We develop a theoretical framework for the study of inelastic resonant transport and current-driven dynamics in molecular nanodevices. Our approach combines a Born-Oppenheimer solution of the coordinate-, energy-, and voltage-dependent self-energy with a time-dependent scattering solution of the vibrational dynamics. The formalism is applied to two classic problems in current-triggered dynamics. As a simple example of bound-bound events in the nuclear subspace we study the problem of current-induced oscillations in Au-C 60 -Au heterojunctions. As a well-studied example of bound-free events in the nuclear subspace we revisit the problem of scanning-tunneling-microscopy-triggered H-atom desorption from a Si͑100͒ surface. Our numerical results are supported by a simple analytically soluble model.
I. INTRODUCTION
Molecular dynamics triggered by resonantly scattering charge carriers have been observed in a variety of scenarios, ranging from gas phase ionization and electron scattering, [1] [2] [3] [4] [5] [6] through surface electron spectroscopies, to photon-and electron-triggered chemistry of adsorbates on metal surfaces, [7] [8] [9] [10] [11] [12] [13] and inelastic conductance through molecular junctions. [14] [15] [16] [17] The last scenario, where molecular dynamics is induced by resonant current, is a young but rapidly evolving field of research with a variety of potential applications, and is particularly relevant to the present work. Measurements of single molecule conduction via scanning tunneling microscopy ͑STM͒ have illustrated the ability of the tunneling current to induce vibrational excitation, [18] [19] [20] as well as rotation, 21 lateral displacement, 22 and desorption of adsorbates from surfaces. [23] [24] [25] Conductance features attributed to excitation of specific modes of the molecular moiety have also been observed within other molecular heterojunction architectures. 14, 26, 27 The qualitative physics underlying nuclear dynamics induced by a resonance inelastic electron ͑or hole͒ scattering event is simple and general. 16 The nuclear system is transiently promoted to a resonance state whose equilibrium configuration is displaced with respect to that of the initial state. The nature of the resonance state depends on the scenario studied. In the molecular device case it is typically a charged or partially charged state; a negative ion state corresponding to electron scattering, i.e., conductance via an empty orbital, or a positive ion state corresponding to hole scattering, i.e., conductance via an occupied orbital. In the case of substratemediated photon-or electron-triggered chemistry on conducting surfaces, excited electronic states are often found to play a role. 9, 28, 29 The mechanism of electronic decay of the resonant state, and hence the resonance lifetime, is likewise dependent on the experiment in mind. In the case of gas phase scattering, where the relaxation is typically radiative, long lifetimes ͑ranging from below to above the vibrational period͒ have been found, 2 whereas in the case of substratemediated chemistry on metals, strong electron-hole coupling typically gives rise to rapid electronic relaxation, on a sub-to few femtoseconds time scale. In the molecular device environment, lifetimes varying in a wide range ͑few to many tens of femtosecond͒ are found, 17 depending on the method of attachment of the molecule to the electrodes. Regardless of the problem-specific details, the equilibrium displacement gives rise to evolution of the vibrational system during the resonance lifetime. Upon electronic relaxation the system is internally excited and vibrational dynamics are likely to ensue. Several theoretical approaches have been developed to describe the inelastic scattering of a charge carrier from a vibrational system and the resulting dynamics. The case of vibrational excitation has been extensively studied within the approximation of the nuclear Hamiltonian as a onedimensional ͑1D͒ harmonic oscillator that is linearly coupled to one electronic mode. 30, 31 In the limit of an isolated resonance, assuming that the resonance width is independent of energy and of the vibrational coordinate, this problem can be solved analytically, providing useful insight into the coupled vibronic dynamics. A second scenario that was extensively addressed is that of substrate-mediated desorption from a conducting surface, induced by photon or electron beam impact, often referred to as desorption induced by electronic transitions ͑DIET͒. 8, 13 Here attention has been focused on the description of the nuclear dynamics, whereas the electronic dynamics have been neglected. The 1D model of Gadzuk, which attempted to retain its attractive simplicity and physical insight while improving on various aspects of the nuclear response. 13 The case of current-driven dynamics in a molecular junction has been addressed only much more recently [15] [16] [17] and received so far little attention. Several features render this problem more challenging to theory than either the 1D, nearly harmonic, vibrational excitation case or the DIET case. On one hand, one's interest is in large amplitude motion in the nuclear subspace, such as rotation, torsion, reaction, and desorption. On the other hand, proper account of the electronic dynamics that drives the nuclear dynamics is essential. Thus, one seeks to describe an inelastic, resonancemediated continuum-continuum transition in the electronic subspace that is accompanied by a chemical reaction; a bound-bound or bound-free transition in the nuclear subspace. Description of the electronic response is complicated by the nonequilibrium nature of the device, the open system boundary conditions, and the coupling of the resonance to two continua with equal or comparable strength.
There are, nevertheless, ample motivations for developing a theory to understand, control, and hence utilize currentdriven dynamics in molecular-scale electronics, and one that will go beyond the traditional models by addressing large amplitude motion, on one hand, and accounting for the electronic dynamics, on the other hand. 16 One inviting application of current-driven dynamics in the device environment is the development of new forms of molecular machines [35] [36] [37] with the desirable properties of being individually driven and operating in the dry state. Another potential application is the design of stable junctions ͑molecular junctions that are immune to current-induced failure͒. Likewise of potential interest is the development of new nanolithographic techniques based on current-driven desorption. Finally, the description of the conductivity of dynamical junctions is of both fundamental interest and practical utility. Other opportunities are proposed in Ref. 38 .
Reference 16 develops a theory to address the challenges and opportunities offered by current-driven dynamics in molecular-scale electronics. Applications to several STMdriven surface reactions are described in Refs. 25, 39, and 40, and applications to current-driven dynamics in molecular transistors are described in Refs. 15 and 17. The theory of Ref. 16 is intuition based and relies on the approximation of coordinate independence of the coupling between the molecule and the metal ͑that is, on the assumption of single exponential decay of the resonance͒. Here we reformulate the theory in terms of flux correlation functions, putting it on rigorous ground within time-dependent scattering theory in a way that relaxes the main approximation. Whereas Ref. 16 includes the coupling between the quasibound states localized on the molecule and the extended electronic states of the two metal electrodes nonperturbatively, but treats the nonadiabatic interaction within first order perturbation theory, here we treat the former interaction perturbatively accounting for the latter nonperturbatively. While complementary from the formal viewpoint, the two approaches are relevant to different types of molecular junctions. In the case of strong coupling of the molecule with the metal electrodes, typically attained in junctions where a sulfur atom is used to link an organic species to a gold electrode, [41] [42] [43] [44] [45] the electronic orbitals are relatively spatially delocalized and energetically broad. In this situation the extent of energy exchange between the electronic and vibrational modes is limited and hence the nonadiabatic coupling can be considered small. In the other extreme of weakly coupled heterojunctions, of the type fabricated using the technique of Ref. 14 or attained in the STM environment, 46 the resonant scattering event deposits significant energy into the vibrational modes, the perturbative approximation is appropriate for description of the coupling of the resonances with the continua, but the nonadiabatic vibronic coupling need be treated exactly, as discussed in the following sections.
The formalism is numerically applied to both the case of bound-bound and that of bound-free transitions in the nuclear subspace. We develop also a simple analytical model that provides useful insight into the physical content of the equations. The next section describes the theory and Sec. III presents our results. The final section concludes with an outlook to future research.
II. THEORY
We consider inelastic conductance via a molecular heterojunction, such as a molecule attached between two electrodes or an adsorbate interacting with a STM tip. The inelasticity translates into energy exchange between the electronic and nuclear modes and leads to a dynamical event in the nuclear subspace. The scenarios envisioned are inherently complex, as they involve strong coupling of the electronic and nuclear modes, large amplitude, possibly multimode, motion in the nuclear subspace, open system boundary conditions in the electronic subspace, and an external bias voltage that drives the system out of equilibrium. The processes of interest are currently observable in the laboratory ͑at least indirectly 14 but in certain cases also directly 7, [23] [24] [25] ͒ in time-independent experiments, and are expected to become observable in dynamical ͑time-resolved͒ experiments in the coming years. Clearly, however, the experiment is challenging and the observable highly averaged. Accordingly, our goal is a formulation that is realistic while approximate, and that lends itself to analytical approximations, thus yielding useful insights, while providing a convenient framework for numerical realization.
Formally the rate of a reaction that accompanies inelastic electron transport can be expressed nonperturbatively, within time-independent scattering theory, in terms of the matrix elements of a transition operator T acting in the combined electronic-nuclear space,
where
V is the potential, and G is the Green's operator corresponding to the complete Hamiltonian. Both numerically and con-ceptually it is convenient to carry out the calculation in the time domain. Our purpose in starting out with the rate formulated within time-independent scattering theory is to make connection with observables ͑which at present are stationary͒ and with the molecular junctions literature ͑the vast part of which uses time-independent approaches͒. In Eq. 
where E F denotes the Fermi energy, k B is Boltzmann's factor, and T is the temperature. The Fermi functions guarantee that tunneling is only considered from an occupied state on the initial electrode to a vacant state on the final electrode. The first term in Eq. ͑2͒ describes direct processes, whereas the second, accounting for the resonance state dynamics via the Green's operator, is responsible for resonance-mediated events. Direct inelastic tunneling, induced by a dipole term, was found negligible as compared to the resonance-mediated counterpart 47 and is omitted in what follows. We proceed by expressing the Green's operator in Eq. ͑2͒ in terms of the time evolution operator as
whereby the resonant portion of the matrix element in Eq. ͑1͒ assumes the form
In Eq. ͑4͒, the transition matrix element is given as the Laplace transform of a correlation function,
which contains the information about the dissipative evolution in the resonant manifold. We remark that all operators in Eqs. ͑3͒-͑5͒ are defined in the combined electronicvibrational space. In what follows, however, we will invoke a Born-Oppenheimer-type approximation, where operators acting in the electronic subspace are parametrically dependent on the nuclear coordinates. It is instructive to consider first the limit of isolated resonances. The case of coupled overlapping resonances is interesting and relevant ͑vide infra͒ but is deferred to Sec. IV. In the isolated resonance case Eq. ͑4͒ assumes the form
where V ␣,mr ͑Q͒ = ͗m͉V ␣ ͉r͘, ␣ = i , f, m = l , k, are matrix elements of the interaction coupling the resonance orbital ͉r͘ with the continuum states of the two electrodes. We indicate explicitly the dependence of the coupling on the set of nuclear coordinates, denoted Q, and use the notation V i,f to allow for different couplings with the two continua. In Eq. ͑6͒ G r is the Green's operator corresponding to the effective non-Hermitian Hamiltonian,
and
are the resonance width and shift parameters. The energydependent term of Eq. ͑7͒, ⌺ r ͑E , Q͒ = ⌬ r ͑E , Q͒ − ͑i /2͒⌫ r ͑E , Q͒, is referred to as the self-energy in the molecular conductance literature. Equation ͑7͒ has been derived within different contexts and different theories in the past 48, 49 and is general. In the molecular junction environment, where the resonance is imbedded in two continua ͑that are not directly coupled to one another͒, the resonance width is the sum of the partial widths corresponding to the interaction with the two continua, ⌫ r = ⌫ i,r + ⌫ f,r , and likewise its shift. Converting the summation over electronic states in Eq. ͑1͒ into an energy integral,
, and making use of energy conservation we find
where i͑f͒ ͑E͒ denotes the density of electronic states in the initial ͑final͒ electrode at energy E. With the effective Hamiltonian of Eq. ͑7͒, the matrix element in Eq. ͑10͒ is given as
The squared modulus of the transition matrix element in Eqs. ͑10͒ and ͑11͒ has the same physical content as the dynamical function P reac in the formalism of Ref. 16 and readily lends itself to interpretation and numerical realization. The electron ͑hole͒ scattering event projects the initial bound state of the molecule+ two electrodes Hamiltonian onto the resonance orbital. The nuclear system evolves subject to a nonHermitian Born-Oppenheimer Hamiltonian, H r = H 0 + ⌬ r − ͑i /2͒⌫ r , where the real part is responsible for the motion of the nuclear subspace probability density toward the global equilibrium, whereas the imaginary part contains the information about the coupling of the resonance to the electronic continua via Eq. ͑8͒, and gives rise to continuous decay. In the molecular junction context, where the resonance state is typically ionic, Eq. ͑11͒ depicts a rapid charging event followed by a much slower neutralization process, wherein an electron tunnels from the localized orbital to the electrode ͑in the case of electron scattering, corresponding to conductance via an unoccupied orbital͒ or a positively charged molecular orbital is replenished by the electrode ͑in the case of hole scattering, corresponding to conductance via an occupied orbital͒. Numerically, Eq. ͑11͒ entails calculation of both H 0 ͑Q͒ and the self-energy ⌬ r ͑E , Q͒ − ͑i /2͒⌫ r ͑E , Q͒ as functions of the nuclear coordinates and electron energy within the BornOppenheimer framework. The former can be obtained within a cluster model in the cases where the electronic dynamics is spatially well localized but requires an extended description of the substrate ͑such as a surface slab model with periodic boundary conditions͒ otherwise. The latter is determined from the electronic density of states of the complete ͑ molecule+ two electrodes͒ Hamiltonian as discussed in Ref. 50 . It is shown in Ref. 50 that the dissipative part of the Born-Oppenheimer Hamiltonian is obtainable from a procedure developed for elastic conductance calculation, as it involves only calculation of the resonance properties. Here we use the nonequilibrium Green's function ͑NEGF͒ approach with a density functional theory ͑DFT͒ Hamiltonian to determine the resonance decay rate subject to bias voltage, as discussed in Sec. III. Other approaches for calculation of transport through molecular junctions can be applied, however. With the form of H r ͑E , Q͒ determined, solution for the nuclear dynamics proceeds by promoting the initial state onto the resonance state potential energy surface and propagating it subject to the non-Hermitian Hamiltonian of Eq. ͑7͒ until the population remaining in the resonant state is negligible. The dynamics in the nuclear subspace that ensue the transient charging ͑or excitation͒ event are described within established methods of time-dependent scattering theory, as discussed below.
At this junction, we distinguish between bound-bound transitions in the nuclear subspace, where the final state is a bound eigenstate of the complete Born-Oppenheimer nuclear Hamiltonian H N , and bound-free transitions, where the final state is a scattering eigenstate of an asymptotic Hamiltonian, obtained as the limit of H N when the reaction coordinate approaches infinity. The former case is of particular interest in the molecular device environment, where one envisions dynamics such as vibration, rotation, and intermode energy flow ensuing a transient inelastic charging event. 38 Here the transition matrix element in Eq. ͑10͒ is obtained by projecting the wave packet upon relaxation to the initial state onto the bound eigenstate ͉ ⑀ ͘ = ͉͘. The latter case is often of interest in the STM environment, where inelastic resonance tunneling has been found to result in desorption [23] [24] [25] and may also lead to reaction. Here ͉ ⑀ ͘ = ͉⑀ , n͘ and the transition operator matrix element in Eq. ͑10͒ requires account of both the resonance scattering event and the reactive dynamics in the initial Born-Oppenheimer electronic state.
Formally both classes of problems are addressed within a uniform framework by expressing the system wave function upon electronic relaxation as a superposition of bound ͉͑͒͘ and scattering ͉͑⑀n − ͒͘ eigenstates of the BornOppenheimer nuclear Hamiltonian H N ,
where the second term is nonzero in the cases where the energy transferred from electronic into vibrational modes exceeds the binding energy. The "Ϫ" superscript in Eq. ͑12͒ indicates incoming wave boundary conditions, and the scattering solutions of H N are related to the asymptotically observable states ͉⑀n͘ defined above via the LippmannSchwinger equation,
The amplitudes A and A͑⑀n͒ in Eq. ͑12͒ contain the details of the resonant scattering dynamics,
The former amplitude provides directly the transition operator matrix element of interest ͓see Eq. ͑10͔͒ for the case of bound-bound processes. The subsequent wave packet evolution subject to H N is fully determined by the initial conditions, which are set by the rapid electronic scattering event and by the properties of the initial Born-Oppenheimer potential energy surface,
͑17͒
After the electronic relaxation has concluded, the boundbound coefficients A are constant in magnitude ͑to the extent that internal excitation is neglected͒, while the time evolution of their phases is responsible for bound state dynamics, such as vibration, rotation, and revivals. The time evolution of the bound-free coefficients reflects the scattering dynamics in the initial Born-Oppenheimer potential energy surface. 
is replaced by
The application of absorbing potentials to avoid reflection of the continuum states from the boundary of the finite spatial grid is common practice in scattering calculations, both in time-dependent 52, 53 and in time-independent 54,55 approaches. In the context of Eq. ͑19͒, the absorbing boundaries allow the approximation of the scattering states through
For the present application it is both formally and numerically convenient to apply the approach of Ref. 51 in the time domain, hence
With the scattering states expressed via Eqs. ͑20͒ and ͑21͒, the bound-free matrix element in Eq. ͑17͒ is obtained as
where H r is given by Eq. ͑7͒. It is worth noting the distinction between the negative imaginary potential −͑i /2͒⌫ r ͑E , Q͒, subject to which the resonance state undergoes electronic decay, and the negative imaginary potential −i͑Q͒, which is introduced at the boundaries of the scattering grid in the unbound electronic state to mimic the continuum. The former is physical and is computed from first principles ͑vide infra͒. The latter is an artificial mathematical device that allows conversion of the scattering problem into L 2 -like. With Eqs. ͑10͒, ͑14͒, and ͑22͒, the calculation of both bound-bound and bound-free processes can be carried out within one framework, with the latter entailing propagation subject to H N − i for sufficiently long time for the reaction to have reached conclusion, followed by projection of the wave packet onto the ͉⑀n͘.
A. An analytically soluble model
Before proceeding to present our numerical results, it is instructive to consider a simple model that can be solved analytically, providing insight into the physical content of Eqs. ͑14͒ and ͑22͒. To that end we consider a 1D harmonic problem and neglect the energy and coordinate dependencies of the coupling matrix element V i,f ͑E , Q͒. In this limit ⌫ r ͑E , Q͒ reduces to a constant ⌫ r ͑E , Q͒ϳ⌫ r = ប / ͑ being the resonance lifetime͒, ⌬ r ͑E , Q͒ amounts to an overall shift and can thus be omitted, and the initial and resonant potential energy curves are given as harmonic functions with different equilibria. This simple model is used here for the purpose of formulating an analytical limit but is shown in Sec. III to provide a useful zeroth order model for description of current-driven vibrational excitation in a realistic device under certain experimental conditions.
Within the harmonic approximation, the nonstationary superposition evolving on the resonant state surface is given as ͑with ប = 1 and E 0 =0͒
where ͉ r ͘ are vibrational eigenstates of the resonance Hamiltonian, ͑cos͑t r ͒ − i sin͑t r ͒͒ ͬ .
͑26͒
An interesting limit is realized when the resonance width is far greater than the spacing of the harmonic energy levels, ⌫ r ӷ ͑i.e., the resonance lifetime is short with respect to the vibrational period͒. We refer to this limit as the sudden limit and expect it to be relevant to many systems. For the case of the Au-C 60 -Au transistor of Sec. III A, for instance, we find 17 resonance lifetimes ranging from 3 to 71 fs ͑depend-ing on the distance between the electrodes and on the symmetry of the conductance channel in question͒, whereas the vibrational period is ca. 1.5 ps. Invoking the sudden approximation, sin t r ϳ t r for t r Շ ⌫ r −1 Ӷ 1, in Eq. ͑26͒, one finds
provides the probability of resonance elastic transmission for electrons of energy ⑀ k in the combined limits of harmonic vibration, constant decay ⌫ r ͑E , Q͒Ϸ⌫ r , and a short lifetime, ⌫ r −1 Ӷ −1 . ͉A 0 ͑⑀ k ͉͒ 2 has the simple transparent form that has been sought, namely, a Lorenzian function of energy with full width at half maximum ͑FWHM͒ ⌫ r , centered about ⑀ k = eq 2 / 2, where the incident electron energy ⑀ k matches the resonance energy eq 2 / 2. In the harmonic limit our formulation is thus equivalent to the results obtained previously for the case of resonant inelastic current in the 1D harmonic approximation, both for the elastic and for the inelastic components. 30 We remark also that the short time approximation of Eq. ͑27͒ is equivalent to a semiclassical approximation, ប → 0, and is compatible with our approximation of the vibrational mode as harmonic, inasmuch as vibrational modes typically behave harmonically in the t → 0 limit ͑i.e., at time short with respect to the inverse of the anharmonicity constant͒.
III. RESULTS AND DISCUSSION
In this section we apply the method developed in Sec. II to two well-studied problems. Section III A addresses the case of bound-bound dynamics through the example of current-driven vibrational excitation in Au-C 60 -Au molecular junctions 14, 15, 17, [57] [58] [59] [60] [61] [62] [63] and Sec. III B addresses the case of bound-free dynamics through the example of STM-induced desorption of H atoms from Si͑100͒. 24, 40, [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] Our choice of model applications is not accidental. Both systems have been studied in the past, experimentally as well as theoretically, and hence potential energy surfaces for the nuclear motion are available. In addition both systems exhibit purely onedimensional dynamics, hence entailing little computational effort.
The initial state of the system is taken to be the lowest energy eigenstate of the neutral ground potential, and the corresponding wave function is computed by direct diagonalization of the Hamiltonian in a discrete variable representation. The time evolution on the coupled electronic surfaces is carried out using the split operator technique. 75 A simple trapezoidal integration scheme is used to perform the integrations necessary over tЈ and t r . The computational parameters required to converge our results are collected in Table I .
A. Bound-bound dynamics: Current-driven vibration in Au-C 60 -Au junctions
Our model of the Au-C 60 -Au molecular junction is depicted in Fig. 1 , where L denotes the interelectrode distance and Z is the distance of the C 60 center of mass from the edge of the left electrode. In the neutral state the fullerene resides at the center of the junction for small interelectrode separations ͑L Ͻ 1.24 nm in Fig. 1͒ , 17 but for larger values of L it is better attached to one of the electrodes ͑via van der Waals interactions͒, producing an asymmetric junction. The asymmetric configuration is the one relevant to current experiments. 14 Observations have suggested that, as current passes through the device, energy is deposited into the center-of-mass motion of the fullerene, resulting in excitation of the vibrational motion of the C 60 between the electrodes. 14 This behavior is consistent with the presence of several electronic resonances ͓the components of the lowest unoccupied molecular orbital ͑LUMO͒ of C 60 that is split due to the interaction with the electrodes͔ near the Fermi level. 17 As an electron resonantly tunnels through the junction, it is temporarily localized on the fullerene and an image charge interaction is established between the charged C 60 and the nearest electrode. At the simplest level the image charge attraction is accounted for by shifting the equilibrium Au-C 60 distance to smaller values, while retaining the functional form determined by van der Waals interactions. We use the results of Ref. 76 , as applied in Ref. 14, for the neutral and ionic potential energy curves of the Au-C 60 center-of-mass motion, leaving the equilibrium displacement as a parameter. The latter is only approximately known from calculations and is expected to vary with the ͑experiment-dependent͒ details of the junction. From Eqs. ͑24͒ and ͑27͒ we have that this parameter plays a dominant role in determining the inelasticity and the current-driven dynamics.
Following the formalism of Sec. II, the nonstationary superposition state established in the charged BornOppenheimer state evolves toward the ion state equilibrium subject to the real part of H r , while continually decaying to the neutral potential due to the imaginary part of H r . Subsequent to the complete decay of the ionic state, the wave packet continues to oscillate on the neutral surface, following approximately the predictions of the harmonic model, at least at short times ͑short with respect to the inverse of the anharmonicity of the Lennard-Jones potential͒.
Given the attractive simplicity of the analytical result of Eq. ͑27͒ on one hand, and the considerable approximations involved on the other, it is pertinent to first explore the extent to which this model reproduces the numerical results for different realistic junctions. Figures 2͑a͒-2͑c͒ show fits to the Lorentzian form suggested by Eq. ͑27͒ for numerical results obtained by wave packet propagations on shifted harmonic potentials with the force constant of the Au-C 60 -Au junction and different resonance lifetimes. Figure 2͑d͒ shows a similar Lorentzian fit to numerical results obtained for the full junction potential energy curves. Also illustrated in Fig.  3͑a͒ is the role played by the equilibrium displacement between the neutral and charged states. ͑More precisely, the ratio of the equilibrium displacement and the product of the resonance lifetime by the classical velocity is the relevant factor.͒ The harmonic numerical results are seen to reproduce nicely the predicted line shape and parameters of the analytical theory for ratios ⌫ r / sufficiently large for the sudden limit to be valid ͓⌫ r / nearing an order of magnitude, see Figs. 2͑a͒ and 2͑b͒ and Table II͔. As the lifetime becomes comparable to the vibrational period ͓Fig. 2͑c͔͒ the numerical harmonic results deviate qualitatively from the prediction of Eq. ͑27͒ and exhibit an oscillatory structure that arises from the long time behavior of the integrand in Eq. ͑26͒ and is excluded from the sudden limit of Eq. ͑27͒. Comparison of   FIG. 2 . The bound-bound probability amplitudes ͉A 0 ͉ 2 of Eq. ͑14͒ for ͓͑a͒-͑c͔͒ harmonic potential energy curves with the force constant for the Au-C 60 -Au molecular junction and ͑d͒ the full ͑anharmonic͒ junction potential. The numerical results ͑solid curves͒ are shown along with their fits to Lorentzian functions ͑dashed curves͒. The resonance lifetime ⌫ r −1 varies from the sudden to the adiabatic limit: ͑a͒ ⌫ r =20, ͑b͒ ⌫ r =5, and ͑c͒ ⌫ r = . The equilibrium displacement in all panels is 10 pm .   FIG. 3 . The bound-bound probability amplitudes ͉A 0 ͉ 2 of Eq. ͑14͒ for the anharmonic junction potential with different values of ͑a͒ the equilibrium displacement and ͑b͒ the resonance lifetime. In panel ͑a͒ dZ eq =10 pm ͑solid͒, 20 pm ͑dashed͒, 30 pm ͑dot-dashed͒, and 40 pm ͑dotted͒. In panel ͑b͒ =10 fs ͑solid͒, 20 fs ͑dashed͒, 30 fs ͑dot-dashed͒, and 40 fs ͑dotted͒. the harmonic results of Fig. 2͑b͒ with the solid curve of Fig.  2͑d͒ , which pertains to a similar resonance lifetime and equilibrium displacement, illustrates that the harmonic approximation makes a valid approximation to the complete junction potential at the time scales of relevance. Clearly, the dynamics pertaining to the complete junction potential deviates markedly from the harmonic approximation at times comparable to the inverse of the anharmonicity energy. Comparison of the different curves of Fig. 3 illustrates that the simple dependencies of the probability function ͉A =0 ͉ 2 on the equilibrium displacement and resonance lifetime, predicted by the analytical model ͓Eq. ͑27͔͒, are borne by the numerical results that pertain to the full junction potential. As the equilibrium displacement increases, the peak of the Lorentzian shifts while changing the lifetime modifies the width of the line shape.
The pedagogical example of Fig. 2 neglects the coordinate, energy, and bias voltage dependencies of the selfenergy in Eqs. ͑7͒-͑9͒, all of which carry potentially interesting physics and may affect the current-driven dynamics of realistic junctions, at least under certain experimental conditions. Figure 4 shows the computed dependence of the resonance position and width parameters on the vibrational coordinate Z and on the bias voltage V b . The position of the resonance is related to ⌬ r of Eq. ͑7͒ by addition of the free LUMO energy as well as the Stark shift caused by the electric field in the junction. Our results are obtained using the approach of Ref. 17 to compute the projected density of electronic states onto the resonance orbital subject to bias voltage. Figure 4 corresponds to an interelectrode distance L = 26.42 au in Fig. 1 , where the junction is asymmetric. The fullerene is oriented such that its 6-6 bond faces the gold electrode ͑corresponding to the global minimum of the potential͒. As illustrated in Ref. 17 , the resonance features depend sensitively on both L and the orientation. We focus in Fig. 4 on the longer lived of the three conductance channels contributing to conductance. For this system we find very weak dependence of the resonance parameters on the electron energy within the range of bias voltages explored ͑V b ഛ 0.24 V͒, and hence in what follows both the shift and the width parameters are taken to be energy independent. Figure 5 illustrates the probability functions ͉A ͉ 2 as a function of the energy for =0-3 under zero bias voltage V b = 0. The solid curves are obtained with the coordinate dependence of the self-energy properly accounted for, whereas the dashed curves neglect this dependence. Interestingly, even for this simplest case scenario, where the current drives merely low-amplitude, nearly harmonic vibrations, account of the coordinate dependence of the self-energy modifies qualitatively the vibrational excitation probabilities. Elastic transitions are enhanced as compared to the constant ⌺ r approximation, while the probability of vibrational excitation is suppressed to a greater extent the higher the vibrational level. This trend is readily understood by inspection of the Z dependencies of the lifetime and the shift given in Fig. 4 , which shows that as the C 60 nears the closer of the two electrodes, the coupling strength increases, corresponding to shorter lifetimes and larger shifts. The inset of Fig. 5 illustrates the expectation value of the center-of-mass coordinate versus time and compares a calculation that accounts for the coordinate dependence of ⌫ r with the results obtained omitting this dependence. The good agreement of the approximate with the exact solution appears at first sight to contradict the results shown in the main panel but is readily understood from the qualitative model of Sec. II A. The period of oscillations is determined by the fullerene mass and its dispersion interaction with the surface. The amplitude is determined by the resonance lifetime and equilibrium displacement. Thus, this observable is insensitive to the details of the calculation. Mathematically the agreement of the exact and approximate calculations with regard to ͗Z͘ is due to cancellation of errors that is introduced in the formation of the superposition of A . Figure 6 complements the picture proposed by Fig. 5 by providing the excitation rate of Eq. ͑10͒ versus the bias volt- age. w ͑V b ͒ falls rapidly with for the considered junction parameters and exhibits the sigmoidal V b dependence predicted theoretically 16, 40 and observed experimentally 21, 24, 25 and numerically 15 before. Account of the coordinate dependence of the resonance parameters enhances the rate for = 0 and suppresses the rate for 0 to a greater extent as the level of excitation grows.
B. Bound-free dynamics: STM-driven desorption of H atoms from Si"100…
The STM-induced desorption of hydrogen from the silicon͑100͒ surface 23, 24 provides the simplest case scenario of bound-free dynamics and is the best studied example of current-driven dynamics in molecular junctions, with important application in nanolithography and nanochemistry. 46, 65, 77, 78 In the voltage regime of V b Ϸ 6-10 V the desorption is a single electron event, corresponding to an electronic → * excitation localized on the Si-H bond. Several qualitative differences between this and other examples of current-driven dynamics have been noted before. 16, 40 Most importantly, the resonance state corresponds to an excited, rather than a charged, state and the electron energy is in the field-emission, rather than the tunneling, regime. Nonetheless, several basic features are common to this and other current-driven events.
Potential energy curves for both the ground and the electronically excited state have been calculated in Ref. 66 
The absorbing potential parameters with which our results have fully converged are provided in Table I . Our method of computing the current-induced boundfree dynamics subject to the potential energy curves of Ref. 66 and the electron-hole interaction that induces electronic relaxation follows the theory detailed in Sec. II. The wave packet is propagated on the coupled ground and excited electronic surfaces for the relevant ranges of incoming electron energies ⑀ k and electronic-to-vibrational transfer energies ⑀. In the asymptotic regime, where the potential energy in the ground state has converged to a constant, the wave packet is multiplied by the absorbing potential and subsequently Fourier transformed to obtain the projection onto the momentum eigenstates. This projection is then integrated over tЈ and t r ͓see Eq. ͑22͔͒. With the zero of energy chosen as the ground state vibrational energy, the asymptotic potential corresponding to the desorbed state is V ϱ = 3.07 eV.
The probability functions ͉B͑⑀ , ⑀ k ͉͒ 2 of Eq. ͑22͒ are shown in Fig. 7 versus the energy transferred to the hydrogen ͑related to the desorbed kinetic energy as KE = ⑀ − V ϱ ͒ for several resonance lifetimes and incoming electron energies. For small lifetimes, 0.25 and 1.0 fs, the kinetic energy distribution is peaked near zero and falls off smoothly with increasing energy. The peak of the distribution shifts to larger energies with increasing lifetime, an expected result, since for longer evolution in the repulsive state the system gains more momentum and hence carries larger excitation upon relaxation. In the small lifetime limit, panels ͑a͒ and ͑b͒, the distribution broadens with as the range of energies available to the desorbate increases. At a fixed lifetime, the peak position also shifts monotonically to higher energies as the energy of the incoming electron increases, since the more energetic electrons can impart more energy to the nuclear system. As the lifetime approaches the classical desorption time given by Ϸ 4.7 fs, 68 an additional feature becomes no- ticeable at the large energy edge. In this limit the lifetime is sufficiently long for the entire incoming electron energy to be deposited into the nuclear modes, with which the desorbate kinetic energy is determined only by ⑀ k , KE → KE classical = ⑀ k − V ϱ , with V ϱ = 3.07 eV for the H / Si system.
Variation of the ͉B͑⑀ , ⑀ k ͉͒ 2 with the incoming electron energies ⑀ k for fixed values of the inelasticity ⑀ provides a complementary view of the energy-resolved dynamics ͑Fig. 8͒. At short lifetimes the distribution exhibits a single broad peak, which shifts to lower energies with increasing , since with longer evolution on the repulsive state less energetic electrons are sufficient to break the bond. As the lifetime approaches the classical desorption time, the initial broad peak is progressively dominated by a second sharp peak, centered about the classical energy KE classical = ⑀ k − V ϱ , or ⑀ = ⑀ k . With increasing the sharp, classical limit feature is observed at lower values of the inelasticity ⑀, since as grows, less energetic electrons can induce desorption during the lifetime.
IV. CONCLUSIONS
Our goal in the research described in the previous sections has been to extend the theory of current-driven dynamics in molecular-scale electronics by circumventing its major approximation, and reformulate it in a way that provides complementary insight along with an efficient tool for numerical realization. In particular, the formalism of Sec. II accounts for the dependence of the self-energy underlying the dynamics on the nuclear coordinates, the electron energy, and the bias voltage. Such extension of the previously developed framework 16 is currently becoming relevant, as DFTbased methods capable of approximating the self-energy 17 are becoming increasingly reliable and experimental probes are becoming available. [79] [80] [81] [82] The theory was tested by application to two classic problems in current-driven dynamics. As a simple yet rich example of bound-bound events in the nuclear subspace we considered the problem of current-driven vibrational excitation in Au-C 60 -Au junctions. As a well-studied example of bound-free events we considered the STM-driven desorption of H atoms from the Si͑100͒ surface. Together, the results of Secs. III A and III B bring across the two limits of currentdriven dynamics in nanojunctions as well as a range of intermediate behaviors that would be relevant in different experimental scenarios. One limit is that of strong coupling of the molecule to both electrodes, where the resonance lifetimes are short as compared to the time scale of evolution of the vibrational system and the equilibrium displacement between the neutral and charged states is small, whereby the current-driven motion is limited to low-amplitude vibrations. In this limit neglect of the coordinate, bias voltage, and electron energy dependence of the self-energy is justified and, to the extent that coherence does not play a role, the theory of Sec. II reduces to the simple Menzel-Gomer-Redhead ͑MGR͒/Antoniewicz model. [32] [33] [34] In the same limit, however, the harmonic approximation is often valid, as is also the sudden approximation, and the analytical model of Sec. II A holds. In this situation our theory is equivalent to previous formulations of resonance inelastic current in the harmonic phonon approximation. The second limit pertains to more weakly coupled junctions, where the orbitals underlying the conductance are localized, leading to strong coupling of the electronic and nuclear modes, non-negligible resonance lifetimes as compared to the time scales of nuclear evolution, and substantial equilibrium displacements between the initial and resonant states. Such junctions are expected to be more typical of STM experiments, although the fabrication techniques of Ref. 83 suggest that they could be relevant also to a variety of junction environments. Here large amplitude motion would often ensue the resonant inelastic current, including rotation, desorption, or reaction. In such scenarios the coordinate and energy dependencies of the self-energy typically play a significant role, the harmonic and sudden approximations clearly fail, and the machinery of Sec. II need be applied.
The study of current-driven dynamics in molecular junctions provides exciting avenues for exploring the interaction between resonantly tunneling electrons and nuclear motions, as well as a variety of interesting applications, including new forms of molecular machines and an approach to STMdriven surface nanochemistry. One of our goals in ongoing theoretical research in this area is to apply the approach detailed here to the design of current-driven machines with desired functionality. Another topic of ongoing research in our group is the combination of the theory with experimental STM work to derive new insights into the prospect of organic-molecule-semiconductor molecular electronics. One of our goals in future research in this framework will be the extension of approach formulated here to account for vibrational relaxation.
