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Abstract
A read-once oblivious arithmetic branching program (ROABP) is an arithmetic branch-
ing program (ABP) where each variable occurs in at most one layer. We give the first
polynomial time whitebox identity test for a polynomial computed by a sum of constantly
many ROABPs. We also give a corresponding blackbox algorithm with quasi-polynomial
time complexity nO(logn). In both the cases, our time complexity is double exponential
in the number of ROABPs.
ROABPs are a generalization of set-multilinear depth-3 circuits. The prior results for
the sum of constantly many set-multilinear depth-3 circuits were only slightly better than
brute-force, i.e. exponential-time.
Our techniques are a new interplay of three concepts for ROABP: low evaluation
dimension, basis isolating weight assignment and low-support rank concentration. We
relate basis isolation to rank concentration and extend it to a sum of two ROABPs using
evaluation dimension (or partial derivatives).
1 Introduction
Polynomial Identity Testing (PIT) is the problem of testing whether a given n-variate poly-
nomial is identically zero or not. The input to the PIT problem may be in the form of
arithmetic circuits or arithmetic branching programs (ABP). They are the arithmetic ana-
logues of boolean circuits and boolean branching programs, respectively. It is well known
that PIT can be solved in randomized polynomial time, see e.g. [Sch80]. The randomized
algorithm just evaluates the polynomial at random points; thus, it is a blackbox algorithm. In
contrast, an algorithm is a whitebox algorithm if it looks inside the given circuit or branching
program. We consider both, whitebox and blackbox algorithms.
Since all problems with randomized polynomial-time solutions are conjectured to have
deterministic polynomial-time algorithms, we expect that such an algorithm exists for PIT.
It is also known that any sub-exponential time algorithm for PIT implies a lower bound [KI03,
Agr05]. See also the surveys [Sax09, Sax14, SY10].
An efficient deterministic solution for PIT is known only for very restricted input mod-
els, for example, sparse polynomials [BOT88, KS01], constant fan-in depth-3 (ΣΠΣ) circuits
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[DS07, KS07, KS09, KS11, SS11, SS12], set-multilinear circuits [RS05, FS12a, ASS13], read-
once oblivious ABP (ROABP) [RS05, FS13, FSS14, AGKS14]. This lack of progress is not
surprising: Gupta et al. [GKKS13] showed that a polynomial time test for depth-3 circuits
would imply a sub-exponential time test for general circuits. For now, even a sub-exponential
solution for depth-3 circuits seems elusive. However, an efficient test for depth-3 multi-
linear circuits looks within reach as a lower bound against this class of circuits is already
known [RY09]. A circuit is called multilinear if all its gates compute a multilinear polyno-
mial, i.e. polynomials such that the maximum degree of any variable is one.
A depth-3 multilinear circuit is called set-multilinear if all the product gates in it induce
the same partition on the set of variables. It is easy to see that a depth-3 multilinear circuit is a
sum of polynomially many set-multilinear circuits. Hence, a natural first step to attack depth-
3 multilinear circuit is to find an efficient test for the sum of two set-multilinear polynomials.
Before this work, the only non-trivial test known for sum of two set-multilinear circuits was
a sub-exponential whitebox algorithm by Agrawal et al. [AGKS14]. Subsequently, a sub-
exponential time blackbox test was also given for depth-3 multilinear circuits [dOSV14]. Our
results imply the first polynomial-time whitebox algorithm, and the first quasi-polynomial-
time blackbox algorithm, for the sum of two set-multilinear circuits.
In this paper, we deal with ROABPs, a model which subsumes set-multilinear circuits; see
for example [AGKS14, Lemma 14]. A read-once oblivious ABP (ROABP) is an arithmetic
branching program, where each variable occurs in at most one layer. There has been a long
chain of work on identity testing for ROABP, see the thesis of Michael Forbes [For14] for
an excellent overview. In 2005, Raz and Shpilka [RS05] gave a polynomial-time whitebox
test for ROABP. Then, Forbes and Shpilka [FS13] gave an sO(logn)-time blackbox algorithm
for ROABP with known variable order, where s is the size of the ROABP and n is number
of variables. This was followed by a complete blackbox test [FSS14] that took sO(d log
2 s)
steps, where d is the syntactic degree bound of any variable. This was further improved by
Agrawal et al. [AGKS14] to sO(logn) time. They removed the exponential dependence on
the degree d. Their test is based on the idea of basis isolating weight assignment . Given a
polynomial over an algebra, it assigns weights to the variables, and naturally extends it to
monomials, such that there is a unique minimum weight basis among the coefficients of the
polynomial.
In another work, Jansen et al. [JQS10] gave a blackbox test for a sum of constantly many
“ROABPs”. Their definition of “ROABP” is much weaker. They assume that a variable
appears on at most one edge in the ABP.
We consider the sum of ROABPs. Note that there are polynomials P (x) computed by
the sum of two ROABPs such that any single ROABP that computes P (x) has exponential
size [NS]. Hence, the previous results on single ROABPs do not help here. In Section 3 we
show our first main result (Theorem 3.2):
PIT for the sum of constantly many ROABPs is in polynomial time.
The exact time bound we get for the PIT-algorithm is (ndw2
c
)O(c), where n is the number of
variables, d is the degree bound of the variables, c is the number of ROABPs and w is their
width. Hence our time bound is double exponential in c, but polynomial in ndw.
Our algorithm uses the fact that the evaluation dimension of an ROABP is equal to
the width of the ROABP [Nis91, FS12b]. Namely, we consider a set of linear dependencies
derived from partial evaluations of the ROABPs 1. We view identity testing of the sum
1Equivalently, we work with the dependencies of the partial derivatives.
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of two ROABPs as testing the equivalence of two ROABPs. Our idea is inspired from a
similar result in the boolean case. Testing the equivalence of two ordered boolean branching
programs (OBDD) is in polynomial time [SW97]. OBDDs too have a similar property of small
evaluation dimension, except that the notion of linear dependence becomes equality in the
boolean setting. Our equivalence test, for two ROABPs A and B, takes linear dependencies
among partial evaluations of A and verifies them for the corresponding partial evaluations of
B. As B is an ROABP, the verification of these dependencies reduces to identity testing for
a single ROABP.
In Section 3.2, we generalize this test to the sum of c ROABPs. There we take A as one
ROABP and B as the sum of the remaining c − 1 ROABPs. In this case, the verification of
the dependencies for B becomes the question of identity testing of a sum of c− 1 ROABPs,
which we solve recursively.
The same idea can be applied to decide the equivalence of an OBDD with the XOR of c−1
OBDDs. We skip these details here as we are mainly interested in the arithmetic case.
In Section 4, we give an identity test for a sum of ROABPs in the blackbox setting. That
is, we are given blackbox access to a sum of ROABPs and not to the individual ROABPs.
Our main result here is as follows (Theorem 4.9):
There is a blackbox PIT for the sum of constantly many ROABPs that works in
quasi-polynomial time.
The exact time bound we get for the PIT-algorithm is (ndw)O(c 2
c log(ndw)), where n is the
number of variables, d is the degree bound of the variables, c is the number of ROABPs and
w is their width. Hence our time bound is double exponential in c, and quasi-polynomial
in n, d,w.
Here again, using the low evaluation dimension property, the question is reduced to iden-
tity testing for a single ROABP. But, just a hitting-set for ROABP does not suffice here,
we need an efficient shift of the variables which gives low-support concentration in any poly-
nomial computed by an ROABP. An ℓ-concentration in a polynomial P (x) means that all
of its coefficients are in the linear span of its coefficients corresponding to monomials with
support < ℓ. Essentially we show that a shift, which achieves low-support concentration for
an ROABP of width w2
c
, also works for a sum of c ROABPs (Lemma 4.8). This is surpris-
ing, because as mentioned above, a sum of c ROABPs is not captured by an ROABP with
polynomially bounded width [NS].
A novel part of our proof is the idea that for a polynomial over a k-dimensional F-
algebra Ak, a shift by a basis isolating weight assignment achieves low-support concentration.
To elaborate, let w : x → N be a basis isolating weight assignment for a polynomial P (x) ∈
Ak[x] then P (x+ t
w) has O(log k)-concentration over F(t). As Agrawal et al. [AGKS14] gave
a basis isolating weight assignment for ROABPs, we can use it to get low-support concen-
tration. Forbes et al. [FSS14] had also achieved low-support concentration in ROABPs, but
with a higher cost. Our concentration proof significantly differs from the older rank concen-
tration proofs [ASS13, FSS14], which always assume distinct weights for all the monomials or
coefficients. Here, we only require that the weight of a coefficient is greater than the weight
of the basis coefficients that it depends on.
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2 Preliminaries
2.1 Notation
Let x = (x1, x2, . . . , xn) be a tuple of n variables. For any a = (a1, a2, . . . , an) ∈ N
n,
we denote by xa the monomial
∏n
i=1 x
ai
i . The support size of a monomial x
a is given by
supp(a) = |{ai 6= 0 | i ∈ [n]}|.
Let F be some field. Let A(x) be a polynomial over F in n variables. A polynomial
A(x) is said to have individual degree d, if the degree of each variable is bounded by d for
each monomial in A(x). When A(x) has individual degree d, then the exponent a of any
monomial xa of A(x) is in the set
M = {0, 1, . . . , d}n .
By coeffA(x
a) ∈ F we denote the coefficient of the monomial xa in A(x). Hence, we can
write
A(x) =
∑
a∈M
coeffA(x
a)xa .
The sparsity of polynomial A(x) is the number of nonzero coefficients coeffA(x
a).
We also consider matrix polynomials where the coefficients coeffA(x
a) are w×w matrices,
for some w. In an abstract setting, these are polynomials over a w2-dimensional F-algebra A.
Recall that an F-algebra is a vector space over F with a multiplication which is bilinear and
associative, i.e. A is a ring. The coefficient space is then defined as the span of all coefficients
of A, i.e., spanF{coeffA(x
a) | a ∈M}.
Consider a partition of the variables x into two parts y and z, with |y| = k. A polyno-
mial A(x) can be viewed as a polynomial in variables y, where the coefficients are polynomials
in F[z]. For monomial ya, let us denote the coefficient of ya in A(x) by A(y,a) ∈ F[z]. For
example, in the polynomial A(x) = x1 + x1x2 + x1
2, we have A(x1,1) = 1 + x2, whereas
coeffA(x1) = 1. Observe that coeffA(y
a) is the constant term in A(y,a).
Thus, A(x) can be written as
A(x) =
∑
a∈{0,1,...,d}k
A(y,a) y
a . (1)
The coefficient A(y,a) is also sometimes expressed in the literature as a partial derivative
∂A
∂ya
evaluated at y = 0 (and multiplied by an appropriate constant), see [FS12b, Section 6].
For a set of polynomials P, we define their F-span as
spanF P =
{∑
A∈P
αAA | αA ∈ F for all A ∈ P
}
.
The set of polynomials P is said to be F-linearly independent if
∑
A∈P αAA = 0 holds only for
αA = 0, for all A ∈ P. The dimension dimFP of P is the cardinality of the largest F-linearly
independent subset of P.
For a matrix R, we denote by R(i, ·) and R(·, i) the i-th row and the i-th column of R,
respectively. For any a ∈ Fk×k
′
, b ∈ Fℓ×ℓ
′
, the tensor product of a and b is denoted by a⊗ b.
The inner product is denoted by 〈a, b〉. We abuse this notation slightly: for any a,R ∈ Fw×w,
let 〈a,R〉 =
∑w
i=1
∑w
j=1 aijRij .
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2.2 Arithmetic branching programs
An arithmetic branching program (ABP) is a directed graph with ℓ + 1 layers of vertices
(V0, V1, . . . , Vℓ). The layers V0 and Vℓ each contain only one vertex, the start node v0 and the
end node vℓ, respectively. The edges are only going from the vertices in the layer Vi−1 to the
vertices in the layer Vi, for any i ∈ [d]. All the edges in the graph have weights from F[x],
for some field F. The length of an ABP is the length of a longest path in the ABP, i.e. ℓ. An
ABP has width w, if |Vi| ≤ w for all 1 ≤ i ≤ ℓ− 1.
For an edge e, let us denote its weight by W (e). For a path p, its weight W (p) is defined
to be the product of weights of all the edges in it,
W (p) =
∏
e∈p
W (e).
The polynomial A(x) computed by the ABP is the sum of the weights of all the paths from
v0 to vℓ,
A(x) =
∑
p path v0 vℓ
W (p).
Let the set of nodes in Vi be {vi,j | j ∈ [w]}. The branching program can alternately be
represented by a matrix product
∏ℓ
i=1Di, whereD1 ∈ F[x]
1×w, Di ∈ F[x]
w×w for 2 ≤ i ≤ ℓ−1,
and Dℓ ∈ F[x]
w×1 such that
D1(j) = W (v0, v1,j), for 1 ≤ j ≤ w,
Di(j, k) = W (vi−1,j, vi,k), for 1 ≤ j, k ≤ w and 2 ≤ i ≤ n− 1,
Dℓ(k) = W (vℓ−1,k, vℓ), for 1 ≤ k ≤ w.
Here we use the convention that W (u, v) = 0 if (u, v) is not an edge in the ABP.
2.3 Read-once oblivious arithmetic branching programs
An ABP is called a read-once oblivious ABP (ROABP) if the edge weights in every layer are
univariate polynomials in the same variable, and every variable occurs in at most one layer.
Hence, the length of an ROABP is n, the number of variables. The entries in the matrix Di
defined above come from F[xπ(i)], for all i ∈ [n], where π is a permutation on the set [n]. The
order (xπ(1), xπ(2), . . . , xπ(n)) is said to be the variable order of the ROABP.
We will view Di as a polynomial in the variable xπ(i), whose coefficients are w-dimensional
vectors or matrices. Namely, for an exponent a = (a1, a2, . . . , an), the coefficient of
• x
aπ(1)
π(1) in D1(xπ(1)) is the row vector coeffD1(x
aπ(1)
π(1) ) ∈ F
1×w,
• x
aπ(i)
π(i) in Di(xπ(i)) is the matrix coeffDi(x
aπ(i)
π(i) ) ∈ F
w×w, for i = 2, 3, . . . , n− 1, and
• x
aπ(n)
π(n) in Dn(xπ(n)) is the vector coeffDn(x
aπ(n)
π(n) ) ∈ F
w×1.
The read once property gives us an easy way to express the coefficients of the polyno-
mial A(x) computed by an ROABP.
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Lemma 2.1. For a polynomial A(x) = D1(xπ(1))D2(xπ(2)) · · ·Dn(xπ(n)) computed by an
ROABP, we have
coeffA(x
a) =
n∏
i=1
coeffDi(x
aπ(i)
π(i) ) ∈ F . (2)
We also consider matrix polynomials computed by an ROABP. A matrix polynomial
A(x) ∈ Fw×w[x] is said to be computed by an ROABP if A = D1D2 · · ·Dn, where Di ∈
Fw×w[xπ(i)] for i = 1, 2, . . . , n and some permutation π on [n]. Similarly, a vector polynomial
A(x) ∈ F 1×w[x] is said to be computed by an ROABP if A = D1D2 · · ·Dn, where D1 ∈
F 1×w[xπ(1)] and Di ∈ F
w×w[xπ(i)] for i = 2, . . . , n. Usually, we will assume that an ROABP
computes a polynomial in F[x], unless mentioned otherwise.
Let A(x) be the polynomial computed by an ROABP and let y and z be a partition
of the variables x such that y is a prefix of the variable order of the ROABP. Recall from
equation (1) that A(y,a) ∈ F[z] is the coefficient of monomial y
a in A(x). Nisan [Nis91]
showed that for every prefix y, the dimension of the set of coefficient polynomials A(y,a) is
bounded by the width of the ROABP2. This holds in spite of the fact that the number of
these polynomials is large.
Lemma 2.2 ([Nis91], Prefix y). Let A(x) be a polynomial of individual degree d, computed by
an ROABP of width w with variable order (x1, x2, . . . , xn). Let k ≤ n and y = (x1, x2, . . . , xk)
be the prefix of length k of x. Then dimF{A(y,a) | a ∈ {0, 1, . . . , d}
k} ≤ w.
Proof. Let A(x) = D1(x1)D2(x2) · · · Dn(xn), where D1 ∈ F
1×w[x1], Dn ∈ F
w×1[xn] and
Di ∈ F
w×w[xi], for 2 ≤ i ≤ n − 1. Let z = (xk+1, xk+2, . . . , xn) be the remaining variables
of x. Define P (y) = D1D2 · · ·Dk and Q(z) = Dk+1Dk+2 · · ·Dn. Then P and Q are vectors
of length w,
P (y) = [P1(y) P2(y) · · · Pw(y)]
Q(z) = [Q1(z) Q2(z) · · · Qw(z)]
T
where Pi(y) ∈ F[y] and Qi(z) ∈ F[z], for 1 ≤ i ≤ w, and we have A(x) = P (y)Q(z).
We get the following generalization of equation (2): for any a ∈ {0, 1, . . . , d}k, the coeffi-
cient A(y,a) ∈ F[z] of monomial y
a can be written as
A(y,a) =
w∑
i=1
coeffPi(y
a)Qi(z). (3)
That is, every A(y,a) is in the F-span of the polynomials Q1, Q2, . . . , Qw. Hence, the claim
follows.
Observe that equation (3) tells us that the polynomials A(y,a) can also be computed by
an ROABP of width w: by equation (2), we have coeffPi(y
a) =
∏
xi∈y
coeffDi(x
ai
i ). Hence,
in the ROABP for A we simply have to replace the matrices Di which belong to P by the
coefficient matrices coeffDi(x
ai
i ). Here, y is a prefix of x. But this is not necessary for the
construction to work. The variables in y can be arbitrarily distributed in x. We summarize
the observation in the following lemma.
2Nisan [Nis91] showed it for non-commutative ABP, but the same proof works for ROABP.
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Lemma 2.3 (Arbitrary y). Let A(x) be a polynomial of individual degree d, computed by an
ROABP of width w and y = (xi1 , xi2 , . . . , xik) be any k variables of x. Then the polynomial
A(y,a) can be computed by an ROABP of width w, for every a ∈ {0, 1, . . . , d}
k. Moreover, all
these ROABPs have the same variable order, inherited from the order of the ROABP for A.
For a general polynomial, the dimension considered in Lemma 2.2 can be exponentially
large in n. We will next show the converse of Lemma 2.2: if this dimension is small for a
polynomial then there exists a small width ROABP for that polynomial. Hence, this property
characterizes the class of polynomials computed by ROABPs. Forbes et al. [FS12b, Section 6]
give a similar characterization in terms of evaluation dimension, for polynomials which can
be computed by an ROABP, in any variable order. On the other hand, we work with a fixed
variable order.
As a preparation to prove this characterization we define a characterizing set of de-
pendencies of a polynomial A(x) of individual degree d, with respect to a variable order
(x1, x2, . . . , xn). This set of dependencies will essentially give us an ROABP for A in the
variable order (x1, x2, . . . , xn).
Definition 2.4. Let A(x) be polynomial of individual degree d, where x = (x1, x2, . . . , xn).
For any 0 ≤ k ≤ n and yk = (x1, x2, . . . , xk), let
dimF{A(yk,a) | a ∈ {0, 1, . . . , d}
k} ≤ w,
for some w.
For 0 ≤ k ≤ n, we define the spanning sets spank(A) and the dependency sets dependk(A)
as subsets of {0, 1, . . . , d}k as follows.
For k = 0, let depend0(A) = ∅ and span0(A) = {ǫ}, where ǫ = ( ) denotes the empty tuple.
For k > 0, let
• dependk(A) = {(a, j) | a ∈ spank−1(A) and 0 ≤ j ≤ d}, i.e. dependk(A) contains all
possible extensions of the tuples in spank−1(A).
• spank(A) ⊆ dependk(A) is any set of size ≤ w, such that for any b ∈ dependk(A), the
polynomial A(yk,b) is in the span of {A(yk,a) | a ∈ spank(A)}.
The dependencies of the polynomials in {A(yk,a) | a ∈ dependk(A)} over {A(yk,a) | a ∈
spank(A)} are the characterizing set of dependencies.
The definition of spank(A) is not unique. For our purpose, it does not matter which
of the possibilities we take, we simply fix one of them. We do not require that spank(A)
is of minimal size, i.e. the polynomials associated with spank(A) constitute a basis for the
polynomials associated with dependk(A). This is because in the whitebox test in Section 3, we
will efficiently construct the sets spank(A), and there we cannot guarantee to obtain a basis.
We will see that it suffices to have | spank(A)| ≤ w. It follows that |dependk+1(A)| ≤ w(d+1).
Note that for k = n, we have yn = x and therefore A(yn,a) = coeffA(x
a) is a constant for
every a. Hence, the coefficient space has dimension one in this case, and thus | spann(A)| = 1.
Now we are ready to construct an ROABP for A.
Lemma 2.5 ([Nis91], Converse of Lemma 2.2). Let A(x) be a polynomial of individual de-
gree d with x = (x1, x2, . . . , xn), such that for any 1 ≤ k ≤ n and yk = (x1, x2, . . . , xk), we
have
dimF{A(yk,a) | a ∈ {0, 1, . . . , d}
k } ≤ w .
Then there exists an ROABP of width w for A(x) in the variable order (x1, x2, . . . , xn).
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Proof. To keep the notation simple, we assume3 that | spank(A)| = w for each 1 ≤ k ≤
n − 1. The argument would go through even when | spank(A)| < w. Let spank(A) =
{ak,1,ak,2, . . . ,ak,w} and spann(A) = {an,1}.
To prove the claim, we construct matrices D1,D2, . . . ,Dn, where D1 ∈ F[x1]
1×w, Dn ∈
F[xn]
w×1, and Di ∈ F[xi]
w×w, for i = 2, . . . , n − 1, such that A(x) = D1D2 · · ·Dn. This
representation shows that there is an ROABP of width w for A(x).
The matrices are constructed inductively such that for k = 1, 2 . . . , n− 1,
A(x) = D1D2 · · ·Dk [A(yk,ak,1) A(yk,ak,2) · · · A(yk ,ak,w)]
T . (4)
To construct D1 ∈ F[x1]
1×w, consider the equation
A(x) =
d∑
j=0
A(y1,j) x
j
1. (5)
Recall that depend1(A) = {0, 1, . . . , d}. By the definition of span1(A), every A(y1,j) is in the
span of the A(y1,a)’s for a ∈ span1(A). That is, there exists constants {γj,i}i,j such that for
all 0 ≤ j ≤ d we have
A(y1,j) =
w∑
i=1
γj,iA(y1,a1,i). (6)
From equations (5) and (6) we get, A(x) =
∑w
i=1
(∑d
j=0 γj,i x
j
1
)
A(y1,a1,i). Hence, we define
D1 = [D1,1 D1,2 · · · D1,w], where D1,i =
∑d
j=0 γj,i x
j
1, for all i ∈ [w]. Then we have
A = D1 [A(y1,a1,1) A(y1,a1,2) · · · A(y1,a1,w)]
T . (7)
To construct Dk ∈ F[xk]
w×w for 2 ≤ k ≤ n− 1, we consider the equation
[A(yk−1,ak−1,1) · · ·A(yk−1,ak−1,w)]
T = Dk [A(yk,ak,1) · · ·A(yk,ak,w)]
T . (8)
We know that for each 1 ≤ i ≤ w,
A(yk−1,ak−1,i) =
d∑
j=0
A(yk,(ak−1,i,j)) x
j
k. (9)
Observe that (ak−1,i, j) is just an extension of ak−1,i and thus belongs to dependk(A). Hence,
there exists a set of constants {γi,j,h}i,j,h such that for all 0 ≤ j ≤ d we have
A(yk,(ak−1,i,j)) =
w∑
h=1
γi,j,hA(yk,ak,h). (10)
From equations (9) and (10), for each 1 ≤ i ≤ w we get
A(yk−1,ak−1,i) =
w∑
h=1

 d∑
j=0
γi,j,h x
j
k

A(yk,ak,h) .
3Assuming d+ 1 ≥ w, spank(A) can be made to have size = w for each k.
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Hence, we can define Dk(i, h) =
∑d
j=0 γi,j,h x
j
k, for all i, h ∈ [w]. Then Dk is the desired
matrix in equation (8).
Finally, we obtain Dn ∈ F
w×1[xn] in an analogous way. Instead of equation (8) we consider
the equation
[A(yn−1,an−1,1) · · ·A(yn−1,an−1,w)]
T = D′n [A(yn,an,1)] . (11)
Recall that A(yn,an,1) ∈ F is a constant that can be absorbed into the last matrix D
′
n, i.e.
we define Dn = D
′
nA(yn,an,1). Combining equations (7), (8), and (11), we get A(x) =
D1D2 · · ·Dn.
Consider the polynomial Pk defined as the product of the first k matrices D1,D2, . . . ,Dk
from the above proof; Pk(yk) = D1D2 · · ·Dk. We can write Pk as
Pk(yk) =
∑
a∈{0,1,...,d}k
coeffPk(y
a
k )y
a
k ,
where coeffPk(y
a
k ) is a vector in F
1×w. We will see next that it follows from the proof of
Lemma 2.5 that the coefficient space of Pk, i.e., spanF{coeffPk(y
a
k ) | a ∈ {0, 1, . . . , d}
k} has
full rank w.
Corollary 2.6 (Full Rank Coefficient Space). Let D1,D2, . . . ,Dn be the matrices constructed
in the proof of Lemma 2.5 with A = D1D2 · · ·Dn. Let spank(A) = {ak,1,ak,2, . . . ,ak,w}. For
k ∈ [n], define the polynomial Pk(yk) = D1D2 · · ·Dk.
Then for any ℓ ∈ [w], we have coeffPk(y
ak,ℓ
k ) = eℓ, where eℓ is the ℓ-th elementary unit
vector, eℓ = (0, . . . , 0, 1, 0, . . . , 0) of length w, with a one at position ℓ, and zero at all other
positions. Hence, the coefficient space of Pk has full rank w.
Proof. In the construction of the matrices Dk in the proof of Lemma 2.5, consider the special
case in equations (6) and (10) that the exponent (ak−1,i, j) is in spank(A), say (ak−1,i, j) =
ak,ℓ ∈ spank(A). Then the γ-vector to express A(yk,(ak−1,i,j)) in equation (6) and (10) can be
chosen to be eℓ, i.e. (γi,j,h)h = eℓ. By the definition of matrix Dk, vector eℓ becomes the i-th
row of Dk for the exponent j, i.e., coeffDk(i,·)(x
j
k) = eℓ.
This shows the claim for k = 1. For larger k, it follows by induction because for
(ak−1,i, j) = ak,ℓ we have coeffPk(y
ak,ℓ
k ) = coeffPk−1(y
ak−1,i
k−1 ) coeffDk(x
j
k) .
3 Whitebox Identity Testing
We will use the characterization of ROABPs provided by Lemmas 2.2 and 2.5 in Section 3.1
to design a polynomial-time algorithm to check if two given ROABPs are equivalent. This is
the same problem as checking whether the sum of two ROABPs is zero. In Section 3.2, we
extend the test to check whether the sum of constantly many ROABPs is zero.
3.1 Equivalence of two ROABPs
Let A(x) and B(x) be two polynomials of individual degree d, given by two ROABPs. If the
two ROABPs have the same variable order then one can combine them into a single ROABP
which computes their difference. Then one can apply the test for one ROABP (whitebox
[RS05], blackbox [AGKS14]). So, the problem is non-trivial only when the two ROABPs have
different variable order. W.l.o.g. we assume that A has order (x1, x2, . . . , xn). Let w bound
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the width of both ROABPs. In this section we prove that we can find out in polynomial time
whether A(x) = B(x).
Theorem 3.1. The equivalence of two ROABPs can be tested in polynomial time.
The idea is to determine the characterizing set of dependencies among the partial deriva-
tive polynomials of A, and verify that the same dependencies hold for the corresponding
partial derivative polynomials of B. By Lemma 2.5, these dependencies essentially define an
ROABP. Hence, our algorithm is to construct an ROABP for B in the variable order of A.
Then it suffices to check whether we get the same ROABP, that is, whether all the matrices
D1,D2, . . . ,Dn constructed in the proof of Lemma 2.5 are the same for A and B. We give
some more details.
Construction of spank(A). Let A(x) = D1(x1)D2(x2) · · ·Dn(xn) of width w. We give
an iterative construction, starting from span0(A) = {ǫ}. Let 1 ≤ k ≤ n. By definition,
dependk(A) consists of all possible one-step extensions of spank−1(A). Let b = (b1, b2, . . . , bk) ∈
{0, 1, . . . , d}k. Define
Cb =
k∏
i=1
coeffDi(x
bi
i ) .
Recall that coeffD1(x
b1
1 ) ∈ F
1×w and coeffDi(x
bi
i ) ∈ F
w×w, for 2 ≤ i ≤ k. Therefore Cb ∈ F
1×w
for k < n. Since Dn ∈ F
w×1, we have Cb ∈ F for k = n. By equation (3), we have
A(yk,b) = CbDk+1 · · ·Dn . (12)
Consider the set of vectors Dk = {Cb | b ∈ dependk(A)}. This set has dimension bounded
by w since the width of A is w. Hence, we can determine a set Sk ⊆ Dk of size ≤ w such that Sk
spans Dk. Thus we can take spank(A) = {a | Ca ∈ Sk}. Then, for any b ∈ dependk(A),
vector Cb is a linear combination
Cb =
∑
a∈spank(A)
γa Ca .
Recall that |dependk(A)| ≤ w(d + 1), i.e. this is a small set. Therefore, we can efficiently
compute the coefficients γa for every b ∈ dependk(A) . Note that by equation (12) we have
the same dependencies for the polynomials A(yk,b). That is, with the same coefficients γa, we
can write
A(yk,b) =
∑
a∈spank(A)
γaA(yk,a) . (13)
Verifying the dependencies for B. We want to verify that the dependencies in equa-
tion (13) computed for A hold for B as well, i.e. that for all k ∈ [n] and b ∈ dependk(A),
B(yk,b) =
∑
a∈spank(A)
γaB(yk ,a) . (14)
Recall that yk = (x1, x2, . . . , xk) and the ROABP for B has a different variable order. By
Lemma 2.3, every polynomial B(yk,a) has an ROABP of width w and the same order on the
remaining variables as the one given for B. It follows that each of the w+1 polynomials that
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occur in equation (14) has an ROABP of width w and the same variable order. Hence, we
can construct one ROABP for the polynomial
B(yk,b) −
∑
a∈spank(A)
γaB(yk,a) . (15)
Simply identify all the start nodes and all the end nodes and put the appropriate constants γa
to the weights. Then we get an ROABP of width w(w+ 1). In order to verify equation (14),
it suffices to do a zero-test for this ROABP. This can be done in polynomial time [RS05].
Constructing ROABP for B in the same sequence as A Recall Lemma 2.5 and its
proof. There, we constructed an ROABP just from the characterizing dependencies of the
given polynomial. Hence, the construction applied to B will give an ROABP of width w for B
with the same variable order (x1, x2, . . . , xn) as for A. The matrices Dk will be the same as
those for A because their definition uses only the dependencies provided by equation (14),
and they are the same as those for A in equation (13).
The last matrix Dn can be written as D
′
nA(yn,an,1), similar to equation (11). Since the
dependencies of the coefficients in dependn(B) over coefficents in spann(B) are the same as
those for A, B(x) = D1D2 · · ·D
′
nB(yn,an,1).
Checking Equality. Clearly, if equation (14) fails to hold for some k and b, then A 6= B.
When equation (14) holds for all k and b, we only need to check if A(yn,an,1) = B(yn,an,1),
which is a single evaluation of each ROABP. This proves Theorem 3.1.
3.2 Sum of constantly many ROABPs
Let A1(x), A2(x), . . . , Ac(x) be polynomials of individual degree d, given by c ROABPs. Our
goal is to test whether A1 + A2 + · · · + Ac = 0. Here again, the question is interesting only
when the ROABPs have different variable orders. We show how to reduce the problem to the
case of the equivalence of two ROABPs from the previous section. For constant c this will
lead to a polynomial-time test.
We start by rephrasing the problem as an equivalence test. Let A = −A1 and B =
A2 + A3 + · · · + Ac. Then the problem has become to check whether A = B. Since A is
computed by a single ROABP, we can use the same approach as in Section 3.1. Hence,
we again get the dependencies from equation (13) for A. Next, we have to verify these
dependencies for B, i.e. equation (14). Now, B is not given by a single ROABP, but is
a sum of c − 1 ROABPs. For every k ∈ [n] and b ∈ dependk(A), define the polynomial
Q = B(yk,b) −
∑
a∈spank(A)
γaB(yk ,a). By the definition of B we have
Q =
c∑
i=2

Ai(yk,b) − ∑
a∈spank(A)
γaAi(yk,a)

 . (16)
As explained in the previous section for equation (15), for each summand in equation (16)
we can construct an ROABP of width w(w + 1). Thus, Q can be written as a sum of c − 1
ROABPs, each having width w(w + 1). To test whether Q = 0, we recursively use the same
algorithm for the sum of c − 1 ROABPs. The recursion ends when c = 2. Then we directly
use the algorithm from Section 3.1.
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To bound the running time of the algorithm, let us see how many dependencies we need
to verify. There is one dependency for every k ∈ [n] and every b ∈ dependk(A). Since
|dependk(A)| ≤ w(d + 1), the total number of dependencies verified is ≤ nw(d + 1). Thus,
we get the following recursive formula for T (c, w), the time complexity for testing zeroness of
the sum of c ≥ 2 ROABPs, each having width w. For c = 2, we have T (2, w) = poly(n, d,w),
and for c > 2,
T (c, w) = nw(d+ 1) · T (c− 1, w(w + 1)) + poly(n, d,w).
As solution, we get T (c, w) = wO(2
c)poly(nc, dc), i.e. polynomial time for constant c.
Theorem 3.2. Let A(x) be an n-variate polynomial of individual degree d, computed by a sum
of c ROABPs of width w. Then there is a PIT for A(x) that works in time wO(2
c)(nd)O(c).
4 Blackbox Identity Testing
In this section, we extend the blackbox PIT of Agrawal et. al [AGKS14] for one ROABP to
the sum of constantly many ROABPs. In the blackbox model we are only allowed to evaluate
a polynomial at various points. Hence, for PIT, our task is to construct a hitting-set.
Definition 4.1. A set H = H(n, d,w) ⊆ Fn is a hitting-set for ROABPs, if for every nonzero
n-variate polynomial A(x) of individual degree d that can be computed by ROABPs of width w,
there is a point a ∈ H such that A(a) 6= 0.
For polynomials computed by a sum of c ROABPs, a hitting-set is defined similarly. Here,
H = H(n, d,w, c) additionally depends on c.
For a hitting-set to exist, we will need enough points in the underlying field F. Henceforth,
we will assume that the field F is large enough such that the constructions below go through
(see [AL86] for constructing large F). To construct a hitting-set for a sum of ROABPs we use
the concept of low support rank concentration defined by Agrawal, Saha, and Saxena [ASS13].
A polynomial A(x) has low support concentration if the coefficients of its monomials of low
support span the coefficients of all the monomials.
Definition 4.2 ([ASS13]). A polynomial A(x) has ℓ-support concentration if for all mono-
mials xa of A(x), we have,
coeffA(x
a) ∈ spanF{coeffA(x
b) | supp(b) < ℓ}.
The above definition applies to polynomials over any F-vector space, e.g. F[x], Fw[x] or
F
w×w[x]. Thus, A(x) ∈ F[x] is a non-zero polynomial that has ℓ-support concentration if and
only if there are nonzero coefficients of support < ℓ. An ℓ-concentrated polynomial in F(x)
has the following hitting set.
Lemma 4.3 ([ASS13]). For n, d, ℓ, the set H = {h ∈ {0, β1, . . . , βd}
n | supp(h) < ℓ} of size
(nd)O(ℓ) is a hitting-set for all n-variate ℓ-concentrated polynomials A(x) ∈ F[x] of individual
degree d, where {βi}i are distinct nonzero elements in F.
Hence, when we have low support concentration, this solves blackbox PIT. Note that
every polynomial does not have low support concentration, for example A(x) = x1x2 · · · xn is
not n-concentrated. However, Agrawal, Saha, and Saxena [ASS13] showed that low support
concentration can be achieved through an appropriate shift of the variables.
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Definition 4.4. Let A(x) be an n-variate polynomial and f = (f1, f2, . . . , fn) ∈ F
n. The
polynomial A shifted by f is A(x+ f) = A(x1 + f1, x2 + f2, . . . , xn + fn).
Note that a shift is an invertible process. Therefore it preserves the coefficient space of a
polynomial.
In the above example, we shift every variable by 1. That is, we consider A(x + 1) =
(x1+1)(x2+1) · · · (xn+1). Observe that A(x+1) has 1-support concentration. A polynomial
A(x) can also be shifted by polynomials. Then, f would be a tuple of n polynomials. Agrawal,
Saha, and Saxena [ASS13] provide an efficient shift that achieves low support concentration
for polynomials computed by set-multilinear depth-3 circuits. Here, a shift is efficient if f itself
can be computed in quasi-polynomial time and A(x+f) has a hitting set that is computable
in quasi-polynomial time. Forbes, Saptharishi and Shpilka [FSS14] extended their result to
polynomials computed by ROABPs. However their cost is exponential in the individual degree
of the polynomial.
Any efficient shift that achieves low support concentration for ROABPs will suffice for
our purposes. In Section 5, we will give a new shift for ROABPs with quasi-polynomial cost.
Namely, in Theorem 5.6 below we present a shift polynomial f(t) ∈ F[t]n in one variable t of
degree (ndw)O(log n) that can be computed in time (ndw)O(log n). It has the property that for
every n-variate polynomial A(x) ∈ Fw×w[x] of individual degree d that can be computed by
an ROABP of width w, the shifted polynomial A(x+ f(t)) has O(logw)-concentration. We
can plug in as many values for t ∈ F as the degree of f(t), i.e. (ndw)O(log n) many. For at least
one value of t, the shift f(t) will O(logw)-concentrate A(x+f(t)). That is, we consider f(t)
as a family of shifts. The same shift also works when the ROABP computes a polynomial in
F[x] or F1×w[x].
The rest of the paper is organized as follows. The construction of a shift to obtain low
support concentration for single ROABPs is postponed to Section 5. We start in Section 4.1
to show how the shift for a single ROABP can be applied to obtain a shift for the sum of
constantly many ROABPs.
4.1 Sum of ROABPs
We will first give a hitting set for the sum of two ROABPs, A+B. We will then extendthis
result for the sum of c ROABPs. Let polynomial A ∈ F[x] of individual degree d have an
ROABP of width w, with variable order (x1, x2, . . . , xn). Let B ∈ F[x] be another polynomial.
We start by reconsidering the whitebox test from the previous section. The dependency
equations (13) and (14) were used to construct an ROABP for B ∈ F[x] in the same variable
order as for A, and the same width. If this succeeds, then the polynomial A + B has one
ROABP of width 2w. Since there is already a blackbox PIT for one ROABP [AGKS14], we
are done in this case.
Hence, the interesting case that remains is when the dependency equations (13) for A do
not carry over to B as in equation (14). Let k ∈ [n] be the first such index. In the following
Lemma 4.5 we decompose A and B into a common ROABP R up to layer k, and the remaining
different parts P and Q. That is, for yk = (x1, x2, . . . , xk) and zk = (xk+1, . . . , xn), we obtain
A = RP and B = RQ, where R ∈ F[yk]
1×w′ and P,Q ∈ F[zk]
w′×1, for some w′ ≤ w(d + 1).
The construction we give is such that that the coefficient space of R has full rank w′. Since the
dependency equations (13) for A do not fulfill equation (14) for B, we get a constant vector
Γ ∈ F1×w
′
such that ΓP = 0 but ΓQ 6= 0. From these properties, we will see in Lemma 4.6
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below that we get low support concentration for A+B when we use the shift constructed in
Section 5 for one ROABP.
Lemma 4.5 (Common ROABP R). Let A(x) be a polynomial of individual degree d, computed
by an ROABP of width w in variable order (x1, x2, . . . , xn). Let B(x) be another polynomial
for which there does not exist an ROABP of width w in the same variable order.
Then there exists a k ∈ [n] such that for some w′ ≤ w(d + 1), there are polynomials
R ∈ F[yk]
1×w′ and P,Q ∈ F[zk]
w′×1, such that
1. A = RP and B = RQ,
2. there exists a vector Γ ∈ F1×w
′
with supp(Γ) ≤ w + 1 such that ΓP = 0 and ΓQ 6= 0,
3. the coefficient space of R has full rank w′.
Proof. Let D1,D2, . . . ,Dn be the matrices constructed in Lemma 2.5 for A. Assume again
w.l.o.g. that spank(A) = {ak,1,ak,2, . . . ,ak,w} has size w for each 1 ≤ k ≤ n − 1, and
spann(A) = {an,1}. Then we have D1 ∈ F
1×w[x1], Dn ∈ F
w×1[xn] and Di ∈ F
w×w[xi], for
2 ≤ i ≤ n− 1.
In the proof of Lemma 2.5 we consider the dependency equations for A and carry them
over to B. By the assumption of the lemma, there is no ROABP of width w for B now.
Therefore there is a smallest k ∈ [n] where a dependency for A is not followed by B. That
is, the coefficients γa computed for equation (13) do not fulfill equation (14) for B. Since the
dependencies carry over up to this point, the construction of the matrices D1,D2, . . . ,Dk−1
work out fine for B. Hence, by equation (4), we can write
A(x) = D1D2 · · ·Dk−1 [A(yk−1,ak−1,1)A(yk−1,ak−1,2) · · · A(yk−1,ak−1,w)]
T (17)
B(x) = D1D2 · · ·Dk−1 [B(yk−1,ak−1,1)B(yk−1,ak−1,2) · · · B(yk−1,ak−1,w)]
T (18)
Since the difference between A and B occurs at xk, we consider all possible extensions
from xk−1. That is, by equation (9), for every i ∈ [w] we have
A(yk−1,ak−1,i) =
d∑
j=0
A(yk ,(ak−1,i,j))x
j
k . (19)
Recall that our goal is to decompose polynomial A into A = RP . We first define polyno-
mial P as the vector of coefficient polynomials of all the one-step extensions of spank−1(A),
i.e., P =
(
A(yk,(ak−1,i,j))
)
1≤i≤w, 0≤j≤d
is of length w′ = w(d+ 1). Written explicitly, this is
P = [A(yk,(ak−1,1,0)) · · ·A(yk,(ak−1,1,d)) · · · A(yk,(ak−1,w,0)) · · ·A(yk,(ak−1,w,d))]
T .
To define R ∈ F[yk]
1×w′ , let Iw be the w × w identity matrix. Define matrix Ek ∈ F[xk]
w×w′
as the tensor product
Ek = Iw ⊗
[
x0k x
1
k · · · x
d
k
]
.
From equation (19) we get that
[A(yk−1,ak−1,1) · · ·A(yk−1,ak−1,w)]
T = Ek P.
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Thus, equation (17) can be written as A(x) = D1D2 · · ·Dk−1EkP . Hence, when we define
R(yk) = D1D2 · · ·Dk−1Ek
then we have A = RP as desired. By an analogous argument we get B = RQ for Q =(
B(yk,(ak−1,i,j))
)
1≤i≤w, 0≤j≤d
.
For the second claim of the lemma let b ∈ dependk(A) such that the dependency equa-
tion (13) for A is fulfilled, but not equation (14) for B. Define Γ ∈ F1×w
′
to be the vector
that has the values γa used in equation (13) at the position where P has entry A(yk,a), and
zero at all other positions. Then supp(Γ) ≤ w + 1 and we have ΓP = 0 and ΓQ 6= 0.
It remains to show that the coefficient space of R has full rank. By Corollary 2.6, the
coefficient space of D1D2 · · ·Dk−1 has full rank w. Namely, for any ℓ ∈ [w], the coefficient
of the monomial y
ak−1,ℓ
k−1 is eℓ, the ℓ-th standard unit vector. Therefore the coefficient of
R(yk) = D1D2 · · ·Dk−1Ek at monomial y
(ak−1,ℓ,j)
k is
coeffR(y
ak−1,ℓ,j
k ) = eℓ coeffEk(x
j
k),
for 1 ≤ ℓ ≤ w and 0 ≤ j ≤ d. By the definition of Ek, we get coeffR(y
ak−1,ℓ,j
k ) =
e(ℓ−1)(d+1)+j+1. Thus, the coefficient space of R has full rank w
′.
Lemma 4.5 provides the technical tool to obtain low support concentration for the sum
of several ROABPs by the shift developed for a single ROABP. We start with the case of the
sum of two ROABPs.
Lemma 4.6. Let A(x) and B(x) be two n-variate polynomials of individual degree d, each
computed by an ROABP of width w. Define Ww,2 = (d+ 1)(2w)
2 and ℓw,2 = log(W
2
w,2 + 1).
Let fw,2(t) ∈ F[t]
n be a shift that ℓw,2-concentrates any polynomial (or matrix polynomial)
that is computed by an ROABP of width ≤Ww,2.
Then (A+B)′ = (A+B)(x+ fw,2) is 2 ℓw,2-concentrated.
Proof. If B can be computed by an ROABP of width w in the same variable order as the one
for A, then there is an ROABP of width 2w that computes A + B. In this case, the lemma
follows because 2w ≤Ww,2. So let us assume that there is no such ROABP for B. Thus the
assumption from Lemma 4.5 is fulfilled. Hence, we have a decomposition of A and B at the
k-th layer into A(x) = R(yk)P (zk) and B(x) = R(yk)Q(zk), and there is a vector Γ ∈ F
1×w′
such that ΓP = 0 and ΓQ 6= 0, where w′ = (d+ 1)w and supp(Γ) ≤ w + 1.
Define R′, P ′, Q′ as the polynomials R,P,Q shifted by fw,2, respectively. Since ΓP = 0,
we also have ΓP ′ = 0.
By the definition of R, there is an ROABP of width w′ that computes R. Since w′ ≤Ww,2,
polynomial R′ is ℓw,2-concentrated by the assumption of the lemma.
We argue that also ΓQ′ is ℓw,2-concentrated: let Q = [Q1Q2 · · ·Qw′ ]
T ∈ F[zk]
w′×1. By
Lemma 2.3, from the ROABP for B we get an ROABP for each Qi of the same width w and
the same variable order. Therefore we can combine them into one ROABP that computes
ΓQ =
∑w′
i=1 γiQi. Its width is w(w + 1) because supp(Γ) ≤ w + 1. Since w(w + 1) ≤ Ww,2,
polynomial ΓQ′ is ℓw,2-concentrated.
Since ΓQ 6= 0 and ΓQ′ is ℓw,2-concentrated, there exists at least one b ∈ {0, 1, . . . , d}
n−k
with supp(b) < ℓw,2 such that Γ coeffQ′(z
b
k) 6= 0. Because ΓP = 0, we have Γ coeffP ′(z
b
k) = 0,
and therefore
Γ coeffP ′+Q′(z
b
k) 6= 0. (20)
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Recall that the coefficient space of R has full rank w′. Since a shift preserves the coefficient
space, R′ also has a full rank coefficient space. Because R′ is ℓw,2-concentrated, already the
coefficients of the < ℓw,2-support monomials of R
′ have full rank w′. That is, forMℓw,2 = {a ∈
{0, 1, . . . , d}k | supp(a) < ℓw,2}, we have rankF(t){coeffR′(y
a
k ) | a ∈ Mℓw,2} = w
′. Therefore,
we can express Γ as a linear combination of these coefficients,
Γ =
∑
a∈Mℓw,2
αa coeffR′(y
a
k ),
where αa is a rational function in F(t), for a ∈Mℓw,2 . Hence, from equation (20) we get
Γ coeff(P ′+Q′)(z
b
k) =

 ∑
a∈Mℓw,2
αa coeffR′(y
a
k )

 coeffP ′+Q′(zbk)
=
∑
a∈Mℓw,2
αa coeffR′(P ′+Q′)(y
a
k z
b
k)
=
∑
a∈Mℓw,2
αa coeff(A+B)′(x
(a,b))
6= 0 .
Since supp(a, b) = supp(a)+supp(b) < 2ℓw,2, it follows that there is a monomial in (A+B)
′ of
support < 2ℓw,2 with a nonzero coefficient. In other words, (A+B)
′ is 2ℓw,2-concentrated.
In Section 5, Theorem 5.6, we will show that the shift polynomial fw,2(t) ∈ F[t]
n used in
Lemma 4.6 can be computed in time (ndw)O(log n). The degree of fw,2(t) is also (ndw)
O(log n).
Recall that when we say that we shift by fw,2(t), we actually mean that we plug in values
for t up to the degree of fw,2(t). That is, we have a family of (ndw)
O(log n) shifts, and at
least one of them will give low support concentration. By Lemma 4.3, we get for each t, a
potential hitting-set Ht of size (nd)
O(ℓw,2) = (nd)O(log dw),
Ht = {h+ f(t) | h ∈ {0, β1, . . . , βd}
n and supp(h) < 2ℓw,2} .
The final hitting-set is the union of all these sets, i.e. H =
⋃
tHt, where t takes (ndw)
O(log n)
distinct values. Hence, we have the following main result.
Theorem 4.7. Given n, d,w, in time (ndw)O(log ndw) one can construct a hitting-set for all
n-variate polynomials of individual degree d, that can be computed by a sum of two ROABPs
of width w.
We extend Lemma 4.6 to the sum of c ROABPs.
Lemma 4.8. Let A = A1 + A2 + · · · + Ac, where the Ai’s are n-variate polynomials of
individual degree d, each computed by an ROABP of width w. Define Ww,c = (d+1)(2w)
2c−1
and ℓw,c = log(W
2
w,c + 1). Let fw,c(t) ∈ F[t]
n be a shift that ℓw,c-concentrates any polynomial
(or matrix polynomial) that is computed by an ROABP of width Ww,c.
Then A′ = A(x+ fw,c) is c ℓw,c-concentrated.
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Proof. The proof is by induction on c. Lemma 4.6 provides the base case c = 2. For the
induction step let c ≥ 3. We follow the proof of Lemma 4.6 with A = A1 and B =
∑c
j=2Aj .
Consider again the decomposition of A and B at the k-th layer into A = RP and B = RQ,
and let Γ ∈ F1×w
′
such that ΓP = 0 and ΓQ 6= 0, where w′ = (d+ 1)w and supp(Γ) ≤ w+1.
The only difference to the proof of Lemma 4.6 is Q = [Q1Q2 · · ·Qw′ ]
T . Recall from
Lemma 4.5 that Qi = B(yk,ai) =
∑c
j=2Aj(yk,ai)
, for ai ∈ dependk(A). Hence,
ΓQ =
w′∑
i=1
γi

 c∑
j=2
Aj (yk,ai)

 = c∑
j=2
w′∑
i=1
γiAj (yk,ai)
.
By Lemma 2.3, ΓQ can be computed by a sum of c− 1 ROABPs, each of width w(w + 1) ≤
2w2 = w′′, because supp(Γ) ≤ w + 1. Our definition of Ww,c was chosen such that
Ww′′,c−1 = (d+ 1)(2w
′′)2
c−2
= (d+ 1)(2 · 2w2)2
c−2
= (d+ 1)(2w)2
c−1
=Ww,c .
Hence, fw,c(t) is a shift that ℓw′′,c−1-concentrates any polynomial that is computed by an
ROABP of width Ww′′,c−1. By the induction hypothesis, we get that ΓQ
′ = ΓQ(x+ fw,c(t))
is (c− 1) ℓw′′,c−1-concentrated, which is same as (c− 1) ℓw,c-concentrated.
Now we can proceed as in the proof of Lemma 4.6 and get that (A+B)′ =
∑c
j=1A
′
j has
a monomial of support < ℓw,c + (c− 1) ℓw,c = c ℓw,c.
We combine the lemmas similarly as for Theorem 4.7 and obtain our main result for the
sum of constantly many ROABPs.
Theorem 4.9. Given n,w, d, in time (ndw)O(c·2
c logndw) one can construct a hitting-set for
all n-variate polynomials of individual degree d, that can be computed by the sum of c ROABPs
of width w.
4.2 Concentration in matrix polynomials
As a by-product, we show that low support concentration can be achieved even when we
have a sum of matrix polynomials, each computed by an ROABP. For a matrix polynomial
A(x) ∈ Fw×w[x], an ROABP is defined similar to the standard case. We have layers of nodes
V0, V1, . . . , Vn connected by directed edges from Vi−1 to Vi. Here, V0 = {v0,1, v0,2, . . . , v0,w} and
Vn = {vn,1, vn,2, . . . , vn,w} also consist of w nodes. The polynomial Ai,j(x) at position (i, j)
in A(x) is the polynomial computed by the standard ROABP with start node v0,i and end
node vn,j.
Note that Definition 4.2 for ℓ-support concentration can be applied to polynomials over
any F-algebra.
Corollary 4.10. Let A = A1+A2+ · · ·+Ac, where each Ai ∈ F
w×w[x] is an n-variate matrix
polynomials of individual degree d, each computed by an ROABP of width w. Let fw,c and
ℓw,c be defined as in Lemma 4.8.
Then A(x+ fw2,c) is cℓw2,c-concentrated.
Proof. Let α ∈ Fw×w and consider the dot-product 〈α,Ai〉 ∈ F[x]. This polynomial can be
computed by an ROABP of width w2: we take the ROABP of width w for Ai and make w
copies of it, and two new nodes s and t. We add the following edges.
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• Connect the new start node s to the h-th former start node of the h-th copy of the
ROABP by edges of weight one, for all 1 ≤ h ≤ w.
• Connect the j-th former end node of the h-th copy of the ROABP to the new end node t
by an edge of weight αh,j, for all 1 ≤ h, j ≤ w.
The resulting ROABP has width w2 and computes 〈α,Ai〉.
Now consider the polynomial 〈α,A〉 = 〈α,A1〉+〈α,A2〉+ · · ·+〈α,Ac〉. It can be computed
by a sum of c ROABPs, each of width w2, for every α ∈ Fw×w. Hence, by Lemma 4.8, the
polynomial 〈α,A〉 (x + fw2,c) is cℓw2,c-concentrated, for every α ∈ F
w×w. By Lemma 4.11
below, it follows that A(x+ fw2,c) is cℓw2,c-concentrated.
The following lemma is also of independent interest.
Lemma 4.11. Let A ∈ Fw×w[x] be an n-variate polynomial and f(t) be a shift. Then
A(x+ f(t)) is ℓ-concentrated iff ∀α ∈ Fw×w, 〈α,A〉 (x+ f(t)) is ℓ-concentrated.
Proof. Assume that A′(x) = A(x+f) is not ℓ-concentrated. Then there exists a monomial xb
such that coeffA′(x
b) /∈ spanF(t){coeffA′(x
a) | supp(a) < ℓ}. Hence, there exists an α ∈ Fw×w
such that 〈α, coeffA′(x
a)〉 = 0, for all a with supp(a) < ℓ, but 〈α,A′〉 6= 0. We thus found an
α ∈ Fw×w such that 〈α,A〉 (x+ f(t)) is not ℓ-concentrated.
For the other direction, let A(x+f) be ℓ-concentrated. Hence, any coefficient coeffA′(x
a)
can be written as a linear combination of the small support coefficients,
coeffA′(x
a) =
∑
b
supp(b)<ℓ
γb coeffA′(x
b),
for some γb ∈ F. Hence, for any α ∈ F
w×w, we also have
〈α, coeffA′(x
a)〉 =
〈
α,
∑
b
supp(b)<ℓ
γb coeffA′(x
b)
〉
.
That is, 〈α,A〉 (x+ f(t)) is ℓ-concentrated.
5 Low Support Concentration in ROABPs
Recall that a polynomial A(x) over an F-algebra A is called low-support concentrated if its
low-support coefficients span all its coefficients. We show an efficient shift which achieves
concentration in matrix polynomials computed by ROABPs. We use the quasi-polynomial
size hitting-set for ROABPs given by Agrawal et al. [AGKS14]. Their hitting-set is based on
a basis isolating weight assignment which we define next.
Recall that M = {0, 1, . . . , d}n denotes the set of all exponents of monomials in x of
individual degree bounded by d. For a weight function w: [n]→ N and a = (a1, a2, . . . , an) ∈
M , let the weight of a be w(a) =
∑n
i=1w(i)ai. Let Ak be a k-dimensional algebra over the
field F.
Definition 5.1. A weight function w: [n] → N is called a basis isolating weight assignment
for a polynomial A(x) ∈ Ak[x], if there exists S ⊆M with |S| ≤ k such that
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• ∀a 6= b ∈ S, w(a) 6= w(b) and
• ∀a ∈ S :=M − S, coeffA(x
a) ∈ spanF{coeffA(x
b) | b ∈ S and w(b) < w(a)}.
Agrawal et al. [AGKS14, Lemma 8] presented a quasi-polynomial time construction of
such a weight function for any polynomial A(x) ∈ Fw×w[x] computed by an ROABP. The
hitting-set is then defined by points (tw(1), tw(2), . . . , tw(n)) for poly(n, d,w)log n many t’s. Our
approach now is to use this weight function for a shift of A(x) by
(
tw(i)
)n
i=1
. Let A′(x) denote
the shifted polynomial,
A′(x) = A(x+ tw) = A(x1 + t
w(1), x2 + t
w(2), . . . , xn + t
w(n)) .
We will prove that A′ has low support concentration.
The coefficients of A′ are linear combinations of coefficients of A, which are given by the
equation
coeffA′(x
a) =
∑
b∈M
(
b
a
)
tw(b−a) · coeffA(x
b), (21)
where
(
b
a
)
=
∏n
i=1
(
bi
ai
)
for any a, b ∈ Nn.
Equation (21) can be expressed in terms of matrices. Let C be the coefficient matrix of A,
i.e. the M × [k] matrix with the coefficients coeffA(x
a) as rows,
C(a, ·) = coeffA(x
a)T .
Similarly, let C ′ be the M × [k] with the coefficients coeffA′(x
a) as rows. Let furthermore T
be the M ×M transfer matrix given by
T (a, b) =
(
b
a
)
,
and D be the M ×M diagonal matrix given by
D(a,a) = tw(a) .
The inverse of D is the diagonal matrix given by D−1(a,a) = t−w(a). Now equation (21)
becomes
C ′ = D−1TDC . (22)
As shifting is an invertible operation, the matrix T is also invertible and rank(C ′) = rank(C).
Lemma 5.2 (Isolation to concentration). Let A(x) be a polynomial over a k-dimensional
algebra Ak. Let w be a basis isolating weight assignment for A(x). Then A(x + t
w) is ℓ-
concentrated, where ℓ = ⌈log(k + 1)⌉.
Proof. Let A′(x) = A(x+ tw). We reconsider equation (22) with respect to the low support
monomials: let Mℓ = {a ∈ M | supp(a) < ℓ} be the exponents of low support. Then we
define matrices
C ′ℓ : theMℓ×[k] submatrix of C
′ that contains the coefficients of A′ of support<
ℓ,
Tℓ : the Mℓ ×M submatrix of T restricted to the rows a ∈Mℓ,
Dℓ : the Mℓ×Mℓ submatrix of D restricted to the rows and columns from Mℓ.
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To show that A′ is ℓ-concentrated, we need to prove that rank(C ′ℓ) = rank(C). By equa-
tion (22), matrix C ′ℓ can be written as C
′
ℓ = D
−1
ℓ TℓDC. Since Dℓ and D
−1
ℓ are diagonal
matrices, they have full rank. Hence, it suffices to show that rank(TℓDC) = rank(C).
W.l.o.g. we assume that the order of the rows and columns in all the above matrices that
are indexed by M or Mℓ is according to increasing weight w(a) of the indices a. The rows
with the same weight can be arranged in an arbitrary order.
Now, recall that w is a basis isolating weight assignment. Hence, there exists a set S ⊆M
such that the coefficients coeffA(b), for b ∈ S, span all coefficients coeffA(a), for a ∈ M . In
terms of the coefficient matrix C, for any a ∈M we can write
C(a, ·) ∈ span{C(b, ·) | b ∈ S and w(b) < w(a)}. (23)
Let S = {s1, s2, . . . , sk′} for some k
′ ≤ k. Let C0 be the k
′ × k submatrix of C whose
i-th row is C(si, ·), i.e. C0(i, ·) = C(si, ·). By (23), for every a ∈ M , there is a vector
γa = (γa,1, γa,2, . . . , γa,k′) ∈ F
k′ such that C(a, ·) =
∑k′
j=1 γa,j C0(j, ·). Let Γ = (γa,j)a,j be
the M × [k′] matrix with these vectors as rows. Then we get
C = ΓC0 .
Observe that the si-th row of Γ is simply ei, the i-th standard unit vector. By (23),
the coefficient C(si, ·) is used to express C(a, ·) only when w(a) > w(si). Recall that the
rows of the matrices indexed by M , like Γ, are in order the of increasing weight of the index.
Therefore, when we consider the i-th column of Γ from the top, the entries are all zero down
to row si, where we hit on the one from ei,
Γ(si, i) = 1 and ∀a 6= si, w(a) ≤ w(si) =⇒ Γ(a, i) = 0 . (24)
Recall that our goal is to show rank(TℓDC) = rank(C). For this, it suffices to show that
the Mℓ × k
′ matrix R = TℓDΓ has full column rank k
′, because then we have rank(TℓDC) =
rank(TℓDΓC0) = rank(RC0) = rank(C0) = rank(C).
To show that R has full column rank k′, observe that the j-th column of R can be written
as
R(·, j) =
∑
a∈M
Tℓ(·,a) Γ(a, j) t
w(a) . (25)
By (24), the term with the lowest degree in equation (25) is tw(sj). By lc(R(·, j)) we denote
the coefficient of the lowest degree term in the polynomial R(·, j). Because Γ(sj , j) = 1, we
have
lc(R(·, j)) = Tℓ(·, sj) .
We define the Mℓ × [k
′] matrix R0 whose j-th column is lc(R(·, j)), i.e. R0(·, j)) = Tℓ(·, sj).
We will show in Lemma 5.3 below that the columns of matrix Tℓ indexed by the set S are
linearly independent. Therefore the k′ columns of R0 are linearly independent.
Hence, there are k′ rows in R0 such that its restriction to these rows, say R
′
0, is a square
matrix with nonzero determinant. Let R′ denote the restriction of R to the same set of
rows. Now observe that the lowest degree term in det(R′) has coefficient precisely det(R′0),
i.e., lc(det(R′)) = det(R′0). This is because the lowest degree term in det(R
′) has degree∑k′
j=1w(sj), and this degree can only be obtained when the degree w(sj) term is taken from
the j-th column, for all j. We conclude that det(R′) 6= 0 and hence R has full column
rank.
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It remains to show that the k′ ≤ k columns of matrix Tℓ indexed by the set S are linearly
independent. In fact, we will show that any k = 2ℓ − 1 columns of Tℓ are independent.
Lemma 5.3. Let Tℓ be the Mℓ ×M matrix with Tℓ(a, b) =
(
b
a
)
. Any 2ℓ − 1 columns of
matrix Tℓ are linearly independent.
Proof. Let S ⊆M now be any set of size k = 2ℓ − 1. Let Tℓ,k be the Mℓ × S submatrix of Tℓ
that consists of the columns indexed by S. To prove the lemma we will show that for any
0 6= v ∈ Fk we have Tℓ,kv 6= 0.
Let v = (va)a∈S . Define the polynomial V (x) =
∑
a∈S vax
a ∈ F[x]. Let V ′(x) be
the polynomial where every variable in V (x) is shifted by one: V ′(x) = V (x + 1). From
equation (21) we get that for any a ∈Mℓ,
coeffV ′(x
a) =
∑
b∈S
(
b
a
)
vb = Tℓ,k(a, ·)v .
Hence, Tℓ,kv gives all the coefficients of V
′(x) of support < ℓ. Now it remains to show that at
least one of these coefficients is nonzero. We show this in our next claim about concentration
in sparse polynomials, which is also of independent interest.
Claim 5.4. Let V (x) ∈ F[x] be a non-zero n-variate polynomial with sparsity bounded by
2ℓ − 1. Then V ′(x) = V (x+ 1) has a nonzero coefficient of support < ℓ.
We prove the claim by induction on the number of variables n. For n = 1, polynomial V (x)
is univariate, i.e. all monomials in V (x) have support 1. Hence, for ℓ > 1 it suffices to show
that V ′(x) 6= 0. But this is equivalent to V (x) 6= 0, which holds by assumption. If ℓ = 1,
then V (x) is a univariate polynomial with exactly one monomial, and therefore V (x+1) has
a nonzero constant part.
Now assume that the claim is true for n − 1 and let V (x) have n variables. Let xn−1
denote the set of first n− 1 variables. Let us write V (x) =
∑d
i=0 Ui x
i
n, where Ui ∈ F[xn−1],
for every 0 ≤ i ≤ d. Let U ′i(xn−1) = Ui(xn−1 + 1) be the shifted polynomial, for every
0 ≤ i ≤ d. We consider two cases:
Case 1: There is exactly one index i ∈ [0, d] for which Ui 6= 0. Then Ui has sparsity ≤
2ℓ−1. Because Ui is an (n−1)-variate polynomial, U
′
i has a nonzero coefficient of support < ℓ
by inductive hypothesis.
Thus, V ′(x) = (xn + 1)
i U ′i also has a nonzero coefficient of support < ℓ.
Case 2: There are at least two Ui’s which are nonzero. Then there is at least one index
in i ∈ [0, d] such that Ui has sparsity 2
ℓ−1 − 1. And hence, by the inductive hypothesis, U ′i
has a nonzero coefficient of support < ℓ − 1. Consider the largest index j such that U ′j has
a nonzero coefficient of support < ℓ− 1. Let the corresponding monomial be xan−1. Now, as
V ′(x) =
∑d
i=0 U
′
i (xn + 1)
i, we have that
coeffV ′(x
a
n−1x
j
n) =
d∑
r=j
(
r
j
)
coeffU ′r(x
a
n−1).
By our choice of j we have coeffU ′j(x
a
n−1) 6= 0 and coeffU ′r(x
a
n−1) = 0, for r > j. Hence,
coeffV ′(x
a
n−1x
j
n) 6= 0. The monomial xan−1x
j
n has support < ℓ, which proves our claim and
the lemma.
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We can use Lemma 5.2 to get concentration in a polynomial computed by an ROABP.
Agrawal et al. [AGKS14, Lemma 8] constructed a family F = {f1(t),f2(t), . . . ,fN (t)} of
n-tuples such that for any given polynomial A(x) ∈ Fw×w[x] computed by an ROABP of
width w, at least one of them is a basis isolating weight assignment and hence, provides
log(w2 + 1)-concentration, where N = (ndw)O(log n). The degrees are bounded by D =
max{deg(fi,j) | i ∈ [N ] and j ∈ [n]} = (ndw)
O(log n). The family F can be generated in time
(ndw)O(log n).
By Lemma 5.2, we now have an alternative PIT for one ROABP because we could simply
try all f i ∈ F for low support concentration, and we know that at least one will work.
However, in Lemmas 4.6 and 4.8 we apply the shift to several ROABPs simultaneously, and
we have no guarantee that one of the shifts works for all of them. We solve this problem by
combining the n-tuples in F into one single shift that works for every ROABP.
Let L(y, t) ∈ F[y, t]n be the Lagrange interpolation of F . That is, for all j ∈ [n],
Lj =
∑
i∈[N ]
fi,j(t)
∏
i′∈[N ]
i′ 6=i
y − αi′
αi − αi′
,
where αi is an arbitrary unique field element associated with i, for all i ∈ [N ]. (Recall that we
assume that the field F is large enough that these elements exist.) Note that Lj|y=αi = fi,j.
Thus, L|y=αi = f i. Also, degy(Lj) = N − 1 and degt(Lj) ≤ D.
Lemma 5.5. Let A(x) be a n-variate polynomial over a k-dimensional F-algebra Ak and F be
a family of n-tuples, such that there exists an f ∈ F such that A′(x, t) = A(x+f) ∈ Ak(t)[x]
is ℓ-concentrated. Then, A′′(x, y, t) = A(x+L) ∈ Ak(y, t)[x] is ℓ-concentrated.
Proof. Let rankF{coeffA(x
a) | a ∈M} = k′, for some k′ ≤ k, and Mℓ = {a ∈M | supp(a) <
ℓ}. We need to show that rankF(y,t) {coeffA′′(x
a) | a ∈Mℓ} = k
′.
Since A′(x) is ℓ-concentrated, we have that rankF(t) {coeffA′(x
a) | a ∈Mℓ} = k
′. Recall
that A′(x) is an evaluation of A′′ at y = αi, i.e. A
′(x, t) = A′′(x, αi, t). Thus, for all a ∈ M
we have coeffA′(x
a) = coeffA′′(x
a)|y=αi .
Let C ∈ F[t]k×|Mℓ| be the matrix whose columns are coeffA′(x
a), for a ∈Mℓ. Let similarly
C ′ ∈ F[y, t]k×|Mℓ| be the matrix whose columns are coeffA′′(x
a), for a ∈ Mℓ. Then we have
C = C ′|y=αi .
As rankF(t)(C) = k
′, there are k′ rows in C, say indexed by R, such that det(C(R, ·)) 6= 0.
Because det(C(R, ·)) = det(C ′(R, ·))|y=αi , it follows that det(C
′(R, ·)) 6= 0. Hence, we have
rankF(y,t)(C
′) = k′.
Using the Lagrange interpolation, we can construct a single shift, which works for all
ROABPs of width ≤ w.
Theorem 5.6. Given n, d,w, in time (ndw)O(log n) one can compute a polynomial f(t) ∈
F[t]n of degree (ndw)O(log n) such that for any n-variate polynomial A(x) ∈ Fw×w[x] (or
F
1×w[x], or F[x]) of individual degree d that can be computed by an ROABP of width w, the
polynomial A(x+ f(t)) is log(w2 + 1)-concentrated.
Proof. Recall that for any polynomial A(x) ∈ Fw×w[x] computed by an ROABP, at least one
tuple in the family {f1,f2, . . . ,fN} obtained from [AGKS14, Lemma 8], gives log(w
2 + 1)-
concentration. By Lemma 5.5, the Lagrange interpolation L(y, t) of {f 1,f2, . . . ,fN} has y-
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and t-degrees (ndw)O(log n). After shifting an n-variate polynomial of individual degree d
by L(y, t), its coefficients will be polynomials in y and t, with degree d′ = dn(ndw)O(logn).
Consider the determinant polynomial det(C ′(R, ·)) from Lemma 5.5. As the set of coefficients
of polynomial A(x) have rank bounded by w2, det(C ′(R, ·)) has degree bounded by d′′ = w2d′.
Note that when we replace y by td
′′+1, this will not affect the non-zeroness of the deter-
minant, and hence, the concentration is preserved. Thus, f = L(td
′′+1, t) is an n-tuple of
univariate polynomials in t that fulfills the claim of the theorem.
Now, consider the case when the ROABP computes a polynomial A(x) ∈ F1×w[x]. It is
easy to see that there exist S ∈ F1×w and B ∈ Fw×w[x] computed by a width-w ROABP
such that A = SB. We know that B(x+f(t)) has log(w2+1)-concentration. As multiplying
by S is a linear operation, one can argue as in the proof of Lemma 4.11 that any linear
dependence among coefficients of B(x + f(t)) also holds among coefficients of A(x + f(t)).
Hence, A(x + f(t)) has log(w2 + 1)-concentration. A similar argument would work when
A(x) ∈ F[x], by writing A = SBT , for some S ∈ F1×w and T ∈ Fw×1.
6 Discussion
The first question is whether one can make the time complexity for PIT for the sum of c
ROABPs proportional to wO(c) instead of wO(2
c). This blow up happens because, when we
want to combine w + 1 partial derivative polynomials given by ROABPs of width w, we get
an ROABP of width O(w2). There are examples where this bound seems tight. So, a new
property of sum of ROABPs needs to be discovered.
It also needs to be investigated if these ideas can be generalized to work for sum of more
than constantly many ROABPs, or depth-3 multilinear circuits.
As mentioned in the introduction, the idea for equivalence of two ROABPs was inspired
from the equivalence of two read once boolean branching programs (OBDD). It would be
interesting to know if there are concrete connections between arithmetic and boolean branch-
ing programs. In particular, can ideas from identity testing of an ROABP be applied to
construct pseudo-randomness for OBDD. E.g. the less investigated model, XOR of constantly
many OBDDs can be checked for unsatisfiability by modifying our techniques.
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