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REES ALGEBRAS OF DIAGONAL IDEALS
KUEI-NUAN LIN
Abstract. There is a natural epimorphism from the symmetric algebra to
the Rees algebra of an ideal. When this epimorphism is an isomorphism, we
say that the ideal is of linear type. Given two determinantal rings over a field,
we consider the diagonal ideal, the kernel of the multiplication map. We prove
that the diagonal ideal is of linear type and recover the defining ideal of the
Rees algebra in some special cases. The special fiber ring of the diagonal ideal
is the homogeneous coordinate ring of the join variety.
1. INTRODUCTION
In this paper we address the problem of determining the equations that define
the Rees algebra of an ideal. Besides encoding asymptotic properties of the powers
of an ideal, the Rees algebra realizes, algebraically, the blow-up of a variety along a
subvariety. Though blowing up is a fundamental operation in the birational study of
algebraic varieties and, in particular, in the process of desingularization, an explicit
description of the resulting variety in terms of defining equations remains a difficult
problem.
Let I be an ideal in a Noetherian ring R. The Rees algebra R(I) of I is the
graded subalgebra R[It] ∼= ⊕n≥0I
n of R[t]. When I is generated by f1, ..., fu, there
is a natural map φ from R[t1, ..., tu] to R(I) sending ti to fit. The kernel of φ is
the defining ideal of R(I) in the ring R[t1, ..., tu]. There is another natural map ψ
from Sym(Ru) = R[t1, ..., tu] to Sym(I), the symmetric algebra of I, and the kernel
of ψ is the defining ideal of Sym(I). This ideal is generated by the entries of the
product of (t1, ..., tu) and the presentation matrix of I. The defining ideal of Sym(I)
is contained in the kernel of φ. Hence we have a surjective map from Sym(I) to
R(I). The ideal I is said to be of linear type if Sym(I) is naturally isomorphic to
R(I). Hence we obtain the defining equations of R(I) for free in this case.
In general, an ideal is not of linear type. The first known class of ideals of
linear type are complete intersection ideals [M]. Ideals generated by d-sequences
are another large class of ideals of linear type [H1], [V]. These sequences play a role
in the theory of approximation complexes similar to the role regular sequences play
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in the theory of Koszul complexes. Later Herzog-Simis-Vansconcelos and Herzog-
Vansconcelos-Villarreal used strongly Cohen-Macaulay and sliding depth conditions
to describe classes of ideals of linear type [HSV1], [HSV2], [HVV]. Huneke proved
that if X is a generic n× n matrix and I is the ideal of n− 1 size minors of X in
R = Z[xij ], then I is of linear type [H2]. Villarreal showed the edge ideals of a tree
or a graph with a unique odd cycle are ideals of linear type [Vi]. In this paper, we
give a new class of ideals of linear type, diagonal ideals of determinantal rings.
Now we describe the setting of this work. Let k be a field, R be a polynomial ring
over the field k with variables {xij}, and X is the genericm×n matrix (xij). Given
two homogeneous R-ideals, I1 and I2, we consider the kernel of the multiplication
map from S = R/I1 ⊗ R/I2 to R/(I1 + I2). The kernel is the diagonal ideal D of
the ring S and D is generated by the images of xi ⊗ 1 − 1 ⊗ xi in the ring S. The
main result of this paper shows that the ideal D is of linear type if I1, I2 are the
ideals of maximal minors of submatrics of X . Notice I1 and I2 are in general not
of linear type (see [H2], 2.6).
In this particular case, the special fiber ring of I, F(D) = R(D) ⊗S k, is the
homogeneous coordinate ring of the embedded join varieties of V (I1) and V (I2) in
projective space Pm×n−1k . Hence when D is an ideal of linear type, the embedded
join is the whole space. But it is not true in general that if the embedded join
variety is the whole space, the diagonal ideal D is of linear type. See Example 2.2
in Section 2.
The proof of the main result is in Section 2. We now describe the idea of the
proof. We use the defining ideals of Sym(D) to understand the defining ideals of
R(D). We identify some specific equations in the defining ideal J of Sym(D), and
consider the subideal L of J they generate.
Notice that L ⊂ J ⊂ K, where K is the defining ideal of R(D), hence the goal
is to prove that L = K. We use Buchberger’s Algorithm to find a Gröbner basis of
the ideal L with respect to some monomial order. We find a set of polynomials that
are in the ideal L and show that all the remainders between elements in this set
are zero. Hence we find a Gröbner basis of the ideal L. Once we have the Gröbner
basis, we have the generating set for the initial ideal in(L) of L. This way we find
a non zero-divisor modulo L, which we may invert thereby reducing to the case of
a smaller matrix. Thus we show that L = K. As a consequence, the two algebras
Sym(D) and R(D) are naturally isomorphic and we obtain an explicit description
of the defining equations of R(D).
Acknowledgments: This work is based on author’s Ph. D. thesis from Purdue
University under the direction of Professor Bernd Ulrich. The author is very
grateful for so many useful suggestions from Professor Ulrich.
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2. Main results
Let k be a field, 2 ≤ m ≤ n integers, Xmn = [xij ], Ymn = [yij ], Zmn = [zij ],
m× n matrices of variables over k. Let 2 ≤ si ≤ ti integers, and let Xs1t1 , Ys2t2 be
the submatrices of X and Y consisting of the first si rows and first ti columns. We
write I = Is1 (Xs1t1), J = Is2 (Xs2t2) the ideals of k[X ] generated by the maximal
minors of Xs1t1 and the maximal minors of Xs2t2 . Let R1 = k[X ]/I, R2 = k[X ]/J
be the two determinantal rings. We consider the diagonal ideal D of R1 ⊗k R2,
defined via the exact sequence
0 −→ D −→ R1 ⊗k R2
mult.−→ k[X ]/(I + J) −→ 0.
The ideal D is generated by the images of xij ⊗ 1− 1⊗ xij in R1 ⊗k R2.
We write the diagonal ideal D = ({xij − yij}) in
S = k[Xmn, Ymn]/(Is1(Xs1t1), Is2 (Ys2t2))
∼= R1 ⊗k R2.
We have a presentation of D,
Sl
φ
−→ Smn −→ D −→ 0
From this we obtain a presentation of the symmetric algebra of D,
0→ (image(φ)) = J −→ Sym(Smn) = S[Zmn] = T −→ Sym(D)→ 0.
Here J is the ideal generated by the entries of the row vector [z11, z12, ..., z1n, ...., zmn]·
φ. Hence
Sym(D) ∼= T/J
where J is generated by linear forms in the variables zij . We write R(D) = T/K,
J ⊂ K. In general K is not generated by linear forms. We can rewrite Sym(D) =
T/J = k[Xmn, Ymn,Zmn]/J and R(D) = k[Xmn, Ymn, Zmn]/K. In this particular
case, the special fiber ring of I, F(D) = R(D)⊗S k, is the homogeneous coordinate
ring of the embedded join varieties of V (I1) and V (I2) in projective space P
m×n−1
k .
Theorem 2.1. The ideal D is of linear type if I1 and I2 are generated by the
maximal minors of submatrices of X. So R(D) ∼= Sym(D).
Hence the embedded join is the whole space in the above case. The following
example showing that even the fiber ring is the whole space, the ideal D may not
be of linear type in general.
Example 2.2. Let X , Y , and Z be 3× 3 matrices and I1 = I3(X), I2 = I2(X) be
the ideal generated by 3× 3 and 2× 2 minors of X . Write
S = k[X,Y ]/(I3(X), I2(Y )) ∼= R1 ⊗k R2,
4 KUEI-NUAN LIN
Sym(D) = S[Z]/J and R(D) = S[Z]/K. Then J = (gij,lk, f) where gij,lk =
({(xij − yij)zlk − (xlk − ylk)zij}) and
f =
∣∣∣∣∣∣∣
x11 x12 x13
z21 z22 z23
y31 y32 y33
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
x11 x12 x13
x21 x22 x23
z31 z32 z33
∣∣∣∣∣∣∣ .
K = (J, h) where
h =
∣∣∣∣∣∣∣
z11 z12 z13
z21 z22 z23
y31 y32 y33
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
z11 z12 z13
y21 y22 y23
z31 z32 z33
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
x11 x12 x13
z21 z22 z23
z31 z32 z33
∣∣∣∣∣∣∣ .
The remaining part of this section is devoted to prove Theorem 2.1. In the course
of this we also describe the defining equations of R(D). We identify some specific
equations in the defining ideal J of Sym(D). In order to clarify the notations, we
define matrices that will be used repeatedly.
Definition 2.3. Let X = [xij ], Y = [yij ] , 1 ≤ i ≤ m, 1 ≤ j ≤ n, be m by n
matrices, and X l,ka1...as = [xiai ], Y
l,k
a1...as
= [yiai ], l ≤ i ≤ k, 1 ≤ ai ≤ n, X
l,k
1...sˆ...n =
[xij ], l ≤ i ≤ k, 1 ≤ j ≤ n, j 6= s be submatrices. For the convenience of notation,
we write det M = |M | when M is a square matrix. We set determinate of a 0 by
0 matrix equal to 1. We also write
[
X1,j
Y j+1,m
]
a1...am
=

x1a1 ... x1am
...
...
xja1 ... xjam
yj+1a1 ... yj+1am
...
...
yma1 ... ymam

as a matrix with different variables.
The following is a well-known fact: writing a matrix with variable y’s as a matrix
of variables x’s and a combination of differences of x’s and y’s.
Lemma 2.4. Let X and Y be n× n matrices. With notation as above
|Y | = |X |+
n∑
i=1
n∑
j=1
(−1)i+j
∣∣∣∣∣ Y
1,i−1
1...jˆ...n
X i+1,n
1...jˆ...n
∣∣∣∣∣ (yij − xij)
Proof. We prove this by inducting on n. When n = 1, the claim is trivial. By
induction, we have
|Y 2,n
1...kˆ...n
| = |X2,n
1...kˆ...n
|+
n∑
i=2
k−1∑
j=1
(−1)i+j+1
∣∣∣∣∣∣ Y
2,i−1
1..jˆ....kˆ....n
X i+1,n
1...jˆ...kˆ...n
∣∣∣∣∣∣ (yij − xij)
REES ALGEBRAS OF DIAGONAL IDEALS 5
+
n∑
i=2
n∑
j=k+1
(−1)i+j
∣∣∣∣∣∣ Y
2,i−1
1..kˆ....jˆ....n
X i+1,n
1...kˆ...jˆ...n
∣∣∣∣∣∣ (yij − xij).
Hence
|Y | =
∑n
k=1(−1)
k+1y1k|Y
2,n
1...kˆ...n
|
=
∑n
k=1(−1)
k+1y1k
|X2,n
1...kˆ...n
|+
n∑
i=2
k−1∑
j=1
(−1)i+j+1
∣∣∣∣∣∣ Y
2,i−1
1..jˆ....kˆ....n
X i+1,n
1...jˆ...kˆ...n
∣∣∣∣∣∣ (yij − xij)
+
∑n
i=2
∑n
j=k+1(−1)
i+j
∣∣∣∣∣∣ Y
2,i−1
1..kˆ....jˆ....n
X i+1,n
1...kˆ...jˆ...n
∣∣∣∣∣∣ (yij − xij)
 .
(1)
=
∑n
k=1(−1)
k+1x1k|X
2,n
1...kˆ...n
|+
∑n
k=1(−1)
k+1(y1k − x1k)|X
2,n
1...kˆ...n
|
+
∑n
k=1(−1)
k+1y1k
∑n
i=2
∑k−1
j=1 (−1)
i+j+1
∣∣∣∣∣∣ Y
2,i−1
1..jˆ....kˆ....n
X i+1,n
1...jˆ...kˆ...n
∣∣∣∣∣∣ (yij − xij)
+
∑n
i=2
∑n
j=k+1(−1)
i+j
∣∣∣∣∣∣ Y
2,i−1
1..kˆ....jˆ....n
X i+1,n
1...kˆ...jˆ...n
∣∣∣∣∣∣ (yij − xij)

= |X |+
n∑
k=1
(−1)k+1(y1k − x1k)|X
2,n
1...kˆ...n
|
+
n∑
k=1
(−1)k+1y1k
 n∑
i=2
k−1∑
j=1
(−1)i+j+1
∣∣∣∣∣∣ Y
2,i−1
1..jˆ....kˆ....n
X i+1,n
1...jˆ...kˆ...n
∣∣∣∣∣∣ (yij − xij)
+
n∑
i=2
n∑
j=k+1
(−1)i+j
∣∣∣∣∣∣ Y
2,i−1
1..kˆ....jˆ....n
X i+1,n
1...kˆ...jˆ...n
∣∣∣∣∣∣ (yij − xij)
 .
Here equality (1) comes from adding the extra term
∑n
j=1(−1)
j+1x1j |X
2,n
1...jˆ...n
| and
then subtracting it from
∑n
j=1(−1)
j+1y1j |X
2,n
1...jˆ...n
|. Notice that we have the third
and forth sum as the following:
n∑
k=1
(−1)k+1y1k
∑n
i=2
∑k−1
j=1 (−1)
i+j+1
∣∣∣∣∣∣ Y
2,i−1
1..jˆ....kˆ....n
X i+1,n
1...jˆ...kˆ...n
∣∣∣∣∣∣ (yij − xij)
+
n∑
i=2
n∑
j=k+1
(−1)i+j
∣∣∣∣∣∣ Y
2,i−1
1..kˆ....jˆ....n
X i+1,n
1...kˆ...jˆ...n
∣∣∣∣∣∣ (yij − xij)

=
n∑
i=2
n∑
j=1
(−1)i+j(yi,j − xi,j)
j−1∑
k=1
(−1)k+1y1k
∣∣∣∣∣∣ Y
2,i−1
1...kˆ..jˆ...n
X i+1,n
1...kˆ..jˆ...n
∣∣∣∣∣∣
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+
n∑
k=j+1
(−1)ky1k
∣∣∣∣∣∣ Y
2,i−1
1...jˆ..kˆ...n
X i+1,n
1...jˆ..kˆ...n
∣∣∣∣∣∣

=
n∑
i=2
n∑
j=1
(−1)i+j
∣∣∣∣∣ Y
1,i−1
1...jˆ...n
X i+1,n
1...jˆ...n
∣∣∣∣∣ (yij − xij).
Now we can put everything together, we obtain
|Y | = |X |+
n∑
j=1
(−1)j+1|X2,n
1..jˆ...n
|(y1j − x1j)
+
n∑
i=2
n∑
j=1
(−1)i+j
∣∣∣∣∣ Y
1,i−1
1...jˆ...n
X i+1,n
1...jˆ...n
∣∣∣∣∣ (yij − xij)
= |X |+
n∑
i=1
n∑
j=1
(−1)i+j
∣∣∣∣∣ Y
1,i−1
1...jˆ...n
Xj+1,n
1...jˆ...n
∣∣∣∣∣ (yij − xij).

In the following lemma, we define those special equations that we consider and
we show that those equations are in the defining ideal of symmetric algebra of D.
Lemma 2.5. Let Xa1...as1 be the s1 by s1 submatrix of Xs1t1 with columns a1, ..., as1 ,
Yb1...bs2 the s2 by s2 submatrix of Ys2t2 with columns b1, ..., bs2 , X
l,k
a1...as1
the k− l+1
by s1 submatrix of X with rows l, l + 1, .., k and columns a1, ..., as1 , and similarly
for Y and Z.
We define
gij,lk =
∣∣∣∣∣ zij zlkxij − yij xlk − ylk
∣∣∣∣∣
fa1,...,as1 =
s2∑
q=1
(−1)q+1
∣∣∣∣∣∣∣∣
 Z
q,q
Y 1,q−1
Xq+1,m

a1...as1
∣∣∣∣∣∣∣∣ ,
where 1 ≤ a1 < a2 < ... < as1 ≤ min(t1, t2) and 1 ≤ i ≤ m, 1 ≤ l ≤ m, 1 ≤ j ≤ n,
1 ≤ k ≤ n.
We write L = (Is1(Xs1t1), Is2(Ys2t2), gij,lk , fa1,...,as1 ), which is an ideal of
k[Xmn, Ymn, Zmn]. Then L ⊂ J .
Proof. We can see |Xa1...as1 |, |Yb1...bs2 |, gij,lk’s are in J . Notice that when t2 < s1,
by the way we define fa1,...,as1 , this is an empty condition. When t2 ≥ s1, we
substitute zij via xij − yij and use Lemma 2.4, we can see f ’s are in J . 
The next Theorem immediate implies Theorem 2.1.
Theorem 2.6. The ideal L is the defining ideal of R(D) and D is of linear type.
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The following lemma is the key step to prove the main theorem. The proof of
the lemma is given in the Section 4. It involves finding a Gröbner basis of the ideal.
Lemma 2.7. The variable x11 is a non zero-divisor of the quotient ring k[X,Y, Z]/L.
Proof of Theorem 2.6: From Lemma 2.5, we have L ⊂ J ⊂ K, where J is the
defining ideal of Sym(D). We would like to show L = K and as a consequence,
L = J = K, i.e. D is an ideal of linear type. By Lemma 2.7, x11 is a non
zero-divisor on k[X,Y, Z]/L. Changing the roles of X and Y , we also obtain that
y11 is a non-zero divisor on k[X,Y, Z]/L. Since K is a prime ideal, it suffices to
show that Lx11y11 = Kx11y11 . The latter holds by induction on the size of the
matrix X .
To explain this, we consider the (m− 1)× (n− 1) matrices of variables X ′ = [x′ij ]
, Y ′ = [yij ], Z
′ = [zij ], 2 ≤ i ≤ m, 2 ≤ j ≤ n. We define a natural isomorphism φ
from k[{xij}i=1 or j=1, X
′]x11 to k[X ]x11 via φ(xij) = xij when i = 1 or j = 1, and
φ(x′ij) = xij − xi1x1j/x11 when i 6= 1 and j 6= 1. Let
R′1 = k[{xij}i=1 or j=1, X
′]x11/I
′ ∼= R1x11 ,
R′2 = k[{xij}i=1 or j=1, X
′]x11/J
′ ∼= R2x11 ,
where I ′ = Is1−1(X
′
s1−1,t1−1), J
′ = Is2−1(X
′
s2−1,t2−1) and
S′ := k[{xij}i=1 or j=1, X
′, {yij}i=1 or j=1, Y
′]x11y11/(I
′, J ′)
∼= R′1 ⊗R
′
2
∼= R1x11 ⊗R2x11 .
Then we have
D˜
′ = ({xij − yij}i=1 or j=1, {x
′
ij − y
′
ij}2≤i≤m, 2≤j≤n)
∼= D = ({xij − yij}1≤i≤m, 1≤j≤n),
and T ′ = S′[{zij}i=1 or j=1, Z
′] ∼= Tx11y11 by the map φ defined by φ(xij) = xij ,
φ(yij) = yij and φ(zij) = zij when i = 1 or j = 1, and φ(x
′
ij) = xij − xi1x1j/x11,
φ(y′ij) = yij − yi1y1j/y11, and
φ(z′ij) = zij − yi1z1j/y11 − x1jzi1/y11 + xi1x1jz11/x11y11 when i 6= 1 and j 6= 1.
Let φ′ denote the induced map of φ from RS′(D˜
′) to RSx11y11 (D). Let ψ and ψ
′
denote the map from Tx11y11to RSx11y11 (D) and T
′ to RS′(D˜
′). We obtain the
following diagram
φ
T ′ −→ Tx11y11
ψ′ ↓ ↓ ψ
RS′(D
′) −→ RSx11y11 (D)
φ′
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To show the diagram commute, it is enough to show φ′(ψ′(z′ij)) = ψ(φ(z
′
ij)). Since
ψ(φ(z′ij)) = ψ(zij − yi1z1j/y11 − x1jzi1/y11 + xi1x1jz11/x11y11)
= xij − yij − yi1(x1j − y1j)/y11 − x1j(xi1 − yi1)/y11
+xi1x1j(x11 − y11)/x11y11,
and
φ′(ψ′(z′ij)) = φ
′(x′ij − y
′
ij)
= xij − yij − xi1x1j/x11 + yi1y1j/y11
= xij − yij − yi1(x1j − y1j)/y11 − x1j(xi1 − yi1)/y11
+xi1x1j(x11 − y11)/x11y11.
Hence φ′ is an isomorphism. Let D′ = ({x′ij − y
′
ij}2≤i≤m, 2≤j≤n) then by the
induction hypothesis, the defining ideal of RS′(D
′) in T ′ is of the form
L′ = {Is1−1(X
′
s1−1,t1−1), Is2−1(Y
′
s2−1,t2−1), g
′
ij,lk, f
′
a2,...,as−1
}, where
g′ij,lk =
∣∣∣∣∣ z′ij z′lkx′ij − y′ij x′lk − y′lk
∣∣∣∣∣
f ′a2,...,as1 =
s2∑
q=2
(−1)q+1
∣∣∣∣∣∣∣∣
 Z
′q,q
Y ′2,q−1
X ′q+1,m

a2...as1
∣∣∣∣∣∣∣∣
with 2 ≤ a1 < a2 < ... < as1 ≤ min{t1, t2} and 2 ≤ i ≤ m, 2 ≤ l ≤ m, 2 ≤ j ≤ n,
2 ≤ k ≤ n. Let W denote the set of Koszul relations:
g1ij,lk =
∣∣∣∣∣ zij z′lkxij − yij x′lk − y′lk
∣∣∣∣∣
with i = 1 or j = 1 and
g2ij,lk =
∣∣∣∣∣ zij zlkxij − yij xlk − ylk
∣∣∣∣∣
with i = 1 or j = 1 and l = 1 or k = 1. Then (L′,W ) is the defining ideal of
RS′(D˜
′) ∼= RSx11y11 (D). Once we show that φ(L
′,W ) ⊂ Lx11y11 , then
Lx11y11 = Kx11y11 .
From the way we define the map φ, we have
φ(Is1−1(X
′
s1−1,t1−1), Is2−1(Y
′
s2−1,t2−1), g
′
ij,lk,W ) ⊂ Lx11y11 .
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Notice the following equality:
φ(f ′a2,...,as1 ) =
1
y11
f1,a2,...,as1 −
z11
x11y11
|X1a2...as1 |,
hence φ(f ′a2,...,as1 ) ∈ Lx11y11 .

3. SOME LINEAR ALGEBRA
This section is a reminder of some linear algebra properties. We will use those
properties in the proof of Section 4.
The following lemma writes the determinant of a certain in x and y variables in
term of y variables and differences xij − yij .
Lemma 3.1. With notation as 2.3,∣∣∣∣∣∣∣
Y 1,i−11,...,n
yi,1 ... yi,j xi,j+1 ... xi,n
X i+1,n1,...,n
∣∣∣∣∣∣∣
= |Y |+
n∑
k=j+1
(−1)i+k
∣∣∣∣∣ Y
1,i−1
1..kˆ..n
X i+1,n
1...kˆ...n
∣∣∣∣∣ (xik − yik)
+
n∑
l=i+1
n∑
k=1
(−1)l+k
∣∣∣∣∣ Y
1,l−1
1...kˆ...n
X l+1,n
1...kˆ...n
∣∣∣∣∣ (xlk − ylk).
Proof. We will show this by inducting on i. When i = 1, we have∣∣∣∣∣ y1,1...y1,jx1,j+1..x1,nX2,n
∣∣∣∣∣
=
j∑
k=1
(−1)k+1y1,k|X
2,n
1...kˆ...n
|+
n∑
k=j+1
(−1)k+1x1,k|X
2,n
1...kˆ...n
|
=
j∑
k=1
(−1)k+1(y1,k − x1,k)|X
2,n
1...kˆ...n
|+
n∑
k=1
(−1)k+1x1,k|X
2,n
1...kˆ...n
|
=
j∑
k=1
(−1)k+1(y1,k − x1,k)|X
2,n
1...kˆ...n
|+ |X | .
Now Lemma 2.4 gives
|X | = |Y |+
n∑
l=1
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj).
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Hence we have ∣∣∣∣∣ y1,1...y1,jx1,j+1..x1,nX2,n
∣∣∣∣∣
=
j∑
k=1
(−1)k+1(y1k − x1k)|X
2,n
1...kˆ...n
|+ |Y |+
n∑
l=1
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj).
Notice that
j∑
k=1
(−1)k+1(y1k − x1k)|X
2,n
1...kˆ...n
|+
n∑
l=1
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj)
=
j∑
k=1
(−1)k+1(y1k − x1k)|X
2,n
1...kˆ...n
|+
n∑
j=1
(−1)j+1|X2,n
1...jˆ...n
|(x1j − y1j)
+
n∑
l=2
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj)
=
n∑
k=j+1
(−1)k+1(x1k − y1k)|X
2,n
1...kˆ...n
|+
n∑
l=2
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj) .
Hence∣∣∣∣∣ y1,1...y1,jx1,j+1..x1,nX2,n
∣∣∣∣∣ = |Y |+
n∑
k=j+1
(−1)k+1(x1,k − y1,k)|X
2,n
1...kˆ...n
|
+
n∑
l=2
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj).
Now for the induction step, we assume∣∣∣∣∣ Y 1,i−1X i,n
∣∣∣∣∣ = |Y |+
n∑
l=i
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj).
Therefore ∣∣∣∣∣∣∣
Y 1,i−1
yi,1...yi,jxi,j+1..xi,n
X i+1,n
∣∣∣∣∣∣∣
=
j∑
k=1
(−1)i+kyi,k
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣+
n∑
k=j+1
(−1)i+kxi,k
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣
=
j∑
k=1
(−1)i+k(yi,k − xi,k)
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣+
n∑
k=1
(−1)i+kxi,k
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣
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=
j∑
k=1
(−1)i+k(yi,k − xi,k)
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣+
∣∣∣∣∣ Y 1,i−1X i,n
∣∣∣∣∣
=
j∑
k=1
(−1)i+k(yi,k − xi,k)
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣+ |Y |
+
n∑
l=i
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj)
= |Y |+
n∑
k=j+1
(−1)i+k(xi,k − yi,k)
∣∣∣∣∣ Y
1,i−1
1...kˆ...n
X i+1,n
1...kˆ...n
∣∣∣∣∣
+
n∑
l=i+1
n∑
j=1
(−1)l+j
∣∣∣∣∣ Y
1,l−1
1...jˆ...n
X l+1,n
1...jˆ...n
∣∣∣∣∣ (xlj − ylj).

By the following the two lemmas, the S-pairs between the elements of the ideal
L can be reduced using the Koszul relations.
Lemma 3.2. Let 1 ≤ i, l ≤ m, 1 ≤ j, k ≤ n, a1 < a2 < a3. Let
gij,lk =
∣∣∣∣∣ zij zlkxij − yij xlk − ylk
∣∣∣∣∣ , M =
∣∣∣∣∣∣∣
z1a1 z1a2 z1a3
x1a1 x1a2 x1a3
y1a1 y1a2 y1a3
∣∣∣∣∣∣∣ .
Then
M = y1a1g1a2,1a3 − y1a2g1a1,1a3 + y1a3g1a1,1a2 .
Proof. One has
M =
∣∣∣∣∣∣∣
z1a1 z1a2 z1a3
x1a1 − y1a1 x1a2 − y1a2 x1a3 − y1a3
y1a1 y1a2 y1a3
∣∣∣∣∣∣∣
= y1a1
∣∣∣∣∣ z1a2 z1a3x1a2 − y1a2 x1a3 − y1a3
∣∣∣∣∣− y1a2
∣∣∣∣∣ z1a1 z1a3x1a1 − ya1 x1a3 − y1a3
∣∣∣∣∣
+y1a3
∣∣∣∣∣ z1a1 z1a2x1a1 − y1a1 x1a2 − y1a2
∣∣∣∣∣

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Lemma 3.3. Let gij,lk defined as Lemma 3.2. Then
M =
∣∣∣∣∣ z1a1 z1a2x2a1 − y2a1 x2a2 − y2a2
∣∣∣∣∣
= g1a1,2a2 − g1a2,2a1 +
∣∣∣∣∣ x1a1 − y1a1 x1a2 − y1a2z2a1 z2a2
∣∣∣∣∣ .
Proof. We have
M = z1a1(x2a2 − y2a2)− z1a2(x2a1 − y2a1)
= g1a1,2a2 + z2a2(x1a1 − y1a1)− g1a2,2a1 − z2a1(x1a2 − y1a2)
= g1a1,2a2 − g1a2,2a1 +
∣∣∣∣∣
[
x1a1 − y1a1 x1a2 − y1a2
z2a1 z2a2
]∣∣∣∣∣ .

4. Gröbner basis
This section is devoted to prove Lemma 2.7. We outline this section here. We
will recall Buchberger’s Criterion and give several lemmas that will help us reduce
the computation of S-pairs between elements of L. We define several equations and
show those equations sit inside the ideal L. Theorem 4.25 will give a Gröbner basis
of L via a particular ordering. Actually, all the equations defined before Theorem
4.25 are all of elements of the Gröbner basis. The proof of Theorem 4.25 will be
broken down as several lemmas computing the S-pairs of the elements and showing
all of the reminders of S-pairs are zero.
Let I = (g1, ..., gs) be an ideal in a polynomial ring. We define
in(gj)/GCD(in(gi), in(gj)) = mji,
in(gi)/GCD(in(gi), in(gj)) = mij ,
and
mjigi −mijgj =
∑
f (ij)u gu + hgigj
where in(mjigi) > in(f
(ij)
u gu) for all u.
Theorem 4.1. (Buchberger′s Criterion). The elements g1, ..., gs form a Gröbner
basis if and only if hgigj = 0 for all i and j.
The polynomial mjigi −mijgj is commonly referred to as the S-pair between gi
and gj and hgigj is called the remainder.
By using Buchberger’s Criterion, we obtain several lemmas that will help in the
computation of a Gröbner basis of L. Sine we focus on the determinantal rings,
the computation of S-pair between elements are involving the values of matrix
determinate. For the computation purpose, we define the following definition.
REES ALGEBRAS OF DIAGONAL IDEALS 13
Definition 4.2. Given two square free monomials p1 and p2 in k[X ] where X
is the m by n matrix of variables, we define m12 = p1/GCD(p1, p2) and m21 =
p2/GCD(p1, p2). Assume m12 = xu1a1 ...xurar , m21 = xv1b1 ...xvwbw , then define the
matrix
M12 :=

xu1a1 ... xu1ar
xu2a1 ... xu2ar
...
...
xura1 xurar

and the matrix
M21 :=

xv1b1 ... xv1bw
xv2b1 ... xv2bw
...
...
xvwb1 xvwbw
 .
The following lemma helps us replace a polynomial with a leading term involving
xi,j ’s by a polynomial with a leading term without involving xij ’s.
Lemma 4.3. Let as1 < ... < a1, 1 ≤ r ≤ s1, and let gi1j1,i2j2 be as defined in
Lemma 2.5. Then
∣∣∣∣∣∣∣∣
 Y
1,r−1
Zr,r
Xr+1,s1

as1 ,...,a1
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
 Y
1,r−1
Zr,r
Y r+1,s1

as1 ,...,a1
∣∣∣∣∣∣∣∣+
s1∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣

Y 1,r−1
Xr,r − Y r,r
Y r+1,u−1
Zu,u
Xu+1,s1

as1 ,...,a1
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
s1∑
u=r+1
∑
{c1,c2,d1,...,ds1−2}={a1,...,as1}
± (grc1,uc2 − grc2,uc1)
∣∣∣∣∣∣∣∣
 Y
1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1−2
∣∣∣∣∣∣∣∣ .
Proof. For the purpose of this proof we drop the column indices. We use Lemma
3.1 to obtain
∣∣∣∣∣∣∣
 Y
1,r−1
Zr,r
Xr+1,s1

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
 Y
1,r−1
Zr,r
Y r+1,s1

∣∣∣∣∣∣∣+
s1∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣

Y 1,r−1
Zr,r
Y r+1,u−1
Xu,u − Y u,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣
.
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Notice that
∣∣∣∣∣∣∣∣∣∣∣∣

Y 1,r−1
Zr,r
Y r+1,u−1
Xu,u − Y u,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
{c1,c2,d1,...,ds1−2}={a1,...,as1}
±
∣∣∣∣∣
[
zrc1 zrc2
xuc1 − yuc1 xuc2 − yuc2
]∣∣∣∣∣
∣∣∣∣∣∣∣∣
 Y
1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1−2
∣∣∣∣∣∣∣∣
=
∑
{c1,c2,d1,...,ds1−2}={a1,...,as1}
±
(
grc1,uc2 − grc2,uc1
+
∣∣∣∣∣
[
xrc1 − yrc1 xrc2 − yrc2
zuc1 zuc2
]∣∣∣∣∣
) ∣∣∣∣∣∣∣∣
 Y
1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1−2
∣∣∣∣∣∣∣∣
=
s1∑
u=r+1
∑
{c1,c2,d1,...,ds1−2}={a1,...,as1}
±(grc1,uc2 − grc2,uc1)
∣∣∣∣∣∣∣∣
 Y
1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1−2
∣∣∣∣∣∣∣∣
+
∑s1
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣

Y 1,r−1
Xr,r − Y r,r
Y r+1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣
.

The determinant in the following lemma appears in many cases in the com-
puting of Gröbner basis. This lemma enables the determinant to be written as a
combination of elements of Is2(Y ) and gi1j1,i2j2 .
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Lemma 4.4. Let a1 < ... < as1+1, and 1 ≤ r ≤ s1. One has
s2∑
u=r
∣∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,u−1
Zu,u
Xu+1,s1

a1,...,as1+1
∣∣∣∣∣∣∣∣∣∣∣
∈ Is2 (Y )+(gi1j1,i2j2 | 1 ≤ iv ≤ m, 1 ≤ jv ≤ n, v = 1, 2).
Proof. The column indices are omitted again. First we write
s2∑
u=r
∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,r−1
Zr,r
Xr+1,s1

∣∣∣∣∣∣∣∣∣∣
+
s2∑
u=r+1
∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣
then using Lemma 3.2 and 4.3, we obtain∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,r−1
Zr,r
Xr+1,s1

∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣

Xr,r − Y r,r
Y 1,r−1
Zr,r
Xr+1,s1

∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Zr,r
Xr+1,s1

∣∣∣∣∣∣∣∣∣∣
=
∑
{c1,c2,d1,...,ds1−1}={a1,...,as1+1}
± grc1,rc2
∣∣∣∣∣∣
[
Y 1,r−1
Xr+1,s1
]
c1,...,cs1−1
∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Zr,r
Y r+1,s1

∣∣∣∣∣∣∣∣∣∣
+
s2∑
u=r+1
∑
{c1,c2,d1,...,ds1−1}={a1,...,as1+1}
±(grc1,uc2−grc2,uc1)
∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1−1
∣∣∣∣∣∣∣∣∣∣∣
+
s2∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Xr,r − Y r,r
Y r+1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
s1∑
u=s2+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Zr
Y 1,r−1
Y r+1,u−1
Xu,u − Y u,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
α is defined as given :
α =
∑
{c1,c2,d1,...,ds1−1}={a1,...,as1+1}
±grc1,rc2
∣∣∣∣∣∣
[
Y 1,r−1
Xr+1,s1
]
c1,...,cs1−1
∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Zr,r
Y r+1,s1

∣∣∣∣∣∣∣∣∣∣
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+
s2∑
u=r+1
∑
{c1,c2,d1,...,ds1−1}={a1,...,as1+1}
±(grc1,uc2−grc2,uc1)
∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1−1
∣∣∣∣∣∣∣∣∣∣∣
+
∑s1
u=s2+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Zr
Y 1,r−1
Y r+1,u−1
Xu,u − Y u,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
This shows the element α is in Is2(Ys2t2)+ (gi1j1,i2j2). After removing the repeated
row yr, we have
s2∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Xr,r − Y r,r
Y r+1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
s2∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Y r,r
Y 1,r−1
Xr,r
Y r+1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −
s2∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,r−1
Y r,r
Y r+1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −
s2∑
u=r+1
∣∣∣∣∣∣∣∣∣∣

Xr,r
Y 1,u−1
Zu,u
Xu+1,s1

∣∣∣∣∣∣∣∣∣∣
.

In order to simplify the notation and the computation, we define notation to
keep track of sums of determinants.
Definition 4.5. Let G be a collection of polynomials in the ring k[X,Y, Z] with
X , Y , Z as m by n matrices of variables over the field k. Let {Pua1,...,aqu}u∈I be
an element of G such that each Pua1,...,aqu is the sum of determinants P
u
i of m
by n matrices with the same column indices, a1, ..., aqu , in variables X , Y and Z.
Denote Pua1,...,aqu =
∑pu
i=1 P
u
i with P
u
1 containing the leading term of P
u
a1,...,aqu
. For
example the element fa1,...,as1 in the Lemma 2.5 is written as fa1,...,as1 =
∑s2
i=1 fi.
Given Pua1,...,aqu and P
v
b1,...,bqv
in G, define m12, m21, M12 and M21 as defini-
tion 4.2. Assume M12 has column index c1, ..., cp12 and M21 has column indices,
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d1, ..., dp21 . Define P
u
a1,..,aqu ,d1,...,dp21
and P vb1,...,bqv ,c1,...,cp12
as following: add the
rows of M21 on top of each matrix of P
u
a1,...,aqu
and add the columns of M21 in
front of each matrix of Pua1,...,aqu . Take the determinant of each matrix and take
the sum of all determinants to form the new polynomial Pua1,..,aqu ,d1,...,dp21
. Sim-
ilarly, use M12 to obtain P vb1,...,bqv ,c1,...,cp12
. Write Pua1,..,aqu ,d1,...,dp21
=
∑pu
i=1 P
u
i
and P vb1,...,bqv ,c1,...,cp12
=
∑pv
i=1 P
v
i where P
u
1 and P
v
1 contain the leading terms
of Pua1,..,aqu ,d1,...,dp21
and P vb1,...,bqv ,c1,...,cp12
. For example in Lemma 2.5, we have
fa1,...,as1 = f
1
a1,...,as1
and fb1,a2,...,as1 = f
2
b1a2,...,as1
then m12 = M12 = za1 and
m21 =M21 = zb1 then
f1b1,a1,a2,...,as1
=
s2∑
q=1
(−1)q+1
∣∣∣∣∣∣∣∣∣∣∣

Z1,1
Zq,q
Y 1,q−1
Xq+1,m

b1,a1,a2,...,as1
∣∣∣∣∣∣∣∣∣∣∣
=
s2∑
i=1
fi,
= −f2a1,b1,a2,...,as1
= −
s1∑
i=1
f2i .
The technique of proving the following lemma is the main technique we are going
to use for computing the S-pairs of elements of a Gröbner basis.
Lemma 4.6. Notation as above. If
in(m21P
u
a1,...,aqu
) = in(|M21|P
u
a1,...,aqu
) = in(Pua1,..,aqu ,d1,...,dp21
) = in(Pu1 )
and
in(m12P
v
b1,...,bqv
) = in(|M12|P
v
b1,...,bqv
) = in(P vb1,...,bqv ,c1,...,cp12
) = in(P v1 ).
Furthermore
∑pu
i=2 P
u
i and
∑pv
i=2 P
v
i can be written as combination of elements of G
with leading term smaller than in(Pu1 ). Then the S-pair of P
u
a1,...,aqu
and P vb1,...,bqv
has zero reminder.
Proof. From the definition of M12, M21, we have Pu1 = P
v
1 . Hence the following
equation holds
(4.1) Pua1,..,aqu ,d1,...,dp21
− P vb1,...,bqv ,c1,...,cp12
=
u∑
i=2
Pui −
v∑
i=2
P vi .
Pua1,..,aqu ,d1,...,dp21
can be written as∑
{α1,...,αp21}∪{β1,...,β+qu}={a1,...,aqu ,d1,...,dp21}
|M21α1,...,αp21 |P
u
β1,...,βqu
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whereM21α1,...,αp21 has the same rows asM
21 with columns, α1, ..., αp21 and P
u
β1,...,βqu
is in G with columns, β1, ..., βqu . Similarly, P
v
b1,...,bqv ,c1,...,cp12
can be written as∑
{α1,...,αp21}∪{β1,...,β+qu}={a1,...,aqu ,d1,...,dp21}
|M12α1,...,αp21 |P
v
β1,...,βqu
.
|M21|P
u
a1,...,aqu
and |M12|P
v
b1,...,bqv
are one of summands and their initial terms are
the initial terms of each sum. After moving everything other than m21P
u
a1,...,aqu
and m12P
v
b1,...,bqv
from the left-hand side of 4.1 to the right-hand side, we obtain
the equality:
m21P
u
a1,...,aqu
−m12P
v
b1,...,bqv
=
∑
rigi
with gi ∈ G and in(rigi) < in(m12P
v
b1,...,bqv
). 
We are going to define some polynomials that are in the ideal L. Those polyno-
mials will be part of the Gröbner basis of L that we are going to compute. The
following definition is coming from the fa1,...,as1 as defined in Lemma 2.5.
Definition 4.7. Let 1 ≤ a1 < a2 < ... < as1+k−1 ≤ min{t1, t2}, and 1 ≤ l ≤ k ≤
s2, we define f
l,k
a1,...,as1+k−1
as follow:
f l,ka1,...,as1+k−1
:=
s2∑
r=k
(−1)r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Zr,r
X1,l−1
Y 1,r−1
Y r+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
s2∑
r=k
(−1)r+1
s1∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Xr,r − Y r,r
X1,l−1
Y 1,r−1
Y r+1,u−1
Zu,u
Xu+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Lemma 4.8. f l,ka1,...,as1+k−1 ∈ L.
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Proof. We first define pl,ka1,...,as1+k−1
as follows:
pl,ka1,...,as1+k−1
=
s2∑
r=k
(−1)r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Zr,r
X1,l−1
Y 1,r−1
Xr+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
where 1 ≤ a1 < a2 < ... < as1+k−1 ≤ min{t1, t2}, and 1 ≤ l ≤ k ≤ 1. We notice
that p1,1a1,...,as1 = fa1,...,as1 . We will show p
l,k
a1,...,as1+k−1
∈ L. Since pl,k+1a1...as1+k =∑s1+k
i=1 (−1)
i+1zkaif
l,k
a1...aˆi...as1+k
and pl+1,l+1a1...as1+l
=
∑s1+l
i=1 (−1)
i+1xlaip
l,l
a1...aˆi...as1+l
,
we have that the pl,ka1...as1+k−1
’s are all in L ⊂ J . By Lemma 4.3, we have
pl,ka1,...,as1 =
s2∑
r=k
(−1)r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Zr,r
X1,l−1
Y 1,r−1
Xr+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∑s2
r=k(−1)
r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Zr,r
X1,l−1
Y 1,r−1
Y r+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∑s2
r=k(−1)
r+1
∑s1
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Xr,r − Y r,r
X1,l−1
Y 1,r−1
Y r+1,u−1
Zu,u
Xu+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∑s2
r=k(−1)
r+1
∑s1
u=r+1
∑
{c1,c2,d1,...,ds1+k−3}={a1,...,as1+k−1}
±(grc1,uc2 − grc2,uc1)
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
X1,l−1
Y 1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1+k−3
∣∣∣∣∣∣∣∣∣∣∣∣∣

.
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Since pl,ka1,...,as1+k−1
∈ L, and
s2∑
r=k
(−1)r+1
s1∑
u=r+1
∑
{c1,c2,d1,...,ds1+k−3}={a1,...,as1+k−1}
±(grc1,uc2 − grc2,uc1)
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
X1,l−1
Y 1,r−1
Y r+1,u−1
Xu+1,s1

d1,...,ds1+k−3
∣∣∣∣∣∣∣∣∣∣∣∣∣
∈ L,
we have
f l,ka1,...,as1+k−1 =
s2∑
r=k
(−1)r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Zr,r
X1,l−1
Y 1,r−1
Y r+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
+
s2∑
r=k
(−1)r+1
s1∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Z l,k−1
Xr,r − Y r,r
X1,l−1
Y 1,r−1
Y r+1,u−1
Zu,u
Xu+1,s1

a1,...,as1+k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∈ L.

The following definition is coming from the S-pairs of Xa1,...,as1 and gij,lk as
defined in the Lemma 2.5.
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Definition 4.9. Let 1 ≤ p1 ≤ m, 1 ≤ q1 ≤ n, as1 < ... < aj ≤ q1 < aj−1 < ... < a1.
We define Up1,q1,a1,...,as1 as follows:
Up1,q1,as1 ,...,a1 := zp1q1
∣∣∣∣∣∣∣
 X
1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,s1

∣∣∣∣∣∣∣
+
m∑
k=j+1
(xp1q1 − yp1q1)(−1)
k+p1zp1ak |X
1,...,pˆ1,...,m
a1,...,aˆk,..am
|
+
s1∑
u=p1+1
(xp1q1 − yp1q1)
∣∣∣∣∣∣∣∣∣∣∣∣∣

X1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,u−1
Zu,u
Xu+1,s1

a1,...,as1
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Lemma 4.10. Up1q1a1,...,as1+k−1 ∈ L.
Proof. We use Lemma 4.3 on |X1,s1a1,...,as1 |, then we have
α = zp1,q1 |Xa1,...,as1|
= zp1q1

∣∣∣∣∣∣∣
 X
1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,s1

∣∣∣∣∣∣∣
+
m∑
k=j+1
(−1)k+p1(xp1ak − yp1ak)|X
1,...,pˆ1,...,m
a1,...,aˆk,...,am
|+
s1∑
u=p1+1
s1∑
k=1
(−1)u+k(xuak − yuak)
∣∣∣∣∣∣∣∣∣∣

X1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Xp1+1,u−1
Xu+1,s1

a1,...,âk,...,am
∣∣∣∣∣∣∣∣∣∣
 .
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Review the definition of gij,lk. We substitute all the monomials that are the leading
terms of {gij,lk}. The above expression becomes
zp1q1
∣∣∣∣∣∣∣
 X
1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,s1

∣∣∣∣∣∣∣+
s1∑
k=j+1
(−1)p1+kgp1q1,p1ak |X
1,...,pˆ1,...,m
a1,...,aˆk,..am
|
+
m∑
k=j+1
(xp1q1 − yp1q1)(−1)
k+p1zp1ak |X
1,...,pˆ1,...,m
a1,...,aˆk,..am
|
+
s1∑
u=p1+1
m∑
k=1
(−1)k+u(gp1q1,u,ak − gp1ak,u,q1)
∣∣∣∣∣∣∣∣∣∣

X1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,u−1
Xu+1,s1

a1,...,âk,...,am
∣∣∣∣∣∣∣∣∣∣

+
s1∑
u=p1+1
(xp1q1 − yp1q1)
∣∣∣∣∣∣∣∣∣∣∣∣∣

X1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,u−1
Zu,u
Xu+1,s1

a1,...,as1
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
We define β as follows:
β =
s1∑
k=j+1
(− 1)p1+kgp1q1,p1ak |X
1,...,pˆ1,...,m
a1,...,aˆk,..am
|+
s1∑
u=p1+1
m∑
k=1
(−1)k+u(gp1q1,u,ak − gp1ak,u,q1)

∣∣∣∣∣∣∣∣∣∣

X1,p1−1
xp1as1 ... xp1aj yp1aj−1 ... yp1a1
Y p1+1,u−1
Xu+1,s1

a1,...,âk,...,am
∣∣∣∣∣∣∣∣∣∣
 .
β is in L and α is in L, hence Up1q1a1,...,as1 = α− β is in L. 
The following definition is coming from the S-pairs of Up,q,a1,...,as1 as defined in
the Definition 4.9 and Ya1,...,as2 as defined in the Lemma 2.5.
Definition 4.11. Let 1 ≤ bs2 < ... < b1 ≤ n, 1 ≤ p1 ≤ m, 1 ≤ q1 ≤ n, as1 <
... < as2+1 < ap1 < ... < a1 and ap1 ≤ q1. Let i be integer so that 1 ≤ i ≤ p and
as2+1 < bs2 < ... < bi+1 < ap1−1 ≤ bi and bl 6= ap1 for l ≥ i+ 1.
REES ALGEBRAS OF DIAGONAL IDEALS 23
We define M12 as follows:
M12 = zp1q1xp1ap1
∣∣∣∣∣∣
[
X1,p1−1
Y s2+1,s1
]
a1,...,ap1−1 ,as2+1,...,as1
∣∣∣∣∣∣ .
We define
Wp1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bs2 :=
M12|Y
1,s1
b1,...,bs2
| −
∣∣∣Y 1,ib1,..,bi∣∣∣ ∑
{ci+1,...,cp1 ,dp1+1,...,ds2}={bi+1,....,bs2}∣∣∣Y i+1,p1ci+1,..,cp1 ∣∣∣Up1q1,a1,...,ap1−1 ,ap1 ,dp1+1,...,ds2 ,as2+1,...,as1 .
Remark 4.12. From the way we define Wp1,q1,a1,...,ap1 ,as2+1,...,as1 ,b1,...,bs1 , it is in L.
Notice that all the submatrices |Y p1,s2dp1+1,...,ds2
| of |Y 1,s2b1,...,bs2
| such that as2+1 < ds2 <
... < dp1+1 < ap1−1 are cancelled. Hence the leading term is
in(M12|Y
1,i−1
b1,...,bi−1
||Y i,p1bi+1,...,bp1+1
||Y p1+1,s2bs2 ,...,bp1+2,bi
|).
The following definition is coming from the S-pairs ofWp,q,a1,...,ap,as2+1,...,as1 ,b1,...,bs1
as defined in the Definition 4.11 and Up,q,a1,...,as1 as defined in the Definition 4.9.
Definition 4.13. Let 1 ≤ p1 ≤ m, 1 ≤ q1 ≤ n, v = p1+1, ..., s2−1, 1 ≤ as1 < ... <
as2+1 < ap1 < ... < a1 ≤ t1 and ap1 ≤ q1. Let i be integer so that 1 ≤ i ≤ p and let
as2+1 < bs2 < ... < bv+2 < b
′
v < ... < b
′
p1+1 < bp1 < ... < bi+1 < ap1−1 ≤ bp1+1 and
b
′
l 6= ap1 for l ≥ i+ 1 and b
′
v−1 ≤ bv+1. Let as1 < .... < as2+1 < bs2 < ... < bv+2 <
bv+1 < bv < bv−1 < ... < bp1+2 < ap1 < ap1−1 ≤ bp1+1, and b
′
r ≤ br+2 < br+1 for
r = p1, ..., v − 2.
We define
W p1+1,v
p1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bp1+1,bp1+2,bp1+3.,bs2 ,b
′
p1+1
,b
′
p1+2
,...,b
′
v
:=
y
v−1,b
′
v−1
yv,bvW
p1+1,v−2
p1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bv−1,b
′
v,bv+1,...,bs2 ,b
′
p1+1
,b
′
p1+2
,...,b
′
v−2
−yv,b′vW
p1+1,v−1
p1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bs2 ,b
′
p1+1
,b
′
p1+2
,...,b
′
v−1
.
Here
W p1+1,p1−1p1,q1,a1,...,ap1 ,as2+1,...,as1 ,b1,...,bs2
= Up1,q1,a1,...,as1
and
W p1+1,p1p1q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bs2
=Wp1q1,a1,..,ap1 ,as2+1,...,as1 ,b1,...,bs2 .
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Remark 4.14. From the way we define W p1+1,v
p1,q1,a1,...,ap1 ,as2+1,...,as1 ,b1,...,bs2 ,b
′
p1+1
,...,b
′
v
,
it is clear that it belongs to L. Notice it has leading term
in(zp1q1
∣∣∣∣∣∣
[
X1,p1
Y s2+1,s1
]
a1,...,ap1 ,as2+1,...,as1
∣∣∣∣∣∣ |Y 1,i−1b1,...,bi−1 ||Y i,p1bi+1,...,bp1+1 |
yp1+1,biyp1+1,bp1+1yp1+2,bp1+2yp1+2,b′p1+2
...y
v−1,b
′
v−1
y
v−1,b
′
v−1
yvbvyv,b′v
|Y l+1,s2bs2 ,...,bv+2,bv+1
|).
The following definition is coming from the S-pairs of f l,ka1,...,as1+k−1 as defined in
the Definition 4.7 and Ya1,...,as2 as defined in the Definition 2.5.
Definition 4.15. Let bs1 < ... < b1, and 1 ≤ pl < ... < pk < bs1 < ... < bs2+1 <
cs2 < ... < ck+1 < bk−1 < ... < b1 < ak−1 < ... < a1 ≤ t1.
Let
M12 =
∣∣∣∣∣∣∣∣
 Z
l,k
X1,k−1
Y s2+1,s1

pl,..,pk,a1,...,ak−1,bs2+1,...,bs1
∣∣∣∣∣∣∣∣ .
We define
Vpl,...,pk,a1,...,ak−1,b1,...,bs1 :=
M12|Y
1,s2
b1,...,bs2
|−
∑
{ek,ck+1,...,cs2}={bk,....,bs2}
±ykekf
l,k
pl,...,pk,a1,...,ak−1,b1,...,bk−1,ck+1,...,cs2,bs2+1,...,bs1
.
Remark 4.16. From the way we define Vpl,...,pk,a1,...,ak−1,b1,...,bs1 , it is in L. Notice
the submatrices |Y k+1,s2ck+1,...,cs2 | of |Y
1,s2
b1,...,bs2
| such that bs2+1 < cs2 < ... < ck+1 < bk−1
are cancelled. Hence the leading term of Vpl,...,pk,a1,...,ak−1,b1,...,bs1 is
in(M12|Y
1,k−2
b1,..,bk−2
|yk−1,bk |Y
k,s2
bs2 ,...,bk+1,bk−1
|).
The following definition is coming from the S-pairs of elements in
{Vp1,..,pk,a1,...,ak−1,b1,...,bs1} as defined in the Definition 4.15.
Definition 4.17. Let 1 ≤ l ≤ k ≤ s2 and 1 ≤ pl < ... < pk < bs1 < ... <
bs2+1 < ... < bk+1 < bk−1 < bk < bk−2 < ... < b1 < al−1 < ... < a1 ≤ t1. Let
w = k, ..., s2 − 1 and 1 ≤ bs2 < ... < bw+2 < b
′
w < b
′
w−1 < ... < b
′
k < bk−1 <
bk−2... < b1 ≤ t2 and b
′
w−1 ≤ bw+1, and b
′
r ≤ br+2 < br+1 for r = k, ..., l − 2.
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We define
V k,w
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w
:=
yw−1,bw−1yw,bwV
k,w−2
pl,...,pk,a1,...,ak−1,b1,..,b
′
w,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w−2
−ywb′wV
k,w−1
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w−1
.
Here V k,k−2pl,...,pk,a1,...,ak−1,b1,...,bs1
= V k,k−1pl,...,pk,a1,...,ak−1,b1,...,bs1
= Vpl,...,pk,a1,...,ak−1,b1,...,bs1 .
Remark 4.18. From the way we define V k,w
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
l
, it is in
L. It has leading term
in(M12|Y
1,k−2
b1,..,bk−2
|yk−1,bk−1ykbkykb′
k
...ylbwylb′w |Y
l+1,s2
bs2 ,...,bw+1
|).
The following definition is coming from the S-pairs of gij,lk as defined in the
Definition 2.5 and f l,ka1,...,as1+k−1
as defined in the Definition 4.7.
Definition 4.19. Let 1 ≤ l ≤ k ≤ s2, 1 ≤ q ≤ n, 1 ≤ as1+k−1 < .... < a1 ≤ t1,
as1+k−1 < q, aj+1 ≤ q < aj for some j = l− 1, ..., s1 + k− 3. Let f
l,k,xl−1
a1,...,aˆc,...,as1+k−1
be the determinant of matrices that coming from deleting row xl−1 and column ac.
We define H l,k,qa1,....,as1+k−1
as follows
H l,k,qa1,...,as1+k−1
= zl−1,qf
l,k
a1,...,as1+k−1
−
j∑
c=k
(−1)k+cgl−1,q,l−1,acf
l,k,xl−1
a1,...,aˆc,...,as1+k−1
.
Remark 4.20. It is clear that H l,k,qa1,...,as1+k−1 is in L from the way we define it. Notice
in the row xl of f
l,k
a1,...,as1+k−1
, the xl,ac are cancelled by the gl−1,q,l−1ac . Hence the
leading term of H l,k,qa1,...,as1+k−1 is
zl−1,qin
∣∣Z l,kpl,...,pk∣∣ xl−1,aj+1 ∣∣∣X1,l−2a1,...,al−2∣∣∣
∣∣∣∣∣∣
[
Y 1,k−1
Y k+1,s1
]
b1,...,bk−1,bk+1,...,bs1
∣∣∣∣∣∣
 .
Here pi 6= aj+1, bi 6= aj+1 for all i.
The following definition is coming from the S-pairs of H l,k,qa1,...,as1+k−1
as defined
in the Definition 4.19 and Ya1,...,as2 as defined in the Definition 2.5.
Definition 4.21. Let 1 ≤ l ≤ k ≤ s2, 1 ≤ q ≤ n, 1 ≤ as1+k−1 < .... < a1 ≤ t1,
as1+k−1 < q, aj+1 ≤ q < aj for some j = l − 1, ..., s1 + k − 3. Let al+s2−1 < bs2 <
... < bk < al−1+k−1 = bk−1 < .... < al−1+1 = b1.
Let
M = zl−1,qxl−1,aj+1
∣∣∣∣∣∣∣∣
 Z
l,k
X1,l−2
Y s2+1,s1

as1+k−1,...,al+s2−1,al−1,...,a1
∣∣∣∣∣∣∣∣ .
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We define
I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
:=
M |Y 1,s2b1,...,bs2
| −
∑
{ek,ck+1,...,cs2}={bk,....,bs2}
±ykekH
l,k,q
as1+k−1,...,al+s2−1,cs2 ,...,ck+1,bk−1,...,b1,al−1,...,a1
.
Remark 4.22. It is clear that I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
is in L from the
way we define it. Notice that the submatrices |Y k+1,s2ck+1,...,cs2 | of |Y
1,s2
b1,...,bs2
| with
al+s2−1 < cs2 < ... < ck+1 < bk−1 are cancelled by H
l,k,q’s, hence the leading
term of
I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
is
in
zl−1,qxl−1,aj+1
∣∣∣∣∣∣∣∣
 Z
l,k
X1,l−2
Y s2+1,s1

as1+k−1,...,al+s2−1,al−1,...,a1
∣∣∣∣∣∣∣∣
yk−1,bk
∣∣∣∣∣∣
[
Y 1,k−2
Y k,s2
]
bs2 ,...,bk+1,bk−1,bk−2...b1
∣∣∣∣∣∣
 .
The following definition is coming from the S-pairs of elements of
{I l,k,qql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1
}.
Definition 4.23. Let 1 ≤ l ≤ k ≤ s2, 1 ≤ q ≤ n, k ≤ w ≤ s2 − 1, 1 ≤
ql < ... < qk < bs1 < ... < bs2 < ... < bk+1 < bk−1 < bk < bk−2 < ... <
b1 < al−2 < ... < a1 ≤ t1, ql < q, ql < al−1 ≤ q . Let w = k, ..., s2 − 1 and
1 ≤ bs2 < ... < bw+2 < b
′
w < b
′
w−1 < ... < b
′
k < bk−1 < bk−2... < b1 ≤ t2 and
b
′
w−1 ≤ bw+1, and b
′
r ≤ br+2 < br+1 for r = k, ..., l − 2.
We define
k,wI l,k,q
ql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w
:=
y
w−1,b
′
w−1
ywbw
k,w−2I l,k,q
ql,...,qk,bs1 ,...,bs2 ,...,b
′
w,...,b1,al−1,...,a1,b
′
k
,...,b
′
w−2
−ywb′w
k,w−1I l,k,q
ql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w−1
.
Here
k,k−2I l,k,qql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1
= k,k−1I l,k,qql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1
= I l,k,qql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1
.
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Remark 4.24. From the way we define k,wH l,k,q
as1+k1−,...,al−1+s2bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w
,
it is in L. The leading term of k,wH l,k,q
as1+k1−,...,al−1+s2bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w
is
in
zl−1,qxl−1,aj+1
∣∣∣∣∣∣∣∣
 Z
l,k
X1,l−2
Y s2+1,s1

as1+k−1,...,al+s2−1,al−1,...,a1
∣∣∣∣∣∣∣∣
yk−1,bk−1ykbkykb′
k
...ywbwywb′w
∣∣∣∣∣∣
[
Y 1,k−2
Y w+1,s2
]
bs2 ,...,,bw+1,bk−2...b1
∣∣∣∣∣∣
 .
We are now ready to find the Gröbner basis of L.
Theorem 4.25. Use the notation of Definition 4.7, 4.9, 4.11, 4.13, 4.15, 4.17,
4.19, 4.21, 4.23 and let G := {|X1,s1a1,..,as1 |, |Y
1,s2
b1,...,bs2
|, gp1q1,p2q2 , f
l,k
a1,...,as1+k−1
,
Up1,q1,a1,...,as1 ,
Wp,q,a1,...,ap,as2+1,...,as1 ,b1,...,bs2 ,
W p1+1,v
p1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bp1+1,bp1+2,bp1+3.,bs2 ,b
′
p1+1
,b
′
p1+2
,...,b
′
v
,
Vpl,...,pk,a1,...,ak−1,b1,...,bs1 , V
k,w
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w
, H l,k,qa1,...,as1+k−1
,
I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
, k,wI l,k,q
ql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w
}.
The G is a Gröbner basis of L with respect to the lexicographic term order and
the variables ordered by zij > xlk > ypq for any i, j, l, k, p, q and xij < xlk, yij < ylk
if i > l or i = l and j < k and zij < zlk if i > l or if i = l and j > k.
We break up the proof of the above theorem into a sequence of lemmas when
we treat S-pairs between elements of G. We only have to compute the S-pairs
of elements whose leading terms are not relative prime. In each lemma, we show
hP,Q = 0 for some P,Q in G. We define a order on pair (i, j) with 1 ≤ i ≤ m,
1 ≤ j ≤ n. We say (i, j) > (l, k) if i < l or i = l and j < k. This is a total order.
Lemma 4.26. hP,Q = 0 when P and Q are in the same group of G.
Proof. We use notation in the Definition 4.5. Notice that m12 and m21 have the
same row indices, Pua1,...,aqu and Q
v
b1,...,bqv
have the same number of columns, i.e.
qu = qv hence
Pua1,..,aqu ,d1,...,dp21
= Qvb1,...,bqv ,c1,...,cp12
.
Also in(m12P
u
a1,...,aqu
) = in(m21Q
v
b1,...,bqu
) are indeed the leading terms of
Pua1,..,aqu ,d1,...,dp21
. The first matrix of Pua1,..,aqu ,d1,...,dp21
has determinant equal to
zero, since it has repeated row. Hence we have m12P
u
a1,...,aqu
and m21P
v
b1,...,bqu
having different signs in the sum. Except Pua1,...,aqu = f
l,k
a1,...,aqu
and Qvb1,...,bqv =
f l,ka1,...,bquwith ai = bi for i 6= k − l + 1 and ak−l+1 6= bk−l+1, each summand of all
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possible cases will have either repeated row, or all the rows, y1, ..., ys2 or rows of
lemma 4.4. Hence they give
u∑
i=2
Pi ∈ G.
For the remaining case,
u∑
i=2
Pi = f
l,k+1
a1,...,ak−l+1,bk−l+1,ak−l+2,...,aqu
from the proof of Lemma 4.8. Hence the following is true:
Pua1,..,aqu ,d1,...,dp21
=
u∑
i=2
Pi ∈ G.
After moving everything other than m12P
u
a1,...,aqu
and m21Q
v
b1,...,bqv
from the left
hand side to the right hand side, we obtain the S-pair and it becomes:
m12P
u
a1,...,aqu
−m21Q
v
b1,...,bqv
=
∑
rifi
with in(rifi) < in(m12P
u
a1,...,aqu
) and fi ∈ G. 
Lemma 4.27. hP,Q = 0 when P ∈ {|X
1,s1
a1,...,as1
|} in G.
Proof. As the notation in Definition 4.5, we look at
∑u
i=2 Pi. For most of cases,∑u
i=2 Pi = 0, since each summand has repeated rows xj for some j = 1, ..., s1. In
some other cases, we have either rows, yi, xi and zi in each matrix then Lemma 3.2
can be applied. Or the part of the sum has sum as Lemma 4.4 then deduce that
it is in ({|Y 1,s2b1,...,bs2
|}) + ({gij,lk}). Similarly,
∑u
i=2Qi ∈ ({|Y
1,s2
b1,...,bs2
|}) + ({gij,lk}),
hence Lemma 4.6 applies. 
Lemma 4.28. hP,Q = 0 when P ∈ {|Y
1,s2
b1,...,bs2
|} in G.
Proof. The computation of S-pair between f l,ka1,...,as1+k−1
and |Y 1,s2b1,...,bs2
| gives us
Vpl,...,pk,a1,...,ak−1,b1,...,bs1 as in Definition 4.15. The S-pair between
Vpl,...,pk,a1,...,ak−1,b1,...,bs1 and |Y
1,s1
b1,...,bs2
| gives us V k,w
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w
as Definition 4.17. The S-pair between V k,w
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w
and
|Y 1,s2b1,...bs2
| gives V k,w+1
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w+1
. Similarly the computation
of S-pair betweenH l,k,qa1,...,as1+k−1 and |Y
1,s2
b1,...,bs2
| gives I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
as Definition 4.21 and the S-pair between I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
and
|Y 1,s2b1,...,bs2
| gives k,wI l,k,q
ql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w
. Also the S-pair between
Up1,q1,a1,...,as1 and |Y
1,s2
b1,...,bs2
| givesWp,q,a1,...,ap,as2+1,...,as1 ,b1,...,bs2 as Definition 4.11
and the S-pair between Wp,q,a1,...,ap,as2+1,...,as1 ,b1,...,bs2 and |Y
1,s2
b1,...,bs2
| gives
W p1+1,v
p1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bp1+1,bp1+2,bp1+3.,bs2 ,b
′
p1+1
,b
′
p1+2
,...,b
′
v
. 
Lemma 4.29. hP,Q = 0 when P ∈ {gij,lk} in G.
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Proof. If Q ∈ {gij,lk}, we have Q = zp1q1(xp2q2 − yp2q2) − zp2q2(xp1q1 − yp1q1)
and P = gij,lk = zij(xlk − ylk) − zlk(xij − yij). It’s sufficient to consider either
(p1, q1) = (i, j) or (p2, q2) = (l, k). For the first case,
(xlk − ylk)Q− (xp2q2 − yp2q2)P = (xij − yij) glk,p2q2 .
For the second case,
zijQ− zp1q1P = zp2q2gp1q1,ij .
Notice that P = gij,lk = zi,j(xl,k − yl,k) − zl,k(xi,j − yi,j) with (i, j) > (l, k). If
Q ∈ {|X1,s1a1,...,as1 |}, the computing of S-pair of P and Q is similar to Lemma 4.10.
And it gives Upqa1,...,as1 as Definition 4.9. If Q ∈ {f
l,k
a1,...,as1+k−1
}, the computing
of S-pair of P and Q will give us H l,k,qa1,...,as1+k−1 as Definition 4.19 when P = gij,lk
and i = l − 1. Otherwise GCD(in(P ), in(Q)) = zi,j with i ∈ {l, l + 1, ..., k} or
GCD(in(P ), in(Q)) = xl,k with i < l − 1. For GCD(in(P ), in(Q)) = zi,j with i ∈
{l, l+1, ..., k}, the computation of S-pair gives us f l+1,k. For GCD(in(P ), in(Q)) =
xl,k, the computation of S-pair gives us repeated row, yl, in every matrix of Q and
this makes the determinant equal to zero. For all other cases, Q ∈ G, they come from
the S-pair of P ∈ {gij,lk} and |X
1,s1
a1,...,as1
| or f l,ka1,...,as1+k−1 . Hence the computations
of S-pair are very similar. 
Lemma 4.30. hP,Q = 0 when P = f
l1,k1
a1,...,as1+k1−1
and Q = f l2,k2b1,...,bs1+k2−1
and
l1 6= l2 or k1 6= k2 in G.
Proof. We prove this part in two cases: (a) k1 6= k2, (b) l1 6= l2.
In case (a), without lost of generality, let k1 > k2. Then the matrix appears
in the first summand of f l1k1a1,..,as1+k1−1 has row yk2 without row yk1 , and the ma-
trix that appears in the first summand of f l2k2b1,...,bs1+k2−1
has row yk1without yk2 .
Consider m12, m21, M12 and M21 as defined in Definition 4.2. Assume M12 has
columns c1, ..., cr and M21 has columns d1, ...., dw. Define f
l1,k1
a1,...,as1+k1−1,d1,...,dw
and f l2,k2b1,...,bs1+k2−1,c1,...,cr
as in the Definition 4.5. Let {c1, ..., cr, b1, ..., bs1+k2−1} =
{d1, ..., dw, a1, ..., as1+k1−1} = I, from the way we define M12 and M21 we have the
initial term of f l1,k1I is in(M12f
l1,k1
a1,...,as1+k1−1
) and similarly for f l2,k2I . We will like
to apply Lemma 4.6 to this case.
30 KUEI-NUAN LIN
Rewrite f l2,k2I as α1:
α1 :=
s2∑
r=k2
(− 1)r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
Z l2,k2−1
Zr,r
X1,l2−1
Y 1,r−1
Y r+1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
s2∑
r=k2
(−1)r+1
s1∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
Z l2,k2−1
Xr,r − Y r,r
X1,l2−1
Y 1,r−1
Y r+1,u−1
Zu,u
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Notice that in the first sum of α1, when r > k2, the matrices have repeated row
yk2 . Hence the determinants are zero. The first sum becomes α11:
α11 :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
Z l2,k2−1
Zk2,k2
X1,l2−1
Y 1,k2−1
Y k2+1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
We notice the leading term of α11 is m12(inf
l2k2
b1,...,bs1+k−1
). Let the second sum of
α1 be α12:
α12 :=
s2∑
r=k2
(−1)r+1
s1∑
u=r+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
Z l2,k2−1
Xr,r − Y r,r
X1,l2−1
Y 1,r−1
Y r+1,u−1
Zu,u
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Lemma 4.6 provided if α12 is a combination of elements of G such that the leading
term of each summand is smaller than m12f
l2k2
b1,...,bs1+k2−1
. Observe that in the sum
of α12, when r > k2, the matrices have repeated row yk2 . Hence their determinants
are zero.
We are only left with r = k2, and α12 becomes
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α13 := (−1)
k2+1
s1∑
u=k2+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
Z l2,k2−1
Xk2,k2 − Y k2,k2
X1,l2−1
Y 1,k2−1
Y k2+1,u−1
Zu,u
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
We apply Lemma 3.3 on α13, then α13 becomes α14:
α14 := (−1)
k2+1
s1∑
u=k2+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
X l2,l2 − Y l2,l2
Z l2+1,k2−1
Zk2,k2
X1,l2−1
Y 1,k2−1
Y k2+1,u−1
Zu,u
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ (−1)k2+1
s1∑
u=k2+1
∑
{p1,p2,q1,...,qs1+k2−1}=I

±(gl2p1,k2,p2 − gl2p2,k2p1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
Z l2+1,k2−1
X1,l2−1
Y 1,k2−1
Y k2+1,u−1
Zu,u
Xu+1,s1

q1,...,qs1+k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.
After removing the repeated row yl2 in the first sum in the above expression for
α14, let this sum be α15:
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α15 : = (−1)
k2+1
s1∑
u=k2+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Y k2,k2
X l2,l2
Z l2+1,k2−1
Zk2,k2
X1,l2−1
Y 1,k2−1
Y k2+1,u−1
Zu,u
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±
s1∑
u=k2+1
(−1)u+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

M12
′
Z l2+1,k2
Zu,u
X1,l2
Y 1,u−1
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Now α15 becomes
α16 :=
∑
{p1,...,pv−1,q1,...,qs1+k2
}=I
±|M12p1,...,pv−1|

s1∑
u=k2+1
(−1)u+1
∣∣∣∣∣∣∣∣∣∣∣∣

Z l2+1,k2
Zu,u
X1,l2
Y 1,u−1
Xu+1,s1

I
∣∣∣∣∣∣∣∣∣∣∣∣

=
∑
{p1,...,pv−1,q1,...,qs1+k2
}=I
± |M12p1,...,pv−1 |p
l2+1,k2+1
q1,...,qs1+k2
.
Here {pl2+1,k2+1q1,...,qs1+k1 } are as defined in lemma 4.7, and the proof of lemma 4.7 shows
that they are in L . This shows α12 is a combination of elements of G such that the
leading term of each summand is smaller than m12f
l2k2
b1,...,bs1+k2−1
.
We can do the same to f l1,k1I and show the second part of the sum of f
l1,k1
I
is a combination of elements of G such that the leading term of each summand is
smaller than in(m21f
l1k1
a1,...,as1+k1−1
).
In case (b): assume k1 = k2 and l1 < l2 ≤ k2 = k1. The proof technique is
very similar to case (a). Notice that the first matrix appearing in the expression
for f l1k1a1,...,as1+k1−1
has row zl1 without row xl1 and the first matrix appearing in the
expression for f l2k2b1,...,bs1+k1−1
has row xl1 without row zl1 . Since l1 ≤ l2 − 1 and
l1 ≤ k2− 1, each matrix of f
l2,k2
b1,...,bs1+k2−1,c1,...,cr
has the rows xl1 and yl1. They also
all have row zl1 . Applying lemma 3.2 gives all the determinants of those matrices
are in ({gl1i,l1j}). 
Lemma 4.31. hPQ = 0 if P , Q ∈ {f
l,k
a1,...,as1+k−1
, Up1,q1,a1,...,as1 ,
Wp,q,a1,...,ap,as2+1,...,as1 ,b1,...,bs2 ,
W p1+1,v
p1,q1,a1,...,ap1,as2+1,...,as1 ,b1,...,bp1+1,bp1+2,bp1+3.,bs2 ,b
′
p1+1
,b
′
p1+2
,...,b
′
v
,
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Vpl,...,pk,a1,...,ak−1,b1,...,bs1 , V
k,w
pl,...,pk,a1,...,ak−1,b1,...,bs1 ,b
′
k
,b
′
k+1
,...,b
′
w
, H l,k,qa1,...,as1+k−1
,
I l,k,qas1+k−1,...,al+s2−1,al−1,...,a1,b1,...,bs2
, k,wI l,k,q
ql,...,qk,bs1 ,...,bs2 ,...,b1,al−1,...,a1,b
′
k
,...,b
′
w
}.
Proof. For the purpose of the proof, we drop the column indices. The remainders of
S-pair of f l,k and U are in the ideal generated by ({V }, {W},{g},{Y }). Similarly,
the remainders of S-pair of f l,k andW are in ({V k,w}, {W p1+1,v},{g},{Y }), and the
remainders of S-pair of f l,k andW p1+1,v are in ({V k,v+1}, {W p1+1,v+1}, {g}, {Y }).
The remainders of S-pair of f l,k and V are V k,w and the remainders of S-pair
of f l,k and V k,w are V k,w+1. The remainders of S-pair of f l,k and H l,k,q are in
({I l,k,q}, {g}, {Y }) and the remainders of S-pair of f l,k and I l,k,q are in ({k,wI l,k,q},
{g}, {Y }). Finally the remainders of S-pair of f l,k andk,wI l,k,q are in ({k,w+1I l,k,q},
{g}, {Y }). All the other S-pair of elements have similar relationship as above. 
We complete the proof of Theorem 4.25.
Proof of Lemma 2.7: Notice that x11 is a non zero-divisor on k[X,Y, Z]/in(L).
Since the only possible elements of G that leading monomials are divisible by x11
are U1,1,1,a2,...,as1 , W1,1,1,as2+1,...,as1 ,b1,...,bs2 and
W 2,v
1,1,1,as2+1,...,as1 ,b1,...,bs2 ,b
′
2
,...,b
′
v
. But those monomials are divisible by the lead-
ing monomials of f1,11,a2,...,as1
, V1,b1,...,bs2 ,as2+1,...,as1 and V
2,v
1,b1,...,bs2 ,as2+1,...,as1 ,b
′
2
,...,b
′
v
.
Hence x11 is also a non zero-divisor on k[X,Y, Z]/L. 
The following example is computed in Singular [GPS]. This example gives us an
idea what does the initial ideal looks like.
Example 4.32. Let X , Y , Z be a 3 × 4 matrices, X3,4, Y2,4 are 3 × 4 and 2 × 4
submatrices ofX and Y then the defining ideal of theR(D) is generated by I3(X3,4),
I2(Y2,4), gij,lk where 1 ≤ i, l ≤ 3, 1 ≤ l, k ≤ 4 and
fa1,...,a3 =
∣∣∣∣∣∣∣
z1a1 z1a2 z1a3
x2a1 x2a2 x2a3
x3a1 x3a2 x3a3
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
y1a1 y1a2 y1a3
z2a1 z2a2 z2a3
x3a1 x3a2 x3a3
∣∣∣∣∣∣∣ ,
where 1 ≤ a1 < a2 < a3 ≤ 4. The initial ideal of L via the term order defined
in Theorem 4.25 is generated by {x1a3x2a2x3a1}1≤a1<a2<a3≤4, {y1b2y2b1}1≤b1<b2≤4,
{zijxlk}i<l or i=l and j < k, {z1a1y2a2y3a3}1≤a1<a3<a2≤4, z11z22y34y33, z21x14y13y32,
z12z21x12y14y33, z13z21x13y14y32, z31x14x23y32, {z2jx1a3x2a2y3a1}1≤a1<a2≤j<a3≤4,
or 1≤a2≤j<a1<a3≤4, {z2jx1a3y2a2y1a1}1≤a1<a2<a3,a2<j , {z1jx1a3y2a2y3a1}1≤a1<a2<a3≤j≤4,
or 1≤a1<a3≤j<a2≤4, {z1jx1a3y1b1y2b2y3b3}1≤b2<b3<a3≤j≤4, or 1≤a1<a3≤j<a2≤4. We
can see the variable x11 is not in the generating set of the initial ideal of L.
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