Abstract-In this paper, we investigate the effects of channel noise on the performance of coordinated and non-coordinated MAC protocols. Comparative evaluations of these protocols under a perfect channel assumption have shown that coordinated MAC protocols, which regulate channel access locally, outperform noncoordinated channel access schemes in terms of energy efficiency and throughput. However, coordinated MAC protocols are more vulnerable than non-coordinated MAC protocols to channel noise due to their dependence on the robustness of the control traffic. In order to observe the degradation in performance of a coordinated MAC protocol (MH-TRACE), we investigate the impact of losing control packets. Furthermore, the performance in terms of throughput, delay, and energy efficiency of both coordinated (MH-TRACE) and non-coordinated (IEEE 802.11) MAC protocols is explored using a general error model that takes into account the length of the packets. Our results show that despite its higher level of vulnerability, the coordinated MAC protocol's performance is superior to the performance of the non-coordinated MAC protocol even when error rates are high.
I. INTRODUCTION
In wireless communications, the channel, which is the common interface that connects the nodes, is a shared resource. Thus, access to this shared resource needs to be regulated; this resource allocation operation is performed by Medium Access Control (MAC) protocols, which are defined as the second layer of the OSI protocol stack [1] . The objective of controlling access to the channel via the MAC protocol is to avoid or minimize simultaneous transmission attempts (that will result in collisions) while maintaining a stable and efficient operating region for the whole network. Furthermore, the MAC protocol is the key element in determining many features of a wireless network, such as throughput, Quality of Service (QoS), energy dissipation, fairness, stability, and robustness [2] .
MAC protocols can be classified into two categories based on the collaboration level of the network in regulating the channel access: coordinated and non-coordinated. A coordinated MAC protocol operates with explicit coordination among the nodes and is generally associated with coordinators, channel access schedules and clusters. For example, Bluetooth is a coordinated MAC protocol, where channel access within a cluster (i.e., piconet) is coordinated by a coordinator (i.e., piconet Master) [3] . A non-coordinated MAC protocol, on the other hand, operates without any explicit coordination among the nodes in the network. For example, IEEE 802.11 is a noncoordinated MAC protocol when operating in the broadcast mode (i.e., in broadcasting mode, IEEE 802.11 becomes plain CSMA without any handshaking) [4] . Note that IEEE 802.11 channel access in unicasting mode is a coordinated scheme (i.e., the four way handshaking between the transmitter and receiver is a special case of a general explicit coordination scheme, such as [5] , [6] ). Figure 1 illustrates the channel access mechanism for generic coordinated and non-coordinated MAC protocols. In the coordinated MAC protocol, node N 0 is the clusterhead (coordinator) for the portion of the network consisting of five nodes. Channel access is regulated through a schedule that is broadcast by the coordinator. Upon reception of the schedule, nodes transmit their data at their allocated time, and thus collisions among nodes within the same cluster are eliminated. Time is organized into cyclic time frames, and the transmission schedule is dynamically updated at the beginning of each time frame. IEEE 802.15.3 is a recent example of such a coordinated MAC protocol [7] . In the non-coordinated MAC protocol, each node determines its own transmission time based on feedback obtained through carrier sensing on the channel. Thus, conflicts in data transmission attempts (i.e., collisions, capture) are unavoidable in the non-coordinated scheme. Both coordinated and non-coordinated MAC protocols have their advantages and disadvantages.
(i) Collisions are mostly eliminated in coordinated MAC protocols, while frequent packet collisions are unavoidable in non-coordinated protocols, especially under heavy network conditions, which may draw the network into instability in extreme conditions [8] .
(ii) The average packet delay using non-coordinated MAC protocols is lower than the average packet delay using coordinated MAC protocols under mild traffic loads. However, under heavy traffic loads, packet delay in noncoordinated protocols rises to very high levels [9] . (iii) The average energy dissipation of nodes in coordinated schemes is significantly lower than in noncoordinated schemes [10] . (iv) Coordinated MAC protocols are more vulnerable to packet losses than non-coordinated MAC protocols due to their dependence on the reliable exchange of control packets, such as the schedule packet. Mobility, multi-path propagation, and channel noise are the main sources of errors that cause packet losses [11] .
Although the impact of channel errors on the control packets is crucial to the overall performance of coordinated MAC protocols, evaluation of coordinated MAC protocols under realistic channel errors has found little attention in the literature. In this paper we investigate the effects of channel errors on the control traffic in a coordinated MAC protocol and determine the extent of performance deterioration. Furthermore, we present a comparative performance evaluation of a coordinated and a non-coordinated MAC protocol under a realistic and complete error model.
The general trend in the evaluation of network protocols is to ignore channel errors and assume a perfect channel [12] . Although the assumption of a perfect channel is reasonable in the initial design stage, further verification of a proposed protocol should be conducted with a realistic error model [13] . In this paper we investigate the performance of two MAC protocols, IEEE 802.11 and MH-TRACE (Multi Hop Time Reservation using Adaptive Control for Energy Efficiency), using a realistic error model. IEEE 802.11 is a well-known example of a non-coordinated MAC protocol when it is used for broadcasting. MH-TRACE is a recent example of a coordinated MAC protocol that relies on control packet exchanges for its operation. A comparative evaluation of IEEE 802.11 and MH-TRACE for real-time data broadcasting using a perfect channel showed that the performance of MH-TRACE is better than IEEE 802.11 in terms of throughput and energy efficiency under various network conditions [14] . However, due to the relatively complicated design of MH-TRACE, which relies on robust control packet exchange, the advantages of MH-TRACE over IEEE 802.11 are questionable under a realistic channel error model.
Modeling channel errors in wireless communications has been extensively studied in the literature [15] - [23] . Modeling the channel error as a Markov Process (MP) is a popular and realistic approach in wireless network simulations and has been verified by experimental data. Therefore, we employ a first order Markov Process with two states to evaluate the performance of IEEE 802.11 and MH-TRACE. In this study we want to evaluate the performance of the MAC protocols; thus, the scenario we employ is single hop data broadcasting, which does not require a routing protocol on top of the MAC protocol. Furthermore, in single-hop broadcasting the overall performance (e.g., QoS, energy dissipation) is directly determined by the performance of the MAC protocol. The remainder of this paper is organized as follows. Section II presents the IEEE 802.11 and MH-TRACE MAC protocols. In Section III we investigate the impact of control packet losses by using a rather simplistic error model. We present the complete error model in Section IV. Simulation results and analysis with the complete error model are presented in Section V. Conclusions are drawn in Section VI.
II. BACKGROUND
In this section we present an overview of IEEE 802.11 and MH-TRACE when used for single-hop data broadcasting.
A. IEEE 802.11
In broadcasting mode, IEEE 802.11 uses p-persistent CSMA with a constant defer window length (i.e., the default minimum defer period) [4] . When a node has a packet to broadcast, it picks a random defer time and starts to sense the channel. When the channel is sensed idle, the defer timer counts down from the initially selected defer time at the end of each time slot. When the channel is sensed busy, the defer timer is not decremented. Upon the expiration of the defer timer, the packet is broadcast.
B. MH-TRACE
Multi-Hop Time Reservation Using Adaptive Control for Energy Efficiency (MH-TRACE) is a MAC protocol designed for energy-efficient real-time data broadcasting [14] . Figure 2 shows a snapshot of MH-TRACE clustering and medium access. In MH-TRACE, the network is partitioned into overlapping clusters through a distributed algorithm. Time is organized into cyclic constant duration superframes consisting of several frames. Each clusterhead chooses the least noisy frame to operate within and dynamically changes its frame according to the interference level of the dynamic network. Nodes gain channel access through a dynamically updated and monitored transmission schedule created by the clusterheads, which eliminates packet collisions within the cluster. Collisions with the members of other clusters are also minimized by the clusterheads' selection of the minimal interference frame. Ordinary nodes are not static members of clusters, but they choose the cluster they want to join based on the spatial and temporal characteristics of the traffic, taking into account the proximity of the clusterheads and the availability of the data slots within the corresponding cluster.
Each frame consists of a control sub-frame for transmission of control packets and a contention-free data sub-frame for data transmission (see Figure 3 ). Beacon packets are used for the announcement of the start of a new frame; Clusterhead Announcement (CA) packets are used for reducing A snapshot of MH-TRACE clustering and medium access for a portion of an actual distribution of mobile nodes. Nodes C 1 -C 7 are clusterhead nodes.
co-frame cluster interference; contention slots are used for initial channel access requests; the header packet is used for announcing the data transmission schedule for the current frame; and Information Summarization (IS) packets are used for announcing the upcoming data packets. IS packets are crucial in energy saving. Each scheduled node transmits its data at the reserved data slot.
In MH-TRACE, nodes switch to sleep mode whenever they are not involved in data transmission or reception, which saves the energy that would be wasted in idle mode or in carrier sensing. Ordinary nodes are in the active mode only during the beacon, header, and IS slots. Furthermore, they stay active for the data slots for which they are scheduled to transmit or receive. In addition to these slots, clusterheads stay in the active mode during the CA and contention slots. Instead of frequency division or code division, MH-TRACE clusters use the same spreading code or frequency, and intercluster interference is avoided by using time division among the clusters to enable each node in the network to receive all the desired data packets in its receive range, not just those from nodes in the same cluster. Thus, MH-TRACE clustering does not create hard clusters-the clusters themselves are only used for assigning time slots for nodes to transmit their data. 
III. EFFECTS OF LOSING CONTROL PACKETS
In this section we investigate the effects of control packet losses on protocol performance. Since the non-coordinated MAC protocol (IEEE 802.11) does not utilize control packets, this section focuses on the coordinated MAC protocol (MH-TRACE), exclusively. We consider a real-time voice broadcasting application, where each voice packet has a delay constraint and must be dropped after the transmission delay exceeds a certain threshold.
MH-TRACE control packets have vital importance in keeping the clustering and the scheduling mechanisms intact. However, it is not obvious what types of effects the different control packets have on protocol performance. Average network throughput, which is the total number of data packets received by all the nodes in the network, is used as the performance metric. This metric is appropriate for a single hop broadcasting scheme because errors in the control packets will directly affect the number of transmitted data packets since nodes may not be assigned channel access in a timely manner and will thus need to drop packets. As a result of dropped data packets, the number of received data packets will drop linearly. Therefore, the simulations in this section provide a better understanding of the vulnerability of the system to control packet losses.
For the simulations in this section we use a six node fully connected static network to clearly observe the effects of packet losses. When there are no channel errors, all nodes should be able to transmit and receive without any packet drops or collisions. There will be only one clusterhead in the network due to the fact that there cannot be two clusterheads that can hear each other directly. We used the ns-2 simulator to evaluate the system performance. Simulation parameters are given in Table I . The channel rate is set to 2 Mbps, and we simulated conversational voice coded at 32 Kbps, which corresponds to one voice packet per superframe. The simulations are run for 1000 s and repeated with the same parameters five times.
Beacon, header and contention packets form the backbone of the protocol and enable MH-TRACE to operate efficiently. Thus, we investigate the effects of loosing each of these control packets on the performance of MH-TRACE.
A. Beacon
Beacon packets are used to announce the existence and continuation of the clusterheads to the nodes in the transmit range of the clusterheads. Since the beacon packet is the main control packet for clusterheads to inform the other nodes about their existence, the stability of a cluster depends on the successful transmission and reception of beacon packets. When an ordinary node cannot receive beacon packets from any of the clusterheads in its receive range, it continues to operate normally for the next superframe until it fails to receive a beacon packet for a second time, sequentially. At the beginning of the next superframe after missing two beacon packets, the node goes into the startup state that will lead to the formation of a new cluster. At this point the node picks a random time to transmit its own beacon packet to contend to become a clusterhead, and it begins to listen to the channel. If another node's beacon is heard in this period, then the node just stops its timer and starts normal operation. Otherwise, when the timer expires, the node sends a beacon and assumes the clusterhead position. Furthermore, when two clusterheads enter in each other's receive range, the one that receives the other's beacon first resigns. These mechanisms ensure the continuity of the protocol in the face of clusterhead failure due to node failure or the clusterhead moving out of range of other nodes in the cluster. However, the probability for a node to miss three consecutive beacons due to channel errors and overtake the clusterhead position when the clusterhead is actually still available is very low.
Other than clusterhead stability, missing beacon packets also slightly increases the average packet delay when two successive beacons are missed. Increase in delay is mainly due to the fact that the node loses time when it enters into startup mode. On the other hand, missing the beacon once does not affect the node at all, provided that the header is successfully received. Since the header contains all the required information about the data transmission schedule, losing beacon packets actually has very little effect on throughput.
We ran simulations using uniform packet error probabilities for beacon reception (i.e., only beacon packets experience channel errors and all the other packets are error free). Although this error model is rather simplistic, it is sufficient for our purposes in this section. We utilized 1.0 %, 3.0 %, and 5.0 % packet error probabilities. Note that a 5.0 % packet error probability represents a harsh environment [11] . However, the simulation results reveal that the performance of MH-TRACE does not deteriorate significantly. Indeed, loosing 10,000 beacon packets resulted in only 15 dropped data packets. In Figure 4 the effects of losing beacon packets are presented in normalized form. For example, for each dropped beacon packet, there are only 0.0015 dropped data packets, on average. Note that the data packet drop rate is marked as 0.00 in Figure 4 for beacon packet error since the actual value, 0.0015, is so small. 
B. Header
Header packets are sent by the clusterheads to announce the data transmission schedule of the current frame. The transmission schedule is a list of nodes that have data slots reserved in the current frame, along with their data slot numbers. Therefore, missing a header packet puts a node on hold if it has data to send. Since in voice communications delay bounds are stringent, if the waiting time for a voice packet exceeds a certain threshold it is dropped (i.e., 50.0 ms in this study).
In order to support QoS, once a node obtains a slot its reservation is renewed automatically by the clusterhead as long as the node continues to transmit data. However, when a particular node misses a header packet, it cannot transmit during its reserved data slot and its reservation is cancelled by the clusterhead. Furthermore, a node that misses its reserved data slot still thinks that it has a reserved data slot. Thus, during the next frame when the node does not hear its ID in the schedule, it understands that it needs to contend again in the following superframe. This chain reaction increases the packet delay as much as three superframe times. Since time spent to get a data slot results in increased delay, data packets are dropped when they exceed the packet drop threshold, which is approximately twice the superframe time. Therefore, missing a single header results in at least one, and most probably two, dropped data packets.
In Figure 4 the simulation results obtained with the header packet error model are presented. As expected, the average number of dropped data packets per missed header packet is close to two.
C. Contention
Each node contends for channel access when it has data to send but did not reserve a data slot in the previous cyclic superframe. A node randomly chooses a sub-slot to transmit its request. If the contention is successful (i.e., no collisions or error occurred), the clusterhead grants a data slot to the contending node if there are available data slots. If the node ID is not in the schedule, which is embedded in the header packet, the node understands that its contention was unsuccessful and waits for the next contention period.
We utilized CBR traffic for the evaluation of the impact of channel errors on the beacon and header packets. However, we use a statistical model of a voice activity detection based voice codec to evaluate the impact of channel errors on the contention packets due to the fact that the contention packets are not like beacon or header packets (i.e., contention packets are event triggered rather than periodic). Once a node gets channel access, it will not loose it and will not be using contention packets for the rest of the simulation time. Thus, to prevent this situation, which does not let us monitor the effects of packet losses on bursty traffic, we employed a statistical voice source model. According to the voice source model, speech is classified into "spurts" and "gaps" (i.e., gaps are the silent moments during a conversation). During gaps, no data packets are generated, and during spurts, data packets are generated at 32 Kbps data rate. Both spurts and gaps are exponentially distributed statistically independent random variables, with means 1.0 s and 1.35 s, respectively [5] .
Losing contention packets introduces additional delays into the network and causes data packets with critical delay values to be dropped. However the impact in this case is not as large as for errors in the header packets. Depending on traffic load and node density of the network, the results provided in Figure 4 are subject to change. As the traffic load and node density increase, average delay in the system also increases. Therefore, delay caused by losing contention packets results in a higher probability of dropped data packet.
The next section addresses the design of a realistic wireless channel model, which we will be employing in our detailed simulations.
IV. A REALISTIC WIRELESS CHANNEL MODEL
In this study we model the wireless channel as a first order Markov process with two states [24] . This model has been frequently employed in the literature to model fading errors at higher layers to calculate the average block error rate (packet error rate) [15] - [23] . In the literature, most of the channel error models are based on the assumption that data packet transmissions are i.i.d. In addition, many coding schemes and protocols were initially designed for i.i.d. channels. It has been shown that the special structure of Markov approximation makes it naturally useful and tractable for this purpose.
The Markov chain assumes that an adequate description of a system is given by a finite number of states. Each state is assigned a probability of the system being in that state. For example, the typical movement of the stock market could be considered as a simple two-state model in terms of up and down movement of the index. The study of Markov approximation for fading channels dates back to the early work of Gilbert [15] and Elliott [16] , who built a two-state Markov channel known as the Gilbert-Elliott channel. In a simplified Gilbert model [17] , the error probabilities in "bad" and "good" states are 1 and 0, respectively. Assuming 1 and 0 denote successful and erroneous transmission in a given slot, the state transition diagram is shown in Figure 5 . The Normal state represents a perfect channel in which there is no error present, whereas the Lossy state represents a wireless channel in which no packet can be delivered without error. The channel statistics are controlled by a set of transition probabilities that determine the individual probabilities P (N ) and P (L).
The entropy rate of discrete finite random variables (X 1 , X 2 , ..., X N ) is defined as:
If the random variables are stationary, we have
and in the case of stationary Markov sequence we have
For a stationary Markov sequence [24] , the net probability flow between the two states is zero once the stationary distribution has been reached (i.e. Entropy of a state is constant at equilibrium). In our case we have four equations (Equations (4)- (7)) with six unknowns, and therefore, it is possible to assign the desired stationary probabilities to both states {P (N ), P (L)} and calculate the transition probabilities {P (N |L), P (L|N )} accordingly.
Using the two state model, one can generate a simulated wireless channel behavior for the protocol under study and perform realistic simulations. In Figure 6 , the state transition behavior of the Gilbert model is illustrated. The channel LOSSY STATE NORMAL STATE Fig. 6 . State transition with the Gilbert-Elliot channel model. spends some percentage of the total simulation time, determined by P (N ), in the normal state (N) and some time determined by P (L) in the lossy state (L). Moreover, errors occur in bursts due to the fact that the channel spends portions of time in both states. When the channel is in the lossy state, errors are introduced according to the length of the packet: the probability of error for a longer packet is higher than the probability of error for a shorter packet [25] , [26] . In other words, it is more likely for a data packet to be in error than for a beacon packet, which is the shortest packet in MH-TRACE, to be in error.
For the rest of the simulations Gilbert model is employed with transition probabilities and state probability distribution shown in Table II . The state probabilities P (N ) and P (L) can be set according to the requirements by using Equations (4)- (7).
V. EVALUATION OF IEEE 802.11 AND MH-TRACE
In this section we present the simulation results and analysis of IEEE 802.11 and MH-TRACE for a 1 km by 1 km area network with 80-200 nodes using the parameters in Table  I . In the first set of simulations, we evaluate the protocols' performance using a static network, while in the second set of simulations, we use a Random Way-Point mobility model with node speeds chosen from a uniform distribution between 0.0 m/s and 5.0 m/s (the average pace of a marathon runner) with zero pause time. We used the statistical voice source model described in Section III-C. The simulations are repeated with the same parameters five times, and the data points in the figures are the average of the ensemble and the error bars are the standard deviation of the ensemble. Table III presents the key simulation settings for the two sets of simulations.
Beacon, CA, contention, and IS packets are all 4 bytes. The header packet has a variable length of 4-18 bytes, consisting of 4 bytes of packet header and 2 bytes of data for each node to be scheduled. Data packets are 104 bytes long, consisting of 4 bytes of packet header and 100 bytes of data. Each slot or sub-slot includes 16 sec of guard band (IFS) to account for switching and round-trip time.
A. SET1: Network with Stationary Nodes
In this section the throughput of the two protocols (IEEE 802.11 and MH-TRACE) are compared for a network of stationary nodes. The protocols are simulated using both a perfect and a lossy channel whose statistics are given in Table II (i.e., the channel spends 6.25 % of the time in the lossy state and rest of the time, 93.75 %, the channel is in the normal state). The parameters of the channel model are taken from the empirical data presented in [21] . The ratio of the time spent in the lossy and normal states affects the severity of the channel. For example, in a two node scenario, where one node continuously transmits data packets and the other listens, the packet loss ratio is directly determined by the percentage of time spent in the lossy state (e.g., 6.25 % of the packets are lost with a channel that spends 6.25 % of the time in the lossy mode, given that the probability of data packet loss in the lossy state is close to unity). Moreover, the probability that a packet is in error also depends on the length of the packet (i.e., short packets such as beacon and contention packets have smaller probabilities of being in error than longer packets such as data packets). In the lossy state, the probability of dropping a data packet is unity, the probability of dropping a header packet is 0.18, and the rest of the control packets have a 0.04 probability of error. Figure 7 presents the average number of received packets per node per second versus the number of nodes. The curves labeled as "no error" are associated with the perfect channel scenario, whereas the ones labeled as "error" are obtained using the lossy channel model. When there are only 80 nodes with a perfect channel, the throughput of MH-TRACE (197.26 ± 3.26 packets/node/s) is 9.16 % more than that of 802.11 (180.71 ± 0.01 packets/node/s). As the number of nodes increases, the difference between the two protocols increases. For 200 nodes MH-TRACE outperforms 802.11 by a factor of 2.2 in terms of received packets per node per second. IEEE 802.11 throughput is lower than MH-TRACE throughput due to excessive collisions experienced by IEEE 802.11.
For the lossy channel, the throughput of both protocols deteriorates in comparison to the performance with a lossless channel, but the loss in MH-TRACE is larger than the loss in 802.11. When the number of nodes is 80, both protocols loose approximately 6.3 % of their performance under perfect channel conditions. Note that the channel stays in the lossy state approximately 6.3 % of the total time, and all the data packets are dropped during the lossy state. On the other hand, control packets are dropped with less probability since packet loss probability is directly related with the packet length. With an increase in the number of nodes, both control and data traffic of MH-TRACE become heavier and the number of dropped packets increase. Therefore, channel errors degrade the performance by nearly 18.1 %, whereas throughput loss in IEEE 802.11 remains at the same level (6.3 %). Thus, approximately 12 % of the packet losses in MH-TRACE are due to the loss of control packets. The dominant factor is the header packet losses. Despite the fact that MH-TRACE throughput is reduced from 414 to 339 packets/node/s, it still performs 92.5 % better than IEEE 802.11.
B. SET2: Network with Mobile Nodes
In this set of simulations we evaluate the protocols' performance in terms of throughput, stability, data packet delay, and energy dissipation for a network of mobile nodes. Figure 8 shows the throughput of IEEE 802.11 and MH-TRACE as a function of the number of nodes in the network. Due to node mobility, the throughput of both protocols is reduced slightly, both in the lossless and lossy channel conditions. However, the general trend seen in the static case is preserved. Figure 9 and Figure 10 show the average clusterhead lifetime and the average number of clusterheads over all simulation time, respectively. These metrics are related to the stability of the clustering algorithm of MH-TRACE. Although there are small differences between the lossless and lossy cases in the behavior of the clustering structure, these differences are not significant. Thus, channel errors do not affect the clustering algorithm of MH-TRACE significantly; rather the channel access mechanism is most affected from the channel errors, which manifests itself by a slight reduction in the throughput in excess of the IEEE 802.11 throughput reduction. The discussion on the effects of control packet losses in Section III, in particular, the impact of beacon and header packet losses, supports this argument. Header packet losses, which are related with channel access, cause more data packet losses than beacon packet losses, which are related with the clustering mechanism.
One of the most important advantages of MH-TRACE over IEEE 802.11 is its better energy efficiency. The average energy dissipation of MH-TRACE and IEEE 802.11 with lossless and lossy channel conditions as a function of node density is presented in Figure 11 . Energy dissipations of both protocols are insensitive to the channel conditions in the application scenario we considered. Nevertheless, MH-TRACE energy dissipation stays less than 40 % of the energy dissipation of IEEE 802.11 energy dissipation. Figure 12 shows the average data packet delay for MH-TRACE and IEEE 802.11 as a function of node density. Note that the maximum packet delay is 50 ms, which is dictated by the application layer. MH-TRACE packet delay is higher than IEEE 802.11 packet delay in both lossless and lossy channel conditions due to the fact that in MH-TRACE nodes can have channel access only once in a superframe time, whereas in IEEE 802.11 channel access is not restricted. Both MH-TRACE and IEEE 802.11 have comparatively higher packet delays in a lossy channel. The increase in the packet delay in MH-TRACE is mainly due to the header packet losses, as once a node looses a header packet, it loses several frame times before regaining channel access.
VI. CONCLUSION
In this paper we investigated the impact of channel errors on the performance of MH-TRACE and IEEE 802.11, which are examples of coordinated and non-coordinated MAC protocols, respectively, through ns-2 simulations using the Gilbert-Elliot channel model. As expected, the impact of channel errors is more severe on MH-TRACE than IEEE 802.11 due to the dependence of MH-TRACE on robust control packet traffic. Nevertheless, the performance of MH-TRACE remains superior to that of IEEE 802.11, even in the presence of large channel errors. Hence, the major conclusion of this study is that coordinated MAC protocols are preferable over non-coordinated MAC protocols even under noisy channel conditions. If the channel conditions improve due to either a better channel or forward error correction utilized in the control traffic, then MH-TRACE performance loss due to the non-perfect channel will be similar to that of IEEE 802.11. Our future work will focus on the evaluation of networkwide broadcast routing algorithms using coordinated and noncoordinated MAC protocols under noisy channel conditions. 
