An important theorem in the study of subvarieties of projective space is the following theorem of Fulton and Hansen [FH]: If X n ⊂ PV is a variety, τ (X) its tangential variety and σ(X) its secant variety, then either dim τ (X) = 2n and dim σ(X) = 2n + 1 or τ (X) = σ(X) (see below for definitions).
embedded tangent lines at smooth points of X. More precisely, lettingT x X denote the embedded tangent space to X at a smooth point x ∈ X, we have
where the tangent star, T ⋆ x X, is the union of the lines P 1 * for which there exist smooth curves p(t), q(t) on X such that p(0) = q(0) = x and P 1 * = lim t→0 P 1 pq . One could define the tangent cone, T c x (X), similarly by requiring p(t) ≡ x. τ c (X) is equivalently the union of the tangent cones to X. In general, τ c (X) ⊆ τ (X) and if X is smooth they coincide. If M ⊂ PV is a complex manifold, we define τ (M ) (resp (σ(M )) to be the union of the embedded tangent (resp. tangent and secant) lines to M . Note that we do not take closures here.
If X ⊂ PV is a variety, we define its Gauss image γ(X) as the closure of the image of the Gauss map γ : X sm → G(n, PV ), defined by γ(x) =T x X.
Statements of results.
Let M ⊂ PV be a complex manifold, let x ∈ M and let II = II M,x and F 3 = F 3M,x respectively denote the second fundamental form and cubic form of M at x. We refer the reader to [L1] for definitions. We will say v ∈ T x M is II-generic if it is generic for II, and (slightly abusing notation) v ∈ T x M is generic if it is generic for II and F 3 .
We use the notatations
Theorem 1. Let M n ⊂ PV be a complex manifold. Let x ∈ M be a general point, let v ∈ T = T x M be generic and let Ann (v) ⊂ |II M,x | ⊆ PS 2 T * denote the space of quadrics in the projective second fundamental form of M at x singular at [v] . Let n − r be the dimension of the singular locus of the system Ann (v). Then
Corollary 2. If X n ⊂ PV is an algebraic variety and dim σ(X) < 2n + 1, then τ c (X) = σ(X) if and only if dim (γ τ (X) ) = 2r.
Corollary 3. If X n ⊂ PV is a smooth algebraic variety and dim σ(X) < 2n + 1, then dim (γ τ (X) ) = 2r.
Remark. Corollary 3 was announced in [L1] but the proof there is inadequate except in the case τ (X) is a hypersurface. In other cases, in order to prove corollary 3, one needs the stronger statement proposition 6.
Corollary 2 follows from theorem 1 by taking M to be the smooth points of X and noting that dim σ(X sm ) = dim σ(X). Theorem 2 combined with the Fulton-Hansen theorem implies corollary 3.
Remark. In contrast to the case of the tangential variety, it is possible that dim σ(X) > dim τ c (X)+1. For example, consider the k-th osculating variety τ (k) (C) of a general curve in a large projective space. τ (k) (C) has dimension k +1. Picking two general points on the curve, the tangent spaces to τ (k) (C) at general points of the corresponding osculating P k 's are the osculating P k+1 's of the curve. Two such osculating P k+1 's will span a P
is the (k + 1)-st osculating variety and has dimension k + 2.
Theorem 4. Let X ⊂ PV be a complex manifold or algebraic variety, let x ∈ X be a general point and let v ∈ T x X be generic. If ker II v contains a II-generic vector, then σ(X) = τ c (X).
Theorem 5. Let X ⊂ PV be a complex manifold or algebraic variety of dimension at most three whose Gauss map is nondegenerate. Then either σ(X) = τ c (X) or dim σ(X) = 2n+1 and dim τ c (X) = 2n.
Remark. Theorem 5 fails to hold in higher dimensions, more subtle singularities of X can cause σ(X) = τ c (X) even when τ c (X) is degenerate.
Local calculation of dim σ(M ).
We consider two frames, one at a base point x = [e 0 ], and another at a point along a curve x(t). We assume [GH, 5a] .
By the Terracini-Zak lemma, dim σ(M ) = dim {e 0 , . . . , e n , e 0 (t), . . . , e n (t)} for most values of t. We now let t tend to zero in order to calculate at x. Consider the Taylor series e 0 (t) = e 0 + te 1 + t
To calculate e α (k) (0) we work as in [L2, 3.3] :
To simplify the calculations, introduce the index ranges 2 ≤ λ ≤ a 1 , a 1 + 1 ≤ ǫ ≤ n, n + a 1 + 1 ≤ φ ≤ N , where a 1 = dim II v (T ), and the following adaptations:
de 1 = e n+1 e 1 de λ = e n+λ V = {e 0 , e 1 , e λ , e ǫ , e n+1 , e n+λ , e φ }.
We slightly abuse notation by identifying e B ∈ V with the corresponding elements of
we identify e α with e α ⊗e * 0 .) Call the bundle of such adapted frames π : F → PV .
Our adaptations imply that II(e 1 , e 1 ) = e n+1 , II(e 1 , e λ ) = e n+λ , and ω λ 1 (e 1 ) = 0. In such a framing 
We consider the contributions of e 1 (t), e λ (t), e ǫ (t) towards the dimension of σ(M ): If these terms are zero, then dim σ(M ) = dim τ (M ) because all further terms in the series will be zero as well.
Consider the map
where
Proposition 6. With the notations of above,
In frames, F 3v = r φ 11α ω α 0 e φ . The Griffith-Harris result [GH, 5.17 ] expressed in frames is that r φ 11ǫ = 0. Remark. One can quotient F 3v to a map F 3v : T /ker II v → N/II v (T ) without loss of generality.
Remark. The dimension counts used in [GH] , [L1] are incorrect. III used in [GH] is not a well defined tensor (its value depends on the choice of vector fields in its definition) and III v used in [L1] only contains part of the information of F 3v . 
(e 1 ) = 0 but ω φ n+λ (e 1 ) = 0 for some n + λ, (and therefore all if we choose the e λ 's generically), we can use the e λ (t) term to recover a term e φ and we need to see that we can recover the e n+λ term from e 0 (t) − t 2 e 1 (t) = (e 1 ) = 0. We assumed that e 1 was F 3 -generic, the basis e λ was also generic and F 3 = 0 so r n+λ 111 = 0. Proof of theorem 1. We will use the additional index ranges 2 ≤ j, k ≤ r + 1, r + 2 ≤ s, t ≤ a 1 where singloc (Ann (v)) = {e 1 , e s , e ǫ }. In particular the λ index range is the union of the j and s ranges.
As in [L1] , one calculates
Since r Recall that r φ 1ǫβ = 0. Hence, if F 3v = 0 we may write
give a rank of at least 2r.
Proof of theorem 4. ω 
Thus if the map
is surjective, then ω φ n+ξ (e 1 ) = 0 and dim σ(M ) = dim τ (M ). In particular, if ker II v contains a II-generic vector this must be the case.
Proof of theorem 5. For the statement to be non-trivial we must have dim τ c (X) < 2n, i.e. ker II v ≥ 1 for all v ∈ T . Because the Gauss map is non-degenerate, singloc II = ∅. If the theorem fails, then ker II v for v ∈ T generic must contain only non-generic vectors. We show that this is impossible.
In case dim T = 2 let w ∈ ker II v \ {0}. Because w is non-generic, dim ker II w > dim ker II v ≥ 1, so that II(w, T ) = 0, which contradicts singloc II = ∅.
In case dim T = 3 we consider the linear system of linear maps
Because of ker II v ≥ 1, this is a system of maps of rank ≤ 2. By an argument similar to the one in the dim T = 2 case, one sees that the rank 1 case is forbidden. Now by [A] there exist bases (e 1 , e 2 , e 3 ) = (e j ) of T and (e 4 , . . . , e N ) = (e µ ) of N such that written in matrix notation this system has the form Therefore using also the symmetry in the lower indices one obtains that II is zero, which is impossible.
