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Abstract
This work is concerned with determining how a lack of synchronization affects the
minimum probability of error obtainable when information is transmitted over a noisy
communication channel.
The channel capacity for discrete memoryless nonsynchronized channels is shown
to be the same as the capacity for synchronized channels. For all rates below capacity,
the minimum probability of error for the nonsynchronized channel decreases exponen-
tially with the code block length. The exponent in the upper bound on the probability of
error for the nonsynchronized channel is the same as the corresponding exponent for
the synchronized channel for rates near channel capacity. For low rates, the best
exponent obtained for the nonsynchronized channel with conventional block coding is
inferior to the exponent obtained for the synchronized channel. By introducing a new
form of coding, which allows for a Markov dependency between successive code words,
one is able to show that for certain channels the exponents for the nonsynchronized and
synchronized channels are equivalent for all rates.
For binary channels, bounds on the minimum probability of error are obtained for
unconstrained binary codes, as well as for several classes of parity-check codes.
These bounds are also used to obtain asymptotic distance properties for the various
classes of unsynchronized binary codes. These distance properties are considerably
stronger than just statements on the existence of comma-free codes. In particular,
we show that for a certain range of rates there exist codes whose minimum distance,
in the comma-free sense, is not only greater than one, but actually is proportional to
the block length.
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I. INTRODUCTION
Significant insight into the problem of transmitting information over a physical com-
munication link has been gained by studying mathematical models of communication sys-
tems. The noisy communication link is modeled by a communication channel where there
is a given set of input symbols, a given set of output symbols, and for each input symbol
there is a probability measure on the set of output symbols. Information is transmitted
over this noisy communication channel by first passing the data through a coder that
maps the information into a sequence of code words, with each code word containing a
certain amount of redundancy. This amount of redundancy is quite critical, since the pro-
tection against the channel noise offered by the redundancy can be accomplished only by
limiting the maximum possible data rate.
Coding theorems have been proved which state that information can be transmitted
over a noisy communication channel with an arbitrarily low probability of error,
providing that the data rate is below the capacity of the channel. For rates above
channel capacity the theorems state that it is impossible to make the probability
of error arbitrarily small. 1,2
These coding theorems enable the communication engineer to make intelligent pre-
dictions about what he can and cannot accomplish when confronted with the problem of
transmitting data over a given communication link. Furthermore, the unexpected, and
indeed promising, results given by these theorems have provided the motivation, as
well as some of the insight, which has led to the discovery of several quite novel and
practical coding schemes3 6 offering considerable improvement in performance over
conventional systems.
One of the assumptions made for arriving at the channel models on which these
theorems are based is that the receiver already has the timing information required
to decode the received noisy version of the transmitted code word. The object of this
work will be to remove this assumption and find the new forms of the coding theorems.
While the establishment of coding theorems for a nonsynchronized channel has gen-
erally been a neglected topic, there has been considerable interest, recently, in the topic
of synchronization. One school of thought, which departs from the well-known procedure
of inserting a synchronizing sequence7 periodically in the data stream, has been con-
cerned with finding comma-free codes. These codes have the property that, for a block
length N, all sequences of N letters, composed of portions of two adjacent code words,
differ in at least one place from the actual set of code words.8 This requirement does not
say anything about the error-correcting capabilities of these codes, nor whether the
resulting code will be a parity-check code, or equivalently a linear code. Thus, there
is no guarantee that a comma-free code can be used over a noisy channel or whether
such a code possesses any properties that can lead to efficient encoding or decoding.
More recently, research efforts have been devoted to modifying known linear codes
in order to obtain error-correcting capabilities, as well as some synchronizing
1
capabilities.9, 10 When investigating problems of this sort it is of considerable interest
to know how reliable a linear code can be made. The coding theorems presented here
are, of course, directly related to questions of this nature.
In particular, for a broad class of channels, we shall be concerned with how a lack
of synchronization affects the minimum probability of error that can be obtained for any
possible code. The channels considered here include discrete amplitude channels, such
as the binary symmetric channel, as well as continuous amplitude channels with input
constraints such as the additive Gaussian noise channel. For binary input channels,
results will be obtained for codes that are constrained to be parity-check codes, as well
as for unconstrained binary codes.
By obtaining bounds involving the relation between the probability of error and the
rate of communication, we shall be able to answer questions such as What is the maxi-
mum rate at which the probability of error can be arbitrarily small?, or equivalently,
What is the channel capacity of a nonsynchronized channel? Also, and perhaps more
important, we shall be able to obtain fairly tight bounds on how the probability of error
behaves for rates below channel capacity.
The results to be obtained will somewhat parallel the results obtained by Gallager 1
for the synchronized channel. A random-coding bound, as well as several different
types of expurgation bounds, will be obtained for the nonsynchronized channel. An
interesting feature of these bounds will be obtained by considering their behavior as the
channel becomes noiseless. Under this limiting condition, the error bounds will reveal
some rather fundamental minimum distance properties of unsynchronized codes.
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II. BEHAVIOR OF CODES HAVING SYNCHRONIZING AS WELL AS
ERROR CORRECTION CAPABILITIES
The main philosophy of this work will be to use the redundancy in code words for
synchronization, as well as for error correction. The problem of deciding which mes-
sage was transmitted will be treated jointly with the problem of deciding where the
transmitted message actually begins. By not isolating these two closely related prob-
lems, one is able to obtain a considerable improvement in error performance over
methods in which the transmitted message is decoded by first obtaining synchronization
without the use of code-word information.
2. 1 SOURCE, CHANNEL, AND LACK OF SYNCHRONIZATION
The source will be viewed as transmitting one of a possible M messages every T
seconds. The code word used to represent a given message will be transmitted over a
time-discrete memoryless channel. Thus, a code word of length T sec is viewed as a
sequence of N code letters. The m th code word is represented by the sequence X m =
X, Xm. .. X , where each letter of the code word takes on some value x contained
in the set of allowable channel inputs. Since a new message is transmitted every T sec,
a continuous stream of code letters are transmitted over the channel.
The channel is described by the set of transition probabilities P(y x), which gives
the probability of receiving a particular output letter y when the channel input is x.
Since the channel is memoryless, the output letter y is dependent only upon the input
at that time x.
For the time being, both x and y will range over a finite set of values. The results
will also be extended to amplitude-continuous channels that are described by a condi-
tional probability density, p(yl x).
The lack of synchronization will be reflected by the receiver having no a priori
information about which sequence of N channel output letters corresponds to a complete
code word.
The receiver will attempt to determine what the source is transmitting by working
with the sequence Y = Y...Yq. . .Yq+N1 . . Y of channel output letters. The N letter
sequence Yq .. Y q+N1 denotes a set of channel output letters depending on a complete
code word. Since the receiver has no information concerning the starting time of a code
word, q can range over a set of N consecutive integers. Thus, with q unknown, the
problem that the receiver now faces becomes quite a bit more involved than the usual
decoding problem of deciding which of the possible code words correspond to the
sequence Y ... Y
The length of the sequence Y, denoted by the integer z, will be pinned down later
when the decision rule is discussed. In formulating the decision rule we shall surely
be concerned with keeping z reasonably small, so as to justify the assumption that
this sequence suffers no further disruptions in timing.
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When the value of q is determined we shall say that the receiver has obtained code-
word-sync. While in some systems this may be all that is required in the way of timing
information, other systems may also require the knowledge of the position of the code
word; that is, does Y correspond to the first letter of the 1 4 9 th code word transmitted
th q
or the 150h ? When both code-word-sync and the position of the code word are obtained,
we shall say that the receiver has achieved absolute-sync.
In order to achieve absolute-sync, a coding scheme enabling one to distinguish the
relative position of the code word is required. But before we can decide on the coding
scheme we must decide on how many positions must be distinguished. Even after a
long fade, upon the resumption of communication, the receiver will still have some idea
about which code word is responsible for the present signal. This coarse knowledge of
the position of the code word can be stated by saying that the receiver knows absolute-
sync within LT sec or LN letters. Note that as long as L a 1, this coarse knowledge of
sync supplies no information relating to code-word-sync.
If L = 1, then the determination of code-word-sync also yields absolute-sync. When
L is some integer greater than 1, absolute-sync can be determined by using the
following coding scheme. Instead of starting with a code of M code words, a code with
LM words is used. This code is divided into L sections of M words, with each suc-
cessive section being used as the code for successive messages. Since the same sec-
tion is not used again until L messages are transmitted, knowledge of code-word-sync
and the code word, with its corresponding section, is sufficient to determine absolute-
sync.
The particular coding scheme that is to be analyzed will consist of a code of 2M
words which will enable us to determine absolute-sync for L < 2. The code will be
divided into two sections, with the code word X a (a= 1, 2... M) being in the first section,
and the code word Xb (b= M+ 1, ... 2M) being in the second section. Now if the mth mes-
sage is transmitted twice in a row, the first time it will be coded as Xa , with a= m, and
the second time it will be coded as Xb , with b = m + M.
The procedure is similar for any arbitrary L > 2, so that once the anal-
ysis is completed for L = 2, the results for any L > 2 can easily be obtained.
For L = 1, or when the same set of M code words is used to code succes-
sive messages, the analysis becomes more involved because when the same mes-
sage is transmitted twice in a row, a different treatment from the one for the
more typical cases is required.
2.2 ERROR CRITERION
The performance of the receiver will be evaluated for two different cases. The dif-
ference will be that the event that is called an error will not be identical in each case.
For both situations the criterion for judging the performance of the receiver will be the
value of the probability associated with the event called an error, or simply the prob-
ability of error.
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a. Joint Event
For this case a joint estimate of a particular code word and its starting position will
be made. The code word to be determined will be the first one that starts after N]
letters are received. (The brackets around N/Z should be taken to mean "the
integer part of," or equivalently, when N is odd, it is replaced by (N-1)/2.)
Thus, in the sequence Y= Y Yq Yq+ . N-.Y .. Yz the value of q will be in
the range
[L 1] q {i+ N (1)
An error will be made if either the value of q or the code word starting in this posi-
tion is determined incorrectly. In order to decode correctly, it is necessary for the
receiver to make a decision on a starting time in the predetermined range above. The
probability of an error on the joint event will be denoted P(eJ).
b. Single Event
For the case described in section 2. Za the receiver was required to determine code-
word-sync and the corresponding code word. In many systems, however, the real con-
cern of the receiver is not with the precise starting time of the code word, but with the
actual value of the code word. Taking this point of view, we shall assume that the sys-
tem can tolerate the situation in which the code word is determined correctly some-
where within ± [N] letters of its true sync position. Thus, it will be perfectly acceptable
if the receiver decodes successive messages correctly, even though some of the mes-
sages may be decoded as much as [N/2] letters early or late.
At the present time, we shall not be concerned with how well the receiver can do
with a sequence of code words, but just with the probability of error on the first word
decoded. In order for the receiver to decode correctly, two requirements will be
imposed. Not only must the decoded word be within ± [N/Z] letters of an identical code
word actually transmitted but also the receiver will be required to decode a word in
one of the N positions given by (1). This restriction forces the receiver to make a deci-
sion over a predetermined range of N positions, as was required previously.
It is now possible to make a decision in any of the positions given by (1) and still be
correct. For example, consider the case shown in Fig. 1, where q = N + N], with Xa
denoting the code word starting in position q, and Xb denoting the code word preceding
it. In the region from position N+ 1] to position Z , no error is made if X b is
decoded, while in the region covered by positions N to + N ,no error is made if
Xa is decoded. Needless to say, for an efficiently designed system, the receiver is
5
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Fig. 1. Decoding regions for P(e).
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very likely to decode X a in its correct position. Nevertheless, since the other events
are possible, the actual position where a decision is made cannot alone determine an
error, as was possible for the case in section 2. 2a.
The probability of error for this "single event" of determining a code word
correctly will be distinguished from the previous case by being written as P(e).
2. 3 DECISION RULE
The form of the decision rule to be used by the receiver for the two previous cases
will now be given. In order to proceed forward in the most direct manner, the partic-
ular decision rules will just be stated. Some of the motivation leading to the form of
these rules is given in Appendix A.
a. For P(eJ)
A sequential test will be performed by the receiver in an effort to determine the
desired joint event. The first position to be tested will be q = + 1]. If the test fails
at this position, the receiver assumes that -N + 1 is not the correct starting position
and moves on to test position L-N+ Z], and so forth. The receiver will be correct if the
first successful test occurs when q = q and also when the code word estimated at this
position is the correct one.
The basic function used in performing these tests is
q'-1 q'+N-1 z
D(Y I X+, q' ~I P (Yi ), Xmii -q(
i=q' i=q'+N
where P(Yi) is the probability of receiving a particular output letter Yi, taken over all
possible inputs that occur according to a distribution given by P(x). In terms of the
channel transition probabilities and the input distribution, we can write
P(Yi) = P P (Yi I x). (3)
x
The function P(Yi I m +l-q') is the channel transition probability of receiving Yi when
the channel input is X m ,. X m , denotes the (i+ 1 q' )th letter of the code word Xm ,i+l-q, i+l-q'
which is placed in the starting position given by q'.
For an assumed starting position of q, the test is considered successful if and
only if
max D(YX,  q) > max max D(YlXm q), (4)
m Ill q m
where the maximization of m is taken over all ZM code words, and the maximization
of q' is taken over the values
7
q+ 1, q+2,... q 
q= (5)
q - , q - 2, 2
If a q is found that satisfies the test, the receiver will say that the code word's
starting time is q and the code word corresponding to the sequence Y, . .. Y isq q+N-1
the one that maximizes the left side of (4).
th aWith the code word starting in the q position denoted Xa , we note that the receiver
will be correct if the test is unsuccessful for all q in the range [Z+ 1 q < q and,
furthermore, when q = q we have
max D(YIX q) D(YIXa, q) > max D(YIm, q (6)
m - m
where, as given by (5), q' ranges over the IN2 positions before and after q.
Since the starting position of the code word in question is a variable, the number of
tests required by the receiver in order to decode correctly will vary with q. For
q N+ 1j, a correct decision can be made on the first try, while for q = N + N], N
tests are required. Under any circumstances, a decision will be made somewhere in
the range given by (1). The decision made by the receiver for the case when N succes-
sive tests have failed will be that an error has occurred, since the position when q = q
had to be passed over. This type of detected error is just one of the possible errors
that are included in the calculation of our error criterion given by P(eJ).
The minimum length z of the sequence Y = Y1. .. Yq ... Yq+N-i' ' Yz required for
a decision will also depend on the value of q. In our decision rule we shall require z
to be long enough so that the portion of D(YIXm, q') involving the channel transition
probabilities is always included. This will be the case, as long as z is at least N - 1
letters greater than the maximum value of q' in (5). Having a longer z will not change
the results of the test, since the added product of P(Yi)'s will be the same for all m
and q'. Thus, we can conclude that the minimum value of z required for the receiver
to make a correct decision is
Zmin = q + + N- , (7)
with the range of q given by (1).
When choosing the length of Y on which a decision will be based, the receiver can
take the optimistic point of view and pick z = 2 [N + N. If the test fails, however, the
receiver must increase z by 1 and recalculate the function given by (2) in order to test
the next position. The pessimistic receiver will pick z = 2 N + 2N - 1 from the start,
so that the same Y can be used for all possible q, with D(YIXm, q') and max D(YIXm, q')m -
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being the same function, regardless of the assumed starting positions. In either case,
the maximum waiting time for a decision will be less than three block lengths. This
decoding delay can be compared with the usual waiting time of one block length required
for a receiver that already has synchronization.
b. For P(e)
The decision rule for this event will be very much like the previous one. Again, a
sequential test will be used in order to determine the desired event. The first test will
occur in position [-N+ 1], with the receiver moving to successive positions if the test is
unsuccessful.
The test at a given position will be considered successful if and only if
max m /> max maxDm(YIX ,q D(Y m, q) ) D(Y q ), q(8)
where the range of m and q' is the same as before. X m is used to denote the code word
that maximizes the left side of (8). For this rule, Xm is not included in the maximiza-
tion on the right side of (8).
If the test is satisfied at some position over the range given by (1), the receiver
will say that the transmitted code word is X . If the test is not satisfied for any of the
N possible positions, an error will have occurred, because of the imposed restriction
on the range of q. This restriction insures us that a decision will be made within less
than three block lengths, as was true previously.
The difference between the two decision rules is that, in this case, m is omitted
from the maximization on the right side of (8). This omission makes the newer decision
rule somewhat easier to satisfy. We no longer require the estimated word to compete
with shifts of itself. Hence, in this case, the receiver will make more decisions that
are considered correct than is possible for the previously described joint event. This
is as it should be, since for any worthwhile set of decision rules P(e) should be less
than P(eJ). This intuitive notion is brought out more formally in section 2. 6.
2.4 DECOMPOSITION OF ERROR PROBABILITY
We shall be concerned with obtaining an upper bound on the probability of error for
the two events previously described. The upper bounds will be a function of a given
code and thus depend on the particular choice of the 2M code words that make up the
code under consideration. In the following section the bounds will be evaluated by using
random coding techniques.l
The probability of error will be upper-bounded by a sum of terms that are relatively
easy to handle individually. Extensive use of the union bound, overbounding the prob-
ability of a union of events by the sum of the probabilities of each event, will be made
in this section. The tightness of these bounds will be confirmed in section 2. 6, which
includes a comparison of the upper bounds with a lower bound.
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a. Upper Bound on P(eJ)
The probability of an error on this joint event can be written
P(eJ) = E P(seq) P(ejI seq), (9)
all seq
where P(eJI seq) is the probability of an error taken over all possible outputs for a given
input sequence of source messages. This source sequence will consist of message a in
position q: j (that is, the corresponding code word Xa will start in position q and will be
from the jth (j = 1 or 2) section of the code), as well as the relevant messages preceding
and succeeding message a.
Our present concern will be, first, to obtain a bound on P(eJI seq) that is applicable
for all source sequences, regardless of the particular value of q: j, or the particular
sequence of source messages. Once this bound is obtained, a bound for P(ej) can be
obtained by averaging over all possible source sequences. Fortunately, when the behav-
ior of a randomly selected code is studied, we shall be able to obtain one bound on
P(eJI seq) that is valid for any source sequence. Thus, the bound will also be a valid
bound on P(eJ).
The first step in bounding P(e I seq) will be obtained in the following manner. A
sufficient condition will be found in order for no error to occur. Since this condition
will not be a necessary condition, the probability of this condition being true will only
be a lower bound on the probability of no error or on 1 - P(eJ I seq). Thus, an upper
bound on P(e I seq) can be obtained by finding the probability that this sufficient condi-
tion is false.
The first part of the condition in mind is the requirement that the test given by (4)
be satisfied at the true sync position and that the code word that maximizes the left side
of (4) be the correct one. Mathematically, this requirement is written out by (6).
This condition alone is not sufficient to insure that the receiver will not make an
error for those values of q greater than 2 -1 + 1. Note that the test range given by q'
only extends back to the position [q -N2 so that when q is large enough it is possible
for the receiver to make an early decision over the range + 1 to [q-- 1.
In order to insure that a decision is not made prematurely, a further requirement
will be imposed. It is that
max D(YXm, q - N)= D(YXb q-N) > max max D(YIX m qf), (10)
m q-- m
where Xb is the code word preceding Xa and starting in position q - N as shown in Fig. 2.
The range of m is as before, and the range of q" is from N + 1 to q-N - . This
last requirement, which is applicable only when q > 2 N] + 1, is sufficient but not
10
INPUT SEQUENCE
FOR q =2 +N]:
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[b [X - - - - - - - - -
x b > | < xa
VALUES OF
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Fig. 2. Example: with Xm = Xa and q = q.
11

' I ' I I I · . . .
·___ I
really necessary to guarantee that no early decision is made.
Combining the conditions given by (6) with that given by (10), we obtain a
sufficient condition for the receiver to decode correctly. Thus, an upper bound
on P(ej|seq) is given by the probability that either (6) or (10) is false. The
probability of the union of these two events can now be upper-bounded by their
sum to give
P(eJ Iseq) P 1 (ej seq) + Po(eJI seq), (11)
with Pl(eJI seq) the probability that (6) is false, and Po(eJI seq) the probability that (10)
is false. Even though P(e I seq) is only required for those q > 2 j + 1, it will still
be carried along so that eventually a bound on ( 1l) can be obtained which is valid for any
source sequence and thus for any q.
Equation 11 will be upper-bounded further by bounding P 1 (eJ seq). This probability
can be written
P1 (eJ I seq) = Prob (Y Xa q) ma D(YX , q) ormax
D(YXa ,q)_ max D(YIXm , q') for some q. (12)
The probability (12) is taken over all outputs Y that are possible for the given input
sequence.
Pl(eJI seq) can be simplified by using the union bound, which enables us to treat
separately the comparisons between position q and each value of q' given by (5). By
letting = q-q', the upper bound on (12) becomes
Pl(eJ seq) Pe(0, all m a) + I Pe(, all m), (13)
all q'
where
max m I
Pe(, all m) = Prob D(XYIXa, q) max D(Yxm, ,q')] (14)
and
Pe(0, all m*a) = Prob[D(YoI Xa, q) max D(YXm
'
q)j. (15)
Note that as q' varies over the range given by (5), will vary over the range 1 to
twice. Generally, for a given code Pe(Q, all m)will not be the same for q' =q+Q and q'=q-Q.
In (14), Y is replaced by Y, since only a portion of Y is really relevant in the
probability that is being calculated. Y denotes the N + letters of Y that are in phase
with Xa, starting at position q and X at position q' (see Fig. 3). The remaining por-
tion of Y involves a product of P(Yi)'s which has no effect on the probability above
12
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because it is the same for both D(YIXa, q) and max D(YIXJm , q').
m a
In (15), the relevant part of Y is just Yo' the N letters in phase with Xa starting
in position q. Since the entire product of P(Yi)'s cancel, the function used in our deci-
sion rule reduces to
D(Yo x1a,q) = P(YoXaq), (16)
the conditional probability of receiving Yo given Xa__, or the function used in maximum-
likelihood decoding. Thus (15) is very much like the probability of error for the syn-
chronized channel. The minor difference is that there are 2M- 1 code words involved
in the maximization in (15) rather than M- 1 code words.
While (15) is in a form that can readily be bounded, Eq. 14 still requires some
modification. The cases in which the test code word XM (see Fig. 3) is equal to X a or
xb have certain code-word dependencies that will require special treatment. These
cases can be pulled out of (14) by the use of the union bound to give
Pe(2, all m) Pe(f, all m *a, b) + Pe(Q, m= a) + Pe(2, m= b), (17)
whe re
Pe( , all m*a, b)= Prob D(Y Xa, q) max D(Y m q) (18)
mza, b -
with
Pe(, m=a) = Prob[D(YXa, q) -- D(Y1xa,q)  (19)
and
Pe (, m= b) = Prob D(Y IXa, q) D(YI Xb, q')j. (20)
When q' > q, (17) still holds, as long as Xb is interpreted as the code word succeeding
Xa rather than preceding it.
The decomposition of P1 (eJ seq) is the desired form, regardless of the input
sequence. We point out that when a code with just M words is used, one would use the
decomposition above for the typical input sequences when X a is not equal to Xb . As we
have mentioned, however, this case has the analytical disadvantage that a different
treatment is required to obtain a bound when the input sequence is such that X = X a .
The desired decomposition of P (eJ I seq) is very similar to that used for P1 (eJ seq).
Note that Po(eJ I seq) can be written
PbFDYIb max~~ D(YXm, ~l~i "] (21)P(eJ seq) - Prob[D(Y Xb , q - N) max D(Yx m , q) for some (
which differs from (12) only in that the range of q" from [N+ 1 to q-N- 1 is smaller
than the range ofq', and the roles of Xb a a re interchanged.
than the range of q', and the roles of Xb and Xa are interchanged.
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Thus, a bound on P(e I seq) can be obtained once a procedure is found to bound the
functions given by (15), (18), (19), and (20). In the rest of this section we shall show
that some of these same functions can be used to bound P(e).
b. Upper Bound on P(e)
As before, we concentrate on bounding P(e seq) with P(e) given by
P(e) = I P(seq) P(eI seq). (22)
all seq
The first part of a sufficient condition required for the receiver to decode correctly
is that the test given by (8) be satisfied at position q, and that the word chosen at this
position Xm be the correct one, Xa . Once this part of the condition is satisfied, we can
rest assured that for q 2 Ni + , Xa will be chosen somewhere in the range from
L+ 1 to q.
For q > 2 N2 + 1, it is necessary to impose a further constraint in order to insure
that a correct decision will be made if a decision is made before [q N2 . The form of
this condition is
 
max max -Xm ... (23)
m D(YI X , q-N)= D(Y1X b , q-N) > max max D(YIX m (23)m - q" 
where the range of m is over all 2M code words, and q" ranges between N+ 1I and
[q- N-i
When (23)holds, the only possible decision that can be made in the range from LN+ 1]
to q-N- 1 is that Xb was sent. Since Xb would then be decoded within letters of its
true position, no error would occur. Similarly, when (8) is satisfied at position q by
Xa , we are assured that, if no previous decision has been made, Xa will be chosen
somewhere in the range from q - N to q. Thus, the combination of the two conditions
above is sufficient to insure that an error will not occur.
Now P(e seq) can be upper-bounded by calculating the probability that the sufficient
condition above is false. The probability that either of the two parts is false is upper-
bounded by the sum of their probabilities to give
P(e I seq) P 1 (el seq) + Po(el seq) (24)
with
P1 (el s e q ) = Prob D(YIXa,, q) or m
q) max D(YX m , q') for some q (25)D(lIa _% ) - oa (25 )
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and Po(el seq) the probability that (23) is false.
Using the union bound again, we bound P1 (e I seq) by
Pl(el seq) s P(0, all mAa) + E Pe(f, all mka), (26)
q'
where = Iq-q'j and Pe(0, all mAa) is given by (15). The terms in the summation can
be upper-bounded by
Pe(e, all m*a) < Pe(f, all m*a, b) + Pe(2, m=b), (27)
where Pe(2, all mta, b) is given by (18), and Pe(2, m=b) is given by (20).
Since P(e seq) can be written
P (eI seq) = Prob D(Y Xb , q-N) - mab D(Y 1X, q") for some qj (28)
it can also be decomposed in the same manner as that used for Pl(e seq).
Thus P(e I seq) can be bounded, once a bound is found for the function given by (15),
(18) and (20). Since in the decomposition of P(e seq) the function given by (19) does not
appear, not only will P(eI seq) be less than P(ej] seq), but also P(e seq) will be easier
to bound.
2.5 DERIVATION OF THE RANDOM-CODING BOUND
Thus far, we have established that both P(e I seq) and P(el seq) can be bounded by a
sum of terms that are functions of the particular code under consideration. While it is
difficult, and generally impossible when M is large, to evaluate the bound for a given
code, it is possible to evaluate the average probability of error over an ensemble of
codes. Having a bound on the average behavior for a given ensemble of codes also gives
us a valid bound on at least one code in the ensemble. Thus, the following bound can be
viewed either as the bound on the best codes in the given ensemble of codes or as a
bound on the expected probability of error resulting when a code is selected at random
from this ensemble.
The ensemble of codes to be considered is the one generated when code words and
code letters are selected independently according to some distribution P(x) on the
channel input letters. Thus, the probability of selecting a particular code of 2M words
is
2M
P(code) = n P(xm), (29)
m=l
where
N
P(X m )= f: P(Xm), (30)
i= 1
and X is the ith letter of tie m code word which is chosen from the channeli
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input alphabet.
Since the average of a sum of terms is equal to the sum of the averages, we shall
be able to bound P(e I seq) and P(e I seq) by separately bounding the functions given by
Eqs. 15, 18, 19, and 20. The bound for (15) is already known and takes the form
Pe(0, all m*a) 2P e-NE(R) (31)
where (31) differs from the probability of error for the synchronized channel only by the
factor of 2P in front, which results because the code contains 2M, rather than M, code
words. The exponent E(R) is given by
E(R) = Eo(p) - pR. (32)
The rate, R, is given in terms of the number of messages M, and the code length N,
by
R nM (33)N
Eo (p) is a function of the transition probabilities of the channel P(yj x), and the distribu-
tion on the input letters, P(x). Its form is
E0 (p) = -n ( P(x) P(yl x) /(l+P)) + (34)
To get the tightest bound, E(R) is maximized over P(x) and p in the range 0 -- p - 1.
The optimization of p, as in the synchronized case, gives a parametric relation
between E(R) and R. The optimization over P(x) cannot be performed yet, since the
P(x) in(34) is also involved in the other terms required to bound P(eJI seq) and P(ej seq).
Since (31) is only one of the sum of positive terms used to bound the probability of
error, we can be assured that the bound on the probability of error for the nonsynchro-
nized channel will be larger than that for the synchronized case. Our goal now will be
to find out how much larger the bound is, by obtaining similar bounds on the other func-
tions required to bound P(eJI seq) and P(e I seq).
a. Bound on Pe(Q, all m~a, b)
Equation 18 can be written in terms of the conditional probability for a given input
sequence as
Pe(Q, all ma, b) = P(Yj lseq) (Y[), (35)
Yi
where (Y[) is defined as
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if D(Y I Xa q ) - max D(Y Xm, q')
(Y{) = ( (36)
0(1 o othe rwise
and P(Y|I seq) is given by (see also Fig. 3)
q-1 q+N-1
P(YpIseq) = LI P(YiIXb ++Nq) I P(YijXa+1 q)(37)
for q' < q.
Since the probability of selecting a particular code can be written
P(code) = P(Xa) p(Xb) i P(X m ), (38)
all mia, b
we can write the average probability of an error over the ensemble of codes as
Pe(2, all m*a, b)= p(Xa P(Xb) P(Y J seq) (Y , (39
ab Yx a , x b _ y
where the bar over the last term denotes the average over all codes, the code words Xa
and Xb being excluded from the average.
The last term (Y,) denotes the probability of an error for a given Y, Xa Xb, q,
and q'. The probability in this case is taken over all possible choices of Xm for all
m a, b. This conditional probability of error can be overbounded, with the aid of the
union bound, by the sum of the probabilities that for some m* a, b an Xm is chosen such
that
D(Y I xm , q' ) D(YIX, q) (40)
to give
(Y ) " ! P(x m ) (X t m ). (41)
m~a, b Xm
In (41), (X M ) is 1 when (40) is satisfied and 0 otherwise.
When (40) is satisfied, O(Xm) can be overbounded by
D(Y X m, q')
e(Xm ) .. (42)
D(Y Ixa, q)
where -c is an arbitrary non-negative number. Since the bound on O(Xn) is always
positive, it is also valid when (40) is not satisfied. Thus the conditional probability of
an error given by (41) can be upper-bounded by
18
'(Y ) < min 
E E P(X )
m:a, b Xm
D(Y Ixm, qt)
D(Y xa, q )
1
which can be upper-bounded further for any p, over the range 0 p < 1, by
m a,b xm
P(Xm)
D(Yj Xm, q')
D (YjqXaq)
(44)
If the upper term in (43) is smaller than 1, then raising it to the p power just increases
it. If the upper term in (43) is greater than 1, the bound still holds, since (44) will be
an upper bound on 1.
Finally, by noting that the inner summation of (44) is independent of m, and
bounding 2M- 2 by 2M, we obtain the desired bound on the conditional probability:
Xm
qb(Yl ) ) -M
D(Y Xm , q') 
D(Y 2 Ixa, q) J
The procedure used to obtain this bound is a modification of one recently used by
Gallager to bound the probability of error on a synchronized channel.
Before using the bound on 4(Y 2) given above, we note that the conditional probability
of Y when averaged over Xb becomes
N q-1 q+N-1
I7 )P P(Y Iseq) I= . i P (Yi) Xi+ 1 q) = D(YI Xa,q ) (46)
i=l (ii=q' i=q
which is one of the desirable features of the chosen decision rule. To obtain (46), we
assume that the P(x) used in our decision rule is the same P(x) used in generating the
ensemble of codes.
Substituting (45) and (46) in (39) gives
Pe([,all m*a,b) (2M)P E P(Xa) D(Y IXa), q P(Xm)D(Y Xml)], (47)
YI na m
In order to get this bound on a per letter basis, Y[ will be broken up into three parts
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(43)
(45)
_~-- 
INPUT SEQUENCE :
TEST CODE WORD:
OUTPUT SEQUENCE :
.9 ye
Fig. 4. Grouping of input and output letters for Pe(f, all mta, b).
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Y3
xm .
I
xa 0.
as shown in Fig. 4. The I letter portion of Xm which is in phase with Y is denoted
X 1 . aXim. The N- I letter portion of Xa and Xm which is in phase with YZ is denoted Xa and
X , with X3 denoting the letter portion of Xa in phase with Y3. The bound can now
be rewritten
Pe(2, all mta, b) < (2M) P P(Y l-lcrp (X) P( X ))
-1-_
j PQX~a) ( 3 X) P(Y3 )r P, (48)
Y3 a 
where D(YIXa, q) and D(Y X, q') are rewritten
D(YjXa, q) = P(Y 1 ) P(y 2 X) P( I 3 X3) (49)
and
D(Y 12 xm q ' ) = P(Y1 ) P(Y 1 X2 ) P(Y (50)
The three terms in brackets in (48) are independent, and each involves a product of
independent one-dimensional probabilities. This enables us to reduce the bound to one
involving the same probability functions that are involved in the bound for the synchro-
nized channel. Its form is
Pe(, all mia, b) (2M)P [ p(y)l-P ( P(x) p(yI x) P
P(y)P P(x) P(PYx)PYxx) (51)
To write the bound in exponential form, the terms in the brackets are used to define
the following exponents:
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EO(p,) = -2n E (P(yIx) P) (P(y x) (52)
y
and
Es(, ) = -In i( (y)p p(y)x)l p(y)l-p (p(ylx))) (53)
in which, for convenience, a bar is used to denote the average over the set of input
lette rs.
NRWith M = e , (51) can be rewritten
Pe(l, all ma, b)s 2P e [ N Es(p, (-) + N E(P, )-pR , (54)
where the tightest bound for a given P(x) is obtained by optimizing over > 0 and p over
the range O< p < l.
For p = 1, it is shown in Appendix B, that a = 1/2 gives a stationary point for any
given set of code letter probabilities. For p, in the range O< p < 1, it is shown for cer-
tain channels, such as the doubly symmetric ones, 2 that a stationary point exists for
a = 1/(l+p). For other channels, however, such as the binary erasure channel, the
choice of r = l/(l+p) does not give a stationary point for p in the range 0<p< 1. For
these channels, a = 1/(l+p) cannot be the best choice, since it is not a point on the
boundary defined by >0 and O<p < 1. Nevertheless, if we still choose G = /(l+p) for
all channels, we find that this choice is sufficient to provide an upper bound on Pe(2,
all mfa, b) that is no greater than for the already known case given by Pe(O,
all mfa).
To prove this result, it is first necessary to show that
Es(PIf4 l+F) = Es(P) Eo(P) E(pi= o, (55)
where Eo(p) is the same function involved in the exponent for the synchronized channel,
and is given by (34).
For convenience, we define
a(y) = P(ylx)1/(l+p), (56)
which enables us to write
e = p(y)P/(l+P) a(y) p(y)l/(l+p) a(y)p' (57)
Y Y
Now (57) can be upper-bounded by a double application of Holder's inequality, 1 3
to give
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"1
P 1
-E (P)l+p X
e -< kP(y) a
y y
Py) 11 y 2 p
P() I (y) 2Yy y I-
~~~P 1
where 0< 1 < 1, and O< < 1. Choosing 1 = +p and 2 = l+p gives
_ 1 1
e -V P(y> Eay a(y) +
, ,l+p -Eo(P)
a( + = e ( (59)
y
which is the desired result.
The two exponents are equal when Holder' s inequality becomes an equality, or when
p(y)P/(l+p) cc a(y) (60)
and
p(y)l /(l +p) c (y)p . (61)
To satisfy both (60) and (61) for any p, O<p< 1, both P(y) and a(y) must be indepen-
dent of y. This follows by assuming that (60) is true, which implies that p(y)1/(l+p) c
a (y)1/, so that (61) can only be true if both P(y) and a(y) are independent of y. Further-
more, if a(y) is independent of y for all p, then P(y) must also be constant, since a(y)
approaches P(y) as p-0.
These results give the following lemma.
Lemma 1: Es(p) > Eo(p) for all p in the range O< pl 1. For p in the range 0< p < 1, the
exponents are equal if and only if the following condition holds:
Condition 1: L P(x) P(ylx)/(1+P) is the same for all y. (62)
x
For p = 0 we always have equality, and for p = 1 we have equality if and only if
Condition : E P(x) P(ylx)1/Z cc p(y)1/2 (63)
x
is true.
It is interesting to note that the necessary and sufficient condition for equality given
by (62) is also shown in Appendix B to be a sufficient condition for a = 1/(l+p) to give a
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stationary point. Thus, for those channels for which the choice of a = /(l+p) does not
yield a stationary point, we find that the choice is still good enough to give the result
E s(p) > E (P)
We can view Eo(p) as the in-phase exponent, and Es(p) as the out-of-phase exponent.
The in-phase portion corresponds to the N- letters of overlap between Xa, the correct
word, and Xm, the test word. The out-of-phase portion corresponds to the two letter
portions that straddle the in-phase portion.
The large class of channels that do not satisfy condition 1 are rather interesting,
since the out-of-phase exponent is larger than the in-phase exponent. Roughly, the rea-
son for this is that the calculation of Es(p) involves Y Y, X, and X (see Fig. 4 and
a m
Eq. 48), while the calculation of Eo(p) involves Yz, X and X2 . The extra degree of
randomness given by the two independent y's involved in calculating Es(p) provides us
with an exponent that is larger than Eo(p) for channels such as those whose output is not
uniformly distributed. An example of a channel like this is the BEC (see Fig. 7), where
the two independent y' s offer two independent sets of erasures on which a decision will
be based.
The bound on Pe(f, all mta, b) can be summarized in the following theorem.
Theorem 1: The probability of selecting some code word Xm (ma, b) at letters
off sync, rather than selecting the correct code word Xa at sync, is bounded by
Pe(2, all ma, b) 2P exp[-N Es(P a + N E(P) -PR]] (64)
for all discrete memoryless channels. The exponents Es(p, a-) and Eo(p, a-) are given by
(52) and (53). This expression can be further upper-bounded by
-N[Eo(p) -p R]
Pe(, all mPa, b) ZP e , (65)
where Eo(p) is given by (52), with -r = /(l+p).
The bounds given by (64) and (65) apply to all time discrete memoryless channels
with both x and y ranging over a finite set of values. For amplitude continuous chan-
nels the same bounds apply, with the exponents being modified by changing the channel
transition probabilities to conditional probability densities, changing the input and out-
put probabilities to probability densities, and changing the sums to integrals.l4
The exponents then become
Eo(p, r) = -n [S dy (p(y x) -) (p(yj x) (66)
and
E s (p, ) = -n Pn[| dy p((ylx) l-P p(y ) ), (67)
where the bar now denotes the average over the code letter probability density, p(x).
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For channels with a discrete set of inputs and a continuous output the bar is taken to
mean the average over the discrete set of code letter probabilities, P(x).
The bound on P(eJI seq) (as well as P(eI seq)) is not complete, since we have still not
included the cases in which m= a and m = b. Nevertheless, the vast majority of the
cases in which an error can occur have been considered. Intuitively, one would feel
that the two cases not yet considered would have a negligible effect on the probability of
error, since we have already considered ZM- 2 cases. Indeed, this will be shown to be
true for some classes of channels. Unfortunately, for other classes of channels, the
issue is not quite as clear when the rate is low enough. Thus, completing the bound on
the probability of error is more relevant than just carrying out a necessary detail.
b. Bound on Pe(f, m=a)
To bound the function given by Eq. 19, we first rewrite it as
Pe(f, m=a) (68)= E P(XY Iseq) (Y,),
Ye
if D(Y Ixa, q) D(YIXa, q')
otherwise
and P(Y seq) is given by Eq. 37.
When 4(Y,) is upper-bounded by
D(Y X , q')
D(Yx Xa q)
cr-O
the following upper bound on (68) is obtained.
D(Y Xa q')
Pe(Q, m=a)s < P(Y I seq)
Yj
(71)
D(Y Ixa, q)
Averaging this bound over the given ensemble of codes gives
Pe(Q, m=a) •< I
Xa b
_ , _
P(Xa ) P(Xb ) P(Y seq)
Yk D(Y Xa, (q)
which, with the aid of (46), can be rewritten
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where
(Y) =o (69)
(70)
(72)
... . . . .. . .. . . .. . .. . . ... . .. . .. . . .. . . .. .
Pe(f, m=a)$ X p(a) z D(Y Xaq) D(Y 1Xa, q) (73)
Xa Y 
In Appendix C this bound is shown to be a Chernoff bound, 15, 16 which is tightest when
0 = 1/2.
The bound can be written in terms of one dimensional probabilities (see Fig. 5a):
Pe(2, m=(X P() /2 P(YiXa+ P 1i )
Xa Y i
Eq E P( i ( i+l-q) P(i Xi+ -q' )i=q
q+N-l Ci ' lili+l-q P(Yi ) (74)i=q'+N P(Y X a )/2
which is generally difficult to evaluate because many of the output letters and code let-
ters are linked together. For example, consider the case when = 1 or when the test code
word is just one letter off in position. For this case all N+ 1 output letters are linked
together with the N code word letters. The first letter of Xa at position q' = q- 1 is
related to Yq1 yet Xa is also related to Yq, since it is the first letter of Xa at posi-
q-1' I a q
tion q. Thus far, we have linked X, Yq-1 and Yq together. We cannot stop yet, how-
a
ever, since Y is also linked to X 2a, which is linked to Yq+1 which ... etc.
Generally, for larger values of the amount of dependency between code letters is
N
not as great. As a matter of fact, for > N- the bound on Pe(2, m=a) can be written in
N
a relatively simple form. The form of this bound for = -will be of interest, since it
is applicable in our case when N is even.
For this particular situation Y can be broken up into three parts and Xa is broken
up into two parts, as shown in Fig. 5b. Now we have the case in which two code letters
are linked together with three output letters. This is considerably simpler that the
case with = 1, but is still more complicated than the synchronized case, in which two
code letters are linked to one output letter.
NThe bound given by (74) can now be rewritten in terms of the blocks of N digits
defined by Fig. 5b as
pe(N' a) P (Xa) P(Y-1)/2 P 1 1 / 2x
aa YX a, X  1I X -1
E , 1xl) PI- X a) X p(y Xa1a/2 P (75)
Y Y
-2 -3
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(a)
INPUT SEQUENCE: -- Xb ][Xa --------- XIIYT I 3~VI ILLI I, N I 
Xa
TEST CODE WORD: -- 
OUTPUT SEQUENCE:
(b)
Xa
Yq _Yq
INPUT SEQUENCE: -- ---- [ X
N
?I :- 
TEST CODE WORD:
OUTPUT SEQUENCE:
[ XL
-Y Iq+N-
-X
Xa
I- X - 0
Y1 -Y2
Y >
_I
Fig. 5. Grouping of input and output letters for Pe(2, m=a).
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NSince (75) involves the product N independent one-dimensional probability functions,
the bound can be written
P(x 2 ) A P(Y21
2 Y3
xz)1/2 P(y 3 x 2 )1/2 P(y3)l/2 I
which can be written in exponential form by defining
E a 2 In P(x) P(y'|I x) /2
a Z '
so that (76) becomes
- ~N =a4-N(E a)Pe(N- m=a)e a
Y p(y)l/2 P(Ylx)1 / 2) 2
y
One can readily establish that the exponent E a is a legitimate positive exponent by
using Schwartz' inequality in (77) to bound
Z p(y)l/2 P(yl
y
= 1, (79)
thereby giving
e a < I
y' x
P(x) P(yl I x)1/2) = Eo( ) (80)
so that
Eo(1 )E (1)
a 2 (81)
where Eo(1) is the well-known intercept in the exponent-rate curvel for a randomly
selected code.
This bound is particularly useful because of its simplicity and generality. The
bound is applicable for all memoryless channels; for amplitude-continuous channels,
the exponent given by (77) is modified in exactly the same manner as that used to obtain
(66) and (67). Also, in Appendix C, it is shown that this bound is exponentially tight or,
in other words, there exists a lower bound on Pe(-, m=a) which has the same exponent
as in the upper bound. These properties make this bound important enough to be put in
theorem form.
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(76)
(77)
(78)
1 I
-ge (N, M=a _<
2
X) 1/2 _< (Y) I ~y I X) I/
I C P(x I C p(yj) '/2 P(yI I xII/Z (ZIX)/
YZ XI y
Theorem 2: The probability of selecting Xa at N letters off sync, rather than at sync,
is upper-bounded by
-NE a
Pe( N , m=a) e a(82)
for all memoryless channels, and also lower-bounded by a function whose exponent is
E.
a
While Theorem 2 will be used subsequently to provide some rather interesting
results, it cannot be used alone to bound the probability of error, since it is only appli-
N
cable for = N. Our concern now will be to obtain a bound that is applicable for all in
the range from 1 to N2 j.
We shall first show that for certain channels the bound given by (74) can be sim-
plified for all . A channel will be considered to be in class A if the two conditions
hold.
Condition 3: j P(y x)1/2 E P(x') P(yIx')/2 is the same for all x (83)
y x'
and
Condition 4: E P(ylx)1/2 p(y)1/2 is the same for all x. (84)
y
For channels in class A the bound given by (74) becomes
Pe(, m=a)I( P(yIx)1/2 P(y)1/2I PKylx)/ Z P(x') P(ylx')l/z N-
(85)
Condition 4 enables us to pull out the terms ranging from i = q' to q - 1 and those in the
range i = q' + N to q + N - 1 without averaging over x. Condition 3 enables us to sequen-
tially pull out the terms from i= q to q' + N- 1 by using only one x in the average. For
example, we can start in position i= q and average with only P(xl) to obtain a term that
is independent of all remaining terms.
When conditions 3 and 4 are satisfied, we can identify the first term in the brackets
-E s(1) -E (1)
as e and the second term as e . Eo(1) and Es(1) are given by (52) and (53),
with ao = 1/2 and p = 1. The form of the bound now becomes
N Es N -NE (1)
Pe(Q, m=a) < e < e , (86)
where the last inequality above follows from Lemma 1.
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While (86) is indeed in a very simple form, its use is restricted to those channels
in class A. We are now concerned with obtaining a bound on Pe(2, m=a) that is appli-
cable for a wider class of channels. As a matter of fact, the only restriction that
will be imposed is that one choose the P(x) satisfying
Condition 5: P(yx)/(+P)( P(x') P(yIx') /(I+P) is the same for all x,
y x/
(87)
where p, 0- p 1 is to be identified as the parameter relating E(R) and R in (32). This
condition has been shown to be the necessary and sufficient condition that a set of non-
zero P(x)must satisfy in order to obtain the tightest exponent for the synchronized case.
Thus, requiring the channel to be used in such a way that condition 5 is satisfied does
not impose any restriction on the channel, and only imposes a constraint on P(x) which
will be shown to be a desirable one.
The bound now obtained will depend on p, as will generally the P(x) that satisfies
(87). For certain channelsl P(x) will not depend on the value of p. For these special
channels the bound that is to be derived will be tightest when we set p = 1, regardless of
the value of p in (32).
When p = 1, condition 5 becomes equivalent to condition 3. While the class of chan-
nels that satisfies condition 3 is indeed larger than class A, it is still a restrictive
class, since the choice of P(x) at p = 1 will not, in general, be the most desirable choice.
Thus, we find that the bound on Pe(2, m=a) which is valid for all channels is generally
dependent on the rate that the channel is used through the value of p.
To derive this new bound, we start with (68) and now bound p(Y 2 ) by
P
p 0, (88)4(Yl) _<
so that Pe(2, m=a) can be bounded by
Pe(, m=a) P(Xa) E D(Y' Ixa q) [D(Y ) 1/(+P] (89)
xa Y 
which can be rewritten
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Pe(,m=a) -< P(Xa) q-1
i= 
X
a
i
(yi) /(1 +P) p(yiXla 1 /( +P)
P(Yi1 \l /-q )
q'+N-1
r y.
1
q+N-1 
i=q' +N y.
1
/(+p) p
P(yi, Xa l~~/l P I1/(i +P) pi+ IP(Yi )
With the aid of Holder's inequality
i=q+N-1 by
we can bound each term in the range i = q' + N to
1 1 1k
PYi+l-q)
l~~pl-XP~~~i
1
P(Yi ) I+ P ,
(91)
which equals 1 when X is chosen as p/(l+p). Now starting from i= q' + N- 1 and working
backward, we can pull out all of the terms ranging back to i= q, by first using convexity
to bring the average over Xia inside the brackets and then noting that, by (87), the
termsng the average over Xi+l-q'
terms
(92)I (yil a 1/(l+p)I P(YjiXil-q) IY. a1 Xi+ -q'
are independent of X a Thei+ 1 -q'
independent and they present no
again to bring the average over
on (90) now becomes
remaining terms from i= q'
problem. For these terms
Xa inside the brackets.i+1-q'
to q- 1 are now
convexity is used
The upper bound
(93)
The first term in brackets is upper-bounded further by the methods used in
Lemma 1 to give
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(90)
Yi1
P(Yi) P / ( l+ p ) ·<i
Yi
_ I ___
_1_11 1 __·__________·_·1__11
'/('+p)
P(Yi iXl-
P·y I X) 1/'+P) P(XI)fly I ' /(+p P
'/('+P) 1/('+p) PpiIXa I lXi+ I -) (Y il-q
p(XaI-' p(yil Xa·)' "
-Pe , m =a)-<I PY /1+) PX (l~ /lp 
y (x 3 y~x )<
(94)
Since (87) is assumed true, the second term in brackets does not change its value when
averaged over x. Thus we have
(95)
= P(X) P(y X) ,
y xi P(ylx)l/(l+P P(x) P(ye X)i/(I+P)P
which when combined with (94) gives
-N N Eo(P) + N Eo(P)]
Pe( , m=a) -- e
-N[E (P) (1N 1+]
, (96)
1
where Eo(P) is given by (52) with cr l+p'
As we have mentioned, when the channel is such that condition 3 is true the bound
above is evaluated at p = 1 in order to obtain the largest exponent.
The bounds on Pe(2, m=a) which are valid for all , 1 < -. < , are combined in
the following theorem.
Theorem 3: The probability of selecting Xa at letters off sync, rather than at
sync, is bounded by
-Na) P N E(1m=a) + N E(1)
a) Pe(Qm=a) e
-NEo(l )
(97)
for those channels in class A; that is, the channels satisfying both condition 3 and condi-
tion 4 given by (83) and (84). The exponents are given by (52) and (53) with = 1/2 and
p= 1.
-N E 0 () j
b) Pe(2, m=a) e (98)
for channels that just satisfy condition 3.
_<e o 1+2p
-E .(P) )
e~~~(lp
-N [E(p) (1 N l 
c) Pe(Q, m=a) e (99)
for all channels, providing P(x) is chosen to satisfy condition 5 given by (87).
1
nent Eo(P) is given by (52), when o = +p0 + 
The expo-
The last inequalities in (98) and (99) follow by noting that the minimum exponent over
all occurs at = N and that the choice of = N is sufficient to provide an upper
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bound on Pe(k, m=a) that is valid for both N even and odd.
c. Bound on Pe(l, m=b)
Equation 20 is rewritten
Pe(A, m=b) = E P(YI seq) 4(YQ), (100)
Y
where
if D(Y qxa, ) D(Y 1Xb, q)
(101)
Lo otherwise
and P(Y I seq) is given by (37).
An upper bound on (100) is obtained by upper-bounding (101) to give
(102)Pe(, m=b)< P(Yj I seq)
YJ
-2
which when averaged over the ensemble of codes becomes
Pe(, m=b) - E p(X a ) P(Xb) P(Y I seq) (103)
Xa b Y1 D(Y Xa, q)/Z
In this case the relation given by (46) cannot be used directly, since Xb is involved in
D(Y, Xb, q'), as well as P(XY I seq).
The fact that I < IN] enables us to obtain a relatively simple bound that is valid for
all time-discrete channels and for all choices of P(x), regardless of how good or bad the
choice is. This bound will be even more general than that given by part c) of Theo-
rem 3.
To obtain the desired bound we refer to Fig. 6, where Y is broken up into four
parts, and Xa and X b are divided into three parts. The bound given by (103) can now be
written as a product of three independent parts. The most complicated part involves
b
the relation between Y1 and Y3 which are linked together by X3 . These relations are
given by
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Pe(, m=b) - I-
xb b a
X-1 X3,X3
J P(lix b3)
__1
P(Y3 X3 )
~P(Y 1 1X1/2
P(Y )/Z
P(Y314)'
Y3
P(Xj) p( ) I
Y2
P( I 2 1/2 P(1 )
( P (X ) 
a Y4
-4
Each of
dimensional
written as a
P(Y 4 f4a)2 P(y4)1/2 I (104)
the three independent parts in brackets involves the product of one-
independent probabilities. The first and third terms in brackets can be
product of independent terms to give an exponent of the form
INPUT SEQUENCE:
b
X2
Xb
TEST CODE WORD:
OUTPUT SEQUENCE: -
b
X 3
!-
Y,
N-2
b
X,
/
-IL
xb
Y2
-d _' (
Fig. 6. Grouping of input and output letters for
Pe(Q, m=b).
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XaXb
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x 3
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b ]
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II
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I
b
-- - x
iE = 1b  - I P(y xI)
y
2n [ P(yl x)1/2 p(y)/ (105)
where the bar denotes the average over x1 , x x3 , and x. The exponent corresponding
to the second term in brackets, which involves the product of (N- 2) independent terms,
is
Eo(1)= -n (P(y x)1/2 ) 2 (106)
y
which was previously given by (52) with o = 1/2 and p = 1.
The bound given by (103) now can be written
-NL- (ZEb - E()) + N E (1)
Pe([, m=b) e . (107)
The quantity ZEb-Eo(l) is positive, since 2Eb>Es(1) which, by Lemma 1, is greater
than Eo(1). To show this, we apply Schwarz' inequality to Eq. 105 in order to bound
I P(y' xl)1/2 P(y' x3)1/2 ( I P(y'x 1l) I P(y'lx 3 )/ = 1, (108)
y y y' 
which yields
e p(y p(y)/2 P(yx 2z) P(y x)l p(y)l/ e (109)
so that
Es (1) E (1)
Eb_ 2 > 2* (110)
The form of (107) is very similar to that given by part a) of Theorem 3. It will now
be shown that for a certain class of channels (107) is indeed equivalent to (97) in Theo-
rem 3.
A channel will be considered to be in class B if condition 3 given by (83) or condi-
tion 2 given by (63) holds. Since the class of channels satisfying condition 3 includes
class A, we find that class A is included in class B. Examples involving the relation-
ships between the various conditions will be deferred to the following section.
In order to show that the bound for channels in class B is of the form
-N N Es(1 + Nr Ee(l -NEo(1 )13'e -, m=b) < e N (111)
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we show that for this class of channels
2E b = Es(1) + Eo(l).
Equation 112 will be true if the first term in brackets of (105) satisfies
y
(112)
P(y x) 1 / 2
P(ylxl) P E P(y'lxl)l/2 P(y lx 3 )1 /2
p(y)l/Z y'
(113)
so that (105) can be written
Es(1) + E (1)
2Eb = - n( p(y)/ p(yx)1/2
First, (113) will be justified when condition 3 is true.
over x 3 so that, by condition 3, we have
3 P(x3 ) 3 P(Y'lxl )1/2 P(y'lx 3 )1/2,
x3 y'
which is the same for all x1 .
In this case we first average
(115)
Since (115) cannot change its value when averaged over
X1, we have
3 P(x3 ) 3 P(y" l x)1/2 P(y'l x3 )/2 = (P(yl x)I/2) 2
x3
(116)
y
which justifies (113).
Since a channel can be in class B when condition 3 is not true, we still have to jus-
tify (113) under the assumption that
(117)Condition 2: 3 P(x) P(y x)1/2 cc p(y) /2
x
is true. When the left side of (113) is first averaged over x2 we obtain
3 P(Ylx1)rx
y 
-
(118)
p(y)1/2
which is independent of x1 , since the term in brackets is, by assumption, constant.
Now averaging (118) over xl, we have
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_n YI (P(Y IX) 2 (114)
(plu I X),)zP(y) 1/2 (yJ X)1
> P(Yxl P(x2) P(ylx 2 1/ = p(y)1/2 p(ylx)l/Z (119)
1/2Y 2 P(Y) Y
which gives the desired result.
The bounds on Pe(2, m=b) that are valid for all , --< Igive the following theo-
rem.
Theorem 4: The probability of selection Xb at letters off sync, instead of X a at
sync, is bounded by
-N LEs(I) + N-Eo(l)j -NE (1)
a) Pe(, m=b) -- e < e o (120)
for channels in class B; that is, those channels satisfying condition 3 or condition 2
given by (83) and (63). The exponents are given by (52) and (53), with r = 1/2 and
p= 1.
-N (2Eb -_ Eo(1)) + N E o(1 )]
b) Pe(L, m=b) e -[min (121)
for all memoryless channels and any P(x). The exponent Eb is given by (105).
To justify the last inequality given in (121) we first assume that Eb>Eo(l) or that
ZEb
-
Eo(l1)>Eo(l1). Under this assumption, the exponent in the bound on Pe(, m=b) is
a minimum when = 1 so that
-N (2Eb-Eo(1)) + N E-NE (1
Pe(Q, m=b) -- e e for all 2. (122)
When Eb< Eo(l), or ZEb-Eo(1) <Eo(1), the exponent is a minimum when = IN],
thereby yielding
-N N Eb + N Eo( -NE
Pe(, m=b) e E (< e (123)
for all . The last inequality is an equality when N is even, and for N odd is an
inequality following from the assumption that Eb < E o (l).
Also note that for amplitude-continuous channels Eb is modified in the same manner
as that required for the exponents previously obtained.
d. Bound on P(eJ)
We are now finally in a position to put the results together in order to obtain
a bound on P(eJiseq) which is valid for all source sequences and thus is a valid
bound on P(eJ).
Starting with (11) and averaging over the ensemble of codes, we have
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P(eJI seq) -- Pl(eJI seq) + P 0 (eI seq). (124)
We shall first concentrate on obtaining a bound for P1 (eJ I seq). From (13) and (17)
we have
[N/2]
P 1 (eJ seq) P (O, all mfa) + 2 E (P( all mOa,b) + Pe(, m=a) + Pe(, m=b)),
2=1
(125)
where the summation over q' is replaced by 2 times the summation over in the range
=2=1 . ... [J, since over the ensemble of codes Pe( ) is the same for q' = q+2 and q'=
q-2. The bounds on the four functions above are now given by (31) and Theorems 1, 3,
and 4.
In (124) the function given by P 0 (eJI seq) was included so that the bound on P(eJ I seq)
would be valid for all source sequences, regardless of the value of q. It was noted that
Po(eJ I seq) could be bounded in the same way as P1 (eJI seq), the difference being that
less positive terms are involved in the bound. When these terms are evaluated over the
ensemble of codes they become independent of the particular source sequence, so that
the same terms required to bound Po(eJ I seq) are included in the bound on P 1 (eJI seq).
Thus, the bound given by (125) is also a valid upper bound on P(eJI seq).
A bound on P(eJi seq) for any source sequence, which is also a bound on P(eJ), is
now given by (125) when one multiplies this expression by 2. In theorem form we have
the following.
Theorem 5: The probability of an error on the joint event of determining the trans-
mitted message and its starting time is bounded by
(a) P(eJ) z21+Pexp{-N[E (p)-pR] } + 2 (21+Pexp NfE-N s(P,)+ N- E (Pi)-pI})
2
+ 8 exp-N-Es( (1) + N- Eo() (126)
which can be upper-bounded further by
P(eJ) z 21+P(212N +1) exp{-N[E o (p)-pR]} + 8 ] exp[-NEo()]. (127)
These bounds are valid for those channels that are in class A.
(b) P(e) < 2 +Pexp{-N[E(p)-pR])+2 21+Pexp -N[NEs(p,) + N Eo(P)PR] }
+4 expN (2EbE (1)) + N-1 E(l}
(128)
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which can be upper-bounded further by
P(eJ) Z1+P(zN] + ) exp{-N[Eo(p)-pR]} + 4] exp N Eo(p) I(l+p
+ 4[i] exp{-N[minEb, E (1)]} (129)
Equations 128 and 129 are valid for all memoryless channels, where P(x) is chosen to
satisfy condition 5.
For part (a) of Theorem 5, we noted that since class A is included in class B, Theo-
rems 3(a) and 4(a) are applicable. Part (b) of this theorem follows from Theorems 1,
3(c), and 4(b).
e. Bound on P(e)
Since this case can be handled in exactly the same manner as the previous case we
shall just state the relevant theorem.
Theorem 6: The probability of an error on determining the transmitted message is
bounded by
(a) P(e) 21+Pexp{-N[Eo(p)-pR]} + 2 21+Pexp-NrEs (p,a,) + N Eo(p,)-pR]}
+4 E exp-NNEs(1)+ N- E(l)} (130)
which can be upper-bounded further by
P(e) 2 +p (Z] + 1) exp{-N[Eo(p)-pR]})+ 4[ N ] exp{-NEo(1)}. (131)
These bounds are valid for all channels in class B.
(b) P(e) 2+Pexp{-N[Eo(p)-pR]}+ 2 E 21+Pexp -N[Es(p,u)+ N-E(p,c)-R]}
+ 4 E exp-NN(2Eb-Eo(1))+ N Eo(l)]} (132)
which can be upper-bounded further by
P(e) 2 P(2-1 + 1) exp{-N[Eo(p)-pR]) + 411 exp{-N[min (Eb Eo(l))])}. (133)
Equations 132 and 133 are valid for all memoryless channels, P(x) being any arbitrary
probability distribution.
The main difference between these last two theorems is that Theorem 6 can be
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obtained without the use of Theorem 3, and thus does not suffer from restrictions
imposed by Theorem 3.
2.6 DISCUSSION OF THE RANDOM-CODING BOUND
a. Examples involving the relationship between the conditions
for Class A and Class B
Since parts of some of the previous theorems are applicable only for certain classes
of channels, some examples of these channels will now be given.
Class A was defined by those channels satisfying both
Condition 3: P(yfx)1/2 E P(x') p(yx') 1/2 is the same for all x (134)
y x'
and
Condition 4: E P(ylx)'/ p(y)l/2 is the same for all x. (135)
y
Class B includes those channels satisfying condition 3 and also those channels
satisfying
Condition 2: E P(x) P(yx)l/ cc p(y)/2 (136)
x
One of the more popular channels, the binary symmetric channel (BSC) shown in
Fig. 7a, is an example of a channel that satisfies conditions 3, 4, and 2. A more gen-
eral example is the doubly symmetric channel considered in Appendix B. These chan-
nels also satisfy condition 1 given by (62). Thus, the doubly symmetric channels are
not only in classes A and B, but also have the property that Es(p) = Eo(p) for 0 p 1.
This last property is not true for all channels in classes A and B. For the binary
erasure channel (BEC) (see Fig. 7b) conditions 3 and 4 are satisfied, which implies that
the BEC is in both class A and class B. The necessary and sufficient conditions for
Es(1) = Eo(1) given originally by (63) as condition 2 is not satisfied, however, for any
q between 0 < q < 1. Thus, for the BEC, E s (1) > Eo (1) for all q between 0 and 1.
To demonstrate that condition 2 does indeed enlarge the set of channels in class B,
it is only necessary to find a channel that does not satisfy condition 3 but does satisfy
condition 2. A simple example of this (ignore the poor choice of P(x)) is given by the
reverse binary erasure channel (RBEC) defined in Fig. 7c. Since this channel satisfies
condition 2, as well as condition 1, it also has the additional property Es(P) = Eo(P) for
all p.
Note that if condition 2 is satisfied, conditions 3 and 4 become equivalent and either
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p(yIx)
2 1 p
X2 x2 ~"Y2I -p
= 1 (+ p) FOR Y1 AND Y2 *.. p ( y 2
F4 = Z( p (yIlx) 1/2 p (= J7/+ ) FOR X1 AND X2 * SAME FOR ALL x
y
F = p(Ylx)1/2p (x)p(ylx)l/2 (
y xo
2 FOR X1 AND X2
.'. SAME FOR ALL x
(b) BEC
p(x) p(y x)
1 l-q
q
X2 Y32 l-q
1
2(1-q) 2 FORY 1 ANDY 32
.. NOT p ( y )1/2
FOR Y2
F (1-q) + q
F4 =
F3 2= -q)+q
FOR X1 AND X 2 · SAME FOR ALL x
FOR X1 AND X2 ' SAME FOR ALL x
(C) RBEC
p(x) p(ylx)
1 1
4 X1 Y1
1/2
2
1/2
4 3 Y2
F2 = (1 + -) FOR Y1 ANDY 2 .ac p(y)1/2
p(y)
2
1
2
I~ FOR X1 AND X3 NOT THE SAME FOR ALL x
1 FOR X2
4 (1 + -) FOR X1 AND X3
1 
-(2 + -i) FOR X42
NOT THE SAME FOR ALL x
Fig. 7. Conditions 2, 3 and 4 for the BSC, BEC, and RBEC.
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BSC(0)
p(x) P(y)
1
2
1
2
F2 = P(x ) p (ylx)1/2
p(y)
1 -q
2
q
I -q
2
F4 =
F3 =
Z
F2 = q2
one is sufficient to define class A. The equivalence of conditions 3 and 4 have no bearing
on whether or not they are satisfied. The BSC is an example in which conditions 3 and
4 are equivalent and are also satisfied, while the RBEC is an example in which condi-
tions 3 and 4 are not satisfied but are still equivalent.
The remaining question is whether or not conditions 3 and 4 are both really neces-
sary in describing class A. That is, does one condition imply the other, even for
channels not satisfying condition 2.
To show that this is not the case, we consider the parallel combination of BSC and
BEC given in Fig. 8. Condition 3 can be satisfied by the proper choice of p and q,
p(x) p(ylx) p(y)
1-p 1
1 Y
4 pY 1 4
4 2 2 4
1 - p BSC -BEC
X3 1 -q y -q
4 q 
Y4 q/
2
I Y44 q - q
J1-+ ./(t)2 FOR X1 ANDX 2
F3 l-q q
4 + 2 FOR X3 AND X4
1 + ) FOR X1 AND X2
14 -q q
+ FOR X3 AND X4
Fig. 8. Conditions 3 and 4 for the parallel BSC-BEC.
since F 3 ranges from 4 to 1 as p varies between and and as q varies between 0
1
and 1. If condition 3 is satisfied for some P1 and ql, with P1 0 or -, we have
1 ( - , 2 q + q, (137)
4 (Jl-pl+1 ) 1 4 2
Now condition 4 cannot be satisfied, since the value of F 4 for x1 and xz is the square
root of the value of F 3 for x1 and x 2 , and this relation between F 4 and F 3 does not hold
for x3 and x4 . Thus, if condition 3 is true, it does not imply that condition 4 is true.
Taking the other point of view, we note that condition 4 can be satisfied, since F 4
1 1 1
ranges between and j2 1as p varies between 0 and and as q varies between 0 and 1.
Now, choosing the same P1 as above, we shall have F satisfied for some q2 q so
that F 3 is not satisfied. Thus, in general, neither condition implies the other and both
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SET OF ALL CHANNELS/_
CLASS A IS INDICATED BY
CLASS B IS INDICATED BY [ AND
Fig. 9. Relationship between conditions 2, 3 and 4.
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are necessary for describing class A.
The relation between all of these conditions is best summarized by the abstract
drawing in Fig. 9. Numbers 2, 3, and 4 are used to indicate the regions that include
the channels satisfying conditions 2, 3, and 4, respectively. The channels discussed
here are also indicated in their appropriate locations.
An interesting class of channels which can be shown to be contained in class A and
class B is the "very noisy channel." A very noisy channel has been definedl7 as one
for which the conditional probability of the output sequence is given by
P(yJx) = P(y)(l+yx), (138)
where I yxl << 1. Thus, the probability of a particular output letter is almost indepen-
dent of the input letter. It is assumed that I Cyxl is small enough that Eyx is negligible
relative to JEyx .
When (138) is summed over y it must equal 1, so that these channels have the
property
P(Y) yx = . (139)
y
Also, if (138) is multiplied by P(x) and then summed over x, we must obtain P(y) so that
these channels also satisfy
P(x) Eyx = 0. (140)
x
Now, using (138), we can write
P(x) P(yx) l/2 = P(x) p(y)l/Z (1+E yX)l/2 (141)
x x
and
7 p(y)/2 P(y1x)l/2= P(y)(l+E )l/2 (142)
Y Y
If (1+E 1/2 is expanded in a power series, with second and higher order terms beingyx
neglected, we obtain
E
P(x) P(yx) / p(y)l/2 + P(x) 2 (143)
x x
and
p(y) /2 p(ylx)l/2 1 + P (144)
y Y
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which, by (139) and (140), imply that conditions 2 and 3 are satisfied.
Since, when condition 2 is satisfied conditions 3 and 4 become equivalent, the very
noisy channels satisfy conditions 2, 3, and 4, thereby yielding the desired result.
b. Properties of the Upper Bounds on P(eJ) and P(e)
Thus far, we have obtained upper bounds on the probability of error which can be
written as a sum of terms of the form
U -NB.
F(N, R)= A i e , (145)
i=l 
where A. a and Bi are independent of N, and the number of terms indicated by U is lin-
early related to N. The exponent for this upper bound is defined for positive rates,
R> 0, as
-in F(N, R)
E = Lim (146)
u N-oo N
Thus, the exponent for (145) is
E = min [Bi]. (147)
i
Going back to Theorems 5 and 6, we can obtain two theorems giving the exponential
behavior of the bounds on the probability of error.
Theorem 7: The exponent in the upper bound for the probability of error for the
event of determining the transmitted message and its starting time is
(a) E = min [(Eo(p)-pR):E o(1)] (148)
for those channels in class A, and
(b) E= min E(p)-pR): E(P)2 I :E :E ( (149)
for all memoryless channels, where P(x) is chosen to satisfy condition 5.
The analogous theorem for P(e) follows.
Theorem 8: The exponent in the upper bound on the probability of error for the event
of determining the transmitted message is
(a) E = min [(Eo(p)-pR):E o(1)] (150)
for those channels in class B, and
(b) EU = min [(Eo(p)-pR):Eb:Eo(1)] (151)
for all memoryless channels and any P(x).
We shall first concentrate on part (a) of Theorems 7 and 8. The properties of the
45
_ _ · _111
exponents involved in this part of these theorems are well known, since they are the
same as that given for the synchronized channel. First, note that
min [(Eo(p)-pR):E o (1) ] = (Eo(p)-pR) = E(R), (152)
where the largest value of E(R) is obtained by optimizing over p and P(x). Among the
many properties of E(R) given by Gallager,I we have the fact that E(R) is positive for
all rates less than C, the channel capacity of the synchronized channel. Thus, as long
as R < C, the probability of error will approach zero exponentially with the block
length N.
For Theorem 7(b) the choice of P(x) is fixed by condition 5, so that we can only
optimize over p to get the best exponent. As far as (E (p)-pR) is concerned, how-
ever, the choice of P(x) satisfying condition 5 is the best choice and is sufficient
for max (Eo(p)-pR) to be positive for all R < C. Similarly, E() is also pos-
P 00 (l+p) 
itive for all R < C. The remaining exponents Eo(l) and Eb are not dependent on rate
and are always positive. Thus, we see that requiring P(x) to satisfy condition 5 in
Theorems 3(c), 5(b), and 7(b) is not too restrictive because this choice of P(x) allows
for the probability of error to decay to zero exponentially with the block length N
for R< C.
For Theorem 8(b) we can optimize over P(x), as well as p. But since Eb and E (1)
are independent of R, we want to work with (Eo(p)-pR) in order to maximize the rate at
which the exponent remains positive. Thus, P(x) is chosen to satisfy condition 5, as
was required in Theorem 7(b).
It should be noted that Theorem 8(b) is still quite a bit more general than
Theorem 7(b). Even though at high rates the optimum choice of P(x) in The-
orem 8(b) is the one that is required in Theorem 7(b), it is not clear that
this is the best choice at low rates. Furthermore, for certain channels, we
may not have much freedom, or any, in the choice of P(x). Thus, having a
bound that is valid for any P(x) is quite a bit more useful than having one that is
valid only for a specified P(x).
The limitations on the rate at which the exponent remains positive are noted in the
following theorem.
Theorem 9: For all memoryless channels, P(eJ) and P(e) can be made to approach
zero exponentially with the block length N for all R < C, the channel capacity of
the synchronized channel.
For a channel outside of class A or class B, we can use the lower bound on Eb
given by (110) to obtain a lower bound on the true exponent. In Fig. 10, this lower
bound on the exponent, or upper bound on the probability of error, is drawn with the
aid of (151) for P(e). Since the true exponent must lie somewhere in the shaded
region above the solid line, we can clearly see that the exponent is positive for
all R< C.
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Fig. 10. Lower bound on the exponent for P(e).
c. Lower Bounds and Their Implications
Thus far, we have obtained upper bounds or bounds telling us how well we can do.
We now want to obtain some lower bounds or bounds telling us what we cannot do.
Our first concern is to relate the probability of error for the single event given by
P(e) to the probability of error for the synchronized channel denoted P(e) sync. Since
the channel is memoryless, when we are given sync, or equivalently given the sequence
Yq ... Yq+N I' our chances of selecting the correct word cannot be less than it is when
q is unknown and Y is given. Thus, we must have
1 - P(e) sync 1 - P(e), (153)
or equivalently
P(e) sync < P(e). (154)
To relate the probability of error for the joint event to P(e), we note that at any
time when the joint event is selected correctly, the single event is also correct. Thus,
the probability of selecting the single event cannot be less than that of selecting the joint
event, or
1 - P(e) 1 - P(eJ), (155)
which implies
P(e) P(eJ). (156)
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Equations 154 and 156 are combined to give the following lemma.
Lemma 2: P(eJ) and P(e) can be bounded by
P(e) sync < P(e) P(eJ) (157)
for any given input sequence.
Lemma 2 gives us the desirable result that any lower bound for the synchronized
channel is a legitimate lower bound for the nonsynchronized channel. Also, by using
Lemma 2 and the converse to the coding theorem,l we can obtain a theorem that tells
us when the probability of error cannot be made arbitrarily small, even for nonexpo-
nential rates of decrease.
Theorem 10: For all memoryless channels, P(ej) and P(e) cannot be made to
approach zero for rates greater than C, the channel capacity of the synchronized chan-
nel.
Theorem 10 becomes the converse to Theorem 9, which states that P(eJ) and P(e)
can be made arbitrarily small for all rates less than C. Thus, by interpreting the
channel capacity as the maximum rate at which the probability of error can be made to
approach zero, we have the following capacity theorem for the nonsynchronized channel.
Theorem 11: For all nonsynchronized memoryless channels the channel capacity
for determining the message and its starting time is the same as the channel capacity
for determining just the message. For both of these cases the value of the channel
capacity is the same as the capacity of the synchronized channel.
Thus far, we have shown that a lack of synchronization does not affect the channel
capacity. Furthermore, since the positive part of this theorem, the upper bound, was
obtained by evaluating the behavior or a randomly selected code, we have established
that a randomly selected code has good enough synchronizing and error-correcting
properties to approach the limiting behavior of the best code. The arguments for a
randomly selected code can be strengthened further by obtaining a theorem concerning
the actual exponent in the probability of error for the nonsynchronized channel.
Theorem 12: For channels in class A for P(eJ) and class B for P(e), the proba-
bility of error is upper-bounded for all R < C by a function whose exponent is
max
P(x), p (E (p)-pR), (158)
and lower-bounded by a function with the same exponent for all rates in the range
R < R C. (159)
R is the lowest rate at which the upper and lower boundsl8 for the synchronized chan-
nel agree. (For channels outside of class A or class B one can show, with the aid of
(110), that the error exponents given by (149) and (151) are also equal to (158) when the
rate is larger than some fixed number that is less than the channel capacity.)
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This theorem follows from Theorems 7a and 8a and the lower bound for the synchro-
nized channel, 1 8 which is applicable, by Lemma 2. Also, since Theorems 7a and 8a
were obtained by using a randomly selected code, we have the following corollary to
Theorem 12.
Corollary: Consider the ensemble that includes all codes that can be obtained by
selecting code words and their code letters independently according to an optimum dis-
tribution P(x). The average code selected from this ensemble has the best possible
error exponent for rates between R c and C, and for all rates the exponent is the same
as that obtained for the synchronized channel.
One may be tempted to conjecture that for all channels the exponential behavior of
a randomly selected code is the same as that obtained for a synchronized channel. The
following example is meant to discourage, or at least force one to hesitate, before
making a conjecture of this sort.
We shall consider the RBEC channel defined in Fig. 5c. Since this channel is not
in class A, it is indeed possible for P(eJ) to have an exponential behavior that is dif-
ferent from the exponential behavior of P(e) sync.
The exponent in the upper bound for P(e) sync for a given P(x) is
E = max (Eo(p)-pR), (160)
u p 0
which is also the true exponent for a randomly selected code.1 9 That is, P(e) sync can
also be lower-bounded for all rates by a function with the same exponent as given by
(160). This exponent, evaluated for the RBEC channel, is given by the solid line in
Fig. 1 1.
In order to compare this exponent with P(eJ), it is necessary to obtain a lower bound
on this function. We first note that when N is even
P(eJ) >_ Pe( m=a), (161)
since one of the many ways that an error can occur is to select the correct code word
N
at 2 letters off sync. Thus (161), when averaged over the ensemble of codes, gives a
valid lower bound on P(eJ). Also, from Theorem 2, we know that for a given P(x) and
the given decision rule, Pe N, m=a) can be lower-bounded by a function whose exponent
is given by E a. This exponent evaluated for the RBEC channel is also plotted in Fig. 11
in the dotted line. The shaded region indicates where the actual exponent of P(ej) can
lie.
From Fig. 11 we may conclude that for R < R 1 the exponent for P(eJ) must be
less than the exponent for P(e) sync. The catch in this example is that the expo-
nent E a was obtained for a given decision rule that is not necessarily the optimum
decision rule. As indicated in Appendix A, however, the rule is near optimum and
it is doubtful if the lack of optimality will affect the exponent. The theorem resulting
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Fig. 11. Upper bound on the exponent for P(eJ) shown for the RBEC.
from this example takes the following form.
Theorem 13: For the decision rule given in section 2. 3 and for any given P(x), the
exponent for P(ej) is bounded by
-in P(EJ)
Lim N (162)
N-oo a
for all memoryless channels and for all rates.
we have
E <E (1 ) = Lim Lim
R-O N-oo
In particular, for the RBEC channel
-in P(e) sync
(163)N
with E 0 (1) being the zero-rate exponent for a randomly selected code used on a syn-
chronized channel.
The corollary to this theorem is the following.
Corollary: The exponential behavior of P(ej) for a randomly selected code and the given
decision rule can be worse than that which is possible for the synchronized channel when
all possible channels and all possible rates are considered.
d. Some Extensions of the Random-Coding Bounds
(i) Determination of the Code Word's Position
The coding scheme that was analyzed was capable of determining the relative position
of the code word, providing absolute sync was known within 2N letters. For P(eJ) the
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position of the code word and its precise starting time was determined, while for P(e)
we determined the relative position of the code word and its starting time within
[2NI letters. Our concern now will be to again determine the relative position of the
code word, as well as the code word, but this time we shall assume that absolute sync
is known within LN letters.
A coding scheme capable of achieving our goals by using LM code words was dis-
cussed in section 2. 1. The analysis for this case goes through in an almost identical
fashion as for the case L = 2; the essential difference is that the maximation over m
ranges over LM rather than 2M values.
All previous theorems will hold as long as the factor 2P in front of the exponential
part of the bound is replaced by the factor L P. Thus, in Theorem 1, 2P is replaced by
L P , and in Theorems 5 and 6 the factor 2+P is replaced by 2L P. All other theorems
hold without modification.
The essential point to note in this case is that L enters the probability of error only
as a coefficient in front of the exponential part of the bound. Thus, the exponential
behavior of the probability of error is unaffected for any fixed value of L.
(ii) Application of the Bounds to Sequences of Code Words
We shall consider the case in which the decision rule is used to decode sequences of
code words. We have already discussed the use of the decision rule for making the first
decision, providing a decision can be made in the range given by Eq. 1. If no decision
can be made in this range, the receiver will record that an error has been made and
continue the sequential search for another N consecutive positions. This procedure
will be repeated as many times as required in order to make a decision on a code word.
Assuming that the first decision is made at position q, the receiver will then test posi-
tion q + N. If the test is satisfied, the second code word is recorded and the receiver
will go on to test position q + 2N, and so on. If the test is not satisfied at, say, posi-
tion q + N, the receiver will go back l-1 letters and then proceed forward in the same
manner that was used in order to make the first decision.
The disadvantage of an algorithm of this sort for decoding sequences of code words
is that very little use is made of the previous decision. That is, the past information con-
cerning code-word-sync is not being used effectively to determine the new code word.
Nevertheless, this may not be such a bad thing to do for channels suffering from rapid
fluctuation in timing. Also, and by no means least important, the algorithm is of interest
because very little effort is required to apply the previous bounds to this situation.
For this case we let P(eJ) denote the probability of an error on any one of V consecu-
tive code words or on their starting time. P(e) will be the probability of error on any one
of the V consecutive code words, where no error is made if the code words are deter-
mined within 2wL letters of their true starting positions.
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Both P(ej I seq) and P(e seq) can be upper-bounded as in the previous manner. For
this case Eqs. 11 and 24 are replaced by
V-1
P(eJ seq) s P 1 (ej seq) + P(e Iseq) + Pi+1 (e Iseq) (164)
i=l
and
V-1
P(eJ e I q + PPl(eseq) + PPto(eseq). (165)
i= 1
Po ) and P1 ( ) are defined as before, with Pi+l ( ) defined in exactly the same way as
P 1( ) would be defined if q - q + iN. Thus Pi+l( ) can be bounded in the identical man-
ner that was used to bound P 1( ).
Assuming that a code of 2M words is used, we find that the old bounds can be modi-
fied for this case by replacing the factor 21+P in Theorems 5 and 6 by (V+1)2 P . All other
theorems remain unchanged.
It should be mentioned that regardless of the particular algorithm, the key function
in evaluating the error performance is given by P 1 ( ); that is, the probability of making
a correct decision when the correct position is tested. If the value of P 1 ( ) is too high,
we shall surely be in trouble, while on the other hand, if P 1 ( ) is low enough, almost
any reasonable algorithm will work.
(iii) A Bound on a Segment of the Codes in the Ensemble
Thus far we have obtained a bound on the average probability of error over an
ensemble of codes, which also gives us a bound on the best code in the ensemble. We
shall now determine a number B such that, for any choice of 6 (O< 6< 1), the probability
of error for a given code Pe will satisfy
Pe < B with Pr[Pe<B] a 6. (166)
That is, over the ensemble of codes, the probability of selecting a code with Pe less
than B will be at least 6.
To obtain B, we write
1 - Pr[Pe<B] = Pr[Pe B] = (code), (167)
where
I if Pe > B
4(code) =otherwise (168)
which other wise
which can be upper-bounded by
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b(code) < Be (169)
Substituting (169) in (167) gives
Pe1 - Pr[Pe<B] = Pr[Pe>B] - Be. (170)
Now, choosing B such that the right side of (170) equals 1 - 6 enables us to write (166)
as
Pe < B= 1 Pe with Pr Pe < Pe >6, (171)
in which, in our case, Pe is used to represent either P(e) or P(eJ).
As an example of the use of this bound, consider the case 6 = 1 -N so that
Pe < NPe with Pr[Pe <NPe] a 1 - . (172)
Since the coefficient N in front of Pe has no effect on the exponent, we see
that for large N, the probability of selecting a code with the same exponent
as Pe approaches 1. For an equiprobable ensemble of codes, such as that for
the BSC, we conclude from (17Z) that at least (N-) 100% of the total number
of codes satisfy Pe < NPe.
It should also be noted that if we let 6 - 0, the old result pertaining to the best code
in the ensemble is obtained.
2.7 APPLICATION OF THE RANDOM-CODING BOUND TO
GENERALIZED PARITY-CHECK CODES
In section 2.5 we calculated the average probability of an error over the ensemble of
codes that have independently selected code words and code letters. For the binary input
case the number of codes having M code words with N letters per word used in evaluating
the bound was 2N M . One of the problems in considering an ensemble of codes of this
size is that, even though a randomly selected code is likely to be a good one, the mapping
of each message into its code word is also likely to be extremely difficult to implement.
For the binary-input case we can view each message as a sequence of K binary
information digits, giving M = 2 K possible messages. Each code word will be a binary
sequence of length N K. We shall now be concerned with codes whose code words can
be generated from the K information digits with the aid of just a shift register and N
multiple-input modulo-Z adders.
In particular, we shall study a generalized parity-check code,ll whose code words
satisfy the following equation:
Xm = Im. G V for m = 1, 2, ... , M. (173)
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Here, I m represents the sequence of K information digits which can be viewed as a
1 X K matrix whose elements are 1 and 0. G is a K X N generating matrix for the par-
ticular code, whose elements are also 's and O's. Thus, the matrix product I G,
obtained by using modulo-2 arithmetic, yields a 1 X N matrix or a sequence of N binary
digits. Finally, Xm is obtained by taking the modulo-Z2 sum of Im G with a given
sequence of N binary digits represented by V.
To specify a given code, it is necessary to specify the KN + N elements of G and V.
For a given G and V, the corresponding code can be generated by a (K+1)-stage shift
register and N modulo-2 adders. 2 0 The K information digits occupy the first K stages
of the shift register with the last stage always having a 1 in it. V can be viewed as a
connection vector 2 0 for determining which of the N modulo-2 adders is connected to the
last stage of the shift register. Similarly, the k t h row of G can be viewed as the con-
nection vector for the k t h stage of the shift register.
It has been shown 2 0 that for the equiprobable ensemble of codes satisfying (173), or
over all possible connections between the shift register and modulo-2 adders, we have
N N
(X) = P(X) = ( for all m (174)
and
P (Xm Xm') = p(Xm ) for all m and m' (175)
with m m'.
The ensemble of codes considered here is considerably smaller than the previous one,
since there are only 2 N(K+1) possible values of G and V, or 2N (K + 1) possible codes.
We shall now show that (174) and (175) are sufficient to obtain the bounds on P(eJ)
and P(e).
For the generalized parity-check code the alternating-coding scheme is constructed
by having two different sets of connections between the shift register and modulo-2
adders, with each set of connections used alternately. Viewing the entire code as the
set of code words generated by each set of connections, the probability of selecting a
particular code can be written
P(code) = P(Va, Ga) p(Vb, Gb) = p(X 1 , Xa XM) p(XM+1 .... Xb. XZM)
(176)
when both sets of connections are chosen independently.
For the bound on Pe(2, all m* a, b) given by Eq. 39, Xa and Xb can be pulled out as
before so that P(code) becomes
P(code) = P(X) (Xb) p(X 1 ....a-1 , a+l xM Xa)(x 1 Xb-, Xb+ 1 ... Xmxb)
(177)
and the bar in Eq. 39 denotes the average over the last two terms given in (177). In the
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union bound given by Eq. 41, P(X m ) is now replaced by
P(XmIXa) or P(Xm Xb), (178)
the choice depending on whether m is in the range 1... a - 1, a + 1 ... M or in the
range M + 1, ... b - 1, b + 1, ... 2M. From (175), we see that X m is independent of
X_a or Xb so that the bound for this smaller ensemble becomes identical to the previous
bound on Pe (, all mS a, b).
For Pe(L, m=a) and Pe(f, m=b) the same bounds also hold, since only two code
words Xa and Xb are involved.
Thus, all of the previous bounds, and the corresponding theorems, specialized for
1binary input channels with P(x1 ) = P(x 2 ) = 2 ' apply for the ensemble of equiprobable
generalized parity check codes.
A smaller ensemble of parity-check codes will now be considered. The codes will
still satisfy (173), except that all of the KN elements of G will no longer be arbitrary.
The first K columns of G will be constrained to form an identity matrix, and only the
last N -K columns of G will be arbitrary, to give a G that is partitioned as
1
G= . . G . (179)
Now the N-letter sequence obtained by the matrix product I · G has the property
that its first K digits correspond to Im , the information digits. Thus, a code given by
Xm 
=
Im · G for m = 1, 2... M, (180)
with G given by (179) is a systematic parity-check code 3 or simply a systematic code.
In Eq. 173, since V can still be arbitrary, the codes that are being considered, at
present, are more general than the sytematic codes. The number of possible codes
over all values of V and G is now 2N ( K + I K , which is not too much greater than the
number of systematic codes given by 2N K -
For this class of codes the following lemma holds.
Lemma 3: Consider the ensemble of codes that satisfy
Xm Im . G P V for all m. (181)
Over all equiprobable choices of G and V we have
-p
N N
p(xm) = i P(x m ) = for all m (182)
i=l
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and
P(mlxm) = P(XpmXm) = P(Xp) for all m and m' with m' m, (183)
where P (2') = ( ) is the probability distribution of the last N-K letters of the
code word Xm.
The proof of Lemma 3 is very similar to the proof used to obtain (174) and (175).
The major difference is that Xm and V are divided into two portions. The first K let-
ters of these N-letter sequences are denoted X 1 and VI , with the last N-K letters rep-
resented by Xm and V This enables us to write Xm in two parts:
XI = I VI for all m (184)
and
Xm = Im G e V for all m. (185)
_p - -p P
The K-letter portions of code words given by (184) are no longer pairwise indepen-
dent. The N-K letter portions are still pairwise independent, so that indeed one can
justify Lemma 3.
This lemma gives the result that the code words in the ensemble of codes satisfying
(181) are no longer pairwise independent. Nevertheless, we shall be able to show, as
before, that the random-coding bounds still apply for all two-input channels.
To bound Pe(2, all m a,b) we proceed as before with P(code) being given by (177).
By Lemma 3, however, the union bound given by (41) becomes
(Y ) E X ]7P(Q ) 0 (em) (186)
mfa,b m
-p
and the bound given by (44) becomes
(187)(Y_) E E ab 
mm-a,b xm
-P
To evaluate (187) we first break up P(Y Xm,q') into a product of three terms.
Y1 denotes the K-letter portion of Y that is in phase with I ', Y2 the N -K let-
ter portion of Y in phase with p We, and 3 the remaining portion of Yr, which is
out of phase with X M . We can now rewrite (187) as a product of three terms given
by
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(D(YtXa, q))
Only the first term above depends on m, the second term being the same for all m,
since it is averaged over Xm.
-p
The first term, and thus c(YQ), an be upper-bounded by including a and b in the
summation over m. The summation over m ranges over M = 2K values for each half
of the code, so that X takes on all values possible for a K-letter sequence, twice.
Thus, the bound on the first term can be written
(P(Y) = P K)P( = ( p())
(189)
which gives the following upper bound on (Y):
M
~(yf) (M)P (XM) -
X m
, (190)
where Y 1 , Y 2 , and Y3 are recombined.
Going back to the original derivation, we see that the. bound on (Y,) given by Eq. 190
is equivalent to Eq. 45, which implies that the original bound on Pe(i, all m~ a,b) is
also valid for this ensemble of codes.
For Pe(l, m=a) and Pe (, m=b) the random-coding bounds apply without modification
because Xa and Xb are independent, since they are from different halves of the code.
Thus, the random-coding bound can also be obtained for an ensemble of codes whose
code words are not pairwise independent but satisfy Lemma 3.
The next step in considering progressively simpler ensembles is to consider the
ensemble of codes satisfying
1 0
1
Xm = I G for all m. (191)
_0 1 . _
This is almost like the last ensemble, except that, since V = 0, we have a true system-
atic code.
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While for the synchronized case the modulo-2 addition of any V to all codes has no
effect on the error probability 20; one cannot make this statement for the nonsynchro-
nized case. To show this, we shall derive a simple lower bound for the ensemble of
codes given by (191).
Consider the case when the messages a and Ib are both sequences of K zeros. By
(191), both Xa and Xb will be all zeros, regardless of how Ga and Gb are chosen. Thus,
-P _p
we are just as likely to select the all-zero sequence at some off-sync position as in the
sync position.
For a given q, there are q - LN+ positions that are just as likely as the sync
position. Thus the probability of error for the joint event for a given Ia = O, Ib = 0 and
q must be greater than
N
1
or averaging over q, with p(q) = gives
N 1EP(q) P(eJ[I a= O ' Ib=o' q) a N-1 (193)
q
Since the probability of having Ia = and Ib = 0 for the case of equally-likely mes-
sages is /M , the result is that the probability of an error for the joint event over all
sequences must be greater than
1 1 N-l
P(ej) 2 2 N (194)
M
The exponent for this lower bound is
EL = 2R (195)
which for low rates is less than the exponent in the random-coding upper bound, which
actually is valid for any P(q) and P(m), as well as the uniform case.
Thus, we can conclude that the random-coding bound for the joint event cannot be
valid for the ensemble of systematic codes given by (191). This is not a serious restric-
tion, however, since the bounds do hold for the ensemble of systematic codes having a
randomly chosen sequence V added to the set of code words.
The results of this section are summarized in the following theorem.
Theorem 14: Consider the ensemble of generalized parity check codes satisfying
(173), where G can be completely arbitrary or constrained to be of the form given by
(179). The bounds on the probability of error and exponents for P(eJ) and P(e) given by
Theorems 5, 6, 7, and 8 are applicable for these binary codes.
The theorems concerning P(e) are now considerably simplified, since class B
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includes all two-input channels. Note that over the ensemble of equiprobable general-
ized parity-check codes we have P(xl) = P(x 2 ), which implies that condition 3 is true
for all possible two-input channels.
The theorems concerning P(eJ) do not necessarily simplify, since not all two-input
channels are in class A. This can be verified by considering a BEC that is unsymmetric
from the input. For this channel condition 4, as well as condition 2, is not satisfied.
2.8 RANDOM-CODING BOUND FOR CHANNELS WITH
INPUT CONSTRAINTS
We shall consider codes for which every code word Xm = . XN is constrained
to satisfy
N
f(Xm) f (Xm) 0. (196)
i= 1
In general, the performance of a code whose code words satisfy the given constraint
cannot be better than the performance obtained with the unconstrained code, since the
class of unconstrained codes includes the class of constrained codes. Nevertheless, in
many cases the physical limitation on the transmitter necessitates the use of an input
constraint.
As an example, consider the case when the function f(X) is chosen such that
N N N
f(X) = f(Xi) = (Xi = 7 S (197)
i=l i=l i=l
so that the constraint given by (196) becomes a power constraint. In (197) the set of
N letters comprising a code word are required to satisfy
N
XZ S, (198)
i=l 1
where S is taken to be the maximum allowable power per code word.
To be more precise, consider a channel in which the allowable inputs range over
the value -6, -2, +2, +6 volts, with the power limitations such that no more than half
of the code letters are of magnitude 6 volts. Thus, by imposing the constraint that all
code words must satisfy
N [(6)2 + (2)2
X < N = 20N, (199)
i= 1
we are able to reflect the physical capabilities of the transmitter.
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In order to derive an upper bound subject to the input constraints one finds that sec-
tions 2.1 to 2.4 remain unchanged, with only the random-coding arguments of section 2.5
requiring modifications. While it is still acceptable to consider an ensemble of codes
with independently chosen code words, we can no longer also have an ensemble with
independently chosen code letters. One way to construct the probability for selecting
the m t h code word Xm is given by Gallagerl:
N
(X~) i P (Xim)
p(Xm) = (200)
Q
where
if -6 < f(X m ) 0
+(XM ) = (201)
otherwise
and
Q= 4(X m ) F P(xim). (202)
Xm
The probability distribution on the input letters used in (200) will be constrained to
satisfy
K7 P(xk) f(xk) 0. (203)
k=1
N
From (200) and (201) we see that fI P(Xim) is just the probability of selecting Xm
i= 
by choosing the code letters independently. If, however, the particular code word chosen
this way does not satisfy -6 f(X M ) 0, it is rejected. The factor Q acts as a nor-
malizing factor because without it P(Xm) would not sum to 1 unless m(Xm ) is always
equal to 1. The positive number 6, can be viewed as the "shell thickness" or region
where the value of f(Xm) is acceptable. This shell concept comes from the representa-
tion of code words as vectors 21 with the code letters acting as the vector components.
For the constraint given by (196) we find from (201) that a randomly chosen code word
is acceptable if it satisfies
N
S -6 x S (204)
i= 1
or if the magnitude of the code word's vector falls in a small spherical shell defined by
the power constraint.
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To derive the new bounds, we have to rederive the bounds given in sections 2. 5a,
2. 5b, and 2. 5c, under the condition that the code words are chosen according to the
P(Xm ) given in (200).
a. Bound on Pe(f, m:a,b)
The steps leading to Eq. 45 remain unchanged, all
P(Xm ) is taken to be that given by (200). When Eq. 45
obtain
equations being valid as long as
is substituted back in Eq. 39 we
7 E P(X a ) P(Xb) 7 P(YIseq)
xa Xb y1
P(fX) D(Yf I X,q' )
m D(Y Xa, q') 
(205)
This equation can be upper-bounded by upper-bounding the functions (a), (b),
and (Xm ) in (200) by
(206)r >0
and
) r(f(Xm)+6)+(e ) < e r > 0,
with
+(Xb ) < 1.
(207)
(208)
All of these bounds follow by noting that if 4( ) = 1, the quantity f( ) + 5 is positive, and
if 6( ) = 0, the bound is valid because it is still positive. For (208), r is chosen as zero
or simply (Xb ) is bounded by 1.
Using these bounds in (205) and noting that
(209)
we obtain
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Pe R, all m a, b) _ ( M) 
. x)_<er(f (e) +6)
Cp(e) PXIeq) -1 I D(,12e~q)
xb
(2M)P / r\ 1+ p
Pe(l, all ma, b) Q e
Er r P(Xa) e r f ( X i ) D( la q)-P
D (YX xm, q 
(210)
which is the required modification of Eq. 47 when an input constraint is imposed.
As before, the bound can be written in exponential form with the in-phase exponent
now defined as
Eo (p, , r) = -n P(x) erf(x) P(YIx) 1- ( P(xI) )erf(x)
and the out-of-phase exponent given as
E s ( p, r, r) = -n [IP(y)UP P(x)
y x
erf ( ) P(yx ) 1-P
rf(x) p(yx))P,e P(Yl oj (212)
which enables us to write
Pe(l, all m a, b) -<
P exp N Es (p a, ,r) +N- Eo(P, (, r) - pR .
(213)
The and Q in the factor multiplying the exponential part of the bound are such that
this coefficientl has no effect on the exponential behavior of (213).
The proof of Lemma 1 goes through for this case, provided that a(y) is now defined
as
(214)a(y) = P(x) erf(x) P(ylx)l/(l+p)
x
1
so that when r = 1 we have the following lemma.
Lemma 4: E s(p,r) >_Eo(p,r) for all p in the range 0 p 1, and r 0. For p in the
range 0 < p < 1, the exponents are equal if and only if the following condition holds:
Condition 1: P(y) and ZP(x) erf(x) P(yJx)l/ ( +P) are the same for all y.
x (215)
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For p = 0 we always have equality, and for p = 1 we have equality if and only if
Condition 2: P(x) erf(x) p(ytx)1/2 ac p(y)1/2 (216)
x
is true.
The exponents given by (211) and (212) are valid for amplitude-continuous channels
when they are modified in the same manner as (52) and (53) were modified to obtain (66)
and (67). It should be noted that the exponents for the amplitude-continuous channels
are really the more important ones, since these channels generally require an input
constraint to model the physical limitations of the transmitter.
The following theorem for this case is analogous to Theorem 1.
Theorem 15: The probability of selecting some code word Xm(m# a, b) at letters
off sync, rather than selecting the correct code word Xa at sync is bounded by
Pe(, all m~ a,b) ~<-}- -l exP •jNL- EP + NPe (all m a, b) S e xp N Es(p, , r) +- E(, , r) - pR
(e - exp{-N[Eo (p, r)-pR]} (217)
for all memoryless channels with the constraint given by (196) imposed on the code
words. The exponents E(p,ar,r) and Es(P,a,r) are given by (211) and (212), with
1Eo(p, r) given by (211) when a = 1 + 
b. Bound on Pe(2, m=a)
The treatment for this case will follow the lines of section 2. 5b. The modifications
will be of the same sort that were used in section 2. 8a.
1 bStarting with Eq. 72, with = -, and bounding (X ) by 1, gives
1 x" 1/21/2Pe(f,m=a) < p(X a ) X D(Y q ( Xa, (218)
xa Y
For this case, (218) is upper-bounded further by bounding (X a ) by
(Xa ) er((Xa)+) r > 0, (219)
where, for convenience, a factor of 2 is inserted in the exponential part of the bound
so that the r in (219) can be identified with the r in Theorem 15.
With the aid of (219) the bound given by (218) can be written in terms of one-
dimensional probabilities as
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Pe(k, m=a) 
q'+N-l
.1i=q
q+N-II exprrf(X+ 1 )1
i=q' +N eI
-qY.
1
P(Yi l +1-q ) /2 P(Yi)l /2
(220)
which can be simplified when the channel is in class Ar, which is defined as those chan-
nels satisfying
er (x) p(ylx) /2 P(x') erf(x') P(yx')l1 / 2
is the same for all x
Condition 4 :
r
p(y)l/2
y
erf(x) p(yIx)/2 is the same for all x.
For channels in class Ar, we are able to write that
e(m=a) 2
Pe(, m=a) rer5 exp -N[- Es(1, r) + N Eo(l, r)
by using the conditions above in the same way that conditions 3 and 4 were used to
simplify (74) in section 2. 5b.
A bound on Pe(Q, m=a) can be obtained which is valid for all channels, provided that
P(x) is chosen1 to satisfy the condition for the optimum nonzero P(x) given by
Condition 5 r: Z erf(x) P(ylx)l/(l+P)
y
P(x') erf(x') P(yIx)l/(I+P) P
is the same for all x
and that
max P(y)P/(1+P erf(x) p (y I x)1/(l +P j 1
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e
Q /
N
x a
i
/2) )1/2)
Condition 3r:
Y
y
and
(221)
(222)
) e -NEo(1, r) (223)
(224)
(225)
_
iila l+-q-
P (a. q-I pP (i)/Z
- 1i
(Xja /Z
exp f P (Yi I Xal+ 1 -qI )I
(·· f r-Yi I Xa(· iI 1 -q )' xp f 1+~q)]~
The restriction given by (225) can be rather severe, and thus it should be kept in mind
that (225) is part of a sufficient, but by no means a necessary, condition, for writing
Pe(f, m=a) in exponential form.
In order to make use of (224) and (225), we use the bound on (YQ) given by (88) and
bound (Xb ) by 1. Thus, the equation that now corresponds to (89) (section 2. 5b) is
Pe(2, m=a) E
xa
P(Xa) ~ D(Ykxa, q) (l+P) (Y /(I+
Yf
(226)
This equation is upper-bounded by upper-bounding (Xa ) by
(xa) < er(l+p)(f(Xa)+6) r 6 (l+p) rf(Xa) rpf(Xa)4 (X) _<e -e e e
which enables us to write (226) in terms of its one-dimensional probabilities as
r6(l+p)
Pe(2, m=a) er )
Q2
q'+N-l
i=q
Xa P i Ix )[ Il P(Yj) /(I+P)x i=q 
X 1Y
C exp rf (Xi+ q)P(YiI q) xprf(x i+lq) (X+ )1~ ~~~·~~ - x
q+-tI exp[rf (Xi+ 1 -q )
i=q' +N Yi
Y.
1/(+p) 1/(l+p) P
P(Yi I X~i+l- ) (P (y ) 1 /~ (228)
(228)
By (225), the terms ranging from i = q' + N to q + N - 1 can be bounded by 1 and, by
(224), the terms ranging from i = q' + N - 1 back to i = q can be pulled out one by one by
following the reasoning used for Eq. 90. The bound then becomes analogous to (93), or
Pe(,m=a) e r(l+p)2
Q2 I P(y) 
erf(x) P(yfx)1/( I+ P)
/( l+P) e P(x) erf(X) P(yIx)I/(I+P)P]
(x, P(x') e r f (X ) P(yx')I/(l+P) ] T,
XI·-~ · ~·~ ~I ~ ·,
(229)
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1/(l+p) P
exp rf (X+1-q) P(YiK+I-q)
which can be upper-bounded by
Fe(.,m= a) < e r6(+1 P) - [ ( 1 )()I - 1](230)Q2 exp N E (pr 
The theorem for this case, which is analogous to Theorem 3, takes the following
form
Theorem 16: The probability of selecting Xa at letters off sync, rather than
at sync, when the constraint given by (196) is imposed, is bounded by
(a) Pe(Q, m=a) s< ( exp N Es (1, r) + N- Eo(1, r) -N} ( e 0Q e -N (E ° (l 'r )
(231)
for channels in class A r , that is those channels that satisfy both conditions 3r and 4r
given by (221) and (222). The exponents E(1,r) and Es(l,r) are given by (211) and
1(212), with a 2 and p= 1.
(b) Pe(Q,m=a) er exp N (p r) ( 1 1 p)
er 6 (l+p) 1+2p 
2 exp NEo (p, r) + (232)
for those channels that satisfy (225), and P(x) is chosen to satisfy (224), as well as
1(203). The exponent Eo(p, r) is given by (211), with 1 + p
The bound given by (232) can be tightened, when condition 3r and Eq. 225 at p = 1
are satisfied, by evaluating (232) at p = 1. This case is analogous to Theorem 3. b.
Note, however, that the added restriction imposed by (225) makes Theorem 16 generally
weaker than its counterpart given by Theorem 3.
c. Bound on Pe(2, m=b)
For this case we start with (103) and bound
Xa) -< er[f()+6], r > 0 (233)
and
(X b ) c er [f( X b )+6] r > (234)
so that the equation analogous to (104), with the aid of Fig. 6, can be written
as
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p~y jb) rf (4) ( b Il/ZK1 t_ 3') P(Yd)1/2
Y 
(235)
The bar above the terms in brackets denotes the average over the relevant X' s. This
average is the one obtained when the constraint is ignored and the code letters are inde-
pendently selected.
For the most general case, (235) can be factored and written in exponential form.
The exponent obtained by writing the first and third terms in brackets, as a product
of independent terms, is
erf (x )P(ylX x2
Eb(r) e f P(YyXI) e P(y' Ixl)l/Z e(x3) P(yhl x3 )
1 /j
1/2
LY P(y) y,
in n erf(x) P(yx)/2 p(y)1/2 (236)
and the exponent resulting from the N - independent terms in the second bracket is
1
just E (1, r) or Eq. 211 evaluated at = and p = 1. This bound in exponential form is
2
Pe(l,m=b) _< (e) exp{-N[ (2Eb(r)-EO(1, r))+ N- E(1, r)]}. (237)
This bound can be simplified for channels in class B r, which includes those chan-
nels satisfying condition 2 r given by (216) or condition 3r given by (221). The procedure
used to show that
Es(1 r) + E (1 r)
Eb(r) = r (238)
for channels in class B r follows the one that was used to simplify Eb in sec-
tion 2. 5c.
The theorem for this case parallels Theorem 4.
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Theorem 17: The probability of selecting Xb at letters off sync instead of Xa at
sync, when the input constraint given by (196) is imposed, is bounded by
(a) Pe(, m=b) (e j exp N,r Eo(1,r) 1 er o jNE 0 ( r)
(239)
for those channels in class Br; that is, those channels satisfying condition 2r or 3r
given by (216) and (221). The exponents are given by (211) and (212), with a = -and
ra\2
(b) e (1, m=b) e expN (2Eb(r)-Eo(1,r))+ N-- Eo(1, r
/ (e-) 2 exp {-N[min (Eb(r), E(1, r))]} (240)
for all memoryless channels and for any P(x) that satisfies (203). The new exponent
Eb(r) is given by (236).
d. Brief Comments
Theorems 15, 16, and 17 are all that one needs to obtain the bounds on the proba-
bility of error and exponents for P(eJ) and P(e). The tightest bounds are obtained by
optimizing over P(x), which is constrained by (203), p in the range 0 p 1, and r in
the range r 0.
While the treatment of this case parallels the unconstrained case, one should note
that the results are not as general as before. The fly in the ointment is the restriction
imposed in Theorem 16 by Eq. 225. Since only Theorems 15 and 17 are needed to
bound P(e), however, the results for this single event are indeed as general as that
obtained for the unconstrained case.
For the additive Gaussian channel discussed by Gallager,l condition 3 r is satisfied,
but conditions 2r , 4 r and Eq. 225 are not true. Since this channel is in class B r , by
Theorems 15 and 17, one can show that the exponent for P(e) is the same as the expo-
nent for the synchronized case. Not much can be said about P(eJ), since for this case
even Theorem 16b does not apply.
2. 9 DERIVATION OF THE EXPURGATION BOUND
The previous bounds were concerned with the average behavior of a code selected
from a given ensemble of codes. Some of the justification for studying the average
behavior is given by Theorem 12, in which it is shown that at rates near channel capac-
ity the randomly selected code has the best possible exponent. Practical considerations
may necessitate, however, that the channel be operated at rates considerably below
channel capacity. For these low rates one finds that the random-coding bound can be
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quite weak because the true exponent is so large that previously negligible effects in a
randomly selected code suddenly dominate the code's performance.
The weakness of the random-coding bound is most evident when the channel is not
very noisy. As a matter of fact, for the synchronized BSC channel, as the crossover
probability approaches zero, the true exponent becomes infinite for R < C, yet the ran-
dom coding exponent is only finite in this range. In contrast, for the previously defined
very noisy channel, the random-coding exponent for the synchronized channel is as tight
as possible for all rates.1 8
It is now of interest to determine how much the random-coding bound can be
improved when a nonsynchronized channel is operated at low rates or under conditions
of low noise. The method of improving the random-coding bound will follow somewhat
along the lines used to obtain the expurgated bound for the synchronized channel. But,
in our case, several different bounds will be obtained for various forms of expurgation.
a. Expurgation of Codes
For this case the random-coding bound will be improved by obtaining a bound that
is valid for only a segment of the codes in the ensemble considered in section 2. 4. This
new bound will be very similar to the bound given by (171), which also applies to a seg-
ment of the codes. We shall find that at low rates the bound given by (171) can be
improved significantly, especially in a low-noise situation.
It should be pointed out that the improvement of the bound will be obtained by not
considering, or expurgating, certain codes in the ensemble. Once a code is accepted,
however, its entire set of 2M code words will also be accepted. Thus, this form of
expurgation will be considerably weaker than that used by Gallager,l where an accept-
able code also has some code words expurgated in order to improve its performance.
Nevertheless, this case is still of interest, since it will be shown that most of the
randomly selected codes have a behavior at low rates that is significantly better than
the average behavior of all codes in the ensemble.
Bound on P(eJ). For this case we want to find a B such that for any given 6
(0 < 6 < 1) we have
Pr max {P 1 (e jseq)+Po(eJ Iseq)) B 1 - 6, (241)
seq
where the probability above is taken over the ensemble of codes selected according to the
distribution given by (29) and (30). The functions P1 (eJ I seq) and Po(eJ seq) were used
in section 2.4 to upper-bound P(eJ i seq). The maximum over the source sequences of
messages and their starting times involves the sequence b, a, b': q: j. This follows from
Fig. 12 where one can see that the relevant part of Y used in calculating Pl(eJ Iseq) and
Po(eJIseq) depends only on the three messages b, a,b'. This input sequence ranges
over 2M 3 N values, since the message sequence b, a, b' takes on M 3 values, and the
corresponding code words for each message sequence can start in any one of
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INPUT SEQUENCE: - - - [
N
OUTPUTSEQUENCE: Y1 - -
RELEVANT Y FOR
P (eJ /seq)
O
[ N1
0 N 0N
q
RELEVANT Y FOR
P1 (eJ/seq )A
z
Fig. 12. Relevant output for Po(ej seq) and P1 (ejJ seq).
N positions, which, because of the alternating coding scheme, can be any one of two
values (j = 1 or 2).
Equation 241 implies
Pr [P(ej seq) any seq max {P1(e, iseq)+Po(ejJseq)} < B] >6
seq
(242)
or that, with a probability of at least 6, we shall select a code at random such that for
all possible input sequences P(eJ seq) < B, which also implies that P(eJ) < B.
To determine B, we first write the left side of (241) as
Pr [max {Pl(eJ seq)+P 0 (eJ seq)) > B] = (code), (243)
where
1 if max {P 1 (eJlseq)+Po(eJseq)}) B
~(code) = seq (244)
0 O otherwise
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and the bar denotes the average over the codes in the considered ensemble.
Equation 243 can be upper-bounded for any positive 6 by
4(code) 
max {P 1(eJ I seq)+P(eJ I seq)}]
seq
max P 1(ej Iseq) + max P(ej Iseq)
seq seq 
(245)
where the last inequality is obtained by bounding the maximum of a sum by the sum of
the maxima. This equation can be further upper-bounded by
[max P1 (eJ Iseq)0' + max P(ej seq)
a(code) s , (241
where a is now restricted to be in the range 0 < a < 1.
This last bound, which will be used extensively in this section, follows from the
inequality
( E\i/ i
0 a 1, (247)
where a i is one of a set of positive numbers. To verify this, we define1
(248)l = -.
a.
i i
Since Li is in the range 0 to 1 and
Ki= 1,
i
we have
(249)
(250)for 0 <a 1i
i
which when combined with (248) justifies (247).
Equation 246 is now further upper-bounded by first obtaining an upper bound on
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Emax P 1 (e |seq)I . With the aid of the decomposition given in section 2. 4 we have
seq J
max P1 (e seq)] 
seq
b max {Pe(O, all ma) + 7 Pe(Q, all ma,b) + Pe(Q, m=a) + Pe(Q, m=b)} ,
[b,a,b:j {eOalma, + q mi
(251)
where the summation over q' covers the range [q .. , q -1, q ..... [q + N2
Since P1 (eJ seq) is not a function of q, we were able to drop the q in the maximization
over the input sequences. Now, by bringing the maximization inside the summation and
applying (247), we have
[max P (eJ seq)] 
[maxP e(0 all m a)] + , [max {Pe(, all ma, b)+Pe(, m=a)+Pe(,mb)}],
(252)
where it is understood that b is replaced by b' for those q' > q.
Finally, we bound the maximum value by the sum of all values and use (247) again
to obtain
[max P 1(eJ seq)l] Pe(, all m*a)
seq J a:j
+ 7 7 {Pe(e,all m*a,b) a+Pe(l,m=a)u +Pe(,m=b) )
q' b, a:j
(253)
which can be rewritten
[max P (eJ seq)] s2M Pe(O, all ma)]
seq
+ 2MZ[ {Pe(, all mla,b) + Pe(, m = a) +Pe(, m=b) } ] 
(254)
since the functions Pe( ) are not dependent on the particular source sequence when
averaged over all possible codes.
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The remaining function to be bounded is
[max Po(ej seq)]L seq
For this function the relevant sequence shown in Fig. 12 is b, a: q: j. Since the range
of q" in (21) is from L + 11 to q N- we see that the maximum value over q occurs
when q is a maximum or equal to N+ N. The maximization over b, a:j is treated as
in the previous case with the upper bound that is given by (254) also being a valid bound
for
max Po(ej seq)]1,
seq
which actually can be upper-bounded with fewer positive terms than those given in (254).
By substituting (254) in (246), we obtain the desired upper bound on (246). Setting
this bound equal to 1 - 6 enables us to solve for B, the bound on P(eJIseq)all seq' and
the bound on P(eJ). Its form is
P(eJ) < B = 4M6]
1/v
[M Pe(O, all ma) + 2 Pe(L, all ma, b)a + Pe(Q, m=a) + Pe(L, m=b)a 
(255)
with
Pr [P(eJ)<B] > 6. (256)
The problem of finding a bound on the functions Pe( )a will be put off temporarily,
so that first a bound on P(e), which involves these same functions, can be obtained.
Bound on P(e). As before, we desire a B such that for any 6 we have
Pr[max{Pl(eIseq)+P (e seq)) >_B] 1 - 6. (257)
seq 
This equation is almost identical to (241), the difference being that we are now dealing
with the single event rather than the joint event. Since this difference is only reflected
in the decomposition of P1 (e seq) and Po(e seq), we are able to treat this case in exactly
the same fashion as P(eJ). Thus, the bounds for this case can simply be stated as
2 1 /a 11
P(e) < B =-i-~- 6 J [Pe(0, all m*a)r+2 Pe(l, all m*a,b)a +Pe(f, m=b), (258)
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with
Pr [P(e) <B] 6. (259)
In order to get equations (255) and (258) in exponential form, we shall now direct
our attention to deriving bounds for the functions Pe( ). (In part f we shall continue
along the lines we have just been pursuing.)
b. Bound on Pe(Q, all mfa,b)U
For this case we can start with (35) where Pe (, all m a, b) is written out in terms
of the conditional probability for a given input sequence. The function O(Y,) given by
(36) is upper-bounded by
maxb D(Y- - X q) /2
(Y ) < K D
D(yXaq)
D ( Xm, q) / 2
m*a,b D(YlXa q)L/2
The first inequality is of the form used throughout this work, and the last inequality is
obtained by bounding the maximum by the sum and applying (247). Substituting (260) in
the original bound given by (35) enables us to obtain
Pe(f, all ma,b)U ~ z
D (Yl x x q )/2
D (Y Xa, q) /
The average over the ensemble of codes can be brought inside the summation over
m by first applying (247) and then evaluating the average of a sum by taking the sum of
the averages. Thus the bound on (261) becomes
a*
Pe(Q, all m*a,b)a < P (X a ) P(Xb ) P(X m ) P (Y seq)
Qkm*a,b X a X b X m
(262)
The summation over m can be replaced by the factor (2M-2), since these terms are
independent of m, when averaged over Xm.
To write this bound in exponential form, Y is broken up into three parts as was pre-
viously shown in Fig. 4. With D(Y!2 Xa,q) and D(Y[[xm,q ') given by (49) and (50), and
P(Y.fseq) = P(Y1[X ) P( 2 X)) P(Y3 I3) (263)
74
(260)
(261)
-
·-- _ . I
we can rewrite (262) as
· ~ P(y1l) 1/ 2 c
P(Yj) 1/2
Pe(ll, all mfa,b)a (2M-2) I
b mxx
p(y ll)P (Xb) p (x)-
1
xE x~P(X~) P(X I ) P(Y2
2z, X Y2
xaX3
IX)/ Pe / aIXa) cI
/P(Y3Xa) 22) .
(264)
Each of the three terms above can be written in terms of a product of one-dimensional
probabilities. The -dimensional first and third terms are combined to give the expo-
nent Esx (a) defined bysx
Esx (a) = - n (265)
p(yIx~1/
P(y Jx)
p(ly)l/2
and the (N-[)-dimensional second term is used to define
E(ai) =- fn (Z P(yx)l1/2 P(Ylx)1/2)IEx() a--n~ ~~) / ~llZ~ (266)
where the bar denotes the average over the code letters x and x'. Now in terms of
(265) and (266) we can write (264)
Pe(f, m*a, b) < (2M-2) exp {-N¢[ Esx() + Ex(] }
S 
(267)
The exponent Ex(a) is the same exponent that appears in the expurgated bound for
1
the synchronized channel where (O 1 a 1) corresponds to p (1 p < o). This expo-
nent corresponds to the in-phase exponent, with Esx (a) corresponding to the out-of-phase
exponent. Previously, by Lemma 1 and Lemma 4, we were able to show that for all
memoryless channels the out-of-phase exponent was at least as large as the in-phase
exponent. Unfortunately, we have not been able to derive an equivalent result for the
expurgated exponents. In Appendix D, however, it is shown that for the special cases
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a) 
3-
of the BSC and BEC we have
Esx(a) E(a) (268)
for all a between 0 and 1.
A rather interesting result concerning the magnitude of these exponents is also
obtained in Appendix D. For the BSC we no longer have the out-of-phase exponent equal
to the in-phase exponent, as was the case for random coding exponents Es(p) and Eo(P)
considered in section 2. 6a. Thus, even for a highly symmetric channel, one is able to
have a larger out-of-phase exponent, provided the code is carefully selected; that is,
the expurgated bound is applicable.
Since (268) has not been proved in general, the bound on (267), which is independent
of , will be written
Pe(f,m*a,b)a < (2M-2) e
-No[min Esx (), Ex(a)]
sx x (269)
so that it will be valid for all memoryless channels.
Bound on Pe(2, m=a)(. Starting with (71) and choosing the a in that equation equal
to 1/2 gives the following bound:
Pe (, m=a) (27(
YI
Referring to Fig.
probabilities as
5a and using (37), we can rewrite (270) in terms of one-dimensional
Pe (, m= a) <
xa xb
P(Xa) P(Xb)
i=q'
P(YiXi+ l1+N-q)
Yi
q'+N-1 v y i a 1/2
i=q
1
1/2 q+N-1 1/2
i=q' +N .
1
P(Yi) /
(271)
This bound can be simplified if the channel is in class Ax , identified by those chan-
nels which satisfy both
Condition 3x Ej P(x')( P(yx)l / P(yx)1/2)I
xI Y
is the same for all x (272)
and
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p(Yi) /2
1
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Condition 4x = 4: E P(ylx) /2 p(y)l/2 is the same for all x.
Y
(273)
Condition 4 enables us to pull out the terms ranging from i = q' + N to q + N - 1 without
averaging over x. Then condition 3x is used to pull out the terms from i = q to i = q' +
N - 1. We work backwards, starting with i = q' + N - 1 and averaging over XN . Thus,
for each i, the only function that involves Xa+l q is
P (yi I Xai -qa iP(X+l-q)Y
Xa Y
i+ 1 -q'
p(yilXiIq)/ )
which can be pulled out because, by assumption, it is independent of Xa Thei+ 1 -q'
remaining terms from i = q' to q - 1 are not now linked to any others. Thus, this part of
the bound can be written as a product of one-dimensional probabilities. The entire
bound takes the form
Pe( , m= a)" f<
I P(x) P(x) ( P(yjx)L, xI Y
P (x') P(Ylx)l/2 P(Yx)/2)
N-f if
[( yIx)1/2 p(y)1/2aj)
(275)
which can be written
Pe(f, m=a) < exxp{Nf-Esx( ()+ N- Ex(a)}
IY s X N X
-No[min Esx(a), Ex ()]
since the channel is assumed to be in class A .
x
If condition 3x is satisfied but 4x is not, we can still simplify (271). The
terms from i = q' + N to q + N - are eliminated by using Schwarz' inequality
to bound
P(Yi) l/2 1
Y.1
Z P(Yi) /
Y.
1
= 1.
(277)
The remaining terms can be treated as before to give
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P(YilXi'+l-q) 1/2 p·yil·~a
Pe(, m=a)7 <
Ix x P(x) P(x') y P(ylx)
The first term in brackets, which is squared, can
we can bound one of these two terms by
be bounded by exp[-Esx ()], since
P(x)P(x') (
y
P(ylx) p(y)/2 Z P(x) ( )1/Z P(ylxy)l/2 2
x'
(279)
where the inequality is obtained by using convexityl to bring P(x) inside the parentheses.
The second term is equal to exp[-uEx()] so that when condition 3x is satisfied we have
Pe(f, m=a)y exp-NI[N sx + N Ex(a.
d. Bound on Pe (, m=b)a
Starting with (102), we can write
Pe(, m=b)U E P(Ylseq)
P(i Isq)
(280)
(281)
1/2
D (Y Xa, q)
Now, referring to Fig.6, where Y is broken up into four parts, we can rewrite (281) as
o
Pe(f,m=b)F< P(Xa) P(xb) P(YX) I P(
· XaIXb 1 3 px1/2 P(Y3X3 P3
a'x b Ly 1iP(Y 1 Y3
P(Y4)1/ .
(282)
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(278)
X, X'
Y2 p( a) 1/p(Xil13j )1/2 1/2ld
P(XI) P(Y X) 1 / P · lxl·l/
The terms in the brackets factor into one-dimensional probabilities with the first
and third brackets being -dimensional, and the second bracket involving the production
of N - 2 terms. The exponent for the -dimensional terms is
1 P(YlX2 ) 1/2 1/2 P/
Ebx() in P(y x 1) P(Y' I x ) P (Y' 8x
y P (y) yl
1 1 ~ 1/ 1
. Yn P(y x) P(y)l (283)
and Ex(a) is the exponent corresponding to the (N-2Z)-dimensional bracket. In terms
of these exponents we have
N-f
Pe(k,m=b) s< exp{-N¢N (2Ebx()-Ex()) + N Ex )] (284)
For channels in class Bx , defined by those channels satisfying condition 3 x or
Condition 2 : P' Pylx'\(YCondition Zx: E P(x') P(yx) ) is the same for all x, (285)
we shall be able to write
Pe(k, m=b) exp -N[min Esx(a()+ Ex() e (286)
Condition 2x looks quite a bit more involved than condition 2, but actually condition 2
implies that condition 2x is true at = 1, as is also true for conditions 3 and 4.
The justification of (286) for channels in class Bx parallels that given in section 2.5c,
and thus will not be repeated here.
e. Bound on Pe(O, all m*a)
The bound for this case can be obtained by specializing the previous derivation of
Pe(, m*a,b)Y for = 0, or to the case for which we only have an in-phase exponent.
This is actually the synchronized case, with the minor differences being that we are
1/a
bounding Pe(O, all m*a) rather than (Pe(O, all mia)a) , and the range of m is over
ZM code words rather than M code words.
The bound is given by
-Na[E(a)]
Pe(O, all m*a)a -< (2M-1) e x (287)
and is valid for all memoryless channels.
Equation 288 can be upper-bounded by replacing Ex(a) by the minimum of Esx(a) and
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Ex (a), which gives
-Nu[min (E (a), E (a))]
Pe(0, all ma) _< (2M-l) e[min s (288)
This bound will be convenient, since the function in the exponential part of the bound is
the same as in the previous bounds.
f. Bound for Expurgation of Codes
We now return to part (a) of this section and obtain the required bounds in exponential
1form. For these bounds uf is replaced by (1 < p < 0o) so that the bounds will be in a
P
form similar to the bound for the synchronized channel.
Referring back to (255), and using the bounds of parts (b) through (e), we have for
channels in class A
x
N N P
- -2M -p [minE ) [min E sx(P),Ex(PP(ej) <B ( )eP 2Ml e x 2 2Me )
(289)
which can be upper-bounded by
N [min Esx(p) E(P)]IN [min ,),E (P))
P(eJ) < B < M ) ( P sx x N e [m Esx(
(290)
since 2M - 1 is less than 2M, and 2 times the summation over satisfies N--1 N.
NR L4 ISince M = e , (290) can be rewritten
8(N+1)\P -N[min{E s(p), Ex(p)}- 3pR ]
P(eJ) < B - 1 ) e (291)
with
Pr [P(eJ)<B] 6. (292)
The bound for P(e) given by (258) also can be put in the form given by (291) and (292)
when the channel is class B x
For less restrictive channels; that is, those outside class B or class Ax, there is
a considerable difference between the bounds for P(eJ) and P(e), as was true for the
random-coding bounds. In order, however, to keep the results for the various forms
of expurgation as clear as possible, we shall state the bounds on P(eJ) and P(e) in their
simplest form. Nevertheless, the more complicated forms of the bounds on the proba-
bility of error can still be obtained, since the results in parts (b) to (e) were not
restricted to just class Ax or class B .
The simplest form of the theorem for this case is the following.
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Theorem 18. For channels in class Ax for P(eJ) and class Bx for P(e), the proba-
bility of error is upper-bounded by
8 (N+I)\P -N[min (Esx(p), Ex(p))-3pR]
P(eJ) or P(e) 1 I< e (293)
with the probability of selecting a code with this behavior being greater than the 6
(O < 6 < 1) given in (293)
The exponent in this upper bound is given by
E(R) = min (Esx (p), Ex(p)) - 3pR (294)
with
E sx(p) = -p n P(y x)
SX~~~~
P(ylx) 1l/ p(y 2) (295)
y~~~~~~~~~25
and
Ex(p) = -p n P(yjx) / p(yIx')1/ (296)
where p can be anywhere in the range 1 p < oo, and P(x) is any allowable distribution
of the input letters.
g. Expurgation of Code Words
For this case the performance of a randomly selected code may be improved in two
ways. The first is to consider only a segment of all possible codes, as was done in
part (a). We shall then further improve the performance of the codes in the considered
segment, by expurgating from each code those code words having a high probability of
error.
This form of expurgation is considerably stronger than that used in part (a), and this
will be reflected by a considerable improvement in error performance. The improve-
ment is obtained, however, only by considering a set of codes that are quite a bit more
difficult to obtain than those in part (a). In part (a), when 6 was large enough, we were
very likely to select a code at random that behaves as predicted. Now, not only do we
have to select a good code, but also we have to determine which code words are to be
eliminated. Thus the difficulty in obtaining these new codes will depend strongly on how
difficult it is to decide which code words are to be expurgated.
Bound on P(ej). The results for this case will be of the following form. With prob-
ability of at least 6, we select a code of 2M code words that can be reduced to a code of
2M x code words (Mx >M/2) such that for all possible source sequences in this new code
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we have
Px(ej seq)all seq < B and Px(ej) < B (297)
with
2Pr L6, (298)
where B is a number which, among other things, will depend on the choice of 6 in (298).
This new expurgated code will be compatible with a source that transmits one of
M eNR > M (299)x 2
messages.
In order to find this number B we first show that, if E is properly related to 6, the
required B can be found from the equation
Pr max {P(e Iseq)+Po(e,Iseq)} > B a] - 1 - , (300)
seq
where the probability above is taken over the ensemble of unexpurgated codes under the
condition that message a is to be decoded. Thus, for a given code, the source sequence
b, a, b': q: j ranges over 2M2N values, since the center message a in position q: j is
fixed, which implies that the center code word takes on only two values, X a and Xa + M
Equation 300 implies that
Pr [P(elseq)any seq q<max Pl(e jseq)+j s eq ) a] aE, (301)
or that with probability greater than we shall select a code at random such that
P(eJ seq) <B (302)
for all source sequences that are possible when message a is to be decoded. Now for a
given code, the number of messages for which (302) is satisfied will be denoted M x ,
where depending on the code, M x can range between 0 and M. If now we retain only
those 2M code words corresponding to the Mx messages satisfying (302), we have a
new code such that
Px(ejIseq)all seq < B, (303)
where the number of source sequences in this new code is 2M 3 N. Equation (303) follows
x
from the observation that the removal of code words from a code cannot increase the
probability of error.
The remaining problem, aside from that of finally determining B, is to relate E to
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the given in (298). Thus, we shall be able to determine the effect of on B;
the lower bound on the probability of choosing a code with M x > M/2.
We start by noting that the average number of messages, over all codes that
satisfy (30Z), must satisfy
P(code) (M-M x ) a
all codes
M
P(code) Z 4:a(code) =
a= 1
P(code) a (code),
M
a= all codes
(304)
where
~a(code) =
1 if max {Pl(eJlseq) + P(eJseq))} B
seq a (305)
0 otherwise
The last expression in (304), by definition, is
M
a=l all code
M
P(code) [a(code)= r Pr max Pl(ejIseq)+Po(ejseq)}> Ba
a= seq
~~~~~~'J~4a= 
(306)
so that by using (300), we have
a
all code
M
P(code)(M-M x ) -< (l-e),
a= 1
or the average number of code words satisfying (302) is bounded by
M > E M.
(307)
(308)
In order to proceed further we first prove the following lemma.
Lemma 5: Consider a (discrete) random variable such that its maximum value is
bounded by M. The probability that this random variable exceeds a value y is bounded
by
Pr [ >] M - -Y'
where y is assumed less than , the mean value of ,.
Proof: The mean value of can be written
a= P() =
all 
a
all ~,K N
(309)
(310)5 P(+all 
all , ay
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which can be upper-bounded by
P() ( + M P(G) = y(-Pr[> -y]) + MPr[[> 'y]. (311)
all ,< all i>y
The desired inequality can now be obtained directly from (311).
For our case, corresponds to M x and y corresponds to M/2, which when substi-
tuted in (309) gives
PrLM N] 2-Pr M x M (312)M -1
2
With the aid of (308) we can write
pr z M -ZE 1. (313)
Now by setting the right side of (313) equal to 6, we can solve for E. Thus, the right
side of (300), in terms of 6, becomes
1-6(1-E) = 2 ' (314)
In order to determine B, we first rewrite the left side of (300) as
Prmax {P 1(e I seq) + P(eJ seq)} > B a = 4a(code), (315)Lseq
where a(code), which is defined in Eq. 305, can be upper-bounded by
max {P I 1 (e , seq) + P 0(eJseq)} ]
seqj a
qa(code) Ba (316)
This bound is very similar to that given by (245), except that, with a fixed, the maxi-
mization over the input sequences now covers a small range. Nevertheless, the treat-
ment is still identical to that given in Part (a).
1-6Following these steps and setting the upper bound on (316) equal to 1 - E or
give s
Px (eJ i1-|5
Pe(0, all mfa) + 2 E Pe(f, all mia, b) + Pe(f, m=a)T + Pe(k, m=b)ff
(317)
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i
with
PrLM M1 a 6. (318)
The essential difference between (317) and (255) is that we have a factor M 1/° , rather
than M2 / , in front of the term in brackets. This difference will lead to a significant
improvement in the exponential behavior of the bound.
Bound on P(e). The treatment of this case follows from the previous cases. The
form of the bound is
Px (e) <1-M61 Pe(0, all mta) + 2 E Pe(k, all m*a,b) + Pe(L, m=b)
(319)
where the probability of selecting a code, that can be modified so that (319) is true for
>M
a source of M 2 >- -messages, is greater than 6.
Exponential Form of Bounds. The bounds for P(ej) and P(e) can be put in exponen-
tial form as was done in part (f). For channels in class Ax for P(eJ), and class B for
P(e), we have
P(ej) or P(e) 8 (ZM)P (N+1) P e x (P)(320)
which can be put into exponential form by noting that
M 2 <2M) 2 = 4 e 2 NR (321)
The form of these bounds is given in the following theorem.
Theorem 19: For channels in class Ax for P(eJ), and class Bx for P(e), the proba-
bility of error is upper-bounded by
P(e) or P( 64(N) P -N[min(E (p), E (p))-2pR ]P(eJ) or P(e) 91 e sx x (322)
with the probability of selecting a code that can be modified to give this behavior greater
than the 6 given in (322). The exponents are given by (295) and (296), and the param-
eter p is the range 1 p < oo.
h. Expurgation of Code-Word Pairs
This last form of expurgation will yield a bound that is even superior to that given
in part (g). The coding procedure, and even the decoding procedure, will differ con-
siderably from that anticipated in the usual information theory model for a communica-
tion system.l2 This new bound will be of interest, regardless of whether or not one is
willing to depart from the conventional form of coding information, since the bound will
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also give some insight into the behavior of the bounds given in parts (f) and (g).
For this case, each code, in a given segment of all possible codes in the considered
ensemble, will be improved by expurgating those sequences of code words which lead to
a high probability of error. This is achieved by expurgating pairs of successive code
words from a given code, rather than expurgating single code words as was done in
part (g). The coding for a sequence of messages will now become quite complex, since
the removal of an entire sequence of code words will cause successive code words to be
dependent. Fortunately, the dependency between code words can be put in a Markov
form, so that only the most recent code word will have to be remembered in order to
transmit the new code word, and only the most recently decoded word must be remem-
bered in order to determine the new message.
Bound on P(eJ). For this case, we shall be able to say that with probability of at
least 6, a code of 2M words will be selected which can be modified so that it will be
compatible with a source of M = eNR > Mmessages.x 2
The modified code, like the original code, will have two sections that will be used
alternately. For each section only 3/4 of the original M code words will be accepted
as part of the expurgated code. For any code word, in either section of the expurgated
code, there will always be Mx >M/2 code words from the other section which can follow
it. Thus, for all of the acceptable code words, we shall be able to have a unique mapping
between the Mx messages and the M code words that follow any code word in the expur-
gated code.
To code a sequence of messages, an initial mapping of the first message into a code
word of one of the sections is needed. Once the first message is coded, the second mes-
sage will be coded into one of the M code words that can follow the first code word, the
third message will be coded into one of the Mx code words that can follow the second
code word, and so forth. Since any code word generated after the first one depends only
on the preceding code word, we see that the sequence of code words does indeed form
a Markov chain.
The decoding for this Markov chain of code words is somewhat different than that
used previously. The message that will be determined will no longer be the one corres-
ponding to the code word starting iin the interval + to + N, but will be the mes-
sage corresponding to the code word following this one. Thus, two successive code
words will be decoded, with the aid of the algorithm given in section 2. 6d, in order to
determine the desired message. The first code word is necessary to determine the
mapping between the desired message and its corresponding code word. Without this
knowledge we could not, in general, uniquely determine the message corresponding to
the second code word.
To arrive at this code, we consider the equation
Pr Fmax {Pl(eJIseq) + PO(ejIseq)} Bba7 < - (323)
seq
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where the probability above is taken over the ensemble of unexpurgated codes under the
condition that the sequence of messages b, a is transmitted. The functions P' ( ) and
Po( ) are defined in a slightly different way from their counterparts P 1 ( ) and Po( ).
For Pi ( ) the range of q' in Eq. 12 now extends only in one direction, from [q-l] back
to q- N2. For P( ) the range of q" in (21) is now redefined to cover the positions
q N -1 back to position [q-N+l].The relevant input sequence for PI( ) and P' is given
by b, a: q: j, where since b, a is now fixed, the maximization ranges over the starting
position q: j of the sequence of code words used to represent the message sequence b, a.
In order to form this expurgated code, we shall work with a code such that
max P'(eJ lseq) + P(eJ|seq) <B (324)
seq Iba
for at least 1 M- message sequences out of the M 2 possible sequences of b, a. As
before, the probability of picking such a code will be lower-bounded by 6, or
Pr M2 - M2 > 6. (325)
To relate 6 to 1 - E in (323), we note from the argument in part (g) that
M2 EM 2 (326)x
so that, by Lemma 5, we have
EM2 1 5 M2
Pr 16 2 > 16 2 = 16E - 15. (327)
16
By setting the right side of (327) equal to 6, we obtain the desired result given by
1
1 - E = - (1-6). (328)
Before solving for B and relating it to P(e), we still have to show that a code with
at least 16 M2 acceptable message sequences can be put in the form previously described.
The code words in the two sections will be distinguished by calling the code words in
one section "odd words," and the code words in the other section "even words." Thus,
for every acceptable message sequence there will be two acceptable code-word
sequences, one sequence will have an odd word followed by an even word, and the other
will be composed of an even-odd combination.
The number of sequences of code words that are formed from an odd-even combina-
tion is lower-bounded by
M
M i 16 M (329)
i= 1
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where M. denotes the number of even words that can follow the it h odd word. The expur-
1
gated code will be formed by first accepting only those three-quarters of the odd words
having the largest value of Mi. All code words that will be accepted will have Mi > Mo,
where Mo can be found from (329) by noting that
156 M + Mi M M + M)Mo' (330)
all m.>M all M. <M
1 O 1 O
or that
3M >- M. (331)
The same arguments follow for the sequence of code words that are made up of the
even-odd combination. Thus, three-quarters of the even code words, which can be fol-
lowed by at least three-quarters of the odd words, will also be accepted to complete the
expurgated code.
Since each acceptable odd word leads to at least 3/4 of the even words and only 1/4
of the even words are rejected, the result is that all acceptable odd words lead to Mx >
M xM acceptable even words. Similarly, all 3/4 M of the acceptable even words will lead
to M x > M/2 acceptable odd words. Thus, the desired Markov-dependent expurgated
code can be formed from the sequences that satisfy (324). This observation was origi-
nally made and proved by R. G. Gallager.
An upper bound on the decoding of two successive code words was given by Eq. 164
when V = 2, or
P(eJ seq) -< P 1 (eJ seq) + Po(ei seq) + P 2 (eJ seq). (332)
The functions on the right side of (332) are dependent on a sequence of 4 messages that
are denoted b a b' a'. This is equivalent to being dependent on three successive pairs
of messages given by ba, ab', b'a. Since all message pairs in the expurgated code sat-
isfy (324), with the aid of the union bound, we have
Px(eJ seq) < 3B (333)
for all possible sequences in the expurgated code.
To determine B, we go back to Eq. 323 and rewrite the left side as
Pr [max{P(e J seq) + Po(eJ1seq)} >B|b1 = b a(code), (334)
seq
where
if max {P 1 (eJ seq) + P(eJ seq)}> B
ba(code) -seqlba (335)
O otherwise
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As before, we can upper-bound (334) by
max P (eJ i seq) + Po(eJ seq)}
seqlba (
%a(code) -< (336)
Since P'( ), as well as P'( ), is now independent of q, we only have the odd-even
and the even-odd combination of code-word sequences involved in the maximization.
With only two sequences to maximize over, we shall be able to obtain a considerably
stronger bound than previously.
The upper bound on (336) is obtained by the same procedure that was used for (245)
and (316). The value of B is found by setting this upper bound equal to 16 (1-6). Using
this value of B in conjunction with equation (333) gives
Px(eJ) < 3B = 3F166 1 /
Pe(0, all mta)U + 2 7 Pe(l, all moa,b)U + Pe(l, m=a) + Pe(f, m=b) . (337)
The probability of selecting a code that can be modified so that (337) is applicable for
M
a source of M x > 2 messages, as before, is lower-bounded by 6.
Bound on P(e). This case can be treated in the same manner as the previous case,
with the bound being given by
Px(e) 3B = 3 a e(0, all m*a)U + 2 Pe(2, all m*a,b) + Pe(, m=b)1
(338)
and with 6 (0 < 6 < 1) defined in the same manner as before.
Exponential Form of Bounds. Using the relations given in parts (b) through (e), we
have
64 )P -N[min E (p),E (p)]P(eJ) or P(e) < 3(1 6) (ZM) P (N+1) P e sx x (339)
which can be put in exponential form by noting that
NRM < 2M = 2 e (340)
The form of these bounds is given by the following theorem.
Theorem 20: For channels in class Ax for P(eJ) and class Bx for P(e), the proba-
bility of error is upper-bounded by
89
l~~~l--l-C~II--."I-···I 1·II·1I1III·--I ..·-- · _~ · - C_ - - - - _
256(N+1)\P -N[min Esx(P), Ex(p)-pR]
P(eJ) or P(e) 3 1 _ e 3 (341)
for a coding scheme that allows for a Markov dependency between successive code
words. The exponents are given by (295) and (296), where the parameter p is in the
range 1 p < oo. The parameter 6 (0 < 6 < 1) is a lower bound on the probability of
selecting a code that can be modified to give the above-mentioned behavior.
2. 10 DISCUSSION OF THE EXPURGATION BOUND
a. Exponential Behavior of Bounds
Three different forms of expurgation have been considered. The exponents for these
three cases, under the assumption that (268) holds, are given by
Ec(R) = Ex(p) - 3pR (342)
for expurgation of codes,
E cw(R) = Ex(P) - 2pR (343)
for expurgation of code words, and
E cwp(R) = Ex(p) - pR (344)
for expurgation of code-word pairs. This last exponent is the same as the expurgated
exponent for the synchronized case.l
For these exponents, E(R) and R are related parametrically by p. These relations
are given by
E(R)E (R) = w (R)= Ecwp ) P (345)Bc cw cwp ax _r 1' (345)
with
1 x 1 Bx x
R - xnd R - _ x x(346)
c 3 p R cw- 2 8 p and Rcwp ap
The expurgated exponents are used for those R such that
aEx(P)
Ex(P) - ap _ Eo(1) - R (347)
or when the expurgated exponent is larger than the random-coding exponent. For
aEx(p) l
E wp(R), we have the expurgated bound in effect for all R < p p=l or for all pcwp a
greater than 1. This is not the case for Ecw(R) or Ec(R), where the expurgated expo-
nent at p = 1 is generally smaller than the random-coding exponent. These results are
indicated in Fig. 13 which combines the random-coding exponent with the expurgated
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Fig. 13. Exponent-Rate curve.
exponents.
It is of some interest to discuss why the three expurgation bounds behave differently,
as well as why the random-coding bound can be improved at low rates. For the first
case we were able to improve the random-coding bound by taking advantage of the
unsymmetric properties of the distribution of the random variable Pe, the value of either
P(eJ) or P(e) for a particular code. By letting 6 = 2 in (242), we see that B can be
viewed as an upper bound on the median of the random variable Pe. This median is
considerably less than the mean given by Pe, which is accentuated at low rates, because
of a relatively few values of Pe which are extremely large. Thus, by expurgating a
portion of codes from the original ensemble, we are able to obtain a somewhat smaller
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ensemble of codes with an error behavior that is significantly better than average.
For the second case the expurgated bound is improved further by removing a portion
of the code words from a randomly selected code. Now, the code words, as well as the
codes, are no longer being independently selected. This added dependency enables us
to improve (342) by (343), but is still not enough to obtain the exponent for the synchro-
nized case given by (344).
In order to obtain (344) we were forced to add a dependency between successive code
words by expurgating entire sequences of code words. The resulting code with Markov-
dependent words is of interest, since it shows how one can actually obtain a code with
the same expurgated exponent as is possible for certain synchronized channels. For a
conventional communication system, however, in which successive code words are inde-
pendent, the best expurgated exponent obtained is that given by (343). This exponent is
inferior to the expurgated exponent for the synchronized channel.
b. Obtaining Distance Properties for Nonsynchronized Codes by
Means of the Expurgated Bound
We shall now use a limiting form of the expurgation bounds to obtain some rather
fundamental distance properties for nonsynchronized codes. The distance that we shall
be concerned with is essentially of the form used to insure that the code words in a given
code are comma-free.8 For simplicity, we shall define this distance only for binary
codes and make use of the expurgated bounds only for the two-input case.
Consider any two successive code words Xb, Xa and any other code word denoted
Xm. These binary code words can be used to determine the following distance function
given by
e2 i=N
d(X m XbXa) = d(X m :X+N ) + d(X m: X a. (348)
i=i= =+l
The distance functions on the right, which involve only two code letters each, are defined
in the usual sense, that is
if X. x.
d(x i :xj) = f1 j (349)i j 0 otherwise
For in the range 1 to N - 1, the sequence Xb, Xa can range over 2M Z values, and
X can be any one of the 2M code words in a given code. For = 0, Xm and Xa can be
arbitrary, as long as XM is not equal to X a . The minimum distance for a nonsynchro-
nized code will be given by
dns = min d(X m: Xb X__a) (350)
where the minimum is taken over all possible values of d(Xm: Xb Xa).
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Since dns is defined for alternating codes, its largest value over all possible alter-
nating codes will be at least as large as the largest possible value for a code with just
M words in it. This follows from the observation that a code of M words can be viewed
as an alternating code of 2M words which has two identical halves. If for a code with M
code words we have
dns >_ 1, (351)
then the code is a comma-free code.
Our concern now will be to use the expurgated exponent for a BSC to obtain some
properties of the asymptotic form of dns given by
dns (R) maxd
(R) = lim n lim codes ns(352)
ns N-oo N-oo
where d ns(R) is obtained by taking the maximum of d over all possible alternating
ns ns
In M
codes when the R = N is held constant. The error exponent and 6 ns(R) are related
by the following lemma.
Lemma 6: If the error exponent approaches infinity as the crossover probability in a
BSC approaches zero, then 6 ns(R) will be nonzero. Mathematically, we can write this
out as
-in P
limO limo N - - oo n(R ) > 0, (353)
p-0 N-Noo
where Pe is the probability of error obtained by our decision rule for the joint event,
or P(eJ).
Proof: We justify (353) by proving that
-En P
ns(R) = 0 > lim lim e <. (354)
ns ~ p-O N-oo N
With ns (R) equal to zero there must exist a sequence of code words Xb , Xa such
that for some and Xm we have
dns(R) d(X m : b, Xa)
iL O N lim N = . (355)
N-oo N-oo
Under the assumption that this particular sequence is being transmitted, one can obtain
the following lower bound on the probability of error for the joint event. Its form is
P(eJ seq) > 1 ns (lR) dns (R) (356)
where the right side of (356) is 1/2 times the probability that the noise in a BSC is such
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that the output sequence agrees with X__ in the th test position. Note that when the out-
put sequence agrees with X the probability of error is at least 1/2.
To lower-bound P(eJ), we note that
Pe = P(eJ) P(eJ Iseq) Pseq' (357)
where P is the probability that the sequence of code words Xb , Xa is transmitted. For
seq
a source with equally probable messages, the probability of transmitting this sequence
using an alternating code is
1 1P 1 1 (358)
seq 2M 2 e2NR 
Substituting (358) and (356) in (357) gives the following upper bound on the exponent
of Pe:
lim - n Pe < [-n5 (R)] n p + [ n (R)] n 1 + 2R. (359)
N ns - p ns p
By our initial assumption concerning ns(R) this exponent becomes
-in P
lim .e < n 1 + 2R. (360)
N-oo N
Since (360) remains finite as p - 0, the desired result given by (354) is obtained.
Lemma 6 can be applied by using the expurgated exponent in our upper bound, since
-In PeEU(R) < lim Pe (361)
N-coo
so that
lim E (R) oo > lim lim - Pe - 0 => Sns(R) > 0. (362)
P-0 u p_0 N-00 N ns
Also, since we are dealing with a BSC channel, the expurgated exponent is particularly
simple because this channel is in class Ax , and also Esx(p) Ex(P).
Evaluating the expurgated exponent given by (342) and letting p - 0 gives
Ec(R) = p[2n(2)-3R], (363)
in (2) in (2)
where the optimum value of p is 1 for R > 3 , but for R < 3 the optimum value
in (2)
of p goes to oo. Thus, by (362), we may conclude that 6ns (R) > 0 for R < 3 . Since
6 ns(R) > 0, we are assured that codes exist such that dns(R) can be made to grow lin-
early with N. This statement is quite a bit stronger than one, which just says that a code
is comma-free, or dns (R) 1.
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If we combine (363) with the random-coding exponent for the noiseles binary channel
given by
E(R) = In (2) - R, (364)
an (2)
we see that for R > 3, the expurgated exponent is inferior to the random-coding
bound. These exponents are shown in Fig. 14, which also includes E (R) and E (R).
n (2) cw cwp
Since the exponent Ecw(R) is infinite for all R < , we conclude that for any of
these rates binary codes exist such that dns(R) will grow linearly with N. This newest
result appears to supersede the result obtained by using Ec(R), since it is valid for a
greater range of rates. The old result is distinguished, however, by being applicable
to a particularly interesting subclass of binary codes.
E (R)
EC (R) E (R)
cwp
RIn (2) ln(2) n (2)
3 2
Fig. 14. Limiting form of the Exponent-Rate curve for the BSC.
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In section 2. 7 we showed that the random-coding bound is valid for the class of
binary codes satisfying
Xm= ImG V, (365)
where G can be either completely arbitrary or of the form
1 0 1
G= 1 G
I -P 
o '1 I
(366)
By the same sort of arguments, one can also show that the bounds given in section 2.9b-
2. 9e are also valid for this ensemble of codes. This fact is particularly useful for
Ec(R), where the remaining acceptable codes still satisfy (365), since only codes are
expurgated. For E cw(R) we have no guarantee that the modified code is still a parity-
check code because code words, as well as codes, are expurgated. Thus, even though
in (2)
the exponent EC(R) enables us to say that 6ns(R) > 0 only when R < 3, we are also
c ns 3
able to say that the binary code that behaves this way can be of the form given by (365).
The most unusual feature of the error exponent obtained for the nonsynchronized
channel is that, even for the noiseless case shown in Fig. 14, we have a finite exponent
INPUT SEQUENCE:
xb
X
TEST CODE WORD:
] [
(N-k)
di
Xa I
(2k- N) (N-k)
d3
4 d ((xm: X, Xb) 
I[  pm ]
Xm
Fig. 15. Example: with d (Xm:Xb,Xa) = 0 for a systematic code.
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at high rates. Some justification for this behavior can be obtained by deriving a lower
bound for the class of parity-check codes given by (365) and (366). Thus, the lower
bound to be obtained can be compared with the upper bound obtained for this same class
of codes, which is given by (363) and (364).
This lower bound is obtained by noting that if dns (R) = 0, or if d(X m :Xb, Xa ) = 0,
then the probability of error is at least 1/2 when the sequences of code words Xb , Xa ,
is transmitted. Thus, we can lower-bound P(eJ) by
P(eJ) 2 Prob d(Xmm:Xb,Xa) = ] (367)
where the probability above refers to the probability of having the transmitter send the
required sequence.
To determine the right side of (367), we consider the situation shown in Fig. 15,
N
where = N - K, K > , and V in (365) equals 0. The proof for an arbitrary V will
be identical, with only the notation being somewhat more complex.
In Fig. 15, d (Xm: Xb, ya) is divided into a sum of three separate parts. For any
arbitrary Xb and Xa we can insure that d = 0 and d2 = 0, since the K letter sequence
Im of Xm can be any one of 2K values. By choosing Im to line up with pb and the first
2K - N letters of X a, denoted I1a we have fixed Im , which by (365) determines P m; how-
ever, d3 and hence d(Xm: Xb, Xa) will still be zero if aI2 agrees with pm in Fig. .15.
1The probability of this event is given by NK for equally likely messages, so that
2 N-K
P(eJ) >I 1 _N1 _ ) in (2) 1 exp{-N[in (2)-R]} (368)P(ej) 2 2 N-K exp -2=
for all possible systematic codes. This argument also goes through when an arbitrary
V is added to all code words, since the K-letter information part of the code words will
still range over 2K values.
The exponent in this lower bound is given by
EL(R) = n (2) - R, (369)
1
and it is valid for all R 2n (2). Thus, in the range
1 in n(2) R --< n (2) (370)
the exponent for the class of generalized systematic codes must be finite; furthermore,
the exponent in the upper bound is the correct one. Since the exponent in this upper
in (2) in (2) n(2)
bound is infinite for R < 3 , the only region of uncertainty is from 3 < R < 2
As a by-product of this lower bound we obtain the result that, for any systematic
in (2)
code, dns(R) = 0 for all R >_ . Thus, not only is 6 (R) = 0, but the codes cannot
even be comma-free in this range.
For general binary codes it has been shown 2 2 that there are comma-free codes for
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rates approaching n (2). Thus, general binary codes have somewhat better distance
in (2)
properties than systematic codes when R > 2 . We may not make this statement too
strong, however, since the comma-free constraint only insures that dns (R) > 1, and
says nothing about whether or not ns (R) > 0 in this range. This, incidentally, is still
in (2)
an open question, since we were only able to show that 6 n(R) > 0 for R < 2 , by
means of E w(R).
The only case for which we are able to show that 6 ns(R) > 0 for all R < n (2), is for
the class of binary codes having Markov-dependent code words.
These distance properties are summarized in the following theorem.
Theorem 21.
an (2)
a) There exist generalized parity-check codes such that, for all R less than
dn (R) will increase linearly with the block length N. Furthermore, d ns(R) will bens ~(2)ins
zero for all systematic codes, as long as the rate is at least 2
in (2)
b) There exist binary codes such that, for all rates less than 2 , dns(R) will
increase linearly with the block length.
c) There exist binary codes with Markov-dependent code words such that, for all
R less than n (2), dns(R) will increase linearly with the block length N.
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III. SUMMARY OF RESULTS AND SUGGESTIONS
FOR FUTURE RESEARCH
We shall now outline briefly the results that have been obtained. In order to focus
our attention on the significant issues, the emphasis will be placed on giving the over-
all picture rather than the specific details of the results that are presented in Section II.
In this framework, we hope that the really significant problems suggested by this work
will be distinguished from those of less importance.
The central theme of Section II was to determine how reliably one can communicate
over a given channel without having a priori synchronization information. The
performance was measured for two different error criteria. One criterion required
the receiver to determine the starting time of the code word, as well as the
transmitted message. The second criterion required the receiver to determine the
transmitted message correctly, and allowed for the possibility of making a decision as
much as 1/2 of a block length late or early.
The results for this second criterion were considerably more general than those for
the first one. But the significance of these two error criteria is mainly in that two dif-
ferent system concepts are introduced.
For a conventional system we shall generally attempt to determine synchronization
before attempting to decode the transmitted message. The first error criterion forces
us to deviate from this point of view, since, for an efficiently designed system, one
must exploit the redundancy in the code words for both synchronization and error cor-
rection. The second error criterion goes even one step farther. For this criterion we
take the point of view that synchronization need not be determined at all, since we are
ultimately concerned only with determining the sequence of transmitted messages.
Two features of the decision rule are worth noting. First, and foremost, a form of
maximum-likelihood decoding can be used for a nonsynchronized channel. The second
feature, which is very closely related to the first, is that a decision is made only after
a sequence of possible starting positions have been tested. This added bit of flexibility
enables us to wait for the right time before making a decision, rather than have a
scheme whereby a decision must be made after the first block of N digits is received.
The results concerning the error behavior obtained by using optimal codes over a
nonsynchronized channel are essentially of the following forms:
1. The channel capacity of a nonsynchronized channel is the same as the capacity
of a synchronized channel.
2. The probability of error can be made to approach zero exponentially with the
block length N for all rates less than the channel capacity.
3. For rates in a range from channel capacity down to some fixed value, the error
exponent for the nonsynchronized channel has been shown to be the same as the error
exponent for the synchronized channel. For low rates the best error exponent obtained
for the nonsynchronized channel with conventional coding; that is, with independent
99
11_ 11~~~~~~~- - - - ~ ~ ~ ----
successive code words, is inferior to the exponent obtained for the synchronized
channel.
4. For binary codes the best exponent obtained for the nonsynchronized channel at
low rates for a generalized parity-check code is inferior to the exponent obtained for a
general binary code; that is, a code that is not necessarily a linear code. The expo-
nent obtained for the general binary code is inferior to the synchronized exponent, which
actually can be obtained in the nonsynchronized case by resorting to codes with Markov-
dependent code words.
Many of the theorems given here were simplified for channels that are in Class A
or Class B. One is tempted to try to improve and simplify the results obtained for
channels outside of Classes A and B. While we believed that these results can surely
be improved, the problem appears to be quite difficult and not as interesting as some
of the other unsolved problems in this field.
The most significant unanswered question, and perhaps one that will remain
unanswered for quite awhile, is concerned with the form of the true exponent for the
nonsynchronized channel at low rates. This question has not yet been answered, even
for the synchronized BSC for a crossover probability p satisfying 0 < p < 1. For the
nonsynchronized channel, however, even less is known, since the exponent for the B'SC
is not completely known, even for the limiting case occurring when p approaches zero.
For the class of binary codes which includes codes with Markov-dependent code
words the exponent for this limiting case is completely known, since the upper bound
yields an exponent that approaches oo as p - 0 for all R < n (2). Thus, for all pos-
sible rates, we can conclude, by Lemma 6, that codes exist such that dns (R) is propor-
tional to N, or equivalently, 6 ns (R) is positive for all R < n (2). That is to say, codes
exist for all R < n 2 with Markov-dependent code words whose minimum distance, in
the comma-free sense, is not only greater than one but is proportional to the block
length N.
For a code with independent successive code words the form of the exponent for this
limiting case is not completely known, even for codes that are not constrained to be
parity-check codes. For general binary codes the key question is whether the true
in (2)
exponent really approaches a finite value as p - 0 for rates between 2 and n (2),
as indicated by our upper bound. This' question, by Lemma 6, is equivalent to the ques-
tion of whether or not 6 ns(R) is really equal to zero for rates in this range.
For the class of generalized parity-check codes all that we really know is that the
2n (2) fn (2)
exponent is infinite for all R < 3 ; thus the question is open for all R a
For the subclass of parity-check codes given by the systematic codes considerably
more is known, since we were able to derive a lower bound for which the exponent
In (2) In (2) 2n (2)
agrees with our upper bound for all R 2 . The region between 3 and 2 is
still open to question, however.
A final point concerning parity-check codes should be made. The bounds derived for
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codes in this class are valid for the ensemble of codes given by Eq. 173, in which a
linear code is modified slightly by adding the N letter sequence V to all code words.
While this modification is irrelevant for a code used over a synchronized channel, it
is, as shown by the lower bound derived in section 2. 7, of real significance for a code
used over a nonsynchronized channel.
The results, written in terms of minimum distance properties, which follow from
our upper and lower bounds, as well as from the known comma-free results, are sum-
marized in Table 1. The question marks indicate regions where nothing is known.
Filling in information in these regions, as well as putting in more detailed information
in the region without question marks, are indeed problems worth pursuing.
Table 1. Distance properties for various classes of binary codes.
Systematic dns(R)
Codes 6ns(R)
Generalized
Parity-Check dns(R)
Codes 6ns(R)
General
Binary dns(R)
Codes 6ns(R)
Binary Codes
with
Markov-dependent
Code Words
dns(R)
6ns(R)
ON
>0
ccN
>0
ccN
>O
ccN
>0
0
ocN
>0
ccN
>0
In (2)
3
O
O
?
?
>1
?
ccN
>0
in (2)
2
In (2) Rate
While Table 1 is far from complete, several results can already be obtained. Since the
an (2)
generalized systematic code cannot be made comma-free for R -2 we find that its
minimum distance is somewhat inferior to the one that is possible for general binary
codes. Further, in this range we see that the minimum distance properties of systematic
codes are considerably inferior to the one that is possible for a code with Markov-
dependent code words, where not only is dns(R) 1 but dns(R) is actually proportional to N.
With a more complete chart, we could answer questions such as the following.
1. Do generalized parity-check codes have distance properties that are
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inferior to codes that are not constrained to be parity-check codes?
2. Do general binary codes have distance properties that are inferior to
binary codes with Markov-dependent code words?
Questions of this nature are surely significant.
To add a note of caution, one should realize that answering questions about
minimum-distance properties does not, by any means, give the whole story about a
code's error performance. 18, 4These distance properties are still an important factor,
and they do provide a check on the behavior of the derived bound when they are evalu-
ated, however, under limiting conditions such as those occurring when the noise level
is very low.
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APPENDIX A
Decision Rules for P(eJ) and P(e)
A. 1 For P(eJ)
The probability of error on this joint event for any given code and any decision rule
can be written
P(e) = P(Y) P(ej I) = P(Y)[l-P(X,qY)], (A. 1)
Y Y
where m, q are the estimates of the joint event, and 1 - P(Xm , qY) is the probability
that some other event m, q m, q actually occurs.
To minimize P(eJ) over all possible decision rules for a fixed Y, all that we have
A
to do is pick a decision rule that maximizes P(Xm ,qY) in Eq. A. 1. Thus, the opti-
mum decision rule for a fixed Y is
max [p( m q Y)] (A. 2)
m, q
which for equally likely messages and starting times becomes
max [P(Y Xm, q)]. (A. 3)
m, q
The range of m is over all 2M code words and the range of q is over the N possible
starting positions given in Eq. 1 (Section II).
If one tries to use the decision rule given by (A. 3), an immediate problem arises
about how the receiver should calculate the probabilities for this rule. The problem is
not with the N letter portion of Y that is in phase with Xm starting in position q, but
occurs over the out-of-phase portion of Y. These portions depend strictly on the tails
and heads of the possible code words which can precede and succeed X . Rather than
force the receiver to deal with probabilities associated with portions of code words, the
receiver will calculate the out-of-phase portion of Y over the ensemble of all possible
codes that have independent selected code words and code letters. The code letters are
selected according to the distribution given by P(x) in Eq. 3. The decision rule given by
(A. 3) is now replaced by
max D(Y IX, q), (A. 4)
m, q
where D(Y Xm, q) is defined in Eq. 2.
The rule given by (A. 4) is very close to the actual decision rule used in this work.
The rule actually used, however, is somewhat more natural for a synchronization
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problem, since the estimated word is only compared with code words starting within
L-N] letters from the estimated position. This feature is achieved by performing a
sequential test on the range of starting positions, with the receiver having the option of
not making a decision until Eq. 4 is satisfied. Thus, the actual rule does not impose
the artificial constraint that a fixed Y be used for a decision, but allows for Y to be a
variable that depends on the actual starting time of the code word in question.
A. 2 For P(e)
The optimum rule for this single event when Y is held fixed can be obtained by using
the same procedure as that for arriving at (A. 3). Its form is
Rule 1: max [P(X m m)] max 7 P(Xmm ,qY (A. 5)
m m 
But the actual rule used for this single event follows more naturally from the nonopti-
mum rule given by
Rule 2: maxmax P(Xm,qY)] (A. 6)
m q
For Rule 2 the single event m is estimated by using the rule that is optimum for the
joint estimate, or that given by (A. 2).
The following lemma will relate the probability of error for these two decision rules.
This lemma, which is applicable for any distribution function, will provide a means of
determining when the suboptimum joint estimation rule can replace the sometimes very
complex optimum rule.
Lemma 7: The probability of error resulting when Rule 2 is used is upper- and lower-
bounded, in terms of the probability of error for Rule 1, by
P(e)Rule 1 P(e)Rule 2 < (N+2) P(e)Rule 1' (A. 7)
where N is the number of values that q, the unwanted parameter, can take on.
Proof: The first inequality in (A. 7) follows immediately from the fact that Rule 1 does
minimize the probability of error on estimating the single event m.
To justify the second inequality, we first distinguish between two possible received
sequences. If Y is such that Rule 1 and Rule 2 yield a different estimate of m, it will
be called Yd. If both rules give the same estimate of m, regardless of whether or not
the estimate is correct, the received sequence will be called Y .
We shall first work with a sequence Yd and denote the estimate of m obtained by
Rule 1 as m', and the estimate obtained by Rule 2 as m
Since m is obtained by Rule 2, we may conclude that
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max P(Xm ,qlYd) > max P q IYd)
q q
Now, with the aid of (A. 8), we can form the following string of inequalities:
p(Xm IYd) = I
q
p(x m ,ql_Yd) > max p(Xm ,qYd) max p(m',q d)q q
> P(X q IYd = pm' I Yd) (A. 9)
q
The first and last inequalities follow by noting that the sum of a set of positive numbers
is greater than their maximum, and that the maximum is greater than their average.
We can use (A. 9) in the following inequality
1 = 
m
P(xm Y) > p(xm' Yd) + P(xm* Yd) p(xm' lYd) N I XYd)
(A. 10)
to obtain
p(xm' lYd) < N+ 1'
The probability of error for Rule 1 for any given Y is
P(e Y)Rule 1 = - P(X ),
so that, by (A. 11), we obtain
P(e IYd)Rule 1 N + 1
(A. 11)
(A. 12)
(A. 13)
for all Yd'
The probability of error
P(e)Rule 1 = P(Yd )
Yd
for Rule 1 can be written
P(elYd)Rule 1 + P(Y-s) P(e Ys)Rule 1'
Y
-s
which can be lower-bounded by
P(e)Rule 1 > P(Yd )
Yd
P(e IYd)Rule 1 N + I P(d
Yd
and
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(A. 8)
(A. 14)
(A. 15)
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P(e)Rule 1 > P(Ys) P(eIYs)Rule (A. 16)
Y
-S
The probability of error for Rule 2 can be written
P(e)Rule 2 E P(Yd) P(e IYd)Rule 2 + E P(Y ) P(e Ys)Rule 2' (A. 17)
YYd -s
which can be upper-bounded by
P(e)Rule 2 E P(Yd ) + P(Ys ) P(e-Ys)Rule 1' (A. 18)
Yd Y
since
P(e IYd)Rule 2 <1 (A. 19)
and
P(e IYs)Rule 2 = P(e Ys)Rule ' (A. 20)
Finally, by substituting the bounds given by (A. 15) and (A. 16) in (A. 18), we obtain
P(e)Rule Z < (N+1) P(e)Rule 1 + P(e)Rul 1' (A. 21)
which gives the desired bound.
From this lemma we can conclude that the probability of error resulting when
Rule 2 is used will have exactly the same exponent as the one that is possible for
Rule 1. Needless to say, this result is not limited just to synchronization problems.
Starting from Rule 2, we can arrive at the actual decision rule used for P(e) by the
same steps as those used in section A. 1. The only difference between the two rules is
that the sequential test for P(e) given by Eq. 8 does not require the estimated code word
to compete with shifts of itself. This is as it should be because, for this single event,
the value of q should have no influence on whether or not a decision is to be made.
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APPENDIX B
Choosing ac and p for Pe(Q, all m a,b)
The bound on Pe(Q, all m a,b) given by Eq. 51 can be rewritten
Pe(Q, all m a,b) f(r, p) = (ZM) [A(r, p)]Q [B(c, p)]N- t [C(, p)]f,
where
p(y) -P (p(y Ix))PA(r, p) = y
y
B(o, p) = 2 P(ylx) 1 P-p (P(yx))
y
(B. 4)C(P, p) =
y
Our concern here will be to determine when the choice of r = /(l+p) gives a sta-
tionary point for f(cr, p).
Differentiating f(a-, p) with respect to a- gives
af(c, P) .fA'(a p)
a- - f (-, P) = f(-r, p) LA(,, p)
(N-£) B'(o-, p)
B (c-, p)
C (-, P)
+ C(. P) 
When (B. 5) is evaluated at = 1/(l+p) we obtain
(- F 'A(p) C'(p)
fl( , , P) f (p)= fp)LA(p) + C()' (B. 6)
Under the assumption that the product f(p) is not zero, the somewhat involved nec-
essary and sufficient condition for a stationary point is given by
A'(p) C'(p)
(B. 7)A(p) C(p) '
which can be written
Z p(y)l/(l+P) (p(y x)l/(l+p))P-1 p(y lx)l/(l+p) nP(y Ix)
Y
Z p(y)/(l+p) nP(y)(P(ylx)l/(l+P)) p
Z p(y)l/(l+p) (p(y x)l/(l+p))p
Y
Z p(y)P/(l+p) nP(y) P(y x)l / (l + p )
Y
Z p(y)l/(l+p) ((y x)l/(l+))P
Y
Z p(y)p/(+P) p(y x) 1/(l+P) nP(y Ix)
Y
Z p(y)P/(l+p) (p(y x)l/(l+p))
Y (B. 8)
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(B. 1)
(B. 2)
(B. 3)
(B. 5)
Z p(y)P/(l+p) (p(y x)l /(l+p))
Y
- -- --- 
p(y)p ((y IX)1-Tp).
The condition above is not needed when = 0 or f(p) = 0. For = 0, the bound
reduces to that for the synchronized channel, where r- = l/(l+p) always yields a sta-
tionary point. When f(p) = 0 the exponent is not of interest, since the probability of
error is zero.
For p = 1, one can readily verify that (B. 7) is satisfied. Thus, for all channels,
1
the choices of p = 1 and a- = will yield a stationary point.
For 0 < p < , we shall show that
Condition 1: X P(x) P(y x)l/(+P) is the same for y (B. 9)
x
is a sufficient condition for a stationary point to occur when C- = 1/(l+p). Note that as
p - 0 condition 1 implies that P(y) is also constant. These conditions enable us to divide
out like terms in (B. 8) to give
Z nP(y) Z P(y Ix)/(+P) nP(y x)
A'(p) C'(p) y y
_ _ -(B. 0)A(p) C(p) z 1 P(y)l/(lP) (B. 10)
Y
which is the desired result.
A class of channels satisfying condition 1 are the doubly symmetric or doubly uni-
form channels.l 2 These channels are described by a set of K inputs and J outputs, with
the same set of J transition probabilities for each x, and the same set of K transition
probabilities for each y. Actually, condition 1 can also be satisfied by the larger class
of channels that are symmetric from the output and used with equally likely inputs.
An example of a channel not satisfying (B. 11) is the binary erasure channel defined
in Fig. 7b.
Substituting the parameters for this channel in (B. 8) gives
/1 P/(l+p) Pl-q\ p/(l+p)
(2) (l -q) en 2 ) + q n q (l-q) + q n q
/p1 /(l+p) p2 /(l+p)(_) (l-q) + q (l-q)+ q
p/(l+p) l - q\ 1 p/(l+p)
( /( (I-q) n - 2 + q n q (2 (l-q) n (l-q) + q n q
(B. 11)
() (l-q) + q ( / P) (l-q) + q
The equality is not true for 0 < p < 1, as can be verified by combining the terms in
(B. 11).
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APPENDIX C
Properties of the Bound on Pe(f, m=a)
First, the bound given by Eq.
the form
Prob[Z 0] < P(Z) e 
z
72 will be shown to be a Chernoff bound5 of
(C. 1)
where r > 0, and Z represents a sum of variables that may or may not be inde-
pendent. 16
Letting Z be defined in terms of our decision rule by
D(Y Xa, q) D (Y, Xa, q')
Z = n = - n ,
D(Y xa q) D(Y Xa , q)
(C. 2)
we see that the probability of an error is just the probability that Z > 0. The proba-
bility of the event Z is given by
P(Xa ) P(Xb ) P(Y seq). (C. 3)
One can now obtain Eq. 72 by substituting (C. 2) and (C. 3) in the Chernoff bound
given by (C. 1).
Since Eq. 72 is a Chernoff bound, if one can find the ra that yields a stationary point
then this choice is indeed the best possible choice of . 16
1
For our case, = - gives a stationary point for all time-discrete channels. To
see this, Eq. 74 is first rewritten as
Pe(l,m=a) f() = E P(Xa) g(rxa) (C. 4)
where
q-1
g(a-, Xa ) = Ai(a-)
i=q'
q'+N-1
I=
i=q
q+N-1
B. (a) HE Ci (o)
i=q'+N
and
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(C. 5)
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Ai (-) =
Y.
1
Bi() = 
Y.
1
P(Yi) 1-0 P(Yi X i+lq )P(Y~~ l-q~f
P(Yi lXa+
(C. 6)
1-q)
i-q) (C. 7)
(C. 8)P(Yi) .Ci(a) = 
Y.
1
The first derivation of f(ar) can be written as the difference of two terms given
by
af(o) p a
ao- P(
x a
q'+N- 1
+ i=q
i=q
q- 1 P(Yi)
Yi
g(o-,Xa ) I i
i=q!
ir P (Yi|Xi1q) ' P i+ 1-q' )
Ai(o')
P(¥i Xi+ 1-q' )
Yi
Bi(o-)
P(Yi)- in P(Yi)
i=q'+N i
q-l Z P(Yi) 1-- P(Yi Xi+l-q') In P(Yi)
_- p(xa) g(o,X a ) 1A
X a ' Ai()
In P(Yi Xi1-q)
Bi.(r)1
(C. 9)
C
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q+N-1
+ 7 Y.1
Yi1
q'+N- 1
i= 
i=q
q+N-1
+ i=q+N
i=q'+N
Y.
1
-- ----.
i+ X~-q')
i+ qlu
i+ I/~ -q) In P (Yi I~-qa
i+ I-q
p~iIa 1--py a
p~~Xi+ l-q ) 1Ii+l-ql)'
i+lq l-a-
By making the following change of variables in the second function
Yq, -- Yq+N- Yl - Yq+N-2 (C. 10)q q+N-1' q+1 q+N- 2.q'+N-q(.1
and
a a a a a aX 1 XN, X2 X N - 1 ...... XN X (C. 11)
1
one can verify that (C. 9) is indeed zero when = 2.
We shall now show that for = N, the Chernoff bound given by Eq. 72 gives the
largest possible exponent for our decision rule. First, Xa and Y are broken up as
shown in Fig. 5b, which enables Z to be written
1/2 Xa) /2 1/2
Z = n . (C. 12)
P(Y_)1/2 1a) 1/2 a) 1/2
P (-X 1) P(X' I , P(Y3 X 3
NSince the terms inside the log factor into a product of N independent terms, Z can be
N 16
written as a sum of2 independent terms. Under this condition it has been shown that
the Prob[Z>O] can also be lower-bounded by a function with the same exponent, so that
we can consider the bound on Pe(N , m=a) to be exponentially tight.
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APPENDIX D
Proof that Esx(P) Ex(p) for the BSC and BEC
D. 1 BSC
We shall prove that Esx(p) Ex(p) for all p in the range 1 p < o, by showing that
2 ex (P 2 exp x  (D. 1)
where Esx(p) and Ex(p) are given by Eqs. 295 and 296 (Section II).
The functions given above can be written in the form given by
2 exp xl = 1 + (2w) (D. 2)
and
2 exp - = (1-2w2+w)1/P + (2w2+w)l/ (D. 3)
where w is defined in terms of the transition probabilities of the BSC as
w = /(1-p)p. (D. 4)
To verify (D. 1), we have to show that
(1-2w 2 +w) l / p + (2w2+ w) l / p 1 + (2w)l/P (D. 5)
or that
(1-2w 2+w)1/P - 1 - (2w) l /P- (2w 2 +w)1/p . (D. 6)
We can rewrite (D. 6)
f(a 4 ) - f(a 3) f(a 2 ) - f(al), (D. 7)
where f(a) =a /P and a1 through a 4 are the positive arguments of this function and are
defined directly by (D. 6).
Since f(a) is a function that is convex upward, we have for any aj > ak
(aj-a k ) f' (aj) f(aj) - f(ak) (aj-ak) f' (ak). (D. 8)
These bounds follow immediately by noting that the positive slopes of f(a) decrease
monotonically with increasing a. The less than or equal sign in (D. 8) becomes a strict
inequality for all p > 1.
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For our case, for any p between 0 and 1/2, or for any w between 0 and 1/2,we have
(D. 9)a4 > a3 > a2 > a
and
a4 - a3 = a2 - al.
Equations D. 9 and D. 10 and the bounds given by (D.
inequalities given by
(D. 10)
8) enable us to form the string of
f(a4 ) - f(a 3) - (a 4 -a 3 ) f' (a3 ) (a 2 -al) f(a 2 ) f(a2 ) -f(al),
which verifies the inequality in question.
For p > 1, all less than or equal signs in (D. 11)
we can conclude for all p > 1 that
become strict inequalities, so that
Esx(P) > Es(P) 
D. 2 BEC
To justify (D. 1) for the BEC, we have to show that
NI-Z---- ++ -Z (q-q2) - 1 S- ql -q X +
where (D. 13) is analogous to Eq. D. 6 for the BSC.
With f(a) defined as before, we can rewrite (D. 13) as
f(a4 ) - f(a 3 ) f(a 2 ) - f(al)
(D. 12)
(D. 13)
(D. 14)
where now for any q between 0 and 1 we have
a4 > a3 > a2 > a 1 (D. 15)
and
a4 - a3 < a 2 - a1 (D. 16)
The desired inequality can now be verified by the same string of inequalities as that
given in (D. 11). The only difference is that for this case the equality given by (D. 10) is
replaced by the inequality given by (D. 16). This last inequality implies that, for the
BEC, we have
Esx(p) > Es(p)
for all p greater than and including p = 1.
(D. 17)
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j13. ABSTRACT I
This work is concerned with determining how a lack of synchronization affects the
minimum probability of error obtainable when information is transmitted over a noisy
communication channel.
The channel capacity for discrete memoryless nonsynchronized channels is shown
to be the same as the capacity for synchronized channels. For all rates below capacity,
the minimum probability of error for the nonsynchronized channel decreases exponen-
tially with the code block length. The exponent in the upper bound on the probability of
error for the nonsynchronized channel is the same as the corresponding exponent for
the synchronized channel for rates near channel capacity. For low rates, the best
exponent obtained for the nonsynchronized channel with conventional block coding is
inferior to the exponent obtained for the synchronized channel. By introducing a new
form of coding, which allows for a Markov dependency between successive code words,
one is able to show that for certain channels the exponents for the nonsynchronized and
synchronized channels are equivalent for all rates.
For binary channels, bounds on the minimum probability of error are obtained for
unconstrained binary codes, as well as for several classes of parity-check codes.
These bounds are also used to obtain asymptotic distance properties for the various
classes of unsynchronized binary codes. These distance properties are considerably
stronger than just statements on the existence of comma-free codes. In particular,
we show that for a certain range of rates there exist codes whose minimum distance,
in the comma-free sense, is not only greater than one, but actually is proportional to
the block length.
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