] (using A-B input mode of the lock-in amplifier, additional inversion of the output signal from one of the photodetectors was introduced by symmetric disposition of the signallreference beams-see Fig. 1 ). Linear dependence of the partial output signal on the power of the corresponding signal componenir necessary for this purpose is demonstrated by Fig. 3 . The data prestmted demonstrate, from our point of view, applicability of this configuration for po1ariz:ition-independent coherent photodetection. Note that, in general, the adaptive systems, in consideration also solve the problem of compensation for the general phase drifts and irregularities of the detected wave front^.'^^ Moreover, if the cut-off frequency of the adaptive detector is high, it can also compensate for the discrepancy between the optical frequency of the signal wave and that of the local oscillator up to the value There is a desire in manufacturing environments to nondestructively evaluate components and control processes in real time. Laserbased ultrasound' has potential to be a robust diagnostic for many applications. A simple and inexpensive sensor based on the photoinduced-electromotive effect2z3 has been demonstrated to be functional under a variety of manufacturing conditions? To optimize the detector performance, a parametric study was undertaken in which we measured the bandwidth, linearity, and sensitivity of our device as a function of various sensor material properties and optical architectures, as well as under simulated (yet quantifiable) industrial conditions.
CFI3 Fig. 2 . a. Temporal behavior of the amplitude of the photo-emf signal (at 10 kHz) from one of the adaptive photodetectors (frequency of the polarization modulation is 0.1 Hz, integration time of the lock-in amplifier is 0.3 s, signal/ reference intensity ratio is 0.05). b. Temporal behavior of the final output signal (@) after summation of two partial photo-emf signals from the orthogonally polarized channels. ] (using A-B input mode of the lock-in amplifier, additional inversion of the output signal from one of the photodetectors was introduced by symmetric disposition of the signallreference beams-see Fig. 1 ). Linear dependence of the partial output signal on the power of the corresponding signal componenir necessary for this purpose is demonstrated by Fig. 3 . The data prestmted demonstrate, from our point of view, applicability of this configuration for po1ariz:ition-independent coherent photodetection. Note that, in general, the adaptive systems, in consideration also solve the problem of compensation for the general phase drifts and irregularities of the detected wave front^.'^^ Moreover, if the cut-off frequency of the adaptive detector is high, it can also compensate for the discrepancy between the optical frequency of the signal wave and that of the local oscillator up to the value To quantify the sensitivity of the detector, an interferometric apparatus was set up with a calibrated phase signal introduced by an electro-optic (EO) modulator in one of the legs. To simulate different amplitudes of ultrasonic surface displacements, the detector output was monitored as a function of the EO drive voltage, at a fixed-drive frequency. The data show a high degree of linearity in the displacement range of interest for many commercial applications. The frequency response of the combined detector and receiver electronics was measured up to 30 MHz (FWHM) by fKmg the voltage on the EO modulator and scanning its drive frequency from 500 kHz to 30 Mllz. The measured low-frequency limit of the system was set by our final-stage amplifier (100 kHz), while the upper-frequency limit (30 MHz) represents the upper bound of our frequency synthesizer and not necessarily the ultimate limit of the detector, the latter of which is determined by the material's dominant carrier lifetime. The detector response yielded a fractional detection bandwidth >99'%.
We also performed experiments to simulate large-excursion, whole-body motion to determine the ability of the sensor to detect ultrasonic signals in the presence of typical infactory vibrations. The measurements were performed using the above-mentioned system, augmented with a pair of frequency-offset acousto-optic modulators, one placed in each of the two legs, as shown in Fig. 1 . A given frequency offset induced a fixed motion of the grating pattern across the sensor, simulating whole-body motion of a workpiece, or, equwalently, an optical phase ramp in time. This phase ramp was superimposed on the EO-induced dithered perturbation, the latter characteristic of typical ultrasonic displacements.
In Fig. 2 , we show a typical result of this measurement. The response of the photo-emf detector to a periodic EO signal at 1 MHz (which simulates a desired ultrasound signal) drops by 50% at a difference frequency of 700 k H z in the A 0 modulators. The resonantly enhanced feature at the EO frequency is a topic of current research and appears to be of no practical consequence, given its high frequency. The overall frequency roll-off (which the presence of moving gratings (via pair of A-0 modulators).
Photo-emf response of a small sinusoidal phase perturbation (via E -0 modulation) in is intensity dependent) corresponds to a grating speed of 20 m/s across the detector, which is more than adequate to track most industrial whole-body noise sources. Femtosecond pulses are usually characterized by measuring their autocorrelation functions.' Intensity autocorrelation using secondharmonic generation (SHG) is the most commonly used technique, which gives information on the pulse shape directly. However, the intensity requirement for SHG is high, and group-velocity mismatch can distort the pulses in phase-matched SHG crystals. In addition, it cannot give information on the phase of femtosecond pulses, which is important in pulse characterization. Electric-field autocorrelation can be performed without nonlinear optical effects and can give the phase information. For transform-limited pulses, the pulse width can be obtained. In cross correlation, if the reference pulse is fully characterized, the pulse envelope of the signal pulse can be extracted. We propose and demonstrate a linear technique to detect the envelope of the electric-field correlation of femtosecond pulses, using a detector based on the photo-induced-emf (PI-EMF).' A PI-EMF sensor generates a time-varying current when it is illuminated by a timevarying intensity pattern. When two beams interfere on the crystal and form a periodic intensity pattern, photogenerated carriers are produced, which diffuse away from the regions of intense illumination, forming a stationary space-charge field. If one of the laser beams is phase-modulated or spatially moving, the fringes move relative to the stationary spacecharge field grating. When they move faster than the material response time, a PI-EMF as well as a current are produced across the material. At zero bias, the PI-EMF current is proportional to the square of the intensity modulation' VZ(T) = m,gsR(T) with the nominal modulation mo = im/lo and the time-delay -i between the two pulses,
correlation function of the two electric-field envelopes. Therefore, the PI-EMF current is proportional to the square of the electric-field correlation function. By measuring the PI-EMF current as a function of the delay T, information about the signal pulse, such as pulse shape and width, can be deduced, given a known reference pulse. For example, for transform-limited Gaussian pulses, the FWHM of the PI-EMF current trace as a function of the delay, i.e., the FWHM of the s uare of the correlation function, is tS,R = &.
In the case of autocorrelation, it reduces to ts Our experiment uses a mode-locked Ti:
sapphire laser operating at 800 nm to write the intensity pattern in a PI-EMF photodetector, which uses a GaAs:Cr crystal as the detector element and is coupled to high-bandwidth gain modules, including transimpedence current amplifiers. The phase of one of the beams is modulated by an electro-optic (EO) modu- Figure 1 shows the PI-EMF signal as a function of the delay, which is the square of the envelope of the electric-field cross correlation. A Gaussian fit gives an FWHM of the trace of tS,! = 227 fs. Using tR = 92 fs, the derived pulse wdth is 207.5 fs, which agrees well with the result obtained from the standard technique of electric-field cross correlation (202 fs). The intensity requirement of this technique is much lower (pW) than for intensity correlation (mW). Figure 2 shows the dependence of the peak PI-EMF signal as a function of the average power, which is a linear function over almost four orders of magnitudes down to the p W range (see figure inset ).
In comparison with the SHG correlation, the PI-EMF technique is robust against the misalignment of the beams because no focusing is necessary and insensitive to the spatial profile of the beams. In addition, PI-EMF needs only a few microns ofpenetration depth, thus dispersion due to the crystal is not a crucial issue. In comparison with the interferometric electric-field correlation, the PI-EMF technique gives directly the envelope of the field correlation function without the need of data processing. This technique is analogous to the electric-field correlation using diffraction from light-induced gratings, e.g., in photore-
