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Simulación de algoritmos criptográcos de clave públi-
ca para grupos mediante el uso de Mathematica
Resumen
En primer lugar, tratamos el conocido como criptosistema RSA [9], primer criptosis-
tema de los llamados de clave pública y que tiene como base los conocidos grupos RSA,
que son grupos de la forma Zφ(n), para n un número entero positivo y φ(n) el número de
unidades de Zn.
A continuación abordamos el criptosistema de ElGamal [1], construido originalmente
sobre el grupo multiplicativo Z∗p para p un número primo. Seguidamente, en los capítulos
4, 5 y 6 llevamos a cabo implementaciones del mismo criptosistema de ElGamal, pero
sobre otros grupos, tales como un cuerpo nito cualquiera, que es una extensión natural
del caso de Z∗p , el caso no conmutativo de las matrices circulantes y, para nalizar, el
grupo de puntos de una curva elíptica, grupo este ampliamente usado en la actualidad
debido a sus reducidas necesidades de ancho de banda, es decir, de información enviada
a través de la red o el medio inalámbrico.
En todos y cada uno de los casos tratados en esta memoria se ha hecho una imple-
mentación de los métodos matemáticos necesarios para un uso real de los criptosistemas,
usando para ello el software Mathematica [10].
Palabras clave:
Criptografía, comunicación, claves pública y privada, RSA, ElGamal,
grupo finito, matriz circulante, curva elíptica
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Simulation of public key cryptographic algorithms for
groups using Mathematica
Abstract
First, we treat the RSA cryptosystem [9], the rst cryptosystem of public key calls
and which is based on the known RSA groups, which are groups of the form Zφ(n), for n
a positive integer and φ(n) the number of units of Zn.
Then, we study the ElGamal cryptosystem [1], originally built on the multiplicative
group Z∗p for p a prime number. Next, in Chapters 4, 5 and 6 we carry out implementa-
tions of the same ElGamal cryptosystem, but on other groups, such as any nite body,
which is a natural extension of the case of Z∗p , the non-commutative case of the circulating
matrices and, nally, the group of points on an elliptic curve, this group is widely used
today due to its low bandwidth needs, that is, information sent through the network or
wireless medium .
In each and every one of the cases treated in this report, an implementation of the
mathematical methods necessary for a real use of cryptosystems has been made, using
Mathematica software for this [10].
key words:
Cryptography, communication, public and private keys, RSA, ElGamal,
finite group, circulating matrix, elliptic curve
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Introducción
Necesidad del ser humano por mantener secreta ciertos tipos de información.
Desde épocas antiguas, siempre ha existido cierto tipo de información que el ser hu-
mano ha querido mantener en secreto ya sea para uso propio o para envió hacia otra
persona de forma condencial. En la actualidad todo ser humano tiene este derecho a la
intimidad y a la privacidad, aunque es uno de los que más ha sufrido por el avance de
la tecnología. El hecho de que nuestros datos se hayan convertido en un bien preciado
demanda una modernización en los sistemas que los aseguran ante posibles atacantes.
Además este no es un hecho que nos afecta de forma individual, sino que también es
necesario en entidades públicas y privadas para el envío y recepción de información.
Seguridad en las comunicaciones.
La Seguridad de las comunicaciones, se encarga de prevenir que alguna entidad no
autorizada que intercepte la comunicación pueda acceder de forma inteligible a informa-
ción. Esta tarea de protección se lleva a cabo campos de estudios como la criptografía,
la emisión segura, la transmisión segura, la seguridad del ujo del tráco y la seguridad
física del equipo que se encarga de las comunicaciones. En nuestro trabajo trataremos la
seguridad de la comunicación a través de la criptografía.
En la actualidad su uso lo podemos ver reejado en numerosos ejemplo de la vida
cotidiana, como banca electrónica, comercio electrónico, servicios de audio, etc:
Para la seguridad nanciera, una de las más robustas, la mayoría de los bancos apli-
can protocolos y algoritmos de cifrado. Un ejemplo, RSA (Rivest Shamir Adleman)
en los tockens, como factor de doble autenticación ante diferentes tipos de servicios
bancarios.
En nuestro caso, en el sistema nanciero debemos garantizar que tanto las transac-
ciones de nuestro cliente, así como las comunicaciones en él, se mantengan protegidas
con mecanismos de encriptación, para reducir los riesgos y proteger la información,
Jonathan Fernández.
En el comercio electrónico es muy común el uso de rmas electrónicas: Quien envía
un mensaje, cifra su contenido con su clave privada y quien lo recibe, lo descifra
con su clave pública, determinando así la autenticidad del origen del mensaje y
garantizando que el envío de la rma electrónica es de quien dice serlo.
WhatsApp: el cifrado extremo a extremo. El protocolo que implementa esta ca-
racterística, Signal Protocol, permite que los mensajes se transmitan cifrados entre
vi
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emisor y receptor, y no solo los mensajes entre dos usuarios, sino los grupos de
chat, el envío de mensajes multimedia y las conversaciones de voz. Esto es debido
al uso de diferentes sistemas criptográcos utilizadas por esta aplicación, entre las
que destacamos la curva elíptica que estudiaremos en nuestro trabajo.
Criptografía
La Criptografía, como ciencia, tiene una gran importancia en este ámbito. Sus prin-
cipales funciones son la condencialidad de la información, es decir, que la información
no sea accesible por parte de terceras partes no autorizadas; la autenticación de la infor-
mación, o lo que es lo mismo, la posibilidad de vericar el origen de la misma; integridad
de la información, lo que signica que es posible vericar que la información no ha sido
alterada desde el proceso de creación de esta y, nalmente, no repudio, es decir, que la
fuente de información no puede negar el origen de la misma. En esta memoria nos vamos a
centrar en la primera de sus funciones, es decir, la condencialidad y más precisamente en
el uso de diversas estructuras de grupos algebraicos que permiten la denición de distintos
algoritmos que proporcionan esta deseada funcionalidad.
Capítulo 1
Tratamiento digital de la comunicación
1. Criptografía y criptosistemas.
La palabra criptografía proviene en un sentido etimológico del griego Kriptos = ocul-
tar, Graphos = escritura, lo que signicaría ocultar la escritura.
En un sentido más amplio, la Criptografía es la ciencia encargada de diseñar funciones
o dispositivos, capaces de transformar mensajes legibles a mensajes cifrados de tal manera
que esta transformación (cifrar) y su transformación inversa (descifrar) sólo pueden ser
factibles con el conocimiento de una o más llaves.
La criptografía se puede clasicar históricamente en dos: La criptografía clásica y la
criptografía moderna.
La criptografía clásica es aquella que se utilizó desde los inicios más básicos y sen-
cillos hasta la mitad del siglo XX. También puede entenderse como la criptografía no
computarizada. Los métodos utilizados eran variados, algunos muy simples y otros muy
complicados de criptoanalizar para su época.
Se puede decir que la criptografía moderna se inició después de tres hechos: el primero
fue la publicación de la "Teoría de la Información" por Shannon; el segundo, la aparición
del estándar del sistema de cifrado DES (Data Encryption Standard) en 1974 y nalmente
con la aparición del estudio realizado por Whiteld Die y Martin Hellman sobre la apli-
cación de funciones matemáticas de un solo sentido a un modelo de cifrado, denominado
cifrado de clave pública en 1976.
2. Criptosistema Cesar.
Uno de los primeros sistemas criptográcos surgió en el siglo I a.c., un método de
cifrado conocido con el nombre de cifrado de César en honor al emperador Julio César
y en el que se realiza una transformación al mensaje que se desea enviar a un receptor,
de tipo monoalfabética. El cifrado del César aplica un desplazamiento constante de tres
caracteres al mensaje inicial, de forma que el alfabeto de cifrado es el mismo que el
alfabeto del texto del mensaje, pero desplazado 3 espacios hacia la derecha módulo n, con
n el número de letras del mismo.
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Ejemplo 1. Un ejemplo de este tipo de crifrado sería el siguiente.
Mensaje original: MENSAJE DE PRUEBA
Mensaje cifrado: OHPVDM GH SUXHED
Al describir el cifrado de César se utilizó un concepto muy usado en las matemáticas
y más en criptografía: el módulo.
De esta forma, podemos describir el sistema de cifrado y descifrado de la siguiente
forma:
Para cifrar:
Ci = (3 +Mi) mod 27 con i = 0, 1, ., n ; n = número de letras del mensaje donde Ci es
la letra cifrada yMi es la letra a cifrar el alfabeto comienza con A = 0 , B = 1, ..., Z = 26.
Para descifrar:
Mi = (Ci − 3) mod 27 = (Ci + 24) mod 27 con i = 0, 1, ., n ; n = número de letras
del mensaje donde Ci es la letra cifrada y Mi es la letra a cifrar el alfabeto comienza con
A = 0 , B = 1, ..., Z = 26.
Observación 1. Como podemos ver en el ejemplo, el uso de las matemáticas facilita la
búsqueda y el análisis de los métodos que se usan en Criptografía, permitiendo, al mismo
tiempo estudiar y asignar niveles de seguridad de los métodos usados en la actualidad,
haciendo de la Criptografía una ciencia moderna y que evoluciona a la par que las Mate-
máticas.
3. Criptografía por bloques y sus tipos: simétrica y de
clave pública.
En el caso del criptosistema de César puede observarse que la sustitución de caracteres
uno a uno tiene un análisis muy sencillo desde el punto de vista de un adversario sin más
que usar métodos estadísticos muy básicos. Si en un mensaje cifrado mediante dicho
criptosistema aparece un carácter con mucha frecuencia, eso nos lleva a pensar que dicho
carácter es uno que, en el idioma en el que está escrito el mensaje original, es un carácter
muy común. Por ejemplo, si en un texto cifrado aparece con mayor frecuencia la letra J, ello
podría indicar que dicha letra estaría sustituyendo a una A o una E, con lo que fácilmente
podríamos inducir fácilmente la clave del mismo. Un razonamiento similar puede usarse
incluso con grupos de dos letras. Este hecho nos lleva a considerar una forma de cifrado
diferente, como es la de sustituir bloques completos de texto original por otros, con lo que
nace la Criptografía por bloques. En este ámbito podemos distinguir dos tipos esenciales:
la Criptografía Simétrica y la Asimétrica o de Clave Pública.
Criptografía Simétrica:
La criptografía simétrica es aquella que utiliza un sistema de cifrado para cifrar y
descifrar un mensaje utilizando únicamente una clave secreta. Se puede observar en
la gura 1.1 como el eje de simetría divide al sistema en dos completamente iguales,
CAPÍTULO 1. TRATAMIENTO DIGITAL DE LA COMUNICACIÓN 3
esto ilustra el hecho del porqué se le da el nombre de criptografía simétrica.
Este tipo de criptografía sólo utiliza una llave para cifrar y descifrar, esto es: si yo
cifro un mensaje m con una clave secreta k entonces el mensaje cifrado resultante
m′ únicamente lo voy a poder descifrar con la misma clave secreta k.
El problema de este sistema criptográco es que además de la necesidad de generar
claves privadas distintas para cada uno de los receptores, es el modo de compartir
dichas claves privadas al receptor sin comprometer la condencialidad de las mis-
mas. Estos problemas se resuelven de cierta manera con criptografía asimétrica.
Criptografía Asimétrica
Si se observa la gura 1.2, que ilustra la idea de criptografía de clave pública, se
puede ver claramente que no existe simetría en ella, ya que de un lado de la gura
se cifra o descifra con una clave pública y en el otro lado con una clave privada.
Algunos ejemplos de este tipo de criptografía son RSA y ElGamal.
Veamos la solución al problema del intercambio de claves que presenta la criptogra-
fía simétrica: Lo que se hace es que se toma la clave pública de la persona a la que
se le va a enviar el mensaje y se cifra con un sistema asimétrico la clave secreta, esto
implica que sólo la persona poseedora de la clave privada pueda descifrar lo que se
está enviando y con ello tener la clave secreta, tal y como se muestra en la gura 1.2.
Dicho procedimiento lo explicaremos mas detalladamente en capítulos posteriores.
Figura 1.1: Criptografía simétrica
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Figura 1.2: Criptografía asimétrica
4. Codicación a binario.
El objetivo de este trabajo n de máster es el desarrollo de diferentes sistemas de
encriptación como son el RSA y ElGamal. En cada capítulo haremos una descripción
detallada de cada uno de ellos, además de crear un programa desde cero para su im-
plantación en Wolfram Mathematica. Realizaremos ejemplos de su uso en la vida real
y para ello necesitaremos codicar el mensaje que se desea enviar al receptor a binario.
El objetivo de este capítulo es el desarrollo de un pequeño programa que convierta cual-
quier mensaje compuesto por letras y números en una cadena compuesta por unos y ceros.
El contenido del mensaje se compone de una secuencia de caracteres. Los caracteres
representan letras del alfabeto, puntuación, etc. Pero el contenido se almacena en un or-
denador como una secuencia de bytes, que son valores numéricos. La forma en que la
secuencia de bytes se convierte en caracteres depende de la clave que se haya utilizado
para codicar el texto. En este contexto, esa clave se denomina codicación de caracteres.
Dicho método es el que utilizamos para convertir un carácter de un lenguaje natural como
puede ser el alfabeto en un símbolo de otro sistema de representación. En nuestro caso
convertiremos cada carácter en un número aplicando una serie de normas de codicación.
Los principales tipos de codicación de carácteres son Base64 y ASCII:
Base64: es un sistema de numeración posicional que usa 64 como base para repre-
sentar los carácteres A-Z, a-z y 0-9. Esto ha propiciado su uso para codicación de
correos electrónicos, PGP y otras aplicaciones. También es denominado Radix-64
ASCII (Código Estándar Estadounidense para el Intercambio de Información): es
un código basado en el alfabeto latino. En la actualidad dene códigos para 32
caracteres no imprimibles, de los cuales la mayoría son caracteres de control que
tienen efecto sobre cómo se procesa el texto, más otros 95 caracteres imprimibles que
les siguen en la numeración. Casi todos los sistemas informáticos actuales utilizan el
código ASCII o una extensión compatible para representar textos y para el control
de dispositivos que manejan texto como el teclado.
El tipo de codicación ASCII es en el que nos centraremos y usaremos en este trabajo.
A medida que la tecnología avanzó se desarrollaron variantes de este código para incluir
caracteres del alfabeto latino y se le denominó ASCII extendido. Por lo tanto, la tabla de
código que utilizaremos será la siguiente:
CAPÍTULO 1. TRATAMIENTO DIGITAL DE LA COMUNICACIÓN 5
Una vez que nuestro mensaje, que estaba compuesto por una cadena de caracteres, lo
hemos codicado en una secuencia de números como en el siguiente ejemplo:
Mensaje: "Hola, hemos codicado en ASCII"
Codicado: 72, 111, 108, 97, 44, 32, 104, 101, 109, 111, 115, 32, 99, 111, 100,
105, 102, 105, 99, 97, 100, 111, 32, 101, 110, 32, 65, 83, 67, 73, 73
El siguiente paso que trataremos en este capítulo será convertir cada uno de los nú-
meros de la secuencia en código binario y así obtener una cadena de ceros y unos. Dicha
cadena será a que codicaremos utilizando diferentes tipos de criptosistemas como el RSA
o ElGamal.
5. Desarrollo del programa en Wolfram Mathematica.
Debemos tener en cuenta que para pasar el mensaje que queremos enviar a binario
necesitaremos convertir el texto en una cadena de caracteres, asociar cada cada carácter
a un número y posteriormente pasar ese número a binario.
El objetivo de la siguiente función es convertir cualquier texto en un número compuesto
por ceros y unos, para ello cada carácter del texto es convertido a binario y una vez
obtenidos todos se unen para formar un único número.
Mensaje[m_]:=Module[{l}, l = {};
l = Map[FromDigits,Partition[Flatten[Map[Abinario8,Map[IntegerDigits[#, 2]&,
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ToCharacterCode[m]]]],UpTo[120]]];
Return[l]]
Esta función auxiliar ha sido creada para solventar el problema de que al pasar cada
carácter a binario, algunos tenían longitud 7 y otros 8. Con ella, unicamos todas las
longitudes a 8 añadiendo los ceros necesarios para que a la hora de realizar el procedimiento
inverso poder dividir el número en cadenas iguales de longitud 8.
Abinario8[l_]:=Module[{n}, n = l;
While[Length[n] < 8, n = Prepend[n, 0]];
Return[n]]
El objetivo de la siguiente función es que dado un número compuesto por ceros y unos,
lo divida en cadenas de 8, cada cadena binaria la convierta en número y posteriormente
a su carácter asociado.
Descifrar[c_]:=Module[{m},m = {};
m = Map[FromCharacterCode,Map[FromDigits[#, 2]&,
Partition[Flatten[Normalizar[Flatten[IntegerDigits[c]]]], 8]]];Return[m]]
Esta función nos asegura que cada numero compuestos de ceros y unos tenga longitud
120, añadiéndole a la izquierda tantos ceros como sea necesario.
Normalizar[n_]:= Module[{c},c=n;
While[Length[c]<120, c = Prepend[c,0]];
Return[c]]
Como el texto puede ser tan largo como se desee, será dividido en bloques de 120, esta
función descifra cada bloque de 120 y obtiene el mensaje de texto inicial.
Código[c_]:=Map[Descifrar, c]
6. Ejemplos.
El siguiente mensaje lo utilizaremos en capítulos siguientes ya que no es muy largo y
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Código[{1000101011010100110010101101101011100000110110001101111001000000111
0000011100100111010101100101011000100110000100101110}]
{{E, j, e,m, p, l, o, , p, r, u, e, b, a, .}}
Aun así como hemos indicado, este pequeño programa codica cualquier tipo de texto
con caracteres como puedes ser:
















{{L, a, , c, o, n, t, r, a, s, e, ñ, a, , e}, {s, :, , 2, 4, 9, 2, ., , I, n, t, r, o, d}, {u, c, i, r, , e, n, , e, l, , o, r, d, e},





Este sistema de clave pública fue diseñado en 1977 por los profesores del MIT (Massa-
chusetts Institute of Technology) Ronald R. Rivest, Adi Shamir y Leonard M. Adleman,
de ahí las siglas con las que es conocido. Desde entonces, este algoritmo de cifrado se ha
convertido en el prototipo de los de clave pública.
El RSA es un criptosistema de clave pública que sirve tanto para encriptar mensajes
como para autenticación de documentos o transacciones (rmas digitales). Este cripto-
sistema basa su seguridad en que no existe una manera rápida y sencilla de factorizar
cantidades que son producto de dos números primos grandes.
2. Algorítmo
Se seleccionan dos números primos largos p y q de forma aleatoria y se calcula el
producto de n = p ∗ q. A este n se le denomina módulo.
Denimos la Función ϕ como
ϕ(n) = (p− 1) ∗ (q − 1) (2.1)
Calculamos un número e que esté dentro del rango 1 ≤ e ≤ (p − 1)(q − 1) tal que
cumpla:
m.c.d(e, ϕ(n)) = 1 (2.2)
Se elige un número d, menor que el valor de n usando el algoritmo extendido de
Euclides con u y v tales que e ∗ u+ ϕ(n) ∗ v = 1
d = u mod ϕ(n) es el inverso de e módulo ϕ(n) (2.3)
A d y e se les conoce como los exponentes privado y público respectivamente.
La clave pública la formarán la pareja (n, e).
La clave privada viene dada por (n, d).
Con la clave pública procederíamos a encriptar el mensaje deseado y con la clave
privada se desencriptaría.
9
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El factor p y q debe ser guardado en secreto o ser destruido para evitar que cualquiera
intente descifrar el mensaje, ya que podría obtener la clave privada.
Cifrado con RSA:
Denición 1. Dado el mensaje m tal que 0 < m ≤ n − 1, que queremos enviar a
un receptor, llamamos c al código o mensaje cifrado. Dicho mensaje codicado se
calcula de la siguiente forma:
C(m) = me mod n. (2.4)
Descifrado RSA:
Denición 2. Dado el mensaje cifrado c obtendremos el mensaje inicial m mediante
el descifrado con RSA de la siguiente forma:
D(c) = cd mod n. (2.5)
Una vez visto el algoritmo a seguir en el desarrollo de este sistema de criptografía,
veamos que funciona correctamente. Para ello demostraremos el siguiente teorema que la
correcta denición del algoritmo en su descifrado:
Teorema 1. En las condiciones denidas anteriormente, se cumple que:
D(C(m)) = mde ≡ m mod n. (2.6)
Demostración. Recordemos que:
e ∗ d ≡ 1 mod φ(n)
m ∈ Z∗n
mφ(n) ≡ 1 mod n
Entonces se tiene que:
D(C(m)) = med = m1+kφ(n) = m(mφ(n))k mod ≡ m mod n. (2.7)
3. Seguridad
La seguridad del criptosistema depende del tamaño de n. Cuanto mayor sea el ta-
maño del módulo mejor será la seguridad del criptosistema. Pero el tamaño de n inuye
negativamente en la velocidad de las operaciones del RSA, dado que los cálculos se rea-
lizan módulo un número muy grande y los algoritmos que soportan dichas operaciones
tienen una complejidad que depende directamente de la longitud del número entero que
determina dicho módulo.
Presumiblemente es difícil obtener la clave privada, d, a partir de la clave pública
(n, e). Si pudiéramos factorizar n en p y q, podríamos obtenerla. La seguridad de RSA se
basa en la idea de que esta factorización es sumamente complicada de realizar.
Debido a que sólo el receptor conoce la clave secreta d, solamente él puede desencrip-
tarlo. Es responsabilidad suya el guardar dicha clave secreta.
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4. Diagrama de funcionamiento y pequeño ejemplo
De este modo, un ejemplo de su funcionamiento para un caso simple que nos permite
calcularlo sin necesidad de un programa, sería el siguiente:
Ejemplo 2. Pequeño ejemplo
1. p = 11, q = 23 (elección de dos números primos)
2. n = p ∗ q = 253
3. φ(n) = (3− 1) ∗ (5− 1) = 220
4. Sea e = 3 entonces d = 147 ya que e ∗ d = 3 ∗ 147 = 441 mod 8 = 1
5. Clave privada (253, 147)
6. Clave pública (253, 3)
7. Tomamos un mensaje fácil, por ejemplo m = 24
8. El cifrado C(m) = C(24) = me mod n; c = 243 mod 253 = 162
9. Para descifrar D(c) = D(162) = cd mod n; m = 162147 mod 253 = 24.
Veamos un diagrama de cómo sería el funcionamiento del algoritmo paso a paso si-
guiendo las etapas de su desarrollo.
Observación 2. Diagrama RSA
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5. Implementación en Mathematica
Sistema criptográco de clave pública (RSA.)
Fun1[a_, b_]:=Module[{p, q, n, e, d}, p = 0; q = 0;n = 0; e = 0; d = 0;
p = RandomInteger[{a, b}];While[PrimeQ[p]==False, p = p+ 1];
q = RandomInteger[{a, b}];While[PrimeQ[q]==False, q = q + 1];
n = p ∗ q;
e = RandomInteger[{2, ((p− 1) ∗ (q − 1))}];While[PrimeQ[e]==False, e = e+ 1];
d = PowerMod[e,−1, ((p− 1) ∗ (q − 1))];
Return[{n, e, d}]]
Esta función genera dos números aleatorios p y q contenidos en el intervalo (a, b),
multiplica ambos para obtener n y calcula e y d como hemos explicado en el apartado
anterior donde se desarrolla el algoritmo. Así pues, sus elementos de entrada son a y b
enteros y sus elementos de salida n, e y d.
Exigiendo que e sea primo nos aseguramos del hecho de que e y (p − 1) ∗ (q − 1) =
φ(n) tengan máximo común divisor 1, tal y como se establece en la construcción del
criptosistema.
Si construimos los primos de la forma p = 2 ∗ r1 + 1, q = 2 ∗ r2 + 1, con r1 y r2 primos,
entonces, la generación de e puede ser hecha sin más que generar un número aleatorio
entre 2 y el menor de r1 y r2, dado que la factorización de (p− 1) ∗ (q − 1) en este caso
será 22 ∗ r1 ∗ r2 y así, inmediatamente, e y (p− 1) ∗ (q− 1) no tendrían factores comunes
más allá de 1.
CifradoRSA[m_, n_, e_]:=Module[{c}, c = 0;
c = PowerMod[m, e, n];
Return[c]]
Función que cifra el mensaje m según la denición 1.
Si el mensaje que se desea cifrar esta compuesto por mas de un bloque de longitud
120, se utilizaría la siguiente función:
CifradoRSAcadena[lm_, n_, e_]:= Map[CifradoRSA[#, n, e]&, lm]
DescifradoRSA[c_, d_, n_]:=Module[{m},m = 0;
m = PowerMod[c, d, n];
Return[m]]
Función que descifra el código cifrado c según la denición 2.
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Al igual modo si el mensaje cifrado está compuesto por mas de un bloque se utilizaría
la siguiente función:
DescifradoRSAcadena[lc_, d_, n_]:=Map[DescifradoRSA[#, d, n]&, lc]
6. Implementación de un caso real en Mathematica
Veamos ahora su uso en un caso real, en el que los números elegidos son de mayor
magnitud. Como hemos visto en el capítulo anterior, el mensaje será un número compues-
tos por 0 y 1 ya que ha sido convertido a código binario. Así pues utilizando el sistema
de encriptación RSA quedaría de la siguiente forma :
Primero para gran seguridad del sistema generamos dos primos aleatorios en el inter-






















En nuestro caso vamos a cifrar el mensaje "Ejemplo prueba" que una vez pasado el





Para ello introducimos el mensaje m y los datos calculados en el paso anterior n y e.
























Este código cifrado es el que enviaremos al receptor que conocerá la clave privada
(n, d) y utilizando la función DescifradoRSA y dicha clave privada obtendrá el mensaje
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Una vez que el receptor obtiene el mensaje descifrado en binario solo quedaría pasarlo




"E", "j", "e", "m", "p", "l", "o", " ", "p", "r", "u", "e", "b", "a", "."

Capítulo 3
El Criptosistema de ElGamal
1. Introducción
El criptosistema de clave pública ElGamal se basa en la función unidireccional expo-
nencial discreta. Este criptosistema ha servido de base para la denición de un algoritmo
de rma alternativo al RSA. Fue descrito por Taher Elgamal en 1984 y se usa en software
GNU Privacity Guard, versiones recientes de PGP, y otros sistemas criptográcos. Este
algoritmo no esta bajo ninguna patente lo que lo hace de libre uso. Su seguridad se basa
en la intratabilidad computacional del problema del logaritmo discreto (DLP).
El problema del logaritmo discreto consiste en:
Denición 3. Consideremos el grupo cíclico Z∗p de orden p − 1, un elemento primitivo
α ∈ Z∗p y otro elemento β ∈ Z∗p. El problema del logaritmo discreto (PLD) es el problema
de determinar el entero 1 ≤ x ≤ p− 1 tal que:
αx ≡ β mod p. (3.1)
El procedimiento de cifrado (y descifrado) está basado en cálculos sobre un grupo
cíclico cualquiera G, lo que lleva a que la seguridad del mismo dependa de la dicultad
de calcular logaritmos discretos en G.
Denición 4. Para el problema generalizado del logaritmo discreto tomamos un grupo
cíclico nito G con la operación ◦ y cardinal n. Consideremos un elemento primitivo
α ∈ G y otro elemento β ∈ G. El problema del logaritmo discreto consiste en encontrar
el entero x, donde 1 ≤ x ≤ n, tal que:
β = α ◦ α ◦ · · · ◦ α = αx. (3.2)
2. ElGamal y RSA: Diferencias.
Las principales diferencias entre los criptosistemas RSA y ElGamal son:
RSA es un algoritmo determinista, dado un mensaje cualquiera, el resultado de
encriptarlo con una misma clave es siempre el mismo. ElGamal es un algoritmo
probabilista dado que el uso de una misma clave para encriptar un mensaje, no ofrece
siempre el mismo resultado puesto que este depende de un parámetro aleatorio, tal
y como puede observarse en la denición de la función de encriptado.
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El algoritmo ElGamal es más lento en el proceso de cifrado y descifrado porque
genera más de una clave pública. De hecho el criptosistema de ElGamal se piensa
que tiene una fortaleza menor en lo que se reere a ataques por fuerza bruta.
El algoritmo de RSA se basa en la dicultad computacional de factorizar grandes
primos (recuperar p y q de n = p∗q), mientras que el algoritmo de ELGamal se basa
en la dicultad computacional de resolver el problema logaritmo dicreto (PLD) en
grupos cíclicos (recuperar x de αx ≡ β). Debido a esto La encriptación RSA es mas
rápida que ElGamal pero la desencriptación es mas lenta.
RSA está completamente estandarizado y prácticamente todas las implementaciones
son compatibles entre sí. ElGamal tiene una amplia gama de implementaciones,
utilizando diferentes representaciones y grupos algebraicos, la mayoría de los cuales
son incompatibles entre sí. Algunos de estos están realmente estandarizados.
ElGamal puede ser implementado usando curvas elípticas, aumentando su eciencia
y disminuyendo la longitud de las claves. RSA no puede hacerse mas eciente.
3. Algorítmo
Se genera un numero primo p cualquiera de gran longitud tal que el logaritmo
discreto no es soluble en un tiempo asumible en Z∗p, es decir, que p − 1 tenga un
factor primo lo sucientemente grande para que el problema logarítmico discreto
sea difícil de resolver. Además un generador g del grupo cíclico Z∗p.
Sea, además, un generados g tal que para su cálculo, usamos la siguiente denición:
Teorema 2. g es generador de Z∗p si dada la factorización de p− 1 = q
e1
1 · · · qerr se
verica que g
p−1
qi módulo p es distinto de 1, para todo i = 1, · · · , r.
Seleccionar un número aleatorio a tal que 1 < a < p−1 y se calcula gap = ga mod p.
La clave pública será (p, g, gap).
La clave privada será a, donde a = loga gap mod p con lo que el criptosistema es
seguro siempre que sea difícil hallar el logaritmo discreto.
Con la clave pública procederíamos a encriptar el mensaje deseado y con la clave
privada se desencriptaría.
Cifrado ElGamal:
Denición 5. Dado el mensaje m tal que 0 ≤ m ≤ p que queremos enviar a un
receptor y gap = ga mod p. Si escogemos al azar k tal que 1 < k < p−1, el mensaje
codicado viene dado por la siguiente tupla:
Ck(m) = (h, c) donde, (3.3)
h = gk mod p
c = m ∗ (gap)k mod p.
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Descifrado ElGamal:
Denición 6. Dada la tupla de cifrado (h, c) y conocida la clave privada a, se
calcula s = ha mod p y s−a = s−1 mod p. El mensaje inicial m se calcula de la
siguiente forma:
D(h, c) = s−a ∗ c mod p. (3.4)
Una vez visto el algoritmo a seguir en el desarrollo de este sistema de criptografía,
veamos que funciona correctamente. Para ello demostraremos el siguiente teorema que la
correcta denición del algoritmo en su descifrado:
Teorema 3. En las condiciones denidas anteriormente se cumple que:
D(Ck(m)) = s
−a ∗m ∗ (gap)k ≡ m mod p (3.5)
Demostración. Veamos que se cumple s−a ∗ c mod p = m mod p:
s−a ∗ c mod p = (gk)−a ∗ (gap)k ∗m mod p
(gk)−a ∗ (gap)k ∗m mod p = g−ak ∗ (ga)k ∗m mod p
g−ak ∗ (ga)k ∗m mod p = (ga)−k ∗ (ga)k ∗m mod p
(ga)−k ∗ (ga)k ∗m mod p = m mod p.
Observación 3. Hemos denido s−a como el inverso de sa módulo p. Por el pequeño
teorema de Fermat se demuestra que s−a = sp−1−a y lo podemos aplicar.
Teorema 4. (Pequeño teorema de Fermat.)
Si p es un número primo, entonces, para cada número natural a, con a > 0, coprimo con
p, ap−1 ≡ 1 mod p.
4. Seguridad
En las rmas digitales que es muy utilizado, un tercero puede falsicar rmas si en-
cuentra la clave secreta a del rmante. Se considera que este problema son sucientemente
difícil. El rmante debe tener cuidado y escoger una clave diferente de forma uniforme-
mente aleatoria para cada rma. Así asegura que clave o aún información parcial sobre la
clave no es deducible. Malas selecciones de claves pueden representar fugas de información
que facilitan el que un atacante deduzca la clave secreta. En particular, si dos mensajes
son enviados con el mismo valor de la clave escogida entonces es factible deducir el valor
de la clave secreta. Un adversario con la habilidad de calcular logaritmos discretos podría
ser capaz de romper un cifrado ElGamal. Sin embargo, en la actualidad, el algoritmo de
computación de logaritmos discretos es subexponencial y por tanto, resulta complicado
realizar tal tarea en números grandes en un tiempo razonable.
Este hecho de elegir distintos k en cada cifrado es por el siguiente motivo:
Observación 4. Supongamos que m1 se cifra por (g
k,m1 ∗ (ga)k) y un segundo mensaje
m2 se cifra por (g
k,m2 ∗ (ga)k). Si dividimos los segundos miembros tenemos que
m1 ∗ (ga)k ∗ (m2 ∗ (ga)k)−1 = m1 ∗m−12 mod p
Con lo que si un atacante que conociese que se han grabado los dos encriptados y cono-
ciese el desencriptado de uno de ellos, por ejemplo, el de m1, simplemente dividiendo los
segundos miembros, obteniendo un valor x y después sabiendo que x = m1 ∗m−12 mod p,
podría conocer el valor de m2 sin conocer el valor secreto a.
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5. Diagrama de funcionamiento y pequeño ejemplo
Observación 5. Diagrama ElGamal
De este modo, un ejemplo de su funcionamiento para un caso simple que nos permite
calcularlo sin necesidad de un programa, sería el siguiente:
Ejemplo 3. Pequeño ejemplo.
1. Se elige un primo p = 17 (suponemos que p− 1 = 16 tiene un factor primo grande lo
cual no es cierto). Además, sea g = 3 un generador aleatorio del grupo cíclico Z∗17.
2. Seleccionamos a = 6 un número aleatorio tal que 1 < a < p − 1 y calculamos gap =
ga mod p = 36 mod 17 = 15.
3. La clave pública será (17,3,15).
4. La clave privada será 15.
5. Tomamos un mensaje fácil, m = 9 (el cual está entre 1 y p− 1)
6. Generamos k = 5 aleatorio con 2 ≤ k ≤ p − 1, entonces el mensaje codicado será
Ck(m) = C5(9) = (h, c) donde:
h = gk mod p = 35 mod 17 = 5;
c = (gap)k ∗m mod p = 155 ∗ 9 mod 17 = 1.
Por lo que Ck(m) = C5(9) = (5, 1)
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7. Para descifrar el código usaremos la clave privada a = 6 y el Pequeño teorema de
Fermat:
D(h, c) = s−a ∗ c mod p;D(h, c) = sp−1−a ∗m mod p.
Por tanto, m = 510 ∗ 1 mod 17 = 9.
6. Implementación en Mathematica
Criptosistema de ElGammal
Fun1[a_, b_]:=Module[{p, pp, g}, p = 0; pp = 0; g = 2;
While[PrimeQ[pp] == False, p = RandomInteger[{a, b}];While[PrimeQ[p]==False, p = p+ 1];
pp = 2 ∗ p+ 1];
While[g < pp, If[PowerMod[g, p, pp]!=1&&PowerMod[g, 2, pp]!=1,Return[{pp, g}], g++]]]
En esta primera función generamos un primo p aleatorio en el intervalo (a, b), además
de calcular un generador g de Z∗p de la siguiente forma:
Sea p primo. Sea ahora p′ = 2p+ 1. Si p′ es un primo me quedo con él. Si no, empiezo
generando un nuevo p.
Despejando p′ − 1 = 2p.
Así un generador de Z∗p, g, se calcula comprobando:
g
p′−1
2 ≡′p gp 6≡p′ 1;
g
p′−1
p ≡′p g2 6≡p′ 1.
Así pues el elemento de entrada será el intervalo (a, b) y el de salida la tupla (p, g).
Fun2[p_, g_]:=Module[{a, gap}, a = 0; gap = 0;
a = RandomInteger[{1, p− 1}];
gap = PowerMod[g, a, p];
Return[{gap, a}]]
En esta segunda función generamos de forma aleatoria la clave privada a y calculamos
el número gap. Por tanto el elemento de entrada es la tupla ya calculada (p, g) y el de
salida será la pareja formada por la cave pública y la clave privada (gap, a).
CifradoGAMAL[m_, p_, g_, gap_]:=Module[{k, h, c}, k = 0;h = 0; c = 0;
k = RandomInteger[{1, p− 1}];
h = PowerMod[g, k, p];
c = Mod[(m ∗ (gap)∧k), p];
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Return[{h, c}]]
Función que cifra el mensaje m según la denición 4.
Si el mensaje que se desea cifrar esta compuesto por mas de un bloque de longitud
120, se utilizaría la siguiente función:
CifradoGAMALcadena[lm_, p_, g_, gap_]:=Map[CifradoGAMAL[#, p, g, gap]&, lm]
DescifradoGAMAL[hc_, p_, a_]:=Module[{h, c, s, s1,m}, h = First[hc]; c = Last[hc];
s = 0; s1 = 0;m = 0;
s = PowerMod[h, a, p];
s1 = PowerMod[s,−1, p];
m = Mod[s1 ∗ c, p];
Return[m]]
Función que descifra el código (h, c) según la denición 5.
Al igual modo si el mensaje cifrado está compuesto por mas de un bloque se utilizaría
la función siguiente:
DesifradoGAMALcadena[lc_, p_, a_]:=Map[DescifradoGAMAL[#, p, a]&, lc]
7. Implementación de un caso real en Mathematica
Veamos ahora su uso en un caso real, en el que los números elegidos son de mayor
magnitud. Como hemos visto en el capítulo anterior, el mensaje será un número compues-
tos por 0 y 1 ya que ha sido convertido a código binario. Así pues utilizando el sistema
de encriptación ElGamal quedaría de la siguiente forma :
Primero para gran seguridad del sistema generamos un primo aleatorio en el intervalo
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En el segundo paso calculamos el valor de gap y generamos el número aleatorio a entre













En nuestro caso vamos a cifrar el mensaje "Ejemplo prueba" que una vez pasado el men-





Para ello introducimos el mensajem y los datos calculados en los pasos anteriores p, g y
gap que son la clave pública. Dicha función nos devolverá el código cifrado Ck(m) = (h, c)
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Este código cifrado es el que enviaremos al receptor que conocerá la clave privada a
y utilizando la función DescifradoELGAMAL y dicha clave privada obtendrá el mensaje


















Una vez que el receptor obtiene el mensaje descifrado en binario solo quedaría pasarlo
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Capítulo 4
Criptosistema de ElGamal en cuerpos
nitos
1. Introducción
El objetivo de este capítulo es volver a desarrollar el sistema de cifrado y descrifrado
de ElGamal pero en un nuevo ámbito diferente, en extensiones nitas de cuerpos nitos.
Para ello determinaremos la estructura de los cuerpos nitos, probaremos en primer lugar
que todo cuerpo nito tiene pn elementos, donde p es la característica del cuerpo y n
cierto natural. Después veremos que para cada natural n y cada primo p existe un único
cuerpo (salvo isomorsmos) de pn . A este cuerpo se le llama cuerpo de Galois de orden
pn y se le representa por GF (pn) (las letras G y F son las iniciales de "Galois Field").
Denición 7. Un anillo en el que todo elemento no nulo es invertible se denomina cuerpo.
Diremos que un cuerpo es nito si tiene un número nito de elementos.
Una vez introducida la fundamentación teórica veremos como tratar el mensaje que se
quiere enviar al receptor y desarrollaremos el algoritmo de encriptación de ElGamal para
grupos nitos y su implementación en Mathematica, además de un ejemplo de un caso
real.
2. Estructura de un cuerpo nito
Todo cuerpo nito de característica p (para cierto primo p) tiene orden potencia de p.
Lema 1. Sea F ≤ E una extensión de grado n, con #F = q ∈ N. Entonces #E = qn.
Demostración. Sea α1, ..., αn una base de E como espacio vectorial sobre F . Cada ele-
mento u ∈ F se escribe de forma única como u = u1α1 + · · · + unαn, con u1, ..., un ∈ F .
Como cada ui puede ser uno de los elementos de F , es decir, hay q diferentes u1, ..., un, el
número total de elementos de E es qn.
Lema 2. Si E es un cuerpo nito, entonces #E = pn, para cierto n ∈ N, donde p es la
característica de E.
Demostración. Si E tiene característica p, existe un subcuerpo F de E que es isomorfo a
Zp. Ahora aplicamos el resultado anterior a F ≤ E, que es una extensión nita de grado,
digamos n, y tenemos que #E = pn.
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Teorema 5. Un cuerpo nito E de pn elementos es (salvo isomorsmos) el cuerpo de
descomposición del polinomio xp
n − x ∈ Zp[x].
Demostración. Sea E un cuerpo con pn elementos, donde p es su característica. El par
(E∗, ·), formado por los elementos no nulos de E y el producto del cuerpo, es un grupo
con pn − 1 elementos. Consideremos α ∈ E∗. Como el orden α en (E∗, ·) divide al orden
de (E∗, ·), que es pn − 1, αpn−1 = 1. Si multiplicamos por α esta igualdad tenemos que
αp
n
= α. Si ahora consideramos el polinomio xp
n − x ∈ Zp[x], por lo que acabamos de
demostrar, resulta que α es un cero de dicho polinomio. Así, todos los elementos de E
son ceros de dicho polinomio que, como tiene grado pn, tiene a lo sumo pn ceros en E.
Esto nos dice que los elementos de E son los ceros de tal polinomio y el resultado queda
probado.
Denición 8. Un elemento α perteneciente a un cuerpo es una raíz n-ésima de la unidad
si αn = 1. Si αm 6= 1, cualquiera que sea el natural m < n, se dice que α es una raíz
primitiva n-ésima de la unidad.
3. Existencia de GF (pn)
Lema 3. Sea F un cuerpo nito de característica p. Entonces f(x) = xp
n − x ∈ F [x]
tiene pn ceros distintos en el cuerpo de descomposición K de f(x) sobre F (F ≤ H ≤ F̄ ).
Demostración. Veamos que la multiplicidad de cada cero de f(x) en K es 1. Sea α 6= 0
un cero de g(x). Como α es no nulo, será también un cero de g(x) = xp
n−1 − 1, luego







n−4 + · · ·+ αpn−3x+ αpn−2.







, luego h(α) = [(pn−1)∗1]α−1 6= 0, lo que concluye la demostración.
Teorema 6. Para cada primo p y cada natural n existe un cuerpo que tiene pn elementos.
Demostración. Sea K ≤ Z̄p el cuerpo de descomposición de f(x) = xp
n − x ∈ Z[x] sobre
Zp, y sea F el subconjunto de K formado por todos los ceros (en K) de f(x). Es inmediato
probar que F es cerrado para la suma, el opuesto, el producto y el inverso; además 0 y
1 están en F , lo que demuestra que F es un cuerpo, subcuerpo de K, que contiene a Zp.
Como K es el menor subcuerpo de Z̄p que contiene a Zp y a las raices de f(x), K = F .
Además, por el resultado anterior, todos los ceros de f(x) tienen multiplicidad 1, luego
#F = pn.
Denición 9. Para cada primo p y cada natural n existe un cuerpo que tiene pn elementos
y es el cuerpo de descomposición de xp
n − x ∈ Z[x] (Teorema 6). Llamémosle GF (pn).
Además, si E es otro cuerpo con pn elementos, por el teorema 5, E es el cuerpo de
descomposición de xp
n − x sobre Z[x], luego GF (pn) y E son isomorfos, así que GF (pn)
es único salvo isomorsmos. A este cuerpo de orden pn, único salvo isomorsmos, se le
llama el cuerpo de Galois de orden pn.
Corolario 1. Sea F un cuerpo nito. Para cada natural n existe un polinomio irreducible
f(x) ∈ F [x] de grado n.
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4. Tratamiento de la información
Para el tratamiento de la información usando el criptosistema de ElGamal sobre ex-
tensiones de cuerpos hay que hacer algunas modicaciones respecto al capítulo anterior.
En primer lugar vamos a jar la notación para posteriormente programar eciente-
mente en Mathematica. Si GF (pn) con p primo es un cuerpo nito, entonces como hemos
indicado en las secciones anteriores, tiene asociado un polinomio primitivo tal que una
de sus raíces, s, genera la extensión, es decir, las potencias de s, constituyen todos los
elementos no nulos de GF (pn). Dicho polinomio tiene coecientes Zp y tiene grado n.
Pues bien, GF (pn) tiene estructura de espacio vectorial generado por la base B =
{1, s, ..., sn−1}. De este modo, cualquier elemento de GF (pn) se expresa de la forma
x0 + x1 ∗ s+ ....+ xn−1sn−1.
Como denimos en el capítulo 1, cada mensaje de texto es codicado a binario, es
decir, se convierte en una cadena de ceros y unos. Debido a esto es lógica la utilización
de p = 2 en el grupo nito GF (pn) ya que la relación entre {0, 1} y Z2 es evidente.
Por ello el tratamiento del mensaje se realizará de la siguiente forma, cada elemento del
mensaje codicado (01) sera un elemento de Z2 y n denirá la longitud en bits de cada
bloque. Debido a esto habrá que denir una función que nos divida el mensajes en bloques
bi ∈ GF (2n) en los que cada elemento del bloque pertenece a Z2
Ejemplo 4. Tratamiento de un mensaje.
Si tomamos un primo p = 2 y un natural n = 15, tendríamos que cada bloque bi ∈ GF (pn)
tendría longitud k = 15 bits en el que cada coordenada es un elemento de Z2.
En el caso de que el mensaje no complete el bloque de longitud n bits, se deberá
completar con tantos ceros a la izquierda como sean necesarios para obtener el bloque





Función que dado un mensaje te lo divide en bloques de longitud n bits.
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bloques[m_, n_]:= Module[{bloque, ultimo},
bloque = Partition[Flatten[IntegerDigits[m]], n];
ultimo = Last[Partition[Flatten[IntegerDigits[m]],UpTo[n]]];
While[Length[ultimo]!=n, ultimo = Prepend[ultimo, 0]];
Return[Append[bloque, ultimo]]]
mensajeb = bloques[mensajeL, n]
{{1, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0, 1, 0}, {0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 1, 0},
{1, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1}, {0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 1, 0, 0},
{0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 1}, {0, 0, 1, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 1, 1},
{0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1}, {0, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0}}
Los elementos de esta lista ya son los coecientes de los polinomios pertenecientes al
grupo nito GF (pn), a los que si le aplicamos la función "ElementToPolynomial" que
explicaremos en la siguiente sección quedarían de la siguiente forma:
Map[ElementToPolynomial[GF[p, n][#], x]&,mensajeb]
{1 + x4 + x6 + x8 + x9 + x11 + x13, x+ x2 + x5 + x7 + x9 + x10 + x12 + x13,
1 + x2 + x3 + x4 + x10 + x11 + x13 + x14, x3 + x4 + x6 + x7 + x8 + x9 + x12,
x4 + x5 + x6 + x12 + x13 + x14, x2 + x5 + x6 + x7 + x9 + x11 + x13 + x14,
x2 + x4 + x6 + x7 + x11 + x14, x+ x6 + x9 + x11 + x12 + x13}
Una vez cifrado el mensaje y enviado al receptor siguiendo los pasos del algoritmo de
ElGamal explicados en el capítulo anterior con sus respectivas claves públicas y privadas
obtendremos en el descifrado polinomios de GF (pn), de los que habrá que tomar sus
coecientes para obtener el mensaje inicial.
Observación 6. El tratamiento de todos los elementos del grupo nito GF (pn) en el
programa de Mathematica será a través de sus coecientes, es decir, por ejemplo un po-
linomio p(x) = 1 + x + x4 + x6 ∈ GF (26) será representado por sus coecientes de la
siguiente forma: {1, 1, 0, 0, 1, 0, 1}.
Observación 7. Elección de p = 2.
Como hemos denotado al principio de la sección hemos tomado en el grupo nito GF (pn),
p = 2 ya que al proponer la codicación en binario es lógico que estos elementos (0
y 1) pertenezcan a Z2. Sin embargo el programa realizado en Mathematica siguiendo el
algoritmo de criptografía de ElGamal es genérico para cualquier elección de p primo ya
que en todos los resultados demostrados no se ha jado p.
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5. Implementación en Mathematica
Antes de utilizar el algoritmo de ElGamal para la encriptación del mensaje es necesa-
rio introducir y denir algunos conceptos previos.
Para poder operar con elementos de un grupo nito dado GF (pn) utilizaremos la
biblioteca "FiniteFields" en la que destacamos las siguientes funciones predenidas:
<< FiniteFields̀
p = 2 n = 6 GF[p, n]
La función GF indica el cuerpo nito GF (pn) donde introducimos el primo p y el
natural n.
GF[2, 6]
GF[2, {1, 0, 0, 0, 0, 1, 1}]
La siguiente función nos servirá para calcular un polinomio irreducible de cualquier
cuerpo nito que le introduzcamos.
FieldIrreducible[GF[2, 6], x]
1 + x5 + x6
La función "PowerList" nos dará una lista con los coecientes de los polinomios que
forman el cuerpo introducido. Para el ejemplo que estamos tomando quedaría de la si-
guiente forma:
PowerList[GF[2, 6]]
{{1, 0, 0, 0, 0, 0}, {0, 1, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 0}, {0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 1, 0},
{0, 0, 0, 0, 0, 1}, {1, 0, 0, 0, 0, 1}, {1, 1, 0, 0, 0, 1}, {1, 1, 1, 0, 0, 1}, {1, 1, 1, 1, 0, 1},
{1, 1, 1, 1, 1, 1}, {1, 1, 1, 1, 1, 0}, {0, 1, 1, 1, 1, 1}, {1, 0, 1, 1, 1, 0}, {0, 1, 0, 1, 1, 1},
{1, 0, 1, 0, 1, 0}, {0, 1, 0, 1, 0, 1}, {1, 0, 1, 0, 1, 1}, {1, 1, 0, 1, 0, 0}, {0, 1, 1, 0, 1, 0},
{0, 0, 1, 1, 0, 1}, {1, 0, 0, 1, 1, 1}, {1, 1, 0, 0, 1, 0}, {0, 1, 1, 0, 0, 1}, {1, 0, 1, 1, 0, 1},
{1, 1, 0, 1, 1, 1}, {1, 1, 1, 0, 1, 0}, {0, 1, 1, 1, 0, 1}, {1, 0, 1, 1, 1, 1}, {1, 1, 0, 1, 1, 0},
{0, 1, 1, 0, 1, 1}, {1, 0, 1, 1, 0, 0}, {0, 1, 0, 1, 1, 0}, {0, 0, 1, 0, 1, 1}, {1, 0, 0, 1, 0, 0},
{0, 1, 0, 0, 1, 0}, {0, 0, 1, 0, 0, 1}, {1, 0, 0, 1, 0, 1}, {1, 1, 0, 0, 1, 1}, {1, 1, 1, 0, 0, 0},
{0, 1, 1, 1, 0, 0}, {0, 0, 1, 1, 1, 0}, {0, 0, 0, 1, 1, 1}, {1, 0, 0, 0, 1, 0}, {0, 1, 0, 0, 0, 1},
{1, 0, 1, 0, 0, 1}, {1, 1, 0, 1, 0, 1}, {1, 1, 1, 0, 1, 1}, {1, 1, 1, 1, 0, 0}, {0, 1, 1, 1, 1, 0},
{0, 0, 1, 1, 1, 1}, {1, 0, 0, 1, 1, 0}, {0, 1, 0, 0, 1, 1}, {1, 0, 1, 0, 0, 0}, {0, 1, 0, 1, 0, 0},
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{0, 0, 1, 0, 1, 0}, {0, 0, 0, 1, 0, 1}, {1, 0, 0, 0, 1, 1}, {1, 1, 0, 0, 0, 0}, {0, 1, 1, 0, 0, 0},
{0, 0, 1, 1, 0, 0}, {0, 0, 0, 1, 1, 0}, {0, 0, 0, 0, 1, 1}}
La función "ReduceElement" como su nombre indica en inglés, dado un cuerpo nito
y los coecientes de cualquier polinomio lo reduce a un elemento perteneciente a dicho
cuerpo nito. En nuestro ejemplo, si queremos reducir el polinomio 1 + 5x2 + x3 + x4 a
un elemento del cuerpo nito GF (26) quedaría de la siguiente forma:
ReduceElement[GF[2, 6][{1, 0, 5, 1, 1}]]
{1, 0, 1, 1, 1, 0}2
Por último, otra función de gran utilidad es "ElementToPolynomial" que dado un
cuerpo nito y los coecientes de un polinomio perteneciente a dicho cuerpo te devuelve
el polinomio completo.
ElementToPolynomial[GF[2, 6][{1, 0, 1, 1, 1, 0}], x]
1 + x2 + x3 + x4
Además de estas funciones predenidas por la biblioteca "FiniteFields", será necesario
denir algunas más para seguir el algoritmo del criptosistema de ElGamal denido en el
capítulo anterior.
Primero vamos a calcular un polinomio primitivo de la extensión de cuerpos GF (pn)
dada, para ello utilizaremos el teorema 5:
Factorizamos xp
n − x ∈ Zp[x] y nos quedamos con los polinomios de grado n. Estos
pi[x] ∈ Zp[x] serán nuestros candidatos a polinomios primitivos.
Comprobamos para cada uno de los polinomios seleccionados y nos quedamos con
el primero que cumpla el siguiente teorema:
Teorema 7. Sea GF (pn) un grupo nito con p primo y n un natural cualquiera.
Sea K = pn − 1 el numero de elementos del grupo y {k1, k2, ..., ki} su factorización
en números primos. Si dado un polinomio p[x] ∈ Zp[x] cumple que:
x
K
k1 6≡ 1 mod p[x]
x
K




ki 6≡ 1 mod p[x]
Entonces p[x] ∈ Zp[x] es un polinomio primitivo de GF (pn).
Una vez que obtenemos un polinomio que cumple este teorema ya tendremos un po-
linomio primitivo de GF (pn), que llamaremos en nuestro programa de Mathematica
pprim.
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De esta forma el programa quedaría de la forma siguiente:
Primero obtenemos la factorización de los xp
n − x ∈ Zp[x] y nos quedamos con los de
grado igual a n.
FactoresGF[p_, n_]:=Module[{polaux, l, lfact}, polaux = x∧(p∧n)− x; lfact = {};
l = Map[First,FactorList[polaux,Modulus→ p]];
For[i = 1, i < Length[l], i++, If[Exponent[l[[i]], x] == n, lfact = Append[lfact, l[[i]]]]];
Return[lfact]
]
facts = FactoresGF[p, n]
{1 + x+ x6, 1 + x3 + x6, 1 + x+ x2 + x4 + x6, 1 + x+ x3 + x4 + x6, 1 + x5 + x6,
1 + x+ x2 + x5 + x6, 1 + x2 + x3 + x5 + x6, 1 + x+ x4 + x5 + x6}
PolinomioPrimitivo[p_, n_, listfact_]:=Module[{fact, lmod, pprim, i}, i = 2;
fact = Map[First,FactorInteger[p∧n− 1]];
lmod = While[MemberQ[Map[PolynomialMod[#, p]&,




pprim = PolinomioPrimitivo[p, n, facts]
1 + x+ x3 + x4 + x6
Una vez calculado el polinomio primitivo, vamos a denir la multiplicación y la po-
tencia de elementos dentro del grupo nito GF (pn):
Para la multiplicación, realizamos el producto de dos polinomios cualesquiera y al re-
sultado le aplicamos módulo el elemento primitivo.
multGF[p_, n_, pprim_, a_, b_]:=PolynomialMod[PolynomialMod[a ∗ b, pprim], p]
a = x∧6 + x∧4 + x+ 1
1 + x+ x4 + x6
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b = x∧7 + x∧6 + x∧3 + x
x+ x3 + x6 + x7
multGF[p, n, pprim, a, b]
1 + x+ x2 + x3
Para denir la potencia, utilizamos el algoritmo de la potencia rápida para reducir el
cálculo de multiplicaciones de un polinomio por si mismo:
Observación 8. Algoritmo de la potencia rápida:
El siguiente algoritmo recursivo calcula xn para un natural n dado.
xn =

x si n = 1
(x
n
2 )2 si n es par
x ∗ xn−1 si n es impar
Comparado con el método original de multiplicar x por sí mismo n−1 veces, este algo-
ritmo sólo utiliza log n multiplicaciones y acelera el cálculo de xn tremendamente; más o
menos de la misma forma que el algoritmo de la multiplicación acelera una multiplicación
sobre el método más lento de realizar una suma repetida.
potrapida[p_, n_, rp_, a_, b_]:=Module[{ac}, ac = 1;
If[b == 1,Return[a], If[EvenQ[b], ac = multGF[p, n, rp, (potrapida[p, n, rp, a, (b/2)]),
(potrapida[p, n, rp, a, (b/2)])],
ac = multGF[p, n, rp, a, (potrapida[p, n, rp, a, (b− 1)])]]];
Return[ac]
]
potrapida[p, n, pprim, a, 4]
1 + x3 + x5
Una vez denidas todas las funciones y herramientas que vamos a utilizar, procedemos
a la aplicación de el algoritmo de ElGamal para grupos nitos.
Primero denimos la función que genere la clave pública gap ∈ GF (pn) y la clave
privada a.
La clave privada a será un número aleatorio entre 1 y y el número de elementos del
grupo nito GF (pn), pn − 1.
La clave pública gap ∈ GF (pn) se calcula de la siguiente forma:
gap = xa mod pprim
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donde x es el generador de GF (pn) y pprim un polinomio primitivo de dicho grupo
nito.
Fun2[p_, n_, pprim_]:=Module[{a, gappol, gap}, a = 0;
a = RandomInteger[{1, p∧n− 1}];
gappol = potrapida[p, n, pprim, x, a];
gap = PolynomialToElement[GF[p, n], gappol];
Return[{gap, a}]]
Cifrado ElGamal:
Denición 10. Dado el mensaje m tal que m ∈ GF (pn) que queremos enviar a un
receptor y gap ∈ GF (pn) la clave pública. Si escogemos al azar k tal que 1 < k < pn − 1,
el mensaje codicado viene dado por la siguiente tupla:
Ck(m) = (h, c) ∈ (GF (pn)×GF (pn)) donde,
h = xk mod pprim
c = m ∗ (gap)k mod pprim.
CifradoGAMALGF[m_, p_, n_, pprim_, gap_]:=Module[{c, h, k},
k = RandomInteger[{1, p∧n− 1}];
h = PolynomialToElement[GF[p, n], potrapida[p, n, pprim, x, k]];
c = PolynomialToElement[GF[p, n],multGF[p, n, pprim, potrapida[
p, n, pprim,ElementToPolynomial[GF[p, n][gap], x], k],
PolynomialMod[ElementToPolynomial[GF[p, n][m], x], pprim]]];
Return[{h, c}]]
Descifrado ElGamal:
Denición 11. Dada la tupla de cifrado (h, c) ∈ (GF (pn)×GF (pn)) y conocida la clave
privada a, se calcula s = ha mod pprim y s−1 ∈ GF (pn) usando el algoritmo extendido
de Euclides. El mensaje inicial m ∈ GF (pn) se calcula de la siguiente forma:
D(h, c) = s−a ∗ c mod pprim.
DescifradoGAMAL[hc_, p_, n_, pprim_, a_]:=Module[{h, c, s, s1, s2,mpol,m},
h = ElementToPolynomial[GF[p, n][First[hc]], x];
c = ElementToPolynomial[GF[p, n][Last[hc]], x];
CAPÍTULO 4. CRIPTOSISTEMA DE ELGAMAL EN CUERPOS FINITOS 34
s = potrapida[p, n, pprim, h, a];
s1 = First[Last[PolynomialExtendedGCD[s, pprim, x,Modulus→ p]]];
mpol = multGF[p, n, pprim, s1, c];
m = PolynomialToElement[GF[p, n],mpol];
Return[m]]
6. Aplicación en un caso real
En nuestro caso vamos a cifrar el mensaje "Ejemplo prueba" que una vez pasado el







Vamos a aplicar el criptosistema de ElGamal en el grupo nito GF (215).
<< FiniteFields̀
p = 2 n = 15 GF[p, n]
Primero debemos dividir el mensaje en bloques bi ∈ GF (215).
mensajeLb = bloques[mensajeL, n]
{{1, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0, 1, 0}, {0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 1, 0},
{1, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1}, {0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 1, 0, 0},
{0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 1}, {0, 0, 1, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 1, 1},
{0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1}, {0, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0}}
Seguidamente, calculamos el polinomio primitivo pprim, para ello primero deberemos
obtener la factorización de los xp
n − x ∈ Zp[x] de grado igual n.
facts = FactoresGF[p, n]
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{1 + x+ x6, 1 + x3 + x6, 1 + x+ x2 + x4 + x6, 1 + x+ x3 + x4 + x6, 1 + x5 + x6,
1 + x+ x2 + x5 + x6, 1 + x2 + x3 + x5 + x6, 1 + x+ x4 + x5 + x6}
pprim = PolinomioPrimitivo[p, n, facts]
1 + x+ x3 + x4 + x6
Obtenemos la clave pública gap y la clave privada a.
Fun2[p, n, pprim]
{{0, 1, 0, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 1, 0}2, 10244}
gap = {0, 1, 0, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 1, 0} (polinomio de GF (pn))
a = 10244
Ciframos cada uno de los elementos (que son polinomios de GF (pn)) del mensaje
mensajeLb introduciendo la clave pública gap.
Map[CifradoGAMALGF[#, p, n, pprim, gap]&,mensajeLb]
{{{0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 1, 1, 1, 0, 1}2, {1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 1}2} ,
{{1, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 1, 1}2, {1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1, 0, 0}2} ,
{{1, 0, 0, 1, 1, 0, 1, 0, 0, 1, 1, 1, 0, 0, 1}2, {0, 0, 1, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 0}2} ,
{{1, 0, 1, 1, 1, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1}2, {0, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1}2} ,
{{1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0}2, {0, 1, 1, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 1, 1}2} ,
{{1, 1, 0, 0, 0, 0, 1, 1, 0, 1, 1, 1, 0, 0, 1}2, {1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0}2} ,
{{0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 1}2, {0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0}2} ,
{{0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1}2, {0, 1, 1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 1}2}}
Así obtenemos el código par enviar al receptor, formado por las tuplas (h, c) ∈
(GF (pn)×GF (pn)).
Codigo = {{{0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 1, 1, 1, 0, 1}, {1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 1}},
{{1, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 1, 1}, {1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1, 0, 0}},
{{1, 0, 0, 1, 1, 0, 1, 0, 0, 1, 1, 1, 0, 0, 1}, {0, 0, 1, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 0}},
{{1, 0, 1, 1, 1, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1}, {0, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1}},
{{1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0}, {0, 1, 1, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 1, 1}},
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{{1, 1, 0, 0, 0, 0, 1, 1, 0, 1, 1, 1, 0, 0, 1}, {1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0}},
{{0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 1}, {0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0}},
{{0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1}, {0, 1, 1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 1}}
Una vez que el receptor obtiene el código y dispone de la clave privada a, utiliza la
función "DesdifradoGAMAL" para desencriptar y obtener el mensaje inicial.
Map[DescifradoGAMAL[#, p, n, pprim, a]&,Codigo]
{{1, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0, 1, 0}2, {0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 1, 0}2,
{1, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1}2, {0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 1, 0, 0}2,
{0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 1, 1}2, {0, 0, 1, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 1, 1}2,
{0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1}2, {0, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0}2}
Una vez que el receptor obtiene el mensaje descifrado en binario solo quedaría unirlo
como una sola cadena de 0 y 1 y pasarlo a caracteres con la función explicada en el primer
capítulo. De este modo obtendríamos el mensaje inicial:
Codigo[10001010110101001100101011011010111000001101100011011110010000
001110000011100100111010101100101011000100110000100101110]
"E", "j", "e", "m", "p", "l", "o", " ", "p", "r", "u", "e", "b", "a", "."

Capítulo 5
Criptosistema de ElGamal en matrices
circulantes
1. Introducción
Al igual que en el capítulo anterior, el objetivo de este es volver a desarrollar el sitema
de cifrado y descifrado de ElGamal pero de nuevo en un ámbito diferente, en matrices con
coecientes en un cuerpo nito. Para ello deniremos una matriz cuadrada con elementos
pertenecientes a un cuerpo nito, consideraremos simplemente el caso de Zp, obteniendo
así el grupo cíclico que nos dan las potencias de dicha matriz. Probaremos que la matriz
elegida tiene inversa mediante la construcción de una matriz circulante y a partir de ella
generaremos el grupo cíclico.
Una vez introducida la fundamentación teórica veremos como tratar el mensaje que
se quiere enviar al receptor y desarrollaremos el algoritmo de encriptación de ElGamal
para matrices con coecientes en Zp y su implementación en Mathematica, además de un
ejemplo de un caso real.
2. Grupo cíclico. Matriz circulante
Para generar el grupo cíclico G a partir de las potencias de una matriz cuadrada N ,
necesitamos comprobar que esta posee inversa, para ello consideraremos lo que se conoce
como matrices circulantes.
Denición 12. Dados n ∈ Z y {c1, c2, · · · , cn}, la matriz n× n denida como
C = circ(c1, c2, c3, · · · , cn) =

c1 c2 c3 · · · cn






c3 · · · cn c1 c2
c2 · · · cn−1 cn c1
 (5.1)
es llamada matriz circulante de orden n.
Nótese que los elementos de cada la de C son idénticos a los de la la anterior, pero
han sido movidos una posición hacia la derecha. Es fácil ver que la suma de matrices
circulantes es de nuevo una matriz circulante; lo mismo ocurre cuando se multiplica por
un escalar.
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Ejemplo 5. La forma general de una matriz circulante de orden 5 compuesta por los
valores de a = (a0, a1, a2, a3, a4) es la siguiente:
C5(a) =

a0 a1 a2 a3 a4
a4 a0 a1 a2 a3
a3 a4 a0 a1 a2
a2 a3 a4 a0 a1
a1 a2 a3 a4 a0
 (5.2)
En consecuencia la matriz queda determinada completamente por su primera la.
En nuestro caso, para formar la matriz circulante H tomaremos los elementos a0, a1, ...,
an−1 ∈ Zp con p primo. Para formar el grupo cíclico G a partir de la matriz H necesitare-
mos que esta sea invertible y para ello veremos que su rango es n, es decir, que su rango
coincide con su orden. Vamos a utilizar el siguiente teorema:
Teorema 8. Sea H una matriz circulante de grado n formada por los coecientes del
polinomio f(x) = c0 + c1x + c2x
2 + ... + cn−1x
n−1. El rango de la matriz circulante H es
n− d, donde d es el grado del polinomio resultante de calcular el máximo común divisor
M.C.D(f(x), xn−1).
La demostración de dicho teorema la podemos encontrar en el artículo [4] de la biblio-
grafía.
Así pues, para obtener una matriz circulante H y que sea invertible, generamos n ele-
mentos de Zp, calculamos el polinomio f(x) asociado y calculamos el M.C.D(f(x), x
n−1).
En caso de que el máximo común divisor sea un número (polinomio de grado 0), según
el teorema 8, el rango de H será n− 0 = n, con lo que ya podremos formar la matriz H
invertible.
Una vez que hemos obtenido la matriz circulante H invertible, ya podemos generar el
grupo cíclico G a partir de las potencias de dicha matriz H en el que vamos a realizar
todas las operaciones necesarias para encriptar y desencriptar un mensaje mediante el
sistema de ElGamal.
Atendiendo a [2] que podemos encontrar en las referencias donde se demuestra el si-
guiente teorema, vamos a realizar una serie de observaciones con respecto a este resultado.
Teorema 9. Toda matriz circulante es diagonalizable.
Así pues, sea C una matriz circulante. Como C es diagonalizable por el teorema
anterior, entonces C = PDP−1, con D diagonal. De este modo Cn = PDnP−1. Nuestro
objetivo es calcular n ∈ N tal que Cn sea la identidad.
Como consecuencia directa del siguiente corolario:
Corolario 2. Cn = I si y solo si Dn = I
En consecuencia, calcularemos la matriz D formada por los valores propios, que serán
valores de Zp. Seguidamente, para obtener n ∈ N tal que Cn = I utilizaremos la proposi-
ción anterior, calcular n tal que Dn = I.
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Como Dn es elevar cada elemento de la diagonal a n, para calcular n de tal modo
que Dn = I nos limitaremos a calcular el mínimo común múltiplo de los órdenes de los
elementos de la diagonal en Zp. Por el teorema de Lagrange, estos órdenes deben ser
menores que p−1 y en consecuencia el orden de una matriz circulante sobre Zp sería p−1
o un divisor de p − 1 y, de este modo, tanto la clave privada a, como el factor aleatorio
k, pueden ser tomados entre 2 y p − 2, siempre que uno de los valores propios sea in
generador de Zp.
3. Tratamiento de la información
Para el tratamiento de la información usando el criptosistema de ElGamal con matri-
ces con coecientes en Zp hay que realizar algunas modicaciones en cuanto a la división
del mensaje.
En primer lugar vamos a jar la notación, la matriz circulante obtenida H de grado n
en el cuerpo nito Zp con p primo de longitud k, mediante los coecientes del polinomio
f(x) = c0 + c1x + c2x
2 + ... + cn−1x
n−1 es la que genera el grupo cíclico G. Para poder
realizar operaciones entre el mensaje M y esta matriz circulante H, deberemos tratar el
mensaje en forma de matriz.
Una vez convertido el mensaje a binario lo dividimos en bloques bi de longitud k − 1
para asegurarnos que cada bloque pertenece a Zp. Cada bloque que será un número decimal
compuesto de ceros y unos, será un elemento de la matriz cuadrada M que deberá ser
de orden n. Si faltan elementos para completar dicha matriz H, añadiremos un uno en
cada lugar, es decir, si la matriz H es de tamaño 7× 7 y tenemos solo 30 bloques, los 19
elementos que faltan serán añadidos como unos para formar la matriz completa M .
Ejemplo 6. Tratamiento de un mensaje.
Si tomamos un primo p = 12553 y un natural n = 5, tendríamos que cada bloque bi ∈ Zp
tendría longitud k = 4 bits. El mensaje se dividiría en bloques de la siguiente forma:
Por tanto la matriz M del mensaje quedaría de la siguiente forma:
M =

b1 b2 b3 b4 b5
b6 b7 b8 b9 b10
b11 b12 b13 b14 b15
b16 b17 b18 b19 1
1 1 1 1 1
 (5.3)
Observación 9. En la implementación de un caso real, vamos a elegir un primo p sobre
el que trabajar de longitud k = 1024 bits. Por lo que el mensaje lo dividiremos en bloques
de longitud menor de 1024, para asegurarnos que los números que pertenecen a cada unos
de los bloques bi son elementos de Zp.
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Veamos ahora como implementar este tratamiento del mensaje en Mathematica. Para
ello vamos a denir dos funciones: ElemMatrix y Mensaje. La primera función dados el
mensaje m, un número p primo y un natural n creará una matriz de la forma explicada
anteriormente dividiendo dicho mensaje en los bloques bi y rellenando con unos para com-
pletar la matriz M cuadrada de rango n. La segunda función introduciremos la matriz y
nos devolverá el mensaje inicial.
ElemMatrix[m_, p_, n_]:=Module[{k, lm, l, ult,M},
k = Length[IntegerDigits[p]]− 1;
lm = Flatten[IntegerDigits[m]];
While[Mod[Length[lm], k]!= 0, lm = Prepend[lm, 0]];
l = Partition[lm, k];
ult = Length[l];
While[Length[l] < (n ∗ n), l = Append[l, 1]];
M = Partition[l, n];
Return[M ]]
Mensaje[matrix_, p_, n_]:=Module[{list, l, c},
list = Flatten[List[matrix], 2];
l = {};
For[i = 1, i ≤ Length[list], i++,
If[Length[list[[i]]] > 1, l = AppendTo[l, list[[i]]]]];
c = FromDigits[Flatten[l]];
Return[c]]
Veamos un ejemplo de su funcionamiento, si tomamos el mensaje "Ejemplo prueba."
mensajeL = {100010101101010011001010110110101110000011011000110111100100000011
10000011100100111010101100101011000100110000100101110}
Vamos a tomar al igual que en el ejemplo 6 p = 12553 por lo que k = 4 y esta vez
n = 6 para ver cómo rellena con unos los elementos de la matriz que faltan.
codigo = ElemMatrix[mensajeL, 12553, 6] (MatrixForm)
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{0, 1, 0, 0} {0, 1, 0, 1} {0, 1, 1, 0} {1, 0, 1, 0} {0, 1, 1, 0} {0, 1, 0, 1}
{0, 1, 1, 0} {1, 1, 0, 1} {0, 1, 1, 1} {0, 0, 0, 0} {0, 1, 1, 0} {1, 1, 0, 0}
{0, 1, 1, 0} {1, 1, 1, 1} {0, 0, 1, 0} {0, 0, 0, 0} {0, 1, 1, 1} {0, 0, 0, 0}
{0, 1, 1, 1} {0, 0, 1, 0} {0, 1, 1, 1} {0, 1, 0, 1} {0, 1, 1, 0} {0, 1, 0, 1}
{0, 1, 1, 0} {0, 0, 1, 0} {0, 1, 1, 0} {0, 0, 0, 1} {0, 0, 1, 0} {1, 1, 1, 0}





4. Implementación en Mathematica
Veamos la implementación del algoritmo del ElGamal en Mathematica, pero esta vez
usando matrices con coecientes en Zp.
Primero será necesario generar un p primo, para ello introducimos el intervalo (a, b)
en el que se desea obtener aleatoriamente dicho primo.
primoentre[a_, b_]:=Module[{p},
p = RandomInteger[{a, b}];While[PrimeQ[p]==False, p = p+ 1];
Return[p]]
Una vez hemos generado un número p primo y elegido n natural que será el número
de coecientes en Zp que marcará el orden de las matrices que utilizaremos, vamos a
construir la matriz H utilizando matrices circulantes. Primero obtenemos el polinomio
f(x) con coecientes en Zp tal que M.C.D(f(x), xn−1) = 1:
Fun1[p_, n_]:=Module[{H, coef, fx},
coef = RandomInteger[p− 1, n];
fx = ElementToPolynomial[GF[p, n][coef], x];
While[Exponent[PolynomialGCD[fx, xn − 1], x]!=0,
coef = RandomInteger[p− 1, n];
fx = ElementToPolynomial[GF[p, n][coef], x]];
Return[fx]]
Para una mayor eciencia en los cálculos, las potencias calculadas al igual que en el
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capítulo anterior serán realizadas mediante el método de la potencia rápida:
potrapida[A_, n_]:=Module[{ac}, ac = 1;
If[n == 1,Return[A],
If[EvenQ[n], ac = (potrapida[A, (n/2)]).(potrapida[A, (n/2)]),
ac = A.(potrapida[A, (n− 1)])]];
Return[ac]]
Construimos la matriz circulante H a partir de los coecientes de f(x) para que al
aplicar el teorema 8, obtengamos que su rango es n y por tanto asegurarnos que es
invertible.
MatrixH[p_, f_]:=Module[{H, coef},
coef = CoecientList[f, x];
H = ToeplitzMatrix[coef];
Return[H]]
Una vez construida la matriz H con la que generamos el grupo cíclico G, procedemos
a desarrollar el algoritmo de ElGamal, para ello generamos la clave privada a y la clave
pública Ha.
Observación 10. Como hemos explicado en la sección 2, tanto la elección de la clave
privada a y el número aleatorio k en el cifrado, van a ser en el rango (2, p− 2) y esto es
debido a que el orden del grupo G, es decir, el n tal que Hn = I con H matriz circulante
que genera a G será p−1 o un divisor de este. Veamos un pequeño ejemplo con una matriz
circulante que ilustre este resultado:
p = 12553
MatrixForm[H]
4145 4413 3080 1279 4669 6146
4413 4145 4413 3080 1279 4669
3080 4413 4145 4413 3080 1279
1279 3080 4413 4145 4413 3080
4669 1279 3080 4413 4145 4413
6146 4669 1279 3080 4413 4145

Id = IdentityMatrix[6]
{{1, 0, 0, 0, 0, 0}, {0, 1, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 0}, {0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 1, 0},
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{0, 0, 0, 0, 0, 1}}
Solve[Det[H − xId] == 0, x,Modulus→ p] = {{x→ 8918}}
FactorInteger[p− 1] = {{2, 3}, {3, 1}, {523, 1}}
Mod[8918∧2, p] = 7469
Mod[8918∧3, p] = 2324
Mod[8918∧523, p] = 8725
Luego el orden de G es p− 1.
ClavesPyP[p_,H_]:=Module[{a,Ha},
a = RandomInteger[{2, p− 2}];
Ha = potrapida[H, a];
Return[{a,Ha}]]
A partir de la clave pública Ha y la matriz circulante H, ciframos usando el algoritmo
de ElGamal el mensaje M que ha sido reordenado en forma de matriz como hemos expli-
cado en el apartado anterior. La salida de está función obtendremos la tupla {Hk, c}que
será el código cifrado que deberemos enviar al receptor que disponga de la clave privada
para descrifrarlo.
Cifrado ElGamal:
Denición 13. Dado el mensajeM tal queM ∈ G(H) que queremos enviar a un receptor
y Ha ∈ G(H) la clave pública. Si escogemos al azar k tal que 1 < k < n, el mensaje
codicado viene dado por la siguiente tupla:
Ck(M) = (Hk, c) ∈ (G(H)×G(H)) donde,
Hk = Hk(potencia de matrices)
c = M ∗Hak.
CifradoELGAMAL[p_,H_,Ha_,M_]:=Module[{k,Hk,Hak, c},
k = RandomInteger[{2, p− 2}];
Hk = potrapida[H, k];
Hak = potrapida[Ha, k];
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c = M.Hak;
Return[{Hk, c}]]
Una vez disponemos del código c cifrado y de la clave privada a, aplicamos esta función
para obtener el mensaje inicial M aplicando el algoritmo de ElGamal.
Descifrado ElGamal:
Denición 14. Dada la tupla de cifrado (Hk, c) ∈ (G(H) × G(H)) y conocida la clave
privada a, se calcula Hka = Hka y H−ka ∈ G(H) mediante potencias de matrices. El
mensaje inicial M ∈ G(H) se calcula de la siguiente forma:








5. Aplicación en un caso real
En nuestro caso vamos a cifrar el mensaje "Ejemplo prueba" que una vez pasado el







Vamos a aplicar el criptosistema de ElGamal en matrices con coecientes en Zp.
Observación 11. Gracias a la utilización de matrices, el tratamiento del mensaje nos
permite acumular una mayor cantidad de mensaje dentro de una matriz y codicarla
toda junta, sin embargo para una mayor estética de este trabajo realizaremos un ejemplo
sencillo para no llenar páginas de matrices.
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Vamos tomar:
p = 12553 n = 6
Calculamos el polinomio f(x) de n = 6 coecientes en Zp.
funx = Fun1[p, n]
5305 + 5077x+ 2617x2 + 10739x3 + 8412x4 + 4620x5
Construimos la matriz circulante H a partir de f(x).
H = MatrixH[p, funx]
{{5305, 5077, 2617, 10739, 8412, 4620},
{5077, 5305, 5077, 2617, 10739, 8412},
{2617, 5077, 5305, 5077, 2617, 10739},
{10739, 2617, 5077, 5305, 5077, 2617},
{8412, 10739, 2617, 5077, 5305, 5077},
{4620, 8412, 10739, 2617, 5077, 5305}}
Generamos la clave privada a y la clave pública Ha.
{a,Ha} = ClavesPyP[p,H]
{4,
{{281350489835927045, 288413482497120182, 236461989191789221, 238858265312867543,
289151243001879217, 275074068457905268}, {288413482497120182, 301641482817130072,
247644485720174751, 245883700114456731, 299239309703099186, 289151243001879217},
{236461989191789221, 247644485720174751, 206302941462060942, 200660899219805622,
245883700114456731, 238858265312867543}, {238858265312867543, 245883700114456731,
200660899219805622, 206302941462060942, 247644485720174751, 236461989191789221},
{289151243001879217, 299239309703099186, 245883700114456731, 247644485720174751,
301641482817130072, 288413482497120182}, {275074068457905268, 289151243001879217,
238858265312867543, 236461989191789221, 288413482497120182, 281350489835927045}}}
Como hemos dicho el mensaje que queremos enviar en forma binaria es "Ejemplo
prueba.", lo pasamos a forma de matriz para poder encriptarlo.
M = Map[FromDigits,ElemMatrix[mensajeL, p], {2}]
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{{100, 101, 110, 1010, 110, 101}, {110, 1101, 111, 0, 110, 1100}, {110, 1111, 10, 0, 111, 0},
{111, 10, 111, 101, 110, 101}, {110, 10, 110, 1, 10, 1110}, {1, 1, 1, 1, 1, 1}}
Ciframos el mensaje M introduciendo la clave pública Ha y la matriz H.
c = CifradoELGAMAL[p,H,Ha,M ]
{{{5305, 5077, 2617, 10739, 8412, 4620}, {5077, 5305, 5077, 2617, 10739, 8412},
{2617, 5077, 5305, 5077, 2617, 10739}, {10739, 2617, 5077, 5305, 5077, 2617},













Una vez que el receptor obtiene el código y dispone de la clave privada a, utiliza la
función "DesdifradoElGAMAL" para desencriptar y obtener el mensaje inicial.
DescifradoELGAMAL[c, a]
{{100, 101, 110, 1010, 110, 101}, {110, 1101, 111, 0, 110, 1100}, {110, 1111, 10, 0, 111, 0},
{111, 10, 111, 101, 110, 101}, {110, 10, 110, 1, 10, 1110}, {1, 1, 1, 1, 1, 1}}
Una vez que el receptor obtiene el mensaje descifrado en binario solo quedaría unirlo
como una sola cadena de 0 y 1 y pasarlo a caracteres con la función explicada en el primer
capítulo. De este modo obtendríamos el mensaje inicial:
Codigo[10001010110101001100101011011010111000001101100011011110010000
001110000011100100111010101100101011000100110000100101110]
"E", "j", "e", "m", "p", "l", "o", " ", "p", "r", "u", "e", "b", "a", "."
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Observación 12. Podemos ver que el mensaje descifrado tiene unos al nal que quedan
como residuo ya que fueron añadidos para completar la matriz M , pero que no nos darán
mayor problema debido a que al descifrar en caracteres bastará con quitar la parte nal
del mensaje que no sirva.
Capítulo 6
Criptosistema ElGamal sobre curvas
elípticas
1. Introducción
La criptografía en curvas elípticas está basada en el algoritmo de clave pública. Posee
un nivel de seguridad similar al de el criptosistema RSA o al del logaritmo discreto. Centra-
remos este capítulo de nuestro trabajo en explicar la cimentación básica del criptosistema
de curvas elípticas, tanto la teoría matemática que lo forma como la implementación de
su algoritmo para la realización de casos sencillos.
Primero vamos a denir el concepto de curva elíptica y las operaciones dentro del
grupo de curvas elípticas. Una vez denidos los elementos del grupo y sus operaciones,
cifraremos y descifraremos puntos en dicho grupo generado por una curva elíptica.
2. Curvas elípticas
Empezaremos dando una breve introducción sobre el concepto matemático de las cur-
vas elípticas. La criptografía en curvas elípticas esta basada en la generalización del pro-
blema del logaritmo discreto, que para hacerlo computacionalmente difícil de resolver,
necesitamos un grupo con ciertas propiedades.
Las curvas elípticas forman unas ecuaciones de polinomios con propiedades especiales
para la criptografía, por lo que necesitamos considerar dichs curvas no sobre los números
reales sino sobre un grupo nito. La elección más popular es el grupo nito GF (p) donde
toda la aritmética es considerada en módulo p primo.
Denición 15. La curva elíptica sobre Zp, con p primo, p > 2, es el conjunto de pares
(x, y) ∈ Zp × Zp que cumplen
y2 ≡ x3 + a · x+ b mod p (6.1)
con el punto imaginario en el innito θ, donde
a, b ∈ Zp
y la condición 4 · a3 + 27 · b2 6= 0 mod p.
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Para uso criptográco, estamos interesados en estudiar la curva sobre un grupo ni-
to como en la denición. Si trazamos una curva elíptica sobre Zp, no obtenemos nada
remotamente parecido a una curva. Sin embargo, nada nos impide tomar una ecuación
de curva elíptica y su trazado sobre el conjunto de números reales para mostrar sencillos
ejemplos de propiedades.
Ejemplo 7. Curva elíptica y2 = x3 − 3x+ 3 en R.
Figura 6.1: y2 = x3 − 3x+ 3 en R
Podemos observar las curvas elípticas son simétricas con respecto al eje x y por tanto
para los valores xi pertenecientes a la curva, yi =
√
x3i + a · xi + b y −
√
x3i + a · xi + b
son soluciones.
2.1. Grupo de operaciones en curvas elípticas
Vamos a denotar el grupo de operaciones con el símbolo de la suma "+", es decir,
dados dos puntos coordenados P = (x1, y1) y Q = (x2, y2) calculamos un tercer punto R
de la siguiente forma:
P +Q = R
(x1, y1) + (x2, y2) = (x3, y3)
Sin embargo esta operación esta denida no como la suma arbitraria y usual de dos
puntos, sino que tiene otra interpretación geométrica. Vamos a distinguir dos casos: la
suma de dos puntos distintos y la suma de un punto consigo mismo.
Suma P +Q: Para calcular R = P +Q con P 6= Q trazamos una recta entre P y Q
en la que obtenemos un tercer punto en la intersección de dicha recta con la curva
elíptica. El punto simétrico a este con respecto al eje x, por denición, el punto R.
En la gura 6.2 se muestra la suma de puntos sobre una curva elípticas en R.
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Suma P + P : En este caso calculamos un punto R = P + P que podemos denotar
como 2P . Trazamos la tangente a P y obtenemos un punto de corte con la curva
elíptica. El punto simétrico a dicho a este con respecto al eje x da como resultado
el punto R que queríamos calcular, En la gura 6.3 muestra el doble de un punto
sobre una curva elíptica en R.
Figura 6.2: Suma de puntos sobre una curva elípticas en R
Figura 6.3: Doble de un punto sobre una curva elíptica en R
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Sin embargo, en criptografía no podemos realizar estas construcciones geométricas.
Por tanto, calcularemos estas coordenadas analíticamente con las siguientes expresiones,
ya que pueden ser realizadas en cualquier cuerpo, no solo en el de los números reales. En
particular, vamos a tomar las curvas elípticas denidas en el cuerpo nito GF (p).
Denición 16. Sean P = (x1, y1), Q = (x2, y2) puntos denidos en la curva elíptica sobre
un grupo nito GF (p) con p primo. Denimos R = (x3, y3) como la suma de P +Q de la
siguiente forma:
x3 = s
2 − x1 − x2 mod p





x2−x1 mod p si P 6= Q (Suma de puntos)
3x21+a
2y1
mod p si P = Q (Punto doble)
Para establecer completamente nuestro grupo nito debemos denir la identidad o
elemento nito, que vendrá representado por θ:
P + θ = P
para todos los elementos de la curva. Este punto no es de la forma (x, y) sino que es
una denición abstracta, un punto en el innito. De acuerdo con la denición de grupo,
podemos denir el elemento inverso −P de P de la siguiente forma:
P + (−P ) = θ
Figura 6.4: Inverso de un punto sobre una curva elíptica en R
De este modo, si P = (x1, y1) el punto −P vendrá dado por las siguientes coordenadas
(xp,−yp) como podemos ver en la gura 6.4. Para el caso de las curvas elípticas en grupos
nitos GF (p) vendrá dado por yp ≡ p− yp mod p es decir,
−P = (xp, p− yp) (6.2)
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3. Implementación en Mathematica
Como hemos explicado en la sección anterior, lo primero que vamos a denir es el grupo
de operaciones en curvas elípticas. Para ello vamos a construir las funciones "Suma" e
"Inverso" basadas en la denición 16 y la ecuación 6.2 respectivamente, además de una
potencia rápida para optimizar el cálculo de grandes operaciones.
Suma[P_,Q_, p_, a_]:=Module[{x1, x2, y1, y2, s, x3, y3},
If[Inverso[P, p] == Q,Return[Innity]];
If[P == Innity,Return[Q]];
If[Q == Innity,Return[P ]];
x1 = First[P ];
y1 = Last[P ];
x2 = First[Q];
y2 = Last[Q];
s = If[P == Q,Mod[(3 ∗ x1∧2 + a) ∗ PowerMod[(2 ∗ y1),−1, p], p],
Mod[(y2− y1) ∗ PowerMod[(x2− x1),−1, p], p]];
x3 = Mod[s∧2− x1− x2, p];
y3 = Mod[s ∗ (x1− x3)− y1, p];
Return[{x3, y3}]]
Inverso[P_, p_]:=Module[{xp, yp},
xp = First[P ];
yp = Last[P ];
Return[{xp, p− yp}]]
PotRapida[n_,P_, p_, a_]:=Module[{ac}, ac = 1;
If[n == 1,Return[P ],
If[EvenQ[n],
ac = Suma[(PotRapida[(n/2), P, p, a]),
(PotRapida[(n/2), P, p, a]), p, a],
ac = Suma[P, (PotRapida[(n− 1), P, p, a]), p, a]]];
Return[ac]]
Veamos su funcionamiento en un sencillo ejemplo:
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Ejemplo 8. Vamos a calcular los puntos de la curva E : y2 ≡ x3 + 2 ∗ x+ 2 mod 17. El
orden del grupo cíclico formado por la curva elíptica es #E = 19, por lo que todo elemento
es primitivo. Si tomamos como generador P = (5, 1) ∈ E:
2P = (5, 1) + (5, 1) = (6, 3) 8P = (13, 7) 14P = (9, 1)
3P = 2P + P = (10, 6) 9P = (7, 6) 15P = (3, 16)
4P = (3, 1) 10P = (7, 11) 16P = (10, 11)
5P = (9, 16) 11P = (13, 10) 17P = (6, 14)
6P = (16, 13) 12P = (0, 11) 18P = (5, 16)
7P = (0, 6) 13P = (16, 4) 19P = θ
Cuadro 6.1: Puntos de la curva E : y2 ≡ x3 + 2 ∗ x+ 2 mod 17.
En los siguientes puntos, la estructura cíclica se hace visible:
20P = 19P + P = θ + P = P
21 = P
...
Veamos ahora algunos de estos mismos cálculos haciendo usos de las funciones denidas:
P = {5, 1}
−P = Inverso[P, p] = {5, 16}
2P = Suma[P, P, p, a] = {6, 3}
4P = Suma[2P, 2P, p, a] = {3, 1}
8P = Suma[4P, 4P, p, a] = {13, 7}
16P = Suma[8P, 8P, p, a] = {10, 11}
18P = Suma[16P, 2P, p, a] = {5, 16}
19P = Suma[18P, P, p, a] = θ
20P = 19P + P = θ + P = Suma[19P, P, p, a] = {5, 1}
18P = PotRapida[18, P, p, a] = {5, 16}
Una vez denido el grupo de operaciones en curvas elípticas, vamos a desarrollar el
algoritmo de criptografía del ElGamal explicado en capítulos anteriores, para puntos del
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grupo cíclico generado por una curva elíptica. Para ello necesitaremos los parámetros: p
primo, una curva E (con sus respectivos a y b) y un punto G generador de la misma.
En primer lugar, vamos a generar la clave pública y la clave privada. La clave privada
a que en este caso llamaremos "clavea" para no confundir con la denición de la curva
elíptica será un número aleatorio entre 2 y el número de puntos de la curva. La clave
pública será aG.
ClavesPyP[n_,G_, p_, a_]:=Module[{clavea, aG},
clavea = RandomInteger[{2, n}];
aG = PotRapida[clavea, G, p, a];
Return[{clavea, aG}]]
A partir de la clave pública aG y el generador G, ciframos usando el algoritmo de
ElGamal el mensaje M que será un punto perteneciente a la curva elíptica. La salida
de está función obtendremos la tupla {kG,C}que será el código cifrado que deberemos
enviar al receptor que disponga de la clave privada para descrifrarlo.
Cifrado ElGamal:
Denición 17. Dado el mensaje M tal que M ∈ E que queremos enviar a un receptor y
aG ∈ E la clave pública. Si escogemos al azar k tal que 2 < k < p, el mensaje codicado
viene dado por la siguiente tupla:
Ck(M) = (kG,C) ∈ (E × E) donde,
kG (Suma k veces el punto G)
C = M + k(aG).
Cifrado[M_,G_, aG_, p_, a_]:=Module[{k, kG, C},
k = RandomInteger[{2, p}];
kG = PotRapida[k,G, p, a];
C = Suma[M, (PotRapida[k, aG, p, a]), p, a];
Return[{kG, C}]]
Una vez disponemos del código Ck cifrado y de la clave privada clavea, aplicamos esta
función para obtener el mensaje inicial M aplicando el algoritmo de ElGamal.
Descifrado ElGamal:
Denición 18. Dada la tupla de cifrado (kG,C) ∈ (E × E) y conocida la clave privada
clavea, se calcula S = clavea(kG) y −S ∈ E la función potencia rápida e inverso. El
mensaje inicial M ∈ E se calcula de la siguiente forma:
D(kG,C) = C ∗ −S = (M + kaG) + (−S) = M.
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Descifrado[Cod_, clavea_, p_, a_]:=Module[{M,S, invS, kG, C},
kG = First[Cod];
C = Last[Cod];
S = PotRapida[clavea, kG, p, a];
invS = Inverso[S, p];
M = Suma[C, invS, p, a];
Return[M ]]
Veamos un pequeño ejemplo de la utilización de este algoritmo: Tomamos como curva
elíptica E la del ejemplo anterior y como generador de esta P .
Ejemplo 9. ECurv = y∧2 == x∧3 + 2 ∗ x+ 2
y2 == 2 + 2x+ x3
n = 19
{clavea, aG} = ClavesPyP[n, P, p, a]
{5, {9, 16}}
M = {13, 7}
Cod = Cifrado[M,P, aG, p, a]
{{10, 6}, {3, 1}}
Descifrado[Cod, clavea, p, a]
{13, 7}
4. Aplicación en un caso real
La criptografía de curvas elípticas es un sistema criptográco basado en las matemá-
ticas de las curvas elípticas. Debido a esto, es un sistema mas eciente y complejo que
el del RSA utilizando claves más pequeñas. En la actualidad su uso no se dedica a la
encriptación de mensajes como en los ejemplos que hemos visto en capítulos anteriores,
sino que se utiliza para cifrar puntos.
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En la criptografía es de vital importancia la seguridad en el intercambio de claves, y
en este sentido es de gran utilidad dicho criptosistema que estamos tratando. Al cifrar
puntos de la curva elíptica, estos pueden ser claves que se desean enviar. Grandes institu-
tos tecnológicos han establecido unos requisitos mínimos de tamaño de clave de 1024 bits
para RSA y DSA y de 160 bits para criptografía en curvas elípticas. Habiéndose publicado
una lista de curvas elípticas recomendadas de 5 tamaños distintos de claves (80, 112, 160,
192, 256) [5].
Ejemplo 10. (Representación hexadecimal)








Donde p primo, n orden del grupo nito, a y b parámetros de la curva y G = (x, y)
generador del grupo nito.
Ejemplo 11. (Representación hexadecimal)








Donde p primo, n orden del grupo nito, a y b parámetros de la curva y G = (x, y)
generador del grupo nito.
Observación 13. Para llevar a cabo un ejemplo real con los parámetros ofrecidos sobre
curvas elípticas sería necesario un ordenador de mayor capacidad que de los que se dispone
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