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ABSTRACT 
 
Computational Fracture Prediction in Steel Moment Frame Structures with the 
Application of Artificial Neural Networks. (August 2012) 
Xiao Long, B.S., Tsinghua University, China;  
M.S., Tokyo Institute of Technology, Japan 
Chair of Advisory Committee: Dr. Gary T. Fry 
 
 Damage to steel moment frames in the 1994 Northridge and 1995 Hyogken-
Nanbu earthquakes subsequently motivated intensive research and testing efforts in the 
US, Japan, and elsewhere on moment frames. Despite extensive past research efforts, 
one important problem remains unresolved: the degree of panel zone participation that 
should be permitted in the inelastic seismic response of a steel moment frame. To date, a 
fundamental computational model has yet to be developed to assess the cyclic rupture 
performance of moment frames. Without such a model, the aforementioned problem can 
never be resolved. This dissertation develops an innovative way of predicting cyclic 
rupture in steel moment frames by employing artificial neural networks. 
First, finite element analyses of 30 notched round bar models are conducted, and 
the analytical results in the vicinity of the notch root are extracted to form the inputs for 
either a single neural network or a competitive neural array. After training the neural 
networks, the element with the highest potential to initiate a fatigue crack is identified, 
 iv 
and the time elapsed up to the crack initiation is predicted and compared with its true 
synthetic answer.  
Following similar procedures, a competitive neural array comprising dynamic 
neural networks is established. Two types of steel-like materials are created so that 
material identification information can be added to the input vectors for neural networks. 
The time elapsed by the end of every stage in the fracture progression is evaluated based 
on the synthetic allocation of the total initiation life assigned to each model. 
Then, experimental results of eight beam-to-column moment joint specimens 
tested by four different programs are collected. The history of local field variables in the 
vicinity of the beam flange – column flange weld is extracted from hierarchical finite 
element models. Using the dynamic competitive neural array that has been established 
and trained, the time elapsed to initiate a low cycle fatigue crack is predicted and 
compared with lab observations. 
Finally, finite element analyses of newly designed specimens are performed, the 
strength of their panel zone is identified, and the fatigue performance of the specimens 
with a weak panel zone is predicted. 
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1. INTRODUCTION 
 
 
1.1 Problem Statement and Literature Review 
 A fundamental issue in the design of steel moment resisting frames is the balance 
of yielding between the beams and panel zones. Fig. 1.1 illustrates rigid-plastic 
mechanisms for two limiting cases: (a) plastic hinges in the beams; and (b) plastic hinges 
in the column panel zones. Shaded areas in these diagrams denote the yielded portions of 
the frames. By adjusting the relative strength between the beams and panel zones, either 
of these limiting cases can be achieved in design. A condition that combines these two 
limiting cases can also be achieved, i.e., a condition where some yielding occurs in both 
the beams and the panel zones. These three conditions can be referred to as a strong 
panel zone design (yielding primarily in the beams – Fig. 1.1(a)); a weak panel zone 
design (yielding primarily in the panel zones – Fig. 1.1(b)); and a balanced panel zone 
design (yielding shared between beams and panel zones). Which panel zone design 
option is the best? This question has been addressed in past experimental and analytical 
studies as well as in building code provisions and design practice. Recommendations 
from past research and from building codes on panel zone design have often been 
contradictory, leaving the question of panel zone design without a conclusive answer.  
The need to build economical steel structures that are able to resist large 
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earthquakes creates a unique design environment. In such an environment, a component 
is successful if it can withstand a few dozen cycles of loadings from an extremely rare 
event causing large-scale yielding.  To date, a fundamental computational model has yet 
to be developed to assess the cyclic rupture performance of such components. This 
investigation seeks to develop a model that provides a quantitative transition between 
behavior at two length scales: 1) the effects of far-field cyclic plasticity at the 
metallurgical scale, and 2) the effects of cyclic plasticity at the component scale 
involving the propagation of small but visible cracks that create a need to update the 
model in order to account for the damaged component‟s evolving state. With such a 
model, fractures can be predicted at moment resisting joints subject to seismic cyclic 
loading.  
1.1.1 Panel Zones in Steel Moment Frames 
 In the past, panel zone behavior has been widely investigated in both 
experimental studies and analytical work. Experimental studies including weak panel 
zones were conducted in the 1970s and 1980s by Krawinkler, Bertero, and Popov (1971 
and 1975), Becker (1971), Fielding and Huang (1971), Popov et al. (1985), and Lee 
(1987). Other experimental studies that were implemented more recently include 
Engelhardt et al. (2000), Ricles et al. (2002), and Lee et al. (2005a and 2005b). One of 
the earliest studies of panel zone behavior under cyclic loading was conducted by 
Krawinkler (1971 and 1978). This study showed that the shear yielding of panel zones 
results in highly ductile behavior with large and stable hysteretic loops that exhibit a 
large cyclic inelastic deformation capacity. Further, the panel zone response showed 
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significant cyclic hardening, which promotes the desirable spread of hinge formation 
throughout the frame. Based on his study of panel zone behavior, Krawinkler noted that 
shear distortion of the panel zone resulted in the formation of localized “kinks” at the 
corners of the panel zone, as shown in Fig. 1.2. These kinks, in turn, caused localized 
strain concentrations, ultimately leading to the occurrence of fractures in the vicinity of 
the beam flange groove welds. These fractures are the controlling limit state for joints 
with weak panel zones. That is, a fracture at or near the beam flange groove welds is 
ultimately what limits the inelastic deformation capacity of the panel zone. In the case of 
Krawinkler‟s tests, these fractures occurred only after a large level of plastic deformation 
was achieved.  
 Almost all subsequent studies have demonstrated the finding by Krawinkler that 
the shear yielding of the panel zone results in “kinks” at the panel zone corners. This 
finding has led to fundamentally conflicting views of panel zone participation in moment 
resisting joints in design. On one hand, weak panel zones are highly ductile and should 
be employed in moment frame design. On the other hand, weak panel zones cause joint 
fracture, and their use should be limited or completely avoided. A literature review 
reveals a conflict among investigators on the use of weak panel zones in moment frame 
design. Ricles et al. (2002) advised the use of strong panel zones. Roeder (2000) 
recommended a balanced panel zone design, and suggested that attention should be paid 
to weak panel zones. However, Lee et al. (2005a and 2005b) suggested weak panel 
zones were desirable and acceptable. While all agreed that panel zones are highly 
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ductile, varying understandings of the joint fracture caused by weak panel zones have 
led to the conflicting design recommendations.  
1.1.2 Fracture in Steel Moment Frame Joints 
 The crucial problem in panel zone design is the development of fractures at the 
beam-column joint. Fractures invariably occur in joints with weak panel zones, although 
these joints may have withstood large cyclic rotations before the occurrence of fractures. 
This fact has been observed in many past studies on joints with weak panel zones. In 
most cases, fractures in joints with weak panel zones were observed at or near the beam 
flange groove welds. A specimen with a weak panel zone tested by Engelhardt et al. 
(2000) failed due to a fracture at a beam flange to column flange groove weld, as shown 
in Fig. 1.3. Prior to the fracture, the specimen sustained a cyclic interstory drift ratio of ± 
6%. The occurrence of such fractures has been attributed by many researchers to the 
“kink” observed at the joints and has led a number of researchers to recommend 
preventing or limiting the use of weak panel zones in moment frame design. At present, 
there is currently no fundamental capability to computationally predict these factures. 
Without such a capacity, a resolution to panel zone design questions is not likely to be 
achieved.  
In order to better understand the fracture of structural steel elements under 
inelastic cyclic loading, a five-stage progression of damage is proposed (Anderson 
1995). This progression will cause a critical fracture of ductile components in steel 
structures subjected to seismic loads, such as the flange fracture seen in Fig. 1.3. Each 
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stage represents specific processes of damage accumulation under the combined 
conditions of large-scale yielding and cyclic deformation.  
The five-stage fracture progression is illustrated in Fig. 1.4. The first stage 
represents the initial processes of damage that cause void nucleation and growth around 
nonmetallic particles. The second stage represents the processes that cause material 
separation through void coalescence. The first two stages occur at the metallurgical scale 
of the component, and models for these processes are often termed micromechanical 
models. The field quantities of deformation at this length scale are comparatively 
remote, and the geometric and material representations of the component need not be 
modified to include the effects of microscopic damage.  
The third stage is a transition from microscopic damage to macroscopic fracture, 
and the prediction of the time elapsed in the third stage processes constitutes the central 
research questions that will be addressed in this research. At the end of the third stage, 
small cracks will be visible. 
The fourth stage represents the processes of propagation and coalescence of the 
emergent cracks to form a single dominant crack. The fifth stage represents the process 
of dominant crack propagation until a significant fracture occurs, such as the fracture of 
a girder flange as shown in Fig. 1.3. Fourth and fifth stage processes occur at the natural 
length scale of the component itself. Therefore, the geometric and material 
representations of the component need to be adjusted to include the changes caused by 
the progression of damage.  
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Numerous past studies have formalized our basic understanding and ability to 
model what we have termed first stage, second stage, and fifth stage processes under the 
conditions of monotonic loading. To a lesser extent, past studies have also considered 
fourth stage processes under cyclic loading conditions. Considering all four sets of 
processes, the majority of past studies have focused on conditions of small-scale 
yielding, because most engineered components are expected to remain in service for at 
least tens of thousands of cycles (usually millions of cycles) during their designed life. A 
comprehensive summary of this body of work can be found in Anderson (1995). The 
third stage processes are the most important constituent in the overall damage 
progression, but they are also the least understood.  
The work of Kavinde and Deierlein (2004) presents a recent effort in assembling 
an experimentally-calibrated computational framework to address the progression of 
damage. Kavinde and Deierlein first presented a review of previous research related to 
fatigue and fracture mechanics, specifically ductile crack extension. The computational 
models and experimental procedures resulting from their investigation, however, did not 
represent a significant departure from existing techniques to assess monotonic loading 
cases. Kavinde and Deierlein also presented a cyclic loading model. Referring to the five 
damage progression stages described above, their model considered only the first and 
second stages explicitly but in a phenomenological manner rather than a mechanistic 
one, while the behavior relating to the third stage processes was neglected. An effort was 
made to capture behaviors analogous to the fourth and fifth stage processes. Uniaxial 
specimens of various configurations were tested, and the specimens were analyzed using 
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the model. Subsequently the test and model results were compared, and empirical 
coefficients were adjusted in the model to improve the predictions.  
Because cyclic rupture may occur after the component has sustained a small 
number of loading cycles, the time elapsed in each of the five stages of damage 
progression needs to be captured accordingly. Each stage consumes a number of cycles 
according to distinct mechanisms of damage accumulation. Considering that a 
component may fail by cyclic rupture in 20 cycles, neglecting a stage leads to 
unfavorably errors in prediction.  
The most convenient framework for the cyclic rupture model is one that 
interfaces with solid finite element models as seamlessly as possible. In this study, a 
general computational approach that offers a completely seamless interface with solid 
finite element models and specific models, such as Warp3D (Gullerud et al. 2007), will 
be investigated. Warp 3D is designed as a research tool for studies in computational 
fracture mechanics (CFM). Currently, CFM analysis codes lack an ability to correctly 
analyze the development of fatigue cracks within intact components under cyclic loads. 
Rather, most CFM analysis codes such as Warp3D are designed to model the 
progression of preexisting cracks in damaged components. For this framework, an 
innovative way of predicting low cycle fatigue crack initiation life is developed with the 
application of artificial neural networks. This method does not depend upon any 
traditional or established fracture criterion. It looks solely and directly at the time history 
of local field variables, including but not limited to, stress, strain, displacement, etc. A 
detailed description of this approach will be given in Section 2.  
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1.1.3 Computational Fracture Mechanics 
CFM is based mostly on calculating integrals of field quantities such as stress 
and strain. One of the most popular approaches is the J-integral, which was developed by 
Rice (1968), describing the energy release index as a path-independent contour integral  
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As proposed above in this study, instead of dealing with integrals of stress and 
strain, we will look at a more straightforward approach incorporating finite element 
analyses and artificial neural networks.  
1.1.4 Application of Artificial Neural Networks to Engineering Problems 
Different from conventional computing techniques, the artificial neural network 
presents a different computational paradigm in which the solution to a problem is 
learned from a set of examples (similar to the way the human brain works) rather than 
from an explicit set of programmed instructions or algorithms (Mathew et al. 2008). The 
artificial neural network comprises simple elements operating in parallel (Beale et al. 
2011). As in nature, the connections between elements largely determine the network 
function, and the network is trained to perform a particular function by adjusting the 
values of the connections (synaptic weights) between elements. Fig. 1.5 illustrates a 
situation where the network is adjusted, or trained, so that a particular input leads to a 
specific target output. Two of the most commonly used neural networks are: 1) Back-
propagation (BP) network, which is the generalization of the Widrow-Hoff (Widrow and 
Hoff 1960) learning rule to multiple-layer networks and nonlinear differentiable transfer 
functions; and 2) the Radial Basis Function (RBF) network, which is often used to 
perform a complex pattern classification task. A detailed description of the two networks 
can be found in Haykin (1999). 
Artificial neural networks have proved to be a powerful and versatile soft-
computing method that is efficient in modeling complex linear and non-linear 
relationships on the basis of experimental data in a number of engineering fields (Hyland 
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and Fry 1999, Jadid and Fairbairn 1996, Hyland 1995, Wei et al. 2010, and Patela et al. 
2011). A scheme of a competitive array of replicators (neural networks) was proposed 
by Hyland and Fry (1999). They pointed out that while the speed with which a system 
can be identified or re-identified is limited by the speed of any given replicator, a much 
faster convergence can be achieved by using a competitive array, as shown in Fig. 1.6. 
The “comparator” is a neural network that computes, for each replicator in the bank, the 
mean-square output error (the difference between the replicator output and the actual 
system output, y). The comparator then chooses the “winning” replicator (the one with 
the smallest error) as the one to provide the overall output of the system, and it permits 
back-propagated error signals to flow only to the “winning” replicator. Thus, the winner 
further refines its performance via gradient-descent adaptation, while the “losing” 
replicators are not permitted to adapt and hold constant. With this approach, there is 
promise in damage assessment and health monitoring. Therefore, in the current 
investigation, applying a similar scheme of neural networks to the estimation of cyclic 
fracture subject to seismic loading appears to be an appropriate logical extension. 
In recent years, artificial neural networks have also found their application in the 
field of fatigue problems for various purposes (Mathew et al. 2008, Pujola and Pintob 
2011, Abdalla and Hawileh 2010, Mohanty et al. 2009, and Skallerud and Zhang 2001). 
Mathew et al. (2008) developed a neural network model to predict the fatigue life of 
nitrogen-alloyed stainless steel. The fatigue life of both tested and collected data ranged 
between 2,000 and 10,000 cycles, with a constant strain amplitude of ±0.5% for the tests. 
Their neural network model could predict fatigue life within a factor of 2 of the 
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experimental values over the whole range of test temperatures and nitrogen contents. 
The model was further expanded to predict fatigue life of stainless steel with and without 
nitrogen, based on both tested and collected data. Results demonstrated that the neural 
network could predict fatigue life at any test condition within a factor of 2, as shown in 
Fig. 1.7. 
Abdalla and Hawileh (2010) presented a model for predicting the low cycle 
fatigue life of steel reinforcing bars using neural networks. An RBF topology was used 
with two additional hidden layers and four neurons in each of these layers. Low-cycle 
fatigue tests were conducted for an alternative type of steel reinforcing bars subjected to 
different strain amplitudes at various strain ratios. The fatigue life ranged from 10 to 60 
cycles. The neural network prediction of the low-cycle fatigue life of steel reinforcing 
bars was within ±2 cycles of the experimental results for the majority of the test data, as 
shown in Fig. 1.8. 
Although many researchers have demonstrated success in predicting fatigue life 
by means of artificial neural networks, there is still no application of neural networks in 
the field of cyclic fracture estimation. As described above, among the five stages of 
damage progression, the third stage is the most important and least understood. The 
ultra-low cycle fatigue life prediction for beam-to-column connections subject to seismic 
loading based on soft-computing methods such as artificial neural networks is still 
lacking.  
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1.2 Outline of This Research 
 Following this section, Section 2 describes an innovative way of predicting the 
low cycle fatigue crack initiation life of notched round bars with the application of static 
artificial neural networks. In Section 3, the time consumed up to the end of each of the 
three fracture progression stages during the crack initiation process is estimated with the 
application of dynamic neural networks. The goal of these two sections is to develop a 
mechanistic model for cyclic rupture based upon the five essential stages of damage 
progression outlined earlier. A common procedure is that, cyclic large strain axial 
fatigue tests of notched round bars are performed; detailed fractographic analyses of the 
specimens including SEM assays of the fracture surfaces are implemented to identify the 
stages of damage progressions; corresponding finite element analyses of the notched 
round bar specimens are preformed to obtain the history of local field variables in the 
vicinity of crack initiation region; artificial neural networks are trained to be capable of 
correlating the pattern of input (such as stress, strain, displacement) to the time 
consumed in each damage progression stage. However, in the current investigation, only 
analytical study is implemented in the lieu of laboratory experiments. A way of 
developing reasonable synthetic data for the time elapsed in each of the damage 
progression stages is established so that the training and testing of neural networks can 
be realized. Once the application of neural networks to crack initiation life estimation is 
validated, low cycle fatigue experiments of notched round bar specimens can then be 
designed and implemented accordingly. 
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Section 4 predicts the low cycle fatigue crack initiation life of real-size beam-to-
column moment resisting joint specimens tested by various programs using the static and 
dynamic neural array established in Section 2 and Section 3, respectively. Section 5 is 
devoted to the finite element analyses and fatigue performance estimations of newly 
designed specimens. Section 6 summarizes and concludes this research. 
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2. FATIGUE CRACK INITIATION LIFE PREDICTION FOR NOTCHED ROUND 
BARS USING STATIC ARTIFICIAL NEURAL NETWORKS 
 
 
2.1 Introduction 
 
 This section describes an innovative way of predicting low cycle fatigue crack 
initiation life with the application of artificial neural networks. This method does not 
depend upon any traditional or established fracture criterion. Rather, it looks solely and 
directly at the time history of local field variables, including but not limited to, stress, 
strain, displacement, etc.  
 First, a competitive neural array is established, comprising various types of 
artificial neural networks that function differently. Then, finite element analyses of 30 
notched round bar models, which are the analytical objective of this section and the next, 
are conducted, and the simulation results are extracted to form the inputs for either a 
single neural network or a competitive neural array. The element that has the maximum 
damage accumulation potential is identified, and the time elapsed to initiate a crack is 
predicted and compared with its true synthetic answer. Finally, this new procedure is 
further verified by investigating the impact of varying the sampling and number of input 
cases for training. 
2.2 Competitive Neural Array 
 As described in Section 1, the competitive neural array is a powerful tool to 
create neural images of unknown nonlinear dynamic systems. In the present application, 
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the array is used to correlate patterns from an input vector of time history fields from a 
solid finite element model with an output fatigue crack initiation life.  
 Referring to Fig. 2.1, the competitive array comprises several different BP 
networks and one Probabilistic Neural Network (PNN) serving as the Comparator and 
Recorder (C/R). The input vector can include any number and combination of related 
and unrelated components such as stress and strain, material identification, nodal 
displacements, etc. During training, the C/R receives both the input vector and a 
“known” output vector. The C/R compares the known solution with the output from each 
member BP network and determines which is providing the least error against the known 
output. The C/R then passes the error differencing information back to the “best” BP 
network allowing it to readjust its synaptic weights and try to provide an even better 
answer. In the situation illustrated in Fig. 2.1, only BP network (2) is receiving a back 
propagation signal and being allowed to improve. The other networks are not permitted 
to adapt and hold constant until the next input comes in. After a sufficiently diverse 
matrix of training scenarios, each BP network is conditioned to respond in an optimum 
manner to a given input vector. Furthermore, the C/R is trained to identify which BP 
network is best for a given input vector. Thus, the array is ready for implementation. 
 During operation, however, the input vector will first pass to the C/R so that the 
best BP network for this given input is identified in advance. For the case illustrated in 
Fig. 2.2, the best network is BP network (2) again, and it will be the only one that is 
allowed to give an output. 
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The competitive neural array described above is realized and established with 
MATLAB for various purposes in each section. Though there may be different numbers 
or types of composing networks, the word “array” throughout this dissertation refers to 
the same competitive neural array whose scheme is described above. 
2.3 Finite Element Analysis of Notched Round Bar Models 
 In lab experiments, steel round bars are often extracted from different materials 
such as base metal, heat affected zone (HAZ) material, and weld metal in a welding joint 
specimen for the purpose of calibrating material mechanistic properties. Cyclic fatigue 
tests of round bars are also often implemented for a shorter time and with less effort than 
those of real-size structural components. Because of its geometric simplicity in 
computational analyses, round bars are usually chosen to be the basic analytical unit. 
Moreover, in order to better capture the location of crack initiation, a notch is sometimes 
intentionally added.  The investigation of predicting low cycle fatigue crack initiation 
life starts with notched round bars as the analytical objective by taking advantage of 
these simplicities.  
 A total of 30 notched bar finite element models are first made in pre- and post- 
processing software ABAQUS/CAE and then analyzed in ABAQUS. The model matrix 
is listed in Table 2.1. Three steel grades, AP50, AP70, and AP110, are selected. Detailed 
material properties are described by Kavinde and Deierlein (2004). Each round bar 
model has a notch with a radius of either 1mm or 2mm. Due to their symmetric 
geometry, 2-D axisymmetric solid elements (CAX8) are employed, and only half of the 
axisymmetric cross section is needed. A sample finite element mesh of models with 
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different notch radii is shown in Fig. 2.3(a) and Fig. 2.3(b), respectively. The total length 
of the round bars is assumed to be 60mm, and thus the models have a distance of 30mm 
from top to bottom. The minimum element size is 0.1mm, which is believed to be fine 
enough for the consideration of field variable gradients. The total number of nodes 
ranges from approximately 5200 to 7800, and that of elements ranges from 1500 to 
2500.   
The lower end of the model is the center cross section of notched round bars, and 
the nodal displacement along this line is fully constrained. The upper end is subject to a 
fixed-amplitude cyclic displacement loading. Five nominal strain amplitudes, 0~0.6%, 
0~0.8%, 0~1.0%, 0~1.2%, and 0~1.4%, are chosen, indicating that the upper end has a 
cyclic displacement of 0~0.18mm, 0~0.24mm, 0~0.30mm, 0~0.36mm, and 0~0.42mm, 
respectively, while the bottom end is fixed. All models are subject to a total of 10 
loading cycles, which are supposed to cover the whole time elapsed to initiate a crack at 
the notch. Detailed information regarding making up the synthetic data of fatigue life is 
given in Section 2.6. The displacement loading is applied and released quasi-statically, 
given that 4 seconds are allowed for each cycle of loading. The combined hardening rule 
(ABAQUS 2009), which is considered to be appropriate to simulate steel cyclic 
hardening, and the Von Mises yield criterion are used.  
A sample contour of Von Mises stress, when the model is fully stretched during 
the first loading cycle, is plotted in Fig. 2.4(a) and Fig. 2.4(b), for a 1mm and 2mm notch 
radius, respectively. The time history of field variables of certain elements are extracted 
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from ABAQUS output in several different ways for the application of neural systems in 
the following sections.  
2.4 The Most Critical Element to Initiate a Crack 
 Almost certainly, if a notched round bar specimen is perfectly manufactured and 
the loading is perfectly applied during lab testing, a crack will initiate from the notch 
root. This underlying fact is not judged by any rule or criterion of fracture mechanics, 
because the notch root area is where the maximum stress concentration and maximum 
strain concentration occurs. This area has the highest damage accumulation potential. 
Therefore, the current investigation begins with simulating the fatigue life of notched 
round bars for the following reasons: the location of crack initiation is obvious, and raw 
data of local field history is conveniently accessible from finite element analyses. 
Derivation of formulas such as integrals of stress history oven strain is no longer 
necessary, and artificial neural networks will function in their way according to the 
purpose of the problem to be solved.  
 The purpose of letting artificial neural networks determine the most critical 
element is this: if in other circumstances, the crack initiation location for a given 
specimen to be tested is unknown, will neural networks be able to provide a reliable 
estimation based on what it has learned from other known cases? In order to address this 
question, four elements in the vicinity of the notch root, as shown in Fig. 2.5, are 
selected to be the candidates of each of the models that will initiate a crack. The element 
at the notch root, Element α in Fig. 2.5, is numbered a random integer from 1 to 4 so that 
the investigation is unbiased, i.e. neural networks are not “cheating” by obtaining the 
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same element order when it is trained. In other words, a neural network will make a 
prediction based on what it receives from the input and its corresponding output 
numbering, rather than knowing the winning element only by its numbering. 
 The field histories of non-zero stress components, σxx, σyy, σxy, and σzz, non-zero 
strain components, εxx, εyy, εxy, and εzz, and average nodal displacements in the x and y 
direction are first collected from ABAQUS output for each of the four candidate 
elements in each model. In ABAQUS nonlinear plastic analysis, the solver first picks a 
random arc length and attempts to find a converged solution. If failed, it does this again 
and iterates this process until a convergence is reached. Therefore, the history of field 
variables may always consist of unequal time intervals, and no two models have exactly 
the same history segments. However, artificial neural networks require that the input 
vector of different cases must have the same subdivision of the whole time history, 
though the time consumed in each interval does not have to be equal. For easier 
processing and proper functioning of neural networks, the history of all ten field 
variables are interpolated to a total of 200 fixed time intervals of 0.2 second (the total 
time is 4 seconds per cycle multiplied by 10 cycles) using the Piecewise Cubic Hermite 
Interpolating Polynomial (“pchip” function in MATLAB). The “pchip” function is 
believed to be most suitable for shape-preserving interpolation for nonsmooth data 
(Hanselman and Littlefield 2005). A sample comparison between the original and 
interpolated stress history is plotted in Fig. 2.6, which shows no great scattering between 
the two. It is also very important to notice that this interpolation process does not 
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compromise the principle of directly employing the raw data of local field variables. 
Rather, it is solely a shift in sampling the history, to clear a way around the block.  
 A screen copy of a Microsoft Excel spreadsheet containing the inputs described 
above is given in Fig. 2.7. All input vectors have a dimension of 40×1, comprising 10 
field variables for 4 elements in the vicinity of the notch root. Outputs for these input 
vectors are an integer between 1 and 4, depending on its number assignment of Element 
α. During training, for a given model, input vectors at each of the 201 time instants have 
the same output numbering, provided that only the static artificial neural networks are 
investigated in this section. A difference between static and dynamic neural networks 
will be narrated in Section 3.2. A group of 20 models selected at random is used as the 
training sets for neural networks, and the other 10 are to be predicted.  
 A total of four different schemes of neural networks are employed to demonstrate 
that artificial neural networks are capable of identifying the most critical element in a 
finite element model in a variety of ways. The first two schemes are of a single Learning 
Vector Quantization (LVQ) network and a PNN, respectively. The other two schemes 
are competitive arrays. Both of the arrays have a PNN as C/R, one with four BP 
networks having one hidden layer of 4, 5, 6, and 7 neurons and the other with four 
Generalized Regression Neural Networks (GRNNs) having a spread rate of 1, 2, 3 and 4.  
Detailed information of these terminologies and networks are provided in Neural 
Network Toolbox User‟s Guide (Beale et al. 2011). MATLAB has an embedded 
function ready to use for each type of network in its Neural Network Toolbox. The 
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number of neurons and the spread rates are picked up randomly to make each 
competitive network distinct.  
 After they are trained with 20 cases selected at random, the neural systems take 
the inputs from the other 10 models and produce an output for each input vector. The 
MATLAB program developed for this research regulates that among all outputs of the 
201 instants of each model, the integer that has the maximum appearance will be the 
winning element numbering of this model. Further examination of the results finds that 
all cases have almost the same output integer at every time instant, indicating that neural 
networks are very confident in picking up the right answers.  
The prediction results provided by the single LVQ, the single PNN, the BP-PNN 
array, and the GRNN-PNN array are plotted in Fig. 2.8, Fig. 2.9, Fig. 2.10, and Fig. 
2.11, respectively. All of the four figures have 10 red diamonds, but some are 
overlapped by others, allowing only four diamonds to be seen from the plot. All of the 
diamonds on these figures represent Element α, indicating that these four neural schemes 
are all capable of picking up the element that accumulates the most damage among the 
four. The conclusion is that artificial neural networks are working very well in predicting 
the location where a crack is most inclined to initiate, if it is well trained with accurate 
knowledge.   
2.5 Recognition of a Potential Pattern among Analytical Models 
 In Table 2.1, the 30 notched round bar models are categorized into six groups by 
three grades of steel and two notch radii. This pattern of grouping is very straight-
forward for general purposes. However, if the low cycle fatigue life or the fatigue 
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fracture problem is under consideration, this taxonomy makes no sense since empirical 
evidence has shown that only the variation of local field variables matters. The intent of 
this section is to test whether neural networks still preserve workability if it is provided 
with ambiguous information.  
 Inputs are the time history of non-zero stress and strain components and two 
displacement components of Element α in each model, exactly the same as those used in 
the previous section, except that the field history of the other three elements is not taken 
into consideration. Outputs are integers from 1 to 6, depending on the steel grade and 
notch radius of each model. For example, the 5 models in the column “AP50, R=1mm” 
in Table 2.1 have the type number 1, and those in column “AP110, R=2mm” are of type 
6. During training, for each model, input vectors at every time instant have the same 
corresponding output type number. In operational mode, the integer that has the 
maximum appearance will be the type number of the model being predicted.  
 Again, 20 cases are randomly selected for training, and the other 10 for 
predicting. The single PNN and the BP-PNN array constructed in Section 2.4 are used. 
This time, the predicted output result for 201 instants of each notched round bar model is 
scattered. The MATLAB program still picks up the type number that appears the most in 
each case, and its comparison with the correct answer is plotted in Fig. 2.12 and Fig. 
2.13 for the single PNN and the BP-PNN array, respectively. Both neural schemes fail to 
recognize the fake pattern that is made up intentionally, as is expected, and this fact 
further reveals that artificial neural networks are intelligent in filtering the provided 
information. 
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2.6 Prediction of Low Cycle Fatigue Crack Initiation Life 
 As described in Section 1, in a five-stage fracture propagation process, an 
emergent crack will become visible at the end of Stage III, and the main goal of this 
study is to estimate the time elapsed before this happens, or in other words, to predict the 
time needed to create a visible crack in an initially undamaged component subjected to a 
fatigue loading. Herein we define the fatigue crack initiation life as the time elapsed 
from the beginning of cyclic loading until the existence of an emergent crack. If 
implementing lab experiments, a certain rule or standard could be defined to count the 
cycles elapsed up to the crack initiation, such as when a 1mm crack is observed. 
However, in this present investigation, only analytical study is carried out. A way of 
developing reasonable synthetic data for crack initiation lives needs to be found so that 
the training and testing of neural networks can be realized. Once the application of 
neural networks to crack initiation life estimation is validated, low cycle fatigue 
experiments of notched round bar specimens can then be designed and implemented 
accordingly. In this section, fatigue crack initiation life will be evaluated as a whole, 
including the first three stages of fracture progression. Further predictions for each stage 
will be investigated in Section 3.5.  
 Based on a series of specimens tested in Japan (Long 2006), a relationship 
between the whole fatigue life (initiation plus propagation, Nf) and the local plastic strain 
amplitude (εpr) was established as follows: 
    
630.0
345.1

 fpr N          (2-1) 
First, the synthetic whole fatigue life of the 30 notched round bar models is calculated by 
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substituting the plastic strain range of Element α during the first loading cycle into Eq. 
(2-1). Given an empirical fact that the crack initiation accounts for approximately 15% 
to 30% of the total fatigue life, the synthetic initiation life for these models is obtained 
by multiplying a factor of 18% to its whole fatigue life. The choice of 18% is arbitrary, 
and the resultant initiation lives of all 30 models happen to be within 10 cycles, which is 
a satisfactory number of loading cycles for finite element analyses. This choice also 
answers the question left in Section 2.3 why 10 cycles of loading are applied. 
 Moreover, if integers are used in cycle counting, differentiating each round bar 
model is difficult, because all 30 models have an initiation life between 1 (actually 3) 
and 10. There must be at least two models that have the same initiation life. Thus, 
instead of counting cycles, the elapsed time is directly used to record the initiation life, 
with 1 cycle equaling to 4 seconds, which is the loading time of each cycle. The total 
loading time is now 40 seconds, and each model has its own initiation life from, 
theoretically, 0.2 to 40 seconds (a total of 200 time intervals).  
 Another issue that needs to be solved before we move forward is that the time 
history of field variables consists of 201 time instants while crack initiation life is only 
one number. There is no way for neural networks to correspond 201 input vectors to a 
single number. Therefore, a so-called fatigue damage index is proposed herein and will 
be used throughout this dissertation. The assumption is made, in this section only, that 
all three stages of fracture propagation within the crack initiation progress have an equal 
allocation of time that is elapsed. This is to say, for example, if the initiation life of a 
certain model is 30 seconds, Stage I, II, and III will each cost 10 seconds. Then, an index 
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of unity is specified when and after the initiation life is reached, and that of zero is given 
at the beginning of loading. The index number 0 is held constant for several time instants 
until the end of Stage I. In the example above, 0 is the output index of the input vectors 
that have a time coordinate less than 10 seconds. After this, a new index, 0.3, is provided 
and holds constant until the end of Stage II, which is 20 seconds in the same example, 
followed by 0.6, until 30 seconds. Now each of the 201 input vectors has an output 
damage index. Again, the index numbers 0, 0.3, 0.6, and 1 are otherwise arbitrary except 
that their ascending sequence indicates a stepwise damage accumulation progress 
explicitly. Each notched round bar model now has a series of 201 output indices 
consisting of a portion of 0‟s, 0.3‟s, 0.6‟s and 1‟s, depending on the stage of crack 
propagation that has been reached.  
 Inputs are the time histories of non-zero stress and strain components and two 
displacement components of Element α in each model, and outputs are the fatigue 
damage indices. First, a single GRNN is employed with 25 cases selected at random for 
training and the other 5 for testing. The comparison between predicted and expected 
initiation life is plotted in Fig. 2.14. A single BP is then tested after being trained by 25 
cases, and the prediction result is provided in Fig. 2.15. Additionally, with the 
application of the BP-PNN array constructed in Section 2.4, three groups of simulations 
are performed. In the first group, all three trials have 25 cases selected at random for 
training and the remaining 5 for prediction, but their samplings are different. Similarly, 
the other two groups also consist of trials with different samplings, while the number of 
cases for training is 20 and 15, and the number for testing is 10 and 15, respectively. The 
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comparisons between prediction and expectation are plotted in Figs. 2.16 ~ 2.18, for the 
first group, Figs. 2.19 ~ 2.21, for the second group, and Figs. 2.22~2.24, for the last 
group. The Mean Square Error (MSE) of each test is also calculated and listed on the 
corresponding plot.  
 The simulation made by the single network, as shown in Fig. 2.14 and Fig. 2.15, 
has an MSE of approximately 58, roughly meaning that the average error of the five 
predicted cases is almost 8 seconds, the equivalent of two loading cycles. In comparison, 
the first group of trials made with the array is also trained by 25 input sets but results in a 
much lower average MSE of 16, the equivalent of one loading cycle. The comparison of 
prediction results leads to the conclusion that the introduction of the competitive neural 
array promotes neural networks‟ simulation capability. 
 For the first group of trials made with the array, the MSE of their prediction 
ranges from 11 to 22. Though not perfect, compared with the other two groups, the 
prediction made by the first group is still satisfactory and acceptable. The first group‟s 
predictions have different accuracy, because each is trained by certain 25 input sets and 
no two sets are of exactly the same sampling. However, even if two trials with identical 
training cases are ordered for a given array, they will almost still generate diverged 
predictions for identical unknown cases, because the simulation made by neural 
networks is basically a stochastic process. An evidence of this matter of fact will be 
provided in Section 3.6. The purpose of making three distinct trials with the same 
number of cases for training herein is to gain more confidence on the application of 
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neural networks to fatigue life estimation by changing the sampling of training and 
testing cases.  
 Figs. 2.16~2.24 also point out that the accuracy of the predictions produced by 
the array decreases as the number of cases used for training decreases. Though one may 
argue that the average MSE is very large in the last group of trials because of a 
significant number (15) of models being predicted, the fundamental cause is actually that 
the array is less tuned when there are only 15 input sets in the training process.  
2.7 Summary 
 In this section, a competitive neural array comprising various types of neural 
networks is established to estimate fatigue crack initiation life. Then, the investigation 
starts with finite element analyses of notched round bar models, followed by extracting 
their history of local field variables, such as stress, strain, and nodal displacements, as 
the input vectors for neural networks. Results show that neural networks are capable of 
predicting the location that is most inclined to initiate a crack, as well as estimating the 
time elapsed to cause this initiation to a satisfactory extent.  
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3. FRACTURE PROGRESSION ESTIMATION OF NOTCHED ROUND BARS 
MADE OF DIFFERENT MATERIALS USING DYNAMIC  
ARTIFICIAL NEURAL NETWORKS 
 
 
3.1 Introduction 
 
 In this section, the time consumed up to the end of each of the three fracture 
progression stages during the crack initiation process is estimated with the application of 
dynamic neural networks.  The investigation is wholly based on synthetic data that is 
specifically designed, and significant conclusions will be drawn to provide useful 
recommendations to experiment designs and tests.  
 This section starts with a general comparison between static and dynamic neural 
networks. Then, two types of steel-like materials are created so that material 
identification information can be added to the input vectors for neural networks. After 
finite element models of notched round bars made of the new materials are analyzed, a 
competitive array comprising dynamic neural networks is established and examined. The 
time elapsed by the end of every stage is evaluated based on the synthetic allocation of 
the total initiation life assigned to each model. Finally, the impact of the number of input 
cases for training on the prediction accuracy is examined.  
3.2 Comparison of Static and Dynamic Neural Networks 
 “The prototypical use of a static neural network (e.g., multilayer perceptron, 
radial-basis function network) is structural pattern recognition. In contrast, temporal 
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pattern recognition requires processing of patterns that evolve over time, with the 
response at a particular instant of time depending not only on the present value of the 
input but also on its past values,” (Haykin 1999). In the current investigation, fatigue 
crack initiation is basically a damage accumulation process in which an emergent crack 
is formed over time from the nucleation of embedded voids. Therefore, the history of 
local field variables is actually following a temporal, rather than structural, pattern. 
Though static neural networks perform promising predictions, as shown in Section 2, 
dynamic networks are more suitable, especially when more analytical cases are being 
predicted and the problem becomes more complex, such as distinguishing the three 
fracture progression stages.  
 In order to make a general comparison of the prediction accuracy associated with 
static and dynamic neural networks, the BP-PNN array established in Section 2.4 is 
employed as the static array. The BP networks in this array are substituted by Focused 
Time-Delay Neural Networks (FTDNNs), having one hidden layer of the same number 
of neurons as the BP networks to establish a dynamic array. Out of the 30 notched round 
bar models analyzed in Section 2.3, a group of 25 are selected at random and used as the 
training cases for both arrays. The results predicted for the 5 remaining cases are plotted 
in Fig. 3.1 and Fig. 3.2 for the static array and the dynamic array, respectively. Fig. 3.2 
shows a much closer agreement between the expected and predicted values of crack 
initiation lives, demonstrating that the problem under study possesses a temporal pattern, 
and the application of dynamic neural networks is more appropriate in estimating fatigue 
crack initiation lives. 
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3.3 Finite Element Analysis of Bars Made of Synthetic Materials 
 One of the most convenient features of using neural characteristics for fatigue 
evaluations is that any number and combination of related and unrelated components can 
be included in the input vector. This versatility is important because different materials 
such as weld metal and base metal usually display vastly different fatigue properties. 
Moreover, other manufacturing details of a moment resisting joint, including the weld 
metal toughness and the connection type (such as Welded Unreinforced Flange Welded 
web and Welded Flange Bolted web), also have an impact on its seismic performance 
and can be included in the input vector. The functionality of neural networks trained by 
input vectors, consisting of other related information besides local field variables, is 
examined by developing two types of synthetic material. The influence of the existence 
of material identification information on promoting/destroying networks‟ simulation 
capabilities are not investigated in this study and will be suggested for further research. 
Rather, the objective is to look for a feasible way for neural networks to function after 
adding this information to the input.   
 In this attempt, two types of quasi-steels are developed which have the following 
distinctions from the prototype steels (Type A): the elastic stiffness (Young‟s modulus) 
of one quasi-steel (Type B) is halved, and the strain hardening of the other (Type C) is 
doubled. Here, the prototype is designated to the three grades of steels introduced in 
Section 2.3. Fig. 3.3 plots a sample of nominal stress – nominal strain constitutive 
relationships of the three types of material, one authentic and two synthetic. 
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 Finite element models of notched round bars made of the two types of newly-
created materials are then analyzed, given that all other conditions, except the definition 
of material properties, are the same as the models analyzed in Section 2.3. The time 
history of non-zero stress and strain components and two displacement components of 
Element α (shown in Fig. 2.5) in each model is extracted, and a pool of 90 cases is ready 
for implementation in neural network simulations. 
3.4 Dynamic Neural Array and its Input and Output 
 In addition to the ten components already contained in the input vectors, an 
eleventh component, the material identification, also needs to be included. Using a type 
denotation of “A”, “B”, or “C” is inherently reasonable because vectors/matrices can 
comprise a combination of numbers and strings in almost any computer language. 
However, the calculation of numbers and strings can never be mixed. Instead, in 
MATLAB, each character will first be converted to its corresponding ASCII code before 
a vector containing a string is numerically calculated. Therefore, the representation of 
the material identification is arbitrary as long as it is identifiable among others, because 
no matter what string is used, this representation will be converted to a number. Then, to 
comply with the fluctuating displacements that the top end of the model is subject to, a 
series of material identification indices is established for each of the three materials 
being used and for every time instant of each loading cycle. Table 3.1 lists these indices, 
which are, again, otherwise arbitrary, except that their waveform looks similar to the one 
plotted in Fig. 2.6 and that all materials are defined by a mutually distinct series of 
 32 
indices. Now, the input vector at each time instant has a material identification index as 
the eleventh component, and this vector can be written as  
    p = [σxx  σyy  σxy  σzz  εxx  εyy  εxy  εzz  ux  uy  Im]
T
.  
For a given notched round bar model, the whole history of its input vectors will then be 
     [p(1)  p(2)  p(3)  …  p(201)]. 
Among other choices of dynamic neural networks, the FTDNN is well suited to 
time-series predictions. The FTDNN is a back-propagation feedforward network with a 
tapped delay line at the input. A detailed description of the FTDNN, or sometimes also 
referred to as the Focused Time Lagged Feedforward Network, is provided by Haykin 
(1999). If several models are to be trained in one FTDNN, the network is presented with 
a concurrent set of sequences (Beale et al. 2011), and the history of input vectors of, for 
example, three models need to be formatted in the following way: 
     {[p1(1)  p2(1)  p3(1)]  [p1(2)  p2(2)  p3(2)]  …  [p1(201)  p2(201)  p3(201)]}. 
Each element of the above cell array is a matrix of concurrent vectors that correspond to 
the same point in time for each sequence (Beale et al. 2011). Different from static neural 
networks that treat each input vector independently, dynamic networks have to be 
trained by an input cell array format so that the concurrent sequences of each input case 
will have a tapped delay line memory of the same order.  
 To design the synthetic data of the time consumed in all three stages of the 
fracture progression, the fatigue crack initiation lives of all 90 models are obtained first 
in the same way as described in Section 2.6. Then, each fracture stage is assigned an 
allocation percentage, and this allocation is made different for each material, as listed in 
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Table 3.2. Referring to Table 3.2, if, for example, an emergent crack appears at the 11
th
 
time instant, a notched round bar made of the prototype steel (type “A”) will have a 
series of fatigue damage index outputs of  
     [0(1)  0  0  0.3  0.3  0.3  0.6  0.6  0.6  0.6  1  1  1  1  …  1(201)], 
and bars made of the other two quasi-steels (types “B” and “C”) will have a series of 
outputs of 
     [0(1)  0  0.3  0.3  0.3  0.3  0.3  0.3  0.3 0.6  0.6  1  1  1  1  …  1(201)], and 
     [0(1)  0  0  0  0  0.3  0.3  0.6  0.6  0.6  1  1  1  1  …  1(201)], 
respectively. The indices of 0‟s, 0.3‟s, 0.6‟s, and 1‟s have the same features described in 
Section 2.6. They provide a way of capturing the stepwise procedure of fracture 
progression as well as distinguishing the models made of different materials. 
 To comply with the format of the inputs trained in one FTDNN, the output 
indices also need to be configured accordingly. The whole history of outputs for a given 
model has the form of 
     [t(1)  t(2)  t(3)  …  t(201)], 
where the t‟s are the fatigue damage indices that are numbers (0, 0.3, 0.6, or 1) rather 
than vectors. The cell array of outputs of three models that are trained in one FTDNN 
has the layout of 
     {[ t1(1)  t2(1)  t3(1)]  [ t1(2)  t2(2)  t3(2)]  …  [ t1(201)  t2(201)  t3(201)] }. 
A dynamic competitive neural array is then established and will be applied 
towards the end of this dissertation. The array consists of a PNN as the C/R, and a total 
of 4 competitive FTDNNs that all have two hidden layers of neurons. Table 3.3 lists the 
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number of neurons in the hidden layers and the number of time delays selected for each 
FTDNN. These FTDNNs are made mutually distinct so that a sufficiently diverse matrix 
of training scenarios is realized by a comprehensive variety of neural networks. 
In preliminary dynamic array training trials, it occasionally appears that, after 
being trained by a certain number of input cases, one of the 4 FTDNNs becomes the 
winning network that is allowed to be readjusted for almost all of the remaining cases.  
As a result, the C/R is not able to function properly in operational mode in the two 
following aspects: for a given input to be predicted, the C/R may identify an 
inappropriate network because of the frequent appearance of the winning network during 
the C/R training; or it may pick up a network that has never been trained. Therefore, in 
addition to the scheme developed for the static neural array, one more route is designed. 
The flow chart for this new scheme is illustrated in Fig. 3.4. It is regulated that when the 
ratio of the number of input cases trained by an FTDNN over the total number of input 
cases is equal to or greater than 80%, the corresponding FTDNN is trained again by all 
input cases and will be the only one used for operation. The choice of threshold value for 
this ratio is also arbitrary, as long as uncommon circumstances can be filtered by this 
hurdle. 
The addition of the extra route to the original array scheme does not alter the 
preference of the competitive array to a single network. Rather, the competitive array 
becomes more inclusive. For the group of 90 notched round bar models under 
investigation, their local field history displays similar, though not exactly the same, 
patterns mainly because they are all made of steel-like materials. Depending on the 
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sequence in which each input case is presented to the array (and this sequence is always 
random), either a network is sufficiently trained in a very early stage in the training 
process that it is suited to all remaining cases, or minor differences in the pattern are first 
detected and several networks take the responsibility for a certain number of input cases.   
In contrast, if another group of input cases with vastly diverged patterns is presented, 
this extra route may never be utilized.  
Finally, the dynamic competitive array with a newly designed scheme is 
developed, and its input and output are prepared in an appropriate format. A wide variety 
of trials are to be carried out and evaluated in Sections 3.5 and 3.6. 
3.5 Prediction of the Time Consumed up to the End of Each Stage  
 The first series of trials is associated with 85 input cases selected at random for 
training and the remaining 5 cases for predictions. A total of 3 trials are implemented, 
and no two trials have exactly the same set of input cases for training or for predictions. 
In each trial, the time instant corresponding to the first appearance of the output index of 
0.3 is when the first stage of the crack initiation progression ends. Similarly, the first 
appearance of 0.6 and 1 will then be the end of stage II and stage III, respectively. These 
simulation results are compared with their expected synthetic values and depicted in 
Figs. 3.5~3.7 for the first trial, Figs. 3.8~3.10 for the second trial, and Figs. 3.11~3.13 
for the last trial. The MSE of every prediction is also provided in these plots. The 
prediction results scatter among each trial mainly because different cases are being 
predicted. The average MSE of the predictions made for the whole initiation life (the end 
of Stage III) is approximately 36, indicating an average error of roughly 6 seconds, 
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which is basically satisfactory. A predominant trend is that the MSEs associated with the 
predictions made for the first two stages are smaller than those for the initiation life. This 
may be caused by the fact that the time consumed up to the end of Stage II is within 15 
seconds for most cases. A group of smaller numbers is prone to be predicted with a 
lower MSE.   
 Under the same principle, three more series of trials are performed with 80 input 
cases selected at random for training and the other 10 for prediction, 75 cases for 
training and 15 for prediction, and 60 for training and 30 for prediction. Their 
corresponding results are provided in Figs. 3.14~3.22, Figs. 3.23~3.31, and Figs. 3.32~ 
3.40, respectively. Similarly, the MSEs of the first two stages‟ predictions are smaller 
than the initiation life‟s MSEs. The MSE average becomes higher when more cases are 
predicted, which may be accounted by the fact that fewer cases are available for training. 
Also note that the MSEs are all within 30 in Figs. 3.13, 3.19, and 3.31, where there are 5, 
10, and 15 cases for prediction, respectively. Therefore, a further examination of the 
impact of input volume on the performance of the dynamic array is needed. 
3.6 Impact of the Total Number of Input Cases for Training 
 First, a new trial is executed in the following steps: a total of five cases is 
selected at random for prediction; the dynamic array is trained by the first five cases in 
the pool of the remaining 85 cases; the initiation life of the five cases selected in the first 
step is predicted, and its MSE is recorded; the dynamic array is returned to its original, 
untrained status and then trained by the first six cases in the pool of 85 cases; the five 
cases selected in the first step are predicted again, and the MSE is recorded; this iteration 
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keeps processing until the raw dynamic array is trained by all 85 cases. After the first 
trial is complete, the process repeats with the same sets of cases for prediction applying 
the same procedure beyond the first step. In other words, two identical trials with the 
same 5 cases for prediction are practiced, and the MSE records are plotted in Fig. 3.41 
and Fig. 3.42. The two plots are not identical, indicating that the simulation made by 
neural networks is basically stochastic. Both of them show a significant decrease in the 
MSE when the number of training cases reaches around 40.   
 Similarly, two identical trials are conducted for a situation when 10, 15, or 30 
cases are predicted. Their MSE records are illustrated in Figs. 3.43 and 3.44, Figs. 3.45 
and 3.46, Figs. 3.47 and 3.48, respectively. Again, two identical trials with the same sets 
of predicting cases never preserve repeatability.  
 From Figs. 3.41~3.48, it is observed that the MSE level becomes relatively stable 
if the dynamic array is trained by at least 40~50 input cases. This finding provides a 
significant reference to the testing matrix design of notched round bar specimens that 
will be the subject of experiment soon after this study. If finally concluded that the 
dynamic array trained by the local field history of notched round bar models is capable 
of evaluating the fatigue performance of real-size moment resisting joints to a 
satisfactory extent, it is recommended that a total of approximately 50 specimens made 
of different materials be tested. It is also suggested that the experiment results substitute 
the synthetic data of elapsed time so that the dynamic array can be better calibrated. The 
experiments of notched round bars should follow the same loading pattern as for the 
real-size joint specimens, because all of the 90 cases under study are subject to constant- 
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amplitude cyclic tensional loading. Otherwise, a more diverse testing matrix should be 
designed. Additional array trainings are also necessary in this case.  
  For an unknown case that is to be predicted, the statistic of MSEs almost makes 
no sense. Whether the MSE level holds stable or not, the prediction of a given case is 
either approximately right or wrong. Therefore, a certain number of trials should be 
allowed, and other statistical tools may be employed to filter irrational outliers and 
average the reasonable. An effort of such attempt is demonstrated in Section 4. 
3.7 Summary 
 In addition to the 30 models created in Section 2, 60 more notched round bar 
models made of synthetic materials are analyzed, and the history of their local field 
variables is extracted. After assigning a series of indices for each material, input vectors 
consisting of 11 components at every time instant of all 90 cases are prepared in a proper 
format for processing in FTDNNs. Then, a dynamic competitive array with a newly 
designed scheme is developed, and the time elapsed up to the end of each of the three 
fracture progression stages during the crack initiation process is estimated. The influence 
of the number of training input cases on the prediction accuracy is also examined. MSEs 
associated with the predictions made for the first two stages are found to be much 
smaller than those for the initiation life, and the predictions made for the initiation life 
are satisfactory. Around 50 notched round bar specimens are recommended for use in 
future experiments, given that the loading pattern is similar to the pattern for real-size 
moment resisting joints. 
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4. LOW CYCLE FAGITUE LIFE ESTIMATION OF PAST TESTED SPECIMENS 
 
 
4.1 Introduction 
 
 This section aims to predict the low cycle fatigue crack initiation life of real-size 
beam-to-column moment resisting joint specimens tested by various programs using the 
static and dynamic neural array established in Section 2 and Section 3, respectively. The 
predictions are compared with their experimental results, and significant conclusions 
will be drawn. 
 First, finite element analyses of notched bar models subject to stepwise 
increasing amplitude cyclic strain loading are conducted. The time history of local field 
variables is extracted for several elements in the vicinity of the notch root. Second, the 
static neural array is trained to identify the element that has the most potential to initiate 
a fatigue crack. The dynamic array is trained to predict the time elapsed up to the 
formation of a crack at this element, based on the synthetic fatigue crack initiation life 
that is specifically developed. Then, 8 tested real-size beam-to-column moment joint 
specimens are selected from several published papers based on three criteria. Finite 
element analyses of these specimens subject to monotonic loading are implemented. The 
local field history in the region where the controlling fatigue crack is first observed is 
extracted from the analytical results of cyclic hierarchical finite element analyses. 
Finally, by inputting the local field history of these specimens, the fatigue crack 
initiation life is predicted by the trained neural arrays. 
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4.2 Finite Element Analysis Subject to Varying Amplitude Loading 
 The sensitivity of artificial neural networks to loading patterns is indicated by the 
failure of a preliminary trial using the dynamic array trained by round bar models subject 
to constant amplitude cyclic loading to predict the fatigue life of a real-size joint 
specimen subject to stepwise increasing amplitude. Therefore, a new set of finite 
element analyses of notched round bar models are implemented, applying cyclic 
stepwise increasing amplitude strain loading.  
 Fig. 4.1 illustrates the basic mode of cyclic loading, and Table 4.1 details the 
number of cycles at each strain amplitude. This mode is proportional to the loading 
protocol specified in SAC/BD-97/02 (SAC 1997). The selection of this load style will be 
further discussed in Section 4.4. Applying a magnification factor of 1 to 10 to the basic 
mode, a total of 10 loading histories are designed. With three grades of steel, AP50, 
AP70, and AP110, and two notch radii, 1mm and 2mm, a matrix of 60 analytical cases is 
made and listed in Table 4.2.  
 In this series of finite element analyses, the loading is applied quasi-statically. It 
is assumed that the strain loading rate is fixed at 0.025% per second for the basic mode, 
and 0.25% per second for the loading history with a magnification factor of 10. In this 
way, the total time specified in every analysis is the same, which is approximately 680 
seconds. The total number of analysis steps is 85, corresponding to the 42 cycles in 
Table 4.1.  
 The choice of these strain amplitudes is not arbitrary. The local field histories in 
the vicinity of the notch root are estimated to be comparable with the field histories in 
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the region that initiates a fatigue crack in real-size specimens so that artificial neural 
networks are trained accordingly. Unless the neural array is provided with necessary and 
relevant knowledge, accurate predictions cannot be realized.   
4.3 Training of the Neural Arrays 
 There are two stages in the training process. First, the static array comprising 
four BP competitive networks and a PNN comparator, which is developed in Section 
2.4, is trained to detect the element that has the most potential to initiate a fatigue crack. 
As is shown in Fig. 2.5, again, four elements near the vicinity of the notch root are 
selected as the candidates. By assigning a random number (between 1 and 4) to the four 
elements in each of the 60 cases, the array is capable of identifying the “winning” 
element depending on their local field histories rather than on the numberings. Second, 
the dynamic array comprising 10 competitive FTDNNs and a PNN comparator is trained 
to predict the fatigue crack initiation life. Parameters used in the 10 FTDNNs are 
provided in Table 4.3. The extra route in the flow chart described in Section 3.4 is also 
employed to account for uncommon incidents.   
 The objective of Section 4 is to correlate notched round bar models with tested 
real-size moment joint specimens in the means of neural networks. An important issue 
has to be solved before such a trial is conducted. For the notched round bars, the loading 
is applied vertically, resulting in a predominant stress/strain component in the y 
direction. In contrast, for almost all experiments of joint specimens, the load is applied 
horizontally, and the predominant stress/strain component of the elements in the 
fracturing region is in the x direction. Moreover, since no torsion is applied to the bars, 
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the stress components, σ13 and σ23, and the strain components, ε13 and ε23, are always 
zero. If the neural arrays are trained directly by the local field histories of the round bars, 
the predictions made for the real-size specimens will be highly questionable.  In order 
for the neural arrays to overcome this difficulty, the stress/strain histories need to be 
converted from their original basis to a randomly chosen basis while the state of the 
stress/strain is kept. In other words, the state of the stress/strain is represented by another 
group of components for a random basis by linear transformations so that the network 
training is coordinate independent. Notice that altering the representation of a 
stress/strain state does not conflict with the original idea of employing the raw data of 
local field histories.  
 The displacement components in the input vectors also have a similar issue. For 
the round bars, the notch root has almost no displacement at all, especially in the 
horizontal direction, but the fracturing region of moment joints always experiences a 
large extent of horizontal displacements that mostly comprise rigid motion. Therefore, 
the displacements in the notch root area also need to be transformed, so that the neural 
network simulation is also rigid motion independent.  
 In a Cartesian coordinate system, the total displacement of a point after a 
combined transformation comprising a rigid translation, a rotation, and a nodal 
displacement due to external loading is calculated as 
   -R R I  CΔ T D X ,        (4-1) 
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where  T T Tx y z
T
T  is the rigid translation vector,  dx dy dz
T
D  is the nodal 
displacement output from finite element analysis,  o o ox y z
T
X  is the coordinate 
of the point, I is the three-dimension identity matrix and R is the rotation matrix. 
Detailed derivation of Eq. (4-1) is provided in Appendix C. The rotation matrix is the 
product of the three basic rotation matrices, 
  x y zR R R R          (4-2) 
where Rx, Ry, and Rz correspond to the rotation about x, y, and z axis, respectively (as 
shown in Fig. C.5 ~ C.7), and are calculated as 
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Transformation of stresses and strains depends solely on the rotation. According to the 
tensor transformation rule, an alternative representation of a stress tensor and strain 
tensor is 
   TRSRS  ,         (4-6) 
and 
    
TRERE  ,         (4-7) 
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respectively, where 
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A total of 9 transformations are made for each round bar model, and the 
parameters selected for each transformation is listed in Table 4.4. Including the original 
coordinate, each of the 60 input cases is represented in 10 different ways, and 600 cases 
are created for training the dynamic array.  
 Now, the input vectors at each time instant are formatted properly, and comprise 
15 components, of which 6 are stresses, 6 are strains, and 3 are displacements. The 
synthetic outputs are developed based on the following two formulas:  
   0.5380.295r N
         (4-10) 
   
i i
i
N
n
D          (4-11) 
Equation (4-11) is proposed by a group of Japanese scholars (Miki et al. 1981) and 
correlates the fatigue crack initiation life to the local strain amplitude in the loading 
direction, which is 22,r  in this case. Equation (4-12) is the Palmgren-Miner‟s rule (Liu 
et al. 2005), which is also called the rainflow counting method. This method assumes 
that the effect of each cycle is independent, and its damage index is a linear 
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accumulation of each cycle. D is the damage index, ni is the number of cycles 
corresponding to the ith block of constant strain amplitude, and Ni is the number of 
cycles to failure at this amplitude, calculate by Eq. (4-11). When D reaches 1, a crack is 
considered to initiate, so this index can be directly used as the output at each time 
instant. Note that the 10 different representations of each of the 60 round bar models 
have the same synthetic outputs.  
All 600 cases are employed for training the dynamic array. Both the static and 
the dynamic arrays are well trained for their own goal and are prepared to predict the test 
results of real-size moment resisting joint specimens. 
4.4 Selection of Tested Beam-to-Column Moment Joint Specimens 
The selection of tested real-size moment resisting joint specimens from published 
papers is based on the following three criteria, and each criterion is provided with a 
detailed description of its purpose. 
Criterion 1: The failure mode of the specimen is low cycle fatigue fracture. 
 Generally, there are three limit states in experiments of real-size beam-to-column 
moment resisting joint specimens: the occurrence of a fatigue fracture, local buckling 
resulting in a significant loss of capacity, and reaching a story drift corresponding to the 
limit of the test setup. The last limit state is associated with unusual situations and is of 
no research interest. Other than the last limit state, all moment joints with a weak panel 
zone and some with a balanced panel zone are failed by the first limit state, while joints 
with a strong panel zone and some with a balanced panel zone are controlled by the 
second limit state.  
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 In the current investigation, most efforts contribute to the prediction of cyclic 
ruptures, and only the joints with a failure due to fatigue cracks are within the scope of 
this research. Although neural networks may be able to predict the fatigue life of joints 
with a strong panel zone, they have to be organized and trained in a different way, 
because the failure of these joints is caused by the loss of stability rather than pure 
fatigue fractures. The decision to end the fatigue test of joints with a strong panel zone is 
also subjective. Moreover, the finite element analysis of strong-panel joints stalls when 
local buckling occurs, usually at a drift ratio of 3~4%. After the program stalls, the 
analysis of strong-panel joints subject to monotonic loading may be followed by a 
“RESTART” analysis in ABAQUS, however, this brings a huge inconvenience to the 
analyses subject to cyclic loading especially when there are 85 analysis steps. This 
problem may call for further independent research. 
Criterion 2: There must be a clear indication of when and where the controlling fracture 
is first observed. 
 The time elapsed up to the initiation of a crack is the objective of this study. 
Without such information, there is no way to judge the accuracy of the predictions made 
by the neural arrays. Similarly, the location of the crack initiation is also essential since 
the finite element analyses could focus on that region with refined mesh.  
Criterion 3: The cyclic loading of the experiment is similar to the SAC loading protocol. 
 As discussed in Section 4.2, neural networks are sensitive to loading patterns. 
However, this is not to say that neural networks are not able to recognize different 
loading patterns. Before it is confirmed that the transition from round bar models to real-
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size joint specimens can be realized, no more complexity should be assigned to the 
current investigation. Therefore, all joint specimens should experience similar loading 
histories.  
 In experiments, especially those carried out after 1997, the SAC loading protocol 
(SAC 1997) is the most commonly used loading pattern, and the maximum number of 
specimens that experience similar loading histories may be selected from published 
papers. This also explains why the stepwise increasing amplitude cyclic loading that are 
proportional to the protocol are imposed to the notch round bars in Section 4.2. 
 Complying with the above three criteria, a total of 8 specimens are found from 
more than 100 relevant papers. Table 4.5 lists the researchers, denotation, column shape, 
girder shape, and, if there is any, doubler plate thickness of each specimen. Although 
three specimens have a doubler plate in their panel zone, they are still categorized as 
having a weak-panel joint. The cyclic drift ratio of specimens tested by Lee et al. (2005) 
was kept at ±4% after two cycles of ±3% were finished, and loadings for all the others 
(Engelhardt et al. 2000, Kim et al. 2010, and Ricles et al. 2002) followed the SAC 
loading protocol. 
Coincidentally, for all 8 specimens, the controlling fracture initiated in the center 
portion of the interface between a beam flange and the groove weld, either on the top 
side of a top flange or on the bottom side of a bottom flange, i.e. the tension side of a 
tension flange. (It will be shown in Section 4.5 that compression stress can be found on 
the inner side of a tension flange.) For example, the fracture images of specimens 
DBBWWPZ and CR2 are provided in Fig. 4.2 and Fig. 4.3, respectively. This finding 
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further demonstrates that the selected specimens are of the same type, and their fatigue 
performance will be judged by a certain scheme of neural array.  
In order to confirm that the panel zone of all specimens is not stronger than 
girders, finite element analyses of these joints subject to a monotonic loading are carried 
out. First order reduced integration shell (S4R) elements are employed. The number of 
nodes, the number of elements, and the minimum element size are listed in Table 4.6, as 
are those for global models. Material properties are specified as close as possible to the 
ones described in the papers. If detailed strain hardening information is not provided, a 
linear hardening is assumed, and likewise, if elongation is not described, a final strain of 
0.15 is approximated. Von Mises yielding criteria and isotropic hardening are employed.  
 A drift ratio limit of ±10% is set in all analyses. Figs. 4.4 ~ 4.10 plot the Von 
Mises stress contour of all specimens when they are pushed to this limit. For all models, 
the ABAQUS program does not stall, indicating the difficulty associated with cyclic 
analyses of strong-panel joints is not present. In every figure, the column is zigzagged 
because of the large shear deformation constrained in the panel, and the column flange 
does not remain normal to the beam flange, implying a crack may initiate from the 
welding corner.  
4.5 Hierarchical Finite Element Analysis 
 In order to acquire local field histories in the fracturing region, hierarchical finite 
element analyses are conducted using the submodeling technique in ABAQUS. First, the 
whole (global) model is analyzed subject to cyclic loading applied at the top end of the 
column. For specimens CR1, CR2, CR3, and CR5, after ±3% drift ratio cycles are 
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finished, constant ±4% drift cyclic loading are kept until a total of 42 cycles are reached. 
For all the others, the SAC loading protocol is applied until two cycles of ±10% drift 
ratio are completed, and the total number of cycles is also 42, corresponding to 85 
analysis steps. The total time span is assumed to be the same as indicated in Fig. 4.1, and 
the loading rate is approximately 0.75% drift ratio per second. Then, the intermediate 
local model that contains the fracturing region is analyzed, and the boundary conditions 
are extracted from the analytical result of the global model. Finally, the sublocal model 
is analyzed by applying the boundary conditions extracted from the result of the local 
model.  
 The global models are the same as the models subject to the monotonic loading 
in Section 4.4. The local and sublocal models employ second order reduced integration 
solid (C3D20R) elements, which are proved to prevent numeric problems of both 
shearlocking and hourglassing (Sun 2006). The number of nodes, the number of 
elements, and the minimum element size for each specimen are listed in Table 4.4. The 
hierarchical ABAQUS models are illustrated in Figs. 4.11 ~ 4.33. Material properties are 
specified in the same way as described in Section 4.4, except combined hardening is 
employed,  and cyclic hardening developed by Kavinde and Deierlein (2004) is added.  
 In the analyses subject to monotonic loading, all specimens can reach a drift ratio 
of ±10% without any difficulty, but this does not hold true when cyclic loading is 
applied. The strain hardening in the panel zone may cause the girder to buckle locally. 
Generally, this will not be the case in experiments because the beam flange already 
fractures before buckling occurs. The stall of the analyses also happens later than the 
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corresponding instant when the controlling fracture is observed in experiments. 
Therefore, the full history of local field variables up to the crack initiation is still 
preserved.  
 The column tip load verses column tip drift ratio relationship of each specimen is 
plotted for analyses subject to the monotonic loading and analyses subject to cyclic 
loading in Figs. 4.34 ~ 4.40. For the analyses subject to cyclic loading, only the peak 
load – peak drift ratio of each cycle in the positive sense is plotted for easier 
comparisons. It is clear to see that by introducing cyclic hardenings, the loading capacity 
is promoted.   
Figs. 4.41 ~ 4.48 depict the contour of normal stress in the longitudinal direction 
of the girder (σ22 for SP2 and σ11 for all the others) for the sublocal model of each 
specimen when it is fully loaded for the last time. Due to the excessive local bending of 
the girder flange near the fracturing corner, even compressive stresses appear on the 
inner side of a tension flange. This finding agrees with the study conducted by 
Engelhardt et al. (2000). 
4.6 Prediction of Low Cycle Fatigue Crack Initiation Life 
Figs. 4.49 ~ 4.56 plot the contour of the Von Mises stress for the sublocal model 
of each specimen when it is fully loaded for the last time. The welding region between 
the girder flange and the column flange has a very high stress concentration. Also 
noticed is that in almost all specimens, the welding that connects the shear tab and the 
column flange also attracts a large amount of stress at the corner of the weld access hole. 
This agrees with the findings described in some of the papers, that a visible crack was 
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observed at the top or bottom edge of the shear tab. However, since this crack never 
propagated and the specimen suffered no strength degradation, it is not a controlling 
fracture. The focused region is only the center portion of the girder flange welding.  
 A zoomed-in view of the Von Mises stress contour of the sublocal model of CR1 
is provided in Fig. 4.57, which also shows the four elements that are chosen as the 
candidates of initiating a fatigue crack. The choice of these four elements is solely based 
on experiment observations that identify this region as critical, rather than on any 
traditional fracture mechanics criterion regarding Von Mises stress. If computing 
resources permit, all elements in the welding region can be selected as candidates and 
the trained static neural array will still identify the element that has the most potential to 
initiate a fatigue crack. For all other specimens, the four candidates are chosen in the 
same way as for CR1.  
 As indicated in the previous section, the analysis of the global model may stall 
before ±10% drift ratio is reached. In order to make all predicted cases have the same 
span of field histories, for those specimens that the analysis stalls before experiencing 42 
loading cycles, the local field variables recorded during the last successful loading cycle 
are repeated until the 85
th
 time instant is reached. 
 As indicated in Section 3.6, simulations made by artificial neural networks are 
stochastic. Two identical trials of training-prediction may generate diverse results. In 
order to overcome this disadvantage, first, the training-prediction process is repeated 30 
times. The training is based on the 600 cases described above, and the predictions are 
made for the 8 tested specimens. Then, two incidents of predictions -- all 8 specimens 
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having a predicted fatigue crack initiation life of 0 or 680 seconds (corresponding to the 
end of the 42 loading cycles) -- are defined as an irrational outlier, given that their 
occurrences are not frequent. Among all 30 predictions, around 3 such incidents are 
found, and their results are neglected. Finally, all remaining prediction results are 
averaged, and the average value is compared with its corresponding true value recorded 
in experiments. Fig. 4.58 illustrates this comparison. Apparently, a significant error 
exists for some of the specimens, because so many uncertainties, such as strain 
hardening and welding toughness, are embedded in the whole process all the way up 
from the beginning. On the other hand, a relatively acceptable estimation can also be 
seen for other specimens, indicating the current investigation is at least meaningful. It is 
anticipated that, if low cycle fatigue tests of round bars that are directly cut out from 
real-size joint specimens are carefully carried out, and if the finite element analyses of 
real-size specimens are well calibrated, the fatigue performance of these specimens will 
be estimated accurately by the neural arrays. 
 To conclude, this is the first time that the fatigue performance of a real-size 
structural component is estimated from that of a much smaller composing element using 
the dynamic competitive neural array. Besides other uncertainties, although the synthetic 
data based on tests done in Japan is independent from the test results of joint specimens, 
the dynamic array still performs well. Ideally, fatigue tests of all weak panel zone and 
some balanced panel zone specimens can be waived and replace by low cycle fatigue 
tests of notched round bars, which will save both physical and financial efforts.  
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Moreover, a great number of future research topics may be suggested. First, 
neural network predictions made for specimens subject to mixed patterns of cyclic 
loading may be investigated. Second, for those specimens that fail to be analyzed for the 
whole loading cycles, the local field histories can be linearly mapped so that the 
predictions will only depend on the available span of loading histories. This will also 
require a more comprehensive scheme of network trainings. Last, although the fatigue 
tests of those joint specimens cannot be repeated, the finite element analyses can always 
be replicated with different material properties. If a lower and higher bound of material 
strain hardenings are specified for each specimen, more points will be plotted in Fig. 
4.58, and a confidence interval may be found.  
4.7 Summary 
 In this section, the low cycle fatigue crack initiation life of real-size beam-to-
column moment resisting joint specimens tested by various programs is predicted. It is 
the first time that the fatigue performance of a real-size structural component is 
estimated from that of a much smaller composing element using the dynamic 
competitive neural array. Although far from perfect, the estimations made by neural 
arrays are satisfactory. The fatigue performance of real-size beam-to-column specimens 
will be estimated accurately if a matrix of round bar specimens are designed and tested 
under cyclic loading. A larger impact of this investigation is that, fatigue tests of all 
joints with a weak panel zone and some with a balanced panel zone may be waived in 
the future.  
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5. FINITE ELEMENT ANALYSIS AND LOW CYCLE FATIGUE LIFE 
ESTIMATION OF NEWLY DESIGNED SPECIMENS 
 
 
5.1 Introduction 
 
 A peer research team at the University of Texas at Austin has designed a matrix 
of 10 steel beam-to-column moment resisting joint specimens which are being tested at 
the University of Minnesota‟s Multi-Axial Subassemblage Testing (MAST) Laboratory, 
a member of the George E. Brown, Jr. Network for Earthquake Engineering Simulation 
(NEES). This section is devoted to the finite element analyses and fatigue performance 
estimations of these specimens. 
 First, the design of the specimens is briefly discussed. Then, finite element 
analyses of the specimens subject to cyclic loading specified by the SAC loading 
protocol are conducted in ABAQUS. Manufacturing imperfections are considered, and 
quasi-static analyses with an adaptive automatic stabilization scheme are implemented. 
In addition, hierarchical finite element analyses are carried out, and the local field 
histories in the region of welding connections are obtained. Finally, the low cycle fatigue 
crack initiation life of the specimens with a weak panel zone is predicted. 
5.2 Newly Designed Specimens 
 Table 5.1 lists all 10 specimens designed by the University of Texas group, and 
Fig. 5.1 depicts the test setup plan. Figs. 5.2 ~ 5.3 provide photos of the test setup in the 
laboratory. The specimens are categorized into three sets: the deep column set 
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(Specimens 1 ~ 3), the jumbo column set (Specimens 4 ~ 7), and the small column set 
(Specimens 8 ~ 10). In the first set, the only difference among the three specimens is the 
thickness of the panel zone. In the second set, Specimens 4 ~ 6 differ according to panel 
zone thickness, while Specimen 7 has cover plates attached to the beam flanges. In the 
last set, varying axial loads in the column are designed for identical specimens.  
 Specimen 7 has a Bolted Flange Plate (BFP) moment connection, and all the 
other specimens have a Welded Unreinforced Flange – Welded web (WUF-W) 
connection. As indicated in Table 5.1, Specimens 3 and 6 are designed as moment joints 
with a strong panel zone, Specimens 2 and 5 are designed with a balanced panel zone, 
and the others are those with a weak panel zone.    
5.3 Finite Element Analysis Subject to Cyclic Loading 
5.3.1 Finite element models 
For all analyses described in this section, four-node reduced integration shell 
(S4R) elements are employed, and the number of nodes, the number of elements, and the 
minimum element size are listed in Table 5.2, as are those for global models.  
In the laboratory, braces need to be installed to provide lateral constraints to 
tested specimens, as shown in Figs. 5.1 ~ 5.3. These boundary conditions are realized in 
two different ways in the finite element models: 1) rigid surfaces are created to simulate 
the braces, and the contact between steel shape edges and these surfaces are frictionless 
so that the braces only provide out-of-plane support, allowing the specimens to freely 
slide within the braces; and 2) when the specimens are in their original unloaded 
position, the nodes on the braced portions of the shape edges are constrained from 
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moving laterally in z direction. The finite element models of these two cases are 
provided in Fig. 5.4.  Moreover, specimens designed with an axial load in the column are 
also analyzed for the case when the axial load is not present. Thus, for Specimens 1 ~ 3, 
each specimen is analyzed in four different conditions (with and without braces, with 
and without axial load). When the axial load is not present, Specimens 9 and 10 are the 
same as Specimen 8, therefore each of Specimens 8 ~ 10 are only analyzed in two 
conditions (with and without braces). No axial load has been designed for Specimens 4 ~ 
7, and these specimens are also analyzed in two conditions (with and without braces). 
The horizontal column tip loads follow the SAC loading protocol.  
At the time when this dissertation is almost accomplished, the University of 
Texas group has just finished testing Specimens 8 ~ 10 and Specimen 4. In order to 
make the prediction of all specimens‟ hysteresis behavior as accurate as possible, the 
material property is calibrated according to the test result of Specimen 8. A yield 
strength of 415MPa (60ksi) is chosen, and multi-linear post-yield hardening is 
determined after several trials. The comparison between the finite element analysis result 
and the test result will be provided below. The Von Mises rule is chosen as the yielding 
criteria for steel, and nonlinear kinematic hardening is specified.  
Fabrication imperfections are mostly, among other reasons, caused by 
unbalanced heat induction during the welding procedure and may substantially morph 
the original geometry of real-size subassemblage specimens. Since imperfections are 
always randomly formed and located, a widely used method of incorporating 
imperfections in finite element analyses is to assume that they have the same shape of 
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the lowest bucking modes and that their magnitudes are proportional to a combination of 
these modes. Detailed information can be found in ABAQUS (2009). Before the cyclic 
quasi-static analyses of all specimens, a linear elastic analysis of the buckling modes is 
prerequisite. An example (Specimen 1) of the lowest buckling mode, which is the first 
mode in the positive sense, is shown in Fig. 5.5. In this case, a certain magnitude of 
horizontal force is applied to the column tip along the positive x direction. If a negative x 
direction force is applied, a symmetric mode shape will appear where the top flange and 
upper web of the left beam buckle, as well as the bottom flange and lower web of the 
right beam. In order to take all possible buckling modes in the close vicinity of the panel 
zone into account, the first 4 mode shapes are equally weighted with a uniform 
proportional factor and combined to be the geometric imperfection of the corresponding 
specimen. By adding a command line referring to the result of the linear buckling 
analysis, geometric imperfections are prescribed in the ABAQUS input file for quasi-
static analyses. In this study, imperfections whose maximum magnitude equals 10% of 
the beam web thickness are assumed.  
Beam local buckling invariably occurs when a large drift is posed, and the loss of 
stability due to buckling may unfavorably stall the finite element analysis. ABAQUS 
provides an automatic mechanism for stabilizing unstable quasi-static problems through 
the automatic addition of volume-proportional damping to the model (ABAQUS 2009). 
In this series of cyclic analyses, the adaptive automatic stabilization scheme is used.  
5.3.2 Analysis results 
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The load – drift ratio hysteresis loops of all specimens analyzed in different 
conditions are plotted in Figs. 5.6 ~ 5.15. Almost all specimens display a much larger 
loop when the braces are replaced by freezing the lateral freedom of the relevant nodes. 
Further investigation of ABAQUS message files indicates that the analyses with the 
existence of braces are terminated due to the unacceptable contact penetration error. In 
other words, the plastic deformation developed in one or some of the beam flanges in a 
loading step prevents the specimens sliding through the braces any more when the load 
is reversed in the following step. In finite element analysis, this limit is rigorous because 
almost no penetration is allowed between elements in contact. However, in the 
laboratory, braces are not absolutely rigid, and a low level of friction between the 
specimens and the braces is also present. Although the inclusion of braces in the finite 
element models preserves a closer simulation of laboratory setups, as a substitutive 
approach, constraining the lateral freedom of the relevant nodes provides a better 
perspective of the hysteresis behavior without sacrificing global accuracy. The 
discussion made below will only consider the results of the analyses without braces.  
The comparisons between ABAQUS simulation results and test results for 
Specimens 8, 9, 10, and 4 are illustrated in Figs. 5.16 ~ 5.19, respectively. As mentioned 
above, the material property of steel is calibrated based on a trial and error process until 
the simulated hysteresis loop of Specimen 8 is close enough to the test result, as shown 
in Fig. 5.16. Figs. 5.17 ~ 5.19 also exhibit a high extent of agreement between the 
simulation and the test, indicating the calibrated material property is realistic. 
Simulations made for Specimens 8 ~ 10 exhibit a delayed strength softening compared 
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with experiment results, which may be caused by a lower extent of geometry 
imperfection that has been assumed.  
As shown in Figs. 5.6 ~ 5.8, tensile force in the column plays a role in promoting 
the horizontal load carrying capacity of moment joints as well as elongating the 
hysteresis loop. As opposed to the P-delta effect, a larger horizontal column tip load is 
needed to push the specimens to the same drift when a tensile load exists in the column. 
In other words, the resultant bending moment due to the tensile force in the positive y 
direction is counteracting the moment due to the horizontal load in the positive x 
direction, resulting in a great promotion of the loading capacity. In addition, when the 
specimen is about to be pushed over, the pulling force in the column holds its weight to 
prevent the collapse. These findings are also repeated in Figs. 5.13~ 5.15. Specimens 9 
and 10 have a greater loading capacity than Specimen 8 by applying tensile force in the 
column.  
Figs. 5.6 ~ 5.15 also demonstrate that almost all specimens display a strength 
hardening in the first several loading cycles until degradation occurs at various drift 
ratios associated with beam local buckling. It is observed from these figures that beam 
local buckling occurs at 6% drift ratio for Specimen 1, 3% for Specimens 2 and 3, 6% 
for Specimen 5, 5% for Specimen 6, 8% for Specimen 8, 7% for Specimen 9, and 8% for 
Specimen 10. No noticeable strength degradation is found in the hysteresis loop of 
Specimens 4 and 7. Further comparisons indicate that the specimens with a weak panel 
zone (such as Specimens 1, 4, and 7) yield at a lower load level and perform a longer 
strength hardening, while those with a strong panel zone (such as Specimens 3 and 6) 
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yield at a higher load level, presumably followed by strength softening after a 2~3% drift 
ratio is reached. Another finding is that attaching a cover plate to girder flanges 
(Specimen 7) does not significantly increase the loading capacity, because the fuse is the 
weak panel zone. 
Figs. 5.20 ~ 5.39 plot the Von Mises stress contour of all the specimens on their 
deformed shape when 4% drift ratio is reached and when the specimens are in their final 
loading cycle. Magnified views of the panel zone region are also illustrated. Clearly, at 
4% drift ratio, yielding is mostly constrained within the panel zone of Specimens 1, 4, 7, 
8, 9, and 10, and no buckling is observed. On the contrary, more yielding occurs in the 
beams of Specimens 2, 3, and 6, and both sides of the beams have buckled. Specimen 5 
displays a balanced yielding of the panel and the girder at 4% drift ratio. Except 
Specimens 4 and 7, all specimens display beam buckling in their final loading stage. 
Portions of the columns of Specimens 1, 2, 3, 9, and 10 also yield resulting from stress 
concentration caused by the bending stress coupled with the tensile normal stress. Figs. 
5.40 ~ 5.42 are photos of Specimens 8, 9, and 10, respectively, in the laboratory when 
the experiment was finished. The location of beam buckling matches that of the 
ABAQUS simulation result, indicating a good agreement between the analysis and the 
test.  
The histories of column tip displacement contributions from the panel zone, the 
beams, and the columns of each specimen are calculated following the equations derived 
by Jones (2000) and plotted in Figs. 5.43 ~ 5.56. Specifically, the displacement 
components due to plastic deformations of the whole joint, the panel zone, the beams, 
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and the columns are plotted in Fig. 5.47, Fig. 5.49, Fig. 5.51, and Fig. 5.53 for 
Specimens 4, 5, 6, and 7, respectively. Figs. 5.43 ~ 5.56 demonstrate that, Specimens 4 
and 7 have a weak panel zone, and Specimens 2, 3, and 6 have a strong panel zone. 
Specimens 1, 5, 8, 9, and 10 may have a balanced panel zone, and a further investigation 
of the contributions from each component of these specimens will be conducted below. 
Notice that the straight lines adjacent to the vertical axis penetrating the envelope of 
Figs. 5.43(a), 5.55(a), and 5.56(a) denote the contributions from the panel zone of 
Specimens 1, 9, and 10, respectively, when the specimens‟ drift ratio is greater than 8%. 
At this time, their column tip displacements are mainly caused by the large ductile 
deformations in the beams while the stability of the joints being held by the axial force 
in the column. This large drift (8% of the column‟s height) is not likely to be achieved in 
experiments. Figs. 5.46 and 5.47 show that Specimen 4‟s column tip displacement is 
mostly contributed by the panel zone, and plastic deformation is predominant. On the 
contrary, as illustrated in Figs. 5.50 and 5.51, a major source of Specimen 6‟s 
displacement falls in the beams, indicating Specimen 6 has a strong panel zone. 
Following the above calculations, the evolutions of the displacement contribution 
percentage of the panel zone, the beams, and the columns when the corresponding drift 
ratio is first reached in the positive sense are plotted in Figs. 5.57 ~ 5.66 for all 
specimens. After Specimen 5 yields at 3% drift ratio, its panel zone and beams exhibit 
balanced contributions to the total column tip displacement. However, when beam local 
buckling occurs at 6% drift ratio, the contribution from the beams becomes predominant. 
Similar trends can also be observed on both Specimens 9 and 10 that exhibit balanced 
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yielding between the panel zone and the beams before beam local buckling is present. 
After yielding, the contribution from the panel zone of Specimens 1 and 8 surpasses the 
contribution from the beams, until the contribution from the beams becomes the highest 
when beam local bucking happens. The contribution from the beams of Specimens 2, 3, 
and 6 and the contribution from the panel zone of Specimens 4 and 7 are overwhelming 
through the whole loading history. 
5.4 Hierarchical Finite Element Analysis 
 In order to acquire local field histories in the supposed fracturing region and 
perform neural array predictions, hierarchical finite element analyses are conducted for 
Specimens 1, 4, and 7. It is assumed that, due to welding difficulties, the bottom side of 
one of the bottom flanges of the girder may initiate a fracture in the fusion region. 
Global, local, and sublocal models are made accordingly and illustrated in Figs. 5.67 ~ 
5.74. Geometrical symmetry is utilized to lower the total number of elements, given that 
during most of the time of cyclic loading, the beams remain unbuckled. Second order 
reduced integration solid (C3D20R) elements are used, and the number of nodes, the 
number of elements, and the minimum element size are listed in Table 5.2. Material 
properties are the same as described in Section 5.3.  
Figs. 5.75 ~ 5.77 depict the contour of normal stress in the longitudinal direction 
of the girder (σ11) for the sublocal model of the three specimens during a loading cycle 
of 4% drift ratio. Due to the excessive local bending of the beam flange near the kinking 
corner, even compressive stresses appear on the top side of the bottom flange.  
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Figs. 5.78 ~5.80 depict the Von Mises stress contour of the sublocal model of the 
three specimens during a loading cycle of 4% drift ratio. The welding region between the 
girder flange and the column flange has a high stress concentration, especially in the 
center portion of the bottom side of the beam flange.  
5.5 Prediction of Low Cycle Fatigue Crack Initiation Life 
Following the procedure narrated in Section 4.6, the fatigue crack initiation life 
of Specimens 1, 4, and 7 is predicted by the trained neural arrays and recorded in Table 
5.3. It is predicted that the crack initiation of Specimen 4 occurs when the specimen is in 
its first loading cycle of 5% drift ratio. In the laboratory the first crack was found after 
the first cycle of 4% drift ratio at the east beam top flange, and the corresponding photo 
is provided in Fig. 5.81. Then, subsequent cracks were observed at the bottom flange of 
both east and west beams after the second cycle of 6% drift ratio, as shown in Figs. 5.82 
and 5.83. The photo of the final fracture of the east beam bottom flange is given in Fig. 
5.84. The prediction made for Specimen 4 is very close to the experiment result, 
indicating the competitive neural array developed and trained in Section 4.6 functions 
very well. The accuracy of the prediction will be promoted when the finite element 
analyses of the round bars and the moment joint specimens are calibrated by the results 
of material tests that will be implemented in the near future.  
The predictions made for Specimens 1 and 7 provide a reference of the loading 
cycles under focus during experiments and will be compared with test results to further 
validate the application of neural networks to fatigue performance estimations.  
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5.6 Summary 
In this section, finite element analyses of newly designed specimens are 
preformed, the strength of their panel zone is identified, and the fatigue performance of 
the specimens with a weak panel zone is predicted. Comparisons demonstrate that, 
tensile force in column plays a role in promoting the horizontal load carrying capacity of 
moment joints as well as preventing the joints from collapsing. The moment joints with a 
weak panel zone display a stable post-yielding strength hardening with the column tip 
displacement mainly contributed by panel zone plastic shear. The joints with a strong 
panel zone reach their ultimate strengths at a lower drift, followed by strength 
degradation, and their column tip displacement is due mostly to beam plastic 
deformation. The fatigue crack initiation life of three weak-panel specimens is predicted 
and the prediction made for one of the specimens has been validated by experiment.  
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6. CONCLUSION 
 
 
6.1 Summary and Conclusions 
 
 This dissertation presents an innovative way of predicting low cycle fatigue crack 
initiation life with the application of artificial neural networks. 
 Following literature reviews and problem statements, a competitive neural array 
comprising various types of neural networks is established in Section 2 to estimate 
fatigue crack initiation life. Then, the investigation starts with the finite element analyses 
of notched round bar models, followed by extracting their history of local field variables, 
such as stress, strain, and nodal displacements, as the input vectors for neural networks. 
Results show that neural networks are capable of predicting the location that is most 
inclined to initiate a crack, as well as estimating the time elapsed to cause this initiation 
to a satisfactory extent.  
 In addition to the 30 models created in Section 2, 60 more notched round bar 
models made of synthetic materials are analyzed in Section 3, and the history of their 
local field variables is extracted. After assigning a series of indices for each material, 
input vectors consisting of 11 components at every time instant of all 90 cases are 
prepared in a proper format for processing in FTDNNs. Then, a dynamic competitive 
array with a newly designed scheme is developed, and the time elapsed up to the end of 
each of the three fracture progression stages during the crack initiation process is 
estimated. The influence of the number of training input cases on the prediction accuracy 
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is also examined. MSEs associated with the predictions made for the first two stages are 
found to be much smaller than those for the initiation life, and the predictions made for 
the initiation life are satisfactory. Around 50 notched round bar specimens are 
recommended for use in future experiments, given that the loading pattern is similar to 
the pattern for real-size moment resisting joints. 
 In Section 4, the low cycle fatigue crack initiation life of real-size beam-to-
column moment resisting joint specimens tested by various programs is predicted. It is 
the first time that the fatigue performance of a real-size structural component is 
estimated from that of a much smaller composing element using the dynamic 
competitive neural array. Although far from perfect, the estimations made by neural 
arrays are satisfactory. The fatigue performance of real-size beam-to-column specimens 
will be estimated accurately if a matrix of round bar specimens are designed and tested 
under cyclic loading. A larger impact of this investigation is that, fatigue tests of all 
joints with a weak panel zone and some with a balanced panel zone may be waived in 
the future.  
In Section 5, finite element analyses of newly designed specimens are preformed, 
the strength of their panel zone is identified, and the fatigue performance of the 
specimens with a weak panel zone is predicted. Comparisons demonstrate that, tensile 
force in column plays a role in promoting the horizontal load carrying capacity of 
moment joints as well as preventing the joints from collapsing. The moment joints with a 
weak panel zone display a stable post-yielding strength hardening with the column tip 
displacement mainly contributed by panel zone plastic shear. The joints with a strong 
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panel zone reach their ultimate strengths at a lower drift, followed by strength 
degradation, and their column tip displacement is due mostly to beam plastic 
deformation. The fatigue crack initiation life of three weak-panel specimens is predicted 
and the prediction made for one of the specimens has been validated by experiment. 
6.2 Suggestions for Future Research 
A number of future research topics may be suggested from this dissertation. First, 
neural network predictions made for specimens subject to mixed patterns of cyclic 
loading may be investigated. Second, for real-size moment joint specimens that fail to be 
analyzed for the whole loading cycles, the local field histories can be linearly mapped so 
that predictions will only depend on the available span of loading histories. This will 
also require a more comprehensive scheme of network trainings. Moreover, the finite 
element analyses can be replicated for real-size moment joint specimens with different 
material properties. If a lower and higher bound of material strain hardenings are 
specified for each specimen, more points will be plotted in Fig. 4.61, and a confidence 
interval may be found. In addition, for predicting the fatigue performance of the newly 
designed real-size moment joint specimens, it is recommended that a total of 
approximately 50 notched round bars directly cut out from the real-size specimens be 
tested, so that the dynamic array can be better calibrated by experimental results of 
round bars.  Detailed fractographic analyses should be performed on the round bar 
specimens including scanning electron microscope (SEM) assays of the fracture 
surfaces, therefore the first three stages of the fracture progression is expected to be 
differentiated in the experiments. Last, a different training – prediction scheme may be 
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developed for moment joints with a strong panel zone, given that the failure of these 
joints is defined by the same extent of capacity loss.   
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Figure 1.1 Steel moment frames with plastic hinges in (a) beams and (b) panel zones 
 
 
 
 
 
 
Figure 1.2 Shear distortion of joint with a weak panel zone (Krawinkler 1978) 
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Figure 1.3 Fracture near beam flange groove welds of a weak panel zone (Engelhardt et 
al. 2000) 
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 (a) Void nucleation and growth     (b) Material separation   
 
 
 
(c) Micro- to macro-scopic crack 
 
 
  
 (d) Coalescence of emergent crack  (e) Dominant crack propagation 
 
Figure 1.4 Five-stage fracture progression (Anderson 1995) 
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Figure 1.5 Artificial neural networks training loop (Beale et al. 2011) 
 
 
 
 
 
Figure 1.6 Competitive model scheme for rapid system identification (Hyland and Fry 
1999) 
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Figure 1.7 Comparison between experimental and predicted fatigue life using artificial 
neural networks (Mathew et al. 2008) 
 
 
 
 
 
Figure 1.8 Measured and predicted fatigue life of test specimens (Abdalla and Hawileh 
2010) 
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Figure 2.1 Artificial neural network array – training mode 
 
 
 
 
 
Figure 2.2 Artificial neural network array – operation mode 
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(a) R=1mm                           (b) R=2mm 
Figure 2.3 Finite element models for notched round bars 
 
 
          
(a) R=1mm                           (b) R=2mm 
Figure 2.4 Von Mises stress contour when the models are fully stretched 
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Figure 2.5 The four candidate elements in the vicinity of notch root 
 
 
 
Figure 2.6 Comparison between original and interpolated data 
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Figure 2.7 Screen copy of Excel spread sheet containing input vectors for artificial 
neural networks 
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Figure 2.8 Prediction of the element from which crack initiates – LVQ  
 
 
 
 
Figure 2.9 Prediction of the element from which crack initiates – PNN 
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Figure 2.10 Prediction of the element from which crack initiates – BP-PNN array 
 
 
 
 
Figure 2.11 Prediction of the element from which crack initiates – GRNN-PNN array 
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Figure 2.12 Recognition of a ‘fake’ pattern – PNN  
 
 
 
 
Figure 2.13 Recognition of a ‘fake’ pattern – BP-PNN array 
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Figure 2.14 Prediction of the fatigue initiation life – GRNN with 25 training cases 
 
 
 
 
Figure 2.15 Prediction of the fatigue initiation life – BP with 25 training cases 
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Figure 2.16 Prediction of the fatigue initiation life – BP-PNN array with 25 training 
cases (Trial 1) 
 
 
Figure 2.17 Prediction of the fatigue initiation life – BP-PNN array with 25 training 
cases (Trial 2) 
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Figure 2.18 Prediction of the fatigue initiation life – BP-PNN array with 25 training 
cases (Trial 3) 
 
 
Figure 2.19 Prediction of the fatigue initiation life – BP-PNN array with 20 training 
cases (Trial 1) 
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Figure 2.20 Prediction of the fatigue initiation life – BP-PNN array with 20 training 
cases (Trial 2) 
 
 
Figure 2.21 Prediction of the fatigue initiation life – BP-PNN array with 20 training 
cases (Trial 3) 
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Figure 2.22 Prediction of the fatigue initiation life – BP-PNN array with 15 training 
cases (Trial 1) 
 
 
Figure 2.23 Prediction of the fatigue initiation life – BP-PNN array with 15 training 
cases (Trial 2) 
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Figure 2.24 Prediction of the fatigue initiation life – BP-PNN array with 15 training 
cases (Trial 3) 
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Figure 3.1 Prediction of the fatigue initiation life – a static array 
 
 
 
Figure 3.2 Prediction of the fatigue initiation life – a dynamic array 
  
 93 
 
Figure 3.3 Stress-strain constitutive relationships of the three types of steel 
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Figure 3.4 Flow chart of the dynamic array 
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Figure 3.5 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 85 training cases (Trial 1) 
 
 
Figure 3.6 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 85 training cases (Trial 1) 
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Figure 3.7 Prediction of the fatigue initiation life – dynamic array with 85 training cases 
(Trial 1) 
 
 
Figure 3.8 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 85 training cases (Trial 2) 
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Figure 3.9 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 85 training cases (Trial 2) 
 
 
Figure 3.10 Prediction of the fatigue initiation life – dynamic array with 85 training 
cases (Trial 2) 
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Figure 3.11 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 85 training cases (Trial 3) 
 
 
Figure 3.12 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 85 training cases (Trial 3) 
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Figure 3.13 Prediction of the fatigue initiation life – dynamic array with 85 training 
cases (Trial 3) 
 
 
Figure 3.14 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 80 training cases (Trial 1) 
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Figure 3.15 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 80 training cases (Trial 1) 
 
 
Figure 3.16 Prediction of the fatigue initiation life – dynamic array with 80 training 
cases (Trial 1) 
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Figure 3.17 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 80 training cases (Trial 2) 
 
 
Figure 3.18 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 80 training cases (Trial 2) 
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Figure 3.19 Prediction of the fatigue initiation life – dynamic array with 80 training 
cases (Trial 2) 
 
 
Figure 3.20 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 80 training cases (Trial 3) 
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Figure 3.21 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 80 training cases (Trial 3) 
 
 
Figure 3.22 Prediction of the fatigue initiation life – dynamic array with 80 training 
cases (Trial 3) 
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Figure 3.23 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 75 training cases (Trial 1) 
 
 
Figure 3.24 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 75 training cases (Trial 1) 
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Figure 3.25 Prediction of the fatigue initiation life – dynamic array with 75 training 
cases (Trial 1) 
 
 
Figure 3.26 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 75 training cases (Trial 2) 
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Figure 3.27 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 75 training cases (Trial 2) 
 
 
Figure 3.28 Prediction of the fatigue initiation life – dynamic array with 75 training 
cases (Trial 2) 
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Figure 3.29 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 75 training cases (Trial 3) 
 
 
Figure 3.30 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 75 training cases (Trial 3) 
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Figure 3.31 Prediction of the fatigue initiation life – dynamic array with 75 training 
cases (Trial 3) 
 
 
Figure 3.32 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 60 training cases (Trial 1) 
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Figure 3.33 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 60 training cases (Trial 1) 
 
 
Figure 3.34 Prediction of the fatigue initiation life – dynamic array with 60 training 
cases (Trial 1) 
 110 
 
Figure 3.35 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 60 training cases (Trial 2) 
 
 
Figure 3.36 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 60 training cases (Trial 2) 
 111 
 
Figure 3.37 Prediction of the fatigue initiation life – dynamic array with 60 training 
cases (Trial 2) 
 
 
Figure 3.38 Prediction of the time consumed up to the end of Stage I – dynamic array 
with 60 training cases (Trial 3) 
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Figure 3.39 Prediction of the time consumed up to the end of Stage II – dynamic array 
with 60 training cases (Trial 3) 
 
 
Figure 3.40 Prediction of the fatigue initiation life – dynamic array with 60 training 
cases (Trial 3) 
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Figure 3.41 Impact of the number of training cases on prediction accuracy when 5 cases 
are predicted (Trial 1) 
 
 
Figure 3.42 Impact of the number of training cases on prediction accuracy when 5 cases 
are predicted (Trial 2) 
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Figure 3.43 Impact of the number of training cases on prediction accuracy when 10 cases 
are predicted (Trial 1) 
 
 
Figure 3.44 Impact of the number of training cases on prediction accuracy when 10 cases 
are predicted (Trial 2) 
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Figure 3.45 Impact of the number of training cases on prediction accuracy when 15 cases 
are predicted (Trial 1) 
 
 
Figure 3.46 Impact of the number of training cases on prediction accuracy when 15 cases 
are predicted (Trial 2) 
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Figure 3.47 Impact of the number of training cases on prediction accuracy when 30 cases 
are predicted (Trial 1) 
 
 
Figure 3.48 Impact of the number of training cases on prediction accuracy when 30 cases 
are predicted (Trial 2)  
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Figure 4.1 The basic loading mode for round bar models subject to stepwise increasing 
cyclic loads 
 
 
 
 
 
 
Figure 4.2 Beam flange fracture of DBBWWPZ (Engelhardt et al. 2000) 
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Figure 4.3 Beam flange fracture of CR2 (Lee et al. 2005(a)) 
 
 
 
 
Figure 4.4 Von Mises stress contour of specimen DBBWWPZ subject to monotonic load 
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Figure 4.5 Von Mises stress contour of specimen SP2 subject to monotonic load 
 
 
 
Figure 4.6 Von Mises stress contour of specimens T2 and T3 subject to monotonic load  
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Figure 4.7 Von Mises stress contour of specimen CR1 subject to monotonic load 
 
 
 
 
Figure 4.8 Von Mises stress contour of specimen CR2 subject to monotonic load 
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Figure 4.9 Von Mises stress contour of specimen CR3 subject to monotonic load 
 
 
 
 
Figure 4.10 Von Mises stress contour of specimen CR5 subject to monotonic load 
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Figure 4.11 Global finite element model of specimen DBBWWPZ  
 
 
 
Figure 4.12 Local finite element model of specimen DBBWWPZ  
 
  
 123 
 
Figure 4.13 Sub-local finite element model of specimen DBBWWPZ  
 
 
 
Figure 4.14 Global finite element model of specimen SP2 
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Figure 4.15 Local finite element model of specimen SP2 
 
 
 
 Figure 4.16 Sub-local finite element model of specimen SP2 
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Figure 4.17 Global finite element model of specimens T2 and T3 
 
 
 
 
Figure 4.18 Local finite element model of specimen T2 
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Figure 4.19 Sub-local finite element model of specimen T2 
 
 
 
 
 
Figure 4.20 Local finite element model of specimen T3 
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Figure 4.21 Sub-local finite element model of specimen T3 
 
 
 
 
Figure 4.22 Global finite element model of specimen CR1 
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Figure 4.23 Local finite element model of specimen CR1 
 
 
 
 
 
Figure 4.24 Sub-local finite element model of specimen CR1 
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Figure 4.25 Global finite element model of specimen CR2 
 
 
 
 
Figure 4.26 Local finite element model of specimen CR2 
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Figure 4.27 Sub-local finite element model of specimen CR2 
 
 
 
 
Figure 4.28 Global finite element model of specimen CR3 
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Figure 4.29 Local finite element model of specimen CR3 
 
 
 
 
 
Figure 4.30 Sub-local finite element model of specimen CR3 
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Figure 4.31 Global finite element model of specimen CR5 
 
 
 
 
 
Figure 4.32 Local finite element model of specimen CR5 
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Figure 4.33 Sub-local finite element model of specimen CR5 
 
 
 
 
Figure 4.34 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimen DBBWWPZ 
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Figure 4.35 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimen SP2 
 
 
 
 
Figure 4.36 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimens T2 and T3 
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Figure 4.37 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimen CR1 
 
 
 
 
Figure 4.38 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimen CR2 
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Figure 4.39 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimen CR3 
 
 
 
 
Figure 4.40 Comparison of load - drift ratio relationships subject to monotonic and 
cyclic loads – specimen CR5 
 
 137 
 
Figure 4.41 Contour of normal stress in the longitudinal direction – DBBWWPZ sub-
local model 
 
 
 
  
Figure 4.42 Contour of normal stress in the longitudinal direction – SP2 sub-local model 
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Figure 4.43 Contour of normal stress in the longitudinal direction – T2 sub-local model 
 
 
 
 
 
Figure 4.44 Contour of normal stress in the longitudinal direction – T3 sub-local model 
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Figure 4.45 Contour of normal stress in the longitudinal direction – CR1 sub-local model 
 
 
 
 
 
Figure 4.46 Contour of normal stress in the longitudinal direction – CR2 sub-local model 
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Figure 4.47 Contour of normal stress in the longitudinal direction – CR3 sub-local model 
 
 
 
 
 
Figure 4.48 Contour of normal stress in the longitudinal direction – CR5 sub-local model 
 141 
 
Figure 4.49 Von Mises stress contour – DBBWWPZ sub-local model 
 
 
 
 
 
Figure 4.50 Von Mises stress contour – SP2 sub-local model 
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Figure 4.51 Von Mises stress contour – T2 sub-local model 
 
 
 
 
 
Figure 4.52 Von Mises stress contour – T3 sub-local model 
 143 
 
Figure 4.53 Von Mises stress contour – CR1 sub-local model 
 
 
 
 
 
Figure 4.54 Von Mises stress contour – CR2 sub-local model 
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Figure 4.55 Von Mises stress contour – CR3 sub-local model 
 
 
 
 
 
Figure 4.56 Von Mises stress contour – CR5 sub-local model 
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Figure 4.57 Four elements assumed as the candidates of crack initiation location 
 
 
 
 
Figure 4.58 Competitive neural array predictions of fatigue crack initiation life of tested 
specimens  
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Figure 5.1 Test setup plan of newly designed specimens 
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Figure 5.2 Test setup of Specimen 8 in the laboratory – global view 
 
 
 
 
 
 
Figure 5.3 Test setup of Specimen 8 in the laboratory – magnified view 
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(a) with braces 
 
 
(b) without braces 
 
 
Figure 5.4 Global finite element models of Specimens 8 ~ 10 
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Figure 5.5 Shape of first buckling mode of Specimen 1 – positive sense 
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(a) with braces, with axial load  (b) without braces, with axial load 
 
 
  
 
(c) with braces, without axial load  (d) without braces, without axial load 
 
 
Figure 5.6 Load – drift ratio hysteresis loop of Specimen 1 
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(a) with braces, with axial load  (b) without braces, with axial load 
 
 
  
 
(c) with braces, without axial load  (d) without braces, without axial load 
 
 
Figure 5.7 Load – drift ratio hysteresis loop of Specimen 2 
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(a) with braces, with axial load  (b) without braces, with axial load 
 
 
  
 
(c) with braces, without axial load  (d) without braces, without axial load 
 
Figure 5.8 Load – drift ratio hysteresis loop of Specimen 3 
 
 
  
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
 153 
 
  
 
(a) with braces    (b) without braces 
 
Figure 5.9 Load – drift ratio hysteresis loop of Specimen 4 
 
 
 
 
  
 
(a) with braces    (b) without braces 
 
Figure 5.10 Load – drift ratio hysteresis loop of Specimen 5  
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(a) with braces    (b) without braces 
 
Figure 5.11 Load – drift ratio hysteresis loop of Specimen 6 
 
 
 
  
 
(a) with braces    (b) without braces 
 
Figure 5.12 Load – drift ratio hysteresis loop of Specimen 7  
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(a) with braces    (b) without braces 
 
Figure 5.13 Load – drift ratio hysteresis loop of Specimen 8 
 
 
 
  
 
(a) with braces    (b) without braces 
 
Figure 5.14 Load – drift ratio hysteresis loop of Specimen 9  
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(a) with braces    (b) without braces 
 
Figure 5.15 Load – drift ratio hysteresis loop of Specimen 10 
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Figure 5.16 Comparison of analytical and experimental results of Specimen 8 
 
 
 
 
 
Figure 5.17 Comparison of analytical and experimental results of Specimen 9 
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Figure 5.18 Comparison of analytical and experimental results of Specimen 10 
 
 
 
 
 
Figure 5.19 Comparison of analytical and experimental results of Specimen 4 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.20 Von Mises stress contour of Specimen 1 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.21 Von Mises stress contour of Specimen 1 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.22 Von Mises stress contour of Specimen 2 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.23 Von Mises stress contour of Specimen 2 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.24 Von Mises stress contour of Specimen 3 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.25 Von Mises stress contour of Specimen 3 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.26 Von Mises stress contour of Specimen 4 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.27 Von Mises stress contour of Specimen 4 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.28 Von Mises stress contour of Specimen 5 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.29 Von Mises stress contour of Specimen 5 at 6% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.30 Von Mises stress contour of Specimen 6 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.31 Von Mises stress contour of Specimen 6 at 5% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.32 Von Mises stress contour of Specimen 7 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.33 Von Mises stress contour of Specimen 7 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.34 Von Mises stress contour of Specimen 8 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.35 Von Mises stress contour of Specimen 8 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.36 Von Mises stress contour of Specimen 9 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.37 Von Mises stress contour of Specimen 9 at 10% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.38 Von Mises stress contour of Specimen 10 at 4% drift ratio 
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(a) Global view 
 
 
 
 
 
 
(b) Magnified view 
 
Figure 5.39 Von Mises stress contour of Specimen 10 at 10% drift ratio 
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Figure 5.40 Photo of Specimen 8 when the experiment was finished 
 
 
 
 
 
 
Figure 5.41 Photo of Specimen 9 when the experiment was finished 
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Figure 5.42 Photo of Specimen 10 when the experiment was finished 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.43 Column tip displacement contributions from the components of Specimen 1 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.44 Column tip displacement contributions from the components of Specimen 2 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.45 Column tip displacement contributions from the components of Specimen 3 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.46 Column tip displacement contributions from the components of Specimen 4 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.47 Column tip displacement contributions from the components of Specimen 4 
due to plastic deformation 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.48 Column tip displacement contributions from the components of Specimen 5 
 
 
  
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-2000 
-1500 
-1000 
-500 
0 
500 
1000 
1500 
2000 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
 187 
 
  
(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.49 Column tip displacement contributions from the components of Specimen 5 
due to plastic deformation 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.50 Column tip displacement contributions from the components of Specimen 6 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.51 Column tip displacement contributions from the components of Specimen 6 
due to plastic deformation 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.52 Column tip displacement contributions from the components of Specimen 7 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.53 Column tip displacement contributions from the components of Specimen 7 
due to plastic deformation 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.54 Column tip displacement contributions from the components of Specimen 8 
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(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.55 Column tip displacement contributions from the components of Specimen 9 
 
 
 
 
  
-800 
-400 
0 
400 
800 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-800 
-400 
0 
400 
800 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-800 
-400 
0 
400 
800 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
-800 
-400 
0 
400 
800 
-0.1 -0.05 0 0.05 0.1 
C
o
lu
m
n
 T
ip
 L
o
ad
 (
k
N
) 
Drift Ratio 
 194 
 
  
(a) Panel zone     (b) Beam 
 
 
 
  
(c) Column     (d) Overall 
 
Figure 5.56 Column tip displacement contributions from the components of  
Specimen 10 
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Figure 5.57 Evolution of the displacement contribution percentages of Specimen 1 
 
 
 
 
 
 
Figure 5.58 Evolution of the displacement contribution percentages of Specimen 2 
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Figure 5.59 Evolution of the displacement contribution percentages of Specimen 3 
 
 
 
 
 
 
Figure 5.60 Evolution of the displacement contribution percentages of Specimen 4 
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Figure 5.61 Evolution of the displacement contribution percentages of Specimen 5 
 
 
 
 
 
 
Figure 5.62 Evolution of the displacement contribution percentages of Specimen 6 
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Figure 5.63 Evolution of the displacement contribution percentages of Specimen 7 
 
 
 
 
 
 
Figure 5.64 Evolution of the displacement contribution percentages of Specimen 8 
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Figure 5.65 Evolution of the displacement contribution percentages of Specimen 9 
 
 
 
 
 
 
Figure 5.66 Evolution of the displacement contribution percentages of Specimen 10 
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Figure 5.67 Global finite element model of Specimen 1 
 
 
 
 
 
 
Figure 5.68 Local finite element model of Specimen 1 
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Figure 5.69 Sub-local finite element model of Specimen 1 
 
 
 
 
 
 
 
Figure 5.70 Global finite element model of Specimens 4 and 7 
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Figure 5.71 Local finite element model of Specimen 4 
 
 
 
 
 
 
Figure 5.72 Sub-local finite element model of Specimen 4 
 
 
 
 
 
 203 
 
 
Figure 5.73 Local finite element model of Specimen 7 
 
 
 
 
 
 
Figure 5.74 Sub-local finite element model of Specimen 7 
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Figure 5.75 Contour of normal stress in the longitudinal direction – Specimen 1  
sub-local model 
 
 
 
 
 
 
 
Figure 5.76 Contour of normal stress in the longitudinal direction – Specimen 4  
sub-local model  
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Figure 5.77 Contour of normal stress in the longitudinal direction – Specimen 7  
sub-local model 
 
 
 
 
 
 
 
Figure 5.78 Von Mises stress contour of Specimen 1 sub-local model 
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Figure 5.79 Von Mises stress contour of Specimen 4 sub-local model 
 
 
 
 
 
 
 
Figure 5.80 Von Mises stress contour of Specimen 7 sub-local model 
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Figure 5.81 Photo of the east beam top flange of Specimen 4 after the first loading cycle 
of 4% drift ratio 
 
 
 
 
 
 
Figure 5.82 Photo of the west beam bottom flange of Specimen 4 after the second 
loading cycle of 6% drift ratio 
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Figure 5.83 Photo of the east beam bottom flange of Specimen 4 after the first loading 
cycle of 7% drift ratio 
 
 
 
 
Figure 5.84 Photo of the east beam bottom flange of Specimen 4 when the final fracture 
occurred 
 209 
APPENDIX B 
 
 
TABLES 
 
 
 
SECTION                                                                                                                      Page 
 2  ....................................................................................................................  210 
 
 3  ....................................................................................................................  211 
 
 4  ....................................................................................................................  213 
 
 5   ....................................................................................................................  216 
 
  
 210 
 
Table 2.1 Analyses matrix of the 30 notched round bar models subject to constant strain 
amplitude cyclic loadings 
 
Steel Grades AP50 AP70 AP110 
Notch Radii (mm) 1 2 1 2 1 2 
 
Strain Amp.  
(%) 
0~0.6 0~0.6 0~0.6 0~0.6 0~0.6 0~0.6 
0~0.8 0~0.8 0~0.8 0~0.8 0~0.8 0~0.8 
0~1.0 0~1.0 0~1.0 0~1.0 0~1.0 0~1.0 
0~1.2 0~1.2 0~1.2 0~1.2 0~1.2 0~1.2 
0~1.4 0~1.4 0~1.4 0~1.4 0~1.4 0~1.4 
 
 
 
 
  
2
1
1
 
 
Table 3.1 Material identification indices used in a loading cycle 
 
t(s) 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 
A 0 1 2 3 4 5 6 7 8 9 10 9 8 7 6 5 4 3 2 1 0 
B 0 2 4 6 8 10 12 14 16 18 20 18 16 14 12 10 8 6 4 2 0 
C 0 3 6 9 12 15 18 21 24 27 30 27 24 21 18 15 12 9 6 3 0 
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Table 3.2 Allocation percentage created for three synthetic materials, of the time elapsed 
in each stage of the crack initiation progression 
 
Type Stage I Stage II Stage III 
A 30% 30% 40% 
B 20% 60% 20% 
C 50% 20% 30% 
 
 
 
Table 3.3 Parameters of the 4 competitive FTDNNs used in the dynamic array 
 
Network Number of  
Time Delays 
Number of Neurons  
in the Hidden Layers 
1 6 15, 6 
2 6 10, 4 
3 12 8, 4 
4 3 8, 4 
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Table 4.1 Number of cycles at each strain amplitude of the basic loading mode 
 
Strain Amplitude (%) Number of Cycles 
±0.0075 6 
±0.01 6 
±0.015 6 
±0.02 4 
±0.03 2 
±0.04 2 
±0.06 2 
±0.08 2 
±0.1 2 
±0.12 2 
±0.14 2 
±0.16 2 
±0.18 2 
±0.2 2 
 
 
 
Table 4.2 Analyses matrix of the 60 notched round bar models subject to stepwise 
increasing strain amplitude cyclic loadings 
 
Steel Grades AP50 AP70 AP110 
Notch Radii (mm) 1 2 1 2 1 2 
 
 
 
Magnification 
Factor of the Basic 
Loading Mode 
1 1 1 1 1 1 
2 2 2 2 2 2 
3 3 3 3 3 3 
4 4 4 4 4 4 
5 5 5 5 5 5 
6 6 6 6 6 6 
7 7 7 7 7 7 
8 8 8 8 8 8 
9 9 9 9 9 9 
10 10 10 10 10 10 
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Table 4.3 Parameters of the 10 competitive FTDNNs used in the dynamic array 
 
Network Number of  
Time Delays 
Number of Neurons  
in the Hidden Layers 
1 6 15, 6 
2 6 10, 4 
3 12 8, 4 
4 3 8, 4 
5 8 12, 3 
6 10 15, 5 
7 12 8, 4 
8 12 15, 4 
9 4 6, 2 
10 10 8, 4 
 
 
 
Table 4.4 Parameters selected for linear transformations 
 
θx θy θz xT(mm) yT(mm) zT(mm) 
90˚ 0˚ 0˚ 70 35 2.1 
170˚ 0˚ 80˚ 210 -21 0 
115˚ 29˚ 57˚ 140 -266 -3.5 
0˚ 90˚ 0˚ 350 0 -42 
15˚ 30˚ -30˚ 3.5 -11.2 0 
57˚ 29˚ 115˚ 21 7 56 
0˚ 0˚ 90˚ 35 -3.5 70 
29˚ 57˚ 115˚ 490 -630 -252 
57˚ 115˚ 29˚ 700 0 0 
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Table 4.5 Selected tested specimens from published papers 
 
Investigators Denotation Column Shape Girder Shape tdoubler_plate (in.) 
Engelhardt et 
al. 2000  
DBBWWPZ W14×283 W36×150 N/A 
Kim et al. 
2010 
SP2 H-300×300×10 
×15 
H-400×200×8 
×13 
N/A 
Ricles et al. 
2002 
T2 W14×311 W36×150 N/A 
T3 W14×311 W36×150 N/A 
Lee et al. 
2005(a) and 
2005(b) 
CR1 W14×283 W24×94 N/A 
CR2 W14×193 W24×94 0.625 
CR3 W14×176 W24×94 2@0.5 
CR5 W14×145 W24×94 2@0.625 
 
 
Table 4.6 Analytic model parameters of selected tested specimens 
 
Denotation Model Level No. of Nodes No. of Elements Minimum Size (mm) 
DBBW-
WPZ 
Global 14699 14438 30 
Local 29620 5134 20 
Sublocal 73704 16413 3 
 
SP2 
Global 11510 11352 15 
Local 15183 2433 15 
Sublocal 23870 4789 3 
 
T2 
Global 11119 10922 25 
Local 33113 5283 20 
Sublocal 79636 17760 3 
 
T3 
Global 11119 10922 25 
Local 33171 5289 20 
Sublocal 80907 18100 3 
 
CR1 
Global 12866 12565 20 
Local 14730 2296 20 
Sublocal 77800 17255 3 
 
CR2 
Global 12880 12608 20 
Local 14522 2166 20 
Sublocal 56566 12090 3 
 
CR3 
Global 13362 13126 20 
Local 14984 2241 20 
Sublocal 55387 11917 3 
 
CR4 
Global 12252 12254 20 
Local 13191 1950 20 
Sublocal 49960 10519 3 
  
 
2
1
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Table 5.1 Test matrix of newly designed beam-to-column joint specimens 
 
 
Specimen 
Set 
 
Specimen 
Denotation 
 
Beam 
 
Column 
Doubler 
Plate 
Thickness 
(in.) 
Beam to 
Column 
Connection 
 
Ru/ 
ΦRn 
 
Panel Zone 
Strength 
Column 
Axial 
Stress 
(ksi) 
Target 
Column 
Vertical 
Load (kips) 
Deep 
Column 
Set 
1 W30×108 W33×263 0 WUF-W 1.53 Very Weak 15.5 1200 
2 W30×108 W33×263 1/2 WUF-W 1.06 Balanced 15.5 1200 
3 W30×108 W33×263 2@1/2 WUF-W 0.85 Strong 15.5 1200 
Jumbo 
Column 
Set 
4 W36×150 W14×398 0 WUF-W 1.62 Very Weak 0 0 
5 W36×150 W14×398 2@1/2 WUF-W 1.13 Balanced 0 0 
6 W36×150 W14×398 2@9/8 WUF-W 0.9 Strong 0 0 
7 W36×150 W14×398 0 BFP 1.62 Very Weak 0 0 
Small 
Column 
Set 
8 W24×55 W12×106 5/8 WUF-W 1.63 Very Weak 0 0 
9 W24×55 W12×106 5/8 WUF-W 1.63 Very Weak 25 780 
10 W24×55 W12×106 5/8 WUF-W 1.63 Very Weak varies
* 
varies* 
 
* Tensile force in the column is 8 times the real-time magnitude of the horizontal load 
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Table 5.2 Analytic model parameters of newly designed specimens 
 
Specimen Model Level No. of Nodes No. of Elements Minimum Size (mm) 
1 ~ 3 Global 15918 15096 40 
1 Local 28395 4557 25 
Sublocal 49062 10101 3 
4 ~ 7 Global 18264 17458 40 
4 Local 26245 4158 25 
Sublocal 104386 23567 3 
7 Local 28124 4738 25 
Sublocal 118430 27327 3 
8 ~ 10 Global 11160 10364 40 
 
 
 
 
Table 5.3 Prediction of low cycle fatigue crack initiation life of several newly designed 
specimens made by artificial neural arrays 
 
Specimen Crack Initiation Life (s) Loading Cycle 
1 163.5 1@4% 
4 198.2 1@5% 
7 211.5 1@5% 
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APPENDIX C 
 
COMBINED TRANSFORMATION COMPRISING RIGID TRANSLATION, 
ROTATION, AND NODAL DISPLACEMENT DUE TO EXTERNAL LOADING 
 
 219 
Refer to Fig. C.1. It is assumed that a 2-D rectangular solid is subject to a tensile 
force in the y direction. The transformation of the top right corner can be derived as 
  
o o o o
o o o
o
x x x dx x dx
y y dy y dyy
         
                        
DΔ X X D ,  (C-1) 
where D is the nodal displacement output from finite element analysis. 
 
Figure C.1 Transformation due to external loading 
 
Refer to Fig. C.2. If the same rectangular solid is subject to a rigid translation T, 
where the origin is translated to the point (xT, yT), the transformation of the top right 
corner is then 
  
o T o T
o T o T
x x x x
y y y y
     
               
TΔ X X T .   (C-2) 
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Figure C.2 Transformation due to rigid translation 
 
Refer to Fig. C.3. The transformation of the same point due to a counter-clock 
rotation of angle θ about the origin can be derived as below, 
  
o o o o o
o o o o o
x cos y sin x x xcos sin
x sin y cos y y ysin cos
   
   
         
                      
RΔ X X  
        o
o
xcos sin 1 0
-
ysin cos 0 1
R I
 
 
       
        
      
X ,    (C-3) 
where R is the rotation matrix and I is the identity matrix. 
 221 
 
Figure C.3 Transformation due to counter-clock rotation 
 
 
Figure C.4 Combined transformation 
 222 
Figure C.4 shows a combined transformation associated with a rigid translation 
T, a rotation of angle θ about the origin, and a nodal displacement due to external 
loadings. This transformation has the following form: 
  
   
   
o o oT
o o oT
x dx cos y dy sin xx
x dx sin y dy cos yy
 
 
       
                 
CΔ X X  
        
o oT
o oT
x dx xx cos sin
y dy yy sin cos
 
 
       
               
 
        
oT
oT
xx cos sin dx cos sin 1 0
yy sin cos dy sin cos 0 1
   
   
              
               
           
 
         -R R I  T D X .       (C-4) 
For a 3-D solid in space, the aforementioned combined transformation of an 
arbitrary node belonging to the solid also has the expression of 
   -R R I  CΔ T D X ,        (C-5) 
where  T T Tx y z
T
T ,  dx dy dz
T
D ,  o o ox y z
T
X , I is the three-
dimension identity matrix and R is the rotation matrix. The spatial rotation matrix is the 
product of the three basic rotation matrices, 
  x y zR R R R          (C-6) 
where Rx, Ry, and Rz correspond to the rotation about x, y, and z axis, respectively (as 
shown in Fig. C.5 ~ C.7), and are calculated as 
  
1 0 0
0 cos sin
0 sin cos
x x x
x x
R  
 
 
  
 
  
,       (C-7) 
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cos 0 sin
0 1 0
sin 0 cos
y y
y
y y
R
 
 
 
 
  
  
,       (C-8) 
  
cos sin 0
sin cos 0
0 0 1
z z
z z zR
 
 
 
 
 
  
.       (C-9) 
 
 
 
 
Figure C.5 Counter-clock rotation about x axis 
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Figure C.6 Counter-clock rotation about y axis 
 
 
 
Figure C.7 Counter-clock rotation about z axis 
 
  
