An Evaluation of Indices Based on Arabic Documents: An Overview by Hanandeh, Essam & Zboun, Farid Al.
 
 
 
 
 
 
An Evaluation of Indices Based on Arabic 
Documents: An Overview 
 
 
Essam Hanandeh 
Farid Al. Zboun
AN OVERVIEW   and   EVALUATION of 
INDICES  
 BASED   on ARABIC   DOCUMENTS:  
AN OVERVIEW    
 
ESSAM HANANDEH 
 
 Faculty of Science and Information Technology, Zarqa University, Jordan  
FARID AL-ZBOUN 
 
 Faculty of Administration and Information Technology, Ajloun National University, Jordan  
 
Abstract: 
 
This research will give the comparison among inverted file, signature file, suffix array 
and suffix tree based on Arabic documents to evaluate the performance, in terms of efficiency 
and effectiveness, Time needed to retrieve the document and the memory size needed to create 
the required indices (space) are two factors that affect such performance. The performance will 
be measured based on precision and recall, after building and comparing the four criteria by 
using a collection of 242 Arabic abstracts and by building a collection of 60 Arabic queries. 
After running the system, the inverted file showed an advantage over the other techniques, 
while suffix array technique showed an advantage over the other two techniques, which had, 
nearly the same results. 
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1. Introduction 
  
Information Retrieval (IR) refers to the processing of user requests, commonly referred to as 
queries, to obtain relevant information from collection of documents [6]. Due to historical reasons, 
documents in a collection are frequently represented through a set of indexing terms or keywords, these 
keywords could be extracted directly from the text of the document or might be specified by human 
specialist. To increase the search speed among index terms, several data structures are proposed to store 
these terms (called indices) [1].       
 
The most commonly used structures for information retrieval can be classified as 
lexicographical indices (indices that are sorted), and indices based on hashing. One type of 
lexicographical index is the inverted file. On the other hand, an example of hashing index is the 
signature file [2]. 
 
An inverted file index consists of a record, or inverted list, for each term that appears in the 
document. A term’s record contains an entry for every occurrence of the term in the document 
collection identifies the documents and, possibly, gives the location of the occurrences or a weight 
associated with the occurrences [7]. The set of all different terms in the document are referred to as (the 
vocabulary) [1].  
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A signature file uses hash function (or ‘signature’) that maps words to bit masks (signatures) 
[1], the most common way for generating signatures from a text is the Super-imposed coding. In super-
imposed coding, a text is divided into text blocks containing the same number of unique, non trivial 
words. Each word in a text block is hashed into word signature. A block signature is generated by super-
imposing all word signatures generated from the block [8]. 
 
2. Inverted File Construction 
 
The structure used for implementing the inverted file is sorted array; we follow the same method 
described by Donna Harman et al (1992), in their survey (Inverted Files) where they describe the 
various structures that can be used in building inverted files [2]. The following are the steps we precede: 
1- Removing stop-words from the documents collection, because words which occur in 80% of the 
documents in the collection are useless for the purpose of retrieval, like articles, punctuations, and 
conjunctions [1].   
2- Applying stemming algorithm on the list that is created in step1, since stems are useful to improve 
retrieval performance because they reduce variants of the same root word to a common concept 
[1]. 
The terms created in step 2 are the terms used for indexing. 
3- Storing the stem list created in step 2 in an array along with the first character position of each 
word to represent the location.  
4- Sorting the array created in step 3, different sort algorithm could be used in this step, but the best 
one is the quick sort which is O(n log(n)) time complexity.    
5- Removing duplication, during this process same words in the same document are regarded as one 
word, a new column denoting the frequency of a word should be added. 
6- For each term, add a new entry which contains the number of documents in which that term 
appears 
7- for i = 1 to number of documents 
    find maxfreqi 
             for j = 1 to number of terms within document i  
                 Wi,j =  (freqi,j / maxfreqi) * Log2(N/nj)………………………….[1] 
       End { for} 
End {for} 
Where:  
 Wi,j: weight of the termi  in documentj 
 freqi,j: the frequency of termj in documenti 
 maxfreqi: the maximum frequency over all the term in documneti 
 N: number of documents 
 ni: number of documents the termj appear. 
  
3. Signature File Construction 
The following describe the steps followed to build the signature file: 
1. Removing stop-words from the document collection 
2. Applying stemming algorithm to the list created in the pervious step. 
3. Computing the weight for all terms in the collection 
4. for i = 1 to Number of Documents 
 Remove duplicate words from document i and compute term frequency. 
 Sort the document’s terms according to the term frequency 
 Split document i  terms to blocks according to term frequency and block size. 
    for i =  1 to number of blocks 
             For j = 1 to number of terms in the block 
Compute the signature of termj  
Signature(i) = Signature(i) OR termj_Signature 
Block_weight(i)= Block_weight(i) + term_weight(j)2  
End {for} End {for} 
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4. Suffix Tree Construction 
 
The PAT tree is a data structure that allows very efficient searching with 
preprocessing. This section describes the PAT data structure, how to do some text searches and 
algorithms to build two of its possible implementations. This structure was originally described by 
Gonnet   "Unstructured Data Bases" by Gonnet (1983). In 1985 it was implemented and later used in 
conjunction with the computerization of the Oxford English Dictionary. The name of the 
implementation, the PATTM system, has become well known in its own right, as a software package for 
very fast string searching 
 
5. Suffix Array Construction  
We will assume that n fits into 4 bytes of memory. Then the basic form of a suffix array needs 
only 4n bytes. The suffix array can be computed by sorting the suffixes, as illustrated in the above 
example. The suffix array can be constructed in O (n2 log n) time by sorting the suffix indices using a 
sorting algorithm_. But such an approach fails to take advantage of the fact that we are sorting a 
collection of related suffixes. We cannot get an O (n) time algorithm in this way. Alternatively, we 
could first build a suffix tree in linear time, then transform the suffix tree into a suffix array in linear 
time_, and finally discard the suffix tree. Of course, sufficient memory has to be available to construct 
the suffix tree. Thus this approach fails for large texts  
  
After constructing our suffix array we have the table suftab , which gives us the 
Suffixes of T in sorted order. Suppose now we want to find all j instances of a 
Pattern p = p1, ... , pm of length m < n in T. 
Then let 
Lp = min{k | p _ Tsuftab [k] or k = n} 
and 
Rp = max{k | p _ Tsuftab [k][1 ...m] or k = −1} . 
Lp 
Rp 
Since suftab is ordered, it follows that p matches a suffix Ti if and only if i = 
suftab [k] for some k 2 [Lp,Rp]. Hence a simple binary search can find Lp and 
Rp. Each comparison in the search needs O (m) character comparisons, and we 
can find all j instances in the string in time O(mlog n + j). 
 
6. Experiment and Testing  
 
To compare the four indices structures, inverted file, signature file, suffix array and suffix tree we 
run our system over 242 Arabic documents and pre-defined 60 Arabic natural language queries. 
However, the comparison will be based totally on search-speed, storage overhead and average recall, 
precision.  
 
Our system   was implemented in C# NET language, and Runs on IBM/PCs and compatible 
microcomputer. However, running the system each time with different structure   will allow us to 
measure the search-speed for each one. By search-speed we mean the time needed to retrieve relevant 
documents associated with a specified query. 
After we have built the files, the storage space of each one has been identified and, at this point, we 
can compare between them to determine which mechanism requires less storage overhead.  To measure 
the efficiency of retrieval, a retrieval evaluation must be used. Recall, precision evaluation measurement 
is used to determine the goodness of retrieved documents. In other words, high recall means high 
number of relevant documents retrieved while high precision means high number of relevant retrieved 
documents, where the optimal is to have a system with high recall and high precision.  
  To compare the efficiency of the all structures, we have computed the average recall and precision 
over the 60 queries, the steps followed to compute average recall and precision are: 
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1. Defining manually the relevant documents for each query. 
2. defining a thresh-hold  
3. for i = 1 to number of quires 
                   Retrieve all documents that have similarity greater than the thresh-hold  
        Compute the precision at the 11 standard recall level (0.1,0.2,…..,1) 
             End  
4. for  r = 0 to 10 
                   Nq 
             P(r) =  ∑ Pi(r) /Nq………………..[1]  
 
 
 
 
 
Results: 
 
Figure 1. Illustrates the Space Requirement of the original documents for files (inverted, signature, 
suffix array, suffix tree) relative to the number of documents in the database.   
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Figure 2. Illustrates the Search Time of files (inverted, signature, suffix array, suffix tree)   relative 
to the number of documents in the database. The search time represents the time taken to run the 60 
queries   in the system. 
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Figure2. Time Requirement 
 
Figure 3.  Illustrates the Average Recall Precision of files (inverted, signature, suffix array, 
suffix tree) for the 60 query. 
Figure 1. Space Requirement 
i=1 
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Figure 3. Average Recall Precision for the 60 Queries 
 
 
 
Figure 4. Illustrates the average recall/precision for the 60 queries when using the all files after 
minimizing the false drops for the signature file. 
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Figure 4. Average Recall Precision for the 60 Queries after Minimizing the False   Drops 
 
 
 
Conclusion: 
 
After running the system and getting the results, a conclusion can be made about the four 
indexing mechanisms. However, the comparison between such mechanisms is based on three 
factors: Time, Space, and average recall/precision evaluation. 
 
From figure 1 we can conclude that signature file is much smaller than the original size of the 
collection. It takes around 16% from the original collection size like almost suffix tree while 
inverted file takes around 173% from the original collection size but the suffix array is take around 
154% from the original collection size.  Baeza-Yates and Ribeiro-Neto [1] refer in their book that 
the signature needs around (10-20%) space while Fallouts [2] refers that inverted file needs space 
from 50-300% of the original size.  
 
Figure 2 illustrates that the search time needed by inverted file is less than the time needed by 
other files. Since the signature file has to be searched exhaustively if signatures are organized in a 
single sequential file [8]. Donna Harman et al [2], refer that the use of inverted file will improve 
search efficiency by several orders of magnitude. Figure3, we conclude that inverted file has better 
average recall/precision than other techniques. 
 
Figure 4 shows that the average recall/precision for the inverted file is better from the average 
recall/precision than other techniques which had the suffix Array nearly the same results for 
inverted file. Lastly, Figure 4 shows that when reducing the number of words per block in the 
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signature file, the average recall/precision for the signature file has improved. This is due to 
Equation 1 [4]. 
p=(1-(1-w/m)s )w     ………………………………. Equation 1[4] 
 Where  
p : false drops probability 
w: number of bit set by a word 
m: signature length 
s : number of words hashed into a block signature 
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