Abstract x A Wiener system, i.e. a system comprising a linear dynamic and a nonlinear memoryless subsystems connected in a cascade, is identi¤ed. Both the input signal and disturbance are random, white, and Gaussian. The unknown nonlinear characteristic is strictly monotonous and di¤erentiable and, therefore, the problem of its recovering from input-output observations of the whole system is nonparametric. It is shown that the inverse of the characteristic is a regression function and, next, a class of orthogonal series nonparametric estimates recovering the regression is proposed and analyzed. The estimates apply the trigonometric, Legendre, and Hermite orthogonal functions. Pointwise consistency of all the algorithms is shown. Under some additional smoothness restrictions, the rates of their convergence are examined and compared. An algorithm to identify the impulse response of the linear subsystem is proposed.
I. Introduction
T HE identi¤cation of nonlinear dynamic systems has been attracting attention of many authors for a long time. The block oriented approach is based on the assumption that the system consists of relatively simple elements which are identi¤ed from input-output observations of the whole system. The elements are usually linear dynamic or nonlinear memoryless. Mostly two types of such systems have been examined, i.e., the Hammerstein and Wiener ones. In the ¤rst, a nonlinear memoryless element is followed by a linear dynamic one, while in the other, the same subsystems are connected in the reverse order.
First results concerning the identi¤cation of Hammerstein systems can be traced back to Narendra and Gallman [32] or even earlier, see also later Billings and Fakhouri [4] - [6] , Brillinger [7] , Chang and Luus [9] , Gallman [12] , as well as Bendat [2] , and Billings [3] . Wiener systems are much tougher to analyze and fewer papers on their identi¤ca-tion can be found in literature, Bars et al. [1] , Billings and Fakhouri [4] - [6] , Hasiewicz [25] , Hunter and Korenberg [28] , Korenberg and Hunter [29] , Westwick and Kearney [41] , see also Bendat [2] . Authors mentioned above have proposed a number of algorithms, however, under the hypothesis that the nonlinearity in both the systems is a polynomial which order is known. Therefore, the parametric class of characteristics admitted by them is very narrow and contains no nontrivial bounded nor discontinuous functions, i.e. nonlinearities often encountered in applications. This restriction imposed on the nonlinear subsystem in both Hammerstein and Wiener systems is clearly an obvious and great disadvantage.
In an attempt to overcome that drawback of parametric methods, Greblicki and Pawlak [17] - [18] have proposed
The author is with the Institute of Engineering Cybernetics, Technical University of Wroc÷aw, 50-370 Wroc÷aw, Poland to apply nonparametric inference methods. In this way, they have signi¤cantly enlarged the class of nonlinearities in the Hammerstein system that can be recovered from inputoutput observations to all Borel measurable functions satisfying some extremely mild conditions. Their class of all possible characteristics is so wide that cannot be represented in a parametric form. So, their approach is nonparametric. The idea has next advanced in Greblicki [14] , Greblicki and Pawlak [17] - [23] , Krzy · zak [31] , Pawlak [33] , Pawlak and Greblicki [34] . An e¤ort to apply the nonparametric approach to the identi¤cation of a class of dynamic systems has been also made by Georgiev [13] . The nonparametric approach is an important proposition, since it signi¤cantly relaxes restrictions imposed on the identi¤ed system and makes the problem much closer to those encountered in real situations.
As far as the Wiener system is concerned, Greblicki [16] has recently introduced a kernel nonparametric algorithm to recover the nonlinearity and examined both its consistency and the speed of convergence. In this paper, we propose a new class of algorithms employing the trigonometric, Legendre, and Hermite orthogonal series. We show that all the algorithms converge to the unknown nonlinearity and give rates of their convergence. Compared with the kernel algorithm, they have some computational advantages. For a broad survey of nonparametric statistical methods, we refer the reader to Härdle [27] and Prakasa Rao [35] .
The block oriented approach is elegant from the theoretical viewpoint. It is also an interesting proposition for the user working in such di¤erent and distant areas as biology, industry, psychology or sociology. Bars et al. [1] and Eskinat et al. [11] have applied a cascade model to identify a distillation column. The model has been also used to recover a nonlinearity in a heat exchanger, Eskinat et al. [11] . Parts of nervous systems are also often described by means o¤ered by the block oriented approach. For example, den Brinker [8] has used the method to model the human transient visual system, Huebner et al. [26] in studies on eye movements, Emerson et al. [10] have used a cascade model to identify nonlinearities in a visual cortex. Examples of other applications can be found in references given in Hunter and Korenberg [28] , and Korenberg and Hunter [29] . Above examples show apparent need for algorithms able to recover nonlinearities in systems of various kinds. Many authors propose, however, algorithms without making necessary theoretical studies. It is caused by the fact that nonlinear dynamic systems are very di¢cult to analyze.
Responding to this demand, we give a new class of algorithms to identify nonlinear dynamic cascade systems referred to as Wiener systems. Contrary to many other authors, we prove fundamental properties of proposed algorithms. We show that our algorithms converge to unknown characteristics and, under some smoothness restrictions, examine their convergence rates. The paper is theoretical, nevertheless, results of an illustrative numerical simulation example are also presented.
II. The Identification Problem
We identify a Wiener system, i.e. a system consisting of two subsystems connected in a cascade. The linear dynamic subsystem is followed by a nonlinear memoryless one, Fig.1 . The whole system is driven by a sequence fU n ; n = ¢ ¢ ¢ ; ¡1; 0; 1; ¢ ¢ ¢ g of independent zeromean Gaussian random variables. Its linear part is described by state space equations
Vectors b, c and the matrix A are all unknown. The X n and W n are the state vector and the output of the subsystem at time n, respectively. The subsystem is asymptotically stable, i.e.
all eigenvalues of A lie in the unit circle.
Random variable sequences fX n ; n = ¢ ¢ ¢ ; ¡1; 0; 1; : ¢ ¢ ¢ g and fW n ; n = ¢ ¢ ¢ ; ¡1; 0; 1; ¢ ¢ ¢ g are clearly stationary and Gaussian.
The output of the ¤rst subsystem is disturbed by a stationary white Gaussian random noise fZ n ; n = ¢ ¢ ¢ ; ¡1; 0; 1; ¢ ¢ ¢ g independent of fU n g, i.e.,
The characteristic of the second subsystem is denoted by m. It means that
The m is a function de¤ned in the entire real line R. In the paper, m is di¤erentiable and strictly monotonous (2.4) and
We assume that m is unknown and our goal is to estimate it from observations (U i ; Y i )zs, i = 0; 1; 2; ¢ ¢ ¢ . The family of all characteristics satisfying (2.4) and (2.5) is clearly so wide that can not be represented in a parametric form. In the light of this, the problem of recovering m is nonparametric.
By M , we denote the image of R under the mapping m. Observe that M is one of the following open sets: (¡1; 1), (¡1; b), (a; 1), or (a; b). In the ¤rst case, m is not bounded, in the second bounded from above and b = sup v2R m(v). In the third, m is bounded from below and a = inf v2R m(v), while in the last case from both sides. Since m is a one-to-one mapping in the product R £ M , we can de¤ne m ¡1 (y) = ½ the inverse of m at y; for y 2 R 0; otherwise.
For convenience, we call m ¡1 the inverse of m. In the paper, we propose an algorithm to recover m
¡1
and then show how to estimate m.
In order to introduce the algorithm, we begin with the observation that the pair (U n¡1 ; V n ) has a zero-mean Gaussian distribution with marginal variance ¾ 
Z we denote variance of U n , V n , and Z n , respectively, while¸i = c T A i¡1 b. Obviously f¸n; n = 0; 1; 2; ¢ ¢ ¢ g, where¸0 = 0, and wherȩ i ; i = 1; 2; ¢ ¢ ¢ , is de¤ned above, is the impulse response of the dynamic subsystem. Therefore,
3), we get ¤nally
where¸is unknown. Having observed that¸m ¡1 (y) can be expressed as a regression function, we propose to estimate the regression, i.e., EfU n¡1 jY n = y g from inputoutput observations. Denoted by ¹ n (y), our estimate of m ¡1 (y) employs the trigonometric, Legendre, and Hermite orthogonal series. In this way, we can recover the inverse of the characteristic up to some unknown multiplicative constant¸.
The fact that the constant cannot be estimated is an obvious consequence of the cascade structure of the system. Observe that, having input-output observations, we cannot distinguish a system consisting of a linear subsystem with an impulse response f¸ng, and nonlinearity m from a system having a linear part f®¸ng, and a characteristic (1=®)m, any ® 6 = 0.
Next, using the notion of a pseudoinversion ¹ + n of de¤ned in the following way:
as an estimate of the inverse of m ¡1 (y), i.e., of m(v=¸). The usage of a pseudoinversion is caused by the fact that the estimate itself may not be invertible. Therefore, because of the cascade structure of the system, we can recover m ¡1 only up to the multiplicative factor¸and, as a consequence, m up to the dilation constant 1=¸.
Since m is a di¤erentiable one-to-one mapping, a probability density f of Y n exists and equals
where f V is the density of V n , i.e., a normal density with zero mean and variance ¾ 2 V . Observing that Throughout the paper, we denote g(y) =¸m
, we obtain the following. Lemma 2: Let (2.2) hold. Let m satisfy (2.4), and (2.5). Then both f 0 (y) and g 0 (y) exist at every y 2 M at which £ m ¡1 (y) ¤ 00 exists, i.e., is ¤nite.
III. The Algorithm
The algorithm proposed in the paper applies orthogonal series. Suppose that a complex-valued series f' k ; k = 0; 1; 2; ¢ ¢ ¢ g is orthonormal in a set D, i.e. that Z
The idea of the algorithm is based on the fact that, owing to (2.6),¸m ¡1 (y) = g(y)=f (y), where g(y) = EfU n¡1 jY n = y gf(y). De¤ning
where I D is a characteristic function of D , we can expand g and f in the orthogonal series, i.e.,
and
respectively. Coe¢cients a k zs and b k zs of the above expansions can be easily estimated in the following way
respectively. As an estimate of¸m ¡1 (y), we propose
where fN (n); n = 1; 2; 3; ¢ ¢ ¢ g is a sequence of integers. In the de¤nition, 0=0 is treated as an arbitrary constant. We show that, for a suitably selected fN (n)g,
at some points y 2 R which will be speci¤ed later. Denoting
where K is the kernel of the series, we can rewrite the estimate in the following alternative form:
We denote the numerator and the denumerator of the estimate by g n (y) and f n (y), respectively. Various orthogonal systems lead to various versions of both (3.2) and (3.2a). In the paper, we apply the trigonometric, Legendre, and Hermite series. For the consecutive series, D is (¡¼; ¼), (¡1; 1), and R, respectively.
For convenience, we shall write N for N (n). The integer sequence satis¤es the following obvious condition:
Additional restrictions imposed on the sequence depend on the applied orthogonal series and will be given later. We shall say that ¹ n (y) !¸m ¡1 (y) as n ! 1 in probability at a rate O(a n ), i.e., that in-probability convergence
every number sequence f°ng convergent to zero. From the statistical viewpoint, our algorithm recovering the nonlinearity just estimates a regression function and makes it with the help of various orthogonal series. We want to mention that the idea of the nonparametric regression estimation by orthogonal series has been present in literature, mainly statistical, for some time, e.g. Greblicki [14] , Greblicki and Pawlak [17] , Greblicki et al. [24] , Rafaj÷owicz [36] . Rudiment results concerning the application of such series in nonparametric inference have been, however, presented earlier by e.g. Kronmal and Tarter [30] , Schwartz [38] , Walter [40] in the context of the probability density estimation.
Apart from two lemmas given in Section II, the others are gathered in two appendixes. Those in Appendix A deal with the Wiener system, while Appendix B is of general character.
In the paper we estimate a regression EfU n¡1 jY n = y g and next, assuming that¸1 is di¤erent from zero, recoveŗ 1 m ¡1 (y). In general, it can be easily veri¤ed that estimating a regression EfU n¡k jY n = y g, k¸1, we can recoveŗ
IV. The Trigonometric Series Algorithm
In this section, we estimate¸m ¡1 in the interval (¡¼; ¼). It is very well known that the trigonometric system f(2¼) ¡1=2 e iky ; k = 0; §1; §2; ¢ ¢ ¢ g is orthonormal in the interval. Therefore, in this section, D = (¡¼; ¼) and
, where k = 0; §1; §2; ¢ ¢ ¢ . Contrary to the previous section, now the index k takes both nonnegative as well as negative integer values. We shall not rewrite the estimate but we want, however, to stress that, for the estimate with this particular series, the index k in the sums in both the numerator and denumerator in definition (3.2) of the estimate do not vary from 0 till k but from ¡k through k. In other words, jkj varies from zero till N .
Clearly, Let, in addition to (3.5) ,
Then, for the estimate with the trigonometric series, (3.3) holds at every y 2 (¡¼;
exists. The set of points at which the algorithm converges can be commented on in the following way. For (¡¼; ¼) µ M , 
which is simply the N th partial sum of the expansion of g on (¡¼; ¼) in the trigonometric series which, due to Dinizs theorem, [37, pp. 65-66] , converges to g(y) at every point at which g is di¤erentiable. Hence,
at every y 2 (¡¼; ¼) at which g is di¤erentiable.
In turn, using (3.2a), we get
The ¤rst term in the above expression does not exceed
Recalling (2.5) and using Lemmas A3 and B2 in Appendixes A and B, respectively, we ¤nd the covariance under the sum in the second term is not greater than c(y)°°A
, where c is some function independent of j, n, and N . This and the fact that all eigenvalues of A are in the unit circle imply that the term is of order O(N 3 =n). Therefore,
every y 2 (¡¼; ¼). In this way, we have shown that g n (y) converges to g(y) in probability at every point y 2 (¡¼; ¼) at which g is di¤erentiable.
Using similar arguments, one can verify that f n (y) converges to f (y) as n tends to in¤nity in probability at every point y 2 (¡¼; ¼) at which f has a derivative. Thus, (3.3) holds at every y 2 (¡¼; ¼) \ M, at which both g and f are di¤erentiable and f(y) > 0. Applying now Lemmas 1 and 2, we complete the proof of the theorem.
Imposing some additional smoothness restrictions on f and m, we shall now examine the rate of convergence in (3.3). Let m be bounded and let (a; b) µ (¡¼; ¼).
converge to zero as jvj tends to in¤n-ity. Owing to that, by virtue of Lemma A1 in Appendix A, f (y) and f 0 (y) converge to zero as y tends to a or b. The same clearly holds as y tends to ¡¼ or ¼. Suppose, moreover, that functions
, also converge to zero as jvj tends to in¤nity. Applying now Lemma A2 in Appendix A, we ¤nd both g(y) and g 0 (y) converging to zero as y tends to ¡¼ or ¼. In passing, observe that all the above conditions concerning m, however somewhat complicated, are not very restrictive and are satis¤ed, e.g., by m(v) = v=(jvj + ®), any ® > 0. Integrating R ¼ ¡¼ e iky g(y)dy and R ¼ ¡¼ e iky f (y)dy by parts, we ¤nd a k = ¡i® k =k and b k = ¡i¯k=k, where ® k and¯k are Fourier coe¢cients of g 0 and f 0 , respectively. In general, assuming that g and f
, respectively.
Hence, assuming that g
is square integrable, we get
which, for p > 1, is of order O(N ¡p+1=2 ). This and (4.2) yield E(g n (y) ¡ g(y))
. Since the error concerning fn vanishes at the same rate, an application of Lemma B1 in Appendix B gives ¤nally
any " > 0, and
in probability, every y 2 (¡¼; ¼). For example, for p = 2, the in-probability convergence rate equals O(n ¡1=4 ).
V. The Legendre Series Algorithm
In this section, D is (¡1; 1) and we apply the Legendre system of orthogonal polynomials. The kth Legendre polynomial P k is de¤ned by the following Rodrigues formula:
, k = 0; 1; 2; ¢ ¢ ¢ . One can easily verify that P 0 (y) = 1, P 1 (y) = y, P 2 (y) = 3y 2 =2 ¡ 1=2, P 3 (y) = 5y 3 =2 ¡ 3y=2, and so on. The system fp k ; k = 0; 1; 2; ¢ ¢ ¢ g, where p k (y) = (k + 1=2)
1=2 P k (y), is orthonormal in (¡1; 1) , [37, p. 190] . Thus, in this section exists. In the ¤rst part of the theorem m can be bounded or not. For m bounded and [a; b] being a subinterval of (¡1; 1), the second part of Theorem 2 applies and signi¤cantly relaxes the condition imposed on the number sequence fN (n)g. As we later prove, the convergence rate is better in that case. Proof of Theorem 2: First of all, observe that due to Lemma 2, g is di¤erentiable at every point y at which m ¡1 has a derivative. Applying now Hobsonzs theorem on pointwise convergence of Legendre expansions, [37, pp. 234 -235], we ¤nd the partial sum of the expansion of g in the Legendre series to converge to g(y) at every y 2 (¡1; 1) at which m ¡1 is di¤erentiable. Next, using Lemmas 2 and B3, and proceeding like in the proof of-Theorem 1, we verify that var[g n (y)] equals O(N 9=2 =n) or O(N 3 =n), for the ¤rst or the second case, respectively. Since, similar property can be shown for f, the proof has been completed.
We shall now examine the convergence rate of the algorithm. Suppose that both f and g have two derivatives. Invoking Jacksonzs theorem, [37, p. 206] , we obtain
hich is of order O(N ¡1=2 ), every y 2 (¡1; 1). Recalling that variance is of order O(N 9=2 =n), we ¤nd the estimate to converge in probability at the rate O(n ¡1=11 ), provided that N » n
2=11
. In turn, assuming that m is bounded and that [a; b] ½ (¡1; 1) and applying again Jacksonzs theorem, [37, p. 20] , we ¤nd jEg n (y) ¡ g(y)j = O(N ¡1 ), every y 2 [a; b]. Now, since variance vanishes as fast as O(N 4 =n), the in-probability convergence rate is O(n ¡1=5 ), for N » n
1=5
. The rate is very close to O(n ¡1=4 ), i.e., that at which the trigonometric series estimate converges for twice di¤erentiable m.
VI. The Hermite Series Algorithm
In this section, we estimate¸m ¡1 in the entire real line, i.e,. we have D = (¡1; 1), and do it with the help of the Hermite orthogonal series, i.e., a series fh k ; k = 0; 1; 2; ¢ ¢ ¢ g in which
where
is the kth Hermite polynomial. One can easily verify that H 0 (y) = 1, H 1 (y) = ¡2y, H 2 (y) = 4y 2 ¡ 2, H 3 (y) = ¡8y 3 + 12y, and so on. The series is orthonormal in the entire real line, Sansone [37] or Szegö [39] . In other words, in this section 'k = h k , k = 0; 1; 2; ¢ ¢ ¢ . exists. Proof: The proof follows the lines similar to that of Theorem 1. As far as convergence of the partial expansion of g in the Hermite series, according to the equiconvergence theorem in Szegö [39, p. 247] , the Hermite and trigonometric expansions of g, taken in an arbitrary interval containing y in its interior, have the same limit. Therefore, the Hermite expansion of g converges to g(y) at every y 2 M at which m ¡1 has a derivative. Now, in order to complete the proof, it su¢ces to apply Lemma B4 in Appendix B.
In the analysis of the convergence rate of ¹ n (y), we impose, as usual in the paper, some regularity conditions on g and f. Assuming that m has p derivatives and denoting
, we ¤nd in Walter [40] that ja k j · j® kp j (k + 1)
¡p=2
, where ® kp is the kth coe¢cient of the expansion of ¿ (y; g) in the Hermite series. Thus,
which, owing to (B.5) in Appendix B, is not greater than
some function c, where k¢k is the L 2 norm. Because, more-
. Since f n (y) converges to f (y) at the same rate, the in-probability convergence rate of the estimate is O(n ¡(6p¡3)=(12p+14) ). In particular, it equals O(n ¡9=38)
, for p = 2. For m bounded, variance is of order O(N 3=2 =n) and, for N » n 1=(p+1) the estimate rate becomes O(n ¡(2p¡1)=(4p+4) ). For p = 2, the rate is O(n ¡1=4 ) and is slightly better. At last, observe that the estimate can be also rewritten in a form more convenient from the computational viewpoint:
. Now, we do not calculate the time consuming operation exp(¢) but deal only with polynomials H k zs.
VII. The Modified Algorithm
In previous sections we have shown that (3. 3) holds at every point y 2 D\M at which m ¡1 is di¤erentiable. Obviously, D is (¡¼; ¼), (¡1; 1) or (¡1; 1), for the trigonometric, Legendre or Hermite orthogonal series version of the estimate, respectively. Since f equals zero outside M , proofs of theorems given in the paper do not apply to D \ ¹ M , where ¹ M is the complement of M. In other words, convergence of the estimate at points in D \ ¹ M has not been examined. It can be, however, sometimes desirable for our algorithms to converge to zero for yzs in the set. In order to obtain that property, we propose the following very easy modi¤cation of our estimate:
where we denote Proof: Observe that R Y (1) inf m(v) f(y)dy, where infm(v) can be ¤nite of in¤nite, has a beta distribution with parameters 1 and n, Wilks [42, p. 236], i.e., mean 1=(n + 1) and variance n=(n + 1)2(n + 2). This and the fact that the set M = (inf m(v); sup m(v)) is support of f imply inprobability convergence of Y (1) to inf m(v) as n tends to in¤nity. For similar reasons, Y (n) converges to sup m(v), where sup m(v) can be ¤nite or in¤nite. Therefore, for every y 2 ¹ M , ¹ ¹ n (y) converges to zero as n tends to in¤nity in probability. Recalling the de¤nition of m
¡1
and Theorems 1, 2, and 3, we complete the proof of the theorem.
VIII. Simulation Example
The algorithm has been numerically examined. In the example, the linear subsystem is governed by the equation:
where Z n has a normal distribution with zero mean and variance 0.1. The nonlinearity has been de¤ned in the following way: m(v) = v 2 sign(v). The trigonometric series algorithm has been used to recover¸m ¡1 in the interval (¡4; 4). Since trigonometric expansions do not behave well at the interval ends, the MISE has been taken in the interval (¡3: 17; 3:17) . Notice that about 95% of Y i zs falls in the interval. The MISE has been numerically determined, for n = 25; 50; 100; 200, and 400. For each of those nzs, the N (n) minimizing the MISE has been found and the optimal MISE calculated. The result, i.e., the optimal MISE versus n, is presented in Fig. 2 . Observe that the MISE is rather great for small n and decreases fast for n getting larger. Results of simulating the other algorithms, i.e, those derived from the Legendre and Hermite series, are very much like those presented above.
Compared with parametric algorithms, nonparametric require more observations to give satisfactory results. It is obviously caused by poor a priori information. In this paper, an additional reason, i.e., the composite structure of the system, plays a signi¤cant role. It is very well known that in Wiener systems, statistical dependence between their input and output signals is complicated. As a consequence of all those, the adequate number of observations, as suggested by the example, may be counted in hundreds rather than dozens. On the other hand, our algorithms are very easy and fast from the computational viewpoint. They are obviously much faster than those o¤ered by parametric methods, since the latter usually invert matrices, i.e., perform time consuming operations.
At last, theoretical properties of our algorithms are rigorously proved, they are shown to converge to the unknown nonlinear characteristic. Behavior of parametric algorithms proposed by other authors to identify the nonlinearity in Wiener systems has not been theoretically veri¤ed so far and is just vague. Arguments in their favor are only that they do not contradict common sense and that have passed some numeric simulation tests. In the light of this, a good deal of optimism is necessary to apply them.
IX. Final Remarks and Conclusion
The paper is mainly devoted to the identi¤cation of the nonlinear part of the Wiener system. Nevertheless, observing that
V =¸1 is unknown and can not be estimated because of the cascade structure of the system. Statistical dependence between ¹ n , U j zs and Y j zs is, however, very complicated and an analysis of asymptotic behavior of the algorithm proposed to recover the impulse response of the linear subsystem is left to future works.
In the paper we have shown how to estimate the nonlinearity in the Wiener system. The m can be unbounded, or bounded from above or below, or from both sides. For m unbounded or bounded with unknown a or b, in order to recover the entire m, we use the Hermite series. For m bounded with known a and b, we can apply also the trigonometric and Legendre series. At any case, using the trigonometric or Legendre series, we recover a part of m, i.e., a part which values are in the interval (¡¼; ¼) or (¡1; 1), respectively.
It is interesting to compare our asymptotic convergence rates obtained for particular versions of the algorithm. Suppose for this sake that m is bounded, twice di¤eren-tiable and that [a; b] is a subset of both (¡¼; ¼) and (¡1; 1). Thus, roughly speaking, taking p = 2 in our analysis of the speed of convergence, we obtain the in-probability convergence rate O(n ¡1=4 ), for both the trigonometric and Hermite series estimates. Therefore, as far as the asymptotic convergence rate is concerned, all three versions of the estimate behave very similarly.
Not less interesting it is to compare our rates of convergence with those known for other algorithms. For twice differentiable m, the nonparametric kernel estimate presented in Greblicki [16] converges at a rate O(n ¡1=3 ), i.e., somewhat faster. Unfortunately, we are not able to compare rates given in this paper with those attained by parametric algorithms since no such result has been presented in literature, at least to the best authorzs knowledge. Nevertheless, our O(n ¡1=4 ) and O(n ¡1=5 ) discussed above do not look bad at n ¡1=2 , i.e. the rate typical for many kinds of parametric inference. Observe, moreover, that, for smooth m, i.e., for large p, our rates derived for both the trigonometric and Hermite versions of the algorithm become very close to the parametric rate n ¡1=2 .
Above considerations concerning convergence rates have an asymptotic sense, i.e., hold for n tending to in¤nity. The user can be interested in behavior of the algorithms for small and moderate n. The numerical example suggests that, for small number of observations, the error is rather large and that we may likely be forced to make more than a hundred input-output observations to achieve satisfactory accuracy.
Observe that in order to memorize our estimates, it obviously su¢ces to store all a k zs and b k zs, i.e., 2(N + 1) numbers, where N increases much slower than n. Therefore, having calculated a k zs and b k zs from n observed pairs, we can with little computational e¤ort determine the value of the estimate at a point. The kernel estimate presented in Greblicki [16] requires all 2n observations, i.e., a larger amount of data, to be kept.
In the paper, m is assumed di¤erentiable, which makes the density f of the output signal smooth and the analysis easier. Nevertheless, one can slightly relax restriction (2.5) by assuming that m is only piecewise di¤erentiable and then examine consistency of the estimate at points at which the orthogonal expansions of both g and f converge, i.e., e.g., at points at which m ¡1 is di¤erentiable. In turn, the hypothesis that the nonlinear characteristic has a bounded derivative is essential in the paper and plays a crucial role in the proof of fundamental Lemma A3.
We want to underline that the parametric and nonparametric approaches do not compete with each other, at least from the theoretical point of view. Just the contrary, the ¤rst can be successfully applied only when the a prior i knowledge about the system is su¢ciently large, whereas the latter does not require so much information. This difference makes nonparametric algorithms interesting in applications since in many real situations the a priori knowledge is very small and nonparametric in nature. On the other hand, we can apply nonparametric algorithms also when the a priori information is parametric, i.e., when the functional form of the characteristic is known up to a ¤nite number of parameters. If the number is large, computational e¤ort can become so great that we can be forced to resort to the nonparametric approach. Proof: With no loss of generality, suppose that m 0 (v) is positive in R. The ¤rst part of the lemma is a simple consequence of (2.7). In turn, taking into account that
Hence, for some c 1 and c 2 independent of y
, respectively, the proof has been completed. Lemma A2: Let (2.2), (2.3), and (2.
¡1 (y) ! 0 as y ! a, and as y ! b.
, and
, then £ f(y)m ¡1 (y) ¤ 0 ! 0 as y ! a, and as y ! b.
Proof: The ¤rst part of the lemma is a simple consequence of (7.2). In order to verify the second, observe
and proceed as in the proof of Lemma A1. Lemma A3: Suppose that (2.2), (2.3), and (2.5) hold. Let t, a function de¤ned in R, equal zero outside D. Moreover, let t be di¤erentiable in D. Then, for n = 1; 2; ¢ ¢ ¢ ,
where ® is de¤ned in (2.5),¯= sup y2M \D jt(y)j, and°= sup y2M\D jt 0 (y)j. The ± is a constant independent of both n, and t.
Proof: Clearly,
From the fact that all arguments of t are in M \ D and from the inequality jt(y 1 ) ¡ t(y 2 )j ·°j y 1 ¡ y 2 j, for all y 1 and y 2 in M \ D, it follows that jt(Y n+1 ) ¡ t(m(» n ))j ·°jY n+1 ¡ m(» n )j, which, by virtue of (2.3), equals°jm(V n+1 ) ¡ m(» n )j. Recalling (2.5), we ¤nd the quantity bounded by ®°jV n+1 ¡ » n j which, by virtue of (A.2), is not greater than ®°kck kA n k kX 1 k. Therefore, the absolute value of S is not greater than ®¯°kck kA n k EfjU 0 jgEfkX 1 k jU 0 jg and jT j does not exceed ®¯°kA n k E 2 fjU 0 jgE kX 0 k, which completes the proof.
Appendix B
Lemma B1: Let fX n g and fY n g be two sequences of random variables convergent to a and b, respectively. Let a n = E(X n ¡ a)
and let b 6 = 0. Then,
any " > 0 and
where c n = max(a n ; b n ).
Proof: Suppose that both a and b are positive. Obviously,
Therefore, the following two inequalities jX n ¡ aj < a"=(2 + "), and jY n ¡ bj < b"=(2 + ") imply where · = k + 1=2, and where » 2 ("; ¼ ¡ "), any " >0. The bound for the error, i.e., for the second term, is independent of ». Thus, in the interval, we have
where both bounds are independent of ». Hence for » and ³ in ("; ¼ ¡ "). Since ", can be arbitrarily small, we easily obtain max jx¡yj¸½ jK N (x; y)j = O(N ), any ½ < 0. This and (B.1) yield ¤nally the ¤rst part of the assertion. To verify the second part, we begin with the following inequality: max jxj·1 jP 0 k (y)j · k, [37, p. 250] . In turn, (B.2) leads to the following inequality max jyj·± jP k (y)j = O(k 1=2 ), any ± such that 0 < ± < 1. Since we, moreover, easily observe that (@=@x)K N (x; y) = P N k=0 [(2k + 1)=2] P 0 k (x)P k (y), the proof of this part of the assertion has been completed.
The third part can be now easily veri¤ed by using the inequality jP 
1=2
, and where T N is bounded by a constant independent of N , for x and y varying in ¤nite intervals, [37, p. 377] . Thus, for any ½ > 0, max jx¡yj·½ jK N (x; y)j = O(N 1=2 ) and, in the light of (B.4), the ¤rst part of the assertion follows.
From the de¤nition of the Hermite series and the fact that H which completes the proof.
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