In the paper, we study the asymptotic distribution of real algebraic integers of fixed degree as their naïve height tends to infinity. For an arbitrary interval I ⊂ R and sufficiently large Q > 0, we obtain an asymptotic formula for the number of algebraic integers α ∈ I of fixed degree n and naïve height H(α) ≤ Q. In particular, we show that the real algebraic integers of degree n, with their height growing, tend to be distributed like the real algebraic numbers of degree n − 1. However, we reveal two symmetric "plateaux", where the distribution of real algebraic integers statistically resembles the rational integers.
1 Introduction and main results
Basic definitions
Let p(x) = a n x n + . . . + a 1 x + a 0 be a polynomial of degree n, and let H(p) be its (naïve) height defined as H(p) = max 0≤i≤n |a i |.
If α 1 , . . . , α n are the roots of p, one can define the Mahler measure M(p) of the polynomial
Let α ∈ C be an algebraic number. We define the minimal polynomial of α as a nonzero polynomial p of the minimal degree deg(p) with integer coprime coefficients and positive leading coefficient such that p(α) = 0.
For the algebraic number α, its degree deg(α), its height H(α) and its Mahler measure M(α) are defined as the degree, the height and the Mahler measure of the corresponding minimal polynomial.
An algebraic number is called an algebraic integer if its minimal polynomial is monic, that is, has the leading coefficient 1.
Distinct algebraic numbers α 1 and α 2 are called conjugate if they have the same minimal polynomial. Obviously, any algebraic number α of degree n has n − 1 distinct conjugates (different from α).
A real algebraic integer α is called a Perron number if all its conjugates are less than α in absolute value.
We denote by #S the number of elements in a finite set S; mes k S denotes the kdimensional Lebesgue measure of a set S ⊂ R d (k ≤ d). The length of an interval I is denoted by |I|. The Euclidean norm of a vector x ∈ R k is denoted by x . To denote asymptotic relations between functions, we use the Vinogradov symbol ≪: expression f ≪ g denotes that f ≤ c g, where c is a constant depending on the degree n of algebraic numbers. Expression f ≍ g is used for asymptotically equivalent functions, that is, g ≪ f ≪ g. Notation f ≪ x 1 ,x 2 ,... g implies that the implicit constant depends only on parameters x 1 , x 2 , . . .. Asymptotic equivalence f ≍ x 1 ,x 2 ,... g is defined by analogy.
In the paper, we assume that the degree n is arbitrary but fixed, and the parameter Q, which bounds heights of polynomials and numbers, tends to infinity.
Note that we consider all algebraic numbers as complex numbers, i.e. elements of C.
Background
Let S be the set of all algebraic elements of some sort (e.g. the algebraic numbers of a fixed degree, a number field, a ring of algebraic integers, a group of algebraic units, etc.). One defines a height function H : S → R such that the value N(S, X) := # {α ∈ S : H(α) ≤ X}
is finite for all X < +∞. Then one may ask the question about the asymptotics of N(S, X) as X tends to infinity. In most settings, known answers on the question look like
where the real parameters c, k, γ and the big-O-constant depend only on the set S.
As the function H, most papers on the subject employ the absolute Weil height (which we denote by H), its generalizations or related functions. In the simpliest setting, namely when one counts algebraic elements over Q, the absolute Weil height can be defined in terms of the Mahler measure as H(α) = M(α) 1/n . Values c have good-looking explicit expressions for several situations. See [13] for a nice account on the subject. Some references and results can be found in the book by Lang [20, chapter 3, §5] .
For S being the set of algebraic numbers of degree n over a fixed number field, and H(α) defined as the absolute Weil height of α, such asymptotic formulas (with explicit constants c) are obtained by Masser and Vaaler [22] , [21] . In 2001, Chern and Vaaler [11, Theorem 6] proved asymptotic estimates for the number of integer monic polynomials of degree n having the Mahler measure bounded by T , which tends to infinity. For the set O n of algebraic integers of degree n over Q, and for H being the Weil height, from [11] we have immediately N(O n , X) = c n X n 2 + O X n 2 −1 , where c n is an explicit positive constant; in the big-O-notation the implicit constant depends only on n. Note that here X has order of Q 1/n , where Q is the upper bound for corresponding naïve heights. In 2013, Barroero [2] extended this result to arbitrary ground number fields and improved the remainder term to O X n 2 −n for O n .
In 2016, Grizzard and Gunther [13] obtained an asymptotics like (2) for S being the set of all such algebraic numbers of degree n over Q that their minimal polynomials all have the same specified leftmost and rightmost coefficients. This approach gives a unified way to count algebraic numbers, integers and units over Q. In [13] one can also find explicit bounds on the error terms in the aforementioned results by Chern and Vaaler, Masser and Vaaler, and Barroero.
Widmer [25] obtained a multiterm asymptotics of N(O K (k, m), X) for the set O K (k, m) of such k-tuples of algebraic integers that the coordinates of every point together generate a number field of a fixed degree m over a given finite extension K of Q.
In [9] , Calegari and Huang calculated the asymptotic number (1) of algebraic integers α (including Perron numbers, totally real and totally complex algebraic integers) of a fixed degree with the height function H defined as the maximum absolute value of the roots of the minimal polynomial of α. For a Perron number α, this height function is merely the absolute value |α|.
Another approach to study the distribution of algebraic numbers involves well-spaced subsets of algebraic numbers known as regular systems. The idea of a regular system was developed as a useful tool for calculating the Hausdorff dimension in the paper by Baker and Schmidt [1] , who proved that the real algebraic numbers form a regular system. See [5] by Bernik and Dodson, and [4] by Beresnevich for gradual improving the spacing parameters of such regular systems. In 2002, Bugeaud [7] proved that the real algebraic integers form a regular system too (with spacing parameters similar to the ones from [4] ). In simple language, that is, there exists a constant c n depending on n only such that for any interval I ⊆ [−1, 1] for all sufficiently large Q ≥ Q 0 (I) there exist at least c n |I|Q n algebraic integers α 1 , . . . , α k ∈ I of degree n and height at most Q such that the distances between them are at least Q −n . See [8] and [5] for some history and further references on the use of regular systems in calculation of the Hausdorff dimension of some sets.
In 1971, Brown and Mahler [6] proposed a generalization of the Farey sequences for algebraic numbers of higher degrees: the n-th degree Farey sequence of order Q is the sequence of all real roots of the set of integer polynomials of degree (at most) n and (naïve) height at most Q. The elements of the 1-st degree sequence lying within [0, 1] form the well-known classical Farey sequence (see [18] for details). The asymptotic density function of the 2-nd degree sequence on the real line was found in [15] , for an arbitrary fixed degree this was done in [18] (the schema of a proof was published in parts in [14] and [16] ). Namely, the following theorem was proved.
Theorem 1 ([14] , [18] ). The number of algebraic numbers of degree n and naïve height at most Q lying in an interval I equals to
where ζ(·) is the Riemann zeta function; the function φ n (t) is defined by the formula:
kp k t k−1 dp 1 . . . dp n , t ∈ R,
where
In the remainder term, the implicit constant in the big-O notation depends on the degree n only. The power of the logarithm is equal to:
The function φ n satisfies the following function equations:
It is worth to notice that the function φ n (t) coincides (up to a constant factor) with the density function of real zeros of a random polynomial of degree n with independent coefficients uniformly distributed in [−1, 1] (cf. [26] ).
This arranging of the real algebraic numbers into the generalized Farey sequence suggests a way of ordering and counting real algebraic integers.
Main results
Let O n denote the set of algebraic integers of degree n (over Q). For a set S ⊆ R, let Ω n (Q, S) be the number of algebraic integers α ∈ S of degree n and height at most Q:
Note that the algebraic integers of degree 1 are simply the rational integers, which are nowhere dense in the real line. Therefore, we assume n ≥ 2.
We prove the following three theorems. A substantial step towards these theorems was done in 2014 in [19] . Theorem 2. Let n ≥ 2 be a fixed integer. I) For any interval I ⊆ R we have:
where φ n (t) is defined in (3), and:
In the remainder term, the implicit constant depends only on the degree n. II) Besides, there exist intervals, for which the error in (5) has the order O(Q n−1 ). Moreover, Ω n (Q, I) = 0 for any I such that I ∩ (−Q − 1, Q + 1) = ∅.
Actually, for n = 2 it can be proved [17] 
The function ω n (ξ, t) := φ n−1 (t)+ δ n (ξ, t) might be regarded as an "integer counterpart" of φ n (t), that is, like a sort of "density function" of real algebraic integers of degree n. From (6) one can easily obtain for all t the estimate
that is, the function ω n (ξ, t) uniformly converges to φ n−1 (t) as ξ tends to zero. Thus, Theorem 2 could say that the limit density function of real algebraic integers of degree n is equal to the density function of real algebraic numbers of degree (n − 1). However, the following statement is true.
where the implicit big-O-constant depends only on n.
Note the following interesting (and a bit surprising) feature. If we take any finite fixed interval I, we get from (7)
But if, for example, I = R we readily obtain from Theorem 3
The following theorem shows that some relatively large subset of real algebraic integers statistically behaves just like the rational integers, which satisfy for any
where the big-O-constant depends only on the degree n.
This theorem becomes nontrivial if the interval I is large enough, namely, when
Remark. One can show (see Lemma 6 below) that any algebraic integer α of degree n and height at most Q satisfying α > (n + 1) 1/4 Q 1/2 is a Perron number. So, these two symmetric "plateaux" in the distribution of real algebraic integers are formed mainly from Perron numbers and their negatives. Now we give a short outline of the paper. Section 2 contains neccessary auxiliary statements, and in the first reading one can skip it. In Section 3 we prove a counterpart of Theorem 1 for algebraic integers forming a ground for deriving Theorem 2. Section 4 is devoted to the proof of Theorems 2, 3, and 4. In Subsection 4.1, for the reader's convenience, we recall relevant facts about quadratic algebraic integers from [17] . In Subsection 4.2, we treat algebraic integers of degree n ≥ 3. This separation is caused by inapplicability of the proof for n ≥ 3 to n = 2. However, in their final form, the general results cover all degrees n ≥ 2.
Preliminary lemmas
Lemma 1 ( [10] ). Let R n (Q) denote the number of reducible integer monic polynomials of degree n and height at most Q. Then
where υ n is an effective positive constant depending on n only, n ≥ 3.
Lemma 2 ([12]
). Let D ⊂ R d be a bounded region formed by points (x 1 , . . . , x d ) satisfying a finite collection of algebraic inequalities
where F i is a polynomial of degree deg F i ≤ m with real coefficients. Let
where the constant C depends only on d, k, m; the quantityV is the maximum of all r-dimensional measures of projections of D onto all the coordinate subspaces obtained by making d − r coordinates of points in D equal to zero, r taking all values from
where Proj J D is the orthogonal projection of D onto the coordinate subspace formed by coordinates with indices in J .
Remark. There are several more general and more recent results on counting integer points in regions (see e.g. [3] and references there). However, for our purposes, this Davenport's lemma is enough.
Lemma 3. Let n ≥ 2. Let ξ be a fixed positive real number. Let vectors (a n−1 , . . . , a 1 , a 0 ) and (b n−2 , . . . , b 1 , b 0 , α, β) be related by the equality
Then this relation can be expressed in the following matrix form:
and the Jacobian of this coordinate change is equal to
Note that for n = 2 the Jacobian equals to ξ 2 (β − α).
Proof. Note that in (9) the left hand side vector has n + 1 coordinates, the right hand side vector has n − 1 coordinates, and the dimension of the matrix is (n + 1) × (n − 1). We just discard the first row of the l.h.s. vector and of the matrix from our consideration because ξ is a constant in the settings of the lemma. It is not hard to check that both (8) and (9) give the same expressions for a i . To calculate the Jacobian, we need to know the derivatives
. To find them, we will differentiate the equality (9) w.r.t. the corresponding variables.
For simplicity denote a = (a n−1 , . . . , a 1 , a 0 ) T ∈ R n . Then the Jacobian matrix takes the form
For b j (where 0 ≤ j ≤ n − 3), we have
For α and β after differentiation we obtain
The value of the Jacobian will not change, if we replace the columns ∂a ∂α and ∂a ∂β by the vectors
Let us briefly explain this move. This replacement is equivalent to right multiplication the Jacobian matrix J by the block diagonal matrix B
where E n−2 is the identity matrix of size n − 2. It is easy to see that det(B) = 1.
Arranging all the vectors (10), (11) , (12) in one (n×n)-determinant we get the following formula for the Jacobian.
One can observe that the determinant in the right-hand side is equal to the resultant R(f, g) of the polynomials f (x) = (x−α)(x−β) and g(x) = ξx n−2 +b n−3 x n−3 +. . .+b 1 x+b 0 . This proves the lemma since R(f, g) = g(α)g(β) (see, e.g. [24, §5.9] ).
where ρ = max(1, |a + b|/2), and λ(n) is a constant depending only on n.
Proof. To simplify notation, we use M := M n (ξ, I). Estimate from above the measure
Every polynomial p(x) in M can be expressed in the form
where α, β ∈ I. Change the coordinates by (9) . The condinition a ∈ M is equivalent to the system of inequalities
From Lemma 3, we obtain
where M * is the new integration domain defined by the inequlities (13), here g(b, x) = ξx n−2 + . . . + b 1 x + b 0 . Note that here we have inequality instead of equality. The reason is that a polynomial having k > 2 roots in I can be written in k 2 different ways in the form (8) .
Write the multiple integral (14) in the following manner:
where M * (α, β) is the set of vectors b ∈ R n−1 that satisfy the inequalities (13) . Estimate the internal integral using upper bounds on mes n−2 M * (α, β) and on the function
Consider the two cases. 1) Let |a + b|/2 ≤ 1. Estimate the measure mes n−2 M * (α, β) using the submatrix equation from (9):
Multiplication by the (n − 2) × (n − 2)-matrix (15) maps the region M * (α, β) into a parallelepiped of the unit volume. The determinant of the matrix (15) is equal to 1. Hence, we have the upper bound:
Estimate |G(b, α, β)| from above for b ∈ M * (α, β). For this sake, find upper bounds on the coordinates b n−3 , . . . , b 1 , b 0 in the region M * (α, β). Since |a + b|/2 ≤ 1 and 0 < b − a ≤ 1, we have the following estimate for the matrix coefficients in (15) : max
Starting from b n−3 , we express the coefficients b i and obtain by induction
Therefore, for |a + b|/2 ≤ 1 we have
2) Let |a + b|/2 > 1.
From (9) we have        a n−3 a n−4 . . .
Hence, we obtain the upper bound
Find an upper bound for |G(b, α, β)|. For this sake, estimate |b i | from above. The matrix coefficients c i in (17) can be estimated in the following manner:
where ρ = |a + b|/2. Here, we take into account that 0 < b − a ≤ 1. By induction, we estimate from above |b i |. From (17), we have
Proceeding by induction for i = 2, 3, . . . , n − 3, we obtain
where the implicit big-O-constants depend only on n.
Hence, for any x ∈ [a, b) we obtain |g(b,
Therefore, we obtain
The lemma is proved.
Lemma 5 ([14]
, see also [18] ). Let x 0 = a/b with a ∈ Z, b ∈ N and gcd(a, b) = 1. Then there are no algebraic numbers α of degree deg α = n and height H(α) ≤ Q in the interval |x − x 0 | ≤ r 0 , where
and κ(n) is an effective constant depending only on n.
For a neighborhood of infinity: no algebraic number α of degree deg(α) = n and height H(α) ≤ Q lies in the set {x ∈ R : |x| ≥ Q + 1}.
Note that the statement of the lemma implies that Ω n (Q, S) = 0 if S∩(−Q−1, Q+1) = ∅, and
Proof. For the reader convenience we give proof here.
Let p(x) = a n x n + . . .
with H(p) ≤ Q, and let p(x 0 ) = 0. Then
On the other hand, we have:
Assuming |x 0 | ≤ 1, |x| ≤ 1 and x = x 0 , we obtain
The estimates (18) and (19) show that x cannot be a root of p(x) if x is sufficiently close to x 0 , namely, if x satisfies the inequality
we obtain the lemma for |x 0 | ≤ 1, namely, no algebraic number α of degree n and height H can satisfy the inequality
Now we deal with the case |x 0 | > 1. Let us show how it can be reduced to the case |x 0 | < 1. Note that the set of all real/non-real/complex algebraic numbers of any fixed degree n is invariant under the mapping x → x −1 . This is because if an integer polynomial p(x) of degree n is irreducible over Q, then the polynomial x n p(x −1 ) also has integer coefficients, the same degree and height, and is irreducible over Q; and vice versa.
Suppose that |x| > 1, and x has the same sign as x 0 . Then the interval between x 0 = x −1 0 = b/a and x = x −1 contains no algebraic numbers if and only if the interval with the end points x 0 and x is free of algebraic numbers too. From the first part of the proof, we know this to happen when
or equivalently, in terms of x 0 and x,
Since xx 0 > 1, there are surely no algebraic numbers α of degree n and height H such that
Thus, the number β cannot be a root of the polynomial p(x). Besides, hence, one can obtain that there no algebraic numbers β of height H(β) ≤ Q such that |β| ≤ (Q + 1) −1 . The lemma is proved.
Lemma 6. Let α be an algebraic integer of degree n and height H. If α > (n + 1) 1/4 H 1/2 , then α is a Perron number.
By the way, we prove a stronger statement: every real algebraic integer α satisfying α > (M(α)) 1/2 is a Perron number.
Proof. Let α 1 , . . . , α n be the roots of a real monic polynomial p of degree n numbered so that
Since the Mahler measure of p is equal to
On the other hand, we have (see Theorem 4.
Thus, for any algebraic integer α 1 > (n + 1) 1/4 H(α 1 ) 1/2 , its conjugates α 2 , . . . , α n satisfy
hence α 1 is a Perron number.
Approaching to Theorem 2
The aim of this section is to prove the following theorem, which can be regarded as an "integer counterpart" of Theorem 1. A scheme of the proof was published in 2014 [19] .
Theorem 5. Let n ≥ 2 be a fixed integer. For any interval I ⊆ R we have:
where the function ω n (ξ, t) can be written in the form:
kp k t k−1 dp 1 . . . dp n−1 ,
In the remainder term, the implicit constant depends only on the degree n. Besides, there exist intervals, for which the error of this formula has the order O(Q n−1 ).
Let I = [α, β) be a finite interval. Denote by N n (Q, k, I), N n (Q, k, I) and R n (Q, k, I) the number of (respectively) all, irreducible, and reducible integer monic polynomials of degree n and height at most Q having exactly k roots in I. It is easy to see that
Evidently, N n (Q, k, I) = N n (Q, k, I) − R n (Q, k, I). Let G n (ξ, k, S) be the set of real polynomials of degree n and height at most 1 with the leading coefficient ξ having exactly k roots (with respect to multiplicity) in a set S. Then from Lemma 2, we have
Lemma 1 gives the following bound on R n (Q, k, I):
Hence, we have
where in the big-O-notation the implicit constant depends only on n.
It is easy to see that for all 0 < ξ ≤ 1 the function
is additive and bounded on the set of all subsets S ⊆ R. Let us show that Ω n (ξ, I) can be written as the integral of a continuous function over I.
where p = (ξ, p n−1 , . . . , p 1 , p 0 ) is the vector of the coefficients of the polynomial p(x) = ξx n + . . . + p 1 x + p 0 , and ξ = Q −1 . Obviously, every polynomial from B(ξ, I) has the odd number of roots in the interval I.
In Lemma 4, we have M n (ξ, I) = n k=2 G n (ξ, k, I). Hence, it follows that
where the implicit big-O-constant depends only on n. Now we calculate mes n B(ξ, I) = B(ξ,I) dp 0 dp 1 . . . dp n−1 .
To do this, we represent B(ξ, I) in a more convenient form. In order to simplify notation, let us introduce the symbol
Then we have p(t) = g t (p 1 , . . . , p n−1 ) + p 0 . The inequality p(α)p(β) < 0 from (25) is equivalent to one of the two inequality systems:
which can be joined into the single double inequality
So the region B(ξ, I) can be defined by the following inequalities
In this system, p 0 must satisfy two interval constraints.
In the next step we estimate the set D of all (p 1 , . . . , p n−1 ) ∈ R n−1 for which the system (27) has solutions in p 0 . In fact, D is the orthogonal projection of B(ξ, I) on the hyperplane p 0 = 0. Consider the regions
The inequalities |g α | ≤ 1 and |g β | ≤ 1 hold for all (p 1 , . . . , p n−1 ) ∈ D * . For any (p 1 , . . . , p n−1 ) ∈ D * , the inequalities |g α | > 1 and |g β | > 1 hold simultaneously, and so for sufficiently close α and β the system of inequalities (27) is contradictory. Otherwise, there would be two possibilities: g α g β > 0 or g α g β < 0. If g α and g β had the same sign, then |p 0 | > 1; but from the same system we have |p 0 | ≤ 1. If g α and g β had opposite signs, then the inequality |g β − g α | > 2 would hold; but the difference |g β − g α | uniformly tends to zero for all (p 1 , . . . , p n−1 ) ∈ [−1, 1] n−1 as α and β converge. So we proved that
Moreover, for any fixed (p 1 , . . . , p n−1 ) ∈ D the measure of values p 0 defined by (27) does not exceed h ξ (p n−1 , . . . , p 1 ) := |g β − g α |.
And for every fixed (p 1 , . . . , p n−1 ) ∈ D * this measure is equal to h ξ (p n−1 , . . . , p 1 ). Therefore, D * h ξ (p n−1 , . . . , p 1 ) dp n−1 . . . dp 1 ≤ mes n B(ξ, I) ≤ D * h ξ (p n−1 . . . , p 1 ) dp n−1 . . . dp 1 .
Now the obvious inclusion
h ξ (p n−1 , . . . , p 1 ) dp n−1 . . . dp 1 ≤ D * \D * h ξ (p n−1 . . . , p 1 ) dp n−1 . . . dp 1 .
It is easy to show that the difference of D * and D * has a small measure for sufficiently close α and β:
As noted above, h ξ (p n−1 , . . . , p 1 ) → 0 as β → α. Thus, we obtain for all α ∈ R mes n B(ξ,
where ω n (ξ, t) is defined in (21) . Hence, as |I| → 0, from (26) we obtain that
So we have
Therefore, from (22), (23) and (24), we obtain the main theorem. Lemma 5 shows that there exist infinitely many intervals I, for which the error of the asymptotic formula (20) is of the order O(Q n−1 ). Theorem 5 is proved.
Proving Theorems 2 and 3

Quadratic algebraic integers
In this subsection, to give a full picture, we recall some relevant facts about the density function ω 2 (ξ, t) of real quadratic algebraic integers.
Quadratic integers are considered separately from the general case n ≥ 3, since the techniques used for n ≥ 3 do not work for n = 2, because of the lower dimension of spaces arising in the proof.
Theorem 6 ([17]). For
Here
For the record, these values t i have the following asymptotics as ξ → 0:
Note that in [17] the expression (12) for ω 2 (ξ, t) contains a typo: in the first case ξ must be squared. Here we use the correct version.
From the general formula (3) we have φ 1 (t) = 1 max (1,t 2 ) . From Theorem 6 one can see, the difference |ω 2 (ξ, t) − φ 1 (t)| has the order O(ξ) in a neighborhood of t = 1 as ξ → 0. Whereas when n ≥ 3 Lemma 12 (see Section 4.2.3 below) gives the magnitude O(ξ 2 ) for |ω n (ξ, t) − φ n−1 (t)| in the same neighborhood. For all other t, except the two intervals |t| ∈ (t 1 , t 2 ), the general bound from Lemma 12 holds for the quadratic case too.
However, despite the uniform convergence of ω 2 (ξ, t) to φ 1 (t) as ξ → 0, the following theorem is true.
where the implicit constant in the big-O-notation is absolute.
As the reader will see from the arguments below, this appeared to be a general feature of real algebraic integers of any degree n ≥ 2.
Algebraic integers of higher degrees
Here we will estimate the difference ω n (ξ, t)−φ n−1 (t) for n ≥ 3. As a result, we deduce Theorems 2, 3, and 4.
So, in this section, n ≥ 3; and we assume, without loss of generality, t ≥ 0 (since ω n (ξ, t) and φ n−1 (t) are both even functions of t).
For the sake of simplification, introduce the following notation p := (p 1 , . . . , p n−1 ), dp := dp 1 dp 2 . . . dp n−1 ,
In this notation, the function φ n−1 (t) takes the form:
|v(t) · p| dp, t ∈ R,
Note that G n−1 (t) differs from D n (ξ, t) in the absence of term ξt n in the modulus brackets.
Change the variables in the integral for ω n (ξ, t):
Then the integral takes the form:
Now, we partition the integral into the three summands
where G n (t) is defined in (4), and
For convenience, denote the integral over G n−1 (t) by J 1 , that one over S + n (ξ, t) by J 2 , and that one over S − n (ξ, t) by J 3 . So
Now we will separately estimate J 1 −φ n−1 (t) (the "main" part) and J 2 −J 3 (the "corner" part).
Estimation of the main part of the difference
Evaluating the difference J 1 − φ n−1 (t) is based on the following lemma. Lemma 7. Let V ⊂ R k be a bounded region symmetric with respect to the origin of coordinates. Let v = (v 1 , . . . , v k ) be a fixed nonzero vector, and let ǫ > 0 be a real number. Then
where V (ǫ) := {x ∈ V : |v · x| < ǫ}.
Remark 2. It is easy to observe that for any 0 < λ < 1
Proof. Changing x for −x in the integral, after transformation, we obtain
the lemma follows immediately.
From Lemma 7, we have
Note that U n (ξ, t) is a (n − 1)-dimensional region defined by n + 1 linear inequalities and, therefore, it is a (n − 1)-dimensional polyhedron.
It is easy to check that if we take any n − 1 inequalities in (31), then their left-hand sides are linearly independent as linear functions of q 1 , . . . , q n−1 for any real t = 0. A) For t ∈ [t 1 , t 2 ], where the parameters t 1 and t 2 have the asymptotics:
with absolute big-O-constants, U n (ξ, t) is an (n − 1)-dimensional parallelepiped defined by:
U n (ξ, t) doesn't depend on ξ and is a parallelepiped defined by:
Remark. Note that t 1 , t 2 and t 3 do not depend on n.
Proof. The overall idea of the proof is to find needless inequalities among the ones defining U n (ξ, t), that is, such inequalities that can be dropped from the definition of U n (ξ, t) without any effect. Everywhere in the proof we assume t > 1.
First of all, we rewrite the inequality |w(t)q| ≤ 1 in the form
Hence, we obviously have
Thus for any t ≥ 2 the inequality |q n−1 | ≤ 1 follows from (35). Therefore, we can drop it. At the next step, putting (35) into the inequality |v(t)q| ≤ ξt n−1 , we get after transformation:
Now, the struggle will be between the inequalities (36) and |q n−2 | ≤ 1: which one of them is "stronger" and will be allowed to stay. Part A. From (36) we obtain
Therefore if t satisfies the inequality
then the inequality |q n−2 | ≤ 1 is needless. After some meditation on (37) one can comprehend that for t > 1 and sufficiently small ξ the solutions of (37) form an interval [t 1 , t 2 ], where t 1 and t 2 are the solutions of
for t > 1, and as ξ → 0
with the absolute implied big-O-constants. Let us explain this revelation in details. It is easy to check (using the derivative) that for t > 1 the function ξt 2 + t 2 (t − 1) −2 has the only minimum at t = ξ −1/3 + 1 (everywhere else the derivative has non-zero values, and therefore the function is monotonic), and this minimum is equal to ξ 1/3 (1 + ξ 1/3 ) 2 , which is less than 2 for small ξ. Hence, one has t 1 < ξ −1/3 + 1 < t 2 . Thus, obviously,
Placing this into (38) shows that
where t 1 (0) := lim ξ→0 t 1 . So from (38) one immediately has
Note that t 1 monotonously decreases, and t 2 monotonously increases as ξ → 0.
One can recover the development of t 2 by degrees ofξ := ξ 1/2 putting the expression with undetermined coefficients
into (38) and solving this with respect to the unknown coefficients c i . Note that t 2 is an analytic (and algebraic) function ofξ in a punctured neighbourhood ofξ = 0 and has a simple pole atξ = 0. Therefore the aforementioned development does exist. At the same time, t 1 is an analytic function of ξ in a neighbourhood of ξ = 0. Hence, it is possible to find a development of t 1 in the form
2 + . . . . Notice that t 2 is represented by a series in terms of ξ 1/2 rather than ξ, in contrast to t 1 .
So Part A is proved now, and from (31) we have (32). Part B. Now, since |q k | ≤ 1, for 1 ≤ k ≤ n − 1, and |θ| ≤ 1, the left-hand side of (36) can be estimated as:
Thus, obviously, if t satisfies the inequality
then (36) surely loses to |q n−2 | ≤ 1, and so |v(t) · q| ≤ ξt n−1 can be excluded without any effect. And in fact, we have (34) (cf. (4), one can nominally append the inequality |q n−1 | ≤ 1). Solving (39) we find that this happens when t ≥ ξ −1/2 + 1.
For subsequent calculations we need this lemma.
be an invertible real matrix, and let a i = (a i1 , . . . , a id ) be its i-th row.
Then for any integrable function f :
Remark. We are intrested in the two following special cases: a) when f (x) = 1, then
Proof. To calculate the integral, we make the change of variables: t = Ax. The Jacobian is equal to
The system (40) takes the form:
Hence, the lemma follows.
Lemma 10. Let n ≥ 3 be a fixed integer, and 0 < ξ < 1.
B) For |t| ∈ [1, ξ −1/2 + 1], the following inequality holds
Moreover, if |t| ∈ [t 1 , t 2 ], where t 1 and t 2 are the same as in Lemma 8, then we have the equality
C) For |t| ≥ ξ −1/2 + 1, we have
Proof. The idea of the proof is to replace U n−1 (ξ, t) by a parallelepiped, which includes U n−1 (ξ, t), and then apply Lemma 9. Since U n−1 (ξ, t) is an (n−1)-dimensional region, the easiest way to do this is to discard two of the n + 1 linear inequalities defining U n−1 (ξ, t). Part A. To prove this part we discard the two inequliaties: |q 1 | ≤ 1 and |w(t) · q| ≤ 1. Now we have
Now to estimate the difference J 1 − φ n−1 (t) from above, we replace U n (ξ, t) by W 1 in (30):
Now we obtain the estimate of Part A, applying (42) with
where E k is the identity matrix of size k.
Part B. Now we eliminate the restrictions |q n−1 | ≤ 1 and |q n−2 | ≤ 1 and obtain
Note that by Lemma 8 we have U n (ξ, t) = W 2 for t 1 ≤ t ≤ t 2 . Just like in Part A, we estimate
using (42) with d = n − 1, h i = 1 for 1 ≤ i ≤ n − 2, h n−1 = ξt n−1 , and
Note that for n = 3 this is just a 2 × 2-matrix; the calculation still holds true.
Part C. From Lemma 8, applying (29) to J 1 with V = G n−1 (t), we have
Using (41) with d = n − 1, h i = 1 for 1 ≤ i ≤ n − 1, and
one finds mes n−1 G n−1 (t) = 2 n−1 t −n+1 . The lemma is proved.
Estimation of the "corner" part
The aim of this section is to prove the following statement.
Lemma 11. For sufficiently small ξ > 0, there exist computable values t 1 , t 2 and t 3 independent of n and satisfying the asymptotics
such that the following holds:
d) for t > t 3 , we have J 1 = J 3 and so ω n (ξ, t) = 0.
Proof. First of all, we find for which t the equality S n (ξ, t) = G n−1 (t) holds. Any (q 1 , q 2 , . . . , q n−1 ) ∈ S n (ξ, t) satisfies the system
Obviously
Therefore, the first-line inequality in (43) is needless (and we can just omit it) if t satisfies the inequality
Apparently, for such t we have S n (ξ, t) = G n−1 (t). So our aim now is to find explicitly values t for which S n (ξ, t) = G n−1 (t) for sure.
To give uniform bounds on t, we need to simplify (44) in some uniform (independent of n) way. It is easy to check that any solution t of (44) must satisfy the condition t > 1; otherwise, we would have a contradiction. The inequality (44) is equivalent to
Hence, one can readily see that any solution t > 1 of
also meets (44). Solving the latter inequality, we get that S n (ξ, t) = G n−1 (t) for
where t 1 and t 2 are the roots of the equation:
One can directly develop t 1 and t 2 by degrees of ξ and obtain the first few terms using undetermined coefficients with (45):
Consider separately the three intervals:
In the integral J 2 , make the change q n−1 = 1 + θ. In the integral J 3 , we make the change q → −q and next the change q n−1 = 1 − θ. Here 0 < θ < ξt. Thus, we obtain
Denote the intersection and the union of S b) For t ∈ [ t 1 , t 2 ) we have S n (ξ, t) = G n−1 (t), and so
c) For t ≥ t 2 , since S + n (ξ, t) = ∅ and S − n (ξ, t) ⊆ G n−1 (t), we have J 2 = 0, 0 ≤ J 3 ≤ J 1 .
d) Looking at the system (43), one can observe that J 1 = J 3 and so ω n (ξ, t) = 0, if
Besides, along with Lemma 12, we have proved Theorem 4. In the theorem's formulation, the enpoints t = ±Q 1/2 and t = ±Q are obtained by adjusting t = ξ −1/2 + 1 and t = t 2 to ξ −1/2 and ξ −1 respectively. It is possible because we can hide in the remainder term (just adjusting its big-O-constant) anything that is O(ξ).
For some values t, the function δ n (ξ, t) is tough to calculate. Fortunately, the remainder term in (20) overrides some of these complexities. Thus, to hide all "roughnesses" of δ n (ξ, t), we invent a new function δ n (ξ, t) that assembles essential properties of δ n (ξ, t) in a simple form. Keeping is enough to get (5) from (20) .
The following lemma shows how to build such a function δ n (ξ, t).
Lemma 13. Consider the function
where the big-O-constant depends on n only.
Proof. Here we use the notation of Lemma 12. For the sake of brevity, in this proof we omit the expression |δ n (ξ, t) − δ n (ξ, t)|dt under integrals. For values t in the intervals [0, t 1 ), [t 2 , ξ −1/2 + 1) and t 2 , ξ −1 + 1 , we trivially estimate |δ n (ξ, t) − δ n (ξ, t)| ≤ |δ n (ξ, t)| + | δ n (ξ, t)| ≪ n ξ 2 , |t| ≤ t 1 , ξ, |t| ≥ t 2 .
Since the length of all the three intervals is O(1), we readily obtain
≪ n ξ,
≪ n ξ.
For t 1 ≤ t ≤ t 2 we obviously have δ n (ξ, t) = δ n (ξ, t), and thus
For ξ −1/2 + 1 ≤ t ≤ t 2 and t ≥ ξ −1 + 1, we have |δ n (ξ, t) − δ n (ξ, t)| = |φ n−1 (t) − 2 n−2 t −2 |.
To assess necessary integrals, we need a more explicit expression of φ n−1 (t). It is known [18 Hence, φ n−1 (t) − 2 n−2 t −2 = O(t −4 ) for t ≥ 1. So we get
Noticing that both δ n (ξ, t) and δ n (ξ, t) are even finishes the proof of the lemma. By the way, we proved Theorem 2 too. Now remembering that both ω n (ξ, t) and φ n−1 (t) are even functions with respect to t, we get Theorem 3.
