This paper contains answers to several problems in the theory of the computational complexity of infinite words. We show that the problem whether all infinite words generated by iterating dgsm's have logarithmic space complexity is equivalent to the open problem asking whether the unary classes of languages in P and in DLOG are equivalent. Similarly, the problem to find a concrete infinite word which cannot be generated in logarithmic space is equivalent to the problem to find a concrete language which does not belong to DSPACE(n). Finally, we separate classes of infinite words generated by double and triple D0L TAG systems.
Introduction
The study of infinite words is an important research topic in Combinatorics on words. The main stream of research focused on combinatorial properties, cf. [6] , and the descriptional complexity of infinite words, i.e., the measure how complicated simple mechanisms are needed to generate particular infinite words. An extensive study of different machineries for infinite word generation can be found in [1] .
In [3] a new area of investigation was introduced, the computational complexity of words, i.e., the measure how much resources (such as time and space) are needed to generate a certain infinite word. The paper concentrates on relations between the two mentioned complexities: descriptional and computational. Further results in this area can be found in [2] .
In [1, 3, 2] several interesting problems are proposed. In this paper we will show that even some of the simplest problems proposed are equivalent to well-known hard open problems in the complexity theory of Turing machines.
The paper is organized as follows:
In Section 1 we fix our terminology. In Section 1.1 we recall the definition of the computational complexity, while in Section 1.2 we define several simple methods for generating infinite words:
• iterating a morphism, the most commonly used method introduced already in [7] ; • iterating a deterministic generalized sequential machine (a dgsm), i.e. a deterministic finite state transducer; • double and triple D0L TAG systems.
In Section 2.1 we consider the open problem, proposed in [3] , namely whether all infinite words generated by iterating dgsm's have logarithmic space complexity. This problem was attacked in [5] , claiming that the answer to the problem is affirmative. On the other hand, here we show that the problem is equivalent to an other hard open problem asking whether unary classes of languages P and DLOG (denoted u-P and u-DLOG, respectively) are equivalent. One can easily observe that u-P = u-DLOG if and only if ∪ c>0 DTIME(c n ) = DSPACE(n). Section 2.1 contains two other small results concerning the growth of dgsm's, It was shown in [3] that the greatest possible growth of a dgsm is exponential and that infinite words generated by such dgsm's have logarithmic space complexity. We show that the smallest non-trivial growth is Θ(n log n) and that, similarly, dgsm's with such a growth generate infinite words with logarithmic space complexity.
In [3] another interesting problem is proposed: to find a concrete infinite word which cannot be generated in logarithmic space. It is mentioned already in [2] that this problem is at least as hard as to prove L / ∈ DLOG for some L ∈ NP. In Section 2.2 we show that it is exactly as hard as the problem to find a concrete language, which does not belong to DSPACE(n). Note that even the problem to find a concrete language, which does not belong to DSPACE(log n) = DLOG is a hard open problem.
Finally, in Section 2.3 we separate the classes of infinite words generated by double and triple D0L TAG systems as it was conjectured in [1] .
Preliminaries
In this section we fix our terminology. Let Σ be a finite alphabet. The sets of all finite and infinite words over Σ are denoted Σ * and Σ N , respectively. In the following sections we define the computational complexity of infinite words and describe several iterative devices generating infinite words.
The computational complexity of infinite words
The best way how to define the computational complexity of an object is to describe it in the terms of Turing machines. For example, the Kolmogorov complexity of a finite word is the size of the smallest Turing machine generating the word, cf. [4] . In the case of infinite words we will use the model of computation based on the k-tape Turing machine, which consists of (1) a finite state control; (2) k one-way infinite working tapes (we assume that there is a beginning on the left of the tape, but the tape is infinite to the right) each containing one two-way read/write head (i.e., the head can move in both directions within the tape); (3) one infinite output tape containing one one-way write-only head.
We assume that the k-tape Turing machine starts in the initial state with all tapes empty and behaves as an usual Turing machine. We say that the k-tape Turing machine generates an infinite word w ∈ Σ N if (1) in each step of the computation, the content of the output tape is a prefix of w; (2) for each prefix u of w, there is an integer n such that u is a prefix of the content of the output tape after n steps of the computation.
Let M be a k-tape Turing machine generating a word w. The time and space complexities of M are functions T M : N → N and S M : N → N defined as follows:
• T M (n) is the smallest number of steps of the computation of M when the prefix of w of length n is already written on the output tape; • S M (n) is the space complexity of working tapes during first T M (n) steps of the computation, i.e., the maximum of lengths of words written on working tapes.
Finally, for any integer function s : N → N we define the following complexity classes:
• GTIME(s) = {w ∈ Σ N ; there exists a k-tape Turing machine M generating w and T M (n) ≤ s(n) for all n ≥ 1}; • GSPACE(s) = {w ∈ Σ N ; there exists a k-tape Turing machine M generating w and S M (n) ≤ s(n) for all n ≥ 1};
It follows from the speed-up argument, as in ordinary complexity theory, that functions s(n) and c.s(n), where c is a constant, have the same space computational complexities.
Iterative devices generating infinite words
In this section we define several simple methods used for generating infinite words. The simplest and most commonly used method is to iterate a morphism h : Σ * → Σ * : if h is non-erasing and for a letter a ∈ Σ, a is a prefix of h(a), then there exists the limit
A natural generalization of this method is to use a more powerful mapping in the iteration: a deterministic generalized sequential machine, a dgsm for short.
A dgsm τ is defined by
(1) a finite set of states Q; (2) the initial state q i ∈ Q; (3) an input alphabet Σ and an output alphabet ∆ (we will assume ∆ = Σ in this note to be able to iterate the dgsm τ );
A sequence of transitions
is a computation of τ with the input
Obviously, for an input u ∈ Σ * there exists at most one computation α of τ such that I(α) = u. Hence, the mapping τ (u) = O(I −1 (u)) is a welldefined partial function. As a convention we assume throughout that all dgsm's are non-erasing, i.e.,
The further generalization of above methods leads to double D0L TAG systems which consist of two infinite one-way tapes each containing a one-way readonly head and a one-way write-only head. In each step of the generation both read-only heads read a symbol and move right to the next square while the write-only heads write the corresponding outputs to the first empty squares of these tapes. We assume that the infinite word generated by a double D0L TAG system is written on the first tape. A double D0L TAG system can be specified in the terms of rewriting rules of the form:
Assuming that in each rewriting rule, |β| = 1, we get a mechanism which iterates a dgsm. Finally, we can define triple D0L TAG systems by extending the number of tapes to three.
The results

Dgsm's
In [3] the following problem is proposed: are all words generated by dgsm's in GSPACE(log n)? We prove here that this problem is equivalent to the problem whether classes u-DLOG and u-P are equivalent. Note that this in some sense contradicts the result of [5] that all infinite words generated by iterating dgsm's have logarithmic space complexity: if the result in [5] is correct, then, together with the following theorem, we have D-EXPTIME = DSPACE(n), which is unlikely. [5] gives only a sketch of the proof of the result and, hence, we are unable to check if it is correct.
Theorem 1 All infinite words generated by iterating dgsm's have logarithmic space complexity if and only if u-P = u-DLOG.
PROOF. First, let us assume that u-P = u-DLOG. Take a dgsm τ over a finite alphabet Σ generating an infinite word w = w 1 w 2 . . . . We prove that the space complexity of w is O(log n). It is obvious that there is a 1-tape Turing machine M generating the word w in quadratic time. Consider the languages L c = {0 n ; n ≥ 1, w n = c} for all c ∈ Σ. Note that L c is an unary language. We can easily construct a Turing machine recognizing L c in quadratic time using the Turing machine M. By the assumption there exist Turing machines M c recognizing the languages L c in logarithmic space. Now, consider a 3-tape Turing machine, which runs M c 's to generate the n-th letter of w by using the third tape as a working tape. It stores the binary representation of n on the first tape and the position of the head of Turing machine M c on the second tape. Before each run of any M c it erases the working tape and writes "the position 1" on the second tape. It runs M c for each letter c of the alphabet of τ until some M c accepts and then it writes the letter c on the output tape. In each step of the simulation of any M c it checks whether the position represented on the second tape is the last one. Clearly such a machine generates the word w in logarithmic space.
Second, assume that all words generated by iterating a dgsm have logarithmic space complexity. Take a Turing machine M working in polynomial time, i.e., T (M) = O(n k ), recognizing a language L ⊆ 0 * . We construct a 1-tape Turing machine M ′ with the tape divided into three layers. On the first layer it generates unary inputs in increasing order, on the second layer it simulates computations of M on the input stored on the first layer, and on the third layer it writes 1, if the computation ends in an accepting state, or 0, if it ends in a rejecting state. Before each simulation it erases the second and third layers of the tape. Now, consider a dgsm τ which carries out the computations
where C i corresponds to the i-th configuration of M ′ . It also maps the starting letter $ into the starting configuration of M ′ . Clearly, the iteration of τ will generate an infinite word: the sequence W = $C 0 C 1 C 2 . . . of all configurations of the computation of the Turing machine M ′ . By the assumption the infinite word W has logarithmic space complexity, i.e., there exists a Turing machine M ′′ generating W in logarithmic space. Finally, we define a Turing machine M ′′′ recognizing L, which on the input 0 n runs M ′′ , but instead of writing the bits of W to the output tape, it compares its input with the input on the first layer of each generated configuration, and moreover, it checks the first letter on the third layer of each generated configuration. When the compared inputs coincide and the first letter on the third layer is 0 or 1 then the Turing machine M ′′′ halts in the rejecting or in the accepting state, respectively. Otherwise, it continues in generating bits of the next configuration. Clearly, M ′′′ recognizes the language L. Now, it suffices to show that M ′′′ works in logarithmic space. Let C in be the configuration in which M ′ writes 0 or 1 on the first place of the third layer, while the first layer contains 0 n . Hence in the block of configurations
′ erases the second and the third layer of the tape, changes the input on the first layer to 0 n and runs the Turing machine M on this input. Since M works in time O(n k ) the length of any configuration in block B n is at most O(n k ) and the number of configurations in B n is at most O(n k ). Hence the length of the block B n is at most O(n 2k ). The Turing machine M ′′′ generates the first x blocks of configurations on the input 0 x until it halts. Hence it generates the prefix of the infinite word W of length
Since M ′′ works in logarithmic space, M ′′′ will use space O(log x) to carry out the computation on the input 0
x . ¾ Next, we will show two small results concerning the growth of a dgsm τ , i.e., the integer function g : N → N, where g(n) is the length of τ n (a). In [3] it was proved that an infinite word generated by a dgsm with the exponential growth has logarithmic space complexity. Note that the exponential growth is the greatest possible growth. Next, we show that the smallest non-trivial growth of a dgsm is Θ(n log n) and also that dgsm's with the growth Θ(n log n) generate infinite words with logarithmic space complexity. More precisely:
Lemma 2 If a dgsm has the growth o(n log n), then it generates an ultimately periodic infinite word. Such word can be generated in constant space.
PROOF. Let τ be a dgsm with the growth o(n log n) generating an infinite word w = w 1 w 2 . . . , with w i ∈ Σ. Let τ q (z) (resp. σ q (z)) be the output (resp. the last state) of the dgsm τ after reading the input z and starting in the state q.
We define two sequences of words and a sequence of states of the dgsm τ . Let a be the starting symbol, q 0 be the initial state and let τ (a) = τ q 0 (a) = av. Then put
Observe that τ n (a) = u n+1 = u n v n = · · · = u 1 v 1 v 2 . . . v n . This implies 1 + n j=1 |v j | = |τ n (a)| = o(n log n). Next, we estimate the length of the increment: |v n |. Since the dgsm τ is non-erasing, we have |v i | < |v n | for all i < n. This implies
Hence, |v n | = o(log n) and for any constant c there exists an integer n such that c |vn| < n. If we take c = |Σ| + 1, there must be a repetition among the words v 1 , . . . , v n , say v i = v i+k for some integers i, i + k ≤ n and k > 0. Then v j = v j+k for all j ≥ i, hence the infinite word w = u 1 v 1 v 2 v 3 . . . is ultimately periodic and it can be then generated in constant space, cf. [3] , Lemma 3.1. ¾ Lemma 3 An infinite word generated by a dgsm with the growth Θ(n log n) has logarithmic space complexity.
PROOF. Let τ be a dgsm with the growth Θ(n log n) generating an infinite word w = w 1 w 2 . . . . Consider the sequences {u n } n≥0 , {v n } n≥0 , {q n } n≥0 defined in the previous proof.
We construct a Turing machine M generating w as follows. In the first step it writes u 1 on the output tape, v 1 on the first tape and it sets to the state q 1 . In each step n > 1, it simulates the dgsm τ on the input written on the first tape starting in the state q n−1 . The output of the simulation of τ is written, at the same time, to the output tape and to some temporary tape, so that after the simulation it can be copied back to the first tape. Hence, in the end of the step n the first tape contains the word v n . The last state of the simulation of τ in the step n is q n , from which the simulation continues in the next step.
The space needed to generate the m-th letter of w is at most |v n |, where n is an integer such that v n contains the letter w m , i.e.,
One can show in the same way as in in the proof of Lemma 2 that |v n | = O(log n). Moreover, since n ≤ 1 + n−1 i=1 |v i | ≤ m, we have |v n | = O(log n) = O(log m). Hence, the Turing machine M works in logarithmic space. ¾
Logarithmic space complexity
The second part of Problem 5.2 in [2] asks to find a specific infinite word which cannot be generated in logarithmic space. We show that this problem is as hard as the problem to find a specific language which does not belong to DSPACE(n), and this is a hard open problem.
Notation 1 Denote the n-th binary word in lexicographical order by lex(n). Note that for n ≥ 1, bin(n) = 1 lex(n).
Definition 4 Let w be an infinite binary word and L ⊆ {0, 1}
* an binary language. We say that w determines the language L if for every positive integer n, the n-th letter of w is 1 if and only if lex(n) belongs to L.
Theorem 5 Let w be an infinite binary word and L the language determined by the word w. Then the word w is in GSPACE(log n) if and only if L belongs to DSPACE(n).
PROOF. First, assume that w has logarithmic space complexity. Let M be a Turing machine generating w in logarithmic space. We construct a Turing machine M ′ recognizing the language L. Let lex(n) be the word on the input tape of M ′ , where n is a positive integer. The length of the input is Θ(log n). M ′ simulates M in the following way: it remembers only the last letter generated by M and counts the number of them on a special working tape. When this number is equal to n, it stops and accepts the input if and only if the last output letter was 1.
Since M uses only Θ(log n) space to generate the first n output letters and the same space is needed for counting the number of output letters, M ′ works in space Θ(log n), which is linear to the length of the input. Hence, L ∈ DSPACE(n).
Next, assume that L ∈ DSPACE(n). So we have a Turing machine M recognizing L in linear space. Let M ′ be a Turing machine such that it generates words in lexicographical order on the first working tape and runs M on each generated word. Depending on if the word was accepted or rejected it writes 1 or 0 on the output tape. Clearly, the length of the n-th word on the first working tape is Θ(log n). M works in linear space, hence in space Θ(log n). Therefore, M ′ uses logarithmic space to generate the n-th letter: w ∈ GSPACE(log n). ¾ As a consequence we have that if we would be able to show about a specific infinite word that it does not belong to GSPACE(log n), then we would have also a specific language which does not belong to DSPACE(n), and vice versa. Note, that even the problem to show that a specific language does not belong to DSPACE(log n) is open.
Separation of double and triple D0L TAG systems
In the Section 6 of [3] is mentioned that the generation of infinite words by double D0L TAG systems is a very powerful mechanism, and that it is not known any concrete example of an infinite word which cannot be generated by this mechanism, although by a diagonalization argument such words clearly exist. In [1] (Conjecture 4) is conjectured that there exists an infinite word that can be generated by a triple D0L TAG system, but not by any double D0L TAG system. In what follows we are going to give the whole class of infinite words which cannot be generated by any double D0L TAG system. Combining this result with some results in [1] we can also give an affirmative answer to Conjecture 4 of [1] . First, let us fix some notation.
Notation 2 Let w = c 1 . . . c n be a word with c i ∈ Σ. Then symb(w) = {c i , 1 ≤ i ≤ n} denotes the set of all symbols occurring in the word. cannot be generated by any double D0L TAG system.
PROOF.
Assume that w can be generated by a double D0L TAG system, and let τ be such a system. Let M be the set of all symbols occurring on the second tape of τ and B the maximal number of symbols written on any tape in one step, i.e., B = max{max(|α|, |β|), where a b → α β is a rewriting rule of τ } .
Let w i = 10 s(i) . First, we show that for any constant k ≥ 1, there is a positive integer j such that
Since s(i) ∈ 2 ω(i) , for any number c > 1, there is an integer j such that
Then we have
Taking c = k + 1, we get k|w 1 . . . w j−1 1| + 1 ≤ c j < |w j |.
Consider that we are reading the first 0 of w j = 10 s(j) in the word w. Let u 1 (resp. v 1 ) be the word written on the first (resp. second) tape between the reading and the writing head. And let, recursively, u l (resp. v l ) be the word added on the first (resp. second) tape after reading v l−1 . Note that for all l ≥ 1, we have |v 1 . .
We define also a set M 0 ⊆ M as follows. For x ∈ M, let 0 x → α β be a rule of τ . Then, x ∈ M 0 if and only if α ∈ 0 + . Hence, M 0 contains every symbol x ∈ M such that when reading 0 on the first tape and the symbol x on the second tape, it writes only 0's on the first tape.
Assume that for some i ≥ 1,
By ( 
Now it suffices to prove that (2) holds for i = |M| + 1. After reading one symbol, the system τ can write on any tape at most B symbols. Hence, we have |u l+1 |, |v l+1 | ≤ B|v l | for all l ≥ 1. We estimate the left hand side of (2):
Notice that T = |M | l=0 B l is a constant for τ .
Next, we estimate |u 1 | and |v 1 |. Consider the situation when the reading heads are on the (n + 1)-th symbols of both tapes. Then on each tape n symbols have already been read and hence at most Bn symbols written. So, there is at most (B − 1)n symbols between writing and reading head on each tape. This implies max(|u 1 |, |v 1 |) ≤ (B − 1)|w 1 . . . w j−1 1| .
Taking k = T (B − 1), we obtain
≤ T. max(|u 1 |, |v 1 |) (4) ≤ T (B − 1)|w 1 . . . w j−1 1|
(1)
< s(j)
as desired. ¾ Let us recall one result proved in Examples 11 and 13 of [1] .
Lemma 7
Let s : N → N be an integer function which is computable, i.e., can be computed by a Turing machine. Then there exists an integer function t : N → N such that t(n) ≥ s(n) for all n ≥ 1 and the word w = 10 t(1) 10 t(2) 10 t(3) . . .
can be generated by a triple D0L TAG system. Moreover, such a function t can be effectively computed.
The proof of the lemma is based on the following idea. Let M be a Turing machine computing unary strings 1 s(1) , 1 s(2) , . . . and let τ be a dgsm generating the sequence of configurations of the computation of M. We can easily extend the dgsm τ to a triple D0L TAG system by coding all letters generated by τ to 0, except for the last letters of the strings in the sequence 1 s(1) , 1 s(2) , . . . , which are coded to 1. Together with our result we have the following corollary.
Corollary 8 There exists an infinite word which can be generated by a triple D0L TAG system, but not by any double D0L TAG system. Hence, the inclusion "double D0L ⊆ triple D0L" is proper, as conjectured in Conjecture 4 in [1] .
