Optimization-based reproduction of diffuse audio objects by Franck, Andreas et al.
Optimization-Based Reproduction of Diffuse
Audio Objects
Andreas Franck1, Filippo Maria Fazi1, Frank Melchior2
July 19, 2015
1Institute of Sound and Vibration Research, University of Southampton, Southampton, Hampshire, SO17
1BJ, UK∗
2BBC Research & Development, Dock House, MediaCityUK, Salford, M50 2LH, UK
This is a preprint of the accepted paper:
Andreas Franck, Filippo Maria Fazi and Frank Melchior. “Optimization- Based
Reproduction of Diffuse Audio Objects”. In: Proceedings of the 2015 IEEE
Workshop on Applications of Signal Processing to Audio and Acoustics. New
Paltz, NY, USA, Oct. 2015
DOI: 10.1109/ASPAA.2015.<TBA>
Copyright notice: © 2015 IEEE. Personal use of this material is permitted. Permission
from IEEE must be obtained for all other uses, in any current or future media, including
reprinting/republishing this material for advertising or promotional purposes, creating
new collective works, for resale or redistribution to servers or lists, or reuse of any
copyrighted component of this work in other works.
∗This work was supported by the EPSRC Programme Grant S3A: Future Spatial Audio for an Immersive
Listener Experience at Home (EP/L000539/1). The authors confirm that all code and data underlying the
findings are fully available without restriction. Details of the data and how to request access are available
through the DOI 10.15126/surreydata.00808086.
1
Abstract
The creation of a diffuse sound event from a single audio signal is an important signal
processing task, for instance in spatial audio reproduction or audio coding. Current
algorithms based on decorrelation filters or frequency-dependent panning typically cause
artifacts due to transients or time-domain aliasing. In this paper, we propose an optimization-
based approach to diffusion that creates a set of filters to approximate a desired distribution
of frequency-dependent propagation directions to create the perception of a diffuse sound
field with a multi-channel audio system. Thus, the diffusion can be optimally adapted to
a specific reproduction scenario. In addition, the transient response can be purposefully
improved by imposing constraints on the time-domain filter coefficients.
1 Introduction
The creation of diffuse auditory events are an important signal processing task in spatial audio
reproduction [1]–[11] as well as in audio coding, e.g., [12], [13]. Typical applications are the
transmission of a reverberant sound field in a single audio signal which is turned into a diffuse
auditory event by applying an appropriate number of decorrelation filters. For this reason this
technique is also termed decorrelation. Another important application is the creation of wide
auditory events. This is equivalent to reproduction of a sound source with a perceptual spatial
extent.
Early approaches to achieve diffuse sound events date back to [1], [2], when research has
been aimed specifically to increase the width of stereo images [3]. Most of the approaches
make use of a set of filters to generate decorrelated audio signals. An overview of the use of
decorrelation and its perceptual consequences can be found in [4], where the decorrelation filters
are formed by specifying unit-magnitude frequency responses with random phase and performing
an inverse Discrete Fourier Transform (DFT) to obtain the filter coefficients. However, phase
randomization may cause severe artifacts: magnitude errors between DFT bins [5], smearing of
transients which might also cause time-domain aliasing [14], [6], [7] as well as coloration of the
reproduced signal [3], [15]–[17].
A different approach to diffusion, which also intends to overcome the artifacts of phase
randomization, is to vary the incident direction of sound as a function of frequency. This can be
either implemented by a frequency-dependent panning (e.g., [8], [9], [18]), or by controlling the
frequency-dependent inter-channel time difference (ICTD) [7], [10], [11], [19] using specifically
designed allpass filters. The fact that a frequency-dependent variation of the perceived direction
of incidence leads to the perception of an extended or diffuse sound event is corroborated by
psychoacoustic experiments by Blauert and Lindemann [20]. However, these approaches might
still introduce artifacts like transient smearing, time-domain aliasing and coloration, because
they do not allow for a direct control of the time-domain filter behavior. Moreover, these
techniques are often limited to two channels and difficult to generalize to multichannel scenarios.
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The methods described so far can be modeled as a set of time-invariant filters applied to the
audio signal. In contrast, dynamic decorrelation techniques modify the signals in a time-varying
manner, e.g., by time-variant IIR filtering [4], phase randomization of the output signals [14], [21],
or time-variant frequency-dependent panning [18]. However, listening experiments suggest that
the perceived quality of these approaches is often inferior to that of time-invariant techniques
[14], [18], [22]. Audible artifacts due to transient smearing are especially critical for certain signal
types, e.g., applause [23]. Several state-of-the-art algorithms therefore perform a separation and
a distinct processing of the transient part of a signal [24], [25].
In this paper, we propose a novel approach to the design of time-invariant diffusion filters
that is based on convex optimization. Starting from a suitable definition of a diffuse sound
event, which relates it to a uniform distribution of the sound propagation direction, we define
a deterministic frequency-dependent intensity vector as the target function. The design of
the filter coefficients is then stated as a convex optimization problem, where the objective
function is to find the best approximation of this target intensity vector. Compared to existing
techniques, this approach is able to account for arbitrary unevenly spaced multi-loudspeaker
setups. Moreover it allows a degree of control over the transient behavior by imposing constraints
on the time-domain response of the diffusion filters. Likewise, the amount of phasiness, an
artifact causing image instability and listening discomfort, can be controlled by imposing
limits on the reactive component of the intensity. The presented technique is not intended
as an alternative to transient-separation approaches, but rather as a potential component of
such algorithms which might lower the requirements of the transient separator, decrease the
computational complexity, and improve the overall quality.
The remainder of this paper is outlined as follows. Section 2 introduces the chosen definition
of diffusion and the acoustic propagation models that defines the relation between the filter
coefficients and the reproduced sound field. The filter design problem is stated and translated
into a convex optimization problem in Section 3. The performance of the obtained solution is
evaluated and compared to existing decorrelation techniques in Section 4, and the findings of
this paper are summarized in Section 5.
2 Acoustic Model
In this section, we describe the desired diffuse sound event and the acoustic transfer functions
from the diffusion filters to the quantities describing the resulting sound event.
2.1 Modeling the Desired Diffuse Sound Event
There are different definitions of a diffuse sound event, including a) constant energy density
in the region of interest; b) a superposition of an infinite number of plane waves with random
directions and phases; c) zero time-averaged acoustic intensity , and d) equally probable
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Figure 1: Desired frequency-dependent propagation direction.
propagation directions [6], [21], [26], [27]. To synthesize a diffuse sound from a single audio
signal using time-invariant diffusion filters, definition d) is the most appropriate. In particular,
the zero time-averaged intensity criterion c), which is used as the diffuseness estimator in Spatial
Impulse Rendering (SIRR) [28] and Directional Audio Coding (DirAC) [6] is not applicable
for optimization-based diffusion filter design, because, for instance, a sound event consisting of
coherent plane waves impinging from all directions also fulfills this criterion (cf. [21]).
In this paper, we therefore propose to generate diffuseness by varying the propagation direction
as a function of frequency. To this end, we use the acoustic intensity [29], [30] to describe the
propagation direction. In the temporal frequency domain, the intensity is a three-dimensional
vector
I(f) =
1
2
P (f)U(f)∗ , (1)
where P (f) and U(f) denote the sound pressure and the particle velocity at frequency f ,
respectively. The real-valued part of the velocity vector is termed the active intensity Ia(f)
Ia(f) = Re{I(f)} , (2)
and represents the propagating part of the sound field with Ia(f) pointing into the direction of
sound propagation.
To create a diffuse sound event, the desired direction of Ia(f) is varied as a function of
frequency. The desired azimuthal direction Φ̂(f) used in this paper is depicted in Fig. 1. As
motivated in [5], [20], this function should also account for the frequency resolution of the
human ear. Therefore the rate of the angular variation is chosen to be proportionally to the
critical bandwidth CBc(f), e.g., [31]
Φ̂(f) = 2pi
(∫ f
f0
r
CBc(f ′)
d f ′ mod 1
)
, (3)
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where r is a proportionality factor to scale the direction change rate.
The imaginary part of I(f)
Ir(f) = Im{I(f)} (4)
represents the reactive intensity, i.e., the locally oscillating, non-propagating part of the sound
field [21], [29], [32]. In [33], this imaginary part is related to the level of phasiness [3], a subjective
defect of multi-loudspeaker reproduction methods which is associated with listening discomfort
and image instability in case of head movements [34]. Thus, using the magnitude of the reactive
intensity to quantify the phasiness provides a means to control this artifact.
2.2 Acoustic Transfer Function
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Figure 2: The transfer functions of the acoustic model.
The acoustic propagation model describes the transfer function from the source signal S(f)
to the acoustic intensity at the receiver position x as depicted in Fig. 2. The source signal S(f)
is filtered with a set of discrete-time filters Hl(ω) to form the driving signals Xl(f), 1 ≤ l ≤ L
for the set of L loudspeakers. Here, ω denotes the normalized angular frequency ω = 2pif/fs
with sampling frequency fs. Within this paper, the filters are modeled as causal general FIR
filters whose frequency responses are parameterized by sets of coefficients b[l, n], 0 ≤ n < N
Hl(ω) = e
−jωN0
N−1∑
n=0
b[l, n]Fn(ω) with (5)
Fn(ω) = e
−jω(n−N0) , (6)
where N is the length of the FIR filters and N0 controls the time shift of the basis functions. In
this paper, we use N0 = (N − 1)/2, which makes the basis functions conjugate symmetric with
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respect to n = (N − 1)/2.
The relation between the signal of loudspeaker l to its contribution to the sound pressure at
the listener position, denoted Pl(f), is modeled by the transfer function G(f), which can be
either measured or simulated. In this paper, we use a free-field plane wave propagation model
for a receiver position x in the far field given by
Gl(f) = e
−2pij
f
c
x·el
, (7)
where c denotes the speed of sound. The unit vector el represents the direction of sound
propagation for loudspeaker l. Using this plane wave assumption, the particle velocity vector
Ul(f) due to loudspeaker l is related to the sound pressure Pl(f) by [30]
Ul(f) =
1
Z0
Pl(f)el , (8)
where Z0 denotes the characteristic acoustic impedance of the medium.
The total sound pressure and intensity at the listener position x are formed by summing the
loudspeaker contributions
P (f) =
L∑
l=1
Pl(f) , U(f) =
L∑
l=1
Ul(f) , (9)
and the resulting intensity vector is formed according to (1). Combining (5) and (9), the sound
pressure P (f) at x can be expressed as a function of the time-domain filter coefficients b[l, n],
that is,
P (f) =
L∑
l=1
N−1∑
n=0
HPl,n(f)b[l, n] with (10)
Hpl,n(f) = Gl(f)Fn(2pif/fs) . (11)
Likewise, the velocity is formed by combining (5), (8) and (9)
U(f) =
L∑
l=1
N−1∑
n=0
HUl,n(f)b[l, n] with (12)
HUl,n(f) =
1
Z0
elGl(f)Fn(2pif/fs) . (13)
3 Optimization Method
Based on the acoustic model above, the design of the filter coefficients b[l, n] to yield the best
approximation of a desired frequency-dependent propagation direction is transformed into a
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convex optimization problem. To this end, the coefficients b[l, n] are arranged into a column
vector
b =
[
b1 b2 · · · bL
]T
(14)
with bl =
[
b[l, 0] b[l, 1] · · · b[l, N − 1]
]
. The frequency interval of interest is discretized to a
vector of K frequencies W =
[
f1 f2 · · · fK
]
. In this way, discretized representations of P (f)
and U(f) are obtained as
P˜ =
[
P (f1) P (f2) · · · P (fK)
]T
= H˜
P
b (15)
U˜ =
[
U(f1)
T U(f2)
T · · · U(fK)T
]T
= H˜
U
b . (16)
The elements of the transfer matrices H˜
P
and H˜
U
are determined by (11) and (13), respectively.
Note that U(f) (12) and HUl,n(f) (13) are three-element column vectors. Thus U˜ and H˜
U
are
formed by concatenating these elements vertically.
The desired sound pressure P̂ can be chosen depending on the application, e.g., |P̂ (f)| = 1 for
a flat magnitude response. The target particle velocity vector Û is formed by discretizing Φ̂(f)
(3), scaling it to a desired velocity magnitude |Û(f)|, and arranging it into a column vector
with the same layout as U˜. For the examples in this paper, we use |Û| = 1/Z0P̂. As both P (f)
and U(f) are complex-valued in general, there are many possible choices for specifying P̂ (f).
In this paper, we restrict the sound pressure to be real-valued, corresponding to a zero-phase
frequency response. In this way, the phase of U(f) and of the complex intensity I(f) are
identical. Consequently, the particle velocity components contributing to the active and reactive
intensity are determined by Re{U˜} = Re{H˜U}b and Im{U˜} = Im{H˜U}b, respectively.
Using these discretized representations, the optimization problem can be stated in matrix
form as
argmin
b
∥∥∥Re{H˜U}b− Û∥∥∥
p
subject to H˜
P
b = P̂ , (17)
for a suitable norm Lp, e.g., p = 2 for a least-squares or p = ∞ for a Chebyshev (minimax)
norm. In addition, the reactive part of the sound field can be controlled by adding the inequality
constraint
. . . subject to
∥∥∥Im{H˜U}b∥∥∥
p
≤ εr , (18)
to the optimization problem. The constant εr is chosen, for instance, as a percentage of the
propagating energy [3].
To improve filter stability and robustness, the optimization problem is augmented with a
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regularization term
argmin
b
∥∥∥Re{H˜U}b− Û∥∥∥
p
+ ‖Γb‖p subject to [ ] , (19)
where Γ is a typically a diagonal matrix. Two weightings are used in this paper: a constant
diagonal value β which uniformly penalizes all filter coefficients, and a progressive weighting
that imposes a larger penalty on filter coefficients b[l, n] with larger n
β(l, n) =
(
n
M − 1
)k
, k ≥ 0 . (20)
This progressive weighting is applied to make the filter impulse responses more compact, thus
improving the transient response.
The optimization specifications (17)–(19) have been formulated and solved using CVX, a
software for modeling and solving convex problems [35], [36].
4 Evaluation
In this section the proposed diffusion filter design method is evaluated and compared to existing
decorrelation techniques using simulations. A five-channel loudspeaker configuration according
to ITU recommendation ITU-R BS.775-2 as depicted in Fig. 2 is chosen for the simulations.
The proposed design method is used with a discrete logarithmically spaced 2048-element
frequency grid f ∈ [200 Hz . . . 18 kHz] to generate FIR filters of length N = 256. A non-uniform
regularization according to (20) with k = 1 is applied to control the transient response. The
frequency-dependent propagation direction was chosen according to (3) with scaling factor
r = 0.5 (see Fig. 1).
For comparison, we selected an allpass FIR decorrelation filter design with randomized phase
[4] and a deterministic frequency-dependent amplitude panning according to [9], using the same
filter length N = 256 as for the proposed technique. Likewise, the frequency-dependent panning
directions are chosen identically to the proposed method.
The frequency-dependent propagation directions Φ(f), i.e., the azimuth of Ua(f), generated
by the three methods are shown in Fig. 3(a). The random-phase allpass design achieves rapidly
changing propagation directions for all but the lowest frequencies. The relatively constant
direction up to about 150Hz common to all designs can be attributed to the finite resolution of
the filter. Thus, it can be resolved by increasing the filter length at the expense of a higher
computational complexity. For medium frequencies up to 2 kHz, the propagation directions
generated by amplitude panning are mainly from front to back (close to ±180◦). This can be
explained by the non-uniform spacing of the chosen loudspeaker setup, which lacks speakers
in the far rear. In contrast, the proposed optimization-based filter design creates a controlled,
relatively rapid variation of the propagation direction starting at about 200Hz, covering all
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Figure 3: Sound propagation direction, sound pressure, level of reactive intensity, and impulse
response at the central listener position. randomized-phase allpass, frequency-
dependent panning, optimization-based design.
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directions relatively evenly despite the non-uniform loudspeaker distribution.
The sound pressure magnitude at the listener position |P (f)| is depicted in Fig. 3(b). For this
example assuming ideal plane wave sources, the desired sound pressure response is flat |P̂ (f)| = 1.
For comparison, the filter sets for the three designs are normalized to equal sound energy at
position x. The random-phase allpass shows relatively large variations over frequency, which
can be explained by the frequency-dependent random constructive and destructive interference
patterns of the loudspeaker contributions. The boost at very low frequencies is due to the
constructive interference at the lowest DFT frequency and the limited frequency resolution of
this example filter. Again, this can be alleviated by increasing the DFT length (see, e.g., [14]).
Diffusion based on amplitude panning exhibits only minor, narrowband magnitude response
deviations, which are likely to be perceptually irrelevant in most cases. In contrast, for the
proposed design method, the sound pressure at the listener position is incorporated as an
optimization constraint. Consequently, it achieves a constant sound pressure magnitude within
a very small tolerance over the entire frequency range of interest. Conversely, this implies that
this design method can be used to impose a desired magnitude response for diffuse sound events.
As outlined in Sec. 2.1, the reactive intensity Ir(f) represents the locally oscillating, non-
propagating part of the sound field, which is commonly related to the sensation of phasiness.
The ratio between the magnitude |Ir(f)| and the desired active velocity magnitude |̂Ia(f)|
is shown in Fig. 3(c) for the three considered methods. It can be seen that the allpass FIR
decorrelators generate a relatively high level of reactive intensity for most of the frequency range.
This can be explained by the superposition of phase-incoherent signals. The technique based
on amplitude panning creates similar levels of reactive intensity, which can be attributed to
phase variations introduced by the inverse DFT to generate FIR filters from amplitude panning
weights. In this example, the proposed design method yields very low levels of reactive intensity,
because the obtained filters have a nearly linear phase. For design specifications which do not
have this property, it is possible to control the amount of reactive energy by adding an inequality
constraint to the optimization problem. The limit εr = −20 dB used in the example is indicated
in Fig. 3(c).
To evaluate the transient behavior, the impulse responses of the sound pressure at the central
listening position p[n] are depicted in Fig. 3(d). The impulse response of the randomized-
phase allpass design shows that the signal amplitude is distributed over long time interval,
causing a time smearing of transients that is typical for this class of decorrelators. In contrast,
the amplitude panning and the proposed optimization-based design show relatively localized
impulses, corresponding to a good preservation of transients. For the proposed design, the
impulse is located at about N/2 due to the choice of N0 (see (5)). It has been observed that
varying this parameter enables a trade-off between the filter latency and the level of reactive
intensity generated by the proposed diffusion filters.
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5 Conclusion
This paper proposes an optimization-based approach to synthesize diffuse sound events from
single audio signals over multi-loudspeaker setups with arbitrary geometry. To this end, we
optimally design a set of FIR filters to vary the sound field propagation direction over frequency
in order to achieve the perception of a diffuse sound event.
This first investigation of this approach shows several advantages over existing techniques.
Firstly, it enables a more even distribution of propagation directions over frequency, especially
for non-uniform loudspeaker arrangements. Secondly, it enables a better control over the
time-domain properties of the diffusion filters in order to improve the quality of transient signals.
Thirdly, controlling the amount of reactive intensity provides a means to limit phasiness, a
subjective artifact that degrades the quality of multi-loudspeaker reproduction. Incorporating
these aspects into the filter design optimization process enables application-specific trade-offs
between these criteria.
Future research will focus on exploring the filter design options, suitable specifications for the
frequency-dependent propagation distribution, and subjective evaluations of the technique.
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