Abstract. We study the internal controllability of a wave equation with memory in the principal part, defined on the one-dimensional torus T = R/2πZ. We assume that the control is acting on an open subset ω(t) ⊂ T, which is moving with a constant velocity c ∈ R \ {−1, 0, 1}. The main result of the paper shows that the equation is null controllable in a sufficiently large time T and for initial data belonging to suitable Sobolev spaces. Its proof follows from a careful analysis of the spectrum associated to our problem and from the application of the classical moment method.
Introduction
Let T := R/2πZ be the one-dimensional torus and let Q := (0, T ) × T and M ∈ R. This paper is devoted to the analysis of controllability properties of the following wave equation involving a memory term:
   y tt (t, x) − y xx (t, x) + M t 0 y xx (s, x) ds = 1 ω(t) u(t, x), (t, x) ∈ Q y(0, x) = y 0 (x), y t (0, x) = y 1 (x), x ∈ T.
(1.1)
In (1.1) the memory enters in the principal part, and the control is applied on an open subset ω(t) of the domain T where the waves propagate. The support ω(t) of the control u at time t moves in space with a constant velocity c, that is, ω(t) = ω 0 − ct, with ω 0 ⊂ T a reference set, open and non empty. The control u ∈ L 2 (O) is then an applied force localized in ω(t), where O := (t, x) t ∈ (0, T ), x ∈ ω(t) .
Moreover, our equation being defined on the torus T, there is no need of specifying the boundary conditions since they will automatically be of periodic type.
Evolution equations involving memory terms appear in several different applications, for modeling natural and social phenomena which, apart from their current state, are influenced also by their history. Some classical examples are viscoelasticity, non-Fickian diffusion and thermal processes with memory (see [14, 17] and the references therein).
Controllability problems for evolution equations with memory terms have been studied extensively in the past. Among other contributions, we mention [4, 5, 6, 7, 8, 11, 13, 18] which, as in our case, deal with hyperbolic type equations. Nevertheless, in the majority of these works the issue has been addressed focusing only on the steering of the state of the system to zero at time T , without considering that the presence of the memory introduces additional effects that makes the classical controllability notion not suitable in this context. Indeed, driving the solution of (1.1) to zero is not sufficient to guarantee that the dynamics of the system reaches an equilibrium. If we were considering an equation without memory, once its solution is driven to rest at time T by a control, then it vanishes for all t ≥ T also in the absence of control. On the other hand, the introduction of a memory term may produce accumulation effects that affect the stability of the system. For these reasons, in some recent papers (see, e.g., [2, 9] ), the classical notion of controllability for a wave equation, requiring the state and its velocity to vanish at time T , has been extended with the additional condition T 0 y xx (s, x) dx = 0, that is, with the imposition that the control shall shut down also the memory effects.
The present article is thus devoted to the analysis of the controllability of (1.1) in this special context that we just mentioned, which we shall denote memory-type null controllability. Besides, as in other related previous works (see, for instance, the recent paper [1] ), we shall view the wave model (1.1) as the coupling of a wave-like PDE with an ODE. This approach will enhance the necessity of a moving control strategy. Indeed, we will show that the memory-type controllability of the system fails if the support O of the control u is time-independent, unless of course in the trivial case where O = Q. This will be justified by showing the presence of waves localized along vertical characteristics which, due to their lack of propagation, contradict the classical Geometric Control Condition for the observability of wave processes. We mention that this strategy of a moving control has been successfully used in the past in the framework of the structurally damped wave equation and of the Benjamin-Bona-Mahony equation ( [10, 19] ).
The model we study is close to the one considered in [9] , replacing the zero order memory term t 0 y(s, x) ds by a second order one. Let us mention that, in order to study the controllability properties of our model, we cannot apply directly the arguments from [9] , where the compactness of the memory term plays a fundamental role in the proof of the observability inequality. The technique we will use is based on spectral analysis and explicit construction of biorthogonal sequences. Although this approach limits our study to a one-dimensional case, it has the additional advantage of offering new insights on the behavior of this type of problems, through the detailed study of the properties of the spectrum. This paper is organized as follows. In Section 2, we present the functional setting in which we will work and we discuss the well-posedness of our equation. Moreover, we present our main controllability result. In Section 3, we give a characterization of the control problem through the adjoint equation associated to (1.1). Section 4 is devoted to a complete spectral analysis for our problem, which will then be fundamental in the construction of the biorthogonal sequence in Section 5, and the resolution of the moment problem. The controllability of our original equation is proved in Section 6. Finally, in Section 7 we will present a further discussion on the necessity of a moving control, based on a geometric optics analysis of our equation.
Functional setting, well-posedness and controllability result
The memory wave equation (1.1) is well posed in a suitable functional setting that we describe below. First of all, let us introduce the space of square-integrable functions on T with zero mean as
and the corresponding Sobolev space
We stress that if f ∈ L 2 p (T), then it can be regarded as a 2π-periodic function in R, that is f (x + 2π) = f (x) for a.e. x ∈ R. Moreover, L 
We denote by H −1
Next, given any integer 2 ≤ σ < +∞, we define the higher order Sobolev space H σ p (T) by recurrence in the following way
where with D σ f we indicate the derivative of order σ of the function f . We have that also H σ p (T) is a Hilbert space, endowed with the norm
We can now prove that our system is well-posed in the functional setting that we have just described. In more detail, we have the following result.
Moreover, there exists a positive constant C, depending only on T , such that
Proof. The proof is almost standard, employing a classical fixed point argument. Denote
, with the following norm
where α is a positive real number whose value will be given below. Clearly,
Therefore, Z is a Banach space with the norm · Z and Z equals
) algebraically and topologically. Define the map
whereŷ is the solution to (1.1) with t 0 y xx (s) ds being replaced by t 0ỹ xx (s) ds. From the well-posedness results for the wave equations with non-homogeneous terms, and employing (??), we have that
where C is a positive constant depending only on T . Hence, F(Z) ⊂ Z. Next, givenỹ ∈ Z, let y = F(ỹ ) be the corresponding solution to (1.1). Using the above estimate we have
This implies
Hence, taking α = 2C 2 M 2 we obtain
i.e. F is a contractive map. Therefore, it admits a unique fixed point, which is the solution to (1.1). Let now y be this unique solution to (1.1). We have that
ds . Thus, using Gronwall's inequality we get
, which gives (2.4) and finishes the proof.
We conclude this section by introducing our main controllability result. We start by recalling that, in the setting of problems with memory terms, the classical notion of controllability, which requires that y(T, x) = y t (T, x) = 0, is not completely accurate. Indeed, in order to guarantee that the dynamics can reach the equilibrium, also the memory term has to be taken into account. In particular, it is necessary that also the memory reaches the null value, that is,
If, instead, we do not pay attention to turn off the accumulated memory, i.e. if (2.6) does not hold, then the solution y will not stay at the rest after time T as t evolves. Hence, the correct notion of controllability in this framework is given by the following definition (see, e.g., [9, Definition 1.1]) Definition 2.2. Given 0 ≤ σ < ∞, system (1.1) is said to be memory-type null controllable at time T if for any couple of initial data (y 0 , y
With this definition in mind, the main result of the present work will be the following.
For each initial data (y 0 , y
The proof of Theorem 2.3, which will be given in Section 6, will be based on the moment method and on a careful analysis of the spectrum associated to our equation.
Characterization of the control problem: the adjoint system
This section is devoted to a characterization of the control problem by means of the adjoint equation associated to (1.1), which is given by the following system
The term M q 0 xx takes into account the presence of the memory in (1.1) and the fact that, according to Definition 2.2, the controllability of our original equation is really reached only if also this memory is driven to zero. We have the following result. 
where p is the unique solution to the adjoint system (3.1).
Proof. We start by remarking that equation (3.1) has a solution in the energy space associated with the initial data, which will be studied in Lemma 6.1. We multiply (1.1) byp and we integrate by parts on Q. Taking into account the boundary conditions, we get
Moreover, we can compute
Summarizing, and taking into account the regularity properties of the solution y, we obtain
Let us now assume that (3.2) holds. Then, (3.3) is rewritten as
Since the above identity has to be verified for all (p 0 , p
, we immediately conclude that (2.7) holds.
On the other hand, let us assume that (1.1) is memory-type null controllable, according to Definition 2.2. Then, from (3.3) we obtain (3.2). The proof is then concluded.
In addition, in order to prove our controllability result, we will introduce a suitable change of variables, which will allow us to work in a framework in which the control region is fixed (that is, it does not depend on the time variable).
Before doing that, let us observe that both (1.1) and (3.1) may be rewritten as systems coupling a PDE and an ODE. In more detail, we have that the they are equivalent, respectively, to
and
(3.5)
Let us now consider the change of variables
and define
The parameter c in (3.6) is a constant velocity which belongs to R \ {−1, 0, 1}. It is simply a matter of computations to show that, from (3.4) and (3.5), after having denoted x = x with some abuse of notation, we obtain respectively
(3.8)
Furthermore, in analogy to Lemma 3.1 we have the following result of characterization of our control problem
is memory-type null controllable in time T if and only if, for each initial data (y 0 , y
where (ϕ, ψ) is the unique solution to (3.8).
Proof. The proof is totally analogous to the one of Lemma 3.1, and we leave it to the reader.
Spectral analysis
This section is devoted to a spectral analysis of the differential operators corresponding to our adjoint equations, which will be fundamental in the proof of the controllability result. We start by focusing firstly on the original system (3.5) and, in a second moment, we will consider (3.8).
4.1. Spectral analysis of (3.5). First of all, observe that equation (3.5) can be equivalently written as a system of first order PDEs in the following way
The spaces X −σ and D(A) are given respectively by where the eigenvalues µ j n verify the following estimates
Each eigenvalue µ j n ∈ σ(A) is double and has two associated eigenvectors
Proof. From the equality
Plugging the first two equations from the above system in the third one, we immediately get
Consequently, φ 1 takes the form
and µ is an eigenvalue of the operator A corresponding to φ 1 if and only if verifies the characteristic equation
It is easy to see that, for each n ≥ 1, (4.8) has a unique real root located between 0 and M . This purely real root will be denoted µ
Thus, in particular, we have that M is an accumulation point in the spectrum.
We pass to analyze the complex roots of the characteristic equation (4.8). Let us consider that µ = α + iβ with α, β ∈ R and β = 0. Plugging this value in (4.8) and setting both the real an the imaginary part to zero, we have that the following relations hold
Hence, −2α is the real solution of the characteristic equation (4.8), and we deduce that
Therefore, we have identified the three families of eigenvalues µ j n , n ∈ N * , j ∈ {1, 2, 3}, which behave as in (4.6) (see also Figure 1 ).
To each eigenvalue µ j n , j ∈ {1, 2, 3}, n ∈ N * , correspond two independent eigenfunctions Φ j ±n given by (4.7).
We conclude this section with the following result of the eigenvalues of (3.5), which will be then needed for the analysis of the spectrum of (3.8).
Lemma 4.2. The sequence of real numbers |µ 1 n | n≥1 is increasing and verifies
Moreover, the sequence
is decreasing. Proof. We recall that |µ 1 n | ∈ (0, |M |) is the unique real solution of the equation (4.12)
which implies that
and consequently (4.11) holds true. Moreover, if
which is a contradiction. Hence, the sequence
is decreasing. Finally, by resting the relations (4.12)
for |µ 1 n | and |µ 1 n+1 | we obtain that |µ 
4.2.
Spectral analysis of (3.8). We now move to the spectral analysis for (3.8). We recall that c is a parameter which belongs to R \ {−1, 0, 1}. Similarly to the previous section, equation (3.8) can be equivalently written as a system of order one in the following way where the eigenvalues λ j n are defined as follows λ 
To find the solutions of the above system we write
and we deduce that the coefficients a nj verify
Therefore, λ is an eigenvalues of A c if and only if verifies the equation
By taking into account that µ j |n| are the zeros of (4.8), we obtain that the eigenvalues of the operator A c are given by (4.16).
Theorem 4.5. Each eigenvalue λ j n ∈ σ(A c ) has an associated eigenvector of the form
forms a Riesz basis in the spaces X −σ . Proof. It is easy to see that to each eigenvalue λ j n , j ∈ {1, 2, 3}, n ∈ Z * , corresponds an eigenfunction Ψ j n
given by (4.18). Let us show that |n| σ Ψ j n n∈Z * , 1≤j≤3
form a Riesz basis in the space X −σ . Firstly, we remark that Ψ j n n∈Z * , 1≤j≤3
is complete in X −σ . This follows from the fact that, given an arbitrary element in
there exists a unique sequence (a j n ) n∈Z * , 1≤j≤3 such that
From (4.18), the last relation is equivalent to the system
The above system has, for each n ∈ Z * , a unique solution a j n 1≤j≤3
, since the determinant of its matrix does not vanish:
To finish the proof of the fact that |n| σ Ψ j n n∈Z * , 1≤j≤3
forms a Riesz basis in X −σ we notice that
where the matrix B n is given by
Moreover, we have the following result, whose proof will be given in a second moment. Lemma 4.6. For each n ∈ Z * let B n be the matrix defined by (4.21). There exists two positive constants a 1 and a 2 , independent of n, such that
Thus, from (4.20) and (4.22) we have that the following inequalities hold
which, together with (4.20), implies that
forms a Riesz basis in the space X −σ and the proof of Theorem 4.5 is complete.
Proof of Lemma 4.6. Let us first remark that B n is not singular. Indeed as in the case of the matrix of system (4.19), we have that
which implies that, for each n ∈ Z * , (4.26) min {|q| : q ∈ σ(B * n B n )} > 0. On the other hand, we have that B * n B n := (B k, ) 1≤k, ≤3 with From (4.26) and (4.28), we deduce that (4.22) holds and the proof of the Lemma is complete.
4.3.
Gap properties of the spectrum of (3.8).
This section is devoted to analyze the distance between the three families composing the spectrum of (3.8). As it is well-known, these gap properties play a fundamental role in the proof of our controllability result. In what follows, we will use the notation
Since there is no major change in the spectrum if c is replaced by −c, we shall limit our analysis to the case c > 0. Let us start by studying the distance between the elements of (λ 1 n ) n∈Z * and those of (λ 2 n ) n∈Z * and (λ 3 n ) n∈Z * .
Lemma 4.7. For any n, m ∈ Z * and k ∈ {2, 3} we have that
Moreover, for any n = m, we have that
Proof. We remark that, if k ∈ {2, 3}, the numbers (µ 1 n ) and (µ k m ) have oposite signs. By taking into account (4.11), we deduce that
and (4.30) is proved. On the other hand, since µ 1 k ∈ R, for all n = m we have that λ
The proof of the Lemma is complete. for any (n, j), (m, k) ∈ S with (n, j) = (m, k), 1 ≤ |n|, |m| ≤ N and j, k ∈ {2, 3}, excepting the case (n, j) = (−n c , 2) and (m, k) = (n c , 3) given by (4.34).
Proof. For any (n, j), (m, k) ∈ S, we have that
Since Lemma 4.2 ensures that the sequence of real numbers |µ
It remains to study the case |n| = |m|. If j ∈ {2, 3} and n ≥ 1, then
Moreover, if n ≥ 1, then
Finally, we remark that
The last expression is zero if and only if there exists n c > 0 such that c = 1 + 3
∈ V, and the proof is complete. Moreover, we have that are decreasing and included in (−∞, 1 − c + ) and (−∞, −1 − c), respectively. Moreover, we have that
Proof. We first notice that
We deduce that (λ is bounded (see (4.11) above), given any > 0 there exists
We analyze the cases c ∈ (0, 1) only, the other one being similar. We have that + n 2 + n ≥ 1 + c − .
• As for the sequence (λ On the other hand, from (4.36) and (4.39) we deduce that 
The rest of the proof is similar to the case c ∈ (0, 1). Even though the asymptotic gap between the elements of the spectrum is equal to zero, the fact that we know the velocities with which the distances between these eigenvalues tend to zero, will allow us to estimate the norm of the biorthogonal to the family of exponential functions e −λ j n t (n,j)∈S .
The biorthogonal
In this section we construct and evaluate a biorthogonal sequence θ , where λ j n are given by (4.16). In order to avoid the double eigenvalue, which according to Lemma 4.8 occurs if c ∈ V, and to keep the notation as simple as possible, we make the convention that, if c ∈ V, we redefine λ 2 −nc as follows
In this way Lemmas 4.7, 4.8 and 4.11 guarantee that all the elements of the family λ j n (n,j)∈S are different.
Since the biorthogonal sequence has the property that
we obtain that
Therefore, we define the infinite product
and we study some of its properties in the following theorem. The infinite product in definition (5.3) should be understood in the following sense
We shall prove that the limit exists and defines an entire function. This and other important properties of P (z) are given in the following theorem.
Theorem 5.1. Let c ∈ R \ {−1, 0, 1} and let P be given by (5.3). We have that:
(1) P is well defined and represents an entire function of exponential type
(2) For each δ > 0 there exists a positive constant C(δ) > 0 such that P verifies the following estimate
Moreover, there exists a constant C 1 > 0 such that, for any (m, k) ∈ S, the following holds
m is a simple zero of P and there exists a positive constant C 2 such that
Proof. Since if we replace c by −c in the eigenvalues expression (4.16) we obtain the same spectrum, it is sufficient to study the case c > 0 only. Let us define the following sequences:
We notice that, according to (5.7) and (4.16), ν j −n = ν j n , (n, j) ∈ S. Moreover, we have that
The product P may be rearranged in the following way
where, for each j ∈ {1, 2, 3}, P j denotes the product
Also, we introduce the notation
From (5.9) it follows that (5.11)
Since ν j n = ν j −n we have that P j can be written as
Since both
are absolutely convergent series, we obtain that the product P j is absolutely convergent. Thus, P is an absolute convergent product and the rearrangement of its terms as in (5.9) is allowed.
According to [10, Corollary 3.4] , it follows that P j are sine type functions. Each of these functions is entire and of exponential type π. Hence, the product P is an entire function of exponential type
Moreover, given any δ > 0, P will be bounded on the strip | (z)| < δ by a positive constant C δ depending only on δ and c such that (5.4) is verified. Furthermore, since according to (4.11) we have that
from Schwarz's Lemma applied to the function
and (5.4) for δ = M c + 1, we deduce that
The last estimate implies that (5.12)
Since for x + (λ k m ) ≥ 1 we deduce from (5.4) with δ = 1 that (5.13)
it follows from (5.12) and (5.13) that (5.4) holds.
To prove (5.6), let us recall that, since P j is a sine type function, there exists a constant m (5.14)
Moreover, for each ε > 0, there exists m 
By taking into account (5.14), we have that
Hence, in order to prove (5.6) it remains to evaluate the quantities P l −i Firstly we consider the case l = 1. Since from (4.30) in Lemma 4.7 we deduce that
from (5.15) we deduce that (5.17)
The same argument allows us to deduce that
The evaluation of the remaining quantities, P 2 −i 
Inequalities (5.22) imply that there exists C > 0 such that
Since we have that there exists ε > 0 such that
from (5.15) we deduce that
Estimates (5.19), (5.23) and (4.42) imply that there exists C > 0 such that
Analogously, we deduce that
By using (5.17), (5.18), (5.24) and (5.25), from (5.16) it follows that (5.6) holds true and the proof of the Theorem is complete.
The previous theorem allows us to construct the biorthogonal we were looking for. . Moreover, we have that
An argument similar to [3] (see, also, [20, Proposition 8.3.9] ) allows us to prove that, for any T > T , there exists a biorthogonal sequence (θ j m ) (m,j)∈S to the family of exponential functions Λ = e Proof. We have that
, from which, by taking into account (5.26), we easily deduce (5.30).
The controllability results
In this section we study the controllability properties of equation (1.1), and we prove that it is memory-type null-controllable if the initial data (y 0 , y 1 ) are smooth enough. We start by reducing our original problem to a moment problem which, in a second moment, we will solve with the help of the biorthogonal sequence that we constructed in Section 5. Let us begin with the following result concerning the solutions of (3.8).
there exists a unique solution of equation (3.8) given by
Proof. Firstly, let us notice that, since according to Theorem 4.5 
can be given in the form (6.1) with (b j n ) (n,j)∈S ∈ 2 . Then, the proof is finished if we remark that, for (n, j) ∈ S, if we consider as initial data Ψ j n , the solution to (3.8 
We have the following result which reduces the controllability problem to a problem of moments. 
there existsũ ∈ L 2 (Q) such that the following relations hold 
where, for all (p 0 , p
is the unique solution to (3.8) . In fact, it is sufficient to consider as initial data the elements of the Riesz basis Ψ
Then, according to Lemma 6.1, the solution to (3.8) can be written in the form (6.3). Moreover, we can readily check that
where we used the orthogonality of the eigenfunctions e inx in L 2 p (T). In a similar way, we also have
and from (6.6) we finally obtain (6.5).
In order to solve the moment problem (6.5), we shall use the following result (see [21, Chapter 4 , Section 1, Theorem 2]). Theorem 6.3. Let (f n ) n be a sequence of vectors belonging to a Hilbert space H and (c n ) n a sequence of scalars. In order that the equations (f, f n ) = c n shall admit at least one solution f ∈ H for which f H ≤ M , it is necessary and sufficient that n a ncn ≤ M n a n f n H (6.7)
for every finite sequence of scalars (a n ) n .
We can now pass to prove the main controllability result.
Proof of Theorem 2.3. According to Lemma 6.2, it is sufficient to show that, for each initial data (y 0 , y
given by (6.4), there existsũ ∈ L 2 (Q) such that (6.5) is satisfied. From Theorem 6.3, this is equivalent to show that the following inequality holds
dx dt, (6.8) for all finite sequence (a j n ) (n,j)∈S . To this end, we notice that
Let us mention that, if c / ∈ V, all the eigevalues are simple and the separation of the second term in the last inequality is not needed.
On the other hand, by using (5.30) and taking into account that we can have at most one double eigenvalue λ From (6.9) and (6.10) we immediately obtain (6.8). Our proof is then concluded.
Remark 6.4. We have obtained that the control time T has to be larger than 2π On the other hand, let us mention that the space of controllable initial data is larger than the one given by Theorem 2.3. This is a consequence of the fact that the small weight 1 n 4 in inequality (6.10) affects only some terms in the right hand side series. However, it is not easy to identify a larger classical space of controllable initial data than H 3 p (T) × H 2 p (T).
Construction of a localized solution
The aim of this section is to provide a more physical justification for the lack of controllability of equation (1.1) in the case of a control which is not moving. For doing that, we are going to show that it is possible to construct a quasi-solution to the equation which is localized around a vertical characteristic and which, if the control is not moving, cannot be observed. In what follows, we will always consider x ∈ R.
Let us start by computing the characteristics to our equation. With this purpose, we take one time derivative of (1.1), and we find y ttt − y xxt + M y xx = 0. (7.1)
The principal part of the above operator is given by the two third order terms, and its symbol in the Fourier variables (τ, ξ) is ρ(τ, ξ) = τ 3 − τ |ξ| 2 = τ (τ 2 − |ξ| 2 ).
We therefore see that the equation, in addition to the classical characteristics of the wave equation, admits also a vertical characteristic which, for any time t, is not propagating in the space variables.
It is nowadays well-known that control properties for a given PDE may be obtained through the observation of its adjoint equation which, we recall, in the present case reads as In what follows we will show that it is possible to construct a highly oscillating quasi-solution of (7.2), which is localized around the vertical characteristic. This means that the information carried by this solution has no possibility to move toward the control and that, instead, it is the control that shall move toward it.
Taking inspiration from the classical theory of geometric optics (see, e.g., [15, 16] ), given any ε > 0 small we consider the following ansatz p ε (t, x) := c(ε)e where r > 0, c(ε) is a normalization constant and the function a(t, x) has to be determined. With this aim, we ask that p ε satisfies (3.1) up to a small error. We recall that, up to a derivation in the time variable, (7.2) is equivalent to the equation Choosing now a in the form a(t, x) = e From the above identity we see that, if we want a good approximation of the solution to (7.2), we shall choose r < 1. Moreover, apart form this limitation, the choice of r may be arbitrary. Taking, e.g., r = 1/2, we then have In view of that, our candidate for a localized solution will be the following: In view of that, we have
