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We study the classes of languages deﬁned by valence automata with rational target sets
(or equivalently, regular valence grammars with rational target sets), where the valence
monoid is drawn from the important class of polycyclic monoids. We show that for poly-
cyclic monoids of rank 2 ormore, such automata accept exactly the context-free languages.
For the polycyclic monoid of rank 1 (that is, the bicyclic monoid), they accept a class of
languages strictly including the partially blind one-counter languages. Key to the proof is a
descriptionof the rational subsets of polycyclic andbicyclicmonoids, other consequences of
which include the decidability of the rational subsetmembership problem, and the closure
of the class of rational subsets under intersection and complement.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Both mathematicians and computer scientists have found applications for ﬁnite automata augmented with registers
which store values from a given group or monoid, and are modiﬁed by multiplication. These automata, variously known as
valence automata, extended ﬁnite automata or M-automata, provide an algebraic method to characterize important language
classes such as the context-free, recursively enumerable and blind counter languages (see [7,9,11]). Their study provides
insight into computational problems in algebra (see, for example, [10]). These automata are also closely related to regulated
rewriting systems, and in particular the valence grammars introduced by Paun [12]: the languages accepted by M-automata
are exactly the languages generated by regularM-valence grammars [6].M-automata are speciﬁc examples of automata with
abstract storage; see for example [4].
Traditionally, the monoid registers are initialised to the identity element, and a word is accepted only if it can be read by
a successful computation which results in the register being returned to the identity. Several authors have observed that the
power of these automata to describe language classes may be increased by allowing a more general set of accepting values
in the register. Fernau and Stiebe [5] began the systematic study of the resulting valence automata with target sets, along with
the corresponding class of regulated grammars. In particular they considered the natural restriction that the target set be a
rational subset of the register monoid.
Of particular interest, when considering semigroups andmonoids in relation to automata theory, is the class of polycyclic
monoids. The polycyclic monoid of rank n is the natural algebraic model of a pushdown store on an n-letter alphabet. ForM a
polycyclicmonoid of rank 2 ormore, it iswell-known thatM-automata (of the traditional kind, that is, without rational target
sets) are equivalent to pushdown automata, and hence accept exactly the context-free languages. The polycyclic monoid of
rank 1 is called the bicyclic monoid and usually denoted B; we shall see below that B-automata (again without target sets)
accept exactly the partially blind one-counter languages deﬁned by Greibach [8].
One of the main objectives of this paper is to consider the class of languages accepted by polycyclic monoid valence
automata with rational target sets. It transpires that, for M a polycyclic monoid of rank 2 or more, every language accepted
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by an M-automaton with rational target set is context-free, and hence is accepted by an M-automaton with target set {1}.
In the rank 1 case the situation is rather different; a language accepted by a B-automaton with rational target set need not
be a partially blind one-counter language, but it is always a ﬁnite union of languages, each of which is the concatenation of
two partially blind one-counter languages.
A key element of the proofs is a simple but extremely useful characterisation of the rational subsets of polycyclic monoids
(Corollary 5.6 below). From this we are easily able to derive a number of other consequences which may be of independent
interest. These include the facts that the rational subsets of a ﬁnitely generated polycyclic monoid form a boolean algebra
(with operations effectively computable), and that membership is uniformly decidable for rational subsets of polycyclic
monoids.
In addition to this introduction, the present paper is divided into four sections. Section 2 recalls some basic deﬁnitions
from formal language theory and the theory of valence automata, while Section 3 establishes some foundational results
about valence automata with rational target sets. In Section 4 we consider the effect of adjoining a zero to a monoidM upon
the classes of languages accepted byM-automata and byM-automata with rational target sets. Finally, in Section 5 we turn
our attention to polycyclic and bicyclic monoids, proving our main results about both rational subsets and valence automata
with rational target sets.
2. Preliminaries
Firstly, we recall some basic ideas from formal language theory. Let  be a ﬁnite alphabet. Then we denote by ∗ the
set of all words over  and by  the empty word. Under the operation of concatenation and with the neutral element , ∗
forms a freemonoid. A ﬁnite automaton over∗ is a ﬁnite directed graphwith each edge labelled with an element of∗, and
with a distinguished initial vertex and a set of distinguished terminal vertices. A wordw ∈ ∗ is accepted by the automaton
if there exists some path connecting the initial vertex with some terminal vertex, the product of whose edge labels in order
is w. The set of all words accepted by the automaton is denoted L or for an automaton A sometimes L(A), and is called the
language accepted by A. A language accepted by a ﬁnite automaton is called rational or regular.
More generally, if M is a monoid then a ﬁnite automaton over M is a ﬁnite directed graph with each edge labelled with
an element of M, and with a distinguished initial vertex and a set of distinguished terminal vertices. An element m ∈ M is
accepted by the automaton if there exists some path connecting the initial vertex with some terminal vertex, the product
in order of whose edge labels is m. The subset accepted is the set of all elements accepted; a subset of M which is accepted
by some ﬁnite automaton is called a rational subset. The rational subsets of M are exactly the homomorphic images in M of
regular languages.
We now recall the deﬁnition of a ﬁnite valence automaton, or M-automaton. Let M be a monoid with identity 1 and let
 be an alphabet. AnM-valence automaton (orM-automaton for short) over  is a ﬁnite automaton over the direct product
M × ∗. We say that it accepts a word w ∈ ∗ if it accepts (1,w), that is if there exists a path connecting the initial vertex
to some terminal vertex labelled (1,w).
Intuitively, we visualize an M-automaton as a ﬁnite automaton augmented with a memory register which can store an
element of M; the register is initialized to the identity element, is modiﬁed by right multiplication by elements of M, and
for a word to be accepted the element present in the memory register on completion must be the identity element. We
write F1(M) for the class of all languages accepted by M-automata, or equivalently for the class of languages generated by
M-valence grammars [6]. More generally, anM-automatonwith (rational) target set is anM-valence automaton together with
a (rational) subset X ⊆ M. A word w ∈ ∗ is accepted by such an automaton if it accepts (x,w) for some x ∈ X . We denote
by FRat(M) the family of languages accepted byM-automatawith rational target sets.We recall the following result of Fernau
and Stiebe [5].
Theorem 2.1 (Fernau and Stiebe, 2001). Let G be a group. Then,
FRat(G) = F1(G).
3. Automata, transductions and closure properties
In this section we study the relationship between rational transductions and M-automata with target sets. Consider a
ﬁnite automaton over the direct product ∗ × ∗. We call an automaton of this type a rational transducer from  to ; it
recognises a relation R ⊆ ∗ × ∗ called a rational transduction. The image of a language L ⊆ ∗ under the relation R is
the set of y ∈ ∗ such that (x, y) ∈ R for some x ∈ L. We say that a language K is a rational transduction of a language L if K
is the image of L under some rational transduction. Recall that a choice of generators for a monoid M is a surjective monoid
homomorphismσ : ∗ → M. A choice of generators is said to be ﬁnite if the set is ﬁnite. The following is a straightforward
generalisation of a well-known observation concerningM-automata (see for example [9, Proposition 2]).
Proposition 3.1. Let X be a subset of a monoid M, and let L ⊆ ∗ be a regular language. Then the following are equivalent:
(i) L is accepted by an M-automaton with target set X;
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(ii) there exists a ﬁnite alphabet  and a morphism ω : ∗ → M such that L is a rational transduction of Xω−1.
If M is ﬁnitely generated then the following condition is also equivalent to those above.
(iii) for every ﬁnite choice of generators ω : ∗ → M for M, L is a rational transduction of Xω−1.
Proof. To show that (i) implies (ii), suppose L is accepted by an M-automaton with target set X . Choose a ﬁnite alphabet
 and a map ω : ∗ → M such that the image ∗ω contains every element of M which forms the ﬁrst component of an
edge-label in the automaton. We now obtain from the automaton a transducer from  to  by replacing each edge label
(m, x) with (w, x) where w ∈ ∗ is some word such that wω = m. It is a routine exercise to verify that L is the image of
Xω−1 under the given transduction.
Conversely, suppose we are given a map ω : ∗ → M and a transducer from  to . We construct from the transducer
anM-automaton with target set X by replacing each edge label of the form (w, x)with (wω, x). It is readily veriﬁed that the
language accepted by thisM-automaton is exactly the image of X under the transduction.
Suppose now thatM is ﬁnitely generated. Clearly, (iii) implies (ii). Finally, if (ii) holds then we can extend ω arbitrarily to
a ﬁnite choice of generators ω′ : (′)∗ → M forM, and check that we still have the desired property, so that (iii) holds. 
In particular, Proposition 3.1 gives a characterisation in terms of rational subsets and transductions of each class of
languages accepted byM-automata with rational target sets.
Proposition 3.2. Let M be a monoid and L ⊆ ∗ a language. Then the following are equivalent.
(i) L ∈ FRat(M);
(ii) there exists a ﬁnite alphabet, a morphismω : ∗ → M and a rational subset X ⊆ M such that L is a rational transduction
of Xω−1.
If M is ﬁnitely generated then the following condition is also equivalent to those above.
(iii) there exists a rational subset X ⊆ M such that for every ﬁnite choice of generators ω : ∗ → M for M, L is a rational
transduction of Xω−1.
Note that much work has been completed on the subject of languages of the form Xω−1; see for example [14].
Recall that a rational cone (also known as a full trio) is a family of languages closed under rational transduction, or
equivalently under morphism, inverse morphism, and intersection with regular languages [1, Section V.2]. Since rational
transductions are closed under composition [1, Theorem III.4.4] we have the following immediate corollary.
Corollary 3.3. FRat(M) is a rational cone. In particular, it is closed under morphism, inverse morphism, intersection with regular
languages, and (since it contains a non-empty language) union with regular languages.
4. Adjoining a zero
In this section, we show that adjoining a zero to a monoid M makes no difference to the families of languages accepted
either byM-automata or byM-automata with rational target sets. Recall that ifM is a monoid, the result of adjoining a zero
toM is the monoidM0 with set of elementsM ∪ {0} where 0 is a new symbol not inM, and multiplication given by
st =
{
theM-product st if s, t ∈ M
0 otherwise.
We begin with theM-automaton case, where the required result is a very simple observation.
Proposition 4.1. Let M be a monoid. Then F1(M
0) = F1(M).
Proof. That F1(M) ⊆ F1(M0) is immediate, so we need only prove the converse. Suppose L ∈ F1(M0), and let A be an M0-
automaton accepting L. Clearly any path in A containing an edge with ﬁrst label component 0 will itself have ﬁrst label
component 0; thus, no accepting path in A can contain such an edge. It follows that by removing all edges whose label has
ﬁrst component 0, we obtain a newM0-automaton B accepting the language L. But now sinceM is a submonoid ofM0, B can
be interpreted as anM-automaton accepting L, so that L ∈ F1(M) as required. 
Next we establish the corresponding result forM-automata with rational target sets, which is a little more involved.
Theorem 4.2. Let M be a monoid. Then FRat(M
0) = FRat(M).
Proof. That FRat(M) ⊆ FRat(M0) is immediate. For the converse, suppose L ∈ FRat(M0). Then we may choose an M0-
automaton A accepting L with rational target set X ⊆ M.
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Let L0 be the language of words w ⊆ ∗ such that (0,w) labels a path from the initial vertex to a terminal vertex. Let L1
be the set of wordsw such that (m,w) labels a path from the initial vertex to a terminal vertex for somem ∈ X \ {0}. Clearly
either L = L0 ∪ L1 (in the case that 0 ∈ X) or L = L1 (if 0 /∈ X). We claim that L0 is regular and L1 ∈ FRat(M). By Corollary 3.3
this will sufﬁce to complete the proof.
The argument to show that L1 ∈ FRat(M) is very similar to the proof of Proposition 4.1. We construct from the M0-
automaton A a new M-automaton B by simply removing each edge with label of the form (0,m). The new automaton B has
target set X \ {0}. It is straightforward to show that B accepts exactly the language L1.
It remains to show that L0 is regular. Let Q be the vertex set of the automaton A, and let Q0 = {q0 | q ∈ Q} and
Q1 = {q1 | q ∈ Q} be disjoint copies of Q . We deﬁne from A a ﬁnite automaton C with
• vertex set Q0 ∪ Q1;• for each edge in A from p to qwith label of the form (m, x)withm /= 0
– an edge from p0 to q0 labelled x and
– an edge from p1 to q1 labelled x;
• for each edge in A from p to qwith label of the form (0, x)
– an edge from p0 to q1 labelled x and
– an edge from p1 to q1 labelled x;
• initial vertex q0 where q is the initial vertex of A; and• terminal vertices q1 whenever q is a terminal vertex of A.
We shall show that C accepts exactly the language L0. Let w ∈ L0. Then there exists an accepting path π through A labelled
(0,w). It follows from the deﬁnition ofM0 that no product of non-zero elements can equal 0; hence, this path must traverse
at least one edge with label of the form (0, x) for some x ∈ ∗. Suppose then that π = π1π2π3 where π1 is a path from the
initial vertex to a vertex pwith label (m1,w1), π2 is an edge from p to a vertex qwith label (0, x), and π3 is a path from q to
a terminal vertex with label (m3,w3). It follows easily from the deﬁnition of C that it has a path from the initial vertex to p0
labelled w1, an edge from p0 to q1 with label x, and an edge from q1 to a terminal vertex with label w3. Hence, w = w1xw3
is accepted by C, as required.
Conversely suppose w ∈ L(C), and let π be an accepting path for w. Notice that the initial vertex of C lies in Q0 while all
the terminal vertices lie in Q1. Then π = π1π2π3 where π1 is a path from the initial vertex to some p0 with label w1, π2 is
an edge from p0 to some q1 with label x, π3 is a path from q1 to a terminal vertex with label w3 where w = w1xw3. Now it
follows easily from the deﬁnition of C that A has paths from the initial vertex to pwith label of the form (m1,w1), from p to
qwith label (0, x) and from q to a terminal vertex with label of the form (m3,w3). Thus, A accepts (m10m3,w1xw3) = (0,w)
so that w ∈ L0 as required. 
Combining Theorem 4.2 with the result of Fernau and Stiebe [5] mentioned above (Theorem 2.1) gives us the following
immediate corollary.
Corollary 4.3. Let G be a group. Then
FRat(G
0) = FRat(G) = F1(G) = F1(G0).
5. Polycyclic Monoids
In this section, we study the language classes F1(M) and FRat(M), whereM is drawn from the class of polycyclic monoids,
which form the natural algebraic models of pushdown stores. In the process, we obtain a number of results about rational
subsets of these monoids which may be of independent interest.
Let X be a set. Recall that the polycyclic monoid on X is the monoid P(X) generated, under the operation of relational
composition, by the partial bijections of the form
px : X∗ → X∗, w → wx
and
qx : X∗x → X∗, wx → w.
The monoid P(X) is a natural algebraic model of a pushdown store on the alphabet X , with px and qx corresponding to
the elementary operations of pushing x and popping x (where deﬁned) respectively, and composition to performing these
operations in sequence. For a more detailed introduction see [9].
Clearly for any x ∈ X , the composition pxqx is the identity map. On the other hand, if x and y are distinct letters in X ,
thenpxqy is the emptymapwhichconstitutes azeroelement inP(X). In thecase |X| = 1, sayX = {x}, themonoidP(X) is called
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the bicyclic monoid, and is often denoted B. The partial bijections px and qx alone (which we shall often denote just p and q)
do not generate the empty map, and so the bicyclic monoid does not have a zero element; to avoid having to treat it as a
special case, it is convenient to write P0(X) for the union of P(X)with the emptymap; thus we have P0(X) = P(X) if |X| ≥ 2
but P0(X) isomorphic to P(X)with a zero adjoined if |X| = 1.
Let PX = {px | x ∈ X} and QX = {qx | x ∈ X}, and let z be a new symbol not in PX ∪ QX which will represent the zero
element. LetX = PX ∪ QX ∪ {z}. Then there is an obvious surjectivemorphism σ : ∗X → P0(X), and indeed P0(X) admits
the monoid presentation
P0(X) = 〈X | pxqx = 1, pxqy = z,
zpx = zqx = pxz = qxz = zz = z for all x, y ∈ X , x /= y〉.
It is well-known (see for example [7,9]) that for |X| ≥ 2, a P(X)-automaton is equivalent to a pushdown automaton with
stack alphabet X , so that the language class F1(P(X)) is exactly the class of context-free languages. This fact is essentially a
rephrasing of a theorem of Chomsky and Schützenberger ([1, Theorem 3.10]) in terms ofM-automata.
Greibach [8] has introduced and studied the class of partially blind counter automata. The latter are non-deterministic
ﬁnite automata augmented with a number of non-negative integer counters which can be incremented and decremented
but not read; attempting to decrement a counter whose value is 0 causes the computation to fail. The counters are initialized
to 0, and a word is accepted only if some computation reading that word places the ﬁnite state control in an accepting state
and returns all counters to 0. The following equivalence follows immediately from the deﬁnitions.
Proposition 5.1. For any n > 0, F1(B
n) is exactly the class of languages accepted by partially blind n-counter automata.
We now turn our attention to the classes FRat(P(X)) of languages accepted by polycyclic monoid automata with rational
target sets. For |X| ≥ 2, it transpires that every language accepted by a P(X)-automaton with rational target set is accepted
by a P(X)-automaton, and hence that FRat(P(X)) is the class of context-free languages. In order to prove this, we shall need
some results about rational subsets of polycyclicmonoids, whichwe establish using techniques from string rewriting theory.
Recall that amonadic rewriting system over an alphabet is a subset of∗ × ( ∪ {}). We normallywrite an element
(w, x) ∈  as w → x. Then we write u ⇒ v if u = rws ∈ ∗ and v = rxs ∈ ∗ with w → x. Denote by ⇒∗ the transitive,
reﬂexive closure of the relation⇒. If u ⇒∗ vwe say that u is an ancestor of v under and v is a descendant of u under; we
write L for the set of all descendants of words in L. It is well-known that if L is regular then L is again a regular language;
if moreover the rewriting system  is ﬁnite, a ﬁnite automaton recognising L can be effectively computed from a ﬁnite
automaton recognising L. For more information on such systems see [2,3].
Theorem 5.2. Let X be a ﬁnite alphabet and R a rational subset of P0(X). Let PX = {px | x ∈ X}, QX = {qx | x ∈ X} and z be
a new symbol which does not appear in either; set X = PX ∪ QX ∪ {z} and let σ : ∗X → P0(X) be the canonical choice of
generators for P0(X). Then there exists a regular language
L ⊆ Q∗XP∗X ∪ {z}
such that Lσ = R.Moreover, there is an algorithmwhich, given an automaton recognising a regular language G ⊆ ∗X , constructs
an automaton recognising a language L ⊆ Q∗XP∗X ∪ {z} with Lσ = Gσ.
Proof. SinceR is rational, there exists a regular languageK ⊆ ∗X such thatKσ = R.Wedeﬁne a conﬂuentmonadic rewriting
system  on ∗X with the following rules:
pxqx → , pxqy → z, zqx → z,
pxz → z, zpx → z, qxz → z,
zz → z
for all x, y ∈ X with x /= y. Notice that the language of -irreducible words is exactly Q ∗XP∗X ∪ {z}. With this in mind, we
deﬁne
L = K ∩ (Q∗XP∗X ∪ {z})
Certainly L is regular, and moreover an automaton for L can be effectively computed from an automaton for K . Thus, it
will sufﬁce to show that Lσ = R.
By deﬁnition Lσ ⊆ (K)σ , and since the rewriting rules are all relations satisﬁed in P0(X),
(K)σ ⊆ Kσ = R.
Conversely, if s ∈ R then s = wσ for somew ∈ K . Now the rules of are all length-reducing, sowmusthave an irreducible
descendant, say w′. But now w′ ∈ L and w′σ = wσ = s so that s ∈ Lσ . Thus, Lσ = R as required. 
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As an immediate corollary, we obtain a corresponding result for bicyclic monoids.
Corollary 5.3. Let R be a rational subset of a bicyclic monoid B, and σ : {p, q}∗ → B the natural morphism. Then there exists a
regular language L ⊆ q∗p∗ such that Lσ = R. Moreover, there is an algorithm which, given an automaton recognising a regular
language G ⊆ {p, q}∗, constructs an automaton recognising a language L ⊆ q∗p∗ with Lσ = Gσ.
Before proceeding to apply the theorem to polycyclic monoid automata with rational target sets, we note some general
consequences of Theorem 5.2 for rational subsets of polycyclic monoids. Recall that a collection of subsets of a given base set
is a boolean algebra if it is closed under union, intersection and complement within the base set. Note that this result may
also be deduced from Theorem 3.5 and Complement 3.6 of [14].
Corollary 5.4. The rational subsets of any ﬁnitely generated polycyclic monoid form a boolean algebra.Moreover, the operations
of union, intersection and complement are effectively computable.
Proof. The set of rational subsets of a monoid is always (effectively) closed under union, as a simple consequence of non-
determinism. Since intersection can be described in terms of union and complement, it sufﬁces to show that the rational
subsets of polycyclicmonoids are closed (effectively) under complement. To this end, supposeﬁrst thatR is a rational subset of
a ﬁnitely generated polycyclicmonoid P(X)with |X| ≥ 2. Then by Theorem 5.2, there is a regular language L ⊆ (Q∗XP∗X ∪ {z})
such that Lσ = R. Let K = (Q∗XP∗X ∪ {z}) \ L. Then K is regular and, since Q ∗XP∗X ∪ {z} contains a unique representative for
every element of P(X), it is readily veriﬁed that Kσ = P(X) \ (Lσ). Thus, P(X) \ (Lσ) is a rational subset of P(X), as required.
For effective computation of complements, observe that given an automaton recognising a language R = ∗X , we can by
Theorem 5.2 construct an automaton recognising a regular language L ⊆ (Q∗XP∗X ∪ {z}) with Lσ = Rσ . Clearly we can then
compute the complement K = (Q∗XP∗X ∪ {z}) \ L of L in (Q∗XP∗X ∪ {z}), and since Kσ = P(X) \ (Lσ), this sufﬁces.
In the case that |X| = 1, the statement can be proved in a similar way but using Corollary 5.3 in place of Theorem 5.2. 
Recall that the rational subset membership problem for amonoidM is the algorithmic problem of deciding, given a rational
subset ofM (speciﬁed using an automaton over a ﬁxed generating alphabet) and an element ofM (speciﬁed as aword over the
same generating alphabet), whether the given element belongs to the given subset. The decidability of this problem is well-
known to be independent of the chosen generating set [10, Corollary 3.4]. As another corollary, we obtain the decidability of
this problem for ﬁnitely generated polycyclic monoids.
Corollary 5.5. Finitely generated polycyclic monoids have decidable rational subset membership problem.
Proof. Let |X| ≥ 2 [respectively, |X| = 1]. Suppose we are given a rational subset R of P(X) (speciﬁed as an automaton over
∗X [respectively, {p, q}∗]) and an element w (speciﬁed as a word in the appropriate alphabet). Clearly, we can compute {w}
as a regular language. Now by Corollary 5.4 we can compute a regular language K ⊆ ∗X [respectively, {p, q}∗] such that
Kσ = R ∩ {w}σ . Butwσ ∈ R if and only if R ∩ {wσ } is non-empty, that is, if and only if K is non-empty. Since emptiness of
regular languages is decidable, this completes the proof. 
Wenow return to ourmain task of proving that FRat(M) = F1(M) forM a polycyclicmonoid of rank 2 ormore, that is, that
polycyclic monoid automata with target sets accept only context-free languages. We shall need some preliminary results.
The following result was established in the case of the bicyclic monoid in [13].
Corollary 5.6. Let R be a rational subset of P0(X) and suppose that 0 /∈ R. Then there exists an integer n and regular languages
Q1, . . . ,Qn ⊆ Q∗X and P1, . . . , Pn ⊆ P∗X such that
R =
n⋃
i=1
(QiPi) σ.
Proof. By Theorem 5.2, there is a regular language L ⊆ Q∗XP∗X such that Lσ = R. Let A be a ﬁnite automaton accepting L,
with vertices numbered 1, . . . , n. Suppose without loss of generality that the edges in A are labelled by single letters from
QX ∪ PX . For each i let Qi be the set of all words in Q∗X which label paths from the initial vertex to vertex i. Similarly, let Pi be
the set of all words in P∗X which label words from vertex i to a terminal vertex.
Now if w ∈ QiPi then w = uv where u ∈ Q∗X labels a path from the initial vertex to vertex i, and v ∈ P∗X labels a path
from vertex i to a terminal vertex. Hence uv = w labels a path from the initial vertex to a terminal vertex, and so w ∈ L.
Conversely, if w ∈ L ⊆ Q∗XP∗X then w admits a factorisation w = uv where u ∈ Q∗X and v ∈ P∗X . Since the edge labels in A are
single letters, an accepting path for w must consist of a path from the initial vertex to some vertex i labelled u, followed by
a path from i to a terminal vertex labelled v. It follows that u ∈ Qi and v ∈ Pi, so that w ∈ QiPi. Thus we have
L =
n⋃
i=1
QiPi
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and so
R = Lσ =
⎛
⎝ n⋃
i=1
QiPi
⎞
⎠ σ =
n⋃
i=1
(QiPi) σ
as required. 
For the next proposition,we shall need somenotation. For aword q = qx1qx2 . . . qxn ∈ Q∗X , we let q′ = pxn . . . px2px1 ∈ P∗X .
Similarly for a word p = px1px2 . . . pxn ∈ P∗X , we let p′ = qxn . . . qx2qx1 ∈ Q∗X . Note that p′′ = p and q′′ = q. Note also that
p′σ is the unique right inverse of pσ , and q′σ is the unique left inverse of qσ .
Proposition 5.7. Let u ∈ ∗X , and let q ∈ Q∗X and p ∈ P∗X . Then uσ = (qp)σ if and only if there exists a factorisation u = u1u2
such that (q′u1)σ = 1 = (u2p′)σ.
Proof. Suppose ﬁrst that uσ = (qp)σ . Let  be the monadic rewriting system deﬁned in the proof of Theorem 5.2. Then u
is reduced by  to qp. Notice that the only rules in  which can be applied to words not representing zero remove factors
representing the identity; it follows easily that u admits a factorisation u = u1u2 where u1σ = qσ and u2σ = pσ . Now we
have
(q′u1)σ = (q′σ)(u1σ) = (q′σ)(qσ) = 1
and symmetrically (u2p
′)σ = 1 as required.
Conversely, qσ is the unique right inverse of q′σ , so if (q′u1)σ = (q′σ)(u1σ) = 1 thenwemust haveu1σ = qσ . Similarly,
if (u2p
′)σ = 1 then u2σ = pσ , and so we deduce that uσ = (u1u2)σ = (qp)σ as required. 
Weare now ready to prove ourmain theorem aboutM-automatawith rational target setswhereM is a polycyclicmonoid.
Theorem 5.8. Suppose L ∈ FRat(P0(X)). Then L is a ﬁnite union of languages, each of which is in either F1(P0(X)) or F1(P0(X))2.
Proof. Let M = P0(X) and let C be an M-automaton with rational target set R accepting the language L. By Corollary 5.6
there exists an integer n and regular languages Q1, . . . ,Qn ⊆ Q∗X and P1, . . . , Pn ⊆ P∗X such that
R = R0 ∪
n⋃
i=1
(QiPi)σ.
where either R0 = ∅ or R0 = {0} depending on whether 0 ∈ R. For 1 ≤ i ≤ n, we let Ri = (QiPi)σ . It follows easily that we
can write
L = L0 ∪ L1 ∪ . . . ∪ Ln
where each Li is accepted by an M-automaton with target set Ri. Clearly it sufﬁces to show that each Li is a ﬁnite union of
languages, each of which is the concatenation of at most two languages in F1(M).
Webeginwith L0. Let Z = {u ∈ ∗X | uσ = 0} andW = {w ∈ ∗X | wσ = 1}. It is easily seen (for example, by considering
the rewriting system  from the proof of Theorem 5.2) that u ∈ Z if and only if either u contains the letter z, or u factorizes
as u1pxu2qyu3 where x, y ∈ X , x /= y and u1, u2, u3 ∈ ∗X are such that u2 represents the identity, that is, such that u2 ∈ W .
Thus,
Z = ∗X {z} ∗X ∪
⋃
x,y∈X ,x /=y
∗X {px} W {qy} ∗X .
From this expression it is a routinematter to show that Z is a rational transduction ofW . By Proposition 3.1, L0 is a rational
transduction of the language Z . Since the class of rational transductions is closed under composition, it follows that L0 is a
rational transduction ofW , and hence by Proposition 3.1 that L0 ∈ F1(M), as required.
We now turn our attention to the languages Li for i ≥ 1. Recall that Li is accepted by an M-automaton with target set
Ri = (QiPi)σ . Let
P′i = {(p′, ) | p ∈ Pi} ⊆ Q∗X × ∗
and similarly
Q ′i = {(q′, ) | q ∈ Qi} ⊆ P∗X × ∗.
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It is readily veriﬁed that P′i and Q ′i are rational subsets of ∗X × ∗; let AP and AQ be ﬁnite automata accepting P′i and Q ′i
respectively, and assumewithout loss of generality that the ﬁrst component of every edge label is either a single letter inX
or the empty word .
By Proposition 3.1 there is a rational transductionρ ⊆ ∗X × ∗ such thatw ∈ Li if and only if (u,w) ∈ ρ for someu ∈ ∗X
such that uσ ∈ Ri. Let A be an automaton recognising ρ , again with the property that the ﬁrst component of every edge label
is either a single letter in X or the empty word . We construct a newM-automaton B with
• vertex set the disjoint union of the vertex sets of AQ , A, and AP ;• all the edges of AQ , A and AP ;• initial vertex the initial vertex of AQ ;• terminal vertices the terminal vertices of AP ;• an extra edge, labelled (, ), from each terminal vertex of AQ to the initial vertex of A; and• an extra edge labelled (, ), from each terminal vertex of A to the initial vertex of AP .
It is immediate that B recognises the relation
τ = Q ′i ρP′i = {(q′xp′,w) | q ∈ Qi, p ∈ Pi, (x,w) ∈ ρ} ⊆ ∗X × ∗
and again has the property that the ﬁrst component of every edge label is either a single letter or the empty word.
Let Q be the vertex set of A, viewed as a subset of the vertex set of B. For each vertex y ∈ Q , we let Ky be the language of
all words w such that (u,w) labels a path in B from the initial vertex of B to y for some u with uσ = 1. By considering B as
an transducer but with terminal vertex y, we see that Ky is a rational transduction of the word problem of P(X), and hence
by Proposition 3.1 lies in the class F1(P(X)).
Dually, we let Ly be the language of all words w such that (u,w) labels a path in B from y to a terminal vertex for some u
with uσ = 1. This time by considering B as a transducer butwith initial vertex y, we see that Ly is also a rational transduction
of the word problem of P(X), and hence also lies in F1(P(X)).
We claim that
Li =
⋃
y∈Q
KyLy,
which will clearly sufﬁce to complete the proof.
Suppose ﬁrst that w ∈ Li. Then there exists a word u ∈ ∗X such that uσ ∈ Ri and that (u,w) ∈ ρ . Since Ri = (QiPi)σ
we have uσ = (qp)σ for some q ∈ Qi and p ∈ Pi. Note that (q′up′,w) ∈ τ is accepted by B. By Proposition 5.7, u admits a
factorization u = u1u2 such that (q′u1)σ = 1 and (u2p′)σ = 1. Now in view of our assumption on the edge labels of B, w
must admit a factorization w = w1w2 such that B has a path from the initial vertex to some vertex y labelled (q′u1,w1)
and a path from y to a terminal vertex labelled (u2p
′,w2); moreover, the vertex y can clearly be assumed to lie in Q . Since
(q′u1)σ = 1 = (u2p′)σ , it follows that w1 ∈ Ky and w2 ∈ Ly so that w = w1w2 ∈ KyLy, as required.
Conversely, suppose y ∈ Q and that w = w1w2 where w1 ∈ Ky and w2 ∈ Ly. Then B has a path from the initial vertex to
vertex y labelled (u1,w1) and a path from the vertex y to a terminal vertex labelled (u2,w2) for some u1 and u2 with u1σ =
u2σ = 1. Since y ∈ Q , it follows from the deﬁnition of B that u1 = q′v1 and u2 = v2p′ for some q ∈ Qi and p ∈ Pi and v1 and
v2 such that (v1v2,w) ∈ ρ . But now (q′v1)σ = u1σ = 1 and (v2p′)σ = u2σ = 1, so since qσ is the unique right inverse of
q′σ and pσ is the unique left inverse of p′σ we deduce that v1σ = qσ and v2σ = pσ . But then (v1v2)σ = (qp)σ ∈ Ri ⊆ R
and (v1v2,w) ∈ ρ , from which it follows that w ∈ Li as required.
Thus, we have written L as a ﬁnite union of languages Li where each Li either lies in F1(M) (in the case i = 0) or is a ﬁnite
union of concatenations of two languages in F1(M). This completes the proof. 
In the case that |X| ≥ 2, we have P0(X) = P(X) and F1(P(X)) is the class of context-free languages, which is closed under
both ﬁnite union and concatenation. Hence, we obtain the following easy consequence.
Theorem 5.9. If |X| ≥ 2 then FRat(P(X)) is the class of context-free languages.
In the case |X| = 1, we have that P0(X) is isomorphic to the bicyclic monoid B = P(X) with a zero adjoined. Combining
Theorem 5.8 with Proposition 4.1 and Theorem 4.2 we thus obtain:
Corollary 5.10. Every language in FRat(B) is a ﬁnite union of languages, each of which is in either F1(B) or F1(B)
2.
Since the class F1(B) of partially blind one-counter languages is not closed under concatenation, however, we cannot here
conclude that FRat(B) = F1(B). Indeed, the following result shows that this is not the case.
Theorem 5.11. The language
{aibiajbj | i, j ≥ 0}
lies in FRat(B) but not in F1(B).
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Fig. 1. A rational B-automaton with target set {qp}, accepting the language {aibiajbj | i, j ≥ 0}.
Proof. Let L = {aibiajbj | i, j ≥ 0}. First, we claim that the B-automaton with rational target set shown in Fig. 1 accepts the
language L. Indeed, it is easily seen to accept exactly pairs of the form
(pi0qi1qppi2qi3 , ai0bi1ai2bi3) = (pi0qi1+1pi2+1qi3 , ai0bi1ai2bi3)
for i0, i1, i2, in ∈ N. A straightforward argument shows that pi0qi1+1pi2+1qi3 = qp if and only if i0 = i1 and i2 = i3, which
sufﬁces to establish the claim and proof that L ∈ FRat(B).
Assume now for a contradiction that L ∈ F1(B). Then there exists a B-automaton A accepting L, with N vertices say. For
i ≥ 0 let πi be an accepting path for aibiaibi. Suppose without loss of generality that the right-hand sides of edge labels in A
are all a, b or . Then we can write πi = αiβiγiδi, where αi has label (si, ai), βi has label (ti, bi), γi has label (ui, ai) and δi has
label (vi, b
i) for some si, ti, ui, vi ∈ B.
The proof will proceed by considering loops (that is, closed paths) in the automaton A; we begin by introducing some
terminology to describe particular types of loops. A loop with label (qkpj , x) is called an increment loop if j > k, a stable loop
if k = j and a decrement loop if k > j. We call the loop an epsilon loop if x =  and a non-epsilon loop otherwise. A path which
does not traverse any loops is called a simple path.
First, notice that since there are only ﬁnitely many simple paths, there exists a constant K such that every simple path in
A has label of the form (qgph, x)with g + h < K .
Now let us consider paths of the form αi. We claim that for all but at most (K + 1)N values of i, the path αi contains a
non-epsilon increment loop. For all i ≥ N, we can write αi = α(1)i α(2)i where α(1)i has label (s(1)i , ai−N) and α(2)i has label
(s
(2)
i , a
N).
First note that the only elements of Bwhich generate a right ideal [left ideal] including the identity element, are those of
the form pk [respectively qk] for some k ≥ 0. Thus, we must have that both si and s(1)i are powers of p, and that vi is a power
of q. In particular, we can let fi ≥ 0 be such that s(1)i = pfi .
First suppose i is such that α
(1)
i does not traverse an increment loop. Let α
′
i be the path obtained from α
(1)
i by removing
all loops, and suppose α′i has label (qgph, al). Since none of the loops removed were increment loops, it follows easily that
fi ≤ h − g ≤ h + g ≤ K.
Suppose now for a contradiction than more than KN values of i ≥ N are such that α′i contains no increment loop. Then
by the pigeonhole principle, there exist i /= j with i ≥ N and j ≥ N such that fi = fj and the paths α(1)i and α(1)j end at the
same vertex. But now the composition α
(1)
i α
(2)
j βjγjδj is an accepting path with label
(s
(1)
i s
(2)
j tjujvj , a
i−NaNbjajbj)=(pf (1)i s(2)j tjujvj , aibjajbj)
=(s(1)j s(2)j tjujvj , aibjajbj)
=(sjtjujvj , aibjajbj)
=(1, aibjajbj)
so that aibjajbj is accepted by A, giving a contradiction. Thus, we have established that for all but KN values of i ≥ N, the path
α
(1)
i must traverse an increment loop. Hence, for all but KN + N = (K + 1)N values of i ≥ 0, the path α(1)i must traverse an
increment loop.
Now let i be such that α
(1)
i traverses an increment loop and suppose for a contradiction that αi does not traverse a
non-epsilon increment loop. Consider the path α
(2)
i . Clearly, since this path has label with right-hand-side a
N , and the right-
hand-sides of edge labels in the automaton are single letters or , this pathmust traverse a non-epsilon loop. Sinceαi does not
traverse a non-epsilon increment loop, α
(2)
i must traverse a non-epsilon stable or decrement loop, say with label (q
gph, ak)
where 0 ≤ h ≤ g and 0 < k. We also know that α(1)i traverses an epsilon increment loop, say with label (qxpy, ) where
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0 ≤ x < y. Clearly, by traversing the latter loop an additional (g − h) times and the former loop an additional (y − x) times,
we obtaining an accepting path for the word ai+(y−x)kbiaibi, which gives the required contradiction.
Thus, we have shown that for all but at most (K + 1)N values of i, the path αi traverses a non-epsilon increment loop.
A left-right symmetric argument can be used to establish ﬁrstly that each vi = qgi for some gi ≥ 0, and then that for i
sufﬁciently large, δi must traverse a non-epsilon decrement loop. Thus, for all but at most 2(K + 1)N values of i, the paths
αi and δi traverse respectively a non-epsilon increment loop and a non-epsilon decrement loop.
Now choose i such that this holds, and let (qjpk , am) label a non-epsilon increment loop in αi and let (q
j′pk
′
, bm
′
) label a
non-epsilon decrement loop in δi where k > j, k
′ < j′ andm,m′ > 0. Let π ′i be the path obtained from πi by traversing the
given increment loop an additional j′ − k′ times, and the given decrement loop an additional k − j times. Then πi has label
of the form(
t(qjpk)(j
′−k′)+1u(qj′pk′)(k−j)+1v, ai+m(j′−k′)biaibi+m′(k−j)
)
where t, u and v are such that π has label(
tqjpkuqj
′
pk
′
v, aibiaibi
)
so that in particular tqjpkuqj
′
pk
′
v = 1. Now by our argument above regarding right and left ideals, the element tqj ∈ Bmust
be a power of p, while qj
′
v ∈ B must be a power of q. Noting that powers of p commute with each other, and powers of q
commute with each other, we get
t(qjpk)(j
′−k′)+1u(qj′pk′)(k−j)+1v = tqjp(k−j)(j′−k′)pkuqj′q(k−j)(j′−k′)pk′v
=p(k−j)(j′−k′)tqjpkuqj′pk′vq(k−j)(j′−k′)
=p(k−j)(j′−k′)1q(k−j)(j′−k′)
=1.
Therefore π ′i is an accepting path. Thus, the automaton accepts the word
ai+m(j′−k′)biaibi+m′(k−j)
which is not in the language L, giving the required contradiction. This completes the proof that L ∈ F1(B). 
It is possible, however, to describe concatenations of partially blind one-counter languages using partially blind two-
counter automata. Indeed more generally we have the following proposition.
Proposition 5.12. Let M1 and M2 be monoids and L1 and L2 languages over the same alphabet. If L1 ∈ F1(M1) and L2 ∈ F1(M2)
then L1L2 ∈ F1(M1 × M2).
Proof. By Proposition 3.1 for i = 1, 2 there are alphabets i, morphisms ωi : ∗i → Mi and rational transductions ρi ⊆
∗i × ∗ such that Li = {1}ω−1i ρi. Assume without loss of generality that 1 and 2 are disjoint, and let  = 1 ∪ 2.
Then there is a natural morphism ω : ∗ → M1 × M2 extending ω1,ω2. Now let ρ be the product of ρ1 and ρ2:
ρ = {(u1u2,w1w2, | (u1,w1) ∈ ρ1, (u2,w2) ∈ ρ2} ⊆ ∗ × ∗.
Thenρ is a rational transduction from∗ to∗. Clearly, if u1 ∈ ∗1 and u2 ∈ ∗2 then u1u2 represents the identity element
in M1 × M2 if and only if u1 and u2 represent the identity elements in M1 and M2 respectively. It follows that w is in the
image under ρ of the identity language ofM1 × M2 if and only if w = w1w2 where w1 ∈ L1 and w2 ∈ L2, so that w ∈ L1L2.
Thus, L1L2 is a rational transduction of the identity language of M1 × M2, so applying Proposition 3.1 again we see that
L1L2 ∈ F1(M1 × M2) as required. 
Corollary 5.13
FRat(B)F1(B
2).
Proof. Since classes of the form F1(M) are closed under union, Proposition 5.1, Theorem 5.8 and Proposition 5.12 combine to
give the inclusion. Strictness follows from the fact that FRat(B) ⊆ FRat(P(X)) for |X| = 2 contains only context-free languages,
while F1(B
2) clearly contains languages such as
{aibjcidj | i, j ≥ 1}
which do not satisfy the pumping lemma for context-free languages. 
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