A class of nonlinear parabolic partial differential equa tions is discussed in this paper. In particular, a fairly general class of nonlinear heat conduction equations with pos sibly nonlinear mixed boundary conditions is considered; namely, the system u xx -F(u)u t = G(u,x,t), (x,t) e (0,L)x(0,T),
(1.1) lim u(x,t) = g(x)j t-> 0 ||(0,t) = f x (u,t), ||(L,t) = f 2 (u,t).
An associated integral equation, constructed from the partial differential equation system 1.1, is presented and a classical method of successive approximations is used to solve the inte gral equation.
Special emphasis is given to the following heat conduc tion problems: (1) heat equation with conductivity dependent on the temperature; (2) nonlinear heat flux at the boundary.
Gevrey (10) presented existence theorems for nonlinear parabolic problems as early as 1913. Bernstein (2) , in an excellent summary, has presented a collection of existence theorems in partial differential equations. More recently
Czou (5), (6), (7), has considered certain nonlinear problems of the form (1.2) Ugg -A(x,t,u)u t = B (x,t,u,u x ) with mixed boundary conditions using the techniques of Rothe (15) and Schauder (16) , (17), (18)• Unfortunately such tech niques, in general, either do not construct a solution or utilize auxiliary functions which are known to exist but dif ficult, if not impossible, to exhibit. Chambre (4), using a Laplace transform technique, has discussed the mathematical problem associated with heat conduction in the semi-infinite rod:
He has also given numerical results for the important cases in which f(u(0,t),t) = ku(0,t) and f(u(0,t),t) = k(u^(0,t) -1).
The method of successive approximation was chosen for three reasons: (1) it constructs an actual solution; (2) it is a simple, straightforward technique; (3) the repetitive nature of the approximation would seem to be natural for high speed computer calculation.
This method, paradoxically, often poses a serious problem for the electronic computer. As in the present case, the kernel function of the integral equation may have a singular ity even though the integral exists. Such a singularity may result in the computer requiring excessively small step sizes.
This in turn results in so many computational operations that . the cost of computer time is prohibitive and the cumulative truncation error exceeds acceptable bounds. In some cases, however, integration over the singularity may be simplified for computational purposes by a change of variables.
In the following section preliminary results are dis-' cussed. In the next section an existence proof and a discus sion of the resulting approximation is presented. The final section discusses numerical results for two simple nonlinear systems so that the usefulness of the approximation procedure may be examined further. In the following lemmas let K(a,P; x,t) be the funda mental solution of the adjoint to the heat equation; that is,
PRELIMINARY RESULTS

In
For convenience in notation we will denote by [?((%,p) ]
Lemmas 1, 2 and 3 are statements of well-known properties of the fundamental solution K (&,p; x,t) . See, for example, Maple (13) , Hadamard (12) , Gevrey (10), Dressel (8) , (9), and Muntz (14) . Bernstein (2) includes a comprehensive list of references in her bibliography.
Lemma 2: Let H-^(p) and Hg(P) be continuous for 0 < p < T, let H(a,p) be continuous and bounded and let H(a, p) have bounded continuous derivatives of order two in a and one in p for 0 < a < L and 0 < p < T.
]dp, t L (2.5) I 3 (x,t) = / J* H(a,p; x,t) dadp, we see that we may take the Laplace transform of Equation 2.7
to write 
we see that we may use the convolution theorem to write Equa tion 2.9 in the form
where we have used the fact that
If we write L{H(a,t)) = f(a,s), L{G(L,t)} = g^fs), and L{G(0,t)) = g 2 (s), and multiply both sides by s 1 / 2 , we may express Equation 2.10 in the form
For 0 < x < L we may write Equation 2.11 in the form Lerch's Theorem to show that G(0,t) = G(L,t) = 0 and our lemma is proved.
AN EXISTENCE THEOREM AND APPROXIMATION
VTe consider the following mixed boundary value problem for the nonlinear heat equation:
F(u) be of class C^) and F(u) > 0, We then use the method of successive approximations to solve the resulting integral equation.
We first consider the identity
Since fr-H(u) = F(u)u a , Equation 3.3 may be expressed in the We now wish to solve Equation 3.10. First we define H(x,t) = H(u(x,t)) and solve for H(x,t) by the classical method of successive approximations. We suppress the argu ments a, b, x, and t for clarity and convenience. Also, as a matter of convenience, we arbitrarily pick as our initial approximation L (3.11) Hq = £ H(g)Kda,
(3.12) u 0 =H™ 1 (H 0 ).
We note that H" 1 might not be single valued. However, we have the conditions that F(u) > 0 and that if H" 1 is multiple valued it has a unique real, positive branch. These condi tions establish the required branch of H" 1 . We note also that if the branches of H" 1 are not unique but are equivalent (for example, inverse trigonometric functions) the proof is valid.
In general we define + KG(u m _ 1 )}da dp.
But f, H, and G are continuous and the sequence {u^} converges uniformly to u(x,t). Therefore,
tl -S S {K aa CH(u) -u] + G(u)}dct dp 0 0
and we see that u is a solution of Equation 3.10.
We now wish to establish that u(x,t) is also a solution of our original system 3.1 and 3.2. If we add and subtract t the term J* C Ku a3 T x dp in Equation 3.10 we may write 3.10
in the form ,3) )K(a,p ; x,t) ]da dp y-> t 0 0 p t L = 00 5p[B(u(a,P))K(a,P; x ,t) ]da dp. t L (3.35) 0 = / j [Ku aa -H(u)K aa 3da dp 0 0 -J* / #g[H(u)K3da dp -J^f^KG(u,a,p)da dp 0 0 op 0 0 t + r CKf(u) -Eu a ] (0jl) de. Since K aa + Kg = 0, we may write Equation 3.36 in the form t L (3.37) f j E[u aa -P(u)u B -G(u,a,a)]da dp 0 0
We now apply Lemma 3 to Equation 3.37 and we see that = J" CKu, -Kf(u) 3 (0;1) «.
(3.38) u xx -F(u)u t -G(u,x,t) = 0 u x (0,t) = f x (u,t) (3.39) u x (L,t) = f 2 (u,t).
Hence u(x,t) is a solution to the system 3.1 and 3.2 and our proof is completed. Uniqueness is discussed in the Appendix.
M EXAMPLE
We have examined the application of the successive ap proximation approach to the solution of a one dimensional non linear heat conduction problem. Specifically we considered the system u xx -2uu^ = (u -l)exp(-t)cos x, u(x,0) = cos x, (4.1)
which has the known solution u(x,t) = exp(-t)cos x. The numerical computation of the double integral term in the cor responding derived integral equation proved to be an extremely difficult problem, at least by the standard numerical tech niques with which we are familiar. We found that the trunca tion error introduced in our integration over a region con taining the singularity at (a,0) = (x,t) is of such magnitude that the resulting computations would be quite unreliable. It is possible that some limit approaching technique could be applied to a refined numerical integration scheme to approxi mate these integrals. Based on our knowledge of current nu merical techniques and computer capabilities, however, at the present time it seems likely that this successive approxima tion approach will prove to be quite difficult to compute given for (x,t) = (l,t) and (x,t) = (0,t). We note that for smaller values of t the agreement be tween u 2 (x,t) and U(x,t) is quite close. For larger values of t it appears that a better initial approximation must be used to increase the rate of convergence. Chambré, (4), describes in detail a method for choosing the initial approximation to enhance the rate of convergence. 
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