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1. Introduction
Let us consider the following second order quasilinear elliptic operator
Q u = −div(a(x,u,∇u))+ H(x,∇u),
where u ∈ W 1,p(Ω), Ω is an open bounded subset of RN , p ∈ ]1,+∞[ and
a : (x, s, z) ∈ Ω × R × RN −→ a(x, s, z) ∈ RN ,
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are Carathéodory functions.
We assume that
(
a(x, s, z) − a(x, s, z′)) · (z − z′) α(ε + |z| + ∣∣z′∣∣)p−2∣∣z − z′∣∣2, (1.1)
for some α > 0, with ε nonnegative and strictly positive if p > 2. Moreover we understand the usual
(p − 1)-growth conditions with respect to z on functions a, H , with respect to s on function a. This
set of hypotheses ensure the existence of a weak solution u ∈ W 1,p0 (Ω) to the Dirichlet problem
Q u = f in Ω, u = 0 on ∂Ω, (1.2)
when f belongs to W−1,p′ , the dual space of W 1,p0 (Ω) (see [22,23] for example).
Instead we are interested in this paper to uniqueness results for (1.2). Really we aim at a compar-
ison principle which in turn implies the uniqueness. As usual by comparison principle we mean that
if
Q u  Q v in Ω, u  v on ∂Ω (1.3)
with u, v ∈ W 1,p(Ω), then
u  v a.e. in Ω; (1.4)
obviously by Q u  Q v we intend
∫
Ω
[
a(x,u,∇u) − a(x, v,∇v)] · ∇ϕ dx+ ∫
Ω
[
H(x,∇u) − H(x,∇v)]ϕ dx 0 (1.5)
for all nonnegative ϕ ∈ W 1,p0 (Ω).
As practice, to this aim, one requires that either
Q u = −div(a(x,u,∇u)) (1.6)
or
Q u = −div(a(x,∇u))+ H(x,∇u). (1.7)
These restrictions on Q are already in [19] even if in a regularity context; indeed all involved func-
tions are, at least, of C1 class. All subsequent papers deal with these same kinds of operators but the
structural conditions on Q and the regularity of the functions to compare are weakened. We can refer
to [4,5,12–15,25] for operators as (1.6) and [2,6–8,11,20,21,27] for operators as (1.7).
We conform to this same plan. In Section 2 we deal with operators (1.6) satisfying the strong
monotonicity condition (1.1) and a global or local Lipschitz continuity condition with respect to s.
Our result is in some sense similar to those contained in [12] and [14]. In Section 3 we face the
case of operators (1.7); in addition to (1.1) we assume that H satisﬁes an appropriate asymptotically
controlled Lipschitz condition with respect to z. We improve known results (see [27] and, as far as
the uniqueness question is concerned, [2,10,11,21]).
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In this section we deal with operators (1.6).
We begin with some heuristic arguments and, as usual, we argue ab absurdo.
Let u, v satisfy (1.3); moreover we assume
Q u < Q v a.e. in Ω. (2.1)
If the set
D = {x ∈ Ω: (u − v)+(x) > 0} (2.2)
has positive measure, integrating on D the strict inequality (2.1), we have
∫
∂D
a(x,u,∇u) · ν dσ <
∫
∂D
a(x, v,∇v) · ν dσ , (2.3)
where ν is the interior normal vector to ∂D . Since u = v on ∂D it is enough to assume Q monotone
to get a contradiction. This simple argument shows that if (2.1) holds, then D is a null set and there-
fore (1.4) holds. Obviously this argument can be made rigorous in the weak formulation (1.5) by using
suitable test functions. However we have to require the stronger monotonicity condition (1.1) on Q
and to normalize the test function in order to avoid the strict inequality (2.1).
Assume that the function a satisﬁes the following Lipschitz condition
∣∣a(x, s, z) − a(x, s′, z)∣∣ β(|z|p−1 + c)∣∣s − s′∣∣, (2.4)
with β > 0, c  0.
The models we have in mind are
−div
(
a(x,u)
(
1+ |∇u|2) p−22 ∇u)
if p > 2 or
−div(a(x,u)|∇u|p−2∇u)
if p  2; here the function a is positive, bounded and Lipschitz continuous with respect to s.
We can state the following result.
Theorem 2.1. Assume (1.1), with ε > 0, if p > 2, or ε = 0, if p  2, and (2.4). If u, v ∈ W 1,p(Ω) satisfy (1.3),
then (1.4) holds.
Proof. If D is the set (2.2), w = (u − v)+ and t ∈ [0, supw[, we put
Dt = {x ∈ D: w < t}.
Denote by Tt(w) the truncation of w at level t . We use the normalized function ϕ = t−1Tt(w) as test
function in (1.5). So we obtain
∫
D
[
a(x,u,∇u) − a(x, v,∇v)] · ∇ϕ dx 0t
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∫
Dt
[
a(x,u,∇u) − a(x,u,∇v)] · ∇ϕ dx ∫
Dt
[
a(x, v,∇v) − a(x,u,∇v)] · ∇ϕ dx
 β
∫
Dt
w
(|∇v|p−1 + c)|∇ϕ|dx.
Estimating from below the left-hand side by (1.1) we have
∫
Dt
(
ε + |∇u| + |∇v|)p−2|∇ϕ|2 dx β
α
∫
Dt
(|∇v|p−1 + c)|∇ϕ|dx. (2.5)
Now we proceed in a different way whether p > 2 or 1< p  2.
First we consider the case p > 2.
By Hölder inequality the integral in the right-hand side of (2.5) can be estimated by
(∫
Dt
|∇v|p−2|∇ϕ|2 dx
) 1
2
(∫
Dt
|∇v|p dx
) 1
2
+ c
(∫
Dt
|∇ϕ|2 dx
) 1
2
|Dt | 12 ,
so we get
∫
Dt
(
ε + |∇u| + |∇v|)p−2|∇ϕ|2 dx 2β2
α2
(∫
Dt
|∇v|p dx+ c
2
εp−2
|Dt |
)
. (2.6)
From the embedding of W 1,1(Ω) in L
N
N−1 (Ω) and Schwarz inequality we have
CN |D\Dt |1−1/N 
∫
Dt
|∇ϕ|dx |Dt | 12
(∫
Dt
|∇ϕ|2 dx
) 1
2
(2.7)
where CN is the isoperimetric constant. By (2.7) and (2.6) we deduce
C2N |D\Dt |2−2/N 
|Dt |
εp−2
∫
Dt
(
ε + |∇u| + |∇v|)p−2|∇ϕ|2 dx
 2β
2
εp−2α2
|Dt |
(∫
Dt
|∇v|p dx+ c
2
εp−2
|Dt |
)
.
The last term tends to zero when t goes to zero; this implies
|D| = lim
t→0 |D\Dt | = 0
from which the conclusion follows.
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∫
Dt
|∇ϕ|2
(|∇u| + |∇v|)2−p dx
β
α
∫
Dt
(|∇v|p−1 + c)|∇ϕ|dx.
Estimating by Hölder inequality the integral on the right-hand side we get
∫
Dt
|∇ϕ|2
(|∇u| + |∇v|)2−p dx
2β2
α2
(∫
Dt
(|∇u| + |∇v|)p dx+ c2 ∫
Dt
(|∇u| + |∇v|)2−p dx). (2.8)
Since
CN |D\Dt |1−1/N 
∫
Dt
|∇ϕ|dx

(∫
Dt
|∇ϕ|2
(|∇u| + |∇v|)2−p dx
) 1
2
(∫
Dt
(|∇u| + |∇v|)2−p dx)
1
2
,
from (2.8) we have
C2N |D\Dt |2−2/N 
2β2
α2
(∫
Dt
(|∇u| + |∇v|)2−p dx)
×
(∫
Dt
(|∇u| + |∇v|)p dx+ c2 ∫
Dt
(|∇u| + |∇v|)2−p dx).
As in the previous case the last term goes to zero when t tends to zero; so |D| = 0 and then we get
the assert. 
Remark 2.1. If p > 2 a result similar to that of Theorem 2.1 has been proved in [14] under different
conditions. On one side the authors assume (1.1) with ε = 0, the local Lipschitz condition (2.4) with
c = 0; on the other side they make the additional hypotheses that a is a bounded function with
respect to s and assume that the sign of Q u and/or Q v is constant.
The proof of Theorem 2.1 relies on a linearization process we are forced to use owing to the
monotonicity condition (1.1) and the Lipschitz condition (2.4). In some sense we have to ask the
Fréchet differential in u of Q , that is
−
∑
i j
∂ai
∂z j
(x,u,∇u) ∂
∂x j
, (2.9)
is invertible. This happens, for example, if the following ellipticity condition
n∑
i j=1
∂ai
∂z j
(x,u,∇u)ξiξ j  λ(x)|ξ |2, ξ ∈RN
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Dirichlet problem related to (2.9) is uniquely solvable for known terms in standard functional spaces.
The appropriate choice of λ is then given by λ = (ε + |∇u|)p−2 with ε > 0 if p > 2. This explains the
monotonicity assumption (1.1) with the restriction ε > 0 which seems to be unavoidable when p > 2.
On the other side, if ε = 0 and c = 0 in (2.4), by (2.5) and Schwarz inequality, we get
∫
Dt
(|∇u| + |∇v|)p−1|∇ϕ|dx β
α
∫
Dt
(|∇u| + |∇v|)p dx,
and then, since ϕ = t−1Tt(w), letting t go to zero, by coarea formula we obtain
∫
∂D
(|∇u| + |∇v|)p−1 dHN−1(x) = 0.
If u, v are suﬃciently smooth, we can deduce that |∇u| = |∇v| = 0 and then also u = v on ∂D . This
leads to a contradiction if either Q u or Q v is strictly positive. As pointed out in Remark 2.1 this fact
seems in accordance with the result in [14].
We point out that, if p > 2, our approach can be adapted when a is just locally Lipschitz continu-
ous with respect to s too. Namely assume that, for some q > 0
∣∣a(x, s, z) − a(x, s′, z)∣∣ β[|z|p−1 + (|s| + ∣∣s′∣∣)q + c]∣∣s − s′∣∣, (2.10)
with β > 0, c  0.
Now we can state the following result.
Theorem 2.2. If p > 2 let us assume (1.1) with ε > 0 and (2.10) with
0< q Np
2(N − p)
when p < N, q > 0 when p  N. If u, v ∈ W 1,p(Ω) satisfy (1.3), then (1.4) holds.
Proof. We proceed as in the proof of Theorem 2.1. Due to (2.10), in the right-hand side of (2.5) the
extra integral
∫
Dt
(|u| + |v|)q|∇ϕ|dx
appears. By Hölder inequality it can be estimated by
(∫
Dt
|∇ϕ|2 dx
) 1
2
(∫
Dt
(|u| + |v|)2q dx)
1
2
.
Notice that the right-hand side is ﬁnite by conditions on q and Sobolev imbedding theorems. So (2.6)
becomes
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(
ε + |∇u| + |∇v|)p−2|∇ϕ|2 dx
 2β
2
α2
(∫
Dt
|∇v|p dx+ 1
εp−2
∫
Dt
(|u| + |v|)2q dx+ c2
εp−2
|Dt |
)
.
Now the proof proceeds as that of Theorem 2.1. 
Obviously, under the same hypotheses of Theorem 2.1 or Theorem 2.2, uniqueness results for the
Dirichlet problem
{−div(a(x,u,∇u)) = f in Ω,
u = 0 on ∂Ω, (2.11)
with f ∈ W−1,p′ , hold.
Remark 2.2. When a does not depend on s uniqueness results for problem (2.11) have been proved
by various methods in [3,13,15,22] when f ∈ W−1,p′ or in [1,9,16–18,20,24,26,27] when f ∈ L1. These
same approaches seem to be precluded when the dependence of a on s appears: in this case a com-
parison result appears the only resource.
The assumption of strong monotonicity (1.1) with ε > 0 when p > 2 seems to be necessary to get
a uniqueness result. In fact consider the following Dirichlet problem (see also [12])
{−(|u′|u′ + sign(x)ϕ(u))′ = 0 in [−2,2],
u(−2) = u(2) = 0 (2.12)
with
ϕ(t) =
{
4|t| if t ∈ [−1,1],
8− 4|t| if t ∈ [−2,−1] ∪ [1,2],
0 otherwise.
Problem (2.12) has also the nontrivial solution
u(x) =
{
2− x2 if x ∈ [−1,1],
(x− 2)2 if x ∈ [−2,−1] ∪ [1,2].
3. Operators with a ﬁrst order term
In this section we deal with operators having a ﬁrst order term as (1.7). We assume that the
monotonicity condition (1.1) on a and the following Lipschitz condition on H
∣∣H(x, z) − H(x, z′)∣∣ h(η + |z| + ∣∣z′∣∣)p−2∣∣z − z′∣∣ (3.1)
are fulﬁlled, where h > 0, η is nonnegative and strictly positive if p < 2.
We point out that condition (3.1) is not unusual. Indeed, as far as uniqueness results concern, it
has been considered in [2,10,11,21,27].
We state the following comparison results.
3286 A. Alvino et al. / J. Differential Equations 249 (2010) 3279–3290Theorem 3.1. Assume p > 2 if N = 2 or
2< p  2N
N − 2
if N  3. Under conditions (1.1), with ε > 0, and (3.1), with η = 0, if u, v ∈ W 1,p(Ω) satisfy (1.3), then (1.4)
holds.
Theorem 3.2. Assume 1< p  2 if N = 2 or
2N
N + 2  p  2
if N  3. Under conditions (1.1), with ε = 0, and (3.1), with η > 0, if u, v ∈ W 1,p(Ω) satisfy (1.3), then (1.4)
holds.
Proof of Theorem 3.1. If w = (u − v)+ and t ∈ ]0, supw[, we set
Et =
{
x ∈ D: t < w(x) < supw}.
Let
wt(x) =
{
w(x) − t if w(x) > t,
0 otherwise.
Using wt as test function in (1.5), we obtain
∫
Et
[
a(x,∇u) − a(x,∇v)] · ∇wt dx+
∫
Et
[
H(x,∇u) − H(x,∇v)]wt dx 0. (3.2)
Taking into account the strong monotonicity condition (1.1), with ε > 0, and the Lipschitz condition
(3.1), with η = 0, we get
∫
Et
(
ε + |∇u| + |∇v|)p−2|∇wt |2 dx h
α
∫
Et
(|∇u| + |∇v|)p−2|∇wt |wt dx. (3.3)
Assume N  3. By Hölder inequality we have
∫
Et
(|∇u| + |∇v|)p−2|∇wt |wt dx
 |Et |
1
p − 12∗
(∫
Et
w2
∗
t dx
) 1
2∗ (∫
Et
(|∇u| + |∇v|)p−2|∇wt |2 dx
) 1
2
(∫
Et
(|∇u| + |∇v|)p dx)
p−2
2p
where as usual 2∗ = 2NN−2 .
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∫
Et
(
ε + |∇u| + |∇v|)p−2|∇wt |2 dx
 h
2
α2
|Et |
2
p − 22∗
(∫
Et
(|∇u| + |∇v|)p dx)
p−2
p
(∫
Et
|wt |2∗ dx
) 2
2∗
. (3.4)
By the Sobolev inequality
S2
(∫
Et
|wt |2∗ dx
) 1
2∗

(∫
Et
|∇wt |2 dx
) 1
2
(3.5)
and by (3.4) we obtain
S22
(∫
Et
|wt |2∗ dx
) 2
2∗
 h
2
εp−2α2
|Et |
2
p − 22∗
(∫
Et
(|∇u| + |∇v|)p dx)
p−2
p
(∫
Et
|wt |2∗ dx
) 2
2∗
,
that is, if wt 	≡ 0,
S22 
h2
εp−2α2
|Et |
2
p − 22∗
(∫
Et
(|∇u| + |∇v|)p dx)
p−2
p
.
Since p  2∗ and
lim
t→supw
∫
Et
(|∇u| + |∇v|)p dx = 0
we get a contradiction and then the assert.
When N = 2 the proof is analogous to the previous one; we have to substitute the Sobolev in-
equality (3.5) with
S2,p
(∫
Et
|wt |p dx
) 1
p

(∫
Et
|∇wt |2 dx
) 1
2
. (3.6)
Here S2,p is the Sobolev constant related to the inclusion of W
1,2
0 (Ω) in L
p(Ω). From (3.3), by Hölder
inequality, we get∫
Et
(
ε + |∇u| + |∇v|)p−2|∇wt |2 dx
 h
α
(∫
Et
(|∇u| + |∇v|)p−2|∇wt |2 dx
) 1
2
(∫
Et
(|∇u| + |∇v|)p dx)
p−2
2p
(∫
Et
|wt |p dx
) 1
p
and then
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(
ε + |∇u| + |∇v|)p−2|∇wt |2 dx h2
α2
(∫
Et
(|∇u| + |∇v|)p dx)
p−2
p
(∫
Et
|wt |p dx
) 2
p
. (3.7)
From (3.6) it follows
S22,p
(∫
Et
|wt |p dx
) 2
p
 1
εp−2
∫
Et
(
ε + |∇u| + |∇v|)p−2|∇wt |2 dx;
then, using (3.7), we deduce, if wt 	≡ 0,
S22,p 
h2
εp−2α2
[∫
Et
(|∇u| + |∇v|)p dx]
p−2
p
.
As in the previous case we get the conclusion. 
Proof of Theorem 3.2. Our starting point is (3.2). By the strong monotonicity (1.1), with ε = 0, and
the Lipschitz condition (3.1) with η > 0, we get
∫
Et
|∇wt |2
(|∇u| + |∇v|)2−p dx
h
α
∫
Et
|∇wt |wt
(η + |∇u| + |∇v|)2−p dx. (3.8)
Using Hölder inequality we obtain
∫
Et
|∇wt |wt
(η + |∇u| + |∇v|)2−p dx
(∫
Et
|∇wt |2
(|∇u| + |∇v|)2−p dx
) 1
2
(∫
Et
w2t
(η + |∇u| + |∇v|)2−p dx
) 1
2
 1
η
2−p
2
(∫
Et
|∇wt |2
(|∇u| + |∇v|)2−p dx
) 1
2
(∫
Et
w2t dx
) 1
2
and then, by (3.8),
∫
Et
|∇wt |2
(|∇u| + |∇v|)2−p dx
h2
η2−pα2
∫
Et
w2t dx. (3.9)
To handle this case we use the following Sobolev inequality
S 2N
N+2
(∫
Et
w2t dx
) 1
2

(∫
Et
|∇wt | 2NN+2 dx
) N+2
2N
. (3.10)
By Hölder inequality we obtain
(∫
E
|∇wt | 2NN+2 dx
) N+2
N

∫
E
|∇wt |2
(|∇u| + |∇v|)2−p dx
(∫
E
(|∇u| + |∇v|) N(2−p)2 dx)
2
N
. (3.11)t t t
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S22N
N+2
∫
Et
w2t dx
h2
η2−pα2
(∫
Et
(|∇u| + |∇v|) N(2−p)2 dx)
2
N
∫
Et
w2t dx
from which, if wt 	≡ 0,
S 2N
N+2
 h
η1−p/2α
(∫
Et
(|∇u| + |∇v|) N(2−p)2 dx)
1
N
.
Since (2−p)N2  p we have
lim
t→supw
∫
Et
(|∇u| + |∇v|) N(2−p)2 dx = 0
and then the conclusion. 
Under the same hypotheses of Theorem 3.1 or Theorem 3.2 we can deduce uniqueness results for
weak solutions to the Dirichlet problem
{−div(a(x,∇u)) + H(x,∇u) = f in Ω,
u = 0 on ∂Ω,
when f ∈ W−1,p .
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