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Abstract
A novel application of Gro¨bner bases to study the number of positive solutions to systems of generalised
Pell equations is proposed and discussed.
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1. Introduction
In the last decades, effective methods feature a prominent role throughout mathematics.
Besides reasons specific to mathematics, any full explanation of this trend must take into account
the advent of powerful computers and the countless applications in other sciences or industry.
One of the most effective techniques uses Gro¨bner bases computations. The notion is due
to Buchberger (1965) to whom we may also credit the first algorithm to compute Gro¨bner bases.
It appeared in a problem of number theory (how to efficiently determine the multiplication table
of a quotient ring), but it was soon realized that it allows for systematically solving systems
of polynomial equations (see Becker and Weispfenning (1993), Sturmfels (1993), Adams and
Loustaunau (1994) or Kreuzer and Robbiano (2000) and the references therein).
As large part of mathematics and a significant proportion of applications require solving
polynomial equations, nowadays one encounters Gro¨bner bases computations in statistics,
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chemistry, optics, coding, multidimensional system theory, robotics. Moreover, representation
of polynomial ideals and modules in terms of Gro¨bner bases allows one to obtain structural
information, to perform operations usual in commutative algebra, to compute various numerical
invariants attached to objects of interest (for details, see Kreuzer and Robbiano (2005)).
The aim of this paper is to introduce a novel application of Gro¨bner bases in the study
of Diophantine equations. It is well known that the number of solutions to a generalised Pell
equation ax2− by2 = c, where a, b, c are positive integers, obeys the all-or-nothing principle: if
the equation has a solution in positive integers, then it has infinitely many solutions. Thue (1909)
proved that the system
ax2 − cy2 = e, bz2 − dy2 = f, a, b, c, d, e, f ∈ Z, (1)
has finitely many solutions, provided that c f 6= de. His proof is ineffective in the sense that it
gives no answer to the problem of estimating the number of common solutions of two essentially
different generalised Pell equations. Such an information is of practical importance. If one finds,
by an educated guess or by pure chance, as many solutions as predicted, then assuredly there are
no more solutions.
This number has been bounded from above for systems of Pell equations of the form
x2 − cy2 = 1, z2 − dy2 = 1, c 6= d. (2)
The first bound is due to Schlickewei (1990), who found 4×8278 . This huge upper bound has been
derived from the very general Subspace Theorem of Schmidt (1972, 1980). Masser and Rickert
(1996) improved considerably the bound, proving that these equations have at most sixteen
solutions (x, y, z) in positive integers. Bennett (1998) lowered the bound to three. Yuan (2002)
proved that if a system (2) has three solutions in positive integers then max{c, d} < 1.4× 1057.
The definitive result has been obtained by Bennett et al. (2006): for distinct integers c, d > 0
the system of Pell equations (2) has at most two solutions in positive integers. Moreover, there
exists an infinite family of coefficients (c, d) for which the corresponding system has precisely
two positive solutions.
In the next section we present the concrete problem we solved with the help of Gro¨bner
bases. First we sketch a ‘traditional’ solution, obtained by combining ingredients familiar to
experts in Diophantine equations. Then we present the original approach based on Gro¨bner
bases computations. The last section contains further information and comments on the approach
introduced in this paper.
2. A recent answer to a classical problem
In Cipu and Mignotte (2007) the definite answer to the question of how many solutions in
positive integers does the system (3) have is obtained.
Theorem 1. For any distinct integers a > 1 and b > 1 the system of Pell equations
ax2 − cz2 = 1, by2 − dz2 = 1 (3)
has at most two integer solutions with x, y, z > 0.
This result is the best possible one—there are known infinitely many instances of Eq. (3)
having two solutions in positive integers.
A very general scheme to prove such a result is as follows. First one finds an upper
bound for the solutions or the parameters (that is, unspecified coefficients) appearing explicitly
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(in the statement) or implicitly (as a result of arithmetic reasonings). This aim is achieved by
using the hypergeometric method or Baker’s theory in various incarnations (linear forms in the
complex or p-adic or elliptic logarithms of algebraic numbers), to name but two of the most
common approaches. In a second phase one deals with small solutions/parameters. Here a large
choice of available techniques is at our disposal, ranging from simple inspection to continued
fractions’ expansions or transformation of solutions or coefficients. Finally one has to consider
medium sized solutions/parameters. In this phase, Davenport’s Lemma and the LLL algorithm
are frequently helpful.
To see some of the difficulties encountered when detailing this approach, the reader is referred
to Cipu and Mignotte (2006) for a proof of the fact that the simultaneous Pell equations (2) have
at most two positive solutions.
2.1. Traditional style solution
In the case of Theorem 1, the general strategy outlined in the previous paragraph is specialised
as explained below.
First one proves that it is sufficient to examine the particular case when c = a− 1, d = b− 1,
with b > a > 1, and thereby study the system of Diophantine equations
ax2 − (a − 1)z2 = 1, by2 − (b − 1)z2 = 1. (4)
Put
α = √a +√a − 1, β = √b +√b − 1. (5)
By general theory of Pell equations, the positive solutions to system (4) have the form
xi = α ji + α− ji , yi = βki + β−ki ,
zi = α
ji − α− ji
2
√
a − 1 =
βki − β−ki
2
√
b − 1 , (6)
where ji and ki (i = 1, 2, . . .) are odd integers, with 1 = k1 < k2 < k3 < · · · , 1 = j1 < j2 <
j3 < · · · . Specific reasoning yields more. Namely, one has ji > ki for i > 1 and
j3 = q j2 + σ, k3 = q1k2 + σ, (7)
for suitable integers q , q1 ≥ 2 and σ ∈ {−1, 0, 1 } such that both qσ and q1σ are even. Further,
one can deduce inequalities that allows one to bound each of the four parameters a, b, ji , ki with
fixed i > 1 in terms of the other three.
Rewriting Eq. (6) in the form
α j
βk
√
b − 1
a − 1 =
1− β−2k
1− α−2 j , (8)
one obtains that the linear form in the logarithms of three algebraic integers
Λ = log
(
b − 1
a − 1
)
+ j log α2 − k log β2 (9)
is positive and bounded from above by
−2 log (1− α−2 j ) < 2α
2−2 j
α2 − 1 . (10)
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A general theorem of Matveev (2000) yields a lower bound of the type
log |Λ| > −C logα logβ log b,
with C ' 4×1013. Better numerical coefficients follows from a theorem of Laurent et al. (1995)
valid for linear forms in two complex logarithms. Comparison of the bounds available for Λ
results in the inequality j3 < 1019. This ends the treatment of large values of the parameters, and
one proceeds to tackle the small values of parameters.
A critical role in the proof of Theorem 1 is played by the so-called Gap Principle, which is
a quantitative expression of the principle according to which the second and the third solutions
of system (4) are distant to each other. Such a result is very helpful during the later stages of the
proof (see Cipu and Mignotte (2007) for specific details).
A subtle observation of H. Davenport (Baker and Davenport, 1969) regarding Diophantine
approximations is the key ingredient in the second stage of the proof. Application of Davenport’s
Lemma requires to specify values to a and b. By computing with precision of 120 decimal
digits up to 80 terms in the continued fraction expansion for logβ/ logα, one concludes that
if a Diophantine system (4) whose coefficients satisfy 1 < a < b ≤ 2000 has three solutions
in positive integers, then j3 < 168. This and the Gap Principle imply that these hypotheses can
only hold for four pairs (a, b). But one easily concludes that none of the systems corresponding
to these candidates has three positive solutions.
On the other hand, from Matveev’s Theorem and the Gap Principle it follows that b < 1000
if k2 ≥ 19. Thus, to complete the proof of Theorem 1, it remains to examine whether there are
systems with b > 2000 (and therefore j2 ≤ 17) having three solutions in positive integers. The
last phase of the proof mainly consists of computer-aided computations of various kinds.
2.2. Alternative solution
As explained above, Davenport’s Lemma can only be applied for specific values of a and b.
Choosing 2000 as upper bound for b is arbitrary in the sense that it was dictated by estimating the
CPU time needed to perform the required computations, not by mathematically driven reasons.
In the computing environment we used, more than 160 h of wall-clock time have been needed to
perform the relevant computations. Up to now, computations of this kind were unavoidable when
dealing with systems of Diophantine equations with finitely many solutions.
The idea of how to obviate this route becomes apparent after rewriting Eq. (6) as
zi = U ji−1(2
√
a) = Uki−1(2
√
b), (11)
whereUn(x) are Chebyshev polynomials of the second kind. These are classical objects of study
in mathematics, being ubiquitous in various areas. It has long been known that Un provide a
compact representation of all solutions of a Pell equation in terms of the fundamental solution.
To the best of our knowledge, this information has not been exploited in the manner we do.
From the recurrence relation
Un+1(x) = 2xUn(x)−Un−1(x), (12)
which, together with the initial values U0(x) = 1, U1(x) = 2x , determine the sequence of
Chebyshev polynomials, it readily follows that Un(−x) = (−1)nUn(x), so that for each index
n one has U2n(x) = Vn(x2) for a certain polynomial Vn(x). It is straightforward to obtain from
Eq. (12) a recurrence relation for the modified polynomials Vn :
Vn+1(x) = (4x − 2)Vn(x)− Vn−1(x), V0(x) = 1, V1(x) = 4x − 1. (13)
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It is apparent that all Vn have integer coefficients.
The existence of three positive solutions for system (4), given by (6) for certain odd integers
1 = k1 < k2 < k3, 1 = j1 < j2 < j3, amounts to the existence of integers a, b > 1 for which
V( j2−1)/2(4a) = V(k2−1)/2(4b), V( j3−1)/2(4a) = V(k3−1)/2(4b). (14)
We interpret Eq. (14) as a system of two polynomial equations in indeterminates a and b. Thus,
instead of giving values to a and b and obtaining upper bounds for j3, one may fix a specific
quadruple ( j2, k2, j3, k3) and search whether there are integers 1 < a < b satisfying Eq. (14).
For each specified quadruple, the Gro¨bner basis with respect to the lexicographic order for the
ideal (
V( j2−1)/2(x)− V(k2−1)/2(y), V( j3−1)/2(x)− V(k3−1)/2(y)
)
Z[x, y]
contains a univariate polynomial. If it has no integer root greater than 7, then system (11)
corresponding to the given quadruple is verified for no positive integers a and b greater than 1. It
is easier to verify this condition than to check that no root of the resulting univariate polynomial
is a positive integer multiple of 4.
This way we checked in half of the time required by application of Davenport’s Lemma that
there are no values j2, k2, j3, k3 < 170 subject to restrictions mentioned in Subsection 2.1 for
which the simultaneous generalised Pell equations (4) have solutions 1 < a < b.
3. Implementation of the new idea
While an application of Davenport’s Lemma involves manipulations of real numbers with high
precision, the alternative idea requires computations of Gro¨bner bases over the ring of integers
or over the rational field. This process suffers from a notorious difficulty—the coefficients blow-
up, which becomes even worse in the case of Chebyshev polynomials, whose coefficients grow
rapidly with the degree. As the leading coefficient of Un(x) and Vn(x) is 2n and respectively 4n ,
coefficients of several dozens of digits occur in Gro¨bner bases for rather small degrees of the input
polynomials. Consequently, the completion of a Gro¨bner basis computation needs significant
memory space and long CPU time. The phenomenon is alleviated when j2 and j3 are not very
close to each other. So, having in view the Gap Principle, one successfully deals with values
of j3 as high as 800 in about the same time as that needed by the classical approach, based on
Davenport’s Lemma.
Another idea worth considering for implementation is to replace the modified Chebyshev
polynomials Vn(x) by polynomials with smaller coefficients. Using the favorable circumstance
that the polynomial Wn(x) defined by
Wn(x) := Vn
(
1
4
x
)
(15)
still has integer coefficients (see Eq. (13)), one can work as explained above after replacing Vn(x)
by Wn(x). The question now is to decide whether the integer polynomials
W( j2−1)/2(x)−W(k2−1)/2(y), W( j3−1)/2(x)−W(k3−1)/2(y)
have common solutions of the form (x, y), with 1 < x < y integers. This way we could explore
quadruples with j3 up to 1800. The program implementing the alternative approach ran out of
memory after 120 h. In terms of Diophantine equations, such computations suffice to conclude
that if system (4) has three positive solutions, then the third appears for index j3 > 1800.
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As one of the referees remarked, it is possible to obtain instead of Vn(x), polynomials with
even smaller coefficients after performing an integer shift x 7→ x − c in Vn(x) or Wn(x), but we
did not explore in detail this idea.
All classical families of orthogonal polynomials have multiple representations: three-
term recurrence relation, generating function, Rodrigues formula, differential equation, series
representation. Since the coefficients of the recurrence relation (12), (13) or (15) do not depend
on n, it is also possible (see Fateman (1989)) to obtain the Chebyshev polynomials Un and their
relatives Vn , Wn by computing appropriate powers of a 2× 2-matrix. A comparison of efficiency
for implementations of all these methods in several general purpose computer algebra systems
has been given by Koepf (1999). Although Koepf’s ratings and conclusions are nowadays
outdated, a similar analysis is still worth considering in order to optimize the time or space
requirements of an implementation of the idea discussed in the present paper.
The use of lexicographic order is tempting because the resulting Gro¨bner basis contains
a univariate polynomial that can be inspected for integer roots. However, there is a price to
pay—such a computation usually needs a long time to complete. In many occasions it has been
noticed a significant reduction of the computing time by first computing a Gro¨bner basis with
respect to the degree reverse lexicographic order and then switching to a Gro¨bner basis with
respect to the lexicographic order with the help of the FGLM algorithm (Fauge`re et al., 1993),
Gro¨bner walk (Collart et al., 1997) or fractal walk (Amrhein and Gloor, 1998). In our case this
phenomenon is also detected.
The approach based on Gro¨bner bases works equally well in other circumstances. We
employed it for the systems of the form
x2 − ay2 = 1, z2 − bx2 = 1, a, b ≥ 2,
with obvious adjustments. One can prove that such a system has as many positive solutions as a
system of the form
x2 − (m2 − 1)y2 = 1, z2 − bx2 = 1, m, b ≥ 2.
Any solution of such a system satisfies
α j + α− j
2
= β
k − β−k
2
√
b
(16)
for some positive odd integers j and k. Here, α = m+√m2 − 1, β = n+m√b. Thus, for fixed j
and k, we are led to a polynomial equation T j (m) = mUk−1(2n), where Tn(x) is the Chebyshev
polynomial of the first kind.
For the computer-aided computations needed in the proof of Theorem 1 we have used the
packages Pari/Gp (Batut et al., 2001) (in the traditional approach) and Magma (Bosma et al.,
1997) (in the novel approach) running under Linux.
Except the defining recurrence relation (12), no information specific to Chebyshev
polynomials has been needed. Therefore, the idea introduced in this paper can be useful to deal
with systems of Diophantine equations having solutions identified by integer values of some
parameters interrelated by polynomial relations.
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