This paper presents a s t o c h a s t i c a d a p t i v e c o n t r o l algorithm which i s shown to possess the following prope r t i e s when a p p l i e d t o an u n s t a b l e , i n v e r s e s t a b l e , m u l t i v a r i a b l e l i n e a r s t o c h a s t i c system with unknown parameters, whenever that system satisfies a c e r t a i n p o s i t i v e r e a l c o n d i t i o n o n i t s (moving average) noise dynamics:
system with unknown parameters, whenever that system satisfies a c e r t a i n p o s i t i v e r e a l c o n d i t i o n o n i t s (moving average) noise dynamics:
( i ) The a d a p t i v e c o n t r o l p a r t of t h e a l g o r i t h m s t a b i l i z e s and asymptotically optimizes the behaviour of the system i n t h e s e n s e t h a t t h e sample mean square variation of the output around a given demand l e v e l e q u a l s t h a t of a minimum v a r i a n c e c o n t r o l s t r a t e g y implemented with known parameters. This optimal behaviour i s s u b j e c t t o a n o f f s e t
%[MI, where M i s the variance of a d i t h e r s i g n a l added t o t h e c o n t r o l a c t i o n i n o r d e r t o p r o d u c e a "continually disturbed cont r o l " . For M > 0 , it i s shown that tho input-output p r o c e s s s a t i s f i e s a p e r s i s t e n t e x c i t a t i o n p r o p e r t y and hence, subject to a s i m p l e i d e n t i f i a b i l i t y c o n d i t i o n , the next property holds:
( i i l The observed input and output of the controlled system are taken as inputs to an approximate maximum likelihood algorithm (AML) which g e n e r a t e s s t r o n g l y c o n s i s t e n t e s t i m a t e s of the system's parameters.
I -INTRODUCTION
This paper i s concerned with the adaptive control problem for linear stochastic discrete time systems. Since the expression "adaptive control" i s o f t e n employed i n d i f f e r e n t c o n t e x t s , and t h e r e f o r e may l e a d t o some confusion, we s p e c i f y a t t h e o u t s e t t h a t we s h a l l consider the "parameter adaptive control problem". This c o n s i s t s i n t h e d e s i g n o f a r e g u l a t o r f o r a p l a n t whose p a r a m e t e r s a r e n o t p r e c i s e l y known. The customary usage of the term adaptive -which we also adopt -i m p l i e s t h a t s a t i s f a c t o r y r e g u l a t i o n would be possible if the parameter values were known. (This i s also broadly consist e n t w i t h i t s u s e i n b i o l o g y ) . I f o n e ' s l a c k of p r e c i s e knowledge of t h e p l a n t -or environment -involved some other information, for instance structural data concefning the plant, then one would have another type of adapt i v e c o n t r o l p r o b l e m , i n t h i s c a s e a " s t r u c t u r a l a d a p t i v e c o n t r o l p r o b l e m " . I n t e r p r e t e d i n t h i s way, we s e e t h a t t h e r e i s no d e f i n i t i v e a d a p t i v e c o n t r o l p r o b l e m , b u t rather adaptive versions of previously defined control problems.
Parameter adaptive control theory and i t s applicat i o n s have been an object of study within control engineering for many years. For a sample of work we r e f e r t h e r e a d e r t o t h e l i s t of r e f e r e n c e s [l -151 drawn from p u b l i c a t i o n s which have appeared over the l a s t t h i r t y y e a r s . I n p a r t i c u l a r , f o r t h e c a s e of d i s c r e t e time parameter stochastic adaptive control, we mention the seminal paper of AstrtJm and Wittenmark [6] t h a t introduced the self-tuning regulator.
I t was n o t u n t i l r e l a t i v e l y r e c e n t l y , however, t h a t t h e r e began t o a p p e a r complete analyses of the stability of various adaptive feedback schemes f o r l i n e a r s y s t e m s which stood upon acceptable hypotheses.
To 
There i s a n o b v i o u s i n t e r e s t i n p r a c t i c e i n d e s i g ni n g a d a p t i v e c o n t r o l a l g o r i t h m s t h a t g e n e r a t e c o n s i s t e n t parameter estimates; one wants not only to optimally
cont r o l a p l a n t , b u t t o know what i t s parameters are -perhaps for other control engineering purposes.
From a t h e o r e t i c a l v i e w p o i n t , i t i s a l s o o f i n t e r e s t t o examine the behaviour of the parameter estimates generated in the i d e n t i f i c a t i o n p a r t of any a d a p t i v e a l g o r i t h m ( i f it has s u c h ) . However, d e s p i t e some p a r t i a l r e s u l t s , s e e e . g . 123,261 none of the algorithms described above have been shown t o p r o d u c e , e i t h e r d i r e c t l y o r i n d i r e c t l y , c o n s i stent parameter estimates.
The c o n t r i b u t i o n of t h i s p a p e r i s t o d e s c r i b e a new algorithm, based upon t h a t of Goodwin, Ramadge and Caines
[ 2 1 1 , which asymptotically optimizes the behaviour of a controlled system and, in a d d i t i o n , g e n e r a t e s c o n s i s t e n t e s t i m a t e s o f i t s parameters. This paper i s a sequal to the conference paper known. Again speaking generally, the parameter estimates converge to those characterizing the optimal control law, rather t h a n t h e t r u e p a r a m e t e r ; i n p a r t i c u l a r , i n [ 3 8 1 , t h e estimates converge to any parameter yielding the correct (optimal) closed loop (linear) system configuration. Consistent parameter estimation i s achieved i n [34] and [351 v i a a technique involving a randamization of the c o n t r o l l a w , a n i d e a c l o s e l y r e l a t e d t o t h a t o f t h e c o n t i n u a l l y d i s t u r b e d c o n t r o l s employed i n t h i s p a p e r .
Mention should be made o f t h e l i n e o f work [32-381 concerned with the adaptive control of Markov chains when complete state observation i s permitted-in contrast t o t h e s i t u a t i o n s t u d i e d i n t h i s p a p e r . I n t h i s work, a d i s c r e t e s t a t e s e t i s postulated and the parameter s p a c e f o r t h e t r a n s i t i o n p r o b a b i l i t i e s i s v a r i o u s l y a f i n i t e s e t , d i s c r e t e s e t o r

I1 -MULTIVARIABLE ADAPTIVE CONTROL
I n t h i s p a p e r we p r e s e n t t h e g e n e r a l i z a t i o n t o t h e m u l t i v a r i a b l e c a s e o f t h e main resultsoof [28] .
The i nt e r e s t i n t h i s g e n e r a l i z a t i o n l i e s i n t h e f a c t t h a t t h e MIMO a d a p t i v e c o n t r o l a l g o r i t h m
i s d i f f e r e n t t h a n t h e one analysed i n [ 2 1 ] , and that the proof (given i n [29,
301) of t h e p e r s i s t e n t e x c i t a t i o n p r o p e r t y i s not a d ir e c t e x t e n s i o n of the scalar proof and i s b e l i e v e d t o b e of independent interest.
Consider a m u l t i v a r i a b l e l i n e a r t i m e -i n v a r i a n t finite dimensional system described by t h e ARMAX model: . . , wt, E~, . . . , E t 1, t 3 1. Our ergodic and martingale difference assumptions on ( w , E ) are given a t (M2)-(M5) below i n t h e t o t a l l i s t of assumptions on ( 2 . 1 ) . The process y* c o n s t i t u t e s t h e bounded t a r g e t sequence which we wish our system t o t r a c k . 
N (M8) I d e n t i f i a b i l i t y c o n d i t i o n :
A ( z ) a n d B ( z ) a r e l e f t coprime and a r e row-reduced ( i . e . An and Bm have f u l l r a n k ) ;
(~9 ) C ( e i e ) -l + C(e-ie)-T -1 2 p 1 f o r some P > 0 and f o r a l l 8 E EO,. 2aI .
Remark 2 . 1
By d e f i n i t i o n , a m a t r i x r a t i o n a l t r a n s f e r f u n c t i o n 
Z(z) i s s t r i c t l y p o s i t i v e r e a l i f and only i f : ( i ) Z(z) has no p o l e s i n 12: [ z / 2 11; ( i i ) z ( e ) + z ( e
When Z (z) = [C(z) -' -T I , (Mlb) implies ( i ) ( n o t i c e t h a t the converse i s n o t t r u e i n g e n e r a l ) , a n d t i n e r e f o r e (Mlb) and (M9) a r e s u f f i c i e n t c o n d i t i o n s f o r [ C ( z ) -l -$1 t o be s t r i c t l y p o s i t i v e r e a l .
yt -y i s t h e p x 1 c o n t r o l e r r o r v e c t o r .
The r i g h t hand side of (2.3) can be w r i t t e n a s t * -
. This suggests the following definition for the predictor parameters vector: l i s t of the p rows of {C. , -A,, B j -l and t h e r e g r e s s i o n m a t r i x X ( t ) LIP Q ( t ) =
I"
where 8 denotes the tensor product.
Using these definitions, we r e w r i t e ( 2 . 3 ) a s
The specification of our feedback control algorithm i s s u c h t h a t it depends only upon n,m,ll, and past obser- ..., A~, B~, ..., B~, c1 ,..., c, ,...
The " i d e n t i f i c a t i o n " r e g r e s s i o n v e c t o r w i l l be
wT ..., wT I T t'
MIMO-AML ALGORITHM Take {is(l), . . . , ; , (E) , { e l , . . . ,e-) mainl,. . . , ' 1 ; ) a s a r b i t r a r y f u n c t i o n s of the observations {y , . . . , y -, ul,. . . ,u;$ and i n i t i a l i z e P ( 1 ) = . . . = P ( R f = I ; #en, f o r t n + I, set 6,(t) = GS(t-l) + P ( t -l ) $ ( t -l ) e t ( 3 . 7 ) ot = [Ip -(J(t-1) P ( t -l ) $ ( t -l ) l e t .
T (3.11)
and t h a t P ( t ) i s a pp x pp m a t r i x , a n d $ ( t ) T P ( t ) J , ( t ) a p X p matrix.
I n [411 Solo proved that, provided a c e r t a i n posit i v e r e a l c o n d i t i o n i s s a t i s f i e d , r e c u r s i o n c o n v e r g e s ( w i t h o u t m o n i t o r i n g ) i n t h e s e n s e t h a t t h e a l g o r i t h m g e n e r a t e s s t r o n g l y c o n s i s t e n t p a r a m e t e r estimates. I n t h e p r o o f i n 1411 a p e r s i s t e n t e x c i t a t i o n p r o p e r t y o f W e now p r e s e n t a multivariable version of the the form N + m N t = l which is already implied by (3.12) .
Both the convergence in (3.12) and the positive d e f i n i t i v e n e s s o f t h e limit R ( i . e . p e r s i s t e n t e x c i t at i o n ) are s a t i s f i e d when t h e s y s t e m s a t i s f i e s the hypotheses (Ml)-(M9) and i s s u b j e c t t o t h e ( c o n t i n u a l l y d i s t u r b e d ) a d a p t i v e c o n t r c l s d e s c r i b e d i n t h i s p a p e r (see [291) .
A s a r e s u l t , t h e "two-algorithm-scheme", depicted in Figure 3 .1, can be seen to simultaneously ( i ) s t a b i l i z e , ( i i ) a s y m p t o t i c a l l y o p t i m i z e ( u p t o an e x t r a c o s t T r [MI > O ) and (iii) c o n s i s t e n t l y i d e n t i f y the system S.
The following theorem constitutes the promised multivariable version of theorem 4.1 in [28] and i s proved i n [291 and [301. Theorem 3 . 1 Let the system S described by ( 2 . l ) , t h e n o i s e process w,*the exogenous noise process E and t h e demand sequence y s a t i s f y h y p o t h e s e s (M1) t o (M9). I n t h i s p a p e r , we have presented a combined adapt i v e c o n t r o l and system identification algorithm which, t o t h e b e s t o f o u r knowledge, i s t h e f i r s t one t o s i m u l t a n e o u s l y c a r r y o u t t h e s e t a s k s f o r an i n i t i a l l y unknown stochastic system.
The two-algorithm-scheme was a d o p t e d b e c a u s e o n l y p a r t i a l r e s u l t s were obtained concerning the behaviour of the estimator O ( t ) in [21] .
Our scheme can a l s o b e viewed as a means t o i d e n t if y u n s t a b l e s t o c h a s t i c s y s t e m s b y , f i r s t , s t a b i l i z i n g them via an adaptive control algorithm which a l s o ens u r e s t h a t t h e p e r s i s t e n t e x c i t a t i o n p r o p e r t y h o l d s , and t h e n , s e c o n d , a p p l y i n g a n o n -l i n e i d e n t i f i c a t i o n method t h a t i s known t o work when p e r s i s t e n t e x c i t a t i o n h o l d s .
of course it would b e p r e f e r a b l e i f t h i s t a s k c o u l d be performed with one algorithm instead of two, but,even if t h i s i s possible,we believe it w i l l always be necessary f o r t h e c o n t r o l law t o c o n t a i n some form of d i t h e r i n o r d e r t o e n s u r e t h e p e r s i s t e n t e x c i t a t i o n c o n d i t i o n i s s a t i s f i e d . E211 G.C. Goodwin, P . J . Ramadge, P.E. Caines, "Discrete 1 REFERENCES C.S. Draper and Y.T. L i , Principles of Optimalizing Control Systems and an A p p l i c a t i o n t o t h e I n t e r n a l Combustion Engine, ASME, New York, 1951. 
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