Varieties other than the standard have been the main source of data on which many key concepts in dialectology and variationist sociolinguistics have been built. However, within theoretical linguistics, the analysis of non-standard varieties of English -particularly the analysis of morphosyntactic and syntactic variation in English -has, until fairly recently, been less conspicuous. Yet the modelling of (syntactic) variation in and across dialects is a critical issue in any theoretical framework as variation is ubiquitous in language, and the fact that language can vary raises important questions regarding what that theory is actually modelling.
it a set of form-meaning pairs: it is a property of a community of individuals. This perspective (which Adger and Smith, in preparation, call an S-language approach) leads fairly naturally to an observational methodology. Since this perspective is interested in patterns of use across communities, the methodology adopted has to be one which allows (and, in fact it necessitates) gathering data about language use from observations of the linguistic behaviour of a number of individuals in the community. The methodology developed by Labov and his colleagues has, then, been a mainly observational one, which has perforce had to use statistical techniques in the subsequent analysis to uncover the patterns of use.
The E-language approach to linguistics has found little favour amongst theoretical linguists (although see Katz 1981 , and Langendoen and Postal 1984 for dissenting voices); most have taken an I-language approach, and because an informant judgement based methodology is relatively unproblematic for many phenomena, have concentrated on building theories using data from informant judgements. However, this has almost certainly led to a reduction in the range of variation that is found, because of the impact of standardization on speaker judgements (see below). One means of overcoming this is, of course, to adopt the observational methods developed by Labov in conjunction with informant based methods (as was recommended by Labov 1969) . Adoption of such methods does not , however, require one to adopt an S-language viewpoint, although it does raise questions about what variation across individuals can tell us about I-languages per se (that is, are the generalizations found by looking at communities always able to be down-scaled to the individual level in cases where there may not be enough data (see Guy 1979 for discussion))?
As mentioned above, both experimental and observational methods are valid approaches to natural phenomena, which is what the I-language perspective takes language to be.
When one takes such an observational approach, one is immediately faced with a fair amount of variation that has to be accounted for within a theoretical framework. Empirical studies have shown over and over again that individuals within speech communities display variation in their grammatical repertoire. For example, as discussed by many of the papers in Cornips and Corrigan (2006) , agreement and word order can vary in a way that is not plausibly tied to semantics or information structure. This means that not only is there geographical variation between speakers leading to dialect differences, but that the grammar that individual speakers have is itself variable. What is interesting about this outcome is that it engenders a tension with certain explanatory models in theoretical linguistics. Over the past decade, Chomsky has been arguing for the idea that I-language is in certain respects optimal and that it lacks optional operations. Variation in form, without corresponding variation in meaning, seems to be a case of optionality, and this raises a challenge for at least this version of current linguistic theory. §1.2 'Standard English' in linguistic theory
In both formal accounts of syntactic variation and traditional sociolinguistic accounts of variation, the notion of the standard variety has been influential, but often ill-defined. This is not merely to do with well-known problems concerning the delineation of varieties of English (cf. Hudson 1996) , but also to do with the ideology of the standard. It is clear that Standard English is essentially a social object and not a natural one. Any particular individual will give judgements and those judgements are dependent on a host of factors: one very important one is that person's I-language, which, in the case of dialect speakers, may be quite distinct from the Standard English version of the language in phonology, lexis, morphology and syntax. However, for many people, there is also a great deal of knowledge about the At the very least, one might be suspicious of any such judgement. Generalizing this case, it seems clear that Standard English cannot be taken as a reasonable idealization, and we suggest that the assumption that it is always a good data source for theories of I-language is no longer reasonable, given the complexity of the kinds of questions that syntacticians are now asking.
This brings us back to the point we made earlier, that it is important to use both experimental and observational methods: as we have just discussed, informant judgement tasks by dialect speakers, as usually carried out, may lead to skewed results, because of the speaker's conscious knowledge of the standard variety. This is true even for speakers of dialect varieties who have not altered their speech patterns to conform to an educated standard. Given their schooling, and the impact of the standard variety in the spoken and written media, these speakers are often aware of the requirements of the standard language, and so their sociolinguistic knowledge impacts upon their judgement. This means that in looking at dialect syntax we must consider not just experimental methods using informant judgements, but also observational methods, which give us information about unreflecting speech patterns. Of course, such observational methods bring their own problems, not least questions of sufficiency of syntactic data and the difficultly of knowing why some form does not appear in a corpus (is it rare, or impossible?).
Furthermore, the tradition of introspection in theory building is one which takes the researcher's own variety -usually together with an assumption that this variety is close to the 'standard' -as the data source for the construction of a particular argument. This marginalises non-standard varieties, despite the rich data which they provide. As other contributions in this volume clearly indicate, non-standard dialects help to build theories of syntax. Such data is critical, given that consistent and total agreement on grammaticality among speakers of the same language is rare to the point on non-existence: Kayne (1996: xv) raises important questions for syntacticians, dialectologists and sociolinguists when he asks:
"can anyone think of another person with whom they agree 100% of the time on syntactic judgements (even counting only sharp disagreements)? Or more precisely, are there any two people who have exactly the same syntactic judgements without exception?" Indeed, Kayne's beliefs that no two speakers of English actually share the same grammar, and that even small differences in acceptability and judgement matter, are of direct relevance to the debate concerning individual and community grammars (see further §1.3 below). §1.3 Syntactic variation in English dialectology and sociolinguistics Syntactic variation in English dialects has been a thorny issue for dialectologists, sociolinguists and theoretical linguists alike. Traditional dialectology had until recently a tendency to shy away from analyses of syntactic variation. For traditional dialectologists, the methods employed in collecting the data typically meant that very little material of use to those interested in syntactic variation was collected. For instance, the 'questionnaire' material for the Survey of English Dialects (SED; Orton 1962) was designed to elicit only a minimal number of responses providing data for syntactic analysis, and although the incidental material provided some further material (cf . Upton et al 1994) , the amount of usable data is only a fraction of what is available for researchers interested in phonological variation in English dialects. This underscores the point that grammatical variation was not of primary concern to the SED compilers, and is a consequence of the research design: the objectives of the SED were primarily to investigate the reflexes of historical phonological changes as they were manifest in contemporary dialects (cf. Kretzschmar 1999), so it is not surprising that little in the way of syntactic material was collected. Whatever methods of data collection are adopted, they have a bearing for our understanding of what it is that a speaker knows when he or she exploits morphosyntactic variation.
More general issues of sociolinguistic theory are also relevant to the study of syntactic From a certain perspective, the MSV is merely a subcategory of general linguistic variables.
Adger (2006) suggests that one view of morphosyntactic variants sees them as akin to allophones/allomorphs: there is an abstract underlying unit which has a range of exponents.
He terms this Variation in Exponence (VE). On this interpretation, the variable is no different from a phoneme or morpheme. What distinguishes the variable from the phoneme/morpheme is that its variants of are not simply determined by the linguistic context in which they appear, nor are they simply in free variation. Rather they are more or less likely to be selected depending on the previous discourse, the speaker, the audience, and other psycholinguistic and sociolinguistic factors. In other words, the VE of variables is not only formal, but functional; not restricted to linguistic representation, but related to language in use.
Adger (2006) suggests that variation can arise in another fashion as well though: it can arise also from "the combinatorics of the syntactic system itself" (Adger 2006: 511) , with the variants depending on what are essentially different syntactic routes to the same outcome.
In a similar vein to Anttila's or Guy's work on phonology (Antilla 1997; Guy 1991), Adger argues that the combinatorics of the system can impact on the frequency of the variants.
However, even in such systems, matters of online production and interaction (such as ease of lexical access or choice of words appropriate to the interlocutor) will still impact on the probability particular lexical choices in particular situations.
While such practices work well for the MSVs 2 that can be straightforwardly tied to the choice of particular lexical or grammatical forms, the situation with syntactic variables (SVs)
-for example, word order variation -is more problematic. Jacobson (1980: 23-4) has argued that syntactic variants should:
(a) be descriptively synonymous transformations could be applied to this. As these transformations did not change meaning, and as meaning was read off of the 'kernel', we have two variants of a single underlying form. The early variable rules paradigm developed by Labov adopted an architecture related to the one just described, leading to the question of whether active and passive could be 2 Lavandera (1978: 175) argues that "units beyond phonology, let us say a morpheme, or a lexical item, or a syntactic construction, each have by definition a meaning. They are not like phonenes [sic] which, by definition, to not have any 'constancy of reference'". Such an analysis, however, presupposes a particular theory of grammar. While syntactic variables such as the agentless passive may well lack constancy of reference, the position with morphosyntactic variables is less clear, and certainly open to debate within and between different frameworks, as we argue immediately below.
