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Discrete-Valued Control by Sum-of-Absolute-Values
Optimization
Takuya Ikeda, Masaaki Nagahara, Senior Member, IEEE, Shunsuke Ono, Member, IEEE
Abstract—In this paper, we propose a new design method of
discrete-valued control for continuous-time linear time-invariant
systems based on sum-of-absolute-values (SOAV) optimization.
We first formulate the discrete-valued control design as a finite-
horizon SOAV optimal control, which is an extended version
of L1 optimal control. We then give simple conditions that
guarantee the existence, discreteness, and uniqueness of the SOAV
optimal control. Also, we give the continuity property of the value
function, by which we prove the stability of infinite-horizon model
predictive SOAV control systems. We provide a fast algorithm for
the SOAV optimization based on the alternating direction method
of multipliers (ADMM), which has an important advantage in
real-time control computation. A simulation result shows the
effectiveness of the proposed method.
Index Terms—Discrete-valued control, optimal control, convex
optimization, model predictive control.
I. INTRODUCTION
Discrete-valued control is a control mechanism that achieves
control objectives (e.g. stability) with control inputs taking
values in a finite alphabet (e.g. bang-bang control: 1-bit control
taking ±1). Discrete-valued control has a significant advantage
in networked control in which control signals are quantized
and transmitted through networks (see e.g. [1]); since discrete-
valued control signals need not be quantized, no quantization
error may occur. Also, discrete-valued control has important
applications in DC-DC conversion [2], class D amplifier [3],
hybrid power system [4], train control [5], hormone therapy
[6], to name a few.
A standard design method for discrete-valued control is
mixed-integer programming [7]. Although this directly gives
discrete-valued control, this method requires heavy compu-
tation, and hence it can be used only for relatively slow
plant such as a gas supply system reported in [7]. A more
tractable method is dynamic quantization proposed in [8], [9].
In this approach, a dynamic quantizer is designed such that the
quantizer mimics the ideal (i.e. no quantization) continuous
output, and the state space representation of the dynamic
quantizer is given in a closed form. This method, however,
assumes an infinite alphabet (e.g. the set of integers, Z).
Another approach is the control parametrization enhancing
transform proposed by [10], in which the optimal switching
times of a piecewise-constant (i.e. discrete-valued) control
input are computed. This approach assumes that the number
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of switching is previously known, which is in practice hard to
obtain.
Alternatively, we propose a novel method for discrete-
valued control based on the idea of the sum-of-absolute-values
(SOAV) optimization [11]. The proposed optimal control,
which we call the SOAV optimal control, is an extended version
of L1 optimal control [12] (also known as the minimum fuel
control [13]). The SOAV optimization is convex and hence the
solution can be obtained efficiently. In fact, as shown in Sec-
tion V-B, the optimization is solved, after time-discretization,
by the alternating direction method of multipliers (ADMM)
[14]–[16], which is a simple but much faster algorithm for
large scale problems than the standard interior point method
[17, Chap 11].
For theoretical analysis, we prove the existence, discrete-
ness, and uniqueness of the (finite-horizon) SOAV optimal
control under simple conditions (e.g. the plant model is con-
trollable, the A-matrix is nonsingular, and the finite alphabet
for the control includes 0). The obtained discrete-valued con-
trol is a piecewise constant signal, and we prove the number of
discontinuities, or switching times, is bounded. This property
is very important in particular for networked control since the
upper bound of the number of switching times, which can be
given before optimization, ensures the upper bound of the data
rate required to transmit the discrete-valued control.
We also prove that the value function, which is defined
as the optimal value of the cost function of the optimal
control problem, is a continuous and convex function of initial
states. This property is applied to prove the stability of the
model predictive control (MPC) feedback system based on
the finite-horizon SOAV optimal control. As mentioned above,
the SOAV optimal control can be obtained by the fast ADMM
algorithm, and hence the control is well-adapted for MPC.
The remainder of this paper is organized as follows: In
Section II, we give mathematical preliminaries for our subse-
quent discussion. In section III, we formulate optimal control
problem so that optimal controls have the desired discrete
values. After that, we examine optimal controls, and lead the
existence, discreteness, and uniqueness of the SOAV optimal
control. A numerical optimization algorithm based on ADMM
is also presented in this section. Section IV investigates the
continuity and the convexity of the value function in SOAV
optimal control. Section V gives the model predictive control
formulation and shows the stability. Section VI presents an ex-
ample of model predictive control to illustrate the effectiveness
of the proposed method. In Section VII, we offer concluding
remarks.
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II. MATHEMATICAL PRELIMINARIES
This section reviews basic definitions, facts, and notation
that will be used throughout the paper.
Let n be a positive integer. For a vector x ∈ Rn and a scalar
ε > 0, the ε-neighborhood of x is defined by B(x, ε) , {y ∈
R
n : ‖y − x‖ < ε}, where ‖ · ‖ denotes the Euclidean norm
in Rn. Let X be a subset of Rn. A point x ∈ X is called an
interior point of X if there exists ε > 0 such that B(x, ε) ⊂ X .
The interior of X is the set of all interior points of X , and we
denote the interior of X by intX . A set X is said to be open
if X = intX . A point x ∈ Rn is called an adherent point of
X if B(x, ε) ∩ X 6= ∅ for every ε > 0, and the closure of
X , denoted by X , is the set of all adherent points of X . A
set X ⊂ Rn is said to be closed if X = X . The boundary of
X , denoted by ∂X , is the set of all points in the closure of
X , not belonging to the interior of X , i.e., ∂X = X − intX ,
where X1 − X2 is the set of all points that belong to the set
X1 but not to the set X2. In particular, if X is closed, then
∂X = X − intX , since X = X . A set X ⊂ Rn is said to be
convex if, for any x, y ∈ X and any λ ∈ [0, 1], (1− λ)x+ λy
belongs to X .
A real-valued function f defined on Rn is said to be lower
semi-continuous on Rn if for every α ∈ R the set {x ∈ Rn :
f(x) > α} is open. It is known that if a function f is lower
semi-continuous on Rn, then
f(x) ≤ lim inf
y→x
f(y)
for every x ∈ Rn [18, pp. 32]. A real-valued function f defined
on a convex set C ⊂ Rn is said to be convex if
f
(
(1− λ)x + λy
)
≤ (1− λ)f(x) + λf(y),
for all x, y ∈ C and all λ ∈ (0, 1).
Let T > 0. For a continuous-time signal u(t) over a time
interval [0, T ], we define its L1 and L∞ norms respectively
by
‖u‖1 ,
∫ T
0
|u(t)|dt, and ‖u‖∞ , ess sup
t∈[0,T ]
|u(t)|.
We denote by m the Lebesgue measure on R.
III. DISCRETE-VALUED CONTROL PROBLEM
In this paper, we consider a linear time-invariant system
represented by
x˙(t) = Ax(t) +Bu(t), t ≥ 0 (1)
where x(t) ∈ Rn, u(t) ∈ R, A ∈ Rn×n, and B ∈ Rn×1. We
here assume single-input control for simplicity. For the system
(1), we assume discrete-valued control, that is, the control u(t)
can only take values in a fixed finite set (or finite alphabet)
U , {±U1,±U2, . . . ,±UN} (2)
where U1, . . . , UN are non-negative real numbers satisfying
0 ≤ Umin = U1 < U2 < · · · < UN = 1. (3)
Here we assume the maximum value UN = 1 without loss
of generality (otherwise, use B/UN instead of B in (1)). Let
an initial state ξ ∈ Rn and a finite time T > 0 are given.
The control objective is to obtain a discrete-valued control
u(t) ∈ U for t ∈ [0, T ] that steers the state x(t) from the
initial state ξ to the origin at time T . We will show in this
paper that such a discrete-valued control can be efficiently
obtained by sum-of-absolute-values (SOAV) optimal control
described below.
SOAV optimal control is an extended version of L1 optimal
control (also known as minimum-fuel control [13]). Let denote
by U(ξ) the set of all feasible controls that satisfy x(0) = ξ,
x(T ) = 0, and ‖u‖∞ ≤ 1 for the system (1). We assume
that U(ξ) is non-empty. This assumption is satisfied if T is
greater than the minimum time T ⋆ of the time optimal control
[19]. Then the L1 optimal control is a control that minimizes
the L1 cost function ‖u‖1 among all feasible u ∈ U(ξ). It is
known that the L1 optimal control takes only 0 and ±1 when
the system (1) is normal, that is, the coefficient matrix A is
non-singular and the pair (A,B) is controllable [13, Theorem
6-13]. In other words, if (1) is normal, then the L1 optimal
control gives a discrete-valued control on U with U1 = 0 and
U2 = 1 (N = 2). To extend this idea to a general set U as in
(2), we consider the following SOAV cost function:
J(u) =
N∑
i=1
wiφi(u), φi(u) , ‖u− Ui‖1 + ‖u+ Ui‖1 (4)
where w1, . . . , wN are weights satisfying w1 + w2 + · · · +
wN = 1. The motivation for this cost function is based on
the observation that if u(t) = Ui on a set I ⊂ [0, T ], then
u(t)−Ui = 0 on I, which is sparse and reduces the L1 norm
‖u− Ui‖1 as discussed in [12].
Let us formulate the associated optimal control problem as
follows.
Problem 1 (SOAV optimal control problem): For a given
initial state ξ ∈ Rn, find a feasible control u ∈ U(ξ) that
minimizes the SOAV cost function J(u) given in (4).
We will show that under some assumptions on the system
(1) and the initial state ξ, the SOAV optimal control takes its
values in the set U.
A. Existence
Here we show the existence theorem for the SOAV optimal
control.
Let us define the reachable set of initial values from which
the state x(t) in (1) is steered to the origin by some control
u(t), t ∈ [0, T ] with ‖u‖∞ ≤ 1.
Definition 1 (reachable set): For the system (1), the reach-
able set R at time T is defined by
R ,
{∫ T
0
e−AtBu(t)dt : ‖u‖∞ ≤ 1
}
⊂ Rn.
Then we have the following existence theorem.
Theorem 1 (existence): For each initial state in the reachable
set R, there exists an SOAV optimal control.
Proof: Let an initial state ξ ∈ R be fixed. The feasible
control set U(ξ) can be described by
U(ξ) =
{
u ∈ L1 :
∫ T
0
e−AtBu(t)dt = −ξ, ‖u‖∞ ≤ 1
}
.
(5)
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Since the set U(ξ) is non-empty, we can define
θ , inf{J(u) : u ∈ U(ξ)}.
Then there exists a sequence {ul}l∈N ⊂ U(ξ) such that
liml→∞ J(ul) = θ, ‖ul‖∞ ≤ 1, and
ξ = −
∫ T
0
e−AtBul(t)dt. (6)
Since the set {u ∈ L∞ : ‖u‖∞ ≤ 1} is sequentially compact
in the weak∗ topology of L∞ [20, Theorem A.9], there exist
a measurable function u∞ with ‖u‖∞ ≤ 1 and a subsequence
{ul′} such that {ul′} converges to u∞ in the weak∗ topology
of L∞, that is, we have
lim
l′→∞
∫ T
0
(
ul′(t)− u∞(t)
)
f(t)dt = 0 (7)
for any f ∈ L1. Since (6) satisfies for l = l′, we have
ξ = −
∫ T
0
e−AtBu∞(t)dt
and hence u∞ ∈ U(ξ). Put
J±l′ ,
N∑
i=1
wi
∫ T
0
(ul′(t)± Ui)sgn(u∞(t) − Ui)dt (8)
where the function sgn is defined by
sgn(v) =
{
v/|v|, if v 6= 0,
0, if v = 0.
From (7), we have
lim
l′→∞
J±l′ =
N∑
i=1
wi‖u∞ ± Ui‖1.
Let Jl′ , J+l′ + J
−
l′ . Then the above equation gives
lim
l′→∞
Jl′ = lim
l′→∞
(J+l′ + J
−
l′ ) = J(u∞). (9)
Also, from (4) and (8), we have
Jl′ ≤ |Jl′ | ≤
N∑
i=1
wiφi(ul′) = J(ul′) (10)
for each l′ ∈ N. Since the sequence {J(ul)} converges to θ
as l → ∞, the subsequence {J(ul′)} has the same limit θ.
Therefore we have
J(u∞) = lim
l′→∞
Jl′ ≤ lim
l′→∞
J(ul′) = θ (11)
from (9) and (10). On the other hand, since u∞ ∈ U(ξ), we
have J(u∞) ≥ θ. This with (11), we have J(u∞) = θ, and
u∞ is an optimal control for the initial state ξ.
B. Discreteness of SOAV optimal control
Here we show the SOAV optimal solution is a discrete-
valued control on U. The following theorem is one of the
main results.
Theorem 2 (discreteness): Assume that the coefficient ma-
trix A is non-singular and the pair (A,B) is controllable. If an
SOAV optimal control u∗ exists, then either of the followings
holds.
(i) u∗(t) ∈ U for almost all t ∈ [0, T ].
(ii) ‖u∗‖∞ ≤ Umin.
In particular, if Umin = 0, then u∗(t) takes a value in U for
almost all t ∈ [0, T ].
Proof: The Hamiltonian H for the SOAV optimal control
problem is defined by
H(x, u, p) , L(u) + pT(Ax +Bu)
where
L(u) ,
N∑
i=1
wi(|u − Ui|+ |u+ Ui|)
and p is the costate vector. Let x∗ denote the trajectory cor-
responding to u∗. From Pontryagin’s minimum principle [13],
there exists a costate vector p∗ satisfying H(x∗, u∗, p∗) ≤
H(x∗, u, p∗), or
L(u∗) + (p∗)TBu∗ ≤ L(u) + (p∗)TBu (12)
for every u with |u| ≤ 1. Therefore, the optimal control is
the minimizer of the right hand side of (12), which can be
obtained analytically as follows.
An elementary computation yields
L(u) =


−aku+ bk, if u ∈ [−Uk+1,−Uk],
2
∑N
i=1 wiUi, if u ∈ [−Umin, Umin],
aku+ bk, if u ∈ [Uk, Uk+1]
(13)
for k = 1, 2, . . . , N − 1, where
ak , 2
k∑
i=1
wi, bk , 2
N∑
i=k+1
wiUi, k = 1, 2, . . . , N − 1.
(14)
Put q(t) , p∗(t)TB ∈ R, f(u) , L(u) + qu, and
ck ,


−aN−k + q, k = 1, . . . , N − 1,
q, k = N,
ak−N + q, k = N + 1, . . . , 2N − 1.
From (13) and (14), it is easily shown that f(u) is continuous
and c1 < c2 < · · · < c2N−1. Then we have the following.
1) If c1 > 0, then
arg min
|u|≤1
f(u) = −UN = −1.
2) If ck < 0 and ck+1 > 0 for k ∈ {1, 2, . . . , 2N − 2},
then we have
c1 < · · · < ck < 0 < ck+1 < · · · < c2N−1.
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This implies that
arg min
|u|≤1
f(u) =


−UN−k, k = 1, . . . , N − 1,
Umin, k = N,
Uk−N+1, k = N + 1, . . . , 2N − 2.
3) If c2N−1 < 0, then we have
c1 < c2 < · · · < c2N−1
and hence
arg min
|u|≤1
f(u) = UN = 1.
4) If ck = 0 for k ∈ {1, 2, . . . , 2N − 1}, then we have
arg min
|u|≤1
f(u)
∈


[−UN−k+1,−UN−k], k = 1, . . . , N − 1,
[−Umin, Umin], k = N,
[Uk−N , Uk−N+1], k = N + 1, . . . , 2N − 1.
In this case, the minimizer of f(u) is not determined
uniquely.
In summary, the minimizer of f(u), that is the SOAV optimal
control u∗, is given by
u∗(t) =


−1, if aN−1 < q(t),
−UN−k, if aN−k−1 < q(t) < aN−k,
−Umin, if 0 < q(t) < a1,
Umin, if − a1 < q(t) < 0,
Uk+1, if − ak+1 < q(t) < −ak,
1, if q(t) < −aN−1
where k = 1, 2, . . . , N − 2 and
u∗(t) ∈


[−UN−k+1,−UN−k], if q(t) = aN−k,
[−Umin, Umin], if q(t) = 0,
[Uk, Uk+1], if q(t) = −ak
(15)
where k = 1, 2, . . . , N − 1.
Next we claim that
m
(
{t ∈ [0, T ] : q(t) = ±ak}
)
= 0 (16)
for every k ∈ {1, 2, . . . , N − 1}, where m denotes the
Lebesgue measure. Let k ∈ {1, 2, . . . , N − 1} be fixed, and
assume m({t ∈ [0, T ] : q(t) = ak}) > 0. Then we have
q(t) = p∗(t)TB = ak (17)
on a set E ⊂ [0, T ] with m(E) > 0. From Pontryagin’s
minimum principle, we have
p˙∗(t) = −ATp∗(t) (18)
for t ∈ [0, T ], and hence we have p∗(t)TAB = 0 for t ∈ E
by differentiating (17). Again, by differentiating this equation,
we also have p∗(t)TA2B = 0 for t ∈ E from (18). Repeating
this yields p∗(t)TAlB = 0 on E for every l ∈ N. Therefore
we have
p∗(t)TA
[
B AB . . . An−1B
]
= 0 (19)
for t ∈ E. Since ak 6= 0 for every k ∈ {1, . . . , N − 1}, it
follows from (17) that p∗(t) is not identically 0 on [0, T ], and
hence the determinant of A[B AB . . .An−1B] is 0. However,
this contradicts to the assumption that the matrix A is non-
singular and the pair (A,B) is controllable. Therefore m({t ∈
[0, T ] : q(t) = ak}) = 0 holds for every k ∈ {1, . . . , N − 1}.
Similarly, we can also prove that m({t ∈ [0, T ] : q(t) =
−ak}) = 0 for every k ∈ {1, 2, . . . , N − 1}, and hence (16)
holds for every k ∈ {1, 2, . . . , N − 1}.
Next, let assume m({t ∈ [0, T ] : q(t) = 0}) > 0. Then
we have p∗(t)TB = 0 on a set F ⊂ [0, T ]. From (18), by a
similar computation as above, we have the relation (19) for
t ∈ F . Since the matrix A[B AB . . .An−1B] is non-singular
from the assumption, it follows that
p∗(t) = 0, ∀t ∈ F. (20)
Since we have p∗(t) = e−ATtp0 on [0, T ] for some p0 ∈
R
n from (18), it follows from (20) that p0 = 0, and hence
p∗(t) = 0 on [0, T ]. Then q(t) = p∗(t)TB = 0 on [0, T ], and
we have ‖u∗‖∞ ≤ U1 = Umin from (15). Therefore, if q(t) is
0 on a set with positive measure, then the optimal control u∗
satisfies ‖u∗‖∞ ≤ Umin, and otherwise, the optimal control
takes discrete values ±U1, . . . ,±UN for almost all t ∈ [0, T ].
Theorem 2 suggests that if Umin = 0 then the SOAV optimal
control is a discrete-valued control that takes values in U.
Otherwise, it is useful to derive a condition for the optimal
control u∗ to satisfy the statement (i) in Theorem 2. In fact,
it will be shown that there exists a subset of Rn such that if
an initial state ξ is in this set then the SOAV optimal control
takes values in U. To derive such a subset, we prepare the
following lemmas.
Lemma 1: The cost function J has the minimum value
Jmin , 2T
N∑
i=1
wiUi
on the set {u ∈ L1 : ‖u‖∞ ≤ 1}.
Proof: See Appendix A.
Lemma 2: Let Rmin be the set of all initial values at which
the optimal value is equal to Jmin. Then we have
Rmin =
{∫ T
0
e−AtBu(t)dt : ‖u‖∞ ≤ Umin
}
.
In particular, if Umin = 0, then we have Rmin = {0}.
Proof: See Appendix B.
Now let us state the following theorem on the discreteness
of the SOAV optimal control.
Theorem 3 (discreteness for nonzero Umin): Assume that
A is non-singular and the pair (A,B) is controllable. If ξ ∈
R−Rmin, then the optimal controls take values in U almost
everywhere in [0, T ]. Otherwise, if ξ ∈ Rmin, then the optimal
controls take values less than or equal to Umin on [0, T ].
Proof: This follows from Theorem 1, Theorem 2, Lemma
1 and Lemma 2, immediately.
Next, we show the uniqueness theorem of the SOAV optimal
control.
Theorem 4 (uniqueness): Assume that A is non-singular and
the pair (A,B) is controllable. Then the SOAV optimal control
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for the initial state ξ ∈ R − Rmin is unique. In particular, if
Umin = 0, the SOAV optimal control is unique for any initial
state ξ ∈ R.
Proof: Fix an initial state ξ ∈ R−Rmin, and let u1 and
u2 be optimal controls for ξ. Then we have
J(u1) = J(u2) ≤ J(u) (21)
for all u ∈ U(ξ). For any λ ∈ (0, 1), the control λu1 + (1 −
λ)u2 is feasible for ξ, and hence the convexity of the cost
function J and (21) yields
J(u1) ≤ J(λu1+(1−λ)u2) ≤ λJ(u1)+(1−λ)J(u2) = J(u1)
which means J(λu1 + (1− λ)u2) = J(u1). Therefore λu1 +
(1− λ)u2 is an optimal control for ξ.
Put
E1 = {t ∈ [0, T ] : u1(t) ∈ U},
E2 = {t ∈ [0, T ] : u2(t) ∈ U},
F = {E1 ∩ E2 : u1(t) = u2(t)},
G = {E1 ∩E2 : u1(t) 6= u2(t)}.
From theorem 3, we have m(E1) = m(E2) = T , and then
we also have m(E1 ∩ E2) = T .
Here, there exist some λ ∈ (0, 1) such that λu1(t) + (1 −
λ)u2(t) 6∈ U for any t ∈ G, from the gap between the
uncountability of (0, 1) and the countability of U. It follows
from the optimality of the control λu1 + (1 − λ)u2 for such
λ and Theorem 3 that m(G) = 0. Therefore we have
m(F ) = m(F ) +m(G) = m(E1 ∩ E2) = T,
and then
T = m(F ) ≤ m({t ∈ [0, T ] : u1(t) = u2(t)}) ≤ T,
which yields
m({t ∈ [0, T ] : u1(t) = u2(t)}) = T.
This means the uniqueness.
From the above discussion, the SOAV optimal control can
give a discrete-valued control taking values in U under some
assumptions on the system (1) and the initial state ξ. A
discrete-valued control is a piecewise constant signal, and
changes its value at switching instants. It is undesirable for real
applications if the number of switching were infinite, however
it never happens. In fact, we have the following theorem that
gives an upper bound of the number of switching.
Theorem 5 (number of switching): Assume that A is non-
singular and the pair (A,B) is controllable. Then the number
M of switching of the SOAV optimal control for each initial
state ξ ∈ R−Rmin satisfies
M < n(2N − 1)(1 + ΩT/π), (22)
where Ω is the largest imaginary part of the eigenvalues of A.
In particular, if Umin = 0, then the number M of switching
for each initial state ξ ∈ R satisfies
M < 2n(N − 1)(1 + ΩT/π). (23)
Proof: Fix arbitrarily an initial state ξ ∈ R−Rmin, and let
u∗ be the SOAV optimal control for the initial state ξ. From
the proof of Theorem 2, u∗(t) has discontinuities at points
such that q(t) = p∗(t)TB ∈ S , {0,±a1, . . . ,±aN−1},
where ak is defined in (14). Take arbitrarily an element a ∈ S.
Since p∗(t) = e−ATtp0 for some p0 ∈ Rn, we have q(t) =
pT0 e
−AtB. Therefore q(t) = a implies a− pT0 e−AtB = 0, or[
a −pT0
]
exp
([
0 0
0 A
]
t
)[
1
B
]
= 0.
The number of zeros on [0, T ] of the function on the left hand
side is less than n(1 + TΩ/π) according to [21]. Counting
the elements of the set S = {0,±a1, . . . ,±aN−1} yields the
estimate (22). In particular, if Umin = 0, the switching instants
of the SOAV optimal control for ξ ∈ R consist of all t such
that q(t) ∈ {±a1, . . . ,±aN−1}, and the estimate (23) holds.
IV. VALUE FUNCTION
In this section, we investigate the value function in the
SOAV optimal control. The value function is the optimal value
of the SOAV optimal control, defined by
V (ξ) , min{J(u) : u ∈ U(ξ)}, ξ ∈ R
where J(u) is defined in (4). From the existence theorem
(Theorem 1), this is well-defined. In this section, we will
show the continuity of the value function V (ξ). This property
plays an important role to prove the stability when the optimal
control is extended to model predictive control (see Section
V below). To prove the continuity, the following lemmas are
fundamental.
Lemma 3: The value function V (ξ) is convex on R.
Proof: See Appendix C.
Lemma 4: For α ≥ Jmin, let
Rα ,
{∫ T
0
e−AtBu(t)dt : ‖u‖∞ ≤ 1, J(u) ≤ α
}
.
Then the set Rα is closed for every α ≥ Jmin.
Proof: See Appendix D.
Lemma 5: If the pair (A,B) is controllable, then we have
R = {ξ : V (ξ) ≤ 2T }.
In particular,
∂R = {ξ : V (ξ) = 2T }.
Proof: See Appendix E.
From these lemmas, we show the continuity of the value
function V (ξ) based on the discussion given in [22].
Theorem 6 (continuity of V ): If the pair (A,B) is control-
lable, then V (ξ) is continuous on R.
Proof: Define
V (ξ) ,
{
V (ξ), ξ ∈ R,
2T, ξ ∈ Rn −R.
It is sufficient to show that V (ξ) is continuous on Rn.
First, we show that V (ξ) is continuous at every ξ ∈ ∂R.
Fix ξ ∈ ∂R. For α that satisfies α ≥ 2T or α < Jmin, the
set {ξ : V (ξ) > α} is empty or Rn, respectively. For α with
Jmin ≤ α < 2T , we have
{ξ : V (ξ) > α} = Rn − {ξ : V (ξ) ≤ α}
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which is open from Lemma 4 since
{ξ : V (ξ) ≤ α} = {ξ : V (ξ) ≤ α} = Rα.
It follows that the set {ξ : V (ξ) > α} is open for every real
number α, and hence V (ξ) is lower semi-continuous on Rn.
Then we have
V (ξ) ≤ lim inf
η→ξ
V (η). (24)
On the other hand, we have
lim sup
η→ξ
V (η) ≤ 2T, (25)
from Lemma 5. Therefore,
V (ξ) ≤ lim inf
η→ξ
V (η) ≤ lim sup
η→ξ
V (η) ≤ 2T = V (ξ)
from (24), (25), and Lemma 5. This yields
V (ξ) = lim
η→ξ
V (η)
which means that V (ξ) is continuous at every ξ ∈ ∂R.
Since V (ξ) is convex on R from Lemma 3 and R contains
the origin in its interior from the controllability of the pair
(A,B) [19, Theorem 17.3, Corollary 17.1], V (ξ) is continuous
at every point in intR [23, Theorem 10.1, p.44].
Therefore V (ξ) is continuous on Rn, and then V (ξ) is
continuous on R.
V. AN EXTENSION TO MPC
In this section, we extend the finite-horizon SOAV optimal
control discussed above to infinite-horizon model predictive
control (MPC).
Suppose that we are given a sequence {tk}k∈N of sampling
instants. We assume that
0 = t0 < t1 < t2 < · · · (26)
and there exists τ > 0 such that
τ ≤ tk+1 − tk ≤ T, k = 0, 1, 2, . . . (27)
We also assume that the initial state x(0) = x0 ∈ R is given.
At each sampling instant tk, the SOAV optimal control, say
uk, with horizon length T is computed by solving the SOAV
optimal control problem (Problem 1) with ξ = x(tk). We
then apply uk(t) on the k-th time interval [tk, tk+1]. If each
optimization has the optimal solution, then this process gives
a control
u(t) = uk(t− tk), t ∈ [tk, tk+1], k = 0, 1, 2, . . . (28)
From the assumptions (26) and (27), the control u(t) is defined
for all t ∈ [0,∞).
A. Stability
Here we investigate the stability of the closed-loop system
with the model predictive control given in (28). More precisely,
the question here is whether the origin is stable in the sense of
Lyapunov regardless of the choice of sampling instants {tk}
with the control (28).
Note that the state x(t) for t ∈ [0, t1] obviously exists in
the reachable set R while the control u0 is used, since every
point out of the set R needs a time duration more than T
to be steered to the origin by any control v with ‖v‖∞ ≤ 1.
Therefore, we have x(t1) ∈ R, and the next optimal control u1
exists on the next interval [t1, t2]. Then the state x(t) for t ∈
[t1, t2] lies in the reachable set R while the control u1 is used.
It follows that the state x(t) lies in the reachable set R for
all t ∈ [0,∞) under this situation and each optimization has
the optimal solution, and hence the control u is well defined.
Then the continuity of the value function (Theorem 6) leads
to the stability of the closed-loop system, as described in the
following theorem.
Theorem 7 (stability): If the pair (A,B) is controllable and
Umin = 0, then the origin is stable in the sense of Lyapunov
regardless of the choice of the sampling instants t0, t1, . . .
that satisfy (26) and (27) when we use the control u defined
in (28).
Proof: Fix a sequence {tk}∞k=0 of sampling instants that
satisfy (26) and (27). Also fix a positive real number ε > 0.
We can take a real number r ∈ (0, ε) such that
Br , {ξ ∈ R
n : ‖ξ‖ ≤ r} ⊂ R
since R contains the origin in its interior from the controlla-
bility of the pair (A,B). From Theorem 6, V (ξ) is continuous
on ∂Br, and then we can define
α , min
‖ξ‖=r
V (ξ).
From Lemma 2, we have V (ξ) > Jmin for the initial state
ξ 6= 0, and hence α > Jmin. Take β ∈ (Jmin, α). Then the set
Rβ ∩∂Br is empty, and Rβ contains the origin and is convex.
Hence we have Rβ ⊂ intBr. From the continuity of V (ξ) at
the origin, there exists δ > 0 such that ‖ξ‖ ≤ δ implies
Jmin ≤ V (ξ) ≤ β. (29)
When we use the control u defined in (28) for ξ with ‖ξ‖ ≤ δ,
it is clear that we have
V (xξ(t)) ≤ V (ξ), ∀t ≥ 0 (30)
where xξ(t) is the state with xξ(0) = ξ and is obtained by
using u. Therefore for ξ with ‖ξ‖ ≤ δ we have V (xξ(t)) ≤ β
for all t ≥ 0 from (29) and (30). Since Rβ ⊂ Br ⊂ Bε, for
any initial state ξ with ‖ξ‖ ≤ δ we have xξ(t) ∈ Bε for all
t ≥ 0, which means that the origin is stable in the sense of
Lyapunov.
B. Numerical Optimization
Here we propose a numerical computation algorithm to
solve the (finite-horizon) SOAV optimal control problem to
obtain a discrete-valued control input.
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For simple plants, such as single or double integrators,
the discrete-valued control can be obtained in a closed form
via Pontryagin’s minimum principle as the discussion in [13,
Chap. 8] for L1 optimal control. However, for general linear
time-invariant plants, one should rely on numerical compu-
tation. For this, we adopt a time discretization approach to
solve the SOAV control problem. This approach is standard for
numerical optimization; see e.g. [24, Sec. 2.3]. We then derive
an algorithm for the optimization based on the alternating
direction method of multipliers (ADMM) [14]–[16]. This
algorithm is simple but much faster than the standard interior
point method.
We first divide the interval [0, T ] into ν subintervals,
[0, T ] = [0, h) ∪ · · · ∪ [(ν − 1)h, νh], where h is the dis-
cretization step chosen such that T = νh. We here assume
(or approximate) that the state x(t) and the control u(t) are
constant over each subinterval. On the discretization grid,
t = 0, h, . . . , νh, the continuous-time plant (1) is described
as
xd[l + 1] = Adxd[l] +Bdud[l], l = 0, 1, . . . , ν − 1
where xd[l] , x(lh), ud[l] , u(lh), and
Ad , e
Ah, Bd ,
∫ h
0
eAtBdt.
Set the control vector
z ,
[
ud[0], ud[1], . . . , ud[ν − 1]
]T
.
Let ξ be the initial state, that is, x(0) = ξ. Then the final state
x(T ) can be described as
x(T ) = xd[ν] = ζ +Φz
where ζ , Aνdξ and
Φ ,
[
Aν−1d Bd, A
ν−2
d Bd, . . . , Bd
]
∈ Rn×ν .
Rename the discrete values in U as
r1 , −UN , r2 , −UN+1, . . . , rL , UN
where L , 2N and the weights for J(u) in (4) as
p1 = pL , wN , p2 = pL−1 , wN−1, . . . , pN = pN+1 , w1.
Then the SOAV optimal control problem is approximated by
minimize
z∈Rν
L∑
i=1
pi‖z − ri‖ℓ1
subject to ‖z‖ℓ∞ ≤ 1, Φz + ζ = 0,
(31)
where ‖ · ‖ℓ1 and ‖ · ‖ℓ∞ are the ℓ1 and ℓ∞ norms in
R
ν
, respectively. The optimization problem (31) is reducible
to linear programming [11], and can be solved by standard
numerical software packages, such as cvx with MATLAB
[25], [26], based on the interior point method. However, for
large scale problems, the computational burden of such an
algorithm becomes heavy, and hence we give a more efficient
algorithm based on ADMM.
1) Alternating direction method of multipliers (ADMM):
We here briefly review the ADMM algorithm. The ADMM
solves the following type of convex optimization.
minimize
z∈RN1 ,y∈RN2
f(z) + g(y)
subject to y = Ψz
(32)
where f : RN1 7→ R∪{∞} and g : RN2 7→ R∪{∞} are proper
lower semi-continuous convex functions, and Ψ ∈ RN2×N1 .
The algorithm of ADMM is given, for y[0], w[0] ∈ RN2 and
γ > 0, by

z[j + 1]← arg min
z∈RN1
{
f(z) + 12γ
∥∥y[j]−Ψz − w[j]∥∥2}
y[j + 1]← proxγg
(
Ψz[j + 1] + w[j]
)
w[j + 1]← w[j] + Ψz[j + 1]− y[j + 1]
(33)
for j = 0, 1, 2, . . . , where proxγg denotes the proximity
operator of γg defined by
proxγg(z) , arg min
y∈RN2
γg(y) +
1
2
‖z − y‖2.
We recall a convergence analysis of ADMM by Eckstein-
Bertsekas [15].
Theorem 8 (Convergence of ADMM [15]): Consider the
optimization problem (32). Assume that ΨTΨ is invertible
and that a saddle point of its unaugmented Lagrangian
L0(z, y, w) , f(z) + g(y) − (Ψz − y)Tw exists. Then
the sequence {(z[j], y[j])}j∈N generated by Algorithm (33)
converges to a solution of (32).
2) Reformulation into ADMM-applicable form: In what
follows, we reformulate our optimization problem described
in (31) into the standard form in (32) to apply ADMM.
Let Ω1 , {z ∈ Rν | ‖z‖ℓ∞ ≤ 1} be the unit-ball of the
infinity norm, and Ω2 , {−ζ} be the singleton consisting of
the vector −ζ. Define the indicator function of a nonempty
closed convex set by
ιΩ(z) ,
{
0, if z ∈ Ω,
∞, otherwise.
Then, we can rewrite the optimization problem (31) as
minimize
z∈Rν
L∑
i=1
pi‖z − ri‖ℓ1 + ιΩ1 (z) + ιΩ2(Φz). (34)
Introducing new variables y1, . . . , yL+2 such that yi = z (i =
1, . . . , L+ 1), and yL+2 = Φz, we can translate (34) into
minimize
z∈RN1 ,y∈RN2
L∑
i=1
pi‖yi − ri‖ℓ1 + ιΩ1 (yL+1) + ιΩ2(yL+2)
subject to y = Ψz
(35)
where N1 , ν, N2 , (L+1)ν+n, y , [yT1 . . . yTL+2]T ∈ RN2 ,
and
Ψ ,
[
I . . . I ΦT
]T
∈ RN2×N1 .
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Finally, by setting
f(z) , 0,
g(y) ,
L∑
i=1
pi‖yi − ri‖ℓ1 + ιΩ1(yL+1) + ιΩ2(yL+2)
the optimization problem (35) is reduced to the standard from
of (32).
3) Computation: Since f = 0, the first step of (33) becomes
strictly convex quadratic minimization, which boils down to
solving linear equations, that is,
z[j + 1] = arg min
z∈Rν
1
2γ ‖y[j]−Ψz − w[j]‖
2
= (ΨTΨ)−1ΨT(y[j]− w[j])
=
(
(L+ 1)I +ΦTΦ
)−1
v[j]
where
v[j] ,
L+1∑
i=1
(yi[j]− wi[j]) + Φ
T(yL+2[j]− wL+2[j]).
Note that the inverse matrix
(
(L + 1)I + ΦTΦ
)−1
can be
computed off-line.
On the other hand, the second step of (33) can be separated
with respect to each yi. For yi (i = 1, . . . , L), we have to
compute the proximity operator of the ℓ1 norm with shift ri,
which is reduced to a simple soft-thresholding operation: for
l = 1, . . . , ν,
[
proxγpi‖·−ri‖1(z)
]
(l)
= ri + proxγpi|·|(z(l) − ri)
= ri + sgn(z(l) − ri(l))max{|z(l) − ri| − γpi, 0}
where (·)(l) denotes the l-th entry of a vector. Here we use
the shift property of the proximity operator (see, e.g., [27]).
For yL+1 and yL+2, the computation of the proximity
operators of the indicator functions are required. Since the
proximity operator of the indicator function of a nonempty
closed convex set Ω equals to the metric projection PΩ onto
Ω, the updates of yL+1 and yL+2 are reduced to calculating
PΩ1 and PΩ2 , respectively. We can compute PΩ1 as follows:
PΩ1(z) ,
{
z, if ‖z‖ℓ∞ ≤ 1,
z˜, otherwise
where
z˜ ,
[
sgn(z(1))min{|z(1)|, 1} . . . sgn(z(ν))min{|z(ν)|, 1}
]T
.
Meanwhile, PΩ2 = P{−ζ} is simply give by
PΩ2(z) , −ζ.
As addressed in [16], ADMM tends to converge to modest
accuracy within a few tens of iterations. This property is
favorable in real-time control systems.
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Fig. 1. Discrete-valued control by SOAV MPC.
VI. EXAMPLE
In this section, we give an example of model predictive
control based on the SOAV optimal control. Let us consider
the plant model represented in
x˙(t) =
[
0 1
−2 −1
]
x(t) +
[
0
1
]
u(t), t ≥ 0.
For this system, we consider the following SOAV optimal
control problem:
minimize J(u) =
4∑
i=1
wiφi(u)
subject to x(0) = [5, 5]T, x(5) = 0, ‖u‖∞ ≤ 1
where wi = 0.1i (i = 1, 2, 3, 4), and U1 = Umin = 0, U2 =
0.2, U3 = 0.6 and U4 = 1. The sampling instants are taken as
t1 = 4, t2 = 8, t3 = 9 and t4 = 10. Fig. 1 shows the control u
defined by (28) and Fig. 2 shows the state trajectory according
to u. Certainly, we can see that the control u takes only discrete
values 0, ±0.2, −0.6 and −1, and the state converges to the
origin.
VII. CONCLUSION
In this paper, we have proposed sum-of-absolute-values
(SOAV) optimization for discrete-valued control. We have
shown the existence and uniqueness theorems of the SOAV
optimal control. We have also given conditions for the SOAV
optimal control to generate a discrete-valued control signal.
The obtained discrete-valued control has a finite number
of switching, of which an upper bound has been derived.
Furthermore we have investigated the continuity of the value
function, by which the stability has been proved when the
(finite-horizon) SOAV optimal control is extended to model
predictive control (MPC). For MPC, a fast algorithm based on
ADMM is proposed. A simulation result has been illustrated
to show the effectiveness of the proposed method.
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APPENDIX A
PROOF OF LEMMA 1
First, we show that the value of the cost function J(u) for
each u ∈ {u ∈ L1 : ‖u‖∞ ≤ 1} is greater than or equal to
Jmin, and then we show the minimum Jmin is achieved by
u = 0.
Fix a control u with ‖u‖∞ ≤ UN = 1, and define
E , {t ∈ [0, T ] : −U1 ≤ u(t) ≤ U1},
E+k , {t ∈ [0, T ] : Uk < u(t) ≤ Uk+1},
E−k , {t ∈ [0, T ] : −Uk+1 ≤ u(t) < −Uk}
(36)
where k = 1, 2, . . . , N−1. Let γ , m(E) and γ±k , m(E
±
k ).
Since these sets are pairwise disjoint and satisfy
E ∪
N−1⋃
k=1
(E+k ∪ E
−
k ) = [0, T ]
we have
γ +
N−1∑
k=1
(γ+k + γ
−
k ) = T (37)
from the countable additivity of the Lebesgue measure. Let
λ±k , ±
∫
E
±
k
u(t)dt.
An elementary computation yields
φi(u) =
∫ T
0
(
|u(t)− Ui|+ |u(t) + Ui|
)
dt
= 2Ui
(
γ +
i−1∑
k=1
(γ+k + γ
−
k )
)
+ 2
N−1∑
k=i
(λ+k + λ
−
k )
for i = 1, 2, . . . , N , where we define
∑0
k=1 = 0 and
∑N−1
k=N =
0. Then for k = i, i+ 1, . . . , N − 1, we have
λ±k = ±
∫
E
±
k
u(t)dt ≥ Ukγ
±
k ≥ Uiγ
±
k .
It follows from (37) that
φi(u) ≥ 2Ui
(
γ +
N−1∑
k=1
(γ+k + γ
−
k )
)
= 2UiT
and hence
J(u) ≥ 2T
N∑
i=1
wiUi = Jmin.
Therefore the cost function J(u) takes values greater than or
equal to Jmin, and J(u) attains the minimum Jmin when u =
0.
APPENDIX B
PROOF OF LEMMA 2
Fix an initial state
ξ ∈
{∫ T
0
e−AtBu(t)dt : ‖u‖∞ ≤ Umin
}
.
Then there exists a control u satisfying
ξ =
∫ T
0
e−AtBu(t)dt, ‖u‖∞ ≤ Umin.
Since −u is feasible for ξ and −u(t) ∈ [−Umin, Umin] for
almost all t ∈ [0, T ], we have
J(−u) = 2T
N∑
i=1
wiUi = Jmin.
It follows that −u is an optimal control, and hence ξ ∈ Rmin.
Conversely, take an initial state ξ ∈ Rmin and let u∗ denote
the optimal control that satisfies J(u∗) = Jmin. Define sets
E+k , E
−
k and E as in the proof of Lemma 1. Then we can
easily show that ∫
E
±
k
(±u∗(t)− Uk)dt = 0
for every k = 1, 2, . . . , N−1. Since u∗(t)−Uk and −u∗(t)−
Uk are positive on E+k and E
−
k for every k respectively, we
have m(E±k ) = 0 for every k. Therefore m(E) = T from
(37), that is, ‖ − u∗‖∞ ≤ U1 = Umin. Also, since the control
u∗ steers the initial state ξ to the origin at time T , we have
ξ =
∫ T
0
e−AtB
(
−u∗(t)
)
dt
and it follows that
ξ ∈
{∫ T
0
e−AtBu(t)dt : ‖u‖∞ ≤ Umin
}
.
APPENDIX C
PROOF OF LEMMA 3
Fix initial states ξ, η ∈ R and a scalar λ ∈ (0, 1). From
Theorem 1, there exist optimal controls uξ and uη for the
initial states ξ and η, respectively. Then we have λξ + (1 −
λ)η ∈ R since R is convex, and the control λuξ+(1−λ)uη is
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feasible for the initial state λξ+(1−λ)η. From the convexity
of φi in J(u) (see (4)), we have
V
(
λξ + (1− λ)η
)
≤ J
(
λuξ + (1− λ)uη
)
=
N∑
i=1
wiφi
(
λuξ + (1− λ)uη
)
≤
N∑
i=1
wi
(
λφi(uξ) + (1 − λ)φi(uη)
)
= λJ(uξ) + (1 − λ)J(uη)
= λV (ξ) + (1− λ)V (η).
APPENDIX D
PROOF OF LEMMA 4
First, we note that the set Rα is well defined for α ≥ Jmin
since Jmin is the minimum of the cost function from Lemma 1.
Fix α ≥ Jmin, and take a sequence {ξl} in Rα that
converges to ξ∞ ∈ Rn. It is sufficient to show that ξ∞ ∈ Rα.
For each ξl ∈ Rα, there exists a control ul such that
ξl =
∫ T
0
e−AtBul(t)dt, ‖ul‖∞ ≤ 1, J(ul) ≤ α.
Since the set {u ∈ L∞ : ‖u‖∞ ≤ 1} is sequentially com-
pact in the weak∗ topology of L∞, there exist a measurable
function u∞ with ‖u∞‖∞ ≤ 1, and a subsequence {ul′} such
that {ul′} converges to u∞ in the weak∗ topology of L∞.
Clearly, we have
ξ∞ =
∫ T
0
e−AtBu∞(t)dt.
Define J±l′ as (8) and Jl′ , J+l′ + J−l′ . Then we have
J(u∞) = lim
l′→∞
Jl′ ≤ lim
l′→∞
J(ul′) ≤ α
which is verified from (9) and (10). It follows that ξ∞ ∈ Rα.
APPENDIX E
PROOF OF LEMMA 5
First, we show
∂R = {ξ : V (ξ) = 2T }. (38)
Fix ξ ∈ ∂R, then the feasible control for the initial state ξ is
only the time optimal control, which is determined uniquely
and takes only ±1 for almost all t ∈ [0, T ] since the pair
(A,B) is controllable [28], [19, Theorem 12.1]. Let us denote
the time optimal control by u⋆, and let F+, F− ⊂ [0, T ] be
the set on which u⋆ takes 1 and −1, respectively, that is,
u⋆(t) =
{
1, if t ∈ F+,
−1, if t ∈ F−
and m(F+) +m(F−) = T . Then we have
V (ξ) = J(u⋆) = 2
N∑
i=1
wi
(
m(F+) +m(F−)
)
= 2T.
Conversely, fix an initial state ξ ∈ R such that V (ξ) = 2T .
If ξ ∈ intR, then there exist a scalar λ ∈ [0, 1) and a vector
η ∈ ∂R such that ξ = λη. As we proved above, we have
V (η) = 2T . It follows from the convexity of V that
V (ξ) = V (λη) ≤ λV (η) + (1− λ)V (0)
= 2λT + (1− λ)V (0)
which yields
2T ≤ V (0) (39)
since V (ξ) = 2T .
However, since u = 0 is feasible for the initial state 0, we
have
2T
N∑
i=1
wiUi ≤ V (0) ≤ J(0) = 2T
N∑
i=1
wiUi
from Lemma 1. This implies
V (0) = 2T
N∑
i=1
wiUi < 2T
N∑
i=1
wi = 2T. (40)
Thus a contradiction occurs between (39) and (40), and
hence ξ /∈ intR. Since R is closed [29], we have ξ ∈ ∂R.
Next, we show
R = {ξ : V (ξ) ≤ 2T }.
From (38), it is sufficient to show
intR = {ξ : V (ξ) < 2T }. (41)
First, fix an initial state ξ ∈ intR, then there exist a scalar
λ ∈ [0, 1) and a vector η ∈ ∂R such that ξ = λη, and V (η) =
2T from (38). It follows from (40) that
V (ξ) ≤ λV (η) + (1 − λ)V (0) = 2λT + (1− λ)V (0) < 2T.
Conversely, for any initial state ξ such that V (ξ) < 2T , we
have ξ ∈ intR from (38). Thus (41) follows, and the proof is
completed.
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