This study aims to assess the quality of two sources of surface winds, i.e. the ECMWF (European Center for Medium Range Weather Forecasts) and measured data, for wave modeling in the Persian Gulf. The third generation SWAN model was employed for wave simulation and the results were compared with recorded wave data. It was found that ECMWF underestimates the wind magnitude and the results of the wave modeling need to be modified. In addition, it was revealed that adaptation of model parameters can not lead to comprehensive improvement of model's results. Calibration of the wave model for high waves led to overestimation of low waves. On the other hand, the employed measured wind data was found to be a relatively good source for wave hindcasting at the studied location. Extreme value analysis was conducted based on the measured and modeled wave data to investigate the influence of wave simulation on the estimation of design wave height. It was found that the Weibull distribution is better fitted to the measured and modeled wave data. Modeled wave heights forced by ECMWF wind showed different behavior compared with measured and modeled wave heights forced by measured wind from the viewpoint of exceedance probability.
Introduction
The economical design of marine structures requires accurate estimation of long term data about environmental conditions such as waves. The design of coastal and offshore structures is based on design significant wave height corresponding to a certain return period. The design wave height is obtained by collecting short-term, e.g. 3- hourly, data at the given location. Instrumentally measured, visually observed or numerically simulated wave data can be used for this purpose [1] . Ocean and coastal engineers generally use these data associated with statistical methods to determine wave climate at a desired probability.
Due to the lack of measurements and observations in many regions, and development of numerical wave models, nowadays numerically simulated wave data are widely used as the data bank for extracting design wave characteristics. Since there are many sources for wind forcing in numerical wave models, selection of the most appropriate source and investigation of the effect of different wind sources on both wave modeling and calculation of extreme waves is very important.
Previous works
Many researchers have studied the quality of modeled surface winds for wave modeling. Signell et al. [2] assessed the quality of four sources of wind fields including ECMWF for use in wave modeling at the Adriatic Sea. They used the SWAN model for wave simulation and found that ECMWF global model T511 (with nearly 40 km spatial resolution) underestimates the wind speed by 36%. They also showed that ECMWF wind data are very smooth and do not reproduce the spatial structure of strong wind events. Based on their findings, the modeled wave heights had an average underestimation of more than 50% compared with recorded wave height in three stations. Cavaleri and Scalvo [3] evaluated the quality of ECMWF T511 wind fields in the Mediterranean Sea. They illustrated that ECMWF wind data, in contrast to measured data, are substantially underestimated. In their study the modeled wave height were also underestimated mainly due to underestimation of driving wind fields. Brenner at al. [4] simulated wind waves in the Mediterranean Sea using WAM model forced by several sources of modeled surface winds including ECMWF ERA-1 (0.5 0 spatial resolution).
Based on their results, ECMWF wind data had a bias value of 0.3 m against measurements with a scatter index of 0.43. They showed that WAM model forced by ECMWF underestimates the significant wave height mostly due to low resolution and underestimation of ECMWF wind forcing. Caires and Sterl [5] , Cavaleri and Bertotti [6] and Ardhuin et al. [7] also reported the underestimation of ECMWF wind fields in different cases.
Caires and Sterl [8] estimated global return value for significant wave height based on the ERA-40 data set. ERA-40 is the name of most recent reanalysis of global meteorological parameters in ECMWF, including ocean winds and waves, from 1957 to 2002. The wind and wave data used in their study consisted of 6-hourly fields on a 1.5° × 1.5° latitude/longitude grid covering the whole globe. The main goal of this study is to assess the quality of two sets of wind data for using in numerical wind wave model and investigate the use of numerically simulated wave data as a data base for extreme wave analysis at the Northern coast of the Persian Gulf. The third generation SWAN model [10] is used for wave hindcasting and reproducing time series of wave data. Both measured and ECMWF wind data are evaluated as the wind input in the SWAN model. The model results are compared with field measurement both from the viewpoints of wave hindcasting and extreme value analysis. Some remarks on extreme wave estimation in this region such as the appropriate distribution and effect of threshold value are also presented.
This paper is organized as follows. Section 2 introduces the study area and the field data. Section 3 gives a brief description of the SWAN numerical model, and the results and discussions are described in section 4. Finally, section 5 covers the summary and conclusions.
Study area and field data
The Persian Gulf is a marginal sea in a typical dry zone and is an extension of the Indian
Ocean. It is located between the longitude of 48-57° E and the latitude of 24-30° N ( The second source of wind data was the 6-hourly 10 m operational ECMWF wind data with a resolution of 0.5°. It should be noted that ECMWF operational was selected because of its higher spatial resolution than ECMWF re-analysis (1.125° spatial resolution).
The SWAN model
The SWAN model [10, 14] is a third generation spectral wind wave model, designed to obtain reliable estimates of wave parameters in coastal areas. Since in the presence of currents energy density is not conserved, action density spectrum is considered in the SWAN model rather than energy density spectrum. The action density is equal to the energy density divided by the relative frequency:
The independent variables are the relative frequency (as observed in a frame of reference moving with current velocity) and the wave direction (the direction normal to the wave crest of each spectral component). In the SWAN wave model the evolution of the wave spectrum in the position (x,y) and time (t) is described by the spectral action balance equation which for Cartesian coordinates is [10] : by wind, dissipation due to whitecapping, bottom friction and depth-induced wave breaking and energy transfer due to quadruplet and triad wave-wave interaction. In this study SWAN cycle III version 40.41 [15] was used for wave simulation.
Results and discussion

Wave modeling
In the current study the SWAN model was executed in third generation and nonstationary mode with Cartesian coordinates. Since it has been revealed that using
Komen's formulation [16] for wind input parameterization leads to more accurate prediction of H s [17] , this expression was used for exponential growths of wind input.
Quadruplet wave interaction was activated for nonlinear interaction as well. Dissipation due to whitecapping, bottom friction and depth-induced wave breaking were considered in the simulation.
The geographical domain was discretized into 125×100 cell grid covering the Persian
Gulf with 8800×8000 meter resolution in x and y directions, respectively. The spectral The first used wind source was Dayyer measurements which were inputted into the model as a spatially-constant wind input. As mentioned before, the wind data at the nearest station to the wave measurement location was taken for this purpose. The second wind force was the ECMWF wind data varying in time and domain. Both of these sources had their own advantages and disadvantages. The former data was measured directly and had a finer temporal resolution (3 hours), but in this wind input source the spatial variation of wind features over the geographical domain was ignored.
The latter wind source was the results of atmospheric model and had a coarser temporal resolution (6 hours), but the spatial variation of wind characteristics was considered in it. The SWAN model was executed with these input sources and the difference and suitability of these sources from the viewpoint of wave modeling was analyzed based on the outputs of the SWAN model. forced by Dayyer wind data. This could be due to two reasons. Firstly, the Dayyer wind data had finer temporal resolution (3 hours) compared with ECMWF wind data (6 hours). Thus, it is possible that some peaks with durations less than 6 hours were ignored in ECMWF data. Secondly, as mentioned before, the ECMWF data are the outputs of an atmospheric model and sometimes these models can not reproduce the peaks very well and tend to smooth their results [2] . The wind roses of Dayyer and ECMWF for this period are illustrated in Fig. 5 . As seen, ECMWF wind rose is generally consistent with Dayyer wind rose from the viewpoint of prevailing direction.
High speed winds in ECMWF wind rose are less observed compared with those of Dayyer wind rose as discussed before.
In addition to above issues, it can be seen in Fig. 4 that in the case of ECMWF forced results, the simulated wave heights for high values are closer to the measurements compared with the simulated low wave heights. The modeled wave heights for small values are higher than the corresponding measurements. To explain this, it should be noticed that the goal of wave height hindcasting in this study was to investigate the effect of modeling on the extreme wave analysis. Therefore, since the low wave heights are omitted in extreme wave analysis (by the Peaks over Threshold method) the focus of calibration was on the simulation of high waves. Thus, since the ECMWF wind data were underestimated (Table 1) , the calibration of high values has led to overestimation of low wave heights.
After calibration and verification of the SWAN model, one year wave hindcasting was implemented during the measurement period. For the total hindcast period mentioned above, distribution of measured significant wave height against those simulated by SWAN model with measured and ECMWF winds are represented in Tables 2 and 3, respectively. In these tables, numbers are records within each category (in percent of total) and in the case of perfect model performance, only the diagonal elements would be filled. The results are classified into 0.5 m intervals and the maximum probability for each category is shown in bold type.
Comparison of these two tables shows that the Dayyer forced simulated data demonstrate smaller dispersion for low wave heights rather than ECMWF forced data.
In contrast to low wave heights, the dispersion of ECMWF forced hindcasted data is smaller for high wave heights rather than that of Dayyer forced simulated data. This is due to underestimation of wind speed by the ECMWF which results in overestimation of low wave heights in calibration process. These results show that adaptation of model parameters for improving of outputs does not necessarily lead to comprehensive improvement of model's results. Therefore, it is recommended that for more accurate prediction of all ranges of wave data, some other exhaustive methodologies such as updating of output variables (error prediction) be employed [19] . However, the maximum probability for each category of the measured wave height is located at its corresponding category from modeled data. This means that calibration process has been led to relatively correct estimation of significant wave height intervals.
Alari et al. [20] used spatially-uniform wind data for wave simulation. It should be noted that using spatially-uniform wind input has some limitations for wind wave simulation. However, in the studied area accurate high-resolution wind fields, which are generally outputs of local meteorological models, were not available. In the current study which aimed to wave modeling in one station, using spatially-constant wind input has led to better results compared with using ECMWF data. In order to evaluate wind wave simulation over the Persian Gulf, it is planned to use ECMWF wind source associated with assimilation methods.
Extreme wave analysis
After hindcasting one year wave data, extreme value analysis was conducted based on the measured and modeled wave data. The objective of this section was to compare the results of wave hindcasting in the studied area from the viewpoint of extreme wave analysis.
Generally, there are three different approaches for preparing the sample of wave data to be used for extreme value analysis. In the first approach the whole data of wave heights during a number of years is employed and distribution functions are fitted to cumulative distribution of these data. This method is called the total sample method, initial distribution method or the cumulative distribution function method. In the other two approaches only the peaks of wave heights are employed. The annual maxima method collects the highest significant wave height in each year, whereas in the Peaks over Threshold (POT) method the peak heights occurring during each storm over a certain threshold value are taken. Since the prerequisite of statistical independence is not satisfied in the total sample method, and the annual maxima method provides short record of extreme data, the POT method is recommended for extraction of the storms for extreme value analysis [1, 21] . In the present study this method was used with a primary threshold wave height value of 0.5 m. The number of extreme wave events were 120, 138 and 87 for measured, Dayyer and ECMWF wind forced simulated waves, respectively. The probability of exceedance of wave heights was calculated using grouped data rather than ordered data and plotting position formulas [21] . In this method, the extreme events are classified into wave height intervals and the exceedance probability is defined based on the number of events recorded in each interval and the total number of extreme data. More details can be find in [21] .
The Log-Normal, Gumbel and Weibull distributions were employed for extreme value prediction. The correlation coefficients between reduced variates of these distributions and significant wave height are presented in Table 4 for modeled and measured data. It can be seen that the Weibull distribution is better fitted to the measured and both sources of modeled storms compared to the other three distributions. This can be due to the fact that Weibull distribution is a 3-parameter distribution while the other three distributions are 2-parameter distributions. Therefore, the fitting of weibull distribution to the data can be better done. This distribution was used for further investigations in this study. Neelamani et al. [9] also found that Weibull distribution is better for Kuwaiti territorial waters in the Persian Gulf. by Dayyer and ECMWF wind are presented in Table 5 . As seen, the fitted Weibull distribution parameters for the modeled waves forced by Dayyer wind are closer to those of measured data rather than modeled data forced by ECMWF wind. This issue also shows the different behavior of simulated waves forced by ECMWF wind compared with waves obtained by other two sources of data.
In order to evaluate the results quantitatively, the return values of significant wave height were estimated based on three sources of wave data. Table 6 shows the extreme wave heights with different return periods for measured and simulated data predicted by the Weibull distribution.
As seen in Table 6 , the errors of estimation of extreme wave heights are between 6 to 8 percent based on numerically simulated data forced by Dayyer wind for 2 to 50 year return periods. These errors are between 13 to 16 percent for modeled data forced by ECMWF wind. Therefore, it can be concluded that the numerically simulated wave data can be used as a suitable database for estimation of design wave heights with reasonable accuracy in this area. It should be noted that using modeled data has led to overestimation of design wave height in both cases. In addition, according to Table 6 , the error of estimation of extreme waves based on simulated data forced by ECMWF wind is approximately two times larger than that of simulated forced by Dayyer wind.
This is due to more accurate hindcasting of wave heights with Dayyer wind data which was discussed before. In addition, it can be seen that the errors increase as the return period increases. This phenomenon shows the increase of confidence intervals for higher return periods. It should be pointed that the aim of this analysis was to evaluate the effect of wind forcing on the extreme wave prediction. Since the recorded data were available only for 1 year, extreme value analysis was conducted based on 1 year measured and modeled data for having a fair comparison. Although extreme wave heights may contain unreliability because of shortness of data, this issue affects all of wave data sources in the same way. In other words, the aim of this analysis was not to compute the value of extreme wave heights, but it was to asses the differences between extreme values derived from different data sources.
To inspect the influence of threshold value on the estimation of design wave height a threshold wave height of 1 m was selected and extreme value analysis was conducted again. In this case the number of extreme events were reduced to 57, 75 and 63 for measured, Dayyer and ECMWF wind forced modeled waves, respectively. Table 7 presents the extreme wave heights estimated by the Weibull distribution with 1 m threshold. Comparison with Table 6 shows that increasing of the threshold value has led to reduction of estimated return values for all cases.
The difference between design wave heights obtained from two threshold values are higher for measured data compared with two sources of modeled data. This can be due to smoothing of wave height time series by the numerical model [2] . In addition, the error of extreme wave height estimation using modeled data increases as the threshold value increases. This may be due to the increase of confidence intervals as a result of reduction in the number of storms (associated with increasing of threshold value).
Summary and conclusions
In this study two sources of wind data for wind wave simulation at the northern coast of the Persian Gulf were assessed. The wind sources consisted of recorded data at the Non-calibrated simulated data forced by ECMWF are considerably underestimated due to significant underestimation of wind speed by ECMWF. Simulated waves forced by ECMWF are more smoothed rather than those forced by measured winds mostly due to lower temporal resolution and atmospheric modeling effects on the estimation of peaks in wind speed time series.
Since the ECMWF wind speeds are underestimated, the model's result should be updated based on the observed data. Improving of model's outputs using adaptation of model parameters leads to overestimation of low wave heights. This shows the necessity of employing more comprehensive methodologies such as error prediction for more accurate prediction of all ranges of wave data.
For extreme value analysis, the 3-parameter Weibull distribution is better fitted to the measured and two sets of modeled data. From the viewpoint of probability of exceedance of wave height, modeled data forced by ECMWF wind shows different behavior compared with others.
Using numerically simulated data for extreme wave analysis results in overestimation of design wave height. The error of estimation of extreme wave height based on ECMWF forced simulated data is higher than that of forced by Dayyer recorded data. Generally, the amount of errors is negligible and numerically simulated data can be used as a data base for extreme wave analysis.
It is recommended that for more comprehensive evaluation of ECMWF data several recorded wind and wave sets be collected. 
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