Colorimetric sensor array for identification of fungi & ultrasonic spray synthesis for supercapacitor materials by Zhang, Yinan
  
 
 
 
 
 
 
 
 
 
 
© 2015 Yinan Zhang 
 
 
 
 
 
 
COLORIMETRIC SENSOR ARRAY FOR IDENTIFICATION OF FUNGI 
& 
ULTRASONIC SPRAY SYNTHESIS FOR SUPERCAPACITOR MATERIALS 
 
 
 
 
 
BY 
 
YINAN ZHANG 
 
 
 
 
 
 
 
DISSERTATION 
 
Submitted in partial fulfillment of requirements 
for the degree of Doctor of Philosophy in Chemistry 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2015 
 
 
 
 
 
Urbana, Illinois 
 
 
Doctoral Committee: 
 
Professor Kenneth S. Suslick, Chair 
Professor Jonathan V. Sweedler 
Professor Peter Orlean 
Professor Ryan C. Bailey 
  
ii 
 
ABSTRACT 
 
In this thesis, functional materials synthesis and fabrication is described within the 
two areas of (1) colorimetric sensor array for identification of fungi, and (2) ultrasonic 
spray synthesis for supercapacitor electrode materials.  
Human fungal infections have attracted intense current interest, especially in the 
light of recent outbreaks from pharmaceutical contamination, but also due to infections of 
immunocompromised patients by opportunistic fungal strains. Fungi stink: that is to say, 
they produce distinctive volatile organic compounds. The profiles of these VOCs provide 
a potential diagnostic method that may be able to overcome current limitations in 
traditional fungal diagnostics. Previous methods for VOC profiling, however, are either 
costly, non-portable (e.g., GC-MS) or insensitive and intolerant to humidity variation 
(e.g., electronic noses).  
In this project, an optoelectronic nose approach was used with our disposable 
colorimetric sensor array for rapid differentiation and identification of human pathogenic 
fungi based on their smell (i.e., the volatiles that they produce). Twelve clinically 
relevant fungal strains gave unique sensor array responses and were correctly clustered 
using hierarchical cluster analysis within 3 hours, which is a clinically relevant time 
frame. Classification prediction accuracy was 94%, based on standard jackknifed linear 
discriminant analysis. We also introduce the application of a cutting-edge statistical 
method, tensor discriminant analysis, which takes advantage of the high dimensionality 
of our sensor array data, giving a prediction accuracy of 98.1%. Furthermore, we have 
shown that our sensor array has great potential for rapid screening the effects of anti-
fungal drugs on particular fungal strains.  
This is the first example of colorimetric volatile profiling for fungal strain 
identification. Compared to single-data-point analysis methods, this inexpensive 
technique (~$3 for each test kit using an ordinary flatbed scanner) allows for real-time 
identification of fungi in culture. We expect this is the first step in the development of a 
rapid, facile, and low-cost tool for diagnosis of fungal infections with potential additional 
applications for environmental monitoring (e.g., “sick-building syndrome”). 
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Conjugated polymers have been intensively investigated as electrode materials for 
supercapacitors because of their excellent electrochemical reversibility, fast switching 
between redox states, high conductivity in a doped state, mechanical flexibility, and low 
cost. Among them, poly(3,4-ethylenedioxythiophene) (PEDOT) is especially attractive 
due to its high stability and low toxicity. Prior PEDOT materials are generally 
synthesized with surfactants or template methods so as to achieve nano- or micro-
structures with high surface area and to maximize capacitance at high charge and 
discharge rates. These synthesis methods, however, are generally cumbersome (multiple 
steps) or expensive (such as nano-structured sacrificial templates), and can easily 
introduce impurities that negatively affect the electrochemical properties of the PEDOT 
products. 
In this project, we used ultrasonic spray polymerization (USPo) method for facile 
and continuous PEDOT microsphere synthesis without the addition of templates or 
surfactants. During this USPo process, PEDOT is synthesized by polymerization of the 
monomer 3,4-ethylenedioxythiophene in the precursor solution in micron-sized droplets 
that are generated during ultrasonic nebulization. Here, three types of morphologies 
(solid, porous, and hollow) are synthesized by simply controlling oxidants and precursor 
solvents. Supercapacitor behavior is characterized and determined to be as high as 160 
F/g (Farad/gram), which is the highest of reported PEDOT microspheres. Moreover, 
taking advantage of the USPo setup, we also demonstrate an innovative spray coating 
method as a useful electrode fabrication process.  
This is the first synthetic route to provide PEDOT microsphere production with 
controllable morphologies, and it does not require additional stabilizing agents or 
sacrificial templates. In addition, it also covers a little-investigated area of ultrasonic 
spray techniques for polymer microsphere synthesis. The potential impact of a facile, 
cost-effective, and scalable synthetic method for PEDOT supercapacitor materials makes 
our approach significant to the field of energy storage materials as well as more 
generalized microsphere materials synthesis. 
The second example of using an ultrasonic spray technique is in the synthesis of 
manganese oxide (MnO2) microspheres. In this case, a mixed solution of potassium 
permanganate and hydrochloric acid was nebulized into micro-sized droplets, which were 
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then carried by air flow through a furnace tube. Each micro-droplet serves as one micro-
reactor and produces one microsphere. Upon heating, KMnO4 was decomposed into 
MnO2 microspheres; this synthetic process can easily be scaled up. Characterization of 
the MnO2 microspheres by SEM, TEM, powder XRD, Raman Spectroscopy, and XPS is 
described. Different morphologies of MnO2 microspheres could be controlled by tuning 
the precursor concentrations (and ratios) and furnace temperatures; for example, 
microspheres synthesized at 150 °C gave polycrystalline MnO2 while synthesis at 500 °C 
yielded needle-shape α-MnO2 crystals. The electrochemical properties investigated by 
cyclic voltammetry gave specific capacitance as high as 320 F/g, demonstrating 
promising properties as supercapacitors. In addition, these microspheres can be directly 
sprayed on conductive substrates, such as carbon fiber paper, and may have useful 
applications as a supercapacitor electrode coating. The supercapacitive properties of 
MnO2 microspheres at higher charge and discharge rates can be improved by increasing 
the surface area coverage or coating them with a thin layer of conductive polymer.  
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 CHAPTER 1  
COLORIMETRIC SENSOR ARRAY FOR CHEMICAL AND BIO-SENSING 
 
1.1 Optoelectronic Nose Introduction 
Ever since Persaud and Dodd1 used semiconductor transducers to mimic olfactory 
sensing systems in 1982, there has been tremendous attention drawn to the use  of 
artificial devices to discriminate among various volatile chemicals or their composite 
mixtures. Due to its potential use in everyday life such as applications for chemical 
workers, soldiers, and medical doctors, development of sensitive, facile, inexpensive, and 
portable sensors for the detection of a wide range of analytes (including toxic gas, 
explosives, and pathogenic contaminations) has attracted significant attention. So far, 
there have been numerous novel approaches to chemical sensing2-11 with improved 
discriminatory powers that are essential to eliminate false positives for the monitoring of 
toxic gases at sub-ppm levels.12  
Compared to electronic sensors, optical sensor arrays have proven to have better 
detection limits and better tolerance to the environment. In general, optical sensor arrays 
provide a facile, efficient, and sensitive approach for the rapid detection and 
identification of wide range of chemical substances based on colorimetric (or fluorescent) 
changes quantified by digital imaging.5, 13-18 The major structure of the optical sensor 
array has an active center which interacts with analytes and a reporting chromophore or 
fluorophore that is coupled with the active center to give detectable signals.12 If the 
coupled centers are arranged in an array fashion, a pattern of response can then be 
converted to multidimensional data that can then be used to discriminate or identify a 
specific chemical or a mixture of chemicals.  
In this chapter, the key factors and applications of the colorimetric sensor array 
are described. Chemo-responsive colorants are arranged in an array manner and a pattern 
or optical fingerprint is then generated to analyze any odorant or gas mixtures.3, 8, 19-21 
Chemical sensor arrays take advantage of cross-responsive chemical interactions of the 
analyte and the arrayed probes, and these olfactory-like responses are converted into 
easily monitored optical outputs, thus acting as an optoelectronic nose. 
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 1.2 Types of Optoelectronic Noses 
A sensor is a device that converts an input signal from a stimulus into a readable 
output signal.11, 22 The input signal can be any measurable characteristic such as quantity 
or physical variation, while the output is ultimately an electrical signal. Small and 
inexpensive sensors enable mass production and widespread application.23 Disposable 
sensors are especially attractive in that they can take advantage of irreversible, fast 
chemical responses and avoid any potential problems with reusability (e.g., cross-
contamination or sensor degradation).  
Chemical sensors respond to the chemical environment (i.e., interactions with 
molecular species, such as reactivity, redox potential, acid-base interactions, etc.) rather 
than physical properties (e.g., temperature or pressure). By transduction methods, one can 
classify chemical sensors into three classes: (1) electrical and electrochemical, (2) 
thermometric, and (3) optical. 
1.2.1 Electrical, Electrochemical and Thermometric Sensors 
An electrical sensor is a resistive or capacitive measurement device that responds 
to analyte interactions with a receptor layer (electrical circuit) and a resistance, 
capacitance, current, or voltage as the monitored response.11, 24, 25 Various electrical and 
electrochemical sensors have been explored as mimics to the olfactory system including 
metal oxide semiconductors (e.g. SnO2)26, metal oxide semiconductor field effect 
transistors (FET) (e.g. Ga2O3)27-29, chemical field-effect transistors (ChemFET),30, 31 
conductive polymer sensors32 of both intrinsically conductive (e.g. polythiophenes)33 and 
composite types (e.g. carbon-black polymer composite),10 and coated quartz vibrators or 
acoustic wave sensors.34 In general, electrical sensors rely mostly on physical adsorption 
as the primary interaction between the chemical analyte and the electrically active surface. 
This reliance on physical adsorption, however, inevitably causes these sensors to be 
susceptible to humidity, which remains a practical problem in real life applications.4, 6, 7, 
11, 22 In addition, aging of electrical sensor surfaces can induce significant baseline drift.4 
Since these sensors rely on one primary dimensional factor – physical adsorption – 
selectivity remains problematic in chemical or biomedical applications. 
In this area, tremendous efforts have been focused on nanostructured materials as 
“highly sensitive” sensor transducers.35-43 Their high sensitivity comes from high surface 
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 area to mass ratios, which maximizes the interaction between analyte and probe. 
Electrochemical sensors44-47 have been diversely investigated for applications in 
environmental48-52, clinical53-55, bio-sensing31, 47, 56-59, food25, 60 and biohazard agent61 
analyses.  
1.2.2 Thermometric Sensors  
Thermometric sensors rely on the measurement of local heat change from specific 
chemical reactions or analyte adsorptions. These interactions happen in a catalytic 
sensing layer which is coupled with a thermometer. The temperature changes, induced by 
the interactions of the analytes, are then measured by temperature-dependent 
semiconductors.62, 63 Thermometric sensors most commonly use enzymatic reactions with 
high enthalpy changes.22, 64-66 A wide range of applications (e.g. detection of sucrose67, 
glucose68-71, uric acid72, insulin73, and lactate74) by suitable immobilized enzymes have 
been reported for such biosensors. Moreover, a multi-analyte determination method has 
been performed by thermal biosensors using microelectromechanical system 
thermopiles.70, 75, 76 
1.2.3 Optical Sensors  
Optical sensors use visible or ultraviolet light as source and output signal during 
sensing. In general, light from a source is transmitted to the material used to sense a given 
analyte, and then the light output is monitored by the detector. (Figure 1.1). Specific 
detectors depend on the sensing method (e.g. refractive index, scattering, diffraction, 
absorbance, reflectance, photoluminescence, chemiluminescence, etc.) and can monitor a 
variety of parameters, such as light intensity, lifetime, polarization, etc.22, 77 
 
Figure 1.1 A general schematic diagram of spectroscopic measurement components: A: 
light reflection; B: light refraction; C: light absorption; D: fluorescent emission.77 
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 Colorimetry (i.e., quantitative measurement of absorbance or reflectance spectra) 
is one of the oldest of analytical techniques, and colorimetric sensing is a simple and 
straightforward method.78 Updated by modern digitization, one can use pattern 
recognition techniques (which allows simple three color imaging), hyperspectral imaging 
(i.e., more color channels), and full spectrophotometry (i.e., hundreds of color channels 
with nm resolution).5, 20, 79-81 
Fluorometry (Figure 1.2)82, 83 can provide excellent sensitivity (normally due to 
low background fluorescence) although the instrument is generally more expensive.84 
Fluorescence-based approaches and fluorescence parameters (e.g. Stokes shift, 
fluorescence intensity and anisotropy, emission and excitation spectra, and fluorescence 
lifetime) can provide substantial flexibility as an analytical approach.85, 86 Fluorescence 
techniques can be divided into three main classes: intrinsic fluorescence87-90, extrinsic 
fluorescence85, 91, 92 and displacement or differential93-97 probes. 
 
 
 
Figure 1.2 Partial Jablonski diagram for absorption, fluorescence, and 
phosphorescence.98  
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 1.3. Colorimetric Sensor Arrays 
1.3.1 Importance of Intermolecular Interactions  
Intermolecular interactions are crucial to array-based chemical sensing that relies 
on cross-reactive pattern recognition.99-101 Figure 1.3 shows the classification and 
strengths of intermolecular interactions in continuum from the weakest of interactions 
(~0.1 kJ/mol) to the strongest (~100 kJ/mol). These interactions include bond formation 
and ligand coordination, electrostatic ion-ion and proton acid-base interactions, 
hydrogen-bonding, halogen bonding, charge-transfer and π-π molecular complexation, 
dipolar and multipolar interactions, and van der Waals interactions (e.g., physical 
adsorption). 
 
 
Figure 1.3 A schematic illustration of semi-quantitative energy scale, from weakest van 
der Waals interactions to strongest covalent/ ionic bonds. 
 
 
As previously stated, electronic nose technology essentially relies on physical 
adsorption and van der Waals interactions, which are among the weakest interactions in 
the energy chart. Colorimetric sensor arrays rely on stronger interactions between 
analytes and the probes. This allows a higher sensitivity, better selectivity and chemical 
specificity. For example, ligation of Lewis base analytes (e.g. amines, thiols, etc.) gives 
bond enthalpies from ~40 to ~200 kJ/mol. The enthalpy for the physical adsorption of an 
analyte, however, is only around 10 kJ/mol. The effective equilibrium constant for 
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 physical adsorption will typically be only about 5 x 10-5 as large as that for ligation to 
metal ions. More importantly, incorporating stronger interactions expands the chemical 
interaction space beyond simple physisorption, and consequently allows higher 
dimensionality to discriminate among very similar analytes or complex mixtures of 
analytes.  
Based on the properties of the recognition elements, the sensors used in an array 
will span a range of molecular specificity. At one end, there are individual sensors that 
are almost completely promiscuous, i.e., highly cross-reactive; these include polymers 
and polymer blends with optical reporters embedded that adsorb analytes based primarily 
on hydrophobicity.102, 103 Promiscuous sensors can contribute to the sum of an array’s 
response, but are insufficient in and of themselves to provide the differential selectivity 
most desirable for chemical sensor arrays. At the other extreme, there are highly selective 
artificial receptors that are specific for one or perhaps one closely related class of analytes. 
While this class of sensors can produce high specificity for target analytes, they alone 
will not make a sensor array capable of dealing with a wide range of analytes and 
mixtures;104 furthermore, the synthesis of such selective artificial receptors can be 
complex and problematic. The optimal optical sensor array will therefore incorporate a 
range of colorimetric or fluorometric sensors from the promiscuous to the monogamous.  
1.3.2 Design Requirements for an Optical Sensor Array  
There are two fundamental design requirements for a colorimetric (or 
fluorometric) sensor array: (1) the chemo-responsive dye (or fluorophore) must contain a 
center to interact with analytes, and (2) this interaction center must be strongly coupled to 
an intense chromophore or fluorophore. The first requirement implies that it would be 
highly advantageous for the interaction to be more than simple physical adsorption and 
involve other, stronger chemical interactions.  
Based on the significant intermolecular interactions responsible for optical 
changes, one may divide chemoresponsive dyes into roughly five separate  classes (with 
slight overlaps): (1) Lewis acid/base dyes (i.e., metal ion containing dyes), (2) Brønsted 
acidic or basic dyes (i.e., pH indicators), (3) dyes with large permanent dipoles (i.e., 
solvatochromic) for detection of local polarity and hydrogen bonding, (4) redox 
responsive dyes, and (5) chromogenic aggregative colorants (including simple ionic 
6
 sulfides and plasmonic nanoparticle precursors). An example of a 36 spot sensor array for 
use with gas phase analytes is shown in Figure 1.4.  
 
 
Figure 1.4 A photographic image of a 6 by 6 colorimetric sensor array. 
 
For gas phase sensing, a colorimetric sensor array is simply digitally imaged 
before and during exposure to any volatile analyte, odorant, or complex mixture of 
odorants. The imaging is mostly commonly achieved with an ordinary flatbed scanner, 
but one may also use digital cameras, portable handheld readers, and even cell phones; 
where constancy of illumination is, of course, important.  
From the digital images, a difference map (Figure 1.5) is easily generated by 
digital subtraction, pixel by pixel, of the image of the array before and after exposure: red 
value after exposure minus red value before, green minus green, blue minus blue. 
Averaging of the centers of the spots (typically ~200 pixels) avoids artifacts from non-
uniformity of the dye spots, especially at their edges. The other advantage of using the 
change in RGB values is that it tends to cancel out discrepancies in printing because the 
difference in spot color are only a weak function of variation in dye concentration from 
array to array.79 For display purposes, the absolute value of the color change in each spot 
is expanded to yield a pictorial representation of array response. 
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Figure 1.5 Representative image of a 36 spot colorimetric sensor array (left) before 
exposure and (middle) after exposure. (right) Subtraction of the two images yields a 
difference vector in 108 dimensions (i.e., 36 changes in red, green, and blue color values), 
which is visualized using a difference map (representing the absolute values of the color 
changes). 
 
The resulting data is inherently digital (simply a vector of 3N dimensions where 
N=total number of spots) and all quantitative and statistically analysis is done directly 
from the digital difference vectors. The color difference maps are primarily useful for 
convenient visualization of color changes occurring in each spot; note that the colors 
shown in each difference map represents the absolute value of the ΔRGB values 
expanded from a range useful for visualization.  
The choice of individual dyes used in an optical sensor array is governed 
empirically by its intended use. One must consider if this array is meant to detect and 
discriminate between a broad range of analytes or will it have a more specialized 
application.  
1.3.3 Classes of Colorimetric and Fluorometric Sensors  
1.3.3.1 Lewis Acid/Base Dyes  
Most strongly odiferous compounds are Lewis bases: thiols, phosphines, amines, 
carboxylic acids. For these gaseous analytes, Lewis acids are the good solution. Among 
Lewis acid dyes, metalloporphyrins (with different metals and peripheral substituents) are 
a natural choice for the detection of metal-ligating vapors because of their open 
coordination sites for axial ligation, their large spectral shifts upon ligand binding, and 
their intense coloration. The difference in color of scarlet red arterial blood and the purple 
8
 of venous blood is an example of the colorimetric detection of dioxygen as it ligates to a 
metalloporphyrin (i.e., the iron heme of hemoglobin). In addition, it is well recognized 
that porphyrins show significant solvatochromic effects resulting in distinguishable 
colorimetric changes before and after interaction with a wide range of both ligating 
volatile organic compounds (VOCs) (e.g., amines, thiols, phosphines, phosphites, thiols, 
etc.) and even weakly-interacting vapors (e.g., arenes, halocarbons, or ketones).20 
Metalloporphyrins are therefore ideal for colorimetric8, 12, 20, 105 detection of metal-
ligating vapors. 
1.3.3.2 Brønsted Acidic/Basic Dyes 
Many organic chromophores (e.g. azo dyes, nitrophenols, phthaleins, 
sulfophthaleins, aniline-sulfophthaleins, triphenylmethane dyes, etc.) are used to measure 
the pH of aqueous solutions or as histological stains for biomedical applications.106, 107 
An example of color change vs. change in molecular structure is shown in Figure 1.6. 
 
 
Figure 1.6 Illustration of color and pH change of Pyrocatachol Violet dye with change in 
structure. Color shows red at pH 0 (left), yellow at pH 2 (middle), and purple at pH 8 
(right). 
 
1.3.3.3 Solvatochromic Dyes 
Dyes whose dipole moments are significantly different between their ground and 
excited states and show a color change depending upon the polarity of their environment 
are called solvatochromic. If the excited state has a larger dipole moment, it will be more 
stable relative to the ground state in a polar environment and vice versa. Nearly all dyes 
show some inherent solvatochromism. For “solvatochromic” dyes, these changes in 
dipole moment are very large, leading to impressive chromic or fluorescent changes that 
depend upon the polarity of the solvent in which the dye is dissolved.  
9
 A common feature of most solvatochromic dyes is that they are “push-pull” 
systems with a strong zwitterionic component to their electronic structure, i.e., a large 
conjugated π system with strong electron donor groups at one end and strong electron 
withdrawing groups at the other. An illustration of color change (either red shift or blue 
shift) is shown in Figure 1.7. 
 
 
Figure 1.7 Schematic diagram of solvatochromism.108 
 
Several solvent polarity scales109 have been based on the wavelength shifts and 
optical transitions of solvatochromic dyes, including Kosower’s and Brooker’s early 
studies, Reichardt’s ET109-113 and Taft’s π*114, 115 scales. Solvent polarity is very much a 
multi-parameter property, involving dipolar, quadrupolar, and multi-polar interactions, 
hydrogen bond donation and acceptor properties, Lewis acid-base interactions, etc. 
Thermodynamic and theoretical analyses of the origin and meaning of solvation, solvent 
polarity, and solvatochromism continue116-119 and are especially useful for thorough 
comparisons among all multiparameter descriptions of solvent polarity.109, 117, 120, 121  
1.3.3.4 Redox Indicator Dyes  
Redox indicators are colorimetric reagents that show color change at specific 
redox potentials. Typical examples include anilinic acid, diphenylamine, methylene blue, 
10
 and Nile blue.122-124 Since proton transfer sometimes happens during this process, redox 
dyes are generally divided into two classes based on whether the interaction is pH 
dependent or not.. A good example of using a redox dye for an optical sensor is in the 
detection of triacetone triperoxide (TATP) vapor (50 ppb - 10 ppm). The TATP vapor is 
first hydrolyzed to acetone and hydrogen peroxide, and then exposed to redox probes 
such as Lissamine Green B, o-dianisidine, diphenyl amine, N-phenyl-1,4-
phenylenediamine and N,N'-diphenyl-1,4-diphenyldiamine (Figure 1.8). This array was 
capable of detecting concentrations of TATP vapor down to 2 ppb.123 
 
 
Figure 1.8 Representative structure of some common pH-independent redox dyes.123 
 
1.3.4 Printing Method, Substrate, and Immobilization Matrix 
While the choice of chemoresponsive dye will dominate the effectiveness of any 
optical sensor array, there are also some other factors that can affect a sensors function 
(i.e., sensitivity, shelf life, reliability, and robustness). 
As for batch fabrication of an array, a simple method is to use contact printing.  
This process involves printing dye formulations on a surface where the whole process is 
controlled by a robotic printer. (Figure 1.9). Ink-jet printing and spin-coating are also 
reported, though with limited successful applications.125 
Substrates for optical sensor arrays should be (1) inert to analytes and the 
environment, (2) have adequate surface area to allow for sufficient indicator loading and 
allow analyte permeation to immobilized probes, and (3) depending on the measurement 
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 method, the substrate should be optically transparent or with high reflectivity. Some 
commonly used substrates include reverse phase silica gel plates, acid-free paper, or 
porous polymer membranes made out of a material such as cellulose acetate or 
polyvinylidene difluoride (PVDF).19, 40, 77, 83, 126 
 
 
            
Figure 1.9 Images of (left) robotic contact pin printer with (right panel) print head and 
pins. 
 
A major issue with chemical sensors (actually with any sensor) is its susceptibility 
to ambient humidity, which is in fact crucial to its real life applications.4, 6 One way to 
overcome this shortcoming is to use hydrophobic materials (e.g., PVDF membranes) as 
colorimetric or fluorometric sensor array substrates. This approach can not only reduce 
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 array response to humidity over a wide humidity range (10 to >95% relative humidity)12, 
20, 79, 127, 128 but can also permit their application for aqueous sensing.129 
 Ideally, for sensing applications, soluble, molecular dyes are deposited as a 
viscous film or on a high surface area substrate so analytes can gain access to the colorant 
with an acceptable response time. In contrast, pigments (insoluble colorants) are not 
generally permeable to analytes and therefore reactive only on their outermost surface, 
which dramatically reduces the desired response.130 To solve this problem, porous sol–gel 
chemistry has been adopted to provide excellent matrices for chemically responsive 
colorants.77, 83, 126, 131 Simply by adding chemoresponsive dyes to organically modified 
silicates (ormosils) prepared in advance (in low volatility solvents to provide sufficient 
working time)19, 127, 130, 132, 133 an effective nanoporous pigment sensors can be prepared. 
With the help of advanced printing technologies, arrays of sensors can be made in a 
consistent fashion.2 Moreover, the physical and chemical properties of the matrix (e.g., 
hydrophobicity, porosity) can be easily tailored by incorporating differently substituted 
silicate precursors which then allows good dispersion of pigments in the matrix. The use 
of these porous pigments has proven to improve sensitivity and shelf-life, and permits 
direct printing onto non-permeable polymer surfaces.19, 130, 132, 134  
These nanoporous pigment films are typically ~3-4 μm thick with uniform silicon 
content throughout the spot The TEM image below clearly shows the internal pore 
structure of these ormosil films (Figure 1.10 and Figure 1.11), which assist in mass-
transport, and are responsible for the fast response times observed during sensing 
experiments (reaches 90% of equilibrium response in < 2 minutes).130  
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Figure 1.10  SEM micrographs of a 1 mm diameter spot of a porous ormosil pigment 
printed on PET film: (a) top surface and (b) energy dispersive spectroscopic (EDS) 
elemental mapping (Si Kα); (c) cross-section and (d) EDS elemental mapping (Si Kα).130 
 
 
Figure 1.11 TEM micrograph of porous ormosil pigment showing the 50 to 200 nm 
pores created in these ormosil xerogels.130 
 
 The uniformity of dye distribution can also be demonstrated by digital image 
analysis of the printed nanoporous pigments. (Figure 1.12).130 With excellent 
reproducibility of these printed spots, chemical sensing experiments are generally 
performed by measuring the averaged difference between before-exposure and during-
exposure images, which further reduces errors in the pattern analysis.79 
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Figure 1.12 (a) Image of a printed array, 1.2.5 x 1.2.5 cm. (b) RGB values of a line scan 
across the center of a typical spot.130 
 
1.4 Statistical Analysis and Modeling  
The key to high sensitivity and selectivity of a chemical sensor array relies on its 
orthogonal detecting mechanism (e.g., Lewis acid/base, Brønsted acid/base, redox, 
electrophilicity, nucleophilicity, hydrogen bonding, polarity, etc.), which naturally 
provides high dimensionality for interaction with a variety of analytes. This is also the 
reason why sensors that rely merely on physical interactions (metal oxide electrical 
sensors or chemFETs, coated quartz microbalances, conductive or composite polymer 
sensors, etc.) lose their selectivity.3, 6, 128 In these physical arrays, though a high number 
of probes can be used, there is usually one dominant dimension (typically hydrophobicity) 
that contains >90% of the total variance among analytes. As a result, most conventional 
electronic nose technologies are not able to distinguish among large libraries of similar 
complex mixtures.  
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 In contrast, sensor arrays based on chemical interactions intrinsically have a much 
higher dimensionality. Having a high dimensionality has the advantage of much greater 
ability to differentiate among similar analytes. The greater dimensionality, however, also 
has the drawback of involving sophisticated statistics.135  
There are some commonly used statistical methods to deal with high dimensional 
data.136, 137 In the following paragraphs, hierarchical cluster analysis (HCA), principal 
component analysis (PCA), and linear discriminant analysis (LDA) will be briefly 
discussed as they will be used in the next chapter for data analysis. 
In general, for chemometric data there are two distinct statistical approaches: 
clustering vs. classification.136-138 Cluster analyses describe what resembles what; while 
classification analyses are used to predict which category a new dataset belongs to. 
Statistical methods can be unsupervised (e.g., HCA, in which case the class identities are 
unknown and the results provide a semi-quantitative idea of the quality of the overall data 
set), or supervised (e.g., LDA, that can give answers to future predictions based on the 
training set). 
1.4.1 Hierarchical Cluster Analysis (HCA)  
HCA is a clustering technique in which the Euclidean distance between the 
nearest-neighbor points are calculated and clustered further, rendering a final dendrogram 
tree that describes “what data set resembles what”. A descriptive conversion from a 2-
dimensional data set to a HCA dendrogram is shown in Figure 1.13137, 138  
 
 
 
Figure 1.13 Schematic representation of a hierarchical cluster analysis (HCA) for 
multidimensional data (shown in two dimensions on the left) that forms a dendrogram 
based on clustering of those experimental measurements (right).139 
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 Dendrograms from HCA provide a straightforward semi-quantitative description 
of the dataset. Figure 1.14 shows an example of clustering for 100 VOCs in which 
similar chemical classes are clustered tightly together as a result of the chemical 
reactivity of a particular chemical sensor array. 
 
 
Figure 1.14 Dendrogram from HCA of the colorimetric array responses to 100 common 
organic compounds at full vapor pressure at 300 K.20, 79 
 
1.4.2 Principal Component Analysis (PCA)  
PCA is a dimensional reduction technique that condenses the variance among 
several possibly-correlated dimensions by creating a new orthogonal set of dimensions 
using linear combinations of the initial dimensions. Similar to HCA, PCA is an 
unsupervised method that is used for evaluation rather than for future prediction. These 
new dimensions (also called components) are ranked by the contribution of amount of 
data variance. Normally, a combination of data variance accumulates to be at least 95% 
of the totally variance.  
As mentioned earlier, traditional electronic nose technologies only require two 
principle components to express up to 95% of the total variance. This is because they 
only rely on physical interactions between analytes and the sensor arrays. On the other 
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 hand, a sensor array that takes advantage of cross-responsive chemical interaction is 
highly effective when dealing with a large amount of varied reactive species. In other 
words, PCA is a useful tool to evaluate the number and possibly identities of chemical 
interactions being probed by the sensor array. Figure 1.15 shows the scree plot of the 
cumulative contributions of each principal component, providing a quantitative measure 
of the reactivity space from the array response. 
 
 
Figure 1.15 (a) A scree plot of data from a colorimetric sensor array tested with 100 
VOCs, showing high dimensionality: 22 dimensions required for >95% total variance.79 
(b) A scree plot from a colorimetric sensor array tested with 14 natural and artificial 
sweeteners, showing low dimensionality: 2 dimensions required for >95% total variance. 
It can be inferred that the chemical reactivity space of the sensor array interacting with 
VOCs is large, while that used in the array for artificial sweeteners is small, with pH 
being a primary component.140 
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 1.4.3 Linear Discriminant Analysis (LDA)  
Linear discriminant analysis (LDA) seeks to find a set of dimensions that best 
separates data into already known classes. LDA is a biased method and each analyte 
needs to be labeled in the designated class. The linear combination is used to separate the 
data set in an effort to maximize the ratio of between-sample variance to within-sample 
variance. A general example of this separation is shown as Figure 1.16. After a linear 
combination description is determined with a training set, LDA can be used to predict the 
identity of unknown samples.  
 
 
Figure 1.16 Score plots comparing data analyzed with LDA. Circled areas represent 95% 
confidence intervals. Clearly, group red and group blue is separated by (projecting on) 
Dim A while ambiguous with (projection on) Dim B. With this LDA description Dim A, 
orange circle C is clearly identified as part of red group.139 
 
As an improvement to LDA, tensor discriminant analysis (TDA)141-144 is an array 
generalization of LDA that takes advantage of high dimensionality. In other words, tensor 
discriminant analysis is used to classify multi-way measurements rather than one-way 
vector measurements.141-143 For example, the data collected using colorimetric sensor 
arrays can be viewed as a 3-way tensor with the first way corresponding to choice of the 
dye, the second way corresponding to the effects of the color changes (i.e., ΔR, ΔG, ΔB), 
and the third way corresponding to time progression (for kinetic responses).142, 143 The 
general strategy for tensor discriminant analysis is to find orthogonal linear classifiers of 
this three-way tensor to maximize the ratio of between-class variation to within-class 
variation. Tensor discriminant analysis can greatly improve the sensitivity, specificity, 
and computational efficiency of the discriminant analysis method because of the 
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 dimensionality reduction. For example, if there are 36 dyes, then LDA would have to 
deal with 36*3=108 dimensions, whereas TDA would reduce that to 36+3=39 
dimensions, thus eliminating 69 dimensions (i.e., 108-39) that contain primarily noise.144  
1.5 Applications of Colorimetric Sensor Arrays  
The following paragraphs are some examples of applications of optical sensors 
for single chemical detection and composite gas detection. The focus will be placed on 
the application of colorimetric sensors with some relevant fluorescent sensor arrays also 
discussed. 
1.5.1 Discrimination of Volatile Organic Compounds and Pretreatment 
The first colorimetric sensor array used various metalloporphyrins for the 
detection of different organic chemical families via ligation interaction. The sensor array 
was able to respond to a wide range of organic compounds such as alcohols, amines, 
ethers, phosphines, phosphites, thioethers, thiols, arenes, halocarbons and ketones. The 
sensitivity reached 1 ppm and the sensor array was immune to humidity.20 
A later generation of the sensor array incorporated more dyes such as pH 
indicators, and solvatochromic dyes to a total of 24 probes145 and greatly broadened the 
detection scope and improved the sensitivity. This array could selectively discriminate 
among very closely related amines (linear alkyl amines and even isomeric amines among 
them), with sub-ppm sensitivities (Figure 1.17).  
 
 
Figure 1.17 Color-difference maps for a family of 12 amines using a 24 spot colorimetric 
sensor array containing shape selective bis-pocket metalloporphyrins.145 
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 With further expansion of the array to 36 probes that included dyes capable of 
Lewis acid-base, Brønsted acid-base, metal ion coordination, hydrogen bonding, and 
dipole interactions, the array could discriminate up to 100 different VOCs with no error 
(including chemicals with primary, secondary, tertiary, and aromatic substituents of 
amines, arenes, alcohols, aldehydes, carboxylic acids, esters, hydrocarbons, ketones, 
phosphines, and thiols). The high sensitivity is attributed to strong metal-analyte 
interactions, either by metal ligation (coordination) or by Brønsted acid-base interactions. 
Weakly coordinating vapors such as esters, ketones, alcohols, arenes, and hydrocarbons 
show a lower response due to weaker interactions. Again, with proper choice of dyes and 
substrate, the array shows no response to humidity. A selection of the difference maps for 
a representative subset of 24 VOCs is presented in Figure 1.18. 
 
 
Figure 1.18 Colorimetric array response to VOCs visualized as color difference maps. 
Shown are 24 representative VOCs after equilibration at their saturated vapor pressure at 
295 K.79 
 
The PCA of this 100 VOC dataset shows a high level of dispersion of 
dimensionality, with 14 dimensions required to define 90% of the total variance, 22 
dimensions for 95% of the total variance, and 40 dimensions for 99% (Figure 1.15). 
Moreover, HCA analysis shows a “family tree” type of clustering based on chemical 
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 similarity, which is due to the chemical reactivity probing ability of the colorimetric 
sensor array (Figure 1.14). 
Although these colorimetric sensor arrays succeed in targeting reactive chemical 
volatiles, they are not as sensitive to less reactive species such as aromatic hydrocarbons, 
chlorocarbons, or other organic solvents, which are important pollutants in indoor air. In 
order to solve this problem, a pre-oxidation technique was developed to convert these 
less-reactive chemicals into more responsive ones.21 This peroxidation process typically 
involves passing the VOCs through an oxidation tube of chromic acid on silica and then 
let the product chemicals interact with the sensor array (Figure 1.19). This approach 
greatly improved the sensitivity (by ~300-fold with a better discrimination ability) for the 
detection of carboxylic acids, phenols, and aldehydes. With this pre-oxidation approach, 
common VOC pollutants in indoor air were studied at the level of immediately dangerous 
to life or health (IDLH) and at their permissible exposure limit (PEL) (Figure 1.20).133 
 
 
Figure 1.19 (left) Schematic illustration of the pre-oxidation technique. A Teflon tube is 
packed with chromic acid to pretreat the gas flow containing a VOC before it is passed 
over the colorimetric sensor array. As an illustration of improvement in array response 
capable with the pre-oxidation technique, difference maps showing array response to p-
Xylene at IDLH concentration (middle) without and (right) with pre-oxidation treatment 
are shown above.21 
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Figure 1.20 HCA dendrogram for 20 commonly found indoor pollutant VOCs at their 
IDLH concentrations and a control. All experiments were run in quintuplicate with 30 mg 
chromic acid on silica as the pre-oxidation reagent; no confusions or errors in 
classification were observed in 105 trials.21 
 
1.5.2 Toxic Industrial Chemicals  
Toxic industrial chemicals (TICs, such as HCl, HF, HCN etc.), are chemically 
reactive and are specifically harmful to living organisms, and thus a sensitive, cost-
effective, and rapid detection method for field workers or soldiers is needed.146  
Prior electronic nose technologies, as mentioned earlier, have their limitations due 
to reliance on physical analyte-sensor interactions, and thus have a limited ability to 
detect compounds at low concentrations (e.g., TICs at their IDLH or PEL concentrations). 
Colorimetric sensor arrays, on the other hand, are suitable for such detection in that they 
rely on strong and cross-responsive chemical interactions between the analytes and the 
array. Within less than 5 minutes of exposure, 20 TICs are detected and differentiated at 
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 both IDLH and PEL levels,19, 127, 132, 147. HCA showed no mis-clustering errors and 
jackknifed LDA gave an error rate below 0.7% out of 147 trials (Figure 1.21 and Figure 
1.22). In addition, PCA analysis shows a high dimensionality with 17 PCA dimensions 
required to capture 95% of the variance.127 
 
Figure 1.21 Color difference maps of 20 representative TICs at their IDLH.147 
 
Figure 1.22 HCA dendrogram for 20 TICs at IDLH concentrations and a control. All 
experiments were performed in septuplicate; no confusions or errors in clustering were 
observed in 147 trials.127 
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 1.5.3 Applications to Complex Mixtures 
The analysis of complex mixtures presents a difficult challenge in the sensing 
field, and such complex mixtures include food, beverage, microbial culture, exhale from 
patients.  
1.5.3.1 Foods and Beverages  
Foods and beverages are characteristic in the complexity of their composition. A 
component by component analysis is generally too sophisticated to be practical, and often 
the overall quality of a complex mixture is necessary. 
Coffee provides a readily available archetype of a diverse, multicomponent 
system. Depending on the fermentation process, VOCs in coffee can range from 300 to 
1000 chemicals including carboxylic acids, alcohols, aldehydes, alkanes, alkenes, 
aromatics, esters, furans, ketones, lactones, oxazoles, phenols, pyridines, pyrazines, 
pyrroles, thiazoles, and thiophenes.148-150 Moreover, the VOC aroma is also dependent on 
storage time and temperature. Thanks to the wide detection scope of TICs colorimetric 
sensor array, coffee aroma was successfully probed. 151 PCA revealed that the sensor 
array has as high as 18 dimensions required for 90% total variance and 25 for 95%. 
Furthermore, HCA shows no errors in classification of 55 trials (Figure 1.23). 
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Figure 1.23 HCA for 10 commercially available coffees and a control. All experiments 
were run in quintuplet trials; no confusions or errors in classification were observed in 55 
trials. Abbreviations: Maxwell House Original Roast, MHOR; Folgers Grande Supreme 
Decaf, FGSD; Eight O’Clock Hazel Nut, EOHN; Maxwell House Original Roast Decaf, 
MHORD; Starbucks Sumatra Roast, SSR; Starbucks Columbian Roast, SCR; Starbucks 
Espresso Roast, SER; Folgers Columbian Roast, FCR; Café Mai Traditional, CMT; Eight 
O’Clock Columbian Roast, EOCR; the number indicates nth trial; Control = no coffee 
present.151 
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 In a solution based colorimetric sensing approach, commercially available soft 
drinks were analyzed and differentiated with hydrophobic membrane substrates.152 
Fourteen commercial soft drinks were analyzed and facile identification of all of the soft 
drinks was readily achieved with a misclassification of 2% using HCA. This work 
demonstrates the potential of colorimetric sensor array technology for quality 
assurance/control applications of sodas and perhaps other beverages as well. Similar 
applications have also pursued differentiation of 18 brands of beer. 153 Ales and lagers 
(Figure 1.24) were differentiated without error with <3% error among very similar beers. 
Moreover, 5 Chinese distilled alcoholic beverage (baijiu) could be differentiated with no 
misclassification in HCA and LDA.154 
 
 
 
 
Figure 1.24 Colorimetric array analysis of a complex mixtures: headspace analysis of 
various beers compared to 5% ethanol in carbonated water. Brands in red are lagers, 
brands in green are ales.8 
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 A third very useful application for colorimetric sensor arrays is food spoilage 
monitoring, including meat, poultry, and fish freshness. In a report on monitoring fish 
meat aging, a colorimetric sensor array on a reverse silica plate is used.155 These arrays 
were sensitive to the spoilage rate of fish meat with 87.5% accuracy. Recently an 
optoelectronic nose was also constructed to monitor chicken meat aging in a similar 
fashion.156 
1.5.3.2 Detection and Identification of Bacteria  
The detection and identification of bacteria is a pressing issue in both medicine 
and industry.157-160 Existing methods for identification of pathogenic bacteria are limited 
by long turnaround times, the need of highly trained laboratory personnel, and the 
requirement of expensive and high-maintenance equipment.161-166  
Bacteria stink: that is, they produce volatile organic compounds to which the 
mammalian olfactory system is highly responsive. Consequently, an experienced 
microbiologist can readily identify many bacteria by smell. Applications of prior 
electronic nose technology, however, have been limited by the low dimensionality of 
traditional sensor arrays (e.g., metal oxides) and have achieved only modest success, even 
when attempting to classify a small number of bacterial species.167-169  
Using a disposable colorimetric sensor array, 10 different strains of human 
pathogenic bacteria were differentiated and identified based on volatile compounds 
produced during bacterial growth. In 164 trials monitoring bacterial growth as a function 
of time, the growth profiles of different bacteria were able to identify even by the naked 
eye. With less than 10 hours of culture time, 98.8% accuracy (evaluated by jackknifed 
LDA using time stacked data) was achieved.170 Figure 1.25 shows the color difference 
maps and time evolution of the array response to the head-gas mixture produced in sealed 
Petri dishes. 
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Figure 1.25 (a) Color difference maps and the time response profile resulting from 
colorimetric sensor array exposure to a growing culture of E. coli, American Type 
Culture Collection (ATCC) #25922. (b) The color change values versus time plotted for 
all color channels (ΔR, Δ G, and Δ B values for each spot, i.e., 108 color channels) at 
each time point. (c) Color difference maps for 10 different bacterial strains resulting from 
colorimetric sensor array exposure to Petri dish-grown cultures after 480 min.170 
 
Similar to bacteria, fungi can also be identified and differentiated with a 
colorimetric sensor array. A detailed description of the identification and detection of 
fungi (yeast) is in the next chapter. 
1.5.3.3 Breath Analysis for Diagnosis  
Due to their success with complex mixture differentiation, colorimetric sensor 
arrays have also been applied to medical diagnosis of disease. This is under the premise 
that different cell lines (either microorganisms or cancer cells) produce different volatile 
metabolites during metabolism. As a result, human breath is in principle in equilibrium 
with the volatiles produced within the body. Breath analysis has a long history as a 
diagnostic tool171-173 but due it its low sensitivity and specificity (or sometimes high cost 
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 due to the advanced instrumentation needed) the clinical or hospital applicability is 
limited. Electronic noses have been explored for breath analysis, especially for diagnosis 
of lung cancer or respiratory infections but only achieved limited success.171, 173, 174  
As mentioned earlier, the colorimetric sensor array has been successfully 
developed for bacterial identification170 and has also demonstrated some preliminary 
clinical success for breath diagnosis with an accuracy of 90% in initial studies.175 Lung 
cancer screening using breath analysis has also been reported with promising initial 
results.174 In a study with 229 subjects (92 with lung cancer), individuals with different 
histologies were accurately distinguished from one another (86.4% for adeno-carcinoma 
vs. squamous cell carcinoma), and the accuracy of breath bio-signatures could be 
optimized by incorporating clinical risk factors.174 
1.6 Summary and Outlook  
In summary, colorimetric sensor arrays have the following advantages: 
 (1) They give a composite response to not only single component volatiles but 
also to complex mixtures. The ability to fingerprint complex mixtures is often more facile 
using such techniques as GC-MS. Although traditionally we are more used to a complete 
qualitative and quantitative analysis of each analyte, for multi-component analyses 
sometimes the goal is simply “are those analytes the same” or “is this mixture genuine or 
not”? In the latter case, colorimetric sensor arrays (or other optoelectronic noses) have 
their unique niche. 
(2) Sensor arrays aim to probe analytes with chemical interactions, rather than 
physical interactions. And because of this and its ability to interact with volatiles in a 
cross responsive way, sensor arrays have high sensitivity to those analytes that are 
chemically reactive, which is often the analytes of concern (e.g., toxic gases). 
There are, however, also limitations to sensor arrays: 
(1) They can only give a composite response to analytes. Unlike GC-MS or other 
analytical methods, component by component analysis is generally out of the question. 
Depending on the goal of the project, one should carefully choose the appropriate 
analytical tools. 
 (2) Because they interact quickly with analytes with high chemical reactivity, 
probing less reactive chemicals could potentially be challenging and sometimes an 
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 enhancement method (e.g., pre-oxidation) could be necessary. Moreover, because of the 
relatively low S/N ratio from less reactive chemicals, the interference from highly 
reactive ones could significantly affect the ability of the sensor array to detect these 
compounds.  
(3) Though there was only limited discussion in this chapter, liquid phase sensing 
has several additional challenges such as dye blooming, dye leaching, change of response 
due to refractive index, and contamination from the ambient environment. In principle, 
one way to solve such problems is to immobilize dyes in a sol-gel formulation but in 
practice immobilization is difficult to achieve in conjunction with other necessary 
properties.  
In the next chapter, an example of the use of a colorimetric sensor array for the 
identification of fungi is demonstrated. It is the first successful application for sensing 
eukaryotic cells with a wider and better accuracy than other examples in literature. 
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 CHAPTER 2 
DETECTION AND IDENTIFICATION OF FUNGI VIA  
COLORIMETRIC SENSOR ARRAY 
 
2.1 Introduction 
Worldwide mortality from human invasive fungal infections is comparable to 
those from tuberculosis or malaria, and mortality rates exceed 50%.1  Fungal infections 
have received increasing clinical focus,2-4 and contaminated compounding pharmacies 
have brought this crisis to widespread public attention.1, 5  Despite the increasing 
awareness of the situation’s severity, currently available fungal diagnostic methods 
cannot always meet diagnostic needs, especially for invasive fungal infections. 
Traditional culturing methods are slow and labor-intensive, immunological tests often 
suffer from cross contamination, and molecular diagnostic methods lack standard criteria 
or diagnostic scope.4, 6, 7  Thus, the development of new techniques for the rapid 
identification of fungal strains would be highly desirable. 
The volatile organic compounds (VOCs) produced by fungi may have great utility 
as an alternative diagnostic approach. There are approximately 250 fungal VOCs 
identified (including alcohols, phenols, thiols, sulfides, hydrocarbons and aldehydes) that 
derive from fungal primary or secondary metabolic pathways.8  It has been shown that 
fungal VOC fingerprints can be used to discriminate noninvasively among medically 
relevant fungi9-11 and to rapidly screen and monitor the effectiveness of anti-fungal 
drugs.12, 13  Previous VOC identification and profiling methods, however, are either not 
cost-effective or not robust. Gas chromatography-mass spectrometry (GC-MS) is high-
maintenance and expensive. Moreover, sample collection methods, such as solid-phase 
micro-extraction (SPME) (Figure 2.1), can have adsorption bias and poor recovery.8 
Conventional electronic nose techniques, another commonly used VOC fingerprint 
profiling method, rely on weak and non-specific chemical interactions that induce 
changes in sensors’ physical or electrical properties after exposure to VOCs.8, 14  Such 
electronic noses, however, are generally sensitive to changes in humidity, require 
frequent recalibration, and are often limited in their sensitivity. 
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Figure 2.1 Schematic of SPME sampling method.15, 16 
 
 
Previously, we have developed an optoelectronic nose approach using 
colorimetric sensor arrays for VOC detection and identification.17-21  The sensor consists 
of a disposable array of cross-responsive nanoporous pigments whose colours are 
changed by diverse chemical interactions with analytes and which is unresponsive to 
changes in humidity. This portable, inexpensive, and highly sensitive optoelectronic nose 
produces a composite response which generates a unique molecular fingerprint for each 
analyte or mixture. Colorimetric senor arrays can differentiate and identify single 
analytes (e.g., toxic industrial gases19, 22, 23 and explosives24) at concentrations well below 
1 ppm. We have also successfully demonstrated fingerprinting and identification of 
complex odorant mixtures, including discrimination of the head gases of beverages,25-27 
the rapid identification of human pathogenic bacteria,28 and even breath diagnosis of lung 
cancer.29   
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 Herein, we report a colorimetric sensor array system for fungi differentiation and 
identification by profiling the composite volatile metabolites produced during fungal 
growth. 
2.2 Experimental Procedures 
2.2.1 Fungal Cell Strain and Cell Culture Experimental Procedure 
12 fungal strains were tested, including Candida albicans (CAI-4), Candida 
albicans (B311), Candida albicans (1-28), Candida glabrata-1, Candida guilliermondii, 
Candida parapsilosis, Trichosporon asahii 3323, Debaryomyces hansenii 3333, Candida 
stellatoidea, Candida keyfr, Saccharomyces cerevisiae 4742 and Kluyveromyces lactis (cf. 
Table 2.1)  
Strains were maintained on solid yeast extract-peptone-dextrose (YPD) medium. 
Fungal cell suspensions were prepared by inoculating 10 mL medium with a single 
colony, and liquid cultures were incubated overnight for 16 h at 30°C. A subculture was 
prepared by diluting the overnight culture into 10 mL fresh YPD medium to an optical 
density (OD600) of 0.1, where 1 OD corresponds to 2.4x107 colony forming units/mL 
(CFU/mL). After 6 more hours of rotary shaking at 30 °C, after which all strains were in 
exponential phase, 4.8x107 CFU were harvested and re-suspended in 150 μL sterile water 
(i.e., 3.13×108 CFU/mL)  and then uniformly spread on 6 cm diameter plates containing 7 
mL of solid YPD medium which had been pre-dried at 37 °C for 1 h. The inoculating 
suspension was allowed to soak into the agar medium for 10 min, after which the sensor 
array was exposed to the headspace, at room temperature, of the culture by replacing the 
original petri dish lid with one containing the sensor array and sealing with parafilm. A 
control with 150 μL sterile water inoculation was performed in parallel in each trial.  
For anti-fungal drug experiments, 20 µL of stock drug solutions in dimethyl 
sulfoxide (DMSO) were added to 130 µL sterile water-suspended fungal cells. 20 µL 
DMSO in 130 µL sterile water was used as control.  
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Table 2.1 Summary of fungal strain information and number of replicate experiments for 
each strain.  
Strain Strain origin Replicates 
Control n/a 34 
Candida albicans (CAI-4) Fonzi & Irwin30 12 
Candida albicans (B311) ATCC† 32354 11 
Candida albicans (1-28) Wrobel et al.31 10 
Candida glabrata-1 Hoyer collection§ 11 
Candida guilliermondii Hoyer collection§ 6 
Candida parapsilosis Hoyer collection§ 6 
Trichosporon asahii 3323 Domestic pig isolates§ 6 
Debaryomyces hansenii 3333 
(Candida famata) 
Domestic pig isolates§ 6 
Candida stellatoidea ATCC 36232 13 
Candida keyfr ATCC 46764 10 
Saccharomyces cerevisiae 4742 Brachmann et al.32 18 
Kluyveromyces lactis New England Biolabs 12 
†ATCC: American Type Culture Collection number 
§Hoyer, Lois L  <lhoyer@illinois.edu> 
 
2.2.2 Colorimetric Sensor Array Detection Procedure 
The disposable colorimetric sensor array was prepared by printing a 6x6 matrix of 
nanoporous dyes onto polyvinylidene fluoride (PVDF) membrane. PVDF was chosen 
because it is neutral, inert, and hydrophobic. The specific dyes used for this study are 
listed in Table 2.2. In order to support the array in the head space of the culture and to 
easily conduct the experiments, an engineered petri dish lid was designed. The 
colorimetric sensor array was attached to a plastic stage via 3M double-sided tape (which 
showed no effect in controls), which allowed volatiles diffuse and interact with all the 
dyes. The stage was then secured to the petri dish lid using silicone oil (2x106 cSt). After 
the engineered lid was in place, the Petri dish was sealed with parafilm and placed 
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 inverted on a commercially available scanner (Figure 2.2) inside an incubator at 30 °C. 
Data was collected every 15 min using Epson Perfection V600 scanner.  
 
Table 2.2 List of chemically responsive dyes. Spot numbering for the 6x6 as shown in 
Figure 2.4 from left to right, top to bottom. 
spot # Name 
1 5,10,15,20-tetraphenylporphyrinatozinc(II) 
2 5,10,15,20-tetrakis(2,4,6-trimethylphenyl)porphyrinatozinc(II) 
3 5,10,15,20-tetrakis(pentafluorophenyl)porphyrinatozinc(II) 
4 5,10,15,20-tetrakis(2,4,6-trimethylphenyl)porphyrinatocobalt(II) 
5 5,10,15,20-tetraphenylporphyrinatocadmium(II) 
6 5,10,15,20-tetraphenylporphyrinatochromium(III) chloride 
7 Bromophenol Blue + TBAH 
8 Methyl Red + TBAH 
9 Chlorophenol Red + TBAH 
10 Nitrazine Yellow + TBAH 
11 Bromothymol Blue + TBAH 
12 Thymol Blue + TBAH 
13 m-Cresol Purple + TBAH 
14 Zn(OAc)2 + m-Cresol Purple + TBAH 
15 HgCl2 + Bromophenol Blue + TBAH 
16 HgCl2 + Bromocresol Green + TBAH 
17 Pb(OAc)2 
18 
1-[4-[[4-(dimethylamino)phenyl]azo]phenyl]-2,2,2-
trifluoroethanone+TsOH 
19 α-Naphthol Red + TsOH 
20 Tetraiodophenolsulfonephthalein 
21 Fluorescein 
22 Bromocresol Green 
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 Table 2.2 (continued) 
23 Methyl Red 
24 Bromocresol Purple 
25 Bromophenol Red 
26 Rosolic Acid 
27 Bromopyrogallol Red 
28 Pyrocatechol Violet 
29 Nile Red 
30 Disperse Orange  #25 
31 4-(4-Nitrobenzyl)pyridine + N-Benzylaniline 
32 
Pyrylium, 4-[2-[4-(dimethylamino)phenyl]ethenyl]-2,6-dimethyl-, 
tetrafluoroborate 
33 LiNO3 + Cresol Red 
34 Acridine Orange Base 
35 AgNO3 + Bromophenol Blue 
36 AgNO3 + Bromocresol Green 
TBAH: 1.0 M tetrabutylammonium hydroxide water solution. TsOH: 1.0 M p-
toluenesulfonic acid in 2-methoxyethanol. Red, green and blue colour channels are 
defined for each spot (e.g., for spot 3, G values are channel 8).  
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Figure 2.2 Construction of the colorimetric sensor array within Petri dishes and scanner 
placement within a standard incubator. 
 
2.2.3 Color Change Profiles Generation 
Color difference maps were generated by averaging the color value changes of red, 
green and blue (RGB), at each spot. The baseline values were taken 15 min after sealing 
the Petri dish. Each strain has a unique color difference map at each specific time point. 
Time response profiles were obtained by plotting color changes of all 108 channels (i.e., 
ΔR, ΔG, ΔB values of 36 spots) over time (Figure 2.3). The complete database is 
provided in Database 2.2.3.  
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Figure 2.3 Time response profiles for all 12 different fungal strains. For each strain, the 
colour changes versus time are plotted for all 108 colour channels. For the clarity of the 
figures, 10 most responsive channels (out of 108 channels) are shown in the figure. 
2.2.4 Linear Discriminant Analysis (LDA) and Tensor Discriminant Analysis (TDA) 
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 Linear discriminant analysis33 was performed using a commercially available 
program, SYSTAT13 (Systat Software Chicago, Illinois, USA, 2009). The data set 
consisted of 155 array responses (i.e., observations) at a single time (180 min). In the 
classification matrix (Table 2.3), each observation is classified into the group where the 
value of its classification function is largest. All 13 classes, including 12 strains and 1 
background, were classified 100% correctly. A Jackknifed classification (leave-one-out 
cross-validation) was used to test the predictability of the sensor array: one observation is 
left out and the rest of the data are used as a training set to generate the linear 
discriminant function, the model is then tested with the single left-out observation, and 
the procedure is then iterated through all of the observations in turn. The accuracy thus 
determined for the Jackknifed LDA prediction was 94%. The complete Jackknifed 
classification matrix table is shown in Table 2.4.  
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 Table 2.3 Classification Matrix (Cases in row categories classified into columns). 
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 Table 2.4 Jackknifed Classification Matrix of Linear Discriminant Analysis.  
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 For our tensor discriminant analysis (TDA), we used the colour difference 
changes (∆R ∆G ∆B) from all 36 dye spots for 9 different times (from 120 min to 360 
min in 30 min intervals). TDA is a generalization of LDA to multiway arrays.34-36  TDA 
constructs optimal linear classifiers in a trimodal fashion, optimized separately for (1) the 
combination vector of dye spot, (2) the effects of the three colour factors (∆R ∆G ∆B) for 
each dye, and (3) the temporal progression.  The general strategy of the TDA algorithm 
in the colorimetric sensor array classification can be clearly illustrated using the flow 
chart given below in Scheme 2.1.34   
 
 
 
 
 
Scheme 2.1 Flow chart of tensor discriminant analysis. 
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 2.3 Results and Discussions 
2.3.1 Colorimetric Sensor Arrays 
A colorimetric sensor array uses cross-reactive chemoresponsive colorants whose 
color changes reflect a diverse range of chemical interactions between the analytes and 
the colorants.  We have developed an optimized set of 36 dyes that yield an essentially 
universal chemical sensor array.19  The dyes fall into four classes: (1) dyes containing 
metal ions (e.g., metalloporphyrins) that respond to Lewis basicity (that is, electron-pair 
donation, metal-ion ligation), (2) pH indicators that respond to Brønsted acidity/basicity 
(that is, proton acidity and hydrogen bonding), (3) dyes with large permanent dipoles 
(e.g., vapochromic or solvatochromic dyes) that respond to local polarity, and (4) metal 
salts that participate in redox and precipatory reactions.  This colorimetric sensor array, 
therefore, is responsive to the chemical reactivity of analytes, rather than to their effects 
on secondary physical properties (e.g., mass, conductivity, adsorption, etc.). The specific 
dyes used for this study are given in Table 2.2.  
We selected twelve clinically and commercially relevant fungal strains to test the 
CSA’s ability to differentiate strains based on their VOC profiles. These twelve strains 
(Table 2.1) were grown on YPD agar (yeast extract, peptone, and dextrose), a commonly 
used rich growth medium chosen because it accommodates a wide range of fungal 
strains. It is worth mentioning that YPD medium (control, Figure 2.3.3) also gives off 
volatiles. As a result, the signals obtained from the CSA color changes are from the 
combined volatiles from the YPD medium and from the fungi. 
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Figure 2.4 Schematic experimental apparatus. (A) An image of the CSA from a flat-bed 
scanner with different responsive dyes printed on hydrophobic PVDF substrate. For a 
complete list of dyes used in this research see Supporting Information. (B) Inverted Petri 
dish showing a colorimetric sensor array supported in a plastic stage in the head gas 
volume. Fungal cells were uniformly inoculated on YPD agar growth medium and the 
array digitally imaged with a flatbed scanner inside an incubator at 30 °C.  Color changes 
were obtained as a function of time. 
 
2.3.2 Color Difference Maps and Time Response Profiles 
For analysis of the colorimetric sensor arrays, color difference maps were 
generated from the color values (i.e., red, green and blue (RGB) values) for each spot at 
any given time by subtracting the baseline values of each spot taken at 15 min after the 
Petri dish was sealed. Representative difference maps are given for Candida albicans 
(CAI-4) from 15 to 480 min are given in Figure 2.5.  At any given time, each of the 12 
fungal strains shows a unique color difference map; for example, Figure 2.6 shows the 
color difference maps of the 12 strains after 180 min growth.  The color difference maps 
of all 12 strains are clearly differentiable by eye, even before any statistical analysis. 
Qualitatively, one may easily differentiate among the three Candida albicans strains, and 
identify Debaryomyces hansenii, which is often misdiagnosed as Candida 
guilliermondii37. 
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Figure 2.5 Sensor array response to Candida albicans (CAI-4) out-gases.  (A) Color 
difference maps (i.e., ΔR, ΔG and ΔB of 36 sensor spots) at different time points were 
generated by subtracting the RGB values from baseline at 15 minutes after sealing of 
Petri dish. For visualization in the color difference maps, four bit color was expanded to 8 
bit color (i.e., the RGB values of 4-19 were expanded to 0-255). (B) Temporal profile 
from the 10 most responsive channels vs. time. 
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Figure 2.6 Color difference maps for 12 different fungal strains grown on YPD medium 
at 180 minutes. Each fungal species has a unique pattern. 
 
Time response profiles were obtained by plotting the colour changes of the 
individual channels (i.e., ΔR, ΔG, ΔB values for 36 spots) vs. time.  For clarity of 
presentation, only the ten most responsive channels are shown in Figure 2.5 B, again for 
C. albicans as an example. The time response profiles for all 12 strains of fungi are 
provided as Figure 2.3. The differences in the time response provides for each of the 
fungal strains serve as fingerprints that allow one both to qualitatively differentiate and 
identify strains even by the naked eye and to provide a quantitative pattern analysis.  
The time response profiles for different fungal strains vary both in the intensities 
of the color changes and in the times at which such response begin to occur.  For 
example, thiols and sulfides are common metabolites among fungi,38 and the sensor spot 
that are most responsive to thiols and sulfides (i.e., the blue, green, and purple lines in 
Figure 2.5 B and Figure 2.3) do indeed undergo large color changes.  The timings of 
these color changes, however, are strain specific:  rapid changes occur for C. albicans 
(CAI-4) (even after just 15 min), whereas the changes begin to occur only after 180 min 
for C. keyfr, 450 min for C. stellatoidea, and not at all with D. hansenii.  This thiol and 
sulfide responding spot has a dye formulation containing Pb(O2CCH3)2 (Table 2.2).  
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 2.3.3 Pattern Recognition and Statistical Analysis 
To provide a statistically meaningful analysis, we utilized a standard chemometric 
approach, hierarchical cluster analysis (HCA),33 to discriminate the VOC temporal 
profiles among the 12 strains and to demonstrate excellent reproducibility among 
replicates. HCA is a model-free clustering analysis that generates a dendrogram based on 
the Euclidean distances between the difference maps of each trial using all 108 
dimensions. No mis-clusterings were observed for data from 155 trials after 180 min 
growth (Figure 2.7), which demonstrates that the method is reproducible and 
differentiates among different strains of fungi. It is worth noting that the clustering is not 
directly related to fungal phylogenetic classifications. This is not surprising as our 
methodology detects metabolic byproducts and is only indirectly responsive to genomic 
sequence:  we are probing the metabolomics of the microorganisms, not their genomes.   
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Figure 2.7 Classification analysis. (A) Hierarchical cluster analysis dendrogram (using 
Ward’s method) of 12 fungal strains and YPD medium background at 180 min with 
2.4x107 colony forming units of inoculation; no errors in clustering were observed among 
a total of 155 trials. (B) Scatter plot of the first two directions from the tensor 
discriminant analysis.  Surprising good discrimination of the fungal strains is achieved 
even with only two TDA directions, which account for only 18.2% of the total 
discriminant power. The accuracy of classification using TDA maximizes at 98.1% using 
an optimal 10 dimensions. 
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 To provide a quantitative evaluation of the accuracy of classification of the fungal 
strains by our colorimetric sensor arrays, we first completed a standard linear 
discriminant analysis (LDA). LDA of the array response (i.e., the RGB color changes of 
each sensor spot) at 180 min gave a classification matrix with no errors (Table 2.3). To 
quantitatively test the prediction accuracy of a new unknown input using LDA, a standard 
Jackknifed analysis was performed (leaving out one observation at a time and permuting 
through the full dataset), giving a prediction accuracy of 94% (Table 2.4). Data from 
these colorimetric sensor arrays have an exceptionally high dimensionality, and LDA 
does not provide optimal classification with such data due to the “curse of 
dimensionality” (i.e., the difficulties that a large number of  dimensions can create for 
function approximation, model fitting, information extraction, as well as computation).39 
Tensor discriminant analysis (TDA) is an array generalization of LDA better able 
to take advantage of high dimensionality.35, 36 More precisely, tensor discriminant 
analysis is used to classify multi-way array measurements (i.e., “tensor measurements”), 
rather than one-way vector measurements. The data collected using colorimetric sensor 
arrays can be viewed as a 3-way tensor with the first mode corresponding to choice of the 
dye, the second mode corresponding to the effects of the color changes (i.e., ΔR, ΔG, 
ΔB), and the third mode corresponding to the time progression.34  The general strategy of 
tensor discriminant analysis is to find orthogonal linear classifiers so as to maximize the 
ratio of between-class variation to within-class variation (i.e., to maximize discrimination 
among classes).  Those orthogonal linear classifiers are essentially linear combinations of 
the three-way interactions of (1) the effects of the dye spot choice, (2) the three colour 
changes of each spot (i.e., ΔR, ΔG, ΔB), and (3) the temporal evolution.  
Tensor discriminant analysis can greatly improve the sensitivity, specificity, and 
computational efficiency of discriminant analysis method.34-36  LDA and most other 
existing classification methods largely ignore the array structure of the colorimetric 
sensor array data:  the three color changes for each spot are not fully independent 
dimensions compared to the three color changes of the other spots.  For our array data 
over time, LDA would simply vectorize each 3-way observation into a vector with 972 
dimensions (36×3×9, i.e., where 36 dyes × 3 color factors (∆R ∆G ∆B)  × 9 time points 
(120 min to 360 min in 30 min intervals)) and find classifiers using 972 parameters.  In 
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 contrast, TDA constructs the optimal linear classifiers and estimates them in a trimodal 
tensor (separating spot choice, color, and time). By separating these three classes of 
effects, we can (1) keep the original design information and avoid interpretation 
difficulties, (2) substantially limit the effective dimensionality (we only need 48 
parameters (i.e., 36+3+9) for TDA, rather than 972 parameters in LDA or PCA), and (3) 
improve prediction accuracy.  
As a result, the directions created in TDA are not obscured by the noise present in 
the very large number of additional dimensions in LDA or PCA.  As a consequence, 
excellent discrimination of the fungal strains is achieved even with only two TDA 
directions, which account for only 18.2% of the total discriminant power (as defined by 
the ratio of the between-group variation to the within-group variation), as seen in Figure 
2.7. The prediction accuracy of TDA was assessed quantitatively by using a Jackknifed 
classification (leave-one-out cross-validation using the rest of the data as a training set 
and permuting through the full dataset). The prediction accuracy of the tensor 
discriminant analysis reaches a maximum of 98.1% using an optimal 10 dimensions 
(Figure 2.8, based on 155 trials).   
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Figure 2.8 Misclassification rate (error rate) results from tensor discriminant analysis. 
Data between 120 to 360 minutes in 30-minute interval was used. Error rate for each trial 
was calculated by testing it with the training model built with the rest of the 154 trials. 
The final error rate was the average of all 155 error rates. The lowest error rate was 
0.01935 using 10 dimensions.   
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 2.3.4 Limit of Detection 
The limit of detection (LOD) at a given time may be defined as the smallest 
number of viable fungal cells in the initial inoculum that will give a response from a 
single channel that is larger than three times the noise at that given time. A more 
quantitative measure of the LOD at 720 min can be approximated as 3[I]/Cmax where [I] 
is the initial inoculum concentration,  is the standard deviation of the channel with the 
largest net colour response at 720 min, and Cmax is that largest net colour response.  Time 
response profiles of the 10 most responsive channels of array response to Candida 
albicans (CAI-4) is shown in Figure 2.9.  We can interpolate the LOD from the three 
lowest initial inocula (Figure 2.10), and calculate the LOD after 720 min. to be 2x104 
CFU for the initial inoculum. One may also define a time to detection as the time at 
which the response of a single channel is larger than three times the noise. Not 
surprisingly, there is a roughly linear correlation between the time to detection vs. the log 
of the initial inoculum (Figure 2.11); for example, with an initial inoculum of 106 CFU, 
the time to detection is ~400 min.  
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Figure 2.9 Time response profiles of the 10 most responsive channels of array response 
to Candida albicans (CAI-4) after subtraction of the YPD growth medium background. 
As the initial inoculum is decreased, the time response profiles decrease in intensity.  At 
720 min, the LOD is approximately 2x104 CFU. 
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Figure 2.10 Interpolation of the limit of detection (LOD) for Candida albicans (CAI-4) 
for three channels (#49, #50 and #51, which correspond to spot 17, Pb(O2CCH3)2).  At 
any given time, the LOD for any given color change (i.e., ΔRGB value) of any given 
channel of any given spot is defined as the initial inoculum that gives three times the 
standard deviation of the ΔRGB, which is approximately 8 color difference units (the 
range of ΔRGB is -255 to +255).  The LOD at 720 min was interpolated from the three 
lowest initial inocula (4.7x103, 4.7x104 and 4.7x105 CFU) and was determined be 2x104 
CFU for the initial inoculum with channel 49, as indicated in the figure. The standard 
deviation is approximately 8 color difference units (i.e., RGB units ranging from 0 to 
255).  
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Figure 2.11 Correlation of the time to detection (as determined by the most responsive 
channel) versus log (initial inoculum in CFU), where the time to detection is defined as 
the time at which the total signal is greater than three times the standard deviation of the 
ΔRGB value.  The linear regression coefficients are above 0.95. 
 
2.3.5 Effects of Fungicides on Metabolic Patterns 
Although chemical profiling at a single time point can be achieved by methods 
such as GC-MS, monitoring the changing VOC profile continuously during culture 
growth is challenging. Using this colorimetric sensor array, however, one can monitor 
cell growth conditions continuously and inexpensively.  It is well established that there 
are changes of metabolic states in response to fungicides40, 41, and we should expect that 
the VOCs produced by the fungi should therefore change under drug induced stress.  In 
this manner, the colorimetric sensor array can be used to monitor changes in fungal 
metabolic states or in response to fungicides during cell growth.  
Indeed, the array response (as measured by the total change in the Euclidian 
distance (ΔED) of all 108 colour channels) of C. albicans (CAI-4) is substantially 
affected by the presence of various concentrations of clotrimazole or miconazole (Figure 
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 2.12).  The color difference maps (Figure 2.12 B) demonstrate the shut-down of VOC 
production at high concentrations of anti-fungal drugs: volatiles are no longer being 
released (and the ΔED of the sensor array no longer changes) after roughly 180 min, for 
clotrimazole at >400 µg/mL and for miconazole at >0.5 µg/mL, which represent the 
minimum inhibitory concentrations of two drugs. At lower concentrations, the volatile 
metabolites are clearly changed, relative to untreated fungi, which can lead to either 
greater or diminished sensor array response (Figure 2.12 B). While the colorimetric 
sensor array does not provide a direct indication of what the changes in the VOCs may be 
(i.e., the component by component analysis provided by GC-MS, for example), it does 
yield a rapid and simple indication that significant metabolic changes are occurring. This 
could prove useful for rapid parallel screening of fungicidal effectiveness. 
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Figure 2.12 Sensor array response to fungal volatiles under the influence of anti-fungal 
drugs. (A) Total array response (change in Euclidean distance after subtraction of 
background) under the influence of fungicidal drugs. Significant changes in array 
response are observed vs. clortrimazole or miconazole concentrations. (B) Color 
difference maps vs. YPD growth medium control after 400 min as a function of fungicide 
concentration.  Changes in the array response patterns appear to occur at 10 ng/mL 
clotrimazole and at 1 ng/mL for miconazole, which are presumably due to changes of 
metabolic states under the stress of the anti-fungal drug environment. The complete 
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 shutdown of volatile metabolites occurs at >400 µg/mL clotrimazole and at >0.5 µg/mL 
miconazole. 
 
2.4 Conclusions 
In summary, we have used an optoelectronic nose to detect fungal VOCs and 
generate unique metabolic patterns that differentiate among twelve different fungal 
strains with high accuracy. The sensor array is also able to observe metabolic changes in 
growth patterns upon the addition of fungicides, which provides a facile screening tool 
for determining fungicide efficacy in real time.   
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CHAPTER 3 
ULTRASONIC SPRAY TECHNIQUE FOR MATERIALS SYNTHESIS 
 
3.1 Introduction 
Spray synthesis, which generally involves thermal decompositions of aerosols 
(e.g., spray pyrolysis), is a widely used aerosol process for a variety of powders and 
films.1-5 In spray pyrolysis, an aerosol of micro-droplets is generated from a liquid 
precursor (a solution, dispersion, or pure compound) by a nebulizer in a gas flow, which 
is then carried through a heated zone where physical and chemical reactions occur.  
Based on different atomization processes and liquid-gas-particle conversion 
routes, one can generally classify the technologies into the following categories: flame 
spraying, laser ablation, aerosol-assisted CVD, and ultrasonic spray techniques.1 
Ultrasonic spray techniques have been intensively investigated over the past few years for 
the production of microspheres, nanoparticles, powders and composite materials.1-3  
Spray synthesis has had substantial impact in particle manufacturing and film 
deposition. Compared to its counterparts (e.g., hydrothermal synthesis, emulsification 
techniques, laser ablation and milling), it has many advantages with respect to both the 
process itself and the materials it produces. As a synthetic tool, spray synthesis is an 
energy-efficient process. It is simple and inexpensive to implement in a one-step, 
continuous process, and can be easily scaled up. Spray synthesis products are of high 
purity and have easily-controlled properties; the composition can be controlled by 
adjusting precursor ratios, the particle size or deposited film thickness can be controlled 
by adjusting solvent properties and experimental conditions, and particle morphology is 
tunable using several methods (e.g., porous and hollow structures can be readily 
produced by adjusting salts dissolved in a precursor solution).  
In this chapter, an overview of spray techniques is described with an emphasis on 
ultrasonic spray pyrolysis (USP). 
3.2 Spray Techniques  
For spray techniques, the size of the particles is directly related to the size of the 
droplets in the aerosol; thus, the method used for nebulization is important. To be more 
specific, the average particle diameter can be calculated from equation (3.1) 
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where Dp is the average particle diameter (μm), M is the molecular weight of the 
precursor in solution, Dd is the average droplet diameter (μm), C is the molar 
concentration of the precursor in solution, and ρp is the product density (g/cm3).  
Several common nebulization techniques are discussed below, and their 
advantages and disadvantages are summarized in Table 3.1. 
 
Table 3.1 Summary and Comparison of Nebulization Techniques.1  
Nebulization 
Method 
Average 
Droplet Size (μm) 
Droplet Size 
Distribution 
Gas Flow 
Rate 
Droplet 
Delivery 
Rate 
Pressure 10-1000 Broad Low High 
Air-assisted <1000 Broad High High 
Rotary 10-1000 Broad Low High 
Electrospray 0.01-1000 Very Narrow Low Low to high 
Ultrasonic 
  (Nozzle) 
10-1000 Medium Low Medium 
Ultrasonic 
  (Submerged) 
1-10 Narrow Low Medium 
 
 
3.2.1 Pressure, Air-assisted, and Rotary Atomizers  
Pressure (jet), air-assisted, and rotary atomizers are common industrial tools for 
fine powder production. This is because of their high throughput and relatively simple 
processing. Large particle sizes and polydispersity, however, still limit their applications 
in some sophisticated synthesis and processing. Pressure atomizers are operated by 
forcing liquid at high pressure through a narrow aperture/nozzle.1, 6 The kinetic energy of 
the liquid forces it to break apart into many droplets after exiting the nozzle.  This 
technique has the advantage of high precursor delivery rates and does not require gas 
flow. Also, this method allows for high-throughput of droplets and better control of the 
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droplet size than pressure atomizers. However, the aerosol droplets they produce are 
usually in high-micron range (10-1000 μm in diameter) with some polydispersity. Air-
assisted atomizers,  also known as pneumatic atomizers,  use the energy of a pressured 
carrier gas to force apart liquid stream into aerosol droplets and they can produce droplet 
sizes <1000 μm.1, 6 Rotary atomizers create an aerosol by directing a liquid onto a 
rotating disk. The kinetic energy transferred from the rotating disk causes the liquid to 
break apart, producing aerosol droplets.1, 6 Both high precursor feeds and narrower 
droplet size distributions make rotary atomizer an attractive technique, but large droplets 
are still produced.  
3.2.2 Electrostatic Atomizers 
Electrostatic atomizers use electrostatic forces to create an aerosol.1, 7 A liquid 
stream is charged by passing through an electric charge field. Upon exiting a capillary, 
the stream breaks into many droplets due to the repulsions of built-charges.  
By varying the diameter of the capillary and the strength of the electric field, sub-
micron to micron size droplets (0.01-1000 μm) can be produced. The aerosols are 
generally monodisperse with a geometric standard deviation of ~1.1, an advantage of this 
type of atomizer over other systems. While large particles produced via electrostatic 
atomization can be made at high scale, smaller droplets (e.g., sub-micron droplets) can 
only formed at very low concentrations and are not as suitable for mass production 
compared to other atomization methods. Another limitation is that, due to the aerosol-
generating mechanism, electrostatic atomizers also require the use of a conductive or 
semi-conductive liquid. 
3.2.3 Vibrating Orifice Aerosol Generators  
In vibrating orifice aerosol generators, a liquid is forced through a small nozzle.8, 9 
The jet produced is broken up by vibrating the plate containing the hole or holes at a 
specific frequency (1-1000 kHz) using a piezoelectric transducer. The droplets produced 
are relatively large (20-400 μm) and surprisingly monodisperse, with a geometric 
distribution of ~1.02. A limitation, though, is that the small orifices can easily get 
clogged, so only solutions (i.e., no suspensions) can be nebulized. 
3.2.4 Ultrasonic Atomizers  
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In general, Ultrasonic atomizers use piezoelectric transducers that vibrate at a 
frequency of 50 kHz to 2.4 MHz to produce micro-droplets. Typically, there are two 
types of ultrasonic atomizers: ultrasonic nozzle atomizers1, 10 and submerged ultrasonic 
atomizers.1, 11 Both types of ultrasonic atomizers have the advantage of requiring low gas 
and liquid flow rates required. The submerged ultrasonic transducer in particular is a very 
simple system, though care must be taken to maintain a consistent level of fluid above the 
piezoelectric transducer so as to keep the size distribution and concentration of nebulized 
droplets consistent. 
Ultrasonic nozzle atomizers forces the liquid through an ultrasonically vibrating 
nozzle to cause droplet formation.2, 12 An example of a commercially available ultrasonic 
nozzle atomizer is shown in Figure 3.1.This method can produce droplets with average 
diameters of 10-1000 μm and medium polydispersity, with a geometric deviation of ~1.5. 
As for mass production rate, this type of vibrational spraying systems is capable of 
handling liquid flow rates from a few mL/h to tens of L/h.  
 
 
Figure 3.1 Schematic illustration of a commercially available ultrasonic atomizing 
nozzle system (Sono-Tek).13 
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The second type of ultrasonic atomizer involves a submerged ultrasonic 
piezoelectric transducer.1, 11 An example of submerged ultrasonic atomizer in a spray 
pyrolysis system is shown in Figure 3.2. Ultrasonic nebulization by submerged 
ultrasonic atomizer is the result of momentum transfer. The ultrasound wave is carried 
via water, and the energy passes through a membrane to the precursor solution. When the 
ultrasonic wave reaches the air/liquid interface a standing wave (consists of crests and 
troughs) is produced. When the amplitude of the surface capillary waves is sufficiently 
high, the crests of the waves are torn away from the bulk liquid, and microdroplets are 
produced (Figure 3.3).  Empirically, the diameter of produced droplets can be described 
by Lang’s equation (3.2)11 
 
3/1
2
834.0 



f
Dd 
  (3.2) 
where Dd is the average droplet diameter (cm), γ is the surface tension of the liquid 
(d/cm), ρ is the liquid density (g/cm3), and f is the frequency of the piezoelectric 
transducer (cps).  
 
 
Figure 3.2 Schematic of submerged ultrasonic atomizer for materials synthesis.14 
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Figure 3.3 A photographic image of a nebulized fountain produced by a submerged 1.65 
MHz piezoelectric transducer.15 
 
Standard operating frequencies for commercially available submerged transducers 
range from 1.6-2.4 MHz and produce droplets with median diameters of 2-3 μm. 
Depending on precursor concentration, normally nano-sized materials ara produced at 
high frequencies (> 1 MHz) while commercial large-scale nebulizers are also available in 
25 kHz region for spray drying and painting. The choice of precursor can be a 
homogeneous liquid or colloidal suspensions as long as the colloidal particles are less 
than approximately one tenth the size of the overall droplet (generally around 50 nm or 
less).5 
Compared with ultrasonic nozzle, submerged ultrasonic atomizers can produce 
smaller droplet sizes with relatively narrow droplet size distribution while allowing for 
moderate throughput.1, 11 And given the fact that the whole process is continuous, this 
synthetic system is readily scalable. Moreover, by tuning the precursor solutions, various 
products and morphologies can be controlled. A submerged ultrasonic transducer with a 
frequency of 1.7 MHz is used in the following chapters for metal oxide and conductive 
polymer microsphere synthesis.  
3.3 Reaction Pathway and Commonly Used Methods for Morphology Control 
3.3.1 Aerosol Routes to Particles  
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In the ultrasonic spray nebulization process, a mist containing the precursor 
solution is generated, and each micron-droplet acts as a micro-reactor (i.e., the contents 
of each individual droplet are isolated and separate from other droplets). These micro-
droplets are then transported by a carrier gas through a heated zone (usually a furnace). 
The carrier gas be either be inert (e.g. Ar, N2) or reactive (e.g., air, O2).16 Due to small 
size of the micro-droplets (e.g. usually less than 5 μm), heat and mass transfer throughout 
the whole droplet is very efficient.  
In the heated zone is where products are formed, several processes occur, 
including the evaporation of solvents, diffusion of solutes, precipitation, precursor 
decomposition and densification. The entire pyrolysis process, however, is more 
complicated, with many possible reaction pathways and possibly different events 
occurring at the same time. A simplified schematic of processes in furnace is depicted in 
Figure 3.4. The various reactions which can occur (such as pyrolysis, decomposition, and 
polymerization) can be controlled by adjusting the system parameters. Moreover, the 
morphologies (such as dense solid particles versus hollow shells) can be tuned by solvent 
evaporation rates and solubility of precursors.1, 2, 10 These factors can affect the degree of 
supersaturation, which significantly influences the morphology of final products.  
For particle collection, a bubbler, filter, or electrostatic precipitator could be 
installed after the furnace, whereas for film deposition, a heated substrate (e.g., silicon or 
glass) is placed inside the furnace chamber1 or, a spraying tube could be connected after 
the heated zone to directly spray the products onto a substrate.17 The final product size 
can be theoretically calculated based on micro-droplet size, as shown in equation 3.2 
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Figure 3.4 Illustration of some possible aerosol pathways during ultrasonic spray product 
formation.1 
 
3.3.2 Template-Based Synthesis 
Templates can be introduced to control the morphologies available for spray 
pyrolysis products. The templates can be formed either ex situ or in situ. 
Here the ex situ templates refer to inert solid materials (added intentionally) 
embedded in the final products, such as silica18, 19 or polystyrene14, 20, which is 
incorporated during the nebulization process. Upon heating, the precursors react as 
described in section 3.3.1, and products and templates together form a single microsphere. 
These templates can then be burned out, washed away, or etched.  
For carbon-based templates, such as polystyrene microspheres, the template 
removal can be performed in line with a second furnace tube, burning out the template at 
a higher temperature. Similarly, surfactants and block copolymers (which are commonly 
solvent evaporation
and precursor 
precipitation
shell formation, 
liquid core
bursting
Precursor
Droplet
Precursor
Particle
Porous
Product
Solid
Product
solvent
evaporation
precursor
decomp.
product
densification
precursor
solvent
product
Hollow
Product
Fragmented
Product
solvent
evaporation
precursor
decomp.
precursor
decomp.
Furnace
84
used to facilitated the self-assembly during nebulization) can also be removed in this 
manner, giving porous structures in the final products.21 
Inert salts or their eutectic mixtures can also serve as templating agents.22-24 When 
compared to the other ex situ templating methods, there are two major advantages:  most 
inert salts are inexpensive and readily washable (removable) and thus are 
environmentally friendly compared to some etching processes. Also, there are a wide 
variety of salts or salt mixtures to choose from. The choice of salt or salt mixture dictates 
the phase of the template, which can greatly impact the final morphology of the particle. 
A schematic of the salt-templating method is shown in Figure 3.5. 
 A third method is etching away the scaffold templated formed or doped during 
nebulization process. A typical example of such template is colloidal silica. This 
templating method has been used widely to provide microspheres with high porosity and 
layered structures.19 
 
 
Figure 3.5 Schematic of ultrasonic spray technique with salt-templating method 
 
In situ templates here refer to gases formed during the spray synthesis process. 
Many precursors or template precursors (e.g., gas produced during decomposition 
processes such as NOx gases produced by nitrate salts) produce gases under reaction, 
which can break/open particles, providing hollow structures or porosity.  
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Some templating materials have dual functions during pyrolysis process. Nitrate 
salts are a typical example. First, they melt and form a liquid salt. Second, they 
decompose and form NOx gases which provides an in situ template. Third, after 
decomposition they leave behind sodium hydroxide (solid or liquid depending on the 
furnace temperature) which can interact further to promote base-catalyzed reactions.25, 26 
Another example is the decomposition of permanganic acid which will be discussed in 
detail in the next chapter. 
3.3.3 Aerosol Routes to Films  
Film deposition processes with spray pyrolysis generally involve evaporation of 
solvents, precursor decomposition, and deposition on the substrate (and further surface 
reactions on the substrate may occur). Similar to particle production, there also could be 
many different reaction pathways during the process and proper precursor or substrate 
should be used. These various film deposition processes are depicted in Figure 3.6. 
 
 
 
 
Figure 3.6 Methods of film deposition using aerosol techniques.1  
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Depending on the applications of the desired film, the criteria for film quality may 
include porosity, microstructure, uniformity, and smoothness. Spray drying is generally 
used to produce a dense film with solid product particles,27 whereas porous films can be 
produced with an ultrasonic spray synthesis technique, taking advantage of its ability to 
produce particles with various sizes and porosities. Such porosities. i.e., with high surface 
area, are especially desirable for sensor applications,15, 28 Particle smoothness/roughness 
could be a potential bottle-neck for its application in film deposition due to the 
polydispersity of  the droplets produced during the process, unless the droplet sized can 
be carefully controlled within specs.  
Despite some potential problems with aerosol deposition techniques, they still 
provide numerous advantages over other preparatory methods, particularly in their 
continuousness, low cost, and the wide choice of precursor materials (solutions or 
suspensions). In addition, aerosol-assisted CVD expanded the product variety zone for 
aerosol spray synthesis. 
3.4 Examples of Products Prepared by Ultrasonic Spray Technique 
3.4.1 Metal and Metal Oxide Microspheres 
Ultrasonic Spray pyrolysis has been frequently used to prepare micro-structured 
fine powders. So far, a number of metals (or metal alloys) have been synthesized, 
including Au, Ag, Pd, Cu, Ni, bimetallic Au/Ag and Ag/Pd.29-39 Typically, a single metal 
salt or metal salt mixture is used as the precursor, and metal products are produced by 
thermal decomposition under inert atmosphere (e.g. Ar and N2). A reductive environment, 
i.e., using H2, is also sometimes applied for more reactive materials (e.g., Cu, Ni or Co).40 
In additional, reducing reagents such as ethanol, which produce CO, CH4, and H2, are 
also used as co-solvent in precursors.37, 41 
Numerous metal oxide powders have also been prepared via spray pyrolysis, 
including mono-metallic oxides (e.g. Fe2O3, Fe3O4, SnO2, ZnO, TiO2, V2O5 and 
Co3O4),42-56 multi-component oxides (e.g. NiFe3O4, LaCoO3, BaTiO3, and SiTiO3) and 
binary metal oxides (e.g. Al2O3-SiO2).57-63 Generally, metal salts, such as metal nitrates, 
chlorates and acetates are employed as precursors to produce metal oxide powders in an 
oxidizing environment (e.g., air and H2O). It should be noted that metal chalogenides, 
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such as MoS2, has also been synthesized with USP, and microsphere porosity could be 
tuned by addition of sacrificial templates.19 
3.4.2 Nanoparticles 
Nanoparticles can be produced using ultrasonic spray techniques. The limitation, 
however, is the practical application of these techniques given the fact that the precursor 
concentration needs to be significantly reduced, resulting in a production rate much lower 
than other spraying processes. To overcome this shortcoming, two methods have been 
developed to produce multiple nanoparticles per droplet during spray pyrolysis: salt-
assisted aerosol decomposition (SAAD) and chemical aerosol flow synthesis (CAFS).16, 
64, 65 
In the SAAD process, instead of using a highly diluted solution, a large 
concentration of salt (e.g., KCl, NaCl, and LiCl, or their eutectic mixtures) is added to the 
precursor solution. This salt, which then melts upon heating, acts as a high temperature 
solvent that prevents the agglomeration and densification of the nanoparticles nucleated 
in the micro-droplet  After the reaction, the excess salt “solvent” is washed away, leaving 
nanoparticle products in the collecting bubblers.66 For comparison, traditional spray 
pyrolysis synthesis of Y2O3-ZrO2 yields particles with an average diameter of 660 nm. 
Using the SAAD method, the products are about 12.8 nm in size (Figure 3.7).67 
Nanoparticles that have been prepared using this method include Ag/Pd67, ZnS67,  CeO268, 
NiO69, BaTiO370, ZnO71, hydroxyapatite72, CuO73 , Co3O474, Ga2O375 , and LaMnO376. 
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Figure 3.7 SEM and TEM images of Y2O3-ZrO2 products produced with (a and b) 
conventional spray pyrolysis, and (c and d) with SAAD method. (c) Unwashed and (d) 
washed SAAD products. Note that the conventional aerosol decomposition technique 
leads to large spheres while SAAD templating method gives nanoparticles.76 
 
 
Chemical aerosol flow synthesis (CAFS) synthesis uses high temperature solvent 
during spray pyrolysis. In CAFS two solvents, one with high boiling point and one with 
low boiling point are used, so that when the reaction happens below the boiling point of 
the higher one, there is still some solvents remaining in the droplets. In this case, similar 
to SAAD, no densification occurs after product nucleation process happens. Many 
semiconductor materials have been produced using this method, including CdS, CdSe, 
and CdTe quantum dots with narrow size distributions.64 The size, fluorescence, and band 
gaps of these nano-dots are also tunable by controlling the concentrations of the reagents 
in the precursor solution, the reaction temperatures (Figure 3.8). 
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Figure 3.8 (a) TEM and (inset) high resolution TEM of CdSe quantum nanoparticles 
synthesized via CAFS method. (b) Fluorescence spectra of CdTe quantum dots with 
increasing Cd concentration from left to right. (c) Photoluminescence photos of CdSe 
nanoparticles in toluene synthesized using different furnace temperatures (from left to 
right: 180 °C, 220°C, 240 °C, 260 °C, 280 °C, 300 °C, 320 °C).64 
 
3.4.3 Nano-Structured Microsphere Products 
Apart from the previously described micron-sized powders, ultrasonic spray 
techniques can also produce products with a wide variety of nanostructures. 
One way to achieve that, as previously stated is, is to use sacrificial templates 
such as silica nanoparticles, polymers, and metal salts. Upon removal of the template via 
washing, etching, or burning out, porous products are subsequently recovered. Another 
way is to take advantage of self-assembly processes which occur during nebulization and 
heating processes. 
3.4.3.1 Self-Assembly  
A simple example of nano-structured self-assembly is to use nanoparticles in the 
precursor. SiO2 nanoparticles have been used in this manner to assemble well-structured 
microspheres via the spray drying method (Figure 3.9).77 It was found that both the SiO2 
nanoparticle size and the process temperature affected the morphology of the hierarchical 
structures produced. 
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Figure 3.9 SEM images (Magnification of 150 K) of nanostructured SiO2 spheres 
prepared by spray drying of colloidal SiO2 suspensions at 200 °C. The sizes of SiO2 
nanoparticles are (A) 4 to 6 nm, (B) 10 to 20 nm, (C) 40 to 60 nm and (D) 80 to 100 
nm.77 
 
 
Surfactant or block-co-polymers can also facilitate the formation of hierarchically 
structured microspheres. An example of SiO2 microspheres is illustrated in Figure 3.10, 
in which self-assembly results from using silica nanoparticles and a surfactant in the 
ethanol/water homogenized precursor.78, 79 Upon heating and densification, the 
nanoparticles are remained in the micelle-formed, organized structures. The final 
morphologies can be controlled via solvent evaporation rate and precursor concentrations. 
. 
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Figure 3.10 TEM images of porous and well-organized silica spheres prepared by 
evaporation-induced self-assembly showing (A) faceted, (B) cubic, (C) vesicular meso-
structure. (D) Cross-section of a porous silica film deposited on a silicon substrate.63 
 
 
Another classic example of self-assembly during the spray drying process is the 
synthesis of hollow metal-organic framework (MOF) microspheres using MOF 
nanoparticles as the precursor (e.g., HKUST-1, MIL-88A, ZIF-8, and MOF-5) (Figure 
3.11).  There are no further chemical reactions during the spraying and densification 
processes, as these hollow spheres will disassemble under sonication, producing well-
dispersed, discrete MOF nanoparticles.80 
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Figure 3.11 (A) illustration of spray drying process for the synthesis of HKUST-1 
microspheres. Blue dots, sprayed solution; blue spheres, resulting spherical particles. (B) 
Proposed spherical superstructure formation process. FESEM images of (C) the HKUST-
1 superstructures and (D) a mechanically broken hollow superstructure. Series of MOF 
superstructures synthesized by spray-drying: (E) HKUST-1, (F) Cu-bdc, (G) NOTT-100, 
and (H) MIL-88A with (ii) SEM, and (iii) TEM images.80 
 
3.4.3.2 Nanostructured Materials via Templating Strategy  
Briefly mentioned previously, colloidal SiO2 nanoparticles can be used as 
sacrificial templates to produce microspheres with high surface areas. Porous MoS2 
microspheres are synthesized in this manner with ultrasonic spray pyrolysis (Figure 
3.12).19 SiO2/MoS2 composite particles are first formed by (NH4)2MoS4 in the presence 
of SiO2 nanoparticles. Following HF etching, which selectively leaches out SiO2, porous 
MoS2 microspheres are left behind. The porosity of MoS2 microspheres can tuned by 
SiO2 nanoparticle size. These porous MoS2 microspheres were proven to have high 
catalytic activity for thiophene hydrodesulfurization compared to conventional nonporous 
MoS2 particles. Moreover, by doping with cobalt, these microspheres exhibit better 
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activity than RuS2, which was previously the most active catalyst known for 
hydrodesulfurization.19 
 
 
Figure 3.12 (A) An SEM image and (B) TEM image of porous MoS2 prepared by 
ultrasonic spray pyrolysis using silica nanoparticles as sacrificial template.19 
 
A second example using SiO2 colloidal templating during USP is in the synthesis 
of ZnS:Ni2+ nanostructured doped composite microspheres. In this example, ZnS:Ni2+ 
hollow microspheres and ZnS nanoparticles were synthesized, with the obtained product 
depending on the reaction temperature (Figure 3.13).81 At lower temperature, hollow and 
mesoporous ZnS:Ni2+ were obtained after silica template removal, whereas at a higher 
temperature (~1000 °C), ZnS:Ni2+ nanoparticles were produced. The reason for obtaining 
nanoparticles instead of microspheres is due to rapid ZnS growth, resulting in larger ZnS 
nanocrystals. As the silica template is removed, the microsphere structure tends to lose its 
stability and collapse, resulting in individual ZnS nanocrystals. The USP-synthesized 
ZnS:Ni2+ nanoparticles exhibited higher photocatalytic activity compared to ZnS:Ni2+ 
powders prepared by a conventional approaches. 
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Figure 3.13 SEM and TEM images of ZnS:Ni2+ hollow microspheres (a, b), and 
nanoparticles (c, d) prepared with a silica template by ultrasonic spray pyrolysis.81 
 
 
Another example of using a silica template is the production of nanostructured 
titania microspheres. Porous, hollow, and ball-in-ball nanostructures of titania were 
successfully synthesized via USP (Figure 3.14).82 In this case, titania-silica composite 
microspheres with a ball-in-ball structure were first produced as the reaction occurs in the 
furnace. After silica is removed with HF etching, nanostructured titania remains, whose 
drug loading efficiency was superior than that of other reported counterparts.  
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Figure 3.14 SEM and TEM images of (a) silica-titania composite microspheres and (b) 
porous titania microspheres after HF etching; (c) SEM and (d) TEM images of ball-in-
ball silica-titania composite microspheres doped with Co oxide nanoparticles.82 
 
 
Colloidal polymer can also be used as templates during USP to produce 
nanostructured materials. Similar to sacrificial silica templates, sacrificial latex templates 
have been used to synthesize ordered mesoporous silica microspheres (Figure 3.15).9 In 
this case, instead of etching, two furnace were used in serial, with a higher temperature in 
the second. After the composite microspheres were formed (at 200 °C) using 5 nm SiO2 
nanoparticles and 70 nm polystyrene latex nanoparticles, the higher temperature of the 
second furnace (at 450 °C) burns away the polystyrene, leaving porous silica structures.  
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Figure 3.15 SEM images of SiO2 spheres with organized mesopores prepared by spray 
pyrolysis of SiO2/polystyrene colloidal mixtures. The composition of the precursor 
mixture is (A) 10 mL SiO2 colloids with 0.5 mL polystyrene colloids and (B) 1.0 mL 
polystyrene colloids 1.0 mL polystyrene colloids. (C) A high magnification SEM image 
of the porous SiO2 matrix.9 
 
 
In another polymer template example, instead of using polystyrene colloids, 
styrene was used, which polymerized in situ after nebulization and heating. This in situ 
polymerization was used in the production of magnetic, metal-doped macroporous silica 
microspheres (Figure 3.16).8 Again, the synthesized polystyrene template was pyrolyzed 
out in a subsequent hotter furnace.  
 
 
 
Figure 3.16 (A) Schematic of the synthetic route for porous silica spheres. (B) An SEM 
image of macroporous silica spheres produced via USP. (C) A TEM image of Co-doped 
porous magnetic silica sphere.8 
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Salt templates are also used to prepare nanostructured materials with USP process.  
Metal salts can be intentionally added into the precursor solution or generated in situ 
during the chemical reaction in the furnace (the later case is fairly common and neat in 
that no additional template is used). The advantage of using a salt template is that it can 
easily be washed away after spray pyrolysis, leaving the resulted nanostructured particles; 
thus, the time-consuming and usually dangerous etching process to remove silica 
template can also be avoided. By utilizing rationally designed organic salts with easily 
dissociated leaving groups (e.g. CO2, H2O, and HCl), porous carbon spheres with high 
surface area and unique structures have been synthesized via ultrasonic spray pyrolysis.22, 
26, 83, 84  
A one-step synthesic route for the production of porous carbon microspheres from 
organic salts (e.g., sodium chloroacetate) was developed (Figure 3.17).83 Additionally, 
different morphologies and surface areas were achieved using different alkali salts, 
depending on the melting points and decomposition pathways of precursors. Later, a 
more cost-effective and environmentally benign precursor, sucrose, was used to produce 
porous carbon microspheres via USP (Figure 3.18).26 Na2CO3 or NaHCO3 was added to 
the aqueous sucrose solution as both a catalyst for sucrose decomposition and a porogen 
by producing gaseous products. The resulting carbon microspheres have hierarchically 
porous structures with microporous shells and macroporous cores. In another report, 
energetic carbon precursors were used—specifically alkali propiolate salts—to produce 
porous carbons with unique and unprecedented structures (Figure 3.19 and 3.20).84 More 
importantly, the morphology and surface area of the porous carbon spheres can be readily 
controlled by using different single alkali propiolate salts or salt mixtures. These porous 
carbon spheres can be used as catalyst supports and absorbents for environmental 
pollutants. The Suslick group has further expanded the synthesis of porous carbon to 
include nanoparticles composites, including gold, silver and iron oxide in porous 
carbon.85, 86 
 
98
 
Figure 3.17 SEM images of porous carbon microspheres via USP from different 
precursors: (A) lithium chloroacetate, (B) sodium chloroacetate, (C) potassium 
chloroacetate, (D) lithium dichloroacetate, (E) sodium dichloroacetate, and (F) potassium 
dichloroacetate.83 
 
 
 
Figure 3.18  TEM images of porous carbons produced from aqueous solutions of 0.5 M 
sucrose and (A) 1.0 M sodium carbonate, (B) 0.5 M sodium carbonate, (C) 0.1 M sodium 
carbonate, (D) 1.0 M sodium bicarbonate, (E) 0.5 M sodium bicarbonate, and (F) 0.1 M 
sodium bicarbonate pyrolyzed at 800 °C.26 
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Figure 3.19 SEM and TEM images of porous carbons produced from 1.0 M aqueous 
solutions of (A and D) lithium propiolate, (B and E) sodium propiolate, and (D and F) 
potassium propiolate pyrolyzed at 700 °C.84 
 
 
 
Figure 3.20 SEM and TEM images of porous carbons produced from 1.0 M aqueous 
solutions of mixtures of propiolate salts:  (i) lithium propiolate and sodium propiolate in a 
(A and C) 1:3 ratio and (B and D) 3:1 ratio; (ii) lithium propiolate and potassium 
propiolate in a 3:1 ratio.84 
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Interesting morphologies other than spheres have also been achieved with spray 
pyrolysis including nanoplates and nanowires.23, 87 single-crystalline Bi2WO6 nanoplates 
were synthesized by combing solid-state metathesis reactions with ultrasonic spray 
pyrolysis (Figure 3.21).85 In this case, colloidal BiOCl (from the hydrolysis of BiCl3 and 
Na2WO4) was used as precursor material. Since only Bi2WO6 microspheres can be 
produced by traditional USP, it was proposed that the non-transient byproduct and the 
heat produced are crucial for nanocrystal growth, which facilitates the formation of 
single-crystalline Bi2WO6 nanoplates.  
 
 
 
Figure 3.21 (A) SEM and (B) TEM images of Bi2WO6 microsphere. Inset: electro 
diffraction pattern of a Bi2WO6 microsphere. (C) SEM and (D) TEM images of Bi2WO6 
nanoplates. Inset: electro diffraction pattern of a Bi2WO6 nanoplate.85 
 
3.5 Summary and Outlook 
As discussed in this chapter, ultrasonic spray techniques have been used 
extensively in the preparation of materials with various morphologies. A diverse set of 
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materials have been synthesized, ranging from simple metals or metal oxides to more 
complex carbon, MOF, and even composite materials. The morphologies can be 
controlled by properly choosing the appropriate precursors, templates, solvents, and 
furnace temperature. Ultrasonic spray techniques are a powerful synthetic tool, especially 
for application-based materials due to the scalability of the techniques and the 
environmentally friendly nature of many of the common precursors and templating 
methods. The following two chapters focus on using ultrasonic spray techniques for the 
synthesis of supercapacitor electrode materials. Chapter 4 is a thorough study of synthesis 
of manganese dioxide. Chapter 5 presents the synthesis of conductive polymer, which is 
by far the most facile way of synthesizing solid, hollow, and porous Poly(3,4-
ethylenedioxythiophene) microspheres. All synthesized materials were tested for 
supercapacitive performance and show superior abilities in comparison to reported 
counterparts.  
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 CHAPTER 4 
ULTRASONIC SPRAY SYNTHESIS FOR MNO2 MICROSPHERES AS 
SUPERCAPACITOR ELECTRODE MATERIALS 
 
4.1 Introduction to Supercapacitors 
Supercapacitors, also known as electrochemical capacitors (EC), have attracted 
tremendous attention due to their ability to store energy quickly and efficiently.1-11 As 
illustrated in the Ragone Plot (Figure 4.1),2, 12 in which different types of energy storage 
methods are compared, electrochemical capacitors fill the gap between batteries and 
conventional solid state and electrolytic capacitors. Although their energy density is 
generally lower than that of batteries, they can be fully charged or discharged within 
seconds and can deliver or uptake a much higher energy within a short time frame.6 
Supercapacitors have already been widely used in consumer electronics, memory back-up 
systems, un-interruptible power supplies (back-up supplies used to protect against power 
disruption) and load leveling. Another recent exciting application is their use in airplane 
emergency doors (16 per plane) on the Airbus380, which highlight their safety and 
reliability. In short, supercapacitors are demonstrating their importance in a variety of 
innovative technologies.6  
 
 
Figure 4.1 Ragone plot of the electrochemical energy storage system.12 
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 Based on different energy storage mechanisms, supercapacitors can be classified 
into two categories: electrical double layer capacitors (EDLC) and pseudocapacitors 
(Figure 4.2).13 EDLC relies on the capacitance of electrostatic charge accumulation at the 
interface of electrode and electrolyte. As a result, capacity is determined by the available 
surface area on the electrode to the electrolyte ions. Currently, such EDLC materials are 
generally carbon-based structures with high surface area.7, 14-18 Pseudocapacitors, on the 
other hand, use fast and reversible surface or near-surface faradic process charge storage. 
In this sense, electro-active materials/chemical groups are essential to its performance. 
Transition metal oxides19, 20 as well as electrically conducting polymers21, 22 are examples 
of pseudo-capacitive active materials. While pseudo-capacitance can be higher than EDL 
capacitance, it usually suffers from low power density (due to poor electrical conductivity) 
and a lack of stability during cycling. Hybrid capacitors are a third type of supercapacitor 
which combine a capacitive or pseudo-capacitive electrode with a battery electrode and 
benefit from both the capacitor and the battery properties.6, 23 
 
 
Figure 4.2 Basic schematics for (a) carbon EDLC  and (b) pseudocapacitor (MnO2 
based).13  
 
4.2 Electrochemical Double Layer Capacitors (EDLC) 
The first patent describing the concept of an electrochemical capacitor was filed 
in 1957 by Becker24. In 1971, NEC developed aqueous-electrolyte capacitors for power-
saving units in electronics; this application can be considered as the first application for 
electrochemical capacitor use in commercial devices.6, 24 
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 EDLCs are electrochemical capacitors that store the charge electrostatically using 
reversible adsorption of electrolyte ion onto electrochemically stable materials which 
have high accessible surface area. In 1853, Helmholtz described the double layer 
capacitance C, which occurs due to charge separation on the polarized electrode–
electrolyte interface, with Equation 4.1.6 
 
C ൌ Ɛೝ	Ɛబ	୅ୢ      (4.1) 
 
Here, εr is the electrolyte dielectric constant, ε0 is the dielectric constant of the 
vacuum, d is the effective thickness of the double layer (charge separation distance) and 
A is the electrode surface area.6, 25 
This capacitance model was then revised by the Stern model (Figure 4.3).25 The 
Stern model contains the inner Helmholtz plane (IHP) and the outer Helmholtz plane 
(OHP). The IHP refers to the distance of closest packed monolayer of adsorbed counter-
charged ions or dipoles (usually polarized solvent), and the OHP refers to that of the non-
specifically adsorbed ions outside the IHP (which usually contains solvated ions). The 
OHP is also the plane where the diffuse layer begins.  
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Figure 4.3 For the double layer charge, charge separation occurs when the electrode–
electrolyte interfaces polarized, which in turn induces the double layer supercapacitance. 
This is referred to Stern model, showing the inner Helmholtz plane (IHP) and outer 
Helmholtz plane (OHP).6, 25 The IHP refers to the distance of closest approach of 
specifically adsorbed ions (generally anions) and OHP refers to that of the non-
specifically adsorbed ions. The OHP is also the plane where the diffuse layer begins. D is 
the double layer distance described by the Helmholtz model. Ψ0 and Ψ are the potentials 
at the electrode surface and the electrode/electrolyte interface, respectively. 
 
The double layer capacitance is usually between 5 and 20 μF/cm2 depending on 
the electrolyte used.7 Specific capacitance achieved with aqueous alkaline or acid 
solutions is generally higher than in organic electrolytes, but organic electrolytes are 
more widely used as they can sustain a higher operation voltage (up to 2.7 V in 
symmetric systems). The energy stored is proportional to voltage squared according to 
Equation 4.2.6  
 
E = ½ CV2      (4.2) 
 
Where V is voltage, C is capacitance, E is stored energy. A three-fold increase in voltage 
would result in about an order of magnitude increase of excess capacitance.  
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 Since no redox reactions occur during energy storage at EDLC electrodes, the 
major difference compared to batteries is that there is no charge/discharge rate limitation 
due to electrochemical kinetics. This surface storage mechanism of electro-energy on 
EDLC allows fast energy uptake and delivery, thus allowing better power performance. 
The absence of redox reactions also eliminates swelling of the active material that 
batteries show during charge/discharge cycles.6 EDLCs can sustain millions of cycles 
whereas batteries survive several thousand at best. Moreover, since the electrolyte in the 
solvent is not involved during charge/discharge process (unlike in Li-ion batteries), there 
is no limit in solvent choice and no contribution to any sort of solid–electrolyte interphase. 
In addition, electrolytes with high power performances at low temperatures (down to -
40 °C) have been achieved for EDLCs.6  
As a consequence of redox-free electrostatic surface charging mechanism, 
however, EDLC suffers from a limited energy density. This explains why today's EDLC 
research is largely focused on stretching their temperature limits to where batteries cannot 
operate.24 
4.3 Pseudocapacitor (Redox-Based) Capacitors 
In contrast to EDLC, pseudo-capacitors use fast and reversible redox reactions 
(Faradaic process) between species in electrolyte and electro-active chemicals on the 
surface. As shown in the Figure 4.4, the electrons travel through the electrode materials 
to the current collector (and vice versa, depending on the charge/discharge process) and 
induce redox reactions on electrode surfaces. Meanwhile, the charged ions, such as 
protons, metal ions, or hydroxide are incorporated into/excluded from electrodes during 
faradic processes. The capacitance is C = d(Δq)/(dΔV), where Δq is accepted charge and 
ΔV is the change in potential.  
 
 
Figure 4.4 Schematic diagram of working mechanism of pseudocapacitive charge and 
discharge.12 
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 Metal oxides such as RuO2,26, 27 Fe3O4,28 or MnO2,29-31 as well as electronically 
conducting polymers, have been extensively studied in past years. In general, the specific 
pseudo-capacitance of these materials exceeds that of carbon materials using merely 
double layer charge storage, justifying the importance of these systems. But because 
redox reactions are used, pseudo-capacitors, like batteries, often suffer from a lack of 
stability during cycling. 
 A well-known material exhibiting good pseudocapacitance is Ruthenium oxide, 
RuO2.6, 26, 27 It has been widely studied because it is conductive, and has three distinct 
oxidation states accessible within 1.2 V working window. The pseudo-capacitive 
behavior of RuO2 in acidic solutions has been the focus of research in the past 30 years.32 
In detail, it can be described as a fast, reversible electron transfer together with an 
electro-adsorption of protons on the surface of RuO2 particles, where Ru oxidation states 
can change from (II) up to (IV): RuO2 + xH++xe-↔RuO2-x(OH)x, where 0 ≤x ≤2. The 
continuous change of x during proton insertion and extrusion occurs over a window of 
about 1.2 V through the redox transitions of oxyruthenium groups (i.e., Ru(IV)/Ru(III) 
and Ru(III)/Ru(II)). Specific capacitance of as high as 720 F/g has been achieved.30 There 
are some drawbacks to Ru-based aqueous electrochemical capacitors that limit their 
applications to small electronic devices, however, due to their extremely high cost and 1-
V voltage window in aqueous solutions.  
Some other less expensive oxides of iron, vanadium, nickel and cobalt have been 
tested in aqueous electrolytes, but none of them has been investigated as much as 
manganese dioxide. The charge storage mechanism is based on surface adsorption of 
electrolyte cations M+ (e.g., Li+, Na+, K+) as well as proton incorporation according to the 
reaction: MnO2 + xM+ + yH+ + (x+y)e– ↔MnOOMxHy  MnO2 is generally characterized 
in the neutral aqueous electrolytes within a voltage window of <1 V. Other transition 
metal oxides with various oxidation degrees, such as molybdenum oxides, should also be 
explored as active materials for pseudo-capacitors. 
A second type of materials, conducting polymers (polyaniline33, polypyrrole33, 34, 
polythiophene35) have been tested in EC applications as pseudo-capacitive materials, and 
have shown high gravimetric and volumetric pseudo-capacitance in various non-aqueous 
electrolytes at operating voltages as high as 3 V. When used as bulk materials, however, 
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 conducting polymers suffer from a limited stability during cycling (i.e., reduction from 
initial performance).  
4.4 Current MnO2 Materials for Supercapacitors 
Manganese oxide (MnO2)23, 36-39 has been widely studied as a promising 
supercapacitor19, 32, 40-43 material because it has a high theoretical specific capacitance, 
low cost, high natural abundance and is environmentally benign. Substantial efforts have 
been undertaken to synthesize MnO2 based nanomaterials with very high surface area in 
order to maximize the capacitance with high charge/discharge rates. MnO2 nanomaterials 
that have been synthesized include nanorods/nanowires,44, 45 nanostructured films46 and 
composite nanomaterials (e.g., CNT47/graphene48, 49/conductive polymer50-52/metal53, 54).  
Other studies report on the synthesis of MnO2 microspheres and their composites 
via a wet chemical process at room temperature or hydrothermal process at high 
temperature.55-63 Controlling the size and morphology of these MnO2 microspheres, 
however, presents a dilemma:  control of morphology is difficult without the use of 
structure-directing agents, but on the other hand, additives such as surfactants may harm 
the electrochemical properties of the final products. Sub-micron-sized spheres are an 
important class of materials due to their high surface area, ability to retain high dispersity 
(i.e., limited aggregation), and excellent processability even without the use of surfactants. 
MnO2 microspheres of micron or submicron size, however, have been explored only to a 
limited extent, and only rarely reported as supercapacitor electrode materials.36, 62 
4.5 Ultrasonic Spray Pyrolysis for MnO2 Microspheres 
 Ultrasonic spray pyrolysis (USP) has been used to prepare a variety of materials 
including carbon, metal, metal oxides and semiconductors.64-69 Carbon microspheres 
specifically prepared by USP have found several applications for energy storage 
materials, including supercapacitors and lithium ion batteries.70-76 Spray processing has 
also been widely used in industry for fine powder production and thin film deposition 
because the process is simple and can easily be scaled-up for mass production.64  
4.5.1 Ultrasonic Spray Pyrolysis Apparatus 
All Ultrasonic Spray Pyrolysis (or Polymerization) process in this thesis used an 
ultrasonic nebulizer built in-house at the Chemical Sciences Electronic Shop at 
University of Illinois (Figure 4.5).  The nebulizer consists of a board (APC International, 
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 Inc., #50-1011) of a piezoelectric transducer which operates at 1.65 MHz (Figure 
4.5).  The base also has an internal variable AC transformer to control the power going to 
the piezoelectric transducer and thus controlling the intensity of the ultrasonic wave 
generated. All syntheses were performed using the maximum power of the 
nebulizer.  The top portion of the nebulizer is a water bath which is in contact with the 
piezoelectric, filling the medium between nebulizer and membrane (on which is the 
precursor solution). 
 
 
Figure 4.5 Photographs of (A) the home-built nebulizer and (B) the front and back of the 
piezoceramic nebulizer board.77  
 
The custom nebulization cell consists of a 57 mm O-ring flat flange (Chemglass, 
#CG-138-02) fused to the bottom of a 1 L, 3-necked round bottom flask with 24/40 
ground glass joints.  A custom clamp (made by the Chemical Sciences Machine Shop at 
University of Illinois) is used to secure a polyethylene membrane to the flange of the 
cell.  The membrane separates the precursor solution in the nebulization cell from water 
in the nebulizer, and allows ultrasound transduces from the water bath to the precursor 
solution.  The clamp has a structure as follows:  a brass ring (9 cm outer diameter, 6 cm 
inner diameter, 2 mm thick) with six equally spaced holes (1/4 inch diameter), a Teflon 
ring of similar dimensions, a second Teflon ring (5.6 cm outer diameter, 2.8 cm inner 
diameter, 7 mm thick) with an O-ring groove (4 mm wide, 1.5 mm deep) and a 
corresponding O-ring (which comes with the flat flange), the plastic film, the 
nebulization cell flange, two half-moon Teflon rings, and two half-moon brass rings (with 
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 the same dimensions as the first brass and Teflon rings).  This assembly is held together 
with six socket head cap screws (1/4 inch outer diameter, 2 inch in length) which are 
threaded through the six holes and secured with appropriate nuts and washers (Figure 4.6 
and 4.7).  The assembled cell is placed into the water bath, and any air bubble trapped 
between the membrane and the water bath is removed (with a syringe) to minimize 
impedance mismatch so as to maximize ultrasound transduction efficiency to the 
precursor solution. 
 
Figure 4.6 (a) Photograph of the custom nebulization cell clamp parts.  (b) Photograph of 
the custom nebulization cell with clamp in the nebulizer base. 
 
 
Figure 4.7 Illustration of nebulizer cell base clamp part assembly showing the order of 
the different parts, as well as location of the membrane and nebulization cell. 
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 A custom carrier gas inlet (Figure 4.8) is used at a side neck of the nebulization 
cell to allow the carrier gas to pass mist sol through the furnace tube.  This inlet has a 
male 24/40 ground glass hose connection joint with a tube that extends into the center of 
the nebulization cell (7 mm outer diameter, 5 mm inner diameter, ~3 inch in length).  The 
flow rate of the carrier gas is controlled by a rotameter.  The other side neck of the 
nebulization cell is sealed (normally with a rubber septum).  This allows further precursor 
solution refilling without exposing the inner environment to the outside.  
 
 
Figure 4.8 Schematic of the custom carrier gas inlet with some specifications. 
 
A standard glass rotary evaporator trap (with a 24/40 ground joint) is used in the 
center neck of the nebulization cell to prevent large splashes fall from furnace tube, 
which may contaminate the precursor solution. A quartz furnace tube (35 mm outer 
diameter, 32 mm inner diameter ~40 cm long, made by Quartz Scientific, Inc., Figure 4.9) 
with a 24/40 male ground glass joint at one end and a 35/25 ground glass ball joint at the 
top is inserted through a horizontally oriented radiant heating furnace (Omega CRFC-
212/120-C-A) and connected to the bump trap via the 24/40 joint.78  The furnace (Figure 
4.10) is controlled by a variable AC transformer and can reach temperatures as high as 
1100 °C.  The temperature is monitored by a K-type thermocouple inserted between the 
 
standard 24/40 male
ground glass joint
Stem:  3” long
OD: 7 mm
ID: 5 mm
standard
hose connection
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 furnace and the furnace tube.  The tip of the thermocouple is placed approximately one-
fourth of the way down the tube.  
 
 
Figure 4.9 Schematic of the specification of quartz furnace tube. 
 
 
 
Figure 4.10 Illustration of cylindrical furnace.78 
 
The last part of the system is a couple of bubblers for product collection (e.g., 
Chemglass #CG-4515, containing ~50 mL of collection liquid). A glass adapter with a 
35/25 ground glass socket joint (secured with a c-clamp) is used to connect bubblers and 
the tube furnace. All the rest of the glass joints are connected with a Tygon tubing (5/16 
inch inner diameter, 7/16 inch outer diameter).   
 
4.5.2 Preparation of MnO2 Microspheres 
The USP set-up illustration is shown in Figure 4.11. The operating frequency of 
the water nebulizer is 1.7 MHz. The furnace was preheated to the desired temperature 
Male 24/40
ground glass joint 35/25 ball joint
Quartz tube
35 mm OD
32 mm ID
40 cm
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 (e.g., 150 °C). Air was used as the carrier gas at a flow rate of 0.5 L/min. The precursor 
solution (100 mM KMnO4 and 500mM HCl) was prepared and then immediately added 
to the nebulizing chamber. The black-brown powders were collected in bubblers 
containing water and subsequently washed and centrifuged with deionized water a 
minimum of 4 times. The final products were dried overnight in a vacuum oven at 100 °C. 
The as-prepared powders were then used for further characterization.  
 
 
 
Figure 4.11 USP apparatus for the synthesis of MnO2 microspheres. 
Carrier gas
Nebulization cell
Tube furnace
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 4.5.3 Synthesis of PEDOT Coated MnO2 Microspheres 
50 μL of 100 mM SDS solution was added to 5 mL of 14.8 mM EDOT solution. 
This mixture was then added to 5 mL of 0.25 mg/mL MnO2 dispersant (prepared by 
sonicating as prepared MnO2 powder in deionized water for 2 minutes). Next, 25 μL of 1 
M H2SO4 solution was added to this solution under stirring. The mixture was kept at 
80 °C in a water bath under stirring at 500 rpm until its color changed from brown to 
blue-brown. The reaction was then quenched with ice and the product was collected by 
centrifugation and washed three times. The product was then drop-cast onto pre-weighed 
carbon paper, which was then thoroughly dried under vacuum at room temperature. This 
coated carbon paper then served as working electrode for electrochemical studies. 
4.5.4 Material Characterizations Instruments  
Scanning electron micrographs (SEMs) were taken using a JEOL 7000F field 
emission (FE)-SEM instrument operated at 10 kV. Energy-dispersive X-ray spectroscopy 
(EDX) is coupled with the 7000F-SEM instrument using a Thermo Electron EDX 
microanalysis system. Transmission electron microscopy (TEM) was conducted using a 
JEOL 2100 Cryo instrument operated at 200 kV. Raman spectroscopy was collected by a 
Nanophoton RAMAN 11 laser Raman microscope a frequency-doubled Nd:YAG 532-
nm laser (laser power 0.267 mW). The Brunauer-Emmitt-Teller (BET) specific surface 
area was measured using a Quantachrome Nova 2200e system. X-ray photoelectron 
spectra (XPS) were collected on a Kratos Axis ULTRA instrument (Al Kα radiation). 
Powder X-ray diffraction (XRD) patterns were obtained on a Siemens-Bruker D-5000 
XRD instrument operated at 40 kV and 30 mA (Cu Kα radiation). Zeta potential was 
measured using zetaPALS zeta potential analyzer. 
4.5.5 Electrochemical Experiments 
Working electrodes were prepared by directly spraying MnO2 microspheres onto 
pre-weighed carbon paper. The spray-coated carbon paper was then washed thoroughly 
with deionized water to remove any unreacted precursor species. The spray-coated 
carbon paper was then dried thoroughly under vacuum, baked at 120 °C, and weighed.  
The amount of deposited material was then calculated from this weight. The MnO2 
coatings are well-adhered to the carbon paper, and exhaustive washing does not lead to 
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 any significant loss of deposited material; similarly after 1000 charge/discharge cycles no 
significant loss of material is observed.  
The cyclic voltammetry (CV) and galvanostatic charge/discharge based on 
chronopotentiometry (CP) were conducted using a CH Instruments Electrochemical 
Workstation (potentiostat/galvanostat) with a platinum mesh counter electrode and a 
silver/silver chloride (Ag/AgCl) reference electrode. The measurements were made at 
five different scan rates (50, 100, 250, 500, and 1000 mV/s), and at five different current 
densities (2.5, 5, 10, 25, 50 mA/cm2), respectively. All electrochemical experiments were 
conducted in 1M LiClO4 aqueous solution. Reference electrode: The reference electrode 
used in this thesis is Ag/AgCl electrode, which has a standard potential of 0.197 V (v.s. 
standard hydrogen electrode) if the electrode are stored in saturated KCl solution. 
Counter electrode: The counter electrodes in this thesis are simply made by stripes of 
platinum foil, which is chemical inert. The working, reference, and counter electrode are 
subsequently immersed in a beaker that is filled in the electrolyte to compose a three 
electrode electrochemical cell. 
4.6 Results and Discussion 
4.6.1 MnO2 Microsphere Formation Mechanism and Morphologies 
Figure 4.11 depicts a typical USP apparatus for the synthesis of MnO2 
microspheres. The precursor aqueous solution contains KMnO4 and HCl at different 
concentrations, which is nebulized into micron-sized droplets and carried by an air flow 
through the furnace tube. Each droplet serves as a single micro-reactor, and upon heating, 
the precursors in the droplet decompose into MnO2 microspheres. These microspheres are 
then collected in bubblers as a suspension in water.  
The morphology of the MnO2 microspheres can be controlled by varying the 
ratios of KMnO4 : HCl, as well as by tuning the furnace temperature (Figure 4.12). In a 
typical synthesis, a mixture of 100 mM KMnO4 and 500 mM HCl is nebulized into 
micro-droplets and heated to 150 °C in the cylindrical furnace. The decomposition of 
MnO4- in acidic media is shown in Equation 4.3 below.79 The reaction is self-catalytic, 
i.e., MnO2 seeds initially formed in the droplet will further catalyze additional acidic 
MnO4- to decompose.60, 80-82 
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 4KMnOସ ൅ 4HCl → 4KCl ൅ 4MnOଶ ൅ 3Oଶ ൅ 2HଶO   (4.3) 
 
As illustrated in Figure 4.12 (a), the formation of MnO2 microspheres involves the 
concentration of the acidic KMnO4 solution as water evaporation occurs, followed by 
MnO2 formation upon permanganate decomposition. The spherical shape of MnO2 
microspheres results from the initially isotropic water droplet generated by the ultrasonic 
nebulization.  SEM, TEM and high resolution TEM images are given in Figure 4.12 (b) 
and Figure 4.12 (c), and Figure 4.12 (d), respectively.  Electron beam diffraction 
indicates a partially amorphous state, as seen in Figure 4.12 (e). 
 
 
Figure 4.12 MnO2 microsphere (synthesized with 100 mM KMnO4 and 500 mM HCl) 
formation mechanisms at 150 °C (a) and 500 °C (f). SEM images of purified MnO2 
microspheres synthesized at 150 °C (b) and 500 °C (g). TEM images of purified MnO2 
microspheres synthesized at 150 °C (c, d) and 500 °C (h, i). Electron diffraction patterns 
of products from 150 °C (e) and 500 °C (j).  
 
 
124
 In contrast, the reaction pathway of KMnO4 and HCl at 500 °C, shown in Figure 4.12 
(f)-(j), produces microspheres made up of MnO2 nano-needles that grow on the surface 
and inside the sphere.  The high resolution TEM (Figure 4.12 (i) and electron diffraction 
pattern from the tip of a nano-needle (Figure 4.12 (j)) demonstrate that the microspheres 
are now highly crystalline. The lattice spacing found in the diffraction pattern of 3.09 Å 
matches with the x-ray powder pattern (d- spacing) of α-MnO2 with a [310] Miller index 
(Figure 4.13). The crystallinity of MnO2 increases with increasing temperature during 
USP synthesis (from 150 to 300 to 500 °C, Figure 4.13). The peaks in the MnO2 Raman 
spectra (Figure 4.14) match well with previous studies of α-MnO2.83, 84 
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Figure 4.13 XRD data of MnO2 microspheres synthesized by USP at different 
temperatures from an aqueous solution that is 100 mM KMnO4 and 500 mM HCl. The 
scale bar is 100 nm. 
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Figure 4.14 Raman spectra of MnO2 microspheres synthesized at different temperatures. 
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 The chemical states and composition of the microspheres’ surface were probed by 
XPS analysis (Figure 4.15). The Mn peaks, 2p3/2 (centered at 642 eV) and 2p1/2 (centered 
at 653.8 eV), show a spin energy separation of 11.8 eV, which is in good agreement with 
previously reported MnO2 data.47 The Mn to O ratio from the XPS was determined to be 
0.5. 
 
 
Figure 4.15 XPS analysis of MnO2 microspheres synthesized from the mixture of 100 
mM KMnO4 and 500 mM HCl at 150 °C. The Mn peaks, 2p3/2 (642 eV) and 2p1/2 (653.8 
eV), gives a spin energy separation of 11.8 eV. 
  
When the hydrochloric acid concentration is kept low (between 0-50 mM), the 
MnO4- (100 mM) does not decompose during USP at either 150 or 300 °C.  At low HCl 
concentrations, a higher temperature is required to trigger the decomposition of 
permanganate. Indeed, in the absence of added HCl, a temperature of 500 °C is required 
to form products. The SEM and TEM images of these products are shown in Figure 4.16. 
Under USP at 500 °C without added acid, the MnO2 microspheres are irregular ovals in 
shape, which implies that the decomposition reaction must occur in the solid state after 
evaporation of the water (Equation 4.4).85, 86  The TEM images (Figure S3b) show that 
the MnO2 crystals grow anisotropically during this process.  Upon addition of 50 mM 
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 HCl, decomposition will occur at 300 °C (and at 500 °C), but again the irregular, non-
spherical shape of the products (Figure 4.17) shows that the decomposition during USP 
is still occurring in the solid state.  
 
4	KMnOସ	ሺୱሻ 	→ 2	KଶO	 ൅ 	4	MnOଶሺୱሻ 	൅	3	Oଶ     (4.4) 
 
 
 
Figure 4.16 Product formation mechanism illustration, SEM (a) and TEM (b) images of 
KMnO4 decomposition (100 mM KMnO4 and no HCl) at 500 °C.  
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Figure 4.17 SEM images of products synthesized with 100 mM KMnO4 and 50 mM HCl 
precursor at 300 °C (a-b) and 500 °C (c-d). 
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When the precursors are present at higher concentrations (500 to 1000 mM 
HCl(aq) and 100 to 400 mM MnO4-), the acidified MnO4- becomes unstable even at room 
temperature and spontaneously form seeds of MnO2 (Equation 4.5).87 Under these 
conditions, large numbers of MnO2 seeds form in the solution even before nebulization. 
Morphologies of MnO2 microspheres produced under these high concentrations are 
shown in Figure 4.18. Under high concentration conditions, the MnO2 microspheres are 
less porous than those synthesized with lower HCl concentrations, as shown in the TEM 
images (Figure 4.18 (a-b)). At 300 °C, the microspheres begin to collapse and shrink as 
the amorphous material becomes crystalline. During this process, the MnO2 surface 
begins to be decorated by small nanocrystals (Figure 4.18 (c-d)). At even higher 
temperature (500 °C), longer MnO2 needles grow out from the surface in abundance 
(Figure 4.18 (e-f)).  
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Figure 4.18 SEM and TEM images, respectively, of MnO2 microspheres synthesized 
with high concentrations (400 mM KMnO4 and 1000 mM HCl); (a-b) at 150 °C; (c-d) 
300 °C; (e-f) 500 °C. 
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 2	KMnOସ 	൅ 	16	HCl	 ⇌ 	2	KCl	 ൅ 	2	MnClଶ 	൅ 	8	HଶO	 ൅ 	5	Clଶ  (4.5) 
 
4.6.2 Direct Spray of MnO2 on Electrodes and Electrochemical Characterizations 
MnO2 microspheres formed in the tube furnace are carried forward by the air flow 
and collected in water inside bubblers for further washing and processing. One may also 
spray the air-carried MnO2 microspheres directly onto conductive substrates to form a 
uniform MnO2 microsphere coating. Figure 4.19 (a) illustrates the set-up of the spray 
nozzle over a carbon fiber surface (Spectracarb 2050A-0850, graphitized resin-bonded 
carbon fiber paper). MnO2 microspheres are released from the nozzle and sprayed onto 
the carbon fibers.  The coated carbon fibers are allowed to air-dry and subsequently 
rinsed three times with water to remove any residual impurities. An SEM image taken of 
uniformly coated carbon paper (Figure 4.19 (b)) shows fiber-like fine structure 
thoroughly coated with MnO2 microspheres. We presume that the adhesion of the MnO2 
microspheres to the carbon fibers is due in part to van der Waals attractions between the 
microspheres and the fibers and in part to more specific interactions between surface 
functionality on the carbon (e.g., carboxylates, carbonyls, and alcohol groups) and the 
MnO2 surface.  In a similar fashion, we have also examined deposition of the MnO2 
microspheres on flat substrates. Figure 4.20 provides an SEM of a flat Si wafer coated 
with MnO2 microspheres; the MnO2 microspheres provide a well-adhered, dense coating 
to the Si surface. 
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Figure 4.19 (a) Illustration of direct spray of MnO2 microspheres on carbon fiber paper 
and (b) SEM image of direct spray of MnO2 microspheres on carbon fiber paper. The 
MnO2 microspheres are synthesized from the mixture of 100 mM KMnO4 and 500 mM 
HCl at 150 °C. 
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Figure 4.20 SEM image of a silicon waver coated with MnO2 microspheres. The coated 
substrate was soaked in water, rinsed three times to remove any residual impurities, and 
dried under air.  
 
4.6.3 Electrochemical Studies of MnO2 Microspheres 
Electrochemical studies were performed on working electrodes prepared by 
spray-coating conductive carbon fiber paper with MnO2 microspheres. Cyclic 
voltammetry (CV) and galvanostatic charge-discharge curves were used to evaluate the 
supercapacitive properties of MnO2 microspheres. The MnO2 microspheres exhibit 
square shaped CV scans at low scan rates and symmetrical triangular shapes in 
galvanostatic curves that are indicative of nearly ideal capacitive behavior (Figure 4.21 
and Figure 4.6.3b)]. At high scan rates (>250 mV/s), however, the CV deviates from the 
ideal square shape and the specific capacitance drops significantly (Figure 4.22 and 
Figure 4.23). The specific capacitance can be derived from (Equation 4.6)88, where I is 
the charge/discharge current, m is the loading mass of the materials, dV/dt is the slope of 
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 galvanostatic charge discharge curves (based on chronopotentiometry method). The 
energy density and power density at different current densities are also calculated89, 
which is shown in Figure 4.24 (Ragone plot).  These MnO2 microsphere supercapacitors 
can maintain at least 65% of their energy densities (7.3 Wh/kg) and specific capacitance 
(210 F/g) as the power density is increased from 0.3 to 6.1 kW/kg. Moreover, the 
materials demonstrated excellent cyclability by maintaining shapes of both cyclic 
voltammagrams and galvanostatic charge/discharge curves even after 1000 cycles 
(Figure 4.25 (a) and (b)) with 92% retention of capacity after 1000 cycles. 
 
ܥ௦௣௘௖ ൌ ூ୫	೏ೇ೏೟               (4.6) 
 
 
 
Figure 4.21 Cyclic voltammetry of products from the reaction of 100 mM KMnO4 and 
500 mM HCl at 150 °C at a scan rate of 25 mV/s. The electrolyte is 1 M LiClO4 aqueous 
solution. 
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Figure 4.22 (a) Galvanostatic charge and discharge curves (based on 
chronopotentiometry method) at different charge/discharge current densities of MnO2 
products formed from the reaction of 100 mM KMnO4 and 500 mM HCl at 150 °C. 
Potentials were cycled from 0 to 1 V at a current density of 5 mA/cm2 in 1 M LiClO4 
aqueous solution. (b) Calculated specific capacitance vs. charge/discharge current density 
from galvanostatic charge/discharge measurements. The MnO2 microspheres were USP 
synthesized from a nebulized solution (100 mM KMnO4 and 500 mM HCl) heated to 
150 °C. The electrolyte used was 1M LiClO4 aqueous solution. 
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Figure 4.23 Cyclic voltammetry (CV) as a function of scan rate.  The CVs exhibit non-
ideal capacitive behavior (i.e., deviation from a square shape) at scan rates greater than 
250 mV/s.  
 
Figure 4.24 The plot of energy density versus power density (Ragone plot) for MnO2 
microspheres synthesized from 100 mM KMnO4 and 500 mM HCl at 150 °C. The 
inserted numbers represent the current densities (mA/cm2) for the charge and discharge. 
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Figure 4.25 (a) Cyclic voltammegrams with a scan rate of 100 mV/s and (b) 
galvanostatic charge/discharge curves at the current density of 5mA/cm2 of at different 
cycles from 1st to 1000th, from MnO2 microspheres synthesized from 100 mM KMnO4 
and 500 mM HCl at 150 °C. The electrolyte used is 1M LiClO4 aqueous solution. (c) The 
calculated specific capacitance, based on galvanostatic charge/discharge measurements in 
(b), as a function of cycle number. The curves show excellent capacity retention 92% 
after 1000 cycles.  
Cycle Number
1
200
400
600
800
1000
0.0 0.2 0.4 0.6 0.8 1.0
-40
-30
-20
-10
0
10
20
30
40
C
ur
re
nt
 (A
/g
)
Potential (V)
a)
0 20 40 60 80 100 120
0.0
0.2
0.4
0.6
0.8
1.0
Po
te
nt
ia
l (
V)
Time (s)
b)
0 200 400 600 800 1000
0
50
100
150
200
250
300
350
S
pe
ci
fic
 C
ap
ac
ita
nc
e 
(F
/g
)
Cycle Number
c)
139
 The non-ideal capacitive behavior at high scan rates originates from inefficient 
charge/discharge of the MnO2 materials, which is attributed to two main reasons. First, 
the MnO2 microspheres are densely packed and this limits the amount of surface area 
available on which redox reactions may occur. Second, the low conductivity of MnO2 
impedes electron transfer between the MnO2 surface (i.e., redox species at the surface) 
and the conductive substrate.90   
To improve the supercapacitive performance of MnO2 at high charge/discharge 
rates, we have taken two different approaches: increasing the porosity of the MnO2 and 
coating the MnO2 with highly conductive polymer. The first approach is meant to 
increase electrolyte access area per unit weigh and the second approach is intended to 
enhance the MnO2 utilization per unit area. Previously studies show that thin layers of 
MnO2 coated onto conductive substrates permit increases in the specific capacitance to as 
high as 1380 F/g, which is close to theoretical specific capacitance value of MnO2 
expected for a redox process involving one electron per manganese atom.91 Such 
extremely thin films, however, have limited practical applications since the electrode 
surface must be prohibitively large. This problem can be solved with a three–dimensional, 
high-surface-area conductive substrate coated with a very thin layer of MnO2. Indeed, 
recent work by Chen et al. has demonstrated that thin layer of MnO2 coated on 
nanoporous gold can reach specific capacitance of 1145 F/g at a decent charge/discharge 
rate92. The gold electrodes used in that study, however, are prohibitively expensive. 
4.6.4 Size and Porosity Control and their Effects on Electrochemical Properties 
Since changes in both density and surface tension are negligible as the precursor 
(KMnO4) concentration is increased from 50 to 100 mM, the particle size is dependent 
primarily on the precursor concentration. The average diameter of the microsphere 
obtained from 100 mM KMnO4 is 700±100nm, and average diameter of the microsphere 
from 50 mM KMnO4 is 430±85 nm, as determined from the SEM images (Figure 4.26). 
The microspheres synthesized at lower concentrations of KMnO4 are smaller and more 
porous, and are therefore less stable when dispersed as colloidal solution; the zeta 
potential of the microspheres synthesized from 50 mM KMnO4 is -23.3 mV, while that 
obtained from 100 mM KMnO4 is   -33.75 mV. The importance of the large magnitude of 
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 the zeta potential is that it imparts excellent stability to suspensions of the MnO2 
microspheres.  
 
 
 
 
Figure 4.26 SEM images of microsphere products synthesized from the reaction of (a) 
100 mM and (b) 50 mM KMnO4 with 500 mM HCl at 150 °C.  
 
 
The high porosity of the MnO2 microspheres is electrochemically advantageous 
since a greater MnO2 surface area per unit weight may be accessed by the electrolyte. 
Both the cyclic voltammetry (Figure 4.27) and specific capacitance of particles formed 
in 50 mM KMnO4 precursor (430 nm, BET surface area 284 m2/g) demonstrate increased 
capacitance compared to those formed in 100 mM KMnO4 precursor (700 nm, BET 
surface area 228 m2/g). These are mesoporous materials, with an average pore dimension 
of ~2.0 nm). As expected, the specific capacitance of porous MnO2 microspheres are also 
better maintained at high charge discharge rates than less porous microspheres (Figure 
4.28). 
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Figure 4.27 (a) Cyclic voltammograms (500 mV/s) of MnO2 microspheres synthesized 
from 100 mM and 50 mM KMnO4 in 500 mM HCl at 150 °C, giving microspheres with 
different porosity. (b) Cyclic voltammograms (500 mV/s) comparison of MnO2 
microspheres (synthesized from 100 mM KMnO4 and 500 mM HCl at 150 °C) with and 
without PEDOT coating.  
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Figure 4.28 Specific capacitance vs. charge/discharge current densities for the MnO2 
microsphere with different porosities (red line: porous MnO2 microspheres synthesized 
from 50 mM KMnO4 and 500 mM HCl at 150 °C. black line: porous MnO2 microspheres 
synthesized from 100 mM KMnO4 and 500 mM HCl at 150 °C.) 
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 4.6.5 PEDOT Coating of MnO2 with Enhanced Electrochemical Properties 
As noted above, the problem with MnO2 is the low conductance that impedes the 
electrolytes from transporting during realistic charge/discharge rates. Another method to 
increase capacitance is to coat MnO2 nanomaterials with a thin layer of highly conductive 
polymer.51, 52 To this end, we have examined PEDOT as a conductive coating for the 
MnO2 microspheres. An SEM image of the PEDOT-coated MnO2 microspheres is shown 
in Figure 4.29 (a), and EDS mappings of the S and Mn elements, respectively, are shown 
in Figure 4.29 (b) and Figure 4.29 (c). The EDS mapping indicates that the polymer 
coats evenly on the MnO2 microsphere surfaces.  
Figure 4.27 (b) shows cyclic voltammograms at a scan rate of 500 mV/s of MnO2 
microspheres before and after PEDOT coating. As expected, the specific capacitance of 
PEDOT-coated MnO2 microspheres is greater than un-coated MnO2 microspheres at high 
charge and discharge rates. (Figure 4.30). The coating clearly increases the 
electrochemical kinetics of the MnO2 microsphere electron transfer due to the high 
conductivity of the PEDOT coating, which facilitates electron transfer between the shell 
and MnO2 core. The PEDOT coating therefore increases the reaction rate per unit area of 
the MnO2 microspheres. As a polymer, PEDOT can also improve the mechanical 
properties of MnO2, which is normally brittle and fragile, causing the MnO2 to be more 
flexible and more easily  processed.51  This is, of course, a compromise:  PEDOT has a 
maximum theoretical supercapacitance of only ~200 F/g, which is much lower than that 
of MnO2. As a result, the maximum supercapacitance of any composite is inherently 
lower than pure MnO2 at infinitely slow scan rates.  
 
 
 
 
144
  
Figure 4.29 (a) Scheme depicting the coating of MnO2 with PEDOT and (b) SEM image 
of PEDOT coated MnO2 microsphere composite. The microsphere here is synthesized via 
the condition of 100 mM KMnO4 and 500 mM HCl at 150 °C. (c-d) EDX elemental 
mapping of Sulfur and Manganese, respectively, of the microsphere composite shown in 
(b). (e) EDX spectra of the whole MnO2 composite microsphere shown in (b).   
 
 
 
145
  
Figure 4.30 Specific capacitance vs. charge/discharge current densities of the MnO2 
microsphere with and without PEDOT coating. MnO2 microspheres here are synthesized 
via 100 mM KMnO4 and 500 HCl at 150 °C condition. 
 
4.7 Conclusions 
We have successfully synthesized manganese oxide (MnO2) microspheres using 
ultrasonic spray pyrolysis (USP). This process involves thermal decomposition of 
acidified potassium permanganate in a nebulized micron-sized droplet. The MnO2 
microspheres were thoroughly characterized (SEM, TEM, powder-XRD, Raman 
spectroscopy, and XPS). The morphology and crystallinity of the MnO2 micropheres can 
be controlled by tuning precursor concentrations (ratios) and tube furnace temperatures.  
We also investigate the capacitive properties of MnO2 microspheres and demonstrate that 
they are a promising electrode material with applications for supercapacitors since they 
exhibit a specific capacitance of 320 F/g. Finally, we have successfully improved the 
capacitive properties of MnO2 particles at high charge and discharge rates by increasing 
the effective surface area and coating with a thin layer of conductive polymer. 
This microsphere synthesis method is facile and can easily be scaled up. 
Importantly, the microspheres can be sprayed directly from the USP apparatus onto a 
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 conductive substrate (i.e., conductive carbon fiber paper).  This gas-phase spray-coating 
provides for an easy method of fabrication of supercapacitor electrode materials with 
high specific capacitances and excellent cyclability. 
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 CHAPTER 5 
ULTRASONIC SPRAY POLYMERIZATION FOR PEDOT MICROSPHERES AS 
SUPERCAPACITOR ELECTRODE MATERIALS 
 
5.1 Introduction 
5.1.1 Conductive Polymer PEDOT as Supercapacitor Materials 
Conductive polymers are another important class of material for redox superca-
pacitor materials, 1-3 because of their excellent electrochemical reversibility, fast switch-
ing between redox states, high conductivity in a doped state, mechanical flexibility, low 
toxicity, and low cost.4, 5 Among those conductive polymers, Poly(3,4-
ethylenedioxythiophene), PEDOT, is an attractive conjugated polymer that can be tai-
lored to exhibit different electronic properties (i.e., insulating, semiconducting, metallic, 
semi-metallic)6, 7, and is useful for various applications such as energy storage, photovol-
taics, and LEDs.1, 8 Its use as an energy storage material, supercapacitor, is based on an 
ability to store charge in the electrical double layer and throughout the body of the poly-
mer by rapid faradaic charge transfer (pseudocapacitance, Figure 5.1). PEDOT is gener-
ally considered a superior supercapacitor within the field of conjugated polymers (e.g., 
polyaniline and polypyrrole) due to its chemical and thermal stability, despite the fact that 
it has a lower theoretical capacitance.1 A list of common conducting polymers is shown 
in Figure 5.2. 
 
 
 
Figure 5.1 Molecular structures of oxidized (charge) and reduced (discharge) forms of 
PEDOT.  
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Figure 5.2 Some common conjugated conductive polymers. 
 
5.1.2 Current Materials and Synthetic Methods 
Since the charging and discharging of PEDOT involves mass transport of counter 
ions into and out of the polymer structure, slow ion diffusion is often the limiting factor 
in the efficiency of PEDOT-based supercapacitors (especially at high charge/discharge 
rates). One solution to this problem is to fabricate PEDOT electrodes with high surface 
areas via template-assisted approaches. Using templates such as surfactant micelles (Fig-
ure 5.3),9-19 mesoporous silica (Figure 5.4),20, 21 silica microspheres,22, 23 or 
polystyrene,24, 25 a number of research groups have prepared PEDOT with nano/micron-
sized structured features. PEDOT nanotubes have also been prepared by sacrificial 
growth within anodized alumina pores and extensively investigated as supercapacitor ma-
terials (Figure 5.5);26-28 the thinness of nanowires permits rapid ion diffusion, resulting in 
both high energy and power density. Sacrificial templates, however, are cumbersome and 
expensive. The ability to synthesize PEDOT micro/nano structures in a template-free 
fashion could reduce synthetic steps and cost; so far, however, there are only a few re-
ports on template-free morphologically control of PEDOT with only limited supercapaci-
tive properties.29-32  
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Figure 5.3 The schematic procedure for PEDOT nanocapsules and mesocellular foams 
using surfactant-mediated interfacial polymerization.21 
 
 
 
Figure 5.4 Templating methods for PEDOT microsphere synthesis. Here mesoporous sil-
ica spheres (MSS) are used as sacrificial template. After EDOT monomer filled in the 
pores and polymerized, silica is etched away and PEDOT microspheres remain as the fi-
nal products.13 
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Figure 5.5 Schematic of fabricating PEDOT nanotubes on a flexible template using elec-
trodeposition.33 
 
5.2 Ultrasonic Spray Polymerization for PEDOT Microspheres 
Ultrasonic spray assisted materials synthesis is a one-step and continuous synthet-
ic process. Ultrasonic nebulization produces micron-sized droplets that function as isolat-
ed microreactors.34-37 To date, ultrasonic spray synthesis has been used to synthesize a 
diverse range of materials including metals38, ceramics39, metal oxides40, metal sulfides41, 
semiconductors42, and high-surface-area carbons43, 44 with control over various particle 
morphologies. Ultrasonic nebulization has had very limited use, however, for the synthe-
sis of polymeric microspheres from monomers.45  
In this project, we report an ultrasonic spray polymerization (USPo) for PEDOT 
microspheres. These microspheres were formed by polymerization of nebulized micro-
droplets of solutions containing monomer 3,4-ethylenedioxythiophene (EDOT) and oxi-
dant (FeIII salts or sodium persulfate) that were then passed through a heated tube (150 – 
170 °C).  This process is free of template or added surfactant. Three types of PEDOT 
morphologies (porous, solid, and hollow) can be obtained by using different precursors 
and solvents (Figure 5.6). This ultrasonic spray polymerization of PEDOT is, to our 
knowledge, the first reported process that can continuously produce PEDOT micro-
spheres with controlled morphologies. Due to the fact that the USPo process is facile, 
continuous, and single-step, this synthetic process is ultimately scalable for bulk synthe-
sis and large rigs (2.5 m length, 150 kg/day) for ultrasonic spray pyrolysis have been con-
structed.46 The synthesized microspheres are tested for their supercapacitance (160 F/g), 
which is among the highest reported for PEDOT based materials.  
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Figure 5.6 (a) PEDOT synthesis scheme illustrating oxidation with either Fe(III) or per-
sulfate salts. SEM images and TEM images of (b) solid, (b) porous, and (c) hollow 
PEDOT microspheres with Fe(TsO)3, FeCl3 and Na2S2O8 oxidation conditions, respec-
tively. The scale bars in the inserts represent 100 nm. 
 
5.2.1 Ultrasonic Spray Polymerization Set-Up of PEDOT Microspheres 
A typical USP apparatus for the synthesis of PEDOT microspheres is depicted in 
Figure 5.7. The precursor solution containing EDOT and oxidant (e.g., 200 mM EDOT 
and 250 mM FeCl3) was nebulized into micron-sized droplets and carried by nitrogen 
flow through the furnace tube that was preheated to the desired temperature (e.g., 150 
°C). The operating frequency of the water nebulizer used was 1.7 MHz. Nitrogen was 
used as the carrier gas at a flow rate of 1 L/min. The monomer EDOT in each droplet 
polymerized upon heating. This radical cationic polymerization yields a conjugated 
backbone chain, polythiophene, with a dark-blue color.1 The products are then collected 
in bubblers as a suspension in ethanol and subsequently washed with 50% ethanol/water 
and centrifuged for a minimum of 4 times. The final products were dried overnight in a 
vacuum oven at 100 °C for further characterizations. The synthesized PEDOT micro-
spheres have good dispersibility, with a zeta potential of +16 mV. No surfactants or tem-
plate directing agents (which may affect PEDOT properties either by introducing impuri-
ties or damaging PEDOT structures) were used.  
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Figure 5.7 Ultrasonic spray polymerization (USPo) apparatus for the synthesis of 
PEDOT microspheres. The yellow precursor solution here illustrates a solution contain-
ing Fe3+ ions as oxidant with 3,4-ethylenedioxythiophene monomers. 
 
5.2.2 Reagents and Instrumental Information 
Materials and reagents: 3,4-ethylenedioxythiophene, iron(III) p-toluenesulfonate 
hexahydrate, iron(III) chloride hexahydrate, sodium persulfate, propylene carbonate, 
poly(methylmethacrylate) (PMMA, Mw ~120,000), and lithium perchlorate were pur-
chased from Sigma Aldrich.  Pressure sensitive polypropylene tape (Scotch tape), and 
copper electrical tape were from 3M Corporation. All the chemicals were used as re-
ceived without further purification. Carbon paper was purchased from Fuel Cell Store 
(2050-A). 
Material characterizations: Scanning electron micrographs (SEMs) were taken us-
ing a JEOL 7000F field emission (FE)-SEM instrument operated at 10 kV. Energy-
dispersive X-ray spectroscopy (EDX) was available on the 7000F-SEM instrument by 
use of a Thermo Electron EDX microanalysis system. Transmission electron microscopy 
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Quartz
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Piezoelectric transducer
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solution
Water
bath
PEDOT microsphere
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 (TEM) was conducted using a JEOL 2100 Cryo instrument operated at 200 kV. The 
Brunauer-Emmitt-Teller (BET) specific surface area was measured using a 
Quantachrome Nova 2200e system. Powder X-ray diffraction (PXRD) patterns were ob-
tained on a Siemens-Bruker D-5000 XRD instrument operated at 40 kV and 30 mA (Cu 
Kα radiation). Elemental analysis was performed using a CE 440 CHN Analyzer and in-
ductively coupled plasma mass spectrometer (ICP-MS) by the Microanalysis Lab of the 
School of Chemical Sciences. Thermal gravimetric analysis (TGA) was conducted using 
a Mettler-Toledo TGA/DSC1 LF. Scans were collected in the range of 25 °C to 660 °C 
with a ramping rate of 10 °C/min under a dry nitrogen atmosphere.  
Electrochemical experiments: Working electrodes were prepared by directly 
spraying PEDOT microspheres onto pre-weighed carbon paper. The spray-coated carbon 
paper was then washed thoroughly with deionized water and ethanol to remove any unre-
acted precursor species. The PEDOT spray-coated carbon paper was then dried thorough-
ly under vacuum and weighed to calculate the amount of PEDOT deposited. The cyclic 
voltammetry was conducted using a CH Instruments Electrochemical Workstation (poten-
tiostat/galvanostat) with a platinum mesh counter electrode and a silver/silver chloride 
(Ag/AgCl) reference electrode. The measurements were made at five different scan rates 
(50, 100, 250, 500, and 1000 mV/s) in 1M LiClO4 acetonitrile solution. All galvanostatic 
measurements were performed at a current of 1 mA/cm2. 
PEDOT supercapacitor device fabrication: The electrolyte is made by dissolving 8 
g PMMA in 42 mL of 1M LiClO4 acetonitrile/propylene carbonate solution (5:2 v/v). The 
mixture was heated at 100 °C, with vigorous stirring until the solution begins to gel. This 
electrolyte is then sandwiched between symmetrical PEDOT electrodes. The system is 
then sealed with polypropylene tape. 
 
5.3 Results and Discussions 
5.3.1 Morphological Control 
In general, there are only three morphologies possible for microspheres:  solid, 
porous, and hollow. By controlling the choice of oxidants, we were able to produce ex-
amples of each of these morphologies. Oxidation of EDOT with iron(III) p-
toluenesulfonate, FeCl3, or sodium persulfate yielded solid, porous, and hollow micro-
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 spheres, respectively (Figure 5.6, 5.8, and 5.9). During oxidation, EDOT forms linear 
polymers of PEDOT,47 and polymerization induced by oxidation by FeIII is much faster 
than by persulfate.  FeIII oxidants therefore form nanoparticles of PEDOT that aggregate, 
either nearly completely (which forms solid microspheres) or incompletely (which forms 
porous microspheres).  In the presence of tosylate anions (which appears to act as a plas-
ticizer), the nanoparticle aggregates of linear polymer intermingle during the USPo heat-
ing, resulting in relatively smooth, solid microspheres (Figure 5.3.1a and 5.3.1b). When 
FeCl3 is used, however, the blending of nanoparticles is incomplete and the resulting mi-
crospheres are porous aggregates of few nanometer-sized particles (Figure 5.3.1a and 
5.3.1b) with a BET surface area of 49 m2/g, which is comparable to the surface area re-
ported19 of a nanoporous PEDOT film.  In contrast to FeIII oxidants, when sodium persul-
fate is used as oxidant, the polymerization is slower and as the polymer is formed, it is 
excluded from the 50% ethanol/water core, forming an outer polymeric surface on the 
droplet (thus creating hollow microspheres, Figure 5.3.1a and 5.3.1b).  By comparison, 
FeCl3 oxidation in ethanol/water (vs. ethanol only) still produces porous microspheres 
like those in Figure 5.3.1a.  In all cases, the overall size of the microspheres is controlled 
by the precursor concentrations in the nebulized solution and the droplet size during neb-
ulization (which is controlled by the ultrasonic frequency and the liquid surface tension35, 
41-46) 
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Figure 5.8 SEM (a, c, e) and TEM (b, d, f) of three different morphologies of PEDOT 
microspheres: (a, b) solid microspheres from Fe(TsO)3 oxidation of 3,4-
ethylenedioxythiophene in ethanol, (c, d) porous microspheres from FeCl3 oxidation in 
ethanol, and (e, f) hollow microsphere from sodium persulfate oxidation in 50% etha-
nol/water. Scale bars represent 200 nm.  
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Figure 5.9 Illustration of hypothetical mechanisms behind the formation of solid, porous, 
and hollow PEDOT micro-sphere. Scale bars represent 200 nm. 
 
5.3.2 Chemical and Structural Properties of the Products 
The chemical structure of the PEDOT microspheres was confirmed by FTIR 
(Figure 5.10), which is fully consistent with previously reported data.48 Thermostability 
is confirmed with TGA analysis (Figure 5.11), showing that the major decomposition 
occurs around 300 °C.1 In addition, these PEDOT microspheres are mostly amorphous 
polymeric material based on the absence of a characteristic peaks in powder XRD data 
(Figure 5.12).49, 50 Elemental analysis confirms the appropriate composition for PEDOT: 
C 50.5% (51.0 theor.), H 2.9% (2.9% theor.), and S 22.2% (22.8% theor.). Energy-
dispersive X-ray spectroscopy (EDX) (Figure 5.13) also confirmed negligible presence 
of impurities (e.g., less than 0.5% Fe or Na). 
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Figure 5.10 FTIR spectrum of PEDOT microspheres. 
 
 
 
Figure 5.11 TGA data of PEDOT microspheres showing their thermostability; major de-
composition begins its onset around 300 °C. 
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Figure 5.12 PXRD of PEDOT microspheres. The amorphous polymer gives broad peaks 
at ~25° and ~40°. 
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Figure 5.13 EDX spectra of PEDOT microspheres synthesized from three different con-
ditions. It is clearly that after thorough wash, there is negligible impurities (such as Fe3+ 
or Na+) in the final products.  Scale bars are each 200 nm. 
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 5.3.3 Spray Coating of PEDOT Microspheres on Conductive Substrates 
Formation of PEDOT coatings has remained an interesting challenge.51-54  The 
majority of existing approaches are electrochemical deposition or oxidative chemical 
deposition, which prove difficult to scale-up.  We have found that one may readily con-
vert the USPo process into a spray-coating technique simply by diverting the product gas 
flow to a direct exit through a nozzle (e.g., a pipette tip) onto ones substrate of choice 
(e.g., silicon wafer, glass coated with FTO, or conductive fibrous carbon paper). We used 
this spray-coating method to fabricate electrodes by spraying PEDOT microsphere onto 
fibrous carbon papers (Figure 5.14 a). The coated substrates are followed by subsequent 
rinse and drying steps to remove residual impurities. Given the hydrophobicity of both 
PEDOT and carbon paper, the microspheres are well attached to the surface. One may 
also spray-coat flat surfaces in a controlled manner:  Figure 5.14 b is an enlarged image 
of spray coating of a flat surface (Si wafer), and Figure 5.14 c shows a photo image of a 
masked spray pattern on colored glass.  
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Figure 5.14 (a) SEM image of direct spray of PEDOT microspheres (from FeCl3 oxida-
tion) on carbon fiber paper, and (b) on silicon wafer. Both images are taken after the sub-
strates are coated, washed, and dried under air. (c) Photo images of PEDOT patterning 
from masked spray coating.  
 
5.3.4 Supercapacitive Performance 
The supercapacitor properties of PEDOT microspheres were evaluated by cyclic 
voltammetry (CV) and galvanostatic charge-discharge curves (with Ag/AgCl reference 
electrode and in 1M LiClO4 acetonitrile solution). The PEDOT microspheres exhibit CV 
scans with excellent supercapacitance even at very high sweep rates (Figures 5.15 and 
5.16). The 10% decrease in the fill factor (from 50 mV/s to 1000 mV/s) is comparable to 
that observed with electrochemically deposited PEDOT films (Figures 5.17).55 Symmet-
rical triangular shapes in galvanostatic curves (Figures 5.18 a) are indicative of ideal ca-
pacitive behavior.  The highest specific capacitance observed, 160 F/g, is obtained with 
PEDOT synthesized from Fe(TsO)3 oxidation; this is compares very well with prior su-
percapacitance measurements on PEDOT prepared using various templated methods.56 
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 Finally, a supercapacitor device was fabricated with symmetric PEDOT electrodes.57 The 
specific capacitance of the observed with the symmetric PEDOT electrodes was half of 
the single electrode (measured by galvanostatic charge/discharge experiment, Figures 
5.18 b), as expected. 
 
 
 
Figures 5.15 (a) Cyclic voltammagram of PEDOT microspheres synthesized from 
Fe(TsO)3 oxidation. (b) Specific capacitance as a function of scan rate of PEDOT synthe-
sized from Fe(TsO)3, FeCl3, and Na2S2O8 oxidation, as labeled. The highest specific ca-
pacitance, 160 F/g, is observed with PEDOT synthesized from Fe(TsO)3 oxidation. 
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Figures 5.16 Cyclic voltammogram of PEDOT microspheres synthesized from Fe(TsO)3, 
FeCl3, and Na2S2O8 oxidation, as labeled. All products show near ideal charge/discharge 
cycles for rates as high as 500 mV/s, but with some deviation from ideality at 1000 mV/s. 
 
 
 
Figures 5.17 Fill factor calculated from Figure 4(a).  The highest fill factor is 81% at 50 
mV/s and lowest is 71% at 1000 mV/s. 
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Figures 5.18 Galvanostatic charge-discharge curves (GV) showing excellent reversibility. 
(a) GV of three electrode system with PEDOT materials as working electrode, with the 
reference of Ag/AgCl. (b) GV of supercapacitor device with symmetric PEDOT elec-
trodes. 
 
The supercapacitor properties at high scan rates (> 500 mV/s) of previously re-
ported PEDOT microspheres generally suffer loss of ideality due to surfactant impurities 
or poorly conductive substrate coatings (such as SiO2).20  In comparison, PEDOT nano-
tubes have excellent supercapacitance even at high scan rates(e.g., 140 F/g with ideal 
charge/discharge behavior at 1000 mV/s), but are exceedingly difficult to prepare in 
quantity due to the prohibitive costs of the sacrificial alumina templates.56   In our work 
here, USPo synthesized PEDOT possesses comparable specific capacitance (160 F/g) and 
good charge/discharge abilities and can be easily scaled up without templates or addition-
al etching steps. 
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 5.4 Conclusions 
In summary, we reported the synthesis of PEDOT microspheres by restricting the 
oxidative polymerization of EDOT inside micron-sized droplets formed by ultrasonic 
nebulization. This method provides a facile, one-step, scalable process for bulk PEDOT 
synthesis.46 We have successfully controlled microsphere morphologies (porous, solid, 
and hollow) by choice of oxidant and solvent in the precursor solutions. The micro-
spheres were characterized with electron microscopies, FTIR, TGA, BET, and XRD. 
These PEDOT microspheres is potentially useful as supercapacitor materials by deter-
mining their specific capacitance of 160 F/g, which is among the highest yet reported. 
This synthetic method is amenable to facile spray-coating of conductive substrates (even 
textured substrates) and may potentially prove useful in the preparation of composite 
PEDOT microspheres, e.g., PEDOT-coated metal oxides, to increase the total specific 
capacitance. 
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