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PREFACE 
In a recent paper, V.F. Demyanov, S. Gamidov and I. Sivelina 
developea an algorithm for solving optimization problems, given 
by smooth compositions of max-type functions. 
In this paper the authors apply this algorithm to a larger 
class of quasidifferentiable functions. 
This paper is a contribution to research on nondifferentiable 
optimization currently underway with the System and Decision Sci- 
ences Program. 
A.B. Kurzhanskii 
Chairman 
System and Decision 
Sciences Program 

On the steepestdescent method for aclass of quasi-differenti- 
able optimization ,problems 
0. Introduction 
In a recent paper V.P.Demyanov, S.Gamidov and T.J.Sivelina pre- 
sented an algorithm for solving a certain type of quasidiffer- 
entiable optimization problems [3]. 
?4ore precisely, they considered the class 7 of all functions 
given by 
where 
Yi :lRn 3 IP, is defined by 
yi (x) = "ax 4 (x) Ii = 1,. . . ,Ni; i=l,. . . ,m je1 ij 
i 
and 
4ij :lRn+.lR for all ie{l, ..., m) and all jEIi. 
The functions F and mij under consideraticns are assumed to be- 
long to the classes C1 (IR"'~) and C (R") resnective1:y. 1 
The optimization ~roblem consists in minimizing a function 
f E under constraints. 
In this PaFer ve will apply the minimization algorithm of [3] 
to another class of quasidifferentiable functions. 
!Ve are able to prove for this type of optimization problems a 
convergence theorem similar to that in [3]. 
1 .  S t e e p e s t  descen t  method 
We w i l l  s h o r t l y  r e c a l l  t h e  s t e e p e s t  descen t  a lgor i thm f o r  mini-- 
mizing a  q u a s i d i f f e r e n t i a b l e  func t ion  i n  t h e  uncons t ra ined  case .  
Le t  f :  lRn IR be a  q u a s i d i f  f e r e n t i a b l e  func t ion .  
Then f o r  every %lRn t h e r e  e x i s t  two compact, convex s e t s  7f ( 2  
and - af I ; ,  such,  t h a t  f o r  every g€lRn , 1 1  g l 2  = 1 , t h e  d i r e c t i o n a l  
d e r i v a t i v e  i s  given  by: 
dfl = max <v ,g> + min <w,g> . 
d g ~  V E ~ ~ I ;  - WE% 1 
Here <,> denotes  t h e  canonica l  i n n e r  product  i n  Etn . 
I n  terms of t h e s e  two s e t s ,  a  s t e e p e s t  descen t  d i r e c t i o n  f o r  f  
a t  ji is  given by 
wi th  
I I  vo+w0 I I  = max (min / ~ + w 1 1 ~ ) .  
2 W E T ~ I ;  vcaf 1: 
Now, i n  t h e  s t e e p e s t  descen t  a lgor i thm,  we s t a r t  w i th  an a r b i t -  
n  
r a r y  p o i n t  xo€= . 
Le t  us assume t h a t  f o r  k  - > 0 t h e  p o i n t  xk€lRn has  a l r e a d y  been 
de f ined ,  then  d e f i n e  
where g ( x  ) is  a s t e e p e s t  descen t  d i r e c t i o n  of  f  a t  x  and t h e  k  k  
r e a l  number ak,O i s  choosen i n  such  a  way, t h a t  
min f  (xk+ag(x ) )  = f (x  +a g ( x k ) ) .  
a>O k k k  
Obviously, t h e  sequence (xk)  inducesa  monotonously decreas -  
i n g  sequence ( f  (xk)  ) of kEN va lues  of t h e  f u n c t i o n  f .  
kEN 
A modi f i ca t ion  of t h e  s t e e p e s t  descen t  a l g o r i t h m i s  pronosed 
i n  [ 3 1 . Therefore  we d e f i n e :  
Definition: Let E: , p be positive real numbers and f : IR~+ IR be - 
quasidifferentiable.Let N be a neighbourhood of all 
points X ~ E I R ~  , where f is not differentiable. Then 
for xoE N we define: 
. - dcfIx -- conv 
s:.mn 
- 
0 
xo+s ) 
- 
a;£\x := conv 
0 
If 3 f x  and 7 fix are compact sets,then f is 
-E 
0 p o  
called (~,p)- quasidifferentiable in xo. 
With the introduction of these two sets, we now give a modi- 
fied steepest descent algorithm to find an E-in£-stationary 
* 
point x of f. 
Let us assume that f : IRn+ IR is quasidif f erentiable and more- 
over that, for given E ,p >O,it is (~,p) - quasidifferentiable. 
Then choose an arbitrary xo€mn. Suppose, that xk has already 
be defined. 
If -3f 1 c 3 f (x,) then xk is an €-in£ stationary point and 
Xk -E the algorithm stops. 
- 
Otherwise, if -3f d a f (xk) ,then comnute 
-E 
with 
1 1  vO+wO 1 I = max (min 
2 WET f V E ~  f 
il!Xk -' I X k  
and define xk4:=x +a g(xk), where a > 0 is chosen in such a k k  k - 
way, that 
min f (~k+a rj (xk)) = f (xk+akg (xk) ) . 
a s  
In  t h i s  paper  w e  want t o  apply  t h i s  m o d i f i c a t i o n  f o r  f i n d i n g  
an &- in£  s t a t i o n a r y  p o i n t  f o r  a  c l a s s  of  q u a s i d i f f e r e n t i a b l e  
func t ions .  
2.  A m o t i v a t i n s  exarnnle 
L e t  F , G : I R ~  IR be  two a r b i t r a r y  f u n c t i o n s  w i t h  F,GEC1 (IR) .. 
Then d e f i n e  t h e  fo l lowing ,  q u a s i d i f f e r e n t i a b l e  f u n c t i o n  
f :mn-  IR by 
Thi s  t y p e  of f u n c t i o n  i s  cons idered  i n  [ I ]  and does o b v i o u s l ~  
n o t  belong t o  t h e  c l a s s F ,  d e f i n e d  i n  t h e  i n t r o d u c t i o n .  For 
i l l u s t r a t i o n  i n  f i g u r e  1 t h e  g raph  of a  f u n c t i o n  f of such a  
type  i s  given  f o r  
F:l3 2 + I R ,  F ( x 1 , x 2 )  = x l -x2  
2 3  G:IR2 + 9 , G(xl , x2 )  = -x -x-+1 . 2  1 2  
i n  t h e  se t  Q = [ - 1 , 1 . 4 ]  x  [-2,1.251. 
F i q u r e  1 
For f u n c t i o n s  of t h a t  t ype ,  a s  w e l l  a s  f o r  t h e  c l a s s  9, t h e  
fo l lowing  p r o p e r t i e s  a r e  v a l i d ,  a s  observed i n  [ 3 1 .  
I .  I f  f o r  a l l  * e n n ,  t h e  convex, compact sets af and Tf 
- I X  
a r e  computed a s  i n  [3  ] t h e  two mappings I 
x  ->a£ and xc-->Tf 
- Ix I 
a r e  upper-semi-continuous . Eloreover f o r  s u i t a b l e  & , > 0 
- 
t h e  f u n c t i o n  3 f ,  3 f  a r e  a l s o  u?cer-semi-continous. 
-& lJ 
11. If X E ~ F . ~  is no t  a s t a t i o n a r y  p o i n t ,  then  t h e r e  e x i s t  a  
r e a l  number M > 0 and a  neighbourhood Uo of OER" , such 
t h a t  f o r  a l l  :7E1Jo 
3 .  A converqence Theorem 
Theor en: 
Let f:# 3 B  be a quasidifferentiable function with the following proper- 
t i e s  : 
l i )  There e x i s t  real numbers F > 0, p > 0 such that for aZZ x€Rn f i s  
(E,P)-quasidifferentiable and the mappings 
x q x  , x -7 f x 
and 
I 
x w  3 
l x  x - Zf Ix  
are upper semi-continuous (u. s .  c .  ) 
l i i )  I f  xGRn i s  not an E-in-? stationary point, then there e x i s t  an 
ED0 and a neighbourhood Uo of 0 d  such that for a t  Z yEU, g ~ #  
Then: Every limit point of the sequence ( xn lnW,  constructed by the modi- 
f i  ed  steepest descent a l g o r i t h ,  i s  m E-inf stationary point of f .  
Proof:  
L e t  x* be  a  l i m i t  p o i n t  of  (x,) and l e t  us assume, t h a t  
* 
x  is  n o t  E- inf  s t a t i o n a r y .  nE IN 
Hence t h e r e  e x i s t  a voEa f l  xn and a  wo€$f lx* such t h a t  
-€ 
v +W * 
Thus g:= - O O is a normal ized d e s c e n t  d i r e c t i o n  i n  x . I-? 
L 
Observe t h a t  ?lo €au£ . 
- I 
S i n c e  x a f i s  u . s . c . , t h e r e  e x i s t  a neighbourhood of  
-E I X  
? E f  J x  * and a neighbourhood U of  x* such t h a t  f o r  a l l  XEU 
Moreover, to 7 f * t h e r e  e x i s t  a neighbourhood o f  a,f * 
,J lx I x 
and a neighbourhood V of x* such t h a t  f o r  a l l  x€V 
Choose Uo acco rd ing  t o  assumption (ii) of  t h e  theorem. To 
W:=U n V n (uo+xf)  t h e r e  e x i s t s  a k o E l  such  t h a t  f o r  a l l  k 2 k,, 
xk€W. (Here k is the- index o f  t h e  convergent  subsequence . ) 
* - L e t  u s  deno t e  by wk€a  f t h e  p o i n t ,  which i s  n e a r e s t  t o  w . 0 
From t h e  upper s e m i c o n t i n u i t y  o f  7 f w e  have 
,J 
* l i m  w = w k 0 
* Now, l e t  b e  a p o i n t  of minimal d i s t a n c e  t o  -wk. 
Then l i m  ( d i s t  (vk ,  a &f x*) =O. 
k - I 
T h i s  fo l l ows  from t h e  f a c t ,  t h a t  f o r  every  1: (k  l a r g e  enough) 
which t e n d s  t o  0 by t h e  c h o i c e  o f  e .  
The neighbourhoods of ? E f ( x *  can be  assumed t o  b e  bounded, 
s i n c e  a f i x *  is  compact. 
-E 
Hence, t h e r e  e x i s t s  a subsequence (vk) , a l s o  indexed by k ,  
which converges  t o  E a f *.  EN 
-& I X  
Thus, f o r  a s u i t a b l e  subsequence and an index K w e  have: 
We s e e  t h a t  ;=vo s i n c e  t h e  Euc l id i an  norm is  s t r i c t .  
Therefore ,  f o r  a l l  k > K  
- 
Now, we want t o  show, t h a t  f o r  k  l a r g e  enough 
i s  a  descen t  d i r e c t i o n  i n  x*. 
For t h i s ,  l e t  a > 0 .  Then: 
From assumption (ii) fo l lows  
and t h e r e f o r e  
By d e f i n i t i o n  of q u a s i d i f f e r e n t i a b i l i t y  w e  have: 
and t h e r e f o r e , b y  d e f i n i t i o n  of  vk: 
a f 
% 
< max 
- 
( - <W]<+V , Wk+Vk> ./ ( Wk+Vk (I- ') 
2 
k  
= min (max < ~ u + v , $ ~ > )  
X WET f 
k  Ixk veaEf  1 1: 
Since I < max cv.3. > + m i n  < w . e -  > , 
woe%£ / x* and l im w =w 
k+- k 0 
we f i n d  f o r  a  g iven  6 > o an index K1 such t h a t  f o r  a l l  k , ~ ~  
< max <v ,  tjk> 
X 
+ min < w f  gk> 
A 
< (max 
- 
< V 1 B k > + 6 )  + <w 
k 
< (max 
- + < w k f g k >  + l l w k - w o l l  
2 
k 
Thus, f o r  a l l  k  - > I<1, w e  see t h a t  i s  a  descen t  d i r e c t i o n  i n  
* 
k 
X .  
Hence, t h e r e  i s  . r o > O  such t h a t  
f  (xk+.rogk) < f  (x*) . 
Now, by t h e  d e f i n i t i o n  of t h e  sequence (x,J v i a  t h e  modi- 
- - 
f i e d  s t e e p e s t  descen t  a lgor i thm w e  have: JL keN 
f ( x k + '  = f  (x  +a g(xk))  = minf (xk+ag(x  1 )  k k  
C1>0 
k 
A 
< min f  (xk+agk) = f  ( x  +; 6 
- 
a > o  
k  k k  
T h i s  c o n t r a d i c t s  t h e  f a c t s  t h a t  ( f ( x k ) )  i s  monotonously 
* d e c r e a s i n g  and l i m  f  (xk)  =f (x  ) . - kEN 
QED . 
Remark: The proof  a l s o  remains  v a l i d  f o r ~ = o ,  i . e .  r e p l a c i n g  
" E - i n £ - s t a t i o n a r y "  by " i n f - s t a t i o n a r y " .  
4 .  Numerical e x p e r i e n c e s  
The above mentioned m o d i f i c a t i o n  of  t h e  s t e e p e s t  d e s c e n t  method 
w a s  implemented on t h e  Siemens 7780 a t  t h e  Computer C e n t e r  o f  
t h e  U n i v e r s i t y  o f  K a r l s r u h e .  
Applying t h i s  p r o c e d u r e  t o  t h e  m o t i v a t i n q  example o f  s e c t i o n  2 ,  
E- in f  s t a t i o n a r y  p o i n t s  , a l s o  f o r  problems under  c o n s t r a i n t s  , (c f .  
[ 2 ] )  c o u l d  e a s i l y  be  found.  
L e t  u s  now d i s c u s s  a f u r t h e r  
exampie 
l e t  3 f : IR 4 IR be  q i v e n  by 
and 
w i t h :  
T h i s  f u n c t i o n  n a t u r a l l y  o c c u r s  i n  t h e  i n v e s t i g a t i o n  of  c o n d i t i o n  
o f  m a t r i c e s ,  namely i f  w e  a s s i g n  t o  any symmetric  ( n x  n ) - m a t r i x  
A = ( a i j )  l < i  t h e  d i f f e r e n c e  of modul i  of t h e  maximal and minimal  
- 11;" 
e i g e n v a l u e  I and l X m i n l  r e s p e c t i v e l y ,  i .e .  
T h i s  f u n c t i o n  i s  q u a s i d i f f e r e n t i a b l e ,  s i n c e  X = s u p  <AX,x> 
max IlxII=1 
i s  a convex f u n c t i o n  and Amin = i n £  <Ax,x> is  a concave  f u n c t i o n .  
Il x  ll = 1 
For n  = 2 ,  $n c o i n c i d e s  wi th  t h e  above de f ined  f u n c t i o n  f  :IR3- IR. 
Morover, t h e  p r o p e r t i e s  i) and ii) of t h e  theorem a r e  v a l i d  f o r  
t h e  sets a f  and 7 f  f o r  s u i t a b l e  E and p. Figure  2 below g i v e s  
-E P 
an i l l u s t r a t i o n  of t h e  graph of t h e  func t ion  f  f o r  4 d i f f e r e n t  
va lues  of  x 3 ,  i .e .  x3 = 0 .3;  x  = 0 .2 ;  x3 = 0 .1 ;  x  = 0 . 0 .  3 3 
- . . - - . 
m.W-K.mw 
Figure  2 
* Z  a x n b ~ d  30 s a z n q q d  ayq u~ panzasqo aq  ue3 TeTqua 
-1aJjTpqns s , a y x e ~ 3  30 , , 1 a q ~ ~ z ~ y 3  a A r q e T n m 3 ,  ayq ' d ~ a a r s s a x d m ~  
' (0 '0 '0)  u o ~ q 3 a z ~ p  q u a ~ s a p  e puT3 pTno3 myqTx 
- o b p  ayq ' s ~ e ~ q u a x a ~ j g 3 ~ s e n b  6 u ~ s n  'asxnoa 30 *TeTquazajjTpqns 
0 I=' a y x e ~ 3  ayq 30 q u ~ o d  xauuT u e  ST 0 ' * a * ?  I (  13 e )  q u ~ 3 0  ' x a a o a z o ~  
- q u ~ o d  a~ppes-dayuom e ST q~ ' q u ~ o d - a ~ p p e s  e zou IurnmTxem xo ummTuTm 
xayqTau ST qnq 'dxeuorqeqs ST (0'0'0) qurod ayq ' a suas  s , a y z e ~ ~  UI 
[ f i ]  30 1 - 2  a ~ d m e x a  u~ 
uaayb 'qeyq oq z e T T m T s  ST = Ex uorq3ung sTyq 30  xnoTApqaq aqL 
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