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Local Convex Directions for Hurwitz Stable Polynomials
A. Bülent Özgüler and Karim Saadaoui
Abstract—A new condition for a polynomial ( ) to be a local convex
direction for a Hurwitz stable polynomial ( ) is derived. The condition is
in terms of polynomials associated with the even and odd parts of( ) and
( ), and constitutes a generalization of Rantzer’s phase-growth condition
for global convex directions. It is used to determine convex directions for
certain subsets of Hurwitz stable polynomials.
Index Terms—Convex directions, polynomials, robust control, stability.
I. INTRODUCTION
The main motivation for studying convex directions for Hurwitz
stable polynomials comes from the edge theorem [2] which states
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that, under mild conditions, it is enough to establish the stability
of the edges of a polytope of polynomials in order to conclude the
stability of the entire polytope. Each edge is a convex combination
r(s)+(1 )q(s);  2 [0; 1] of two vertex polynomialsr(s); q(s).
If the difference polynomialp(s) = r(s)  q(s) is a convex direction
for q(s), then the stability of the entire edge can be inferred from the
stability of the vertex polynomials. In [15], Rantzer gave a condition
which is necessary and sufficient for a given polynomial to be a convex
direction for the set of all Hurwitz stable polynomials. However, this
global requirement is unnecessarily restrictive when examining the
stability of a particular segment of polynomials and it is of more
interest to determine conditions for a polynomial to be a convex
direction for a given polynomial, or still better, for specified subsets of
Hurwitz stable polynomials.
Various solutions to the edge stability problem are already well
known [1], [3]. Bialas [4] gave a solution in terms of the Hurwitz
matrices associated withr(s) and q(s). The segment lemma of
[6] gives another condition which requires checking the signs of
two functions at some fixed points. In [9], [13], and [16], various
definitions of local convex directions have been used. Among these,
the following geometric characterization of [9] is the most relevant
one to edge stability we have described above: A polynomialp(s) is
called a (local) convex direction forq(s) if the set of > 0 for which
q(s) + p(s) is Hurwitz stable is a single interval on the real line.
Note that, ifp(s) is a convex direction in this sense, the stability of
q(s) and p(s) + q(s) implies the stability ofq(s) + p(s) for all
 2 [0; 1], but not vice versa, i.e., the main definition used in [9]
and [13] is more stringent than the one concerning the edge stability.
In this note, we will use the definition given in [16], namely, a local
convex direction with respect toq(s) is a polynomialp(s) such that
all polynomials which belong to the convex combination ofq(s) and
q(s) + p(s) are Hurwitz stable. In [9], it is also shown that if one
requires the local condition to be satisfied for each Hurwitz stable
q(s), then Rantzer’s condition is obtained.
One motivation for deriving an alternative condition to those of [4]
and [6] is to make contact with Ranzter’s condition starting with the less
stringent definition of local convexity. A second motivation is that none
of the above local results seem to be suitable in determining convex
directions forsubsetsof Hurwitz stable polynomials. Our main result
in Theorem 1 is shown to be suitable for obtaining convex directions for
certain subsets of Hurwitz stable polynomials. The condition provided
in Theorem 1 also gives Rantzer’s condition in a rather straightforward
manner when it is satisfied by every Hurwitz stable polynomial. It is
thus one natural local version of the global condition of Rantzer.
The note is organized as follows. In Section II, some properties of
Hurwitz stable polynomials are reviewed. In Section III, we state and
prove our main result, Theorem 1, which gives a new condition for
checking edge stability. An application of Theorem 1 to subsets of
polynomials is given in Corollary 1. Finally, in Section IV, Ranzter’s
condition for global convex directions is rederived based on the local
condition of Theorem 1. Some preliminary results of this paper are re-
ported in [14].
II. PRELIMINARIES
A polynomialp(s) is called aglobal convex direction(for all Hur-
witz stable polynomials of degreen) if for any Hurwitz stable polyno-
mial q(s) the implication
q(s) + p(s) is Hurwitz stable anddeg(q + p) = n
8 2 [0; 1]) q(s) + p(s) is Hurwitz stable8 2 (0; 1)
0018-9286/02$17.00 © 2002 IEEE
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holds. Rantzer, in [15], has shown that a polynomialp(s) is a convex




8w > 0 (1)
whenever p(w) := arg p(jw) 6= 0. The condition (1) is in a sense a
complement of the phase increasing property of Hurwitz stable poly-
nomials. For a Hurwitz stable polynomialq(s), the rate of change of
the argument satisfies 0q(w)  j(sin(2 q(w)))=2wj 8w > 0, where
the inequality is strict ifdeg(q)  2. This property also given in [15]
seems to be known in network theory as pointed out by [5] (see also
[10] for a proof based on the Hermite–Biehler Theorem, and [11] for
related conditions).
Before proceeding any further, let us fix some notation. LetR and
C denote the field of real and complex numbers, respectively. For a
nonzeror 2 R, let S(r) denote the sign ofr. LetR[s] denote the
set of polynomials ins with coefficients inR. Let H denote the set
of Hurwitz stable polynomials, i.e.,q(s) 2 H ) 8 s 2 C such
that q(s) = 0; Re(s) < 0. Given q 2 R[s], the even–odd parts
(h(u); g(u))of q(s)are the unique polynomialsh; g 2 R[u] such that
q(s) = h(s2) + sg(s2). A necessary and sufficient condition for the
Hurwitz stability ofq(s) in terms of its even–odd parts(h(u); g(u))
is known as the Hermite–Biehler Theorem which is based on the fol-
lowing definition.
A pair of polynomials(h(u); g(u)) is said to be apositive pair [8]
if h(0)g(0) > 0, the rootsfuig of h(u) andfvig of g(u) are real,
negative, simple and withk := deg(h) andl := deg(g) either i) or ii)
holds
i) k = l and0 > u1 > v1 > u2 > v2 > . . . > uk > vl;
ii) k = l+ 1 and0 > u1 > v1 > u2 > v2 > . . . > vl > uk.
TheHermite–Biehler Theorem [8] statesthe following: a polynomial
q(s) with even–odd parts(h(u); g(u)) is Hurwitz stable if and only if
(h(u); g(u)) is a positive pair.
The “root interlacing condition” i) and ii) can be replaced by posi-
tivity of certain polynomials ofu. Consider the polynomials
Vq(u) := h
0(u)g(u)  h(u)g0(u)
Vsq(u) := h(u)g(u)  u[h
0(u)g(u)  h(u)g0(u)]: (2)
Lemma 1 [14]: Let h; g 2 R[u] be coprime withdeg(h) =
deg(g)  1 or with deg(h) = deg(g) + 1  1. Then,(h; g) is a
positive pair if and only if
i) all roots ofh andg are real and negative;
ii) Vq(u) > 0 8u < 0;
iii) Vsq(u) > 0 8u < 0.
Finally, consider(K; u) := h(u) + Kg(u) and  (K; u) :=
ug(u) + Kh(u) for K 2 R. The equation(K; u) = 0 implicitly
defines a functionu(K). The root sensitivity of (K; u) is defined
by K(du=dK), and gives a measure of the variation in the root
location of(K; u) with respect to percentage variations inK. The









III. L OCAL CONVEX DIRECTIONS
Our main result in this section yields a characterization of polyno-
mialsp(s); q(s) which satisfy thelocal convexity condition (LCC)
(LCC)q; q + p 2 H and deg(q + p) = deg(q)
8 2 [0; 1] ) q + p 2 H 8 2 (0; 1):
Let (h(u); g(u)) and(f(u); e(u)) be the even–odd parts ofq(s) and
p(s), respectively. The following Theorem gives a test for LCC in terms
of polynomials associated with the even–odd parts ofp(s) and the
vertex polynomialsq(s); q(s) + p(s).
Theorem 1: Let p(s); q(s) be polynomials withn := deg(q) > 1.
Then, LCC holds if and only if
Vp(u) < Vp+q(u) + Vq(u)
2
8u < 0: f(u)e(u) 0
Vsp(u) < Vs(p+q)(u) + Vsq(u)
2
8u < 0: f(u)e(u)< 0: (3)
Proof: [Only if] If q + p 2 H for all  2 [0; 1], then
(h + f; g + e) is a positive pair for all 2 [0; 1]. By lemma 1,
Vq+p(u) > 0 andVs(q+p)(u) > 0 8u < 0 and8 2 [0; 1]. The
following identities are obtained by an easy computation:
Vq+p(u) = (1  )Vq(u) + (  1)Vp(u)
+ Vq+p(u) (4)
Vs(q+p)(u) = (1  )Vsq(u) + (  1)Vsp(u)
+ Vs(q+p)(u): (5)














By our hypothesis, the right-hand side is nonpositive which contradicts
the fact thatVq+p(u) > 0. Thus, the first condition in (3) must hold.
Similarly, using (5), the second condition in (3) is obtained.
[If] Consider the identities
Vq+p(u) = (1  )
2Vq(u) + (1  )A(u) + 
2Vq+p(u) (6)
Vs(q+p)(u) = (1  )
2Vsq(u) + (1  )B(u)
+ 2Vs(q+p)(u) (7)
whereA(u) := Vq+p(u)+Vq(u) Vp(u) andB(u) := Vs(q+p)(u)+
Vsq(u)   Vsp(u). If u < 0 is such thatA(u)  0, then asVq(u) >
0; Vq+p(u) > 0, the right hand side of (6) is positive for all 2 [0; 1].
If u < 0 satisfiesA(u) < 0, thenA(u)   2 Vp+q(u)Vq(u) =
( Vq+p(u)   Vq(u) )




 Vq+p(u)   Vq(u)
2
  Vp(u)
= [A(u)]2   4Vp+q(u)Vq(u) < 0
for all u 2 fu < 0: f(u)e(u) 0g for whichA(u) < 0. But then for
suchu, the right-hand side of (6) is nonzero for all 2 (0; 1) so that
it is positive for all 2 [0; 1]. This implies that
Vq+p(u)>0 8u 2 fu<0: f(u)e(u)0g; 8 2 [0; 1]: (8)
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By similar arguments, the identity (7) and the condition (3) imply that
Vs(q+p)(u)>0 8u 2 fu<0: f(u)e(u)<0g; 82 [0; 1]: (9)
We now show that (8) and (9) implyq + p 2 H for all  2 (0; 1).
Suppose for some0 2 (0; 1); q+0p is not inH. Then, asq; q+p 2
H anddeg(q+ p) is constant for 2 [0; 1], by the continuity of the
roots ofq + p with respect to, there exists0 < 1  2 < 1 such
thatq + p 2 H; 8 2 [0; 1) [ (2; 1] and one of the following
two cases happen:
i) q0 + 1p0 = 0 andq0 + 2p0 = 0;
ii) (q + 1p)(jw0) = 0, or (q + 2p)(jw1) = 0;
wherew0 6= 0 orw1 6= 0, andq0 := q(0); p0 := p(0).
i) Note that if1 6= 2, thenq0 = 0 contradicting the fact that
q 2 H. Hence, with0 := 1 = 2, we have0(q0 + p0) +
(1 0)q0 = 0 implying thatq0 andq0+p0 have different signs.
Supposeq0 > 0 andq0 + p0 < 0. Sinceq + p 2 H 8 2
[0; 0)[ (0; 1], it follows thatq0+p0 > 0; 8 2 [0; 0)
andq0 + p0 < 0; 8 2 (0; 1]. Since all coefficients of a
Hurwitz-stable polynomial are of the like sign, it follows that all
coefficients ofq + p for  2 [0; 0) are positive and that all
coefficients ofq+p for  2 (0; 1] are negative. This implies
thatq+0p  0 contradicting the hypothesis thatdeg(q+p) =
n.
ii) Suppose without loss of generality thatu0 :=  w20 < 0. Then,
we haveh(u0)+1f(u0) = 0 andg(u0)+1e(u0) = 0 which
contradicts either (8) or (9) depending on whetherf(u0)e(u0)
0 or f(u0)e(u0)< 0.
Remark 1: The following alternative statement eliminates the
square roots in (3). Under the assumptions of Theorem 1,q+ p 2 H
for all  2 (0; 1) if and only if
u < 0: f(u)e(u)0; A(u)<0)A(u)2<4Vp+q(u)Vq(u) (10)
u < 0: f(u)e(u)<0; B(u)<0)B(u)2<4Vs(p+q)(u)Vsq(u): (11)
4
It is easy to see that given a polynomialp(s) = f(s2) + se(s2), it
is a local convex direction for any Hurwitz-stable polynomialq(s) =
h(s2) + sg(s2) whenever(h(u); e(u)) and(f(u); g(u)) form pos-
itive pairs. This follows byA(u)  0; B(u)  0 8u < 0 and by
Remark 1. In what follows, we identify other sets of Hurwitz stable
polynomials for whichp(s) is a local convex direction. Consider the
control system in Fig. 1. Given a family of plantsG = fG(s; ) =
(g(s2) + )=(h(s2) + ):  2 [0; 1]g, it is easy to see that if a con-
troller C(s) = (se(s2))=(f(s2)) stabilizesG(s; 0) then it stabilizes
the whole family if and only ifp(s) = f(s2)+se(s2) is a local convex
direction forq(s) = h(s2)f(s2) + se(s2)g(s2). In order to get more
concrete conditions using Theorem 1, we restricth(s2) andg(s2) to be
of first order. We thus consider certain subsets of polynomials obtained
by adding zeros to even and/or odd part of a candidate convex direction
p(s) = f(s2) + se(s2). Consider
Qp = fq(s) = (ks2+1)f(s2)+ s(ls2+1)e(s2): k > l  0g (12)
we assume here thatp(s) 2 H so thatQp  H for a majority of
values ofk andl. The case ofl > k  0 follows similar arguments
and therefore it is omitted. In what follows, we use Theorem 1 to find
conditions in terms of sensitivity functionsSp(u) andSsp(u) such that
p(s) is a local convex direction forQp.
Fig. 1. A robust stabilization problem for plants of even transfer functions.
Corollary 1: Let p(s) be a Hurwitz stable polynomial andQp as
defined in (12). The polynomialp(s) is a local convex direction forQp
if and only if k andl satisfy the following conditions:
u < 0: f(u)e(u) 0; Sp(u) < 2klu










kl  (k + l) (13)
u < 0: f(u)e(u)< 0
)Ssp(u)  2klu
2 + 3(k+ l)u+ 4
3(k  l) : (14)
Proof: For q(s) = (ks2 + 1)f(s2) + s(ls2 + 1)e(s2) we have
A(u) = (2klu + 3(k + l)u + 4)Vp(u) + 3(k   l)f(u)e(u) and
B(u) = (2klu+ 3(k + l)u+ 4)Vsp(u)  3(k   l)uf(u)e(u). It is
lengthy but straightforward to verify that (13) is equivalent to (10). If
8u < 0: f(u)e(u)< 0; B(u) < 0 then((k l)u)=(2pkl+k+l) <
Ssp(u) < ((k  l)u)=((k+ l) 2
p
kl)  0 must be satisfied for LCC
to hold. This is impossible asSsp(u) > 0 8u < 0; f(u)e(u) < 0.
Condition (14) is, hence, equivalent to the following condition8u <
0: f(u)e(u)< 0) B(u)  0. The result follows by Remark 1.
Remark 2: Settingl = 0 in Corollary 1, we getQp = fq(s) =
(ks2+1)f(s2)+se(s2)g.A(u)  0 andB(u)  0 reduce toSp(u) 
( 3ku   4)=3k andSsp  (2ku + 4)=3k which can be shown to
hold for everyq(s) 2 H. Hencep(s) is a local convex direction for
all q(s) = (ks2 + 1)f(s2) + se(s2) such thatq(s) 2 H. This simple
result is equivalent to the following robust stabilization result. Consider
the family of Hurwitz-stable plants
P = P (s; ) = f(s
2)s2
(f(s2) + se(s2))
:  2 [1; 2] :
Any constant feedback gain which stabilizes the vertex plant
P (s; 1) =
f(s2)s2
f(s2) + se(s2)
also stabilizes the whole family. 4
IV. CONVEX DIRECTIONS FORALL HURWITZ-STABLE POLYNOMIALS
In this section, we investigate the relation between the local condi-
tion of Theorem 1 and the phase growth condition of [15] which char-
acterizes those polynomialsp(s) which satisfy LCC for allq(s) 2 H.
In Theorem 2 below, we give an alternative proof of Rantzer’s result.
One part of this proof (the “if” part) is particularly straightforward and
makes the connection between the local condition and the phase growth
condition very clear.
The other direction of the proof requires a construction and hence
it is not straightforward. We first prove a lemma used in this part of
the proof of Theorem 2. The claim is that given any pointj!0 on the
imaginary axis and any numerator polynomialp(s) such thatp(j!0) 6=
0, one can design a stable denominator polynomialr(s) such that the
root-locus (or the complementary root-locus) of(p(s))=(r(s)) passes
throughj!0.
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Fig. 2. Checking conditions of Theorem 2.
Lemma 2: Given a polynomialp(s) with deg(p) > 1 and a real
positive number!0 such thatp(j!0) 6= 0, there exists a Hurwitz stable
polynomialr(s) with deg(r)  deg(p) and a real number for which
(r + p)(j!0) = 0.
Proof: Let u0 :=  !20 . Sincep(j!0) 6= 0, the polynomials
p(s); s   j!0 are coprime so that given anyr0 2 C[s], there exists
c 2 C andn 2 C[s] such that
(s  j!0)n(s) + p(s)c = r0(s) (15)
by Euclidean algorithm inC[s]. We can in particular choose
a Hurwitz stable polynomialr0(s) with real coefficients such
that deg(r0)  deg(p) and such that the even–odd components


















if f(u0)e(u0)> 0 or e(u0) = 0:
(16)
Let c = cr + jci for cr; ci 2 R and letn(s) = nr(s) + jni(s) for
nr; ni 2 R[s]. Note thatc 6= 0 in (15), since otherwiser0(s) would
not be Hurwitz stable. Ifci = 0, thenr0   cp 2 R[s] andr(s) :=
r0(s) is the desired polynomial. Ifci 6= 0, we proceed as follows.
Multiplying both sides of (15) by(s+j!0)(cr jci) and equating the
real and imaginary parts, we have(s2   u0)m(s)  p(s) = (cis 
cr!0)r0(s) =: r(s)wherem(s) := cinr(s) crni(s);  := !0(c2r+
c2i ) and where we used the fact thatp; r0 2 R[s]. To complete the
proof, we show thatr(s) is Hurwitz stable. This requires showing that
S(crci) =  1. Evaluating (15) ats = j!0, we have









whereH(u) := h0(u)f(u)   ug0(u)e(u); G(u) := g0(u)f(u)  
h0(u)e(u) andF (u) := f(u)2   ue(u)2. Sincep(j!0) 6= 0 by as-
sumption,f(u) ande(u) cannot be simultaneously zero atu0. In all
four possible cases i)f(u0) = 0; e(u0) 6= 0, ii)f(u0) 6= 0; e(u0) =
0, iii) S[f (u0)e(u0)] = +1, iv) S[f (u0)e(u0)] =  1, it is straightfor-
ward to show using (16) thatS[H(u0)G(u0)] =  1. SinceF (u0) >
0, this yields thatS(crci) =  1 and the proof is complete.
In [12], Rantzer’s phase-growth condition is translated into condi-
tions onVp(u) andVsp(u). In what follows, we state the phase growth
condition in this form:p(s) is a global convex direction if and only if
Vp(u)  0 8u < 0 such thatf(u)e(u)  0 andVsp(u)  0 8u < 0
such thatf(u)e(u)< 0. If a givenp(s) need not be a convex direction
for the set of all Hurwitz stable polynomials, then it is natural that the
upper bounds onVp(u) andVsp(u) are relaxed. In the extreme case of
a single polynomialq(s), these bounds turn out to be the ones given by
(3).
Theorem 2: Given a polynomialp(s), the LCC holds for allq(s) 2
H if and only if
Vp(u)  0 8u 2 fu < 0: f(u)e(u) 0g
Vsp(u)  0 8u 2 fu < 0: f(u)e(u)< 0g: (17)
Proof: [If] If deg(p)  1, then forq(s) such thatdeg(q)  1,
LCC is easily seen to hold. Forq(s) such thatdeg(q) > 1, if (17) holds
then the conditions in (3) hold for allq 2 H such thatq + p 2 H. By
Theorem 1, LCC holds for allq 2 H. If deg(p) > 1, thendeg(q) > 1
in order fordeg(q + p) = deg(q) for all  2 [0; 1]. For suchq(s),
if (17) holds, then again by Theorem 1 LCC is satisfied.
[Only if] If deg(p)  1, then by direct computation it easy to see that
(17) holds. We can therefore assumedeg(p) > 1. Suppose for some
u0 < 0, one of the conditions in (17) fails. We constructq 2 H for
which LCC fails. Suppose thatVp(u0) > 0 andf(u0)e(u0) 0. Note
thatf(u0) ande(u0) can not simultaneously be zero since otherwise
Vp(u0) = 0. Hence, with!0 =
p u0, we havep(j!0) = f(u0) +
j!0e(u0) 6= 0. By Lemma 2, there existsr 2 H; deg(r)  deg(p)
such that(r + p)(j!0) = 0 for some 2 R. Sincer(s) is Hurwitz
stable , 6= 0. If we let (k(u); l(u)) be the even–odd components of
r(s), then by(r + p)(j!0) = 0 and 6= 0, we have
ke  lf (u0) = 0: (18)
Let
r(s) :=  0p(s) + s2 + !20 r(s) (19)
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Fig. 3. Checking conditions of Theorem 1.
for some arbitrary but fixed0 2 (0; 1). If we let (k(u); l(u)) be
the even–odd components ofr(s), we have(k + 0f)(u0) = 0 and
(l + 0e)(u0) = 0 so that
Vr+ p(u0) = 0; Vs(r+ p)(u0) = 0: (20)
We now show that, there exists > 0 such thatVr+p(u) >
0; Vs(r+p)(u) > 0 8 2 [0   ; 0) [ (0; 0 + ]; 8u < 0.
Note that
Vr+p(u) = (k + f)
0(u)(l+ e)(u)
  (k + f)(u)(l+ e)0(u)
Vs(r+p)(u) = (k + f)(u)(l+ e)(u)  uVr+p(u):
By (19),(k+f)(u) = (u u0)k(u) and(l+e)(u) = (u u0)l(u)
so that
Vr+p(u) = Vr+ p(u) + (  0) ke  lf (u) + (  0)
k
0
e  ke0   l
0
f + lf 0 (u  u0) + (  0)
2Vp(u):
Hence, using (18) and (19), we haveVr+p(u0) = (   0)2Vp(u0)
andVr+ p(u) = (u  u0)2Vr(u). Similarly,Vs(r+p)(u0) = (  
0)
2Vsp(u0) andVs(r+ p)(u) = (u   u0)
2Vsr(u). Sincer 2 H
anddeg(r)  2, we can apply Lemma 1 to obtainVr(u) > 0 and
Vsr(u) > 0 for allu < 0. Hence,Vr+ p(u) > 0 andVs(r+ p)(u) >
0 for all u such that0 > u 6= u0. By our assumption,Vp(u0) > 0 and
f(u0)e(u0)  0. Hence,Vsp(u0) = f(u0)e(u0)  u0Vp(u0) > 0.
Consequently,Vr+p(u0) > 0 andVs(r+p)(u0) > 0 for all  2
[0; 1] such that 6= 0. It follows that, for some sufficiently small
1 > 0, we haveVr+p(u) > 0 andVs(r+p)(u) > 0 8u < 0 8 2
[0   1; 0) [ (0; 0 + 1]. We now note, by(k + 0f)(u) =
(u u0)k(u); (l+0e)(u) = (u u0)l(u), and the fact that(k; l) is
a positive pair, that all the roots ofk+f andl+e are real and negative
for all  2 [0 2; 0+2] for some sufficiently small2. Therefore,
for all  2 [0   ; 0) [ (0; 0 + ] with  := minf1; 2g, we
have that(k + f; l + e) is a positive pair by Lemma 1 so thatr +
(0+)p; r+(0 )p 2 H. If we now defineq(s) := 1=(2)[r(s)+
(0 )p(s)], thenq; q+p 2 H; deg(q+p) = deg(q) 8 2 [0; 1],
but (q+ 0:5p)(j!0) = (1=2)(r+ 0p)(j!0) = 0 and LCC fails for
this q(s). If u0 < 0 is such thatVsp(u0) > 0 andf(u0)e(u0) < 0,
thenu0Vp(u0) = f(u0)e(u0)  Vsp(u0) < 0 so thatVp(u0) > 0.
The construction ofq(s) for which LCC fails is exactly the same as
above.
Example 1: Considerp(s) = 2s5+9s3+4s2+6s+3 andq(s) =
0:4s5+2:1s4+1:9s3+4:2s2+1:6s+1:6. We can easily check that
q(s) andp(s)+ q(s) are Hurwitz stable. Foru <  2; Vp(u) < 0 and
Vsp(u) < 0. From Fig. 2 we can see that the first and second condition
of Theorem 2 fail in the intervals[ 1:18;  0:81] [ [ 0:75;  0:32]
and [ 0:81;  0:75], respectively. Hencep(s) is not a global convex
direction. On the other hand, from Fig. 3, we can see that the conditions
of Theorem 1 are satisfied in the whole interval[ 2; 0]. Hence, LCC
holds for the pair(p; q).
V. CONCLUSION
Theorem 1 gives a necessary and sufficient condition for a polyno-
mialp(s) to be a local convex direction for a Hurwitz stable polynomial
q(s). This condition is a generalization of Rantzer’s phase growth con-
dition for global convex directions. The main advantage of the condi-
tion is that it can be used to identify “subsets” of Hurwitz stable polyno-
mials for which a given polynomial is a convex direction. Computation-
ally, the tests provided by [4] and [6] may be more advantageous. How-
ever, we note that the main condition for local convexity is equivalent
to the positivity of polynomials (6) and (7) foru < 0 and 2 [0; 1].
By the main result in [7], the positivity of these polynomials can be
checked by performing only a finite number of elementary operations
(arithmetic operations, logical operations, and sign tests).
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Stable Inversion of Continuous-Time Nonlinear Systems by
Finite-Difference Methods
David G. Taylor and Song Li
Abstract—This note introduces finite-difference methods for stable in-
version of continuous-time nonlinear systems. A relationship between the
new finite-difference methods and the existing Picard methods is estab-
lished. A damped Newton finite-difference method is shown to possess su-
perior convergence properties, and its effectiveness is illustrated with an
inverted pendulum example.
Index Terms—Boundary-value problems, nonminimum-phase systems,
output tracking, stable inversion.
I. INTRODUCTION
Inversion is the process of computing reference trajectories for the
plant input and state variables that are consistent with exact tracking
of some given reference trajectory for the plant output. Stable inver-
sion [2], [5] insists that the computed reference trajectories be bounded,
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whereas classical inversion [8] forces the computed reference trajecto-
ries to be causal. Stable inversion reduces to classical inversion for the
special case of minimum-phase systems. For the general case of non-
minimum-phase systems, the existing numerical methods for stable in-
version are based on a Picard process that requires decoupling coordi-
nate transformations to separate the stable and unstable parts of the in-
verse system [5], [9], [6], [7], [14]. The Picard iteration is implemented
using a combination of forward-time and backward-time numerical in-
tegration or, if desired, by discrete Fourier transform techniques.
In this note, a new class of numerical methods for stable inversion
is proposed. The new methods are motivated from the interpretation
of stable inversion as a standard type of two-point boundary-value
problem [2]. From among the vast array of numerical methods
available for such problems [12], [1], the finite-difference methods
(sometimes called relaxation methods [13]) seem most suitable
for stable inversion. The application of a finite-difference method
consists of three steps: 1) choose mesh points on a time interval
to define where approximate solution values are sought; 2) form a
set of algebraic equations for the approximate solution values by
replacing derivatives with difference quotients; 3) solve the resulting
system of simultaneous equations to obtain the approximate solution
values. Interpolation may then be used if approximate solution values
are needed between mesh points. If the iteration process used in
the third step is based on a damped Newton scheme, the resulting
finite-difference method outperforms existing Picard methods by
enlarging the region of convergence and increasing the local rate of
convergence from linear to quadratic.
An inverted pendulum example is included to illustrate the stable
inversion process. A damped Newton finite-difference method and the
traditional Picard method are both implemented. The numerical results
reveal the significant practical advantages of the damped Newton finite-
difference method.
II. TWO-POINT BOUNDARY-VALUE PROBLEM
Consider a nonlinear system defined by
_x = f(x) + g(x)u (1)
y =h(x) (2)
wherex 2 Rn, u 2 R, y 2 R, andf(x), g(x) andh(x) are smooth
functions withf(0) = 0 andh(0) = 0. The following analysis is local
to the equilibrium point at(u; x; y) = (0; 0; 0).
It is well known [11], [14] that if this system has relative degreeat
x = 0, then there exists a local change of coordinates(; ) = (x)
with (0; 0) = (0) such that the system appears in the normal form
_i = i+1; i = 1; . . . ; r   1 (3)
_r = b(; ) + a(; )u (4)
_ = q(; ) + p(; )u (5)
y = 1: (6)
Exact output tracking
y = yd (7)
requires
 = d := [ y
(0)








d   b(d; )
a(d; )
(9)
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