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Abstract. Technological development has facilitated daily habits, business, the manufacture 
of large quantities of products, among other types of industrial activities; however, these 
advances have caused environmental deterioration that seriously threatens the development 
of society. The increase of greenhouse gases in the atmosphere affects the health of millions 
of people and is the main factor that has modified the climate on planet Earth. Faced with this 
situation, it is necessary to carry out actions that allow to quickly adapt to this change and 
mitigate its effects. The present study proposes the analysis of main components in the data 
of the pollutant measurements in the city of Bogota, Colombia with the purpose of obtaining 
a more compact representation of these data, to later apply grouping techniques and obtain 




Currently, several organizations and governments have implemented schemes to measure pollutants 
and obtain the air quality indices (AQI) of the different regions of the planet [1]. In the city of Bogota, 
air pollution is measured with the Metropolitan Air Quality Index (MEAQI), which is used to show 
the level of pollution and the level of risk it represents to human health only in this region, in a 
determined time and thus to be able to take protective measures [2]. 
This paper proposes to apply the technique known as Principal Component Analysis (PCA) [3] to the 
pollutant measurement in order to establish a pattern. The attributes of each pattern are the values of 
each pollutant and, in this way, their grouping can be compared with the data to which the PCA has 
not been applied. In [4][5][6], basic clustering techniques commonly used such as the K-means and 
K-medoids method for clustering are described, but in this paper more complex algorithms such as 
Fuzzy c-Means, Possibilistic c-Means, Competitive Leaky Learning and Valey Seeking are explored. 
In Section 2, the development of the PCA is presented, then, in Section 3, the results and relevant 











2. Study proposal 
 
Historical data were obtained for the criterion pollutants considered in the study, which are ozone 
(O3), nitrogen dioxide (NO2), nitrogen monoxide (NO), sulfur dioxide (SO2), carbon monoxide 
(CO), particles less than 10 microns (PM10), particles less than 2.5 microns (PM2.5) and coarse 
fraction particles or "coarse" (PMCO), with a database available since 1986 [7][8]. Because in some 
years the measurements and the number of criterion pollutants were not consistent, it was decided to 
start from the year 2000 until 2018, with the following considerations: 
 From 1995 to 2003, the pollutants (CO), (NO2), (NO), (O3), (PM10) and (SO2) are taken 
into account. 
 From 2004 to 2011, the pollutant criterion (PM2.5) is added. 
 From 2014 onwards, it is mentioned in [9] that the measurement of (PMCO) started. 
Once the data is cleaned, the PCA is carried out: 
  Analysis of correlation matrix: A principal component analysis makes sense if there are high 
correlations between the variables (this indicates that there is redundant information and therefore 
few factors will explain a large part of the total variability [10]. 
 Selection of factors: It is done so that the first factor collects the greatest possible proportion of the 
original variability, the second factor must therefore collect the maximum variability not collected 
by the first one, etc. From the factors, those that collect a percentage of variability considered 
sufficient (main components) will be chosen [11]. 
 Factorial matrix analysis: Once the main components are selected, they are represented in matrix 
form. Each element therefore represents the factorial coefficients of the variables (the correlations 
between the variables and the main components) [12]. 
 Interpretation of factors: For a factor to be easily interpreted, it must exhibit the following 
characteristics [13]: 
- Factorial coefficients should be close to 1 
- A variable must have high coefficients with only one factor. 
- There should be no factors with close coefficients. 
- Calculation of factorial scores: These are the scores that have the main components in each case and 
which allows them to be graphed. 
3. Results 
 
When analyzing all the data sets, a total of 18,235 records per pollutant (corresponding to the hourly 
measurement) are observed, for each of the stations. It was decided to take the data from one 
monitoring station in order to create an initial model. The station to be chosen should measure all the 
pollutants since there are also stations that do not provide records of some particles. The station 
chosen was that of the Chapinero delegation. Figure 1 shows the results obtained. 
With the results obtained from the previous process, a cluster study was carried out to see if the 
consistency of the data persisted [14]. For the analysis, the K-means and K-medoids methods were 
used with the raw data and later with the data obtained after the PCA, in order to make a comparative 
study of both and to determine if the PCA maintains the consistency of the information, and thus be 
able to test the hypothesis that, with the reduction of the size of each instance, the same result can be 















Figure 1. PCA results for Chapinero station in 2017 and 2018. 
 
Due to the nature of the methods and given that the initialization of the centroids is random, the 
method was executed several times and the results were evaluated with the average of the values with 
the silhouette index in order to determine the optimal number of clusters [16]. In Table 1, the averages 
of the results of 20 runs with the K-means method from 2006 onwards are shown, since the previous 
data sets do not show a large change with the number of optimal clusters that this measurement 
yielded. The best values in each cluster, representing the optimal one, are highlighted. Table 2 shows 
the optimal number of each data set with the K-medoids method. 
Cluster tests were again conducted with the data obtained from the PCA in order to determine the 
optimal number of partitions and to make a comparison. The tests were performed with the same limit 
iterations, executions, measurement mechanism and silhouette index; with this, the purpose was to 
determine if the results were maintained by performing the dimension reduction. 
 
Table 1. Silhouette indices in K-means. 
 
Clusters 4 5 6 7 8 9 10 11 
Years         
2006 0.62414 0.58114 0.5206 0.67506 0.53564 0.60405 0.55538 0.5697 
2007 0.51274 0.58134 0.5224 0.57556 0.48174 0.51315 0.45308 0.4822 
2008 0.55364 0.60464 0.5283 0.56786 0.49334 0.53005 0.46868 0.488 
2009 0.56784 0.57814 0.5699 0.59666 0.54484 0.52605 0.47428 0.4914 
2010 0.52414 0.51944 0.4865 0.52676 0.46244 0.49825 0.44928 0.4739 
2011 0.53054 0.51354 0.5049 0.54966 0.49164 0.52675 0.47438 0.4896 
2012 0.58404 0.56224 0.5382 0.62036 0.51014 0.54775 0.47398 0.509 
2013 0.55274 0.54644 0.5092 0.54856 0.48624 0.52035 0.45858 0.4711 
2014 0.40104 0.38064 0.35 0.39926 0.32314 0.35975 0.29258 0.3235 
2015 0.45394 0.43904 0.3796 0.43336 0.34354 0.35695 0.31748 0.3655 
2017 0.40534 0.43494 0.4063 0.45396 0.34944 0.38395 0.31978 0.302 










Other algorithms with different behaviors were also used: Fuzzy c-Means (FcM), Possibilistic c-
Means (PcM), Competitive Leaky Learning and Valey Seeking [11][13]. These algorithms have 
strengths and weaknesses that were confirmed with the tests performed on the contaminants data [7], 
using the PCA and the data without the use of dimensionality reduction. These algorithms are not 
optimal for large amounts of data, due to their iterative behavior and although they have an external 
shutdown condition, they are often delayed in execution time without performing the PCA, however, 
for creating a comparison, some tests will be performed. 
 
Table 2. Final results of the clusters with K-medoids. 
 
Years Cluster Index 
2006 5 0.71254 
2007 5 0.6962 
2008 5 0.6952 
2009 4 0.7012 
2010 5 0.6932 
2011 5 0.7012 
2012 5 0.6333 
2013 5 0.7002 
2014 5 0.4952 
2015 5 0.4214 
2017 5 0.4536 
2018 5 0.4124 
 
 
For the Fuzzy c-Means (FcM) algorithm, the vector compatibility degree of a target function with a 
certain cluster is used; the algorithm is sensitive to outliers. It is also sensitive to the degree of 
defuzzification that the value must be in a given range of tests [14].  
When using the PCA, it makes the separation similar to K-means and K-medoids, but these methods 
provide more separation. The number of clusters ranges from 5-10 groups, and the display shows the 
same separation with the simple K-medoids and K-means methods. 
The Possibilistic c-Means (PcM) algorithm is ideal for revealing compact clusters, as FcM has a 
degree of belonging to each cluster that is defined, but is less sensitive to the exact number of clusters; 
this algorithm is iterative and has a computational cost not so high for its behavior (Figures 2 and 3). 
The Leaky Learning (LLA) algorithm [17], is an appropriate algorithm to reveal compact clusters. 
The number of clusters is assumed, so tests must be done to find the right number of clusters. This 
algorithm uses the term density, which requires to know in which region the competition strategy is 
used. In the data without using the PCA, it is noted that the clusters overlap, which indicates that it is 
essential for pre-processing the data (Figures 4 and 5). 
In the Valey Seeking Clustering (VS) algorithm, clusters are considered as peaks of data described 










                                          
Figure 2. Two groups found, using the PcM algorithm for the year 2018. 
 
Figure 3. 2007 results without the PCA with the PcM algorithm. 
 

























The interest in carrying out this research is to answer the following questions: is there a pattern in the 
records of each year, is only one pollutant measured, what are the pollutants that are triggered most 
frequently? These questions cannot be answered by simply having the air quality record at a given 
time, but require analysis of the air quality measurements to see how the data behave and to draw the 
appropriate conclusions. Cluster analysis is considered a good technique for uncovering many hidden 
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