Abstract. This paper discusses the existence and stability of solitary-wave solutions of a general higher-order Benjamin-Bona-Mahony (BBM) equation, which involves pseudo-differential operators for the linear part. One of such equations can be derived from water-wave problems as second-order approximate equations from fully nonlinear governing equations. Under some conditions on the symbols of pseudo-differential operators and the nonlinear terms, it is shown that the general higher-order BBM equation has solitary-wave solutions. Moreover, under slightly more restrictive conditions, the set of solitary-wave solutions is orbitally stable. Here, the equation has a nonlinear part involving the polynomials of solution and its derivatives with different degrees (not homogeneous), which has not been studied before. Numerical stability and instability of solitary-wave solutions for some special fifth-order BBM equations are also given.
Introduction
The theory of solitary waves on water of finite depth has a long history, which was started by a remarkable discovery of solitary waves in a canal by Scott Russell [28] . The formal asymptotic theory under long-wave assumption was obtained by Boussinesq [13] and Korteweg and de Vries [20] and the famous Korteweg-de Vries (KdV) equation was derived. Assume that dissipation and surface tension effects are ignored and water flow is considered as a two-dimensional flow with a coordinate system (x,y) chosen so that y is in the opposite direction of gravity and x-axis is the wave propagation direction. If h 0 is the depth of channel over a flat horizonal bottom at infinity, in terms of η(x,t)=h(x,t)−h 0 , where h(x,t) is the height of free surface at location x and time t, the KdV equation has a form η t +η x +(3/2)ηη x +(1/6)η xxx = 0.
Here x = (x/h 0 ),t = g/ht,η = (η/h 0 ) with g the gravitational acceleration constant andx,t,η are non-dimensional variables. Peregrine [26] and Benjamin et al. [5] Those model equations provide the first-order approximations of the fully nonlinear governing equations under the small-amplitude and long-wave assumptions. Mathematical theory of the KdV and BBM equations was initiated in a half century ago and has been a very active research topic in partial differential equations. Numerous literatures have been devoted to the well-posedness problems of those type of equations. Here, we only focus on the study of the BBM equations. Benjamin, et al. [5] first gave a rigorous discussion on the well-posedness of the BBM equations. They showed that the initial-value problem of (1.1) is well-posedness in certain Banach spaces and then compared the solutions of the KdV equation with those of the BBM equations. The generalized BBM equations were discussed in [1, 2] . Existence and stability of solitary-wave solutions for some BBM-type of equations were discussed in [3, 8, 29, 33] and references therein.
This paper mainly concentrates on general higher-order BBM-type equations based upon the model equations derived in [7] . If the parameters are in the Boussinesq region and the second-order terms in the formal asymptotic expansions of the solutions for the water-wave problems are kept in the approximation, the following non-dimensionalized and scaled higher-order BBM equation was derived [7] , η t +η x −(1/6)η xxt +δ 1 η xxxxt +δ 2 η xxxxx +(3/4)(η 2 ) x +γ(η 2 ) xxx −(1/12)(η 2) was derived from a general Boussinesq system obtained in [9, 10] under the assumption of one-way wave propagation. It was pointed out in [7] that δ 1 has to be positive in order to obtain the local well-posedness of the corresponding initial-value problems, while the global well-posedness can be proved if γ = 1/12. In this case, (1.2) has a Hamiltonian structure and some conserved quantities can be derived. Since we are interested in the existence of solitary-wave solutions of (1.2) and the stability of these solitary waves, the global existence of the solutions for (1.2) is needed, thereby δ 1 > 0 and γ = 1/12 are assumed in the paper. Although the existence of solitary-wave solutions and their orbital stability for the KdV equation and some generalized BBM equations have been studied (for example, see [4, 6, 12, 16, 21, 22, 29, 30, 33] ), the equation (1.2) does not belong to any of those equations since the nonlinear terms in (1.2) are inhomogeneous, i.e., the polynomials with different degrees. Even for the fifth-order KdV equations with general nonlinear terms, the homogeneity of nonlinear terms plays an essential role to study the existence and stability of solitary-wave solutions [18, 22] . Based on the model equation (1.2), we consider the existence and stability of solitarywave solutions of the following higher-order BBM equations,
with an initial condition 4) where the nonlinear part has a variational form f (q,r,s) = F q (q,r)−rF qr (q,r)−sF rr (q,r) (1.5) for some function F(q,r) that is the sum of homogeneous polynomials of different degrees, and P(D),R(D) are pseudo-differential operators with symbols P 0 (ξ) and R 0 (ξ), respectively, i.e.,
Here, circumflexes denote the Fourier transform and P 0 (ξ), R 0 (ξ) are even and realvalued functions. Now, we list the conditions that are required for P 0 ,R 0 and F: 
These assumptions are based upon the form of (1.2) which has
where F 1 = −(1/16)q 4 < 0 for q = 0 (actually, by change of variables, F 1 can be changed to (1/16)q 4 > 0, see (4.1)). We note that if m ≥ 3, we can include higher-order derivatives of u in f . Here, for simplicity, we only consider the cases with f only dependent on q,r,s.
In order to derive the conserved quantities, we multiply (1.3) by u and integrate it on R with respect to x to obtain 1 2
It is easy to check that if u is real, then |û(ξ)| 2 is even in ξ. Thus, the second term in (1.7) is zero because the integrand is odd in ξ. The last term in (1.7) is
where K(u) consists of two parts, 10) and K i , f i ,i = 1,2 correspond to F i ,i = 1,2, respectively. It is straightforward to check that for any solution u of (1.3),
Thus, both Q(u) and E(u) are conserved. Also, (1.3) can be rewritten as a Hamiltonian form
where the solution u(x,t) is in H m (R) for any fixed t ∈ R + and J = P −1 (D)∂ x is skewsymmetric, which implies again that E(u) is formally conserved. The result obtained in the paper can be summarized as follows. The first one is the existence of solitary-wave (or single-hump traveling wave) solutions of (1.3).
Under slightly more restrictive conditions, the existence and stability of some solitarywave solutions can be proved. 
The ideas to prove Theorems 1.1 and 1.2 are classical and well-known. The proof of Theorem 1.1 is based upon the applications of Mountain-pass lemma and concentrationcompactness lemma [18] , while the proof of Theorem 1.2 uses the method of calculus of variations with a constraint functional and the concentration-compactness lemma. The main difficult part of these proofs is from the nonlinear terms f 1 and f 2 which are polynomials with different degrees. Therefore, some special techniques have to be introduced and new estimates must be derived.
The solutions of some fifth-order BBM equations are also numerically calculated to exam the stability or instability of solitary-wave solutions. These equations possess some explicit forms of solitary-wave solutions. It is shown numerically that for a fifth-order BBM equation with a Hamiltonian structure, the solitary-wave solution is stable, which confirms the theoretical stability result. If a fifth-order BBM equation does not have a Hamiltonian structure, it is still unknown theoretically whether the solutions of the corresponding initial-value problems exist globally. In this case, it is shown that the solitarywave solution is numerically unstable.
The paper is organized as follows. Section 2 gives the local and global well-posedness results for the initial-value problem (1.3)-(1.4). The proof of Theorem 1.1 is provided in Section 3. Theorem 1.2 is proved in Section 4. Section 5 deals with the numerical stability and instability of solitary-wave solutions for two special cases of (1.3)-(1.4).
Well-posedness problem
In this section, we state the local and global well-posedness results for the initial-value problem (1.3)-(1.4). Since similar results have been rigorously proved in [7] , the proofs of these results are omitted.
First, we give the definitions of local and global well-posedness. 
Consider a linear initial-value problem
and the solution can be found by
where S(t) is the semi-group generated by the operator
It is easy to see that
for any t≥0. Then, for the solution of (2.1), the Duhamel's formula gives us the following equivalent equation,
For s ≥ 0 small, the solution of (2.1) means that it satisfies (2.4), called mild solution of (2.1).
Definition 2.1. The Cauchy problem (1.3)-(1.4) is locally well-posed in H s if for any initial data u 0 (x) ∈ H s , there exist a T > 0 and a unique function u(x,t) ∈ C([0,T]; H s ) such that u(x,t) is a solution of (2.4). Moreover, the solution u(x,t) depends continuously on the initial data considering as a mapping from u 0 (x) ∈ H s to C([0,T]; H s ).

Definition 2.2. The Cauchy problem (1.3)-(1.4) is globally well-posed in H s if it is locally wellposed and the solution u(x,t)∈C([0,T]; H s ) exists for all T >0 given any initial data u
To make (2.4) valid, we need to know in what function space the nonlinear part in the integral equation (2.4) makes sense. Note that
Since F is a polynomial in u,u x , the general terms in F are u p u q x . It is straightforward to see that if s > 1/2, then H s is a Banach algebra, which implies that
which yields that for s > 3/2,
where ℓ+1 is the degree of the polynomial F(x,y). Hence, the local well-posedness of the initial-value problem can be obtained using the same argument as that in [7] . To study the global well-posedness, some conservative quantities are needed. Fortunately, the quantity Q(u) defined in (1.9) is conserved, which implies the following global well-posedness of (1.3)-(1.4). The proof of this theorem is similar to the one in [7] and is omitted.
Remark 2.1. The global well-posedness of (1.3)-(1.4) below the level for which the conserved quantity Q(u) is valid can also be obtained by using a standard splitting technique. Since we only use the global well-posedness for s ≥ m, the global well-posedness of (1.3)-(1.4) for s < m will not be discussed. The readers are referred to [7] for detailed discussion on this subject. 
Existence of solitary-wave solutions
In this section, the existence of solitary-wave solutions of (1.3) will be proved, which is based upon the approach given in [18] .
Assume that the solution of (1.3) has the form of u(x,t) = ϕ(x−ct), where ϕ(x) can be obtained by finding the solution of the following equation,
or the crtical points of
Without loss of generality, by Assumption 1.1 (F1), we assume that K 1 (u) defined in (1.8) and (1.10) is positive for nonzero u. If K 1 (u) < 0 for u = 0, we can change c to −c in (3.1) and (3.2) to have the same form with K 1 (u) > 0. To find a solution of (3.1), we apply the classical concentration-compactness argument. First, we state the mountain-pass lemma given by Brezis and Nirenberg [14] .
Lemma 3.1. Consider a Hilbert space X and a functional I ∈ C 1 (X,R) satisfying I(0) = 0 and 0 being a strict local minimum of I together with an element a ∈ X with I(a) < 0. Then, there is a Palais-Smale sequence {a n } ⊂ X such that I(a n ) → b, I ′ (a n ) → 0, where
Any functional I satisfying the conditions stated in Lemma 3.1 is called to have a mountain-pass structure.
Then, the following lemma can be proved.
Lemma 3.2.
For any c > C r /C p with C p ,C r defined in Assumption 1.1 (P1) and (R1), the functional I defined in (3.2) has a mountain-pass structure.
Proof. It is easy to see that I(0) = 0. Moreover, by the hypotheses stated on P 0 ,R 0 in Assumption 1.1 (P1), (R1) and (F1), we see that
for any ϕ H m ≤ δ with some δ small. Therefore, I has a strict local-minimum at 0. Moreover, from Assumption 1.1 (F1) with F 1 > 0, it is known that there is aφ ∈ H m such that K(φ)>0 with K(rφ)≥C 2 r p 1 for r>0 large enough and C 2 >0. Thus, for r>0 large enough, we have 
Proof. Since b > 0, it is straightforward to see that ϕ n H m cannot go to zero. If ϕ n H m → +∞, then we use the following identities,
3)
Using (3.3) and (3.4) for ϕ n , we have that as n → ∞,
which yield
H m with (cC p −C r ) > 0, (3.6) gives a contradiction. Thus, ϕ n is bounded.
Since ϕ n H m is bounded, we have I ′ (ϕ n ), ϕ n → 0 as n → ∞. Now, we will use the concentration-compactness theorem to show that the Palais-Smale sequence {ϕ n } found above has a subsequence convergent to a critical point of I(ϕ). First, we state the concentration-compactness lemma [23, 24] . 
Dichotomy: There exist 0 < α < 1 and sequences
To apply Lemma 3.4, we define
Since ϕ n H m is bounded, there is a subsequence of {ϕ n } whose H m -norm is convergent. Without loss of generality, we let
Vanishing: First, we show that "vanishing" does not occur. We prove by contradiction. Assume that "vanishing" occurred. Let 
Choose y as integers and sum over all these values of y. Thus, as n → ∞,
A similar proof works for K 2 (ϕ n ). By (3.3) , it is obtained that I ′′ (0)ϕ n , ϕ n → 0 as n → ∞, which contradicts to Lemma 3.3.
Concentration:
Next, assume that the concentration occurs, i.e., there exists a sequence {y n }⊂R such that for every ǫ > 0, there is an R > 0 with
Then, there are aφ(x) ∈ H m (R) and a subsequence (still denoted by {φ n }) such that φ n 2 → λ as n → ∞ andφ n weakly converges toφ,φ n →φ a.e. in R, andφ n →φ strongly in W m−1,p (J) for any finite interval J ⊂ R and p ≥ 2 (W m,p is the L p -based Sobolev space). Now, we show that K(φ n ) → K(φ). By Sobolev imbedding theorem, we have that
Thus, by the local compactness ofφ n in L p , we have
for R large enough. Again, Sobolev inequalities andφ n →φ in
Also, by a similar argument and weak-convergence ofφ n in H m (R), for any ϕ ∈ C ∞ 0 (R),
Thus, I ′ (φ) = 0 andφ is a critical point of I. Furthermore, (3.4) implies that as n → ∞,
which yields that
H m . The weak-convergence ofφ n then implies that φ n −φ H m →0 as n→∞. Therefore, I(φ)= b andφ is a mountain-pass critical point.
Dichotomy:
Now, let us study "Dichotomy". Let a cut-off even function χ n ∈C ∞ 0 (R) with χ n (x)=1 for |x| ≤ R n , χ n (x) = 0 for |x| ≥ S n , and χ n (x) ∈ (0,1) decreasing for x ∈ (R n ,S n ), which also satisfies |χ (k) n (x)| ≤ C(S n −R n ) −k for any natural number k. Define two sequences {φ n,1 },{φ n,2 } byφ n,1 =φ n χ n ,φ n,2 =φ n (1−χ n ), whereφ n is defined in (3.7) and |φ n+1,1 | ≥ |φ n,1 |,|φ n+1,2 | ≤ |φ n,2 |. Then, by the definitions of ϕ n ,χ n , it is straightforward to see that as n → ∞,
Moreover, there are positive numbers C 1 ,C 2 with
By Hölder's inequality and Sobolev imbedding theorem, we can obtain that if j 1 +j 2 > 0 and k 1 +k 2 > 0, then
as n → ∞, which yields that as n → ∞,
Lemma 3.5. The sequence {ρ n,1 } defined bỹ
has the "concentration" property.
Proof. First, it is straightforward to check that for n large, by the definitions ofρ n,1 ,ρ n ,
It is also known that for any ǫ > 0, there is an R such that
From (3.8), (3.10) and (3.11), it is obtained that for this R, there is an N > 0 such that for n ≥ N, R n > R and
Thus, ifR = max(R 0 ,R), we have that for all n R −Rρ n,1 dx ≥ 1−ǫ which proves the lemma.
By a similar argument for the "concentration" case (note that I ′ (φ n ) → 0 strongly was not used for the convergence), there exists aφ 1 ∈ H m (R) such thatφ n,1 →φ 1 , I ′ (φ 1 ) = 0 and φ 1 2 H m = αλ. From (3.5) and (3.9), we obtain that
By a similar argument with I ′ (φ n,2 ),φ n,2 → 0 in (3.9), it is deduced from (3.5) that
Hence, (3.9) yields that I(φ 1 ) < b. Next, we show that I(φ 1 ) ≥ b. We note
Thus,
,
Next, we show that s = 1 is the maximum of I(sφ 1 ) for s ∈ (0,∞). Obviously, for s > 0 small, I(sφ 1 ) > 0.
.
For s = 1 and s > 0, if g ′ (s) = 0, then
or from (3.12) 
I(γ(s)).
Therefore, we reach a contradiction with I(φ 1 ) < b and the "dichotomy" does not occur. However, since the nonlinear terms and the operator R(D) here are general, the stability of these solutions of (3.1) is not known. In the next section, we will study the stability of some solutions of (3.1) derived from a different procedure.
Stability of solitary-wave solutions
One disadvantage of the argument in Section 3 using mountain pass lemma to obtain the solitary-wave solutions of (1.3) is the stability study of those solitary-wave solutions derived. Here, we make use of an approach from [33] to study the existence of solitarywave solutions for (1. 2) and (1.3) , which gives the orbital stability of the solitary-wave solutions automatically.
Note that we mainly focus on the solutions of (1.2). If we apply the change of variables by x → −x and η → −u, then the equation for u is as follows,
which has
Here, for the general equation (1.3), we also make Assumption 1.1 (R2) satisfied, which implies that M(u) defined in (1.8) is non-positive for any u ∈ H m (R). Moreover, K 1 (u) > 0 for u = 0 and K(u),K 1 (u),K 2 (u) and Q(u) are defined in (1.8)-(1.10).
Define a variational problem as follows: for any e > 0, let
and a critical point set
A minimizing sequence for ℓ e is a sequence {u n } ⊂ H m such that
Lemma 4.1. If u ∈ P e and u = 0, then u is a solution of (3.1) for some c.
Proof. Since u ∈ P e , by the Lagrange multiplier method, there is a λ such that λE ′ (u) = Q ′ (u) where E ′ and Q ′ are Frechet derivatives. Since Q ′ (u),u = 0, λ = 0 and u satisfies E ′ (u) = (1/λ)Q ′ (u) or u is a solution of (3.1) with c = 1/λ.
By Assumption 1.1 (F1) with F 1 (q,r) ≥ 0, there is aφ ∈ H m such that K(φ) > 0 with K(rφ) ≥ Cr p 1 for r > 0 large and some constant C > 0. Thus, by the continuity of E(rφ) with E(0) = 0, for any e > 0, E(rφ) = e for some r > 0. Hence, the set of u with E(u) = e is not empty which implies that ℓ e is finite for any e > 0. The minimizing sequence {u n } satisfies
The following two lemmas will be used later.
n → ∞ implies that ℓ θe ≤ (θ −C)ℓ e < θℓ e . Thus, for e 1 ≥ e 2 , ℓ e 1 +e 2 =ℓ (1+(e 2 /e 1 ))e 1 < (1+(e 2 /e 1 ))ℓ e 1 =ℓ e 1 +(e 2 /e 1 )ℓ (e 1 /e 2 )e 2 ≤ ℓ e 1 +(e 2 /e 1 )(e 1 /e 2 )ℓ e 2 = ℓ e 1 +ℓ e 2 , which completes the proof. Now, we need to prove the convergence of {u n } using Lemma 3.4. The same notations will be used here as those in Section 3. Define
Without loss of generality, let 0 = u n 2 → λ = 0. For the case of "vanishing", by a similar argument, we can show that
The argument for the case of "concentration" is similar. Letρ(x)=ρ(x+y n ) andũ(x)= u(x+y n ). Then, there is aũ(x)∈H m (R) such that a subsequence of {ũ n (x)} (still denoting it by {ũ n (x)}) converges toũ(x) in H m (R) and Q(ũ) = ℓ e with E(ũ) = e.
If "dichotomy" occurs, similar to the case discussed before, we can write u n = u n,1 + u n,2 (up to a subsequence) such that
(4.4) Obviously, 0 < l 1 < ℓ e . Next, we need to show that 0 < e 1 < e. If e 1 ≤ 0, for large n, E(u n,2 ) = e−e 1 +o(1) ≥ e+o (1) .
By the continuity of E(u) and Lemma 4.2, there is a γ n = 1+o(1) such that E(γ n u n,2 ) = e−e 1 .
since ℓ e 0 ≥ ℓ e if e 0 > e > 0 (proof of this claim: there is a u with E(u) = e 0 and Q(u) < I e 0 +ǫ. Since E(au) is continuous in a, by Lemma 4.2, there is a d∈(0,1) such that E(du)=e. Thus,
As ǫ → 0, we have ℓ e 0 ≥ ℓ e ). Hence, by (4.4), as n → ∞,
n ℓ e = l 1 +ℓ e which contradicts to l 1 > 0. If e 1 ≥ e, we pick up γ n such that E(γ n u n,1 ) = ℓ e 1 with γ n = 1+o(1) and obtain that
n ℓ e = ℓ e −l 1 +ℓ e which contradicts to ℓ e −l 1 > 0. Therefore, e 1 ,e 2 ∈ (0,e).
Since e 1 ,e 2 ∈ (0,e) and e = e 1 +e 2 , there are γ n = 1+o(1) and ν n = 1+o(1) such that
n ℓ e 2 = ℓ e 1 +ℓ e 2 which contradicts to ℓ e = ℓ e 1 +e 2 < ℓ e 1 +ℓ e 2 given in Lemma 4.3. Hence, "dichotomy" does not occur. The above argument gives the following theorem. 
or the set P e in (4.2) is not empty.
Finally, we prove that P e is stable. Proof. We prove it by contradiction. If the theorem were false, then there would be a ϕ 0 ∈ P e and ǫ 0 > 0 such that for any natural number n there is a ϕ n ∈ H m (R) and t n ∈ R + with ϕ n − ϕ 0 H m < (1/n) and
where u n (x,t) is a solution of (1.3) with initial data ϕ n . ϕ n → ϕ 0 implies that Q(ϕ n ) → ℓ e and E(ϕ n )→e. Since Q(u) and E(u) are conserved, Q(u n (x,t n ))→ℓ e and E(u n (x,t n ))→e.
Since E(αu n (x,t n )) > 0 is a continuous function with respect to α, by Lemma 4.2, we can choose α n such that E(α n u n (x,t n )) = e, which implies that α n → 1. Thus,
which means that {α n u n (x,t n )} is a minimizing sequence of ℓ e . By the proof of Theorem 4.1, it has a subsequence, denoted again by {α n u n (x,t n )}, such that α n u n (x,t n ) →ũ(x) ∈ H m (R) withũ(x) ∈ P e . Hence,
which yields a contradiction as n →∞ since α n u n (x,t n )→ũ(x)∈ H m (R) and α n →1. Thus, the set P e is stable.
The equation (4.2) is a special case of (1.3) and Theorems 4.1 and 4.2 can be applied. If we change the variables of (4.2) back to the equation (1.3), then the critical point set
with e > 0 and
is nonempty and stable for the solutions of (1.3), where
Numerical stability of solitary-wave solutions
In this section, we study the stability of solitary-wave solutions by applying numerical schemes to calculate the solutions. In particular, we focus on the fifth-order BBM-type equations
where β 1 <0 and β 2 >0. For some special cases of (5.1) which have explicit solitary-wave solutions, numerical simulations will be used to show the stability and instability of these solitary-wave solutions. [25, 27, 31, 32, 34] . But, none of them takes advantages of the integral operator (1+β 1 ∂ 2 x +β 2 ∂ 4 x ) −1 to design an efficient computation procedure (see a similar problem studied in [11] and a numerical method developed there). To find an efficient numerical scheme for (5.1) that uses the integral operator (1+β 1 ∂ 2 x +β 2 ∂ 4 x ) −1 , the following theorem in [15] is needed. 
where
Based upon the integral form (5.2), a numerical scheme can be designed to calculate the solutions of (5.1), similar to the one used in [11] . For the spatial discretization of the integral in (5.2), the trapezoid rule is used with the derivative correction at the end points of the domain [17] . This approximation has fourth-order accuracy, provided v(x) has bounded continuous derivatives up to fourth-order. When x is large enough, the contribution from the right-end point is negligibly small. For the temporal discretization, we apply the Runge-Kutta method for the first three-steps and the Moulton's method for the steps afterward [19] . The error induced by the above numerical scheme is O((∆x) 4 + (∆t) 4 ).
We apply our numerical method to two special equations of (5.1). The first one has a Hamiltonian structure discussed in previous sections and its solitary-wave solution is numerically stable. The second one does not have a Hamiltonian structure and its solitary-wave solution is numerically unstable.
Stability of solitary waves
We first consider the following equation The equation (5.3) has been studied in [33] and stability of the set of critical points for its variational form is also proved, which can be obtained as well by the argument used in Section 4. We will numerically calculate the solutions of (5.3) with initial conditions near the solution (5.4) . Our numerical scheme is tested as follows. The initial condition is given by u(x,0) = S(x,0) in (5.4) which has a peak at x = 200. Then, the solution of (5.3) is numerically calculated with ∆t = 0.01,∆x = 0.1, and given in Fig. 1 for t = 100. The table for the error and convergence rate with respect to S(x,t) is provided in Table 1 . Table 1 and Fig. 1 show that our numerical scheme works quite well. To obtain the numerical stability, we then take the initial condition for (5.3) as
where γ is not 1 but close to 1. Figs. 2 and 3 give the solutions of (5.3) at t = 100 with γ = 0.9 and 1.1, respectively. It can be seen clearly that the solutions are close to S(x,t) in (5.4), which gives numerical evidence that the solitary-wave solution S(x,t) is stable. 
Instability of solitary waves
Next, we consider the following equation, u t −3u xxt +u xxxxt +(25u−30u
2 ) x −30(u 2 ) xxx = 0, (5.5)
which cannot be written in a Hamiltonian form. Thus, the solitary-wave solution of (5.5) cannot be a critical point of a variational form. Therefore, although the local existence of solutions for the corresponding initial-value problem can be proved, it is unknown whether the solutions exist globally. (5.5) has a solitary-wave solution S(x,t) = sech 2 (x−5t−50). (5.6) In the following, we show that the solution S(x,t) is numerically unstable. Again, first we test our numerical scheme by taking the initial condition as u(x,0) = S(x,0) in (5.6), which has a peak at x=50. Then, the solution of (5.5) is numerically calculated with ∆t=0.01,∆x=0.1, and given in Fig. 4 for t=1,2,3 . The table for the error and convergence rate with respect to S(x,t) is given in Table 2 . Table 2 and Fig. 4 show that the scheme works well. To study the numerical instability, again we take the initial condition for (5. is destabilized quickly, which provides the numerical evidence that the solitary-wave solution S(x,t) is unstable.
From the above numerical calculations, it is obtained that our numerical simulations on the stability of solitary-wave solution is consistent with our theoretical result. When the equation is not in a Hamiltonian form, which means that there is no theoretical result for the stability or instability of solitary-wave solutions, the solitary-wave solution may numerically become unstable. 
