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In this work we consider how a parton distribution function, with an explicit transverse momentum
dependence can be properly defined in a regularization-scheme independent manner. We argue
that by considering a factorized form of the transverse momentum dependent spectrum for the
production of a heavy lepton pair in Drell-Yan reaction, one should first split the relevant soft
function into two boost invariant contributions. When those soft contributions are added to the pure
collinear contributions, well-defined hadronic matrix elements emerge, i.e., the transverse momentum
dependent distributions. We also perform a comparison with Collins’ definition.
I. INTRODUCTION
Transverse momentum dependent (TMD) factoriza-
tion theorems are essential theoretical tools in modern
high-energy colliders. Differential cross sections with re-
spect to final state transverse momenta in a typical high
energy processes like semi-inclusive deep inelastic scat-
tering (SIDIS), Drell-Yan heavy lepton pair production
(DY) or jet production in p+ p collisions can only be re-
liably calculated when TMD factorization theorems are
established. Such theorems have mainly dual purpose.
First is to disentangle long and short distance physics
while keeping the TMD manifest. This serves to con-
sider qT -dependent spectrums in which the product(s) of
high-energy reactions are produced (or tagged) with a
non-vanishing transverse momentum. Those events con-
stitute a major bulk of the LHC data. Secondly, when
the spin is invoked with polarized targets and/or prod-
ucts then the nucleon’s three-dimensional structure as
well as its momentum and spin distributions can be un-
raveled to a maximal extent.
Establishing TMD factorization theorems is much
more complex than the collinear counterparts. The com-
plexity arises since, in certain kinematical regimes, the
relevant modes have the same invariant mass but differ
in their relative rapidities. In such instances the soft
and collinear modes can mix under boosts, thus the scale
factorization becomes a subtle issue. Working pertur-
batively in a specific reference frame –where it is kine-
matically established that the soft and collinear are the
relevant modes– then all quantities appearing in the fac-
torized cross section have to be boost invariant so as
the scale factorization remains intact under any arbitrary
boost transformations.
TMD parton distribution functions (TMDPDFs) were
introduced by Collins and Soper [1, 2]. Later on Ji, Ma
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and Yuan [3] re-defined TMDPDFs by subtracting a com-
plete soft function from the bi-local collinear quark field
operator. Since then, several works have emerged [4–11]
with seemingly contradictory conclusions regarding the
role of the soft function in the definition of what would
be considered as an acceptable definition of a TMDPDF.
Below we argue that only when the soft function is
partitioned –in rapidity space– in a specific and subtle
way and then combined with the collinear matrix ele-
ments, one can obtain a “two-hemisphere”-like picture.
As a consequence, we are able to define TMDPDFs (po-
larized or unpolarized) which are free from all rapidity di-
vergences (RDs). Among other things, those divergences
pose a serious problem to the proof of renormalizability of
such physical objects. Our approach is based on the con-
viction that such divergences should not exist, right from
the start (and before renormalization) in the (partonic)
perturbative calculation of a properly defined TMDPDF.
In this sense, we insist on treating the TMDPDF on an
equal footing as the integrated PDF itself.
In [9] Collins and Rogers established an equivalence
between Collins’ approach (JCC) [4] and the Echevarria-
Idilbi-Scimemi (EIS) approach [6]. Below we review the
latter and discuss the constraints under which the TMD-
PDF was defined in [6]. Those constraints, which ba-
sically relate two independent collinear sectors by using
the same value of the ∆-regulator –which will be intro-
duced below– limit the scope of applicability of pertur-
bative calculations that support the “proper” definition
of hadronic matrix elements, and prevent them from be-
ing the most general ones. In principle, two decoupled
sectors should be treated independently which, in pertur-
bation theory, translates into the use of different sets of
regulators (with different transformation properties un-
der boost transformations). Thus the definition of the
TMDPDF introduced in [6] should be generalized to the
general case where no assumptions on the two decoupled
collinear sectors are imposed 1. We show below that this
1 This is a common practice in SCET literature, see e.g. [11–13]
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FIG. 1. Relevant kinematical regions for the factorization
of DY qT -spectrum. Regions A and C represent the pure
collinear modes in the n and n¯ directions, respectively, and
region B represents the soft modes. ηn(n¯) stand for generic ra-
pidity regulators (and not explicit rapidity cutoffs) necessary
to separate the soft and collinear modes, and at the same time,
serve for regulating rapidity divergences. When ηn(n¯) → 0 we
have yn → +∞ and yn¯ → −∞. The line k
+ = k− corre-
sponds to rapidity y = 0.
task is not a trivial one. Then, we establish an equiva-
lence between this “modified EIS” and JCC definitions.
II. OUTLINE OF THE PROBLEM
Let us consider DY kinematics in the center-of-mass
frame where the momenta of the two incoming partons
initiating the hard reaction are p and p¯. A general vector
v is decomposed as: vµ = n¯ ·v n
µ
2 +n ·v
n¯µ
2 +v⊥ = v
+ nµ
2 +
v− n¯
µ
2 + v⊥, where n = (1, 0, 0, 1), n¯ = (1, 0, 0,−1). Thus
at tree level we have: p = (Q, 0,~0⊥) and p¯ = (0, Q,~0⊥)
where Q is the virtual photon mass. The relevant modes
that contribute to the DY qT -spectrum are collinear (k ∼
Q(1, λ2, λ)), anti-collinear (k ∼ Q(λ2, 1, λ)) and soft (k ∼
Q(λ, λ, λ)), where λ ∼ qT /Q is small.
As mentioned earlier the soft modes can become n, n¯-
collinear under boosts and vice versa. However one can
still define a n, n¯-collinear and soft contributions which
are boost invariant, as we show below. Definitely, there
is a need to introduce rapidity cuts, which also serve as
regulators for rapidity divergences occurring when y ≡
1
2 ln|k
+/k−| → ±∞.
In Fig. 1 ηn(n¯) are generic rapidity regulators that sep-
arate soft modes from the n, n¯-collinear ones. They also
serve as regulators for the rapidity divergences that ap-
pear in the collinear and soft matrix elements. Those
regulators should disappear when one combines all ma-
trix elements within the factorization theorem, since in
full QCD there are no rapidity divergences.
In terms of these generic rapidity regulators ηn(n¯), the
hadronic tensor for the qT -dependent DY spectrum can
be split in impact parameter space (IPS) as 2 [6]
M˜ = H(Q2) J˜ (0)n (ηn) S˜(ηn, ηn¯) J˜
(0)
n¯ (ηn¯) (1)
where we show explicitly just the rapidity regulator de-
pendence. S˜ is the relevant soft function and J˜
(0)
n(n¯) stand
for pure (anti-)collinear contributions, which are calcu-
lated first by integrating over all momentum space and
then subtracting the “zero-bin” contribution, i.e., the soft
limit of the collinear integrands [14] (see also [13]). Gen-
erally speaking, this should be done on a diagram-by-
diagram basis. At operator level one can identify those
soft contaminations with the soft function itself [15–
17], however this equivalence might get spoiled for cer-
tain regulators 3. Thus at the level of the factorization
theorem itself, one should refrain from subtracting the
soft function (since this would be based on a regulator-
dependent arguments) and formulate the relevant theo-
rem in terms of pure collinear matrix elements and soft
functions as in eq. (1).
At the operator level one defines the collinear matrix
element as
Jn(0
+, y−, ~y⊥) =
1
2
∑
σ1
〈P σ1|Ψn(0
+, y−, ~y⊥)
n¯/
2
Ψn(0) |P σ1〉 ,
(2)
where Ψn = W
†
nT
†
nξn. Wn and Tn are the collinear and
transverseWilson lines, respectively, which guarantee the
gauge invariance of the matrix element both in regular
and singular gauges [18, 19]. In the above expression
it is implied that the soft contamination has not been
subtracted yet (thus J˜
(0)
n 6= J˜n) so we refer to it below as
the “naive” collinear matrix element. The relevant soft
function for the qT -dependent DY spectrum is given by
S(0+, 0−, ~y⊥) = 〈0|Tr
[
ST†n S
T
n¯
]
(0+, 0−, ~y⊥)
[
ST†n¯ S
T
n
]
(0) |0〉 ,
(3)
where Sn(x) = P exp
[
ig
∫ 0
−∞
ds n · As(x + sn)
]
is a soft
Wilson line and the superscript T stands for transverse
Wilson lines. The appropriate definitions of the collinear,
soft and transverseWilson lines for DY and DIS kinemat-
ics can be found in [6].
In [6] the ∆-regulator was implemented. We write the
poles of the fermion propagators with a real and positive
parameters ∆±,
i(p/+ k/)
(p+ k)2 + i0
−→
i(p/+ k/)
(p+ k)2 + i∆−
,
i(p¯/+ k/)
(p¯+ k)2 + i0
−→
i(p¯/+ k/)
(p¯+ k)2 + i∆+
, (4)
2 The tilde refers to quantities evaluated in impact parameter
space and the superscript (0) stands for pure collinear contri-
butions.
3 Explicit examples can be found in eq. (64) of [14], and also in [5]
where the zero-bin contributions vanish beyond tree-level while
the soft function does not.
3and for collinear and soft Wilson lines one has
1
k+ ± i0
−→
1
k+ ± iδ+
,
1
k− ± i0
−→
1
k− ± iδ−
.
(5)
Given the fact that the soft and collinear matrix ele-
ments should reproduce the soft and collinear limits of
full QCD, then they need to be regulated consistently, so
δ± are related with ∆± through the large components of
the collinear fields,
δ+ =
∆+
p¯−
, δ− =
∆−
p+
. (6)
In particular, the soft function which, at operator level,
does not know about δ’s (or ∆’s), will have a dependence
on p+ and p¯− because in perturbation theory those reg-
ulators will be invoked. From the above relations and
by considering the denominators of the propagators, it
is clear that one should treat the ∆± as boost invari-
ant quantities, i.e., they transform as the product p+p¯−,
while δ+ transforms as k+ or p+ (or 1/p¯−) and δ− trans-
forms as k− or p¯− (or 1/p+). Those observations will be
used below.
Using the ∆-regulator one can relate ηn with ∆
− and
ηn¯ with ∆
+ only in the terms where the ∆’s regular-
ize rapidity divergences, but not in the terms with IR
divergences (which are also regularized by ∆±). When
all matrix elements are combined in eq. (1) there will
remain a ∆-dependence which is exactly the genuine
IR divergences of perturbative QCD. This remaining ∆-
dependence is not worrisome since, hadronically, it disap-
pears by confinement, i.e., due to non-perturbative QCD
contributions in exactly the same manner as the collinear
divergence of the partonic integrated PDF signals the on-
set of non-perturbative (long distance) contribution. The
distinction between rapidity divergences and the IR ones
will become more clear in the following section, where
we show explicit results for the collinear and soft matrix
elements and comment on them.
In [6] the soft function appearing in eq. (1) was split
identically between the two collinear sectors and the
TMDPDFs were defined as
F˜ oldn = J˜
(0)
n (∆
−)
√
S˜
(
∆−
p+
,
∆+
p¯−
)∣∣∣∣∣
∆+=∆−
,
F˜ oldn¯ = J˜
(0)
n¯ (∆
+)
√
S˜
(
∆−
p+
,
∆+
p¯−
)∣∣∣∣∣
∆+=∆−
. (7)
where the ∆-regulator was used to regularize all the IR
and the rapidity divergences. The O(αs) result for the
TMDPDF, before renormalization, is
F˜ oldn1 =
αsCF
2π
{
δ(1 − xn)
[
1
ε2UV
+
3
2εUV
−
1
εUV
ln
Q2∆−
µ2∆+
−
1
2
L2⊥ +
3
2
L⊥ − L⊥ln
Q2∆−
µ2∆+
−
π2
12
]
+ (1− xn)− L⊥Pq/q
−Pq/qln
∆−
µ2
−
1
4
δ(1 − xn)− (1− xn)[1 + ln(1 − xn)]
}
.
(8)
where L⊥ = ln(µ
2b2e2γE/4), Pqq is the Altarelli-Parisi
quark-quark splitting kernel and ∆+ = ∆− as shown in
eq. (7). We label this definition as “old” as compared to
the one given in this paper. The new definition will be a
generalization of this one in the sense that no assumption
will be made on the values of ∆±, although it reduces to
the one in eq. (7) for ∆+ = ∆−.
It is important to emphasize that in principle two dis-
entangled collinear sectors should be treated indepen-
dently, thus it is crucial to examine what happens when
we relax the condition ∆+ = ∆− and consider the most
general case where ∆+ 6= ∆−.
The first line in eq. (8) contains a mixed UV-RD term.
The second line is what would be the matching (or Wil-
son) coefficient of the TMDPDF onto the integrated
PDF after an OPE is carried out, but it also contains
an unacceptable dependence on the ∆-regulator, i.e., an
un-cancelled RD. As is well-known, Wilson coefficients
should be free from any non-ultraviolet regulators, either
IR or RD. The last line is simply the integrated PDF (see
eq. (A.6) in [6]). In the next section we comment on the
origin of the Q2-dependence appearing above.
If we combine eq. (8) with the analogous result for F˜ oldn¯1
(where we just interchange ∆+ ↔ ∆− and xn ↔ xn¯) the
RDs cancel and the hard part H in M˜ = H F˜ oldn F˜
old
n¯
depends just on Q2/µ2, as it should. However it is clear
that only with the choice ∆+ = ∆− the RDs cancel in
each TMDPDF independently, both the mixed UV-RD
divergence in the first line and the RD in the Wilson
coefficient in the second line. It is important to notice
that the limit
lim
∆+→0
∆−→0
ln
∆−
∆+
, (9)
has to be taken in order to get a well-defined physical
quantity. Apart from the ∆−-dependence in the last line
of eq. (8), which is the manifestation of the genuine long-
distance QCD effects and is washed out by confinement,
all the remaining ln(∆
−
∆+ ) in the first two lines should
cancel in that limit. But clearly this is not the case.
The independent behavior of ∆+ and ∆−, which is part
of the implementation of the ∆-regulator (reminiscent
from taking the full QCD propagators with ∆± into the
soft and collinear limits) renders that limit as ill-defined
since it could either be finite or ±∞. From the above
it is thus clear that in order to avoid any ad-hoc pre-
scription for the regulators (∆+ = ∆−) a new definition
4of the TMDPDF should be adopted. The new defini-
tion should nonetheless reduce to the one discussed above
when ∆+ = ∆−. Finally we point out that the discus-
sion of the equivalence between JCC and EIS approaches
in [9] is valid only when the limit in eq. 9 is finite. In this
paper we generalize the arguments in [9] to the general
case where there is no relation between ∆+ and ∆− and
lim∆±→0 |ln(∆
−/∆+)| =∞.
Although our presentation so far was done in terms of
the ∆-regulator, our results, to be presented below, can
be immediately generalized to other regulators as well.
If one had used off-shellnesses [11], or the ν-regulator
as in [5], then our proposed TMDPDF would have the
same features as with the ∆-regulator. This has been
checked explicitly. The implementation of the analytic
regulator used in [10] needs further investigation and will
be studied elsewhere. We will show next that by splitting
the soft function in two “pieces” (and not taking naively
its square root), which will turn out to be a fundamental
property of it that holds to all orders in perturbation
theory, and by combining them with the collinear matrix
elements, we will be able to properly define the TMDPDF
and cancel rapidity divergences.
III. SPLITTING THE SOFT FUNCTION AND
DEFINITION OF TMDPDF
In the kinematical region where Q≫ qT ≫ ΛQCD one
can perform an operator product expansion (OPE) of
the result in eq. (1) onto the integrated PDFs where the
hadronic tensor can be expressed as 4
M˜ = H(Q2/µ2) C˜(xn, xn¯;L⊥, Q
2/µ2)
× fn(xn; ∆
−/µ2) fn¯(xn¯; ∆
+/µ2) . (10)
The functions H and C˜ are the two perturbatively cal-
culable matching coefficients obtained after a two-step
matching at the scales Q and qT, respectively. Those
coefficients are independent of any non-ultraviolet reg-
ulators. In particular, using the ∆-regulator, they are
independent of the ∆±.
Since the integrated PDFs, fn(n¯), contain just the n, n¯-
IR collinear divergences then each one of them can be
written in general as
lnfn = Rf1(xn, αs) +Rf2(xn, αs)ln
∆−
µ2
,
lnfn¯ = Rf1(xn¯, αs) +Rf2(xn¯, αs)ln
∆+
µ2
, (11)
where Rf1 and Rf2 are some functions of αs(µ) and
xn(n¯). The fact that lnfn has only a single ln
∆−
µ2 (or
4 C˜(xn, xn¯;L⊥, Q
2/µ2) = C˜
Q/
n(xn;L⊥) C˜
Q/
n¯(xn¯;L⊥)
(
Q2
µ2
)−2D(αs(µ),L⊥(µ))
in the notation of [6].
single IR pole in pure dimensional regularization) to all
orders in perturbation theory is a well-known fact. It
has been shown [20] (see also [12]) that the anomalous
dimension of the PDF in Mellin moment space has a sin-
gle logarithm lnN to all orders in perturbation theory.
This single logarithm results from a single UV pole in
lnfn. For a massless matrix element such as the PDF,
the single UV pole will always be accompanied by a single
IR pole in dimensional regularization, or a single ln∆
−
µ2 if
one uses the ∆-regulator for the IR divergences.
On the other hand we can express the hadronic tensor
M˜ in terms of matrix elements, as in eq. (1). To separate
the modes in rapidity we notice that each one of the pure
collinear matrix elements does not have any information
about the other collinear sector. This is exactly due to
the fact that the soft contamination in the naively cal-
culated collinear contribution has been subtracted out.
By its definition, it is clear that the soft function de-
pends on both sectors, which is manifested through the
dependence on both ∆’s. Given this, and using boost
invariance and dimensional analysis we can write
lnJ˜ (0)n = Rn
(
xn, αs, L⊥, ln
∆−
µ2
)
,
lnJ˜
(0)
n¯ = Rn¯
(
xn¯, αs, L⊥, ln
∆+
µ2
)
,
lnS˜ = Rs
(
αs, L⊥, ln
∆−∆+
Q2µ2
)
, (12)
where R(n,n¯,s) stand for generic functions.
Now, given that all the IR divergences of QCD are ab-
sorbed into two PDFs, as shown in eq. (10), given the
single logarithmic structure of the PDFs given eq. (11)
and that the pure collinear matrix elements J˜ (0) depend
just on one of the regulators (the relevant for each sec-
tor), as shown in eq. (12), combined with the symmetry
between n and n¯ in the soft function, we immediately
deduce that eq. (12) can be rewritten as
lnJ˜ (0)n = Rn1(xn, αs, L⊥) +Rn2(xn, αs, L⊥) ln
∆−
µ2
,
lnJ˜
(0)
n¯ = Rn¯1(xn¯, αs, L⊥) +Rn¯2(xn¯, αs, L⊥) ln
∆+
µ2
,
lnS˜ = Rs1(αs, L⊥) +Rs2(αs, L⊥) ln
∆−∆+
Q2µ2
. (13)
Before we continue our discussion of the splitting of
the soft function based on eq. (13), let us comment,
as promised before, on the Q2-dependence in that func-
tion. The arguments that led to eq. (13) do not specify
this dependence by themselves and an additional input
is needed. Actually and just by looking at the prod-
uct of the two regulators in the soft function, ∆+/p¯−
and ∆−/p+, one would deduce that S˜ is function of
sˆ ≡ (p+p¯)2 = p+p¯− rather than Q2. The partonic invari-
ant mass sˆ is related to Q2 by the relation xnxn¯ = Q
2/sˆ
where xn =
√
Q2/sˆ ey, xn¯ =
√
Q2/sˆ e−y and y is the ra-
pidity of the produced virtual photon or, equivalently, of
5the heavy lepton pair. These relations for xn and xn¯ are
valid in the small qT -limit and they have corrections
5
of order qT /Q which are of order λ in the effective the-
ory and thus can be neglected. By simple kinematics one
can show that the inequality between sˆ and Q2 resulting
from soft gluon radiation is of order λ, or in other words,
sˆ = Q2 + O(Q2λ). To leading order in λ we can thus
safely write: sˆ = p+p¯− = Q2 in any contribution of the
soft function and to all orders in perturbation theory.
Two immediate conclusions arise from the above anal-
ysis. First is that the soft function can be considered,
at leading order in λ, as function only of Q2, as claimed
in eq. (13). And second is that its contribution to the
hadronic tensor M˜ in momentum space will always be
accompanied by the product δ(1 − xn)δ(1 − xn¯) (for an
explicit O(αs) calculation see, e.g., eq. (19) in [21]).
Since the Q2-dependence of the soft function has been
established, we can go back to eq. (13) and make the
following splitting: ln∆
−∆+
Q2µ2 =
1
2 ln
α(∆−)2
Q2µ2 +
1
2 ln
(∆+)2
αQ2µ2 and
thus we are led to write the following two quantities:
lnS˜
(
∆−
p+
, α
∆−
p¯−
)
= lnS˜
(
α
∆−
p+
,
∆−
p¯−
)
=
Rs1(αs, L⊥) +Rs2(αs, L⊥) ln
α(∆−)2
Q2µ2
(14)
and
lnS˜
(
1
α
∆+
p+
,
∆+
p¯−
)
= lnS˜
(
∆+
p+
,
1
α
∆+
p¯−
)
=
Rs1(αs, L⊥) +Rs2(αs, L⊥) ln
(∆+)2
αQ2µ2
, (15)
which means that to all orders in perturbation theory the
complete soft function S˜ can be split according to
lnS˜
(
∆−
p+
,
∆+
p¯−
)
=
1
2
lnS˜
(
∆−
p+
, α
∆−
p¯−
)
+
1
2
lnS˜
(
1
α
∆+
p+
,
∆+
p¯−
)
. (16)
Notice that the above equation holds in the limits ∆± →
0, which are uncorrelated. Also take into account that
the arbitrariness in the splitting of the single logarithm
of the soft function in eq. (13) manifests itself as the
parameter α, which is a boost invariant real number and
it is always finite (even when lim∆±→0 |ln∆
−/∆+| =∞).
Since the soft function can indeed be separated into two
5 For arbitrary qT one has xn =
√
(Q2 + q2T )/sˆ e
y and xn¯ =√
(Q2 + q2T )/sˆ e
−y.
“pieces”, we define the TMDPDFs as
F˜n(xn, b;
√
ζn, µ) = J˜
(0)
n (∆
−)
√
S˜
(
∆−
p+
, α
∆−
p¯−
)
,
F˜n¯(xn¯, b;
√
ζn¯, µ) = J˜
(0)
n¯ (∆
+)
√
S˜
(
1
α
∆+
p+
,
∆+
p¯−
)
, (17)
where ζn = Q
2/α and ζn¯ = αQ
2, and thus ζnζn¯ = Q
4.
This parameter ζn(n¯) is equivalent to the one that appears
in JCC formalism [4]. The soft function was calculated
in [6] with the ∆-regulator, and its result at O(αs) is
S˜1
(
∆−
p+
,
∆+
p¯−
)
=
αsCF
2π
[
−
2
ε2UV
+
2
εUV
ln
∆−∆+
µ2Q2
+L2⊥ + 2L⊥ln
∆−∆+
µ2Q2
+
π2
6
]
=
1
2
[
S˜1
(
∆−
p+
, α
∆−
p¯−
)
+ S˜1
(
1
α
∆+
p+
,
∆+
p¯−
)]
, (18)
thus establishing eq. (16) at O(αs).
We next consider the O(αs) results for the TMDPDF,
defined in eq. (17), given the splitting of the soft function.
The naive collinear matrix element was calculated in [6]
and we have
J˜n1 =
αsCF
2π
{
δ(1− xn)
[
2
εUV
ln
∆+
Q2
+
3
2εUV
−
1
4
+
3
2
L⊥ + 2L⊥ln
∆+
Q2
]
−(1− xn)ln(1− xn)− Pqqln
∆−
µ2
− L⊥Pqq
}
, (19)
where the ∆− that appears in combination with the split-
ting function Pqq is pure IR, while the other ∆
+ serve as
rapidity regulators and can be identified with the generic
rapidity regulator ηn¯ mentioned before. This ∆
+ de-
pendence comes from the regularization of the collinear
Wilson line Wn, as in eq. (5) (see [6] for more details).
One would expect that the n-collinear matrix element
depends on the rapidity regulator that belongs to that
sector, i.e., ∆− (or ηn in general). However, due to the
fact that the naive collinear contains soft contamination,
it also depends on ∆+. By subtracting the zero-bin 6
this dependence is switched back to the proper parame-
ter, ∆−, and the pure collinear matrix element is given
6 With the ∆-regulator it was shown in [6] that the subtraction of
the zero-bin is equivalent to divide by the soft function.
6by
J˜
(0)
n1 =
αsCF
2π
{
δ(1− xn)
[
2
ε2UV
−
2
εUV
ln
∆−
µ2
+
3
2εUV
−
1
4
−
2π2
12
− L2⊥ +
3
2
L⊥ − 2L⊥ln
∆−
µ2
]
−(1− xn)ln(1− xn)− Pqqln
∆−
µ2
− L⊥Pqq
}
(20)
which, as explained before, depends only on ∆−. Again
we emphasize that the ∆− accompanying the splitting
function Pq/q is pure IR, while the other ∆
−-dependent
terms include RDs.
Combining the pure collinear J˜
(0)
n1 (∆
−) with
S˜1(∆
−/p+, α∆−/p¯−) that can be extracted from
eq. (18), the newly defined TMDPDF given in eq. (17) is
F˜n1(xn, b;
√
ζn, µ) =
αsCF
2π
{
δ(1− xn)
[
1
ε2UV
−
1
εUV
ln
ζn
µ2
+
3
2εUV
−
1
2
L2⊥ +
3
2
L⊥ − L⊥ln
ζn
µ2
−
π2
12
]
+ (1− xn)− L⊥Pqq
−Pqqln
∆−
µ2
−
1
4
δ(1− xn)− (1− xn)[1 + ln(1− xn)]
}
.
(21)
As the above equation shows there are no more rapid-
ity divergences, as promised, thus it is straightforward
to renormalize the TMDPDF. The anomalous dimen-
sion of a TMDPDF acquires an explicit Q2-dependence,
contrary to the integrated PDF. Our perturbative cal-
culation for the TMDPDF for the general case where
∆+ 6= ∆− indicates explicitly that the TMDPDF is boost
invariant. Moreover, it is worthwhile mentioning the dis-
appearance of the ∆-dependence from the matching co-
efficient of the TMDPDF onto the integrated PDF (the
second line in the previous equation).
At this stage it is worth mentioning that although
the TMDPDF definition, eq. (17), is given with the ∆-
regulator, it can be straightforwardly expressed when
other commonly used regulators are implemented to reg-
ularize divergences (other than the UV ones). This can
be established by considering the regulators for the two
independent collinear sectors, their mass dimensions and
their transformation properties under boosts.
With the above definitions of TMDPDFs, the hadronic
tensor for the qT -dependent spectrum of DY heavy
lepton-pair production at qT ≪ Q can be expressed in
terms of a hard part and two TMDPDFs and without a
soft function
M˜(xn, xn¯, b;Q
2) =
H(Q2/µ2) F˜n(xn, b;
√
ζn, µ) F˜n¯(xn¯, b;
√
ζn¯, µ)
+O
(
(bQ)−1
)
. (22)
yn
yn¯
k+
k−
y = 0
yc
A
C
Bn
Bn¯
FIG. 2. Rapidity regions for JCC definition of TMDPDF in
eq. (23). Bn + Bn¯ regions represent the complete soft func-
tion S˜(yn, yn¯). The naive collinear J˜n(yn¯) is represented by
regions A+Bn+Bn¯. Analogously, J˜n¯ by regions Bn+Bn¯+C.
IV. EQUIVALENCE OF EIS AND JCC
DEFINITIONS OF TMDPDF
In this section we establish the equivalence between
Collins’ definition of TMDPDF [4] and ours given in
eq. (17). In [9] Collins and Rogers have already discussed
this equivalence, however they considered the definition
given in eq. (7) assuming that lim∆±→0 ln(∆
−/∆+) was
finite. In the following, by using the splitting of the
soft function given in eq. (16), we show that this equiv-
alence also holds in the most general case where the
two regulators are completely independent. In this case,
lim∆±→0 |ln(∆
−/∆+)| can be also ∞.
The definition of the TMDPDF given in [4] is
F˜ JCCn (xn, b;
√
ζn, µ) = lim
yn→+∞
yn¯→−∞
J˜n(yn¯)
√
S˜(yn, yc)
S˜(yc, yn¯) S˜(yn, yn¯)
,
(23)
where ζn = (p
+)2e−2yc and the soft functions depend on
the boost invariant rapidity difference of their respective
arguments, i.e., S˜(y1, y2) = S˜(y1 − y2). In this definition
it is assumed that the subtraction of the zero-bin contri-
bution is equivalent to divide the naive collinear matrix
element by the soft function. In the work of Collins this
is justified [4] since no regulators are implemented other
than rapidity cuts. However, as already mentioned be-
fore, this is not the general case.
Looking at Fig. 2 we can easily understand the origin of
each factor in the above definition. The naive collinear
matrix element J˜n(yn¯) is represented pictorially by re-
gions A+Bn +Bn¯, which contain modes with rapidities
between +∞ and yn¯. S˜(yn, yc) is represented by region
Bn and contains modes with rapidities between yn and
yc. Similarly, S˜(yc, yn¯) is represented by region Bn¯, and
finally the complete soft function S˜(yn, yn¯) is the combi-
nation of regions Bn+Bn¯ containing modes with rapidi-
ties between yn and yn¯. Joining all the “pieces” together
7we see that, basically, the TMDPDF F˜ JCCn is defined as
the quantity which contains the modes with rapidities
between +∞ and yc, i.e., regions A+Bn. Therefore, the
other TMDPDF F˜ JCCn¯ will contain modes with rapidities
between yc and −∞.
Thus, based on the discussion above, one could naively
think of defining the TMDPDF directly as
F˜ JCC(naive)n (xn, b;
√
ζn, µ) = lim
yn¯→−∞
J˜n(yn¯)
S˜(yc, yn¯)
. (24)
However, although this quantity contains modes with ra-
pidities between +∞ and yc (regions A + Bn), it suf-
fers from un-cancelled self-energies at finite yc. In fact,
the only purpose of the cumbersome combination of the
3 soft functions in eq. (23) is to cancel the self-energy
at yc, but apart from this issue, the goal of the whole
square root factor is simply to subtract S˜(yc, yn¯) from
the naive collinear, i.e., region Bn¯ in Fig. 2. Notice that
when one insists on keeping all Wilson lines on-the-light-
cone the issue of self-energies becomes irrelevant since
all self-energies cancel due to n2 = n¯2 = 0. Definitely,
however, one needs then to introduce a set of regulators
to regularize all the non-ultraviolet divergences, i.e., IR
and RD. Actually, the introduction of such regulators in
perturbative calculations is a must, at least in order to
carry out perturbative calculations beyond O(αs), where
relying on cancellation of rapidity divergences between
the naive collinear and a soft function just by combin-
ing integrands (see p. 389 in [4]) becomes almost an
impossible task. Moreover it also simplifies the soft fac-
tor needed to properly define a TMDPDF, as it is clear
from eq. (17). The aim of the combination of collinear
and soft matrix elements in eq. (23) is the cancellation
of the rapidity divergence when yn¯ → −∞, as eq. (24)
suggests, and the introduction of more soft factors in the
definition does not introduce a rapidity divergence when
yn → +∞, since this is cancelled under the square root.
It was argued in [9] the equivalence between JCC and
EIS definitions of the TMDPDF by considering the defi-
nition given in eq. (7). That equation can be written in
terms of the naive collinear matrix element, making more
clear the comparison with JCC definition,
F˜ oldn =
J˜n(∆
+)√
S˜
(
∆−
p+ ,
∆+
p¯−
) . (25)
Notice that we have written explicitly the dependence of
J˜n on its rapidity regulator ∆
+, but as shown in eq. (19),
it also contains a pure IR dependence on ∆−. Although
a different regularization method is used, i.e., the ∆-
regulator, the naive collinear matrix element J˜n(∆
+)
again is represented by regions A+Bn+Bn¯ in Fig. 2, con-
taining the modes with rapidities between +∞ and yn¯.
From the result in eq. (18) for the soft function and the
fact that it is boost invariant, we deduce that it depends
y′n¯yn
y′n
yn¯
k+
k−
J˜
(0)
n (∞, yn)
J˜
(0)
n¯ (yn¯,−∞)
√
S˜(y′n¯, yn¯)
y = 0
yc
√
S˜(yn, y′n)
A
C
Bn
Bn¯
FIG. 3. The splitting of the soft function at rapidity yc, which
is unambiguously defined by using the auxiliary lines y′n and
y′n¯.
on the boost invariant rapidity difference
yn − yn¯ = ln
µ2Q2
∆−∆+
, (26)
where the rapidity cutoffs are
yn = ln
µp+
∆−
, yn¯ = ln
∆+
µp¯−
. (27)
When taking the limits ∆± → 0 the two rapidities yn
and yn¯ take also their proper limits, yn → +∞ and yn¯ →
−∞. In terms of these cutoffs, eq. (25) can be rewritten
as
F˜ oldn =
J˜n(yn¯)√
S˜ (yn, yn¯)
, (28)
which can be more easily compared to JCC definition
in eq. (23). The authors in [9] showed that this two
definitions are equivalent if the limits of yn and yn¯ are
coordinated in such a way that yc = (yn + yn¯)/2 is fi-
nite. In terms of the ∆-regulator this translates into the
coordination of the limits of ∆+ and ∆−, i.e.,
yc = lim
yn→+∞
yn¯→−∞
1
2
(yn + yn¯) = lim
∆−→0
∆+→0
1
2
(
ln
µ p+
∆−
+ ln
∆+
µ p¯−
)
=
lim
∆−→0
∆+→0
1
2
ln
∆+
∆−
p+
p¯−
. (29)
However, in the general case where there is no relation
between the collinear sectors, the ratio ∆+/∆− is ill-
defined, and one has to resort to the splitting of the soft
function shown before to properly define the TMDPDFs
without making any assumption about the regulators. In
this way, we generalize the equivalence between JCC and
EIS definitions shown in [9]. The splitting of the soft
8function given in eq. (16) can be rewritten as
lnS˜
(
∆−
p+
,
∆+
p¯−
)
=
1
2
lnS˜
(
∆−
p+
, ν
∆−
p+
)
+
1
2
lnS˜
(
1
ν
∆+
p¯−
,
∆+
p¯−
)
(30)
where in this case ν = α(p+/p¯−) is a finite and di-
mensionless parameter which transforms as (p+)2 under
boosts, contrary to the already defined α, which is a
boost invariant real number. Defining
y′n = ln
ν∆−
µp+
, y′n¯ = ln
νµp¯−
∆+
, (31)
and using yn and yn¯ given in eq. (27), we can now rewrite
yc = lim
yn→+∞
y′n→−∞
1
2
(yn + y
′
n) = lim
y′n¯→+∞
yn¯→−∞
1
2
(y′n¯ + yn¯) =
1
2
lnν ,
(32)
which is a well-defined and finite rapidity in the limit
∆± → 0, without imposing any relation between ∆+
and ∆−. Thus, ζn = (p
+)2e−2yc and ζn¯ = (p¯
−)2e2yc , as
they appear in JCC approach. As it is shown pictorially
in Fig. 3, the limits of yn and y
′
n on one hand, and yn¯
and y′n¯ on the other, are coordinated and thus one can
calculate their mean yc. In terms of the ∆-regulator, yn
(yn¯) and y
′
n (y
′
n¯) both involve the same parameter ∆
−
(∆+), and then their limits are not independent.
To conclude, we have shown that the JCC and EIS def-
initions of the TMDPDF lead to a properly (and equiv-
alent) defined TMDPDF. The fundamental fact, shared
in both approaches, is the need to include a soft function
contribution to the naive collinear matrix elements while
taking into account the issue of double counting among
soft and collinear modes through “soft subtraction”. Al-
though Collins approach is conceptually accurate, it is
extremely difficult to be implemented in perturbation
theory beyond one-loop due to the lack of introduction of
regulators in the collinear and soft sectors. As explained
above, when such regulators are introduced, then one
needs to split the complete soft function in a subtle way
in order to achieve the RDs cancellation. This is ba-
sically the main difference between the two approaches.
Although we have implemented the ∆-regulator in all the
results presented so far, however if we have used, for ex-
ample, the regularization scheme of [11] or the one in [5]
then eq. (17), with those regulators, would also give us a
well-defined TMDPDF.
V. CONCLUSIONS AND OUTLOOK
We have provided a definition of TMDPDFs which is
free from all rapidity divergences including the mixed
terms that spoil the renormalization of such quanti-
ties. The factorization theorem for DY qT dependent
spectrum, which is the basis leading towards defining a
“TMDPDF”, is strongly believed to hold to all orders
in perturbation and that the Glauber region is harmless.
Since full QCD quantities (like DY hadronic tensor) are
free from RDs, then given the analysis presented in this
work, one can easily conclude that the RDs cancellation
in the TMDPDF holds to all orders in perturbation the-
ory. This is important for phenomenological applications
of TMDs (quarks in the case of DY or SIDIS or gluon
TMDPDFs for LHC physics) since the anomalous dimen-
sions and the Q2-resummation kernel D [6], and thus the
evolution of individual TMDs can now be properly deter-
mined [22]. Our results can be readily extended to define
polarized and unpolarized quark and gluon TMDPDFs
which could be considered as a generalization of the one
introduced in [22], as well as TMD fragmentation func-
tions. The newly introduced definition of the TMDPDF
reduces to the one proposed in [6] when the two sectors
are treated identically. We have also shown, by general-
izing the arguments given in [9], how the new definition,
which can be referred to as the “modified EIS” definition,
is equivalent to the JCC one in the sense that both defi-
nitions manage to cancel rapidity divergences in bi-local
quark fields separated along one light-cone direction and
also in the transverse two-dimensional space. Our defi-
nition can be readily used to carry out perturbative cal-
culations beyond O(αs) (with any convenient regulator,
the ∆-regulator or any other one) and calculate explic-
itly, for example, the anomalous dimension of polarized
(such as Sivers function) and unpolarized TMDs.
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