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Abstract
A notion of unfolding, or multi-parameter deformation, of CR sin-
gularities of real submanifolds in complex manifolds is proposed, along
with a deﬁnition of equivalence of unfoldings under the action of a
group of analytic transformations. In the case of real surfaces in com-
plex 2-space, deformations of elliptic, hyperbolic, and parabolic points
are analyzed by putting the parameter-dependent real analytic deﬁning
equations into normal forms up to some order. For some real analytic
unfoldings in higher codimension, the method of rapid convergence is
used to establish real algebraic normal forms.
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Unfolding CR singularities
1. Introduction
The local equivalence problem for real submanifolds of complex
manifolds under local biholomorphic coordinate transformations can
be approached by ﬁnding normal forms for the local deﬁning equa-
tions. We follow that approach here in the case of real surfaces in C2
with complex tangents, and, more generally, real m-submanifolds of
complex n-manifolds with m ≤ n. Then, we introduce a way to further
understand the local extrinsic geometry by seeing how it changes under
small perturbations of the embedding.
The general idea is to parallel the development of the singularity
theory of diﬀerentiable maps, where the geometry of singularities is
understood ﬁrst by a classiﬁcation of the local deﬁning equations by
ﬁnding normal forms, and secondly by an analysis of how the diﬀer-
ent types of singularities ﬁt into parametrized families of maps (called
“unfoldings”). The classiﬁcation of unfoldings is, again, to ﬁnd normal
forms for the deﬁning expressions, at least for the lowest degree terms,
under an appropriate group of transformations.
Some analogies between the geometry of singular maps and the ge-
ometry of CR singularities of real submanifolds had already been noted
at least since [MW] and [Webster1], where a real analytic embedding
of M in Cn is related to a certain singular holomorphic map Cm → Cn
via a complexiﬁcation construction, which we recall in Section 4.
Our starting point in the analysis of the normal form problem for
the deﬁning equations of a real surface M in C2 near a CR singular-
ity will be the quadratic normal forms of [Bishop]. The well-known
elliptic/parabolic/hyperbolic classiﬁcation and some subsequent reﬁne-
ments are recalled in Section 5.1, and we contribute new quartic normal
forms for some degenerate parabolic cases (Proposition 5.1).
Then, having some explicit equations for manifolds representing
some of the simplest local normal forms, one of the basic issues in the
deformation theory is the question of the topological stability of a CR
singularity, that is, whether a submanifold with a CR singularity will
still have a CR singularity after a small perturbation. If the singularity
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persists, then there is the geometric problem of what sort of properties
of a given singular point will change or be preserved under perturbation.
One approach, also going back to [Bishop], uses a grassmannian
variety construction to deﬁne a notion of general position, and to give
an expected codimension formula for the locus of CR singularities.
Section 2 will review some of the diﬀerential topology of submanifolds
with CR singularities.
The bulk of this paper is devoted to consideration of the local prob-
lem, by the analysis of the local deﬁning equations for real analytic sub-
manifolds embedded in Cn. To study the geometry of the deformation
of a real m-submanifold M through k real parameters, we consider
a real (m + k)-submanifold  M of Cn+k containing M as a submani-
fold. Brieﬂy, if M is deﬁned by a system of multivariable power series
equations {e(z) = 0}, then  M is deﬁned by introducing new terms
depending on new parameters, {e(z, t) = 0}. The setup of the deﬁning
equations is straightforward — the interesting part is a group action;
both are described in detail in Section 3. Our classiﬁcation problem
is then to ﬁnd normal forms for  M under a certain group of holomor-
phic transformations, which respects the diﬀerence between the original
(space direction) coordinates z and the new (time parameter) variables
t.
Since the normal forms for n-manifolds in Cn are qualitatively dif-
ferent from the normal forms for m-manifolds in Cn with m < n, the
two cases are considered separately in Sections 5 and 6, with the sim-
plest representatives being surfaces in C2, and 4-manifolds in C5 (ﬁrst
considered by [D1], [Beloshapka], [C1]).
In Section 6, we consider a non-trivial unfolding of a real analytic
manifold with a certain type of isolated, degenerate CR singularity in
the case 2
3
(n+1) = m < n, and state Main Theorem 6.5, which claims
the existence of a local coordinate transformation so that the unfolding
 M (and therefore also the original manifold M) is real algebraic. The
Proof, in Section 7, uses the technique of rapid convergence.
As a preview of Main Theorem 6.5, we state the following special
case. Let M be a real 4-manifold in C5 given by the real analytic
equations
{y2 = E2, y3 = E3, z4 = z¯21 + e4, z5 = (z1 + x2 + ix23)z¯1 + e5},
where E2, E3, e4, e5 are higher order parts: series with terms of degree
at least 4 in z1, z¯1, x2, x3. This M has an isolated complex tangent at
the origin, and it will be shown in Section 6 why this is a natural set of
equations to consider, and that this type of singular point is unstable
under perturbation in the following interesting way. We consider a real
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parameter t1, and a submanifold  M of C
5 × R given by
y2 = E2(z1, z¯1, x2, x3, t1)
y3 = E3(z1, z¯1, x2, x3, t1)
z4 = z¯
2
1 + e4(z1, z¯1, x2, x3, t1)
z5 = (z1 + x2 + it1 + ix
2
3)z¯1 + e5(z1, z¯1, x2, x3, t1),
where a new quadratic term, it1z¯1, appears, and the new higher order
parts are the same as the old for t1 = 0, but new terms depending on
t1 have been added, in an arbitrary (but still real analytic) way.  M
will be called an unfolding of M ; it has the property that  M ∩ {t1 =
0} = M × {0}, and for t0 ﬁxed but close to 0,  M ∩ {t1 = t0} is a
real 4-manifold inside C5 × {t0}, which we think of as being a small
deformation of M . The result of the Main Theorem is that there is
a coordinate change with identity linear part, deﬁned near the origin
(0, 0):
(z˜1, . . . , z˜5) = (z1, . . . , z5) + p(z1, . . . , z5, t1),
t˜1 = t1 + P1(t1),
which is a local biholomorphic map from one {t1 = constant} slice to
another (near the origin): C5 × {t1} → C5 × {t˜1}, and simultaneously
a real analytic re-parametrization of t1, so that the deﬁning equations
of the real manifold  M in the new coordinate system are the real poly-
nomials:
(1) {y˜2 = 0, y˜3 = 0 z˜4 = ¯˜z21 , z˜5 = (z˜1 + x˜2 + it˜1 + ix˜23)¯˜z1}.
In this coordinate system, it will be easy to see (in Section 6.3) that
slices of  M where t˜1 is a small but positive constant are totally real,
while slices of  M where t˜1 < 0 have two nondegenerate CR singularities.
Thinking of t1 as a time parameter, this deformation represents a pair of
CR singular points moving toward the origin, meeting in a degenerate
CR singular point at time 0, and then cancelling so that there are no
CR singular points after time 0.
The technique for constructing such an analytic transformation,
that is, ﬁnding p and P1 in terms of the given (E2, E3, e4, e5), is to
solve a system of nonlinear functional equations, using a method of
linear approximation and rapid convergence, as employed in similar
problems by [Moser], [C4], [C6]. The exact solution of the equation
is the composite of a sequence of approximate solutions, and a norm
of each approximate solution in the sequence needs to be bounded in a
certain way for the convergence argument to work. The approximate
solutions are constructed by solving a linearized system of equations
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by a comparison of coeﬃcients calculation, Theorem 7.6. This is the
longest step in the proof of the Main Theorem 6.5, and the intricacy
of the calculation is due in part to the large numbers of equations and
variables, with the t (parameter) variables treated diﬀerently from the
z, x variables. The x3 variable is also distinguished because of the
inhomogeneity of the cubic normal form. The more subtle and more
serious diﬃculty regards the size of the domain of the approximation.
The norm of one solution in the sequence of approximations might be
estimated only on a strictly smaller domain than that of the previous
approximation, so this shrinking of the domain must be controlled pre-
cisely. However, the linearized system has a large solution space of for-
mal series, which includes divergent series solutions as well as solutions
that converge on arbitrarily small sets; such approximate solutions are
not suitable for an iterative process with the goal of converging toward
an exact solution which is analytic on an open set. The calculation of
Theorem 7.6 makes some choices to avoid the bad solutions and ﬁnd
a good solution, deﬁned by a series expansion which converges on a
suitably large set, and with a useful bound on its norm following from
estimates for subseries and applications of Cauchy’s Estimate and the
Schwarz Lemma at several points of the construction.
2. Topological considerations
Mostly we will be looking at the local geometry of real submanifolds,
however we start with the big picture by recalling some topological
notions, without any claim of novelty with this paper, but with the
intention to motivate and give a global context for some of the local
constructions in the remaining Sections. These global notions will not
be required in any later Proofs, but they do give a nice explanation for
some of the choices of dimensions m, n, which might otherwise appear
as merely technical restrictions (such as the hypothesis of Proposition
6.2) or computational conveniences (for example, Equation (105) in the
middle of the lengthy calculation proving Theorem 7.6). The explicit
normal forms for unfoldings give an opportunity to see, in a concrete
way, how a global count of singularities can be conserved even under
local deformations that create or destroy singular points, as in the
example (1) from the Introduction.
2.1. A grassmannian construction.
Let M be an oriented real m-submanifold smoothly embedded in
Cn, with m ≤ n. An embedding in general position will be totally real
at most points x: the tangent space TxM will contain no complex lines.
At other points x, the tangent space may contain at least one complex
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line: such a point is a CR singular point of M (a point where M has a
“complex tangent” is also known as a “complex point,” “complex jump
point,” or “exceptional point”). The CR singular locus is stratiﬁed by
the (complex) dimension j of the largest complex space tangent to M :
denote
(2) Nj = {x ∈M : dimC(TxM ∩ iTxM) ≥ j}.
Recall (see [Lai], [F], [G]) that if G is the grassmannian variety of
oriented real m-subspaces in Cn ∼= R2n, then the real m-subspaces T
such that dimC T ∩ iT ≥ j form a subvariety Dj of real codimension
2j(n − m + j) in G. Deﬁne the Gauss map M → G : x 	→ TxM , so
the set Nj is the inverse image of Dj , and for M in general position,
meaning that the Gauss map is transverse to each Dj \ Dj+1, the set
Nj will have codimension 2j(n −m + j) in M . When M is in general
position and its dimension is equal to the real codimension of Dj in
G, the Gauss map will meet Dj \ Dj+1 in isolated points where we can
assign an oriented intersection number, giving an index +1 or −1 for
each isolated point in Nj .
Currently, the best understood CR singularities are those in N1\N2,
the simplest and most generic type, where the tangent space contains
a complex line but no complex plane. This paper will also consider
only such points, leaving the study of points in N2 as one of the open
areas listed in Section 8. However, we will not restrict our attention to
M in general position as deﬁned above; some points x ∈ N1 where the
Gauss map meets D1\D2 non-transversely will be of interest. The pairs
(m,n) where the dimension m of M is equal to the real codimension
2(n−m+1) ofD1 in G satisfy m = 23(n+1). The case (2, 2), where a real
surface in general position in C2 will either be totally real everywhere or
will have isolated complex tangents, is considered in Section 5. When
m < n, the smallest pair of dimensions where CR singularities are
expected to occur is m = 4 and n = 5, where the codimension of D1 in
G is 4, so a real 4-manifold M in C5 in general position is totally real
except at isolated points in N1\N2. The next cases of m = 23(n+1) are
(6, 8), (8, 11), . . ., although their local geometry is expected to behave
in about the same way as the (4, 5) case since the local normal forms
for nondegenerate singularities for all the pairs (m,n) with 2
3
(n+ 1) ≤
m < n fall into a common algebraic pattern, as shown in [C6].
When m < 2
3
(n + 1) (the case of very high codimension, such as a
real surface in C3), CR singularities could still occur in a submanifold
M , but are unstable, in the sense that one would expect most small
perturbations of M to be totally real. So, we refer to the range 2
3
(n +
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1) ≤ m ≤ n as the stable dimension range for N1 CR singularities, and
the later Sections will consider only these cases.
2.2. Global index sums.
An especially interesting one-parameter deformation phenomenon
to be observed in Sections 5 and 6 is a pair creation/annihilation pro-
cess, where the number of isolated, nondegenerate CR singular points
increases or decreases by 2. At some critical intermediate point, one ex-
pects some sort of topological degeneracy where the Gauss map meets
D1 \ D2 non-transversely. This cancellation property of certain types
of pairs of CR singular points has been considered by [F] in the case
of surfaces in C2, and by [D1] for 4-manifolds in C
5, in both cases as
examples of the h-principle method of Gromov: if M has a pair of
CR singularities with opposite indices (and the same orientation, in
the m = n = 2 case), then there is a homotopy of embeddings of M
that deforms it into another submanifold with two fewer CR singular
points but the same index sum. An analogue in the singularity the-
ory of diﬀerentiable mappings would be the pairwise cancellation of
cross-cap singularities of smooth maps from real surfaces to R3 as in
[Whitney2]. In this paper, in Example 5.18 and Subsections 5.3, 6.2,
6.3, these cancellation processes are considered from a local point of
view. At the moment of contact between colliding nondegenerate CR
singularities of opposite index, there is still a CR singularity, but with
a degenerate normal form.
For the ±1 intersection indices of the Gauss map as previously de-
ﬁned, the index sum of all the isolated, nondegenerate CR singularities
of a compact oriented real submanifold embedded in Cn is a topological
invariant. More generally, the index sum can also be deﬁned when M is
smoothly immersed in an almost complex manifold, and is an invariant
of the homotopy class of the immersion. Even more generally, let M
be a dM -dimensional connected, oriented, smooth manifold, let F be
a smooth real vector bundle over M of real rank 2n, with a complex
structure operator J , so (F, J) is a complex vector bundle of complex
rank n, and let T be an oriented real subbundle of F of real rank m.
The CR singularities are points x on the base M where Tx ∩ JxTx is
a nonzero subspace (such subspaces are J-invariant, so they are com-
plex subpaces of Fx with complex dimension 0 ≤ j ≤ n). It makes
sense (see [DJ]) to redeﬁne G to be the bundle over M where the ﬁber
over x is the grassmannian of real oriented subspaces of Fx, to deﬁne a
Gauss map M → G : x→ Tx, and to say that T is in general position
if the Gauss map transversely meets the smooth, oriented submani-
folds Dj \ Dj+1 of G (Dj deﬁned in each ﬁber as above). In the case
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dM = m =
2
3
(n + 1), M meets D1 \ D2 transversely in isolated points
x ∈ N1 with intersection indices ind(x) = ±1. When M is compact,
N1 is a ﬁnite set and
(3)
∑
x∈N1
ind(x) =
∫
M
Δm(p(T ), c(F, J)),
where Δm is a polynomial in the pontrjagin classes of T , p(T ) = 1 +
p1 + . . . + p,  ≤ m/2, and the chern classes of (F, J), c(F, J) =
1+c1+. . .+cn. The polynomial expression is a Giambelli-type formula,
speciﬁcally, Δm is the degree m part of the following formal quotient
of total chern classes:
c(F, J) · (c(T ⊗ C))−1
= (
n∑
a=0
ca) · (
∑
b=0
(−1)bpb)−1(4)
= (
n∑
a=0
ca) · (
∞∑
i=0
(
∑
b=1
(−1)b+1pb)i)(5)
= 1 + c1 + (c2 + p1) + (c3 + c1p1) +(6)
(c4 + c2p1 − p2 + p21) +
(c5 + c3p1 − c1p2 + c1p21) +
(c6 + c4p1 − c2p2 + c2p21 + p3 − 2p1p2 + p31) + . . .
Step (4) is the deﬁnition of pontrjagin classes, and (5) is a formal series
expansion. The terms of (6) are grouped by total (even) degree.
In the case where the subbundle T is the tangent bundle of M , the
pontrjagin classes are topological invariants of M and do not depend
on its orientation, however, the integration over M to get an integer
does depend on the orientation. Reversing the orientation of M will
switch the indices (±1) on the LHS of (3), and reverse the sign of the
characteristic number on the RHS. In the case where M is immersed
in an almost complex manifold A, (F, J) is the restriction (or pullback
by the immersion) of the ambient complex bundle (TA, JA) to M ,
and the chern class c(F, J) is an invariant of the homotopy class of
the immersion. When A = Cn, the chern class is trivial, c(TCn) =
1 + 0 + . . . + 0.
Example 2.1. The case where dM = m = n = 2 gives a formula
of [Webster3], where T is a real, oriented 2-subbundle of a complex
2-bundle (F, J) over a smooth, compact, oriented surface M . If T is in
general position, the set N1 of points x where the ﬁber Tx is complex
(or “anticomplex,” where the given orientation of T disagrees with its
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orientation as a complex subspace of (F, J)) is ﬁnite. The enumerative
formula (3) then reads:
(7)
∑
x∈N1
ind(x) =
∫
M
c1(F, J).
When T is the tangent bundle of M immersed in C2, F is trivial and
the index sum is zero.
Example 2.2. In a further special case of Example 2.1, suppose M
is an immersed compact surface in general position in R3. Considering
R3, with real coordinates x1, y1, x2, as a real hyperplane in C
2 with
coordinates z1 = x1 + iy1, z2 = x2 + iy2, the only complex lines con-
tained in R3 are the horizontal planes parallel or equal to the z1-axis.
So, the complex tangents are the familiar critical points of the height
function: elliptic points (local maxima and minima), and hyperbolic
(saddle) points are the only types of critical points for M in general
position. This coordinate system will be used in Section 5.3 to visualize
CR singular surfaces in C2. The topological oriented intersection num-
ber counts elliptic complex points and hyperbolic anticomplex points
as index +1, and hyperbolic complex points and elliptic anticomplex
points as index −1.
We will recall the more general deﬁnition of elliptic and hyperbolic
points for surfaces in C2 in Section 5. The above sign convention diﬀers
from that of [F], which assigns all elliptic points index +1 and all hy-
perbolic points index −1 (so the only diﬀerence is for the anticomplex
points). In the notation of [F], the RHS of (7) is equal to I+ − I−.
Formula (7) is not the only topological invariant of surfaces in C2 —
a formula which involves the Euler characteristic of M and also ap-
plies to non-orientable surfaces is discussed by [BF], [F], [IS] App. IV,
[Slapar]. For M embedded in R3 as in Example 2.2, the index sum
using the [F] sign convention is I+ + I− = χ(M), a familiar result from
Morse Theory.
Example 2.3. The case dM = m = 4, n = 5 gives a formula of
[D1]: ∑
x∈N1
ind(x) =
∫
M
c2(F, J) + p1T.
So, for a compact, oriented 4-manifold immersed in C5, the index sum
of its CR singularities is equal to its pontrjagin number.
For example, it is easy to embed the 4-sphere S4, with p1S
4 = 0, as a
totally real submanifold of C5, by ﬁrst embedding it in a totally real R5.
In contrast, CP 2 (considered only as a smooth, oriented 4-manifold)
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has no totally real immersion in C5, since p1CP
2 = 3. An embedding
of CP 2 with exactly three CR singularities and some immersions with
exactly ﬁve CR singularities were constructed in [C2].
The topological cancellation of complex points of surfaces has re-
cently found various geometric applications, for example, [DJ], [IS],
[Slapar]. The relationship between pontrjagin classes and CR singu-
larities has been considered since [Wells] and [Lai], and further for-
mulas appear in [Webster2] and [D2]. For more on the interpretation
of some of these characteristic numbers in terms of Giambelli-Thom-
Porteous formulas for degeneracy loci of bundle maps, see [HL] and
[C1].
3. Local deﬁning equations and transformations
Here we set up the general framework and notation for the local
deﬁning equations of real submanifolds, and the action of the transfor-
mation groups.
3.1. Deﬁning equations for m-submanifolds in Cn.
For the rest of the paper, m ≤ n and M is assumed to be a real
analytic embedded m-submanifold of Cn, which has coordinates z1 =
x1 + iy1, . . . , zn = xn + iyn. It follows that for any point x ∈ N1 \ N2
(as in (2), where there is exactly one complex line tangent to M at
x), there is some translation taking x to 0, and some complex linear
transformation taking the tangent space T0M to the real subspace with
coordinates x1, y1, x2, . . . , xm−1, which contains the z1-axis. Further, in
some neighborhood of 0, M can be written as a graph over its tangent
space:
y2 = H2(z1, z¯1, x), . . . ,(8)
ym−1 = Hm−1(z1, z¯1, x),
zm = hm(z1, z¯1, x), . . . ,
zn = hn(z1, z¯1, x).
where the functions H2, . . . , Hm−1, hm, . . . , hn are real analytic (de-
ﬁned by convergent power series with complex coeﬃcients, centered
at the origin) functions of x1, y1, x2, x3, . . . , xm−1, or equivalently, z1,
z¯1 = x1 − iy1, x = (x2, . . . , xm−1). Until Section 7, the size of the
domain of convergence will not be of concern, only that the series are
assumed to converge on some open neighborhood of the origin. The
functions H2, . . . , Hm−1 are real valued (as functions of (z1, z¯1, x)), and
the functions hm, . . . , hn are complex valued. Since M is tangent to
the z1, x space at 0, the series for H2, . . . , hn have no constant or linear
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terms, so each function could be labeled O(2) according to the following
Deﬁnition.
Definition 3.1. A (formal, with complex coeﬃcient C) monomial
of the form Cza1ζ
b
1x
I has degree a + b+ I, where I = (i2, . . . , im−1) is a
multi-index, and a+ b+ I = a+ b+ i2 + · · ·+ im−1. A power series in m
variables e(z1, ζ1, x) =
∑
eabIza1ζ
b
1x
I, is said to have degree d if eabI = 0
for all (a, b, I) such that a + b + I < d. Sometimes a series of degree d
will be abbreviated O(d).
Definition 3.2. Similarly for n variables, a monomial Cza11 · · · zann
has degree a1 + · · · + an, but we will also work with the “weight,”
a1 + · · ·+ am−1 + 2am + · · ·+ 2an. A series p(z) =
∑
pa1...anza11 . . . z
an
n
has “weight” W if pa1...an = 0 when a1+· · ·+am−1+2am+· · ·+2an < W .
Once TxM is in standard position with local deﬁning equations (8),
the normal form problem is to ﬁnd representatives of equivalence classes
under biholomorphic changes of coordinates. Holomorphic transforma-
tions ﬁxing the origin and the tangency of M to the (z1, x2, . . . , xm−1)
subspace take vectors z = (z1, . . . , zn)
T to
(9) z˜ = (z˜1, . . . , z˜n)
T = An×nz + p(z),
where p(z) is a column vector of n functions of n variables p1(z), . . . ,
pn(z), each of which is holomorphic in a neighborhood of 0 ∈ Cn and
has no constant or linear terms (so the weight is 2), and where A, the
invertible linear part of the transformation, has matrix representation
of the form
An×n =
⎛
⎝ a1 a2 . . . am−1 am . . . an0 R(m−2)×(m−2) C(m−2)×(n−m+1)
0 0 C(n−m+1)×(n−m+1)
⎞
⎠ .
The block R has all real entries (and is invertible because A is), and
the entries a1, . . . , an, and in the blocks C are complex. The deﬁning
equations in the new z˜ coordinate system will still be of the form (8)
but the goal is to ﬁnd normal forms that expose the geometry of the
equivalence classes.
3.2. Parametrized families of submanifolds.
The approach to constructing a deformation of a CR singular real
submanifold of Cn will be to consider it as a slice of a higher-dimensional
real submanifold of a higher-dimensional complex space. The deforma-
tion is parametrized by k real parameters, labeled t = (t1, . . . , tk). For
the sake of convenience in describing the ambient space, the parameters
are the real parts of k new complex coordinates w1 = t1+ is1, . . . , wk =
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tk + isk, although all the action will take place in the real subspace
where s1 = . . . = sk = 0. Consider C
n+k with (column vector) coor-
dinates (z, w) = (z1, . . . , zn, w1, . . . , wk)
T , and a real submanifold  M
of Cn+k with deﬁning equations in a polydisc centered at (0, 0) given
in the form of a graph over the real (m + k)-space with coordinates
z1, x2, . . . , xm−1, t1, . . . , tk:
y2 = H2(z1, z¯1, x, t), . . . ,(10)
ym−1 = Hm−1(z1, z¯1, x, t),
zm = hm(z1, z¯1, x, t), . . . ,
zn = hn(z1, z¯1, x, t),
s1 = . . . = sk = 0.
For a ﬁxed vector t0 (suﬃciently near 0 ∈ Ck), let Mt0 =  M ∩{w = t0}
be a slice of  M . Then Mt0 is a real m-submanifold of the n-dimensional
complex space {w = t0}, and clearly any M ⊆ Cn as in (8) is of the
form M0 for some  M as in (10). If k = 1, we can think of t = (t1) as a
real time parameter, so that we are considering  M as a time evolution
of M = M0, and in general, we think of each Mt0 ⊆ Cn × {t0} as a
submanifold “close to” M when t0 is close to 0. The slice Mt0 need not
be CR singular, as examples will show.
We will consider only  M which is real analytic and which contains
the origin, so that the real analytic functions H2, . . . , hn have no con-
stant terms, and then by a complex linear transformation of Cn+k that
ﬁxes the w coordinates, we may assume that M0 is actually of the
form (8), so that H2(z1, z¯1, x, 0), . . . , hn(z1, z¯1, x, 0) are O(2) in the
z1, z¯1, x variables. This means the deﬁning equations are of the form
H2 = r
α
2 tα + O(2), . . . , hn = c
α
ntα + O(2), where r
α
2 , . . . , r
α
m−1 are real
coeﬃcients summed over α = 1, . . . , k, cαm, . . . , c
α
n are complex coeﬃ-
cients, and the O(2) notation now extends Deﬁnition 3.1 to include t in
the count: the degree of za1ζ
b
1x
ItK is a+b+i2+ · · ·+im−1+k1+ · · ·+kk.
A complex linear transformation of the form z˜1 = z1, z˜σ = zσ −
irασwα for σ = 2, . . . , m− 1, z˜u = zu − cαuwα for u = m, . . . , n, w˜α = wα
for α = 1, . . . , k, will transform the deﬁning equations of  M to eliminate
the linear terms in t, so that H2, . . . , hn in (10) are all O(2). Such a
transformation ﬁxes Cn × {0} pointwise and acts as a translation on
each parallel n-space Cn×{t0}. Since M = M0 is not changed and each
Mt0 is merely translated without changing its geometry, we will from
this point work only with  M in standard position, where the linear
coeﬃcients rασ , c
α
u have been normalized to 0, and the tangent space
T(0,0)
 M is the subspace with coordinates z1, x2, . . . , xm−1, t1, . . . , tk.
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Evidently,  M itself is a CR singular (m+ k)-submanifold of Cn+k, and
its tangent space at (0, 0) contains a complex line, but no complex
plane.
3.3. The transformation group for unfoldings.
Given an unfolding  M , one could try to put its deﬁning equations
(10) into a normal form by a biholomorphic transformation of a neigh-
borhood of the origin in Cn+k in analogy with (9), but instead it is pro-
posed to work with a subgroup of the full transformation group, that,
roughly, preserves the distinction between the variables parametrizing
M = M0 and those parametrizing the deformation.
Notation 3.3. Let Bm,n+k denote the group of germs near (0, 0) of
transformations of Cn+k that ﬁx the origin, are biholomorphic in (z, w)
near (0, 0), and whose linear part preserves the tangent space T0
 M as
in (9). Let Um,n,k denote the subgroup obtained by further imposing
the requirement that the transformation (11) preserve (near (0,0)) the
real subspace {s1 = · · · = sk = 0} as a set, so that vectors of the form
(z1, . . . , zn, t1, . . . , tk)
T , with the last k entries real, are taken to vectors
of the same form.
Sometimes we will abuse notation by referring to transformations
instead of germs, and spaces such as Cn instead of neighborhoods of the
origin, although in Section 7 more care will be taken with the precise
size of the domain of convergence of holomorphic maps.
The requirement that the subgroup Um,n,k preserves the real sub-
space as a set means that its elements are transformations of the form:
(11) (z˜, w˜) = A(z, w) + p(z, w),
where the invertible linear part acts on column vectors
(z, w) = (z1, . . . , zn, w1, . . . , wk)
T
by the (n + k)× (n + k) matrix representation
(12) A =
⎛
⎜⎜⎝
a1 a2 . . . am−1 am . . . an a1 . . . ak
0 R(m−2)×(m−2) C(m−2)×(n−m+1) R(m−2)×k
0 0 C(n−m+1)×(n−m+1) 0
0 0 0 Rk×k
⎞
⎟⎟⎠ .
and where the higher degree part is of the form
(p1(z, w), . . . , pn(z, w), P1(w), . . . , Pk(w))
T ,
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with the quantities P1, . . . , Pk real valued functions on the subspace
{w1 = t1, . . . , wk = tk}. Without the requirement that the t en-
tries remain real, the last row of the above block matrix A would be
0,Rk×(m−2),Ck×(n−m+1),Rk×k.
As a consequence of the deﬁning property of Um,n,k, the subgroup
has the following property: for a ﬁxed t0 ∈ Rk (near 0) and transfor-
mation (z, w) 	→ (z˜, w˜) in Um,n,k, all the points in the complex aﬃne
subspace {w = t0} = Cn×{t0} (near (0, t0)) are taken to another com-
plex space Cn×{t˜0}, with constant w˜ = t˜0. In particular, the subspace
Cn×{0} is ﬁxed as a set (near (0, 0)). So, if we think of Mt ⊆ Cn×{t}
as a t-dependent perturbation of M = M0, then the transformations
under consideration are those that, for each t are holomorphic transfor-
mations of the ambient space of Mt, C
n → Cn, and simultaneously the
quantity t may be real analytically re-parametrized. The restriction of
the transformation to Cn × {0} is exactly of the form (9), so it will be
convenient to arrange for normal forms of  M that put M into already
known normal forms.
In analogy with the deformation theory of singularities of maps,
where the mapping variables and deformation parameters are trans-
formed by groups that respect the distinction between the two types of
coordinates by taking certain ﬁbers to ﬁbers ([AVGL] §§1.1, 3.1, [Lu]
§3.4, [Martinet], [PS] §6.1, [Wall] §10),  M ⊆ Cn+k and any of its
normal forms under transformations of the form (11) will be called a
k-parameter “unfolding” of the CR singular submanifold M . Manifolds
 M1,  M2 ⊆ Cn+k related by a transformation in the above subgroup will
be called u-equivalent.
Having set up the framework for the deﬁning equations and trans-
formation groups, from this point the reader could skip ahead to either
the treatment of real surfaces and their unfoldings in Section 5, or to
the case of higher codimension in Section 6 (which is diﬀerent, and
treated independently, from the surface case). In the next Section, we
continue a general discussion of real analytic deﬁning equations and
their complexiﬁcation.
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4. A complexiﬁcation construction
The previous Sections mentioned some analogies between the ge-
ometry of CR singularities and the theory of singularities of maps. It
remains to be seen whether the analogies are merely rough and super-
ﬁcial, or can be made precise, and this paper will not give a complete
answer to that question, the goal being instead to consider some of
the simplest examples. As one possible framework for an investiga-
tion of the correspondence between CR singularities of real subman-
ifolds and critical points of holomorphic maps, we recall a complexi-
ﬁcation construction ([MW], [Webster1]), which relates a given real
m-submanifold M ⊆ Cn to a certain parametric map Cm → Cn (or,
more precisely, a neighborhood of the CR singularity in M to the germ
of a map near the origin of Cm). Our analysis of normal forms in later
Sections will not explicitly refer to this construction, unlike [MW],
where the geometry of the complexiﬁcation is crucial for the theory.
Instead, we will be using this complexiﬁcation technique as a compu-
tational tool, for identifying the CR singular locus of some concrete
examples in Subsections 5.3 and 6.3.
First, for an arbitrary power series h =
∑
habIza1ζ
b
1x
I as in Deﬁnition
3.1, let  =
∑

abIza1ζ
b
1x
I be the series with coeﬃcients deﬁned by the
formula abI = hbaI. Then, the function (z1, z¯1, x) has the property
that it is equal to h(z1, z¯1, x) when ζ1 = z¯1 and x = (x2, . . . , xm−1) is
real.
Next, we want to consider the equations (8) of M , which are in the
form of a graph over the tangent space, in two diﬀerent ways, both as
a parametric map and an implicit description.
M can be described implicitly in Cn by the following 2n−m equa-
tions:
0 = y2 −H2(z1, z¯1, x), . . . ,(13)
0 = ym−1 −Hm−1(z1, z¯1, x),
0 = zm − hm(z1, z¯1, x), . . . ,
0 = zn − hn(z1, z¯1, x),(14)
0 = z¯m − m(z1, z¯1, x), . . . ,(15)
0 = z¯n − n(z1, z¯1, x).(16)
Equations (13–14) are exactly the equations (8), of which the yσ = Hσ
equations are self-conjugate. Equations (15–16) are the complex con-
jugates of the zu = hu equations. Now, consider C
2n, with coordinates
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(z, ζ) = (z1, . . . , zn, ζ1, . . . , ζn)
T . Taking Equations (13–16) and replac-
ing every occurrence of z¯ with ζ gives the following 2n−m equations:
0 =
z2 − ζ2
2i
−H2(z1, ζ1, z2 + ζ2
2
, . . . ,
zm−1 + ζm−1
2
), . . . ,(17)
0 =
zm−1 − ζm−1
2i
−Hm−1(z1, ζ1, z2 + ζ2
2
, . . . ,
zm−1 + ζm−1
2
),
0 = zm − hm(z1, ζ1, z2 + ζ2
2
, . . . ,
zm−1 + ζm−1
2
), . . . ,
0 = zn − hn(z1, ζ1, z2 + ζ2
2
, . . . ,
zm−1 + ζm−1
2
),
0 = ζm − m(z1, ζ1, z2 + ζ2
2
, . . . ,
zm−1 + ζm−1
2
), . . . ,
0 = ζn − n(z1, ζ1, z2 + ζ2
2
, . . . ,
zm−1 + ζm−1
2
).
Near (0,0), these equations deﬁne a complex analytic m-submanifold
Mc embedded in C
2n. Denoting
Δ : Cn → C2n : z 	→ (z1, . . . , zn, z¯1, . . . , z¯n)T ,
the set {ζ1 = z¯1, . . . , ζn = z¯n} = Δ(Cn) is a totally real 2n-subspace of
C2n, and Mc ∩Δ(Cn) = Δ(M). Denoting π : C2n → Cn : (z, ζ) 	→ z,
(π ◦Δ)(M) = π(Mc ∩Δ(Cn)) = M . In a neighborhood U of 0 ∈ Cn,
π(Mc) is a complex analytic variety (possibly all of U) containing M .
M can also be parametrically described as the image of the para-
metric map σ : Rm → Cn :
(z1, z¯1, x) 	→ (z1, x2 + iH2, . . . , xm−1 + iHm−1, hm, . . . , hn)T .
The composite Δ ◦ σ : Rm → C2n is a parametric map:
(z1, z¯1, x) 	→ (z1, x2 + iH2, . . . , hn, z¯1, x2 − iH2, . . . , hn)T .
The complexification of the parametrization is the holomorphic map
Σ : Cm → C2n deﬁned by replacing z¯1 with ζ1 and x = (x2, . . . , xm−1)
with complex variables ξ = (ξ2, . . . , ξm−1) in the expression for Δ ◦ σ:
Σ : (z1, ζ1, ξ) 	→ (z1, ξ2 + iH2(z1, ζ1, ξ), . . . , hn(z1, ζ1, ξ),
ζ, ξ2 − iH2(z1, ζ1, ξ), . . . , n(z1, ζ1, ξ))T .
Let δ denote the inclusion of the totally real subspace
(18) {ζ1 = z¯1, ξ2 = ξ2 = x2, . . . , ξm−1 = ξm−1 = xm−1}
in Cm; then Σ ◦ δ = Δ ◦ σ and π ◦ Σ ◦ δ = π ◦Δ ◦ σ = σ. For a
neighborhood V of the origin in Cm, Σ is a holomorphic embedding
V → C2n, and Σ ◦ δ is a totally real embedding. The connection
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between the parametric and implicit descriptions is that Σ is a local
parametrization of the complex submanifold Mc : the image Σ(V ) is
equal to Mc near 0 ∈ Cn. The composite π ◦ Σ : Cm → Cn :
(z1, ζ1, ξ) 	→ (z1, ξ2 + iH2(z1, ζ1, ξ), . . . , hn(z1, ζ1, ξ))T(19)
is holomorphic, but not an embedding: the complex Jacobian drops
rank along a critical point locus which includes the origin. For a point
u = (z1, z¯1, x) in the image of δ in C
m, if u is not a critical point of
π ◦Σ, then π ◦Σ is a local holomorphic embedding near u, which takes
a neighborhood of u in the totally real m-subspace (18) to a totally
real neighborhood of (π ◦ Σ ◦ δ)(u) = σ(u) in M . So, if σ(u) is a CR
singular point in M , then δ(u) is a critical point of π ◦ Σ.
This complexiﬁcation construction has the practical advantage that
the critical points of π ◦Σ are easy to compute, and can be considered
‘candidates’ for CR singular points of a given real analytic parametriza-
tion. Generally speaking, the critical points of a complexiﬁed paramet-
ric map are also candidates for diﬀerential-topological singularities of
the real map, and such points were observed in [C2] and [C3] for some
parametrized images of real varieties in complex projective space. How-
ever, the local deﬁning equations set up in Section 3 are always, being
graphs of smooth functions, smooth embeddings.
In Sections 5 and 6, we will also complexify the deﬁning equations
(10) of  M , treating the real t coordinates as more of the real x coor-
dinates, so x and ξ = (ξ2, . . . , ξm−1) in the above expressions will be
extended to (x, t) and (ξ, ω) = (ξ2, . . . , ξm−1, ω1, . . . , ωk).
The map π◦Σ is the one mentioned at the beginning of this Section;
it seems from the form of (19) that there should be some connection
between the geometry of its critical points, in terms of the better-
understood singularity theory of holomorphic (or smooth) maps, and
the geometry of the CR singularities of M . The classiﬁcation of singu-
larities of maps up to certain group actions may relate to the classiﬁ-
cation of CR singularities up to biholomorphic transformations (9).
However, the actions of the groups Bm,n, Bm,n+k, Um,n,k (9, 11) on
the deﬁning equations of M and  M (8, 10) are not exactly the same
as the group actions usually considered in the theory of singularities
or their unfoldings ([AVGL] §3.1, [Martinet]). So while there may
be a useful analogy between the singularity theory of maps and the
geometry of CR singularities, it is already clear from previously known
examples, and those to be considered in the next Sections, that the
details will not be the same, and an understanding of the group action
would be the key to making the analogy precise.
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5. Real surfaces in C2
As previously mentioned, a real surface in C2 in general position is
either totally real everywhere, or has isolated CR singularities.
5.1. Normal forms.
We begin by recalling some well-known normal forms for real sur-
faces in C2. The deﬁning equation in standard position as in (8), with
the manifold tangent to the z1-axis, is:
z2 = h2(z1, z¯1) = Q(z1, z¯1) + C(z1, z¯1) + e(z1, z¯1),
where Q and C have terms of only degree 2 and 3 respectively, and the
series e = O(4).
Proposition 5.1. For any real analytic CR singular surface M
there is exactly one normal form {z2 = Q+C+e} from the following list
equivalent to M under a holomorphic transformation of a neighborhood
of the CR singularity.
Label Q C e comment
elliptic
generic z1z¯1 + γ(z
2
1 + z¯
2
1) 0 O(4) real 0 < γ <
1
2
elliptic
cusp z1z¯1 z
3
1 + z¯
3
1 O(4) real γ = 0
elliptic
higher
cusp
z1z¯1 0
zs1 + z¯
s
1
+O(s+ 1)
real
γ = 0
s ≥ 4
elliptic
circular
paraboloid
z1z¯1 0 ≡ 0 γ = 0s =∞
parabolic
nondegen. z1z¯1 +
1
2(z
2
1 + z¯
2
1) i(z1 − z¯1)z1z¯1 O(4) γ = 12
parabolic
degenerate z1z¯1 +
1
2(z
2
1 + z¯
2
1) 0
η(z21+z¯
2
1)z1z¯1
+O(5)
γ = 12
η = ±1, 0
hyperbolic
generic z1z¯1 + γ(z
2
1 + z¯
2
1) 0 O(4)
1
2 < γ < 1
or
γ > 1
hyperbolic
nondegen.
diophantine
z1z¯1 + z21 + z¯
2
1 (z1 − z¯1)z1z¯1 O(4) γ = 1
hyperbolic
degenerate
diophantine
z1z¯1 + z21 + z¯
2
1 0 O(4) γ = 1
hyperbolic
fold z
2
1 + z¯
2
1 0 O(4) γ =∞
cubic 0 C O(4)
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Proof. The only new bit of information in the above table is the
quartic part for the degenerate parabolic case, so that is the only cal-
culation skteched here. The computation is typical of the procedure
for putting M into normal form by a transformation (9). The other
entries will be discussed in a later series of Examples.
For the degenerate parabolic case, begin with the deﬁning equation
of M in the form (8),
z2 = h2(z1, z¯1) = z1z¯1 +
1
2
(z21 + z¯
2
1) + e,
where Q = 1
2
(z1 + z¯1)
2, C ≡ 0 and
(20) e(z1, z¯1) = e
04
2 z¯
4
1 + e
13
2 z¯
3
1z1 + e
22
2 z¯
2
1z
2
1 + e
31
2 z¯1z
3
1 + e
40
2 z
4
1 + O(5).
The transformations (9) which preserve the quadratic and cubic part
of h2, while contributing to the normalization of the quartic terms in
e, are of the form
z˜1 = a1z1 + a2z2 + p
1
1z
3
1 + p
2
1z1z2(21)
z˜2 = (a1)
2z2 + p
1
2z
4
1 + p
2
2z
2
1z2 + p
3
2z
2
2 ,
where a1 is a nonzero real number and a2 is purely imaginary. Higher
weight terms in the transformation would only contribute degree 5 or
higher quantities to the transformed deﬁning equation.
z˜2 − 1
2
(z˜1 + ¯˜z1)
2
= (a1)
2z2 + p
1
2z
4
1 + p
2
2z
2
1z2 + p
3
2z
2
2
−1
2
(a1z1 + a2z2 + p
1
1z
3
1 + p
2
1z1z2 + (a1z1 + a2z2 + p
1
1z
3
1 + p
2
1z1z2))
2,
and for points x = (z1, z2) on M near 0, substituting z2 = h2 gives:
z˜1
= a1z1 + a2(
1
2
(z1 + z¯1)
2 + e) + p11z
3
1 + p
2
1z1 · (
1
2
(z1 + z¯1)
2 + e),(22)
z˜2 − 1
2
(z˜1 + ¯˜z1)
2(23)
= (a1)
2(e042 z¯
4
1 + e
13
2 z¯
3
1z1 + e
22
2 z¯
2
1z
2
1 + e
31
2 z¯1z
3
1 + e
40
2 z
4
1)
+p12z
4
1 + p
2
2z
2
1
1
2
(z1 + z¯1)
2 + p32(
1
2
(z1 + z¯1)
2)2
−a1(z1 + z¯1) · (p11z31 + p21z1
(z1 + z¯1)
2
2
+ p11z¯
3
1 + p
2
1z¯1
(z1 + z¯1)
2
2
)
+O(5).
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Substituting the inverse function of (22), z1 =
1
a1
z˜1 + O(2), into (23)
gives the new deﬁning equation in the z˜ coordinates:
z˜2 =
1
2
(z˜1 + ¯˜z1)
2(24)
+
1
(a1)2
(e042 ¯˜z
4
1 + e
13
2
¯˜z31 z˜1 + e
22
2
¯˜z21 z˜
2
1 + e
31
2
¯˜z1z˜
3
1 + e
40
2 z˜
4
1)
+
1
(a1)4
(p12z˜
4
1 + p
2
2z˜
2
1
1
2
(z˜1 + ¯˜z1)
2 + p32(
1
2
(z˜1 + ¯˜z1)
2)2)
− z˜1 +
¯˜z1
(a1)3
· (p11z˜31 + p21z˜1
(z˜1 + ¯˜z1)
2
2
+ p11 ¯˜z
3
1 + p
2
1
¯˜z1
(z˜1 + ¯˜z1)
2
2
)
+O(5).
Observe that the imaginary coeﬃcient a2 does not contribute to the
degree 4 terms. The normal form problem is, given e, ﬁnd p which
simpliﬁes (24). This is a (real) linear problem and a computer algebra
system ([Maple]) is useful; the remainder of the calculation is broken
into steps and just sketched here. The ﬁrst step is that from the form
of (24), it appears that one could ﬁnd p12, p
2
2, p
3
2 that eliminate the
complex coeﬃcients e042 , e
22
2 , e
40
2 , while p
1
1, p
2
1 are chosen to be 0 and
a1 = 1. In fact, the following choice works:
p32 = −4e042 , p22 = −2e222 + 12e042 , p12 = e222 − e402 − 5e042 .
Applying such a transformation, and then dropping the tilde notation,
gets M in the form (20), but with e042 = e
22
2 = e
40
2 = 0, and the new
complex coeﬃcients e132 , e
31
2 possibly changed from the old ones.
The next transformation will be another with p21 = 0, a1 = 1, but
will use p11 to normalize e
13
2 and e
31
2 . To preserve the partial normal
form e042 = e
22
2 = e
40
2 = 0, the coeﬃcients of p2 must be
p22 = −12p11, p12 = 5p11 + p11, p32 = 4p11.
Then (24) becomes:
z2 = Q + (3p11 + e
13
2 )z1z¯
3
1 + (−p11 + e312 − 8p11)z31 z¯1 + O(5),
and for any e132 , e
31
2 , there is some p
1
1 so that the above coeﬃcients
become equal.
The third transformation will use a1 and all the unknown p coef-
ﬁcients, and again, to preserve the partial normal form e042 = e
22
2 =
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e402 = 0, e
13
2 = e
31
2 , the coeﬃcients of p1 and p2 must satisfy:
p11 = −
1
5
(p21 − p21),
p12 = −
1
5
a1(p
2
1 − p21),
p22 =
3
5
a1(p
2
1 − p21),
p32 =
2
5
a1(2p
2
1 + 3p
2
1).
This brings (24) to:
z2 = Q +
(
e132
(a1)2
+
p21
10(a1)3
− p
2
1
10(a1)3
)
(z31 z¯1 + z1z¯
3
1) + O(5).
Only the imaginary part of p21 contributes to these terms, so e
13
2 can
be normalized to be a real number, and then the positive scale factor
(a1)
2 will make e132 either +1, −1, or 0, as claimed.
The classiﬁcation of CR singularities of surfaces in C2 into elliptic,
parabolic, and hyperbolic cases is well known, but a few brief remarks
follow; for recent survey articles, see [BER], [S-G].
Example 5.2. The higher degree terms for the generic elliptic case
were considered by [MW], who showed that M has a real algebraic
implicit normal form (to be recalled in Example 5.13).
Example 5.3. The γ = 0, s = 3, 4, . . . cases were considered by
[MW] and [Moser], and also by [HK], who proved that there exists a
holomorphic transformation so that h2 is real valued, and M ﬁts inside
R
3 ⊆ C2. A real surface contained in R3 is said to be “holomorphically
ﬂat,” and the transformation of a surface into a ﬂat normal form is
called “ﬂattening.” The term “cusp” describing the CR singularity
is borrowed here from the terminology of singularity theory, since the
s = 3 form of h2 bears a resemblance to the normal form for Whitney’s
cusp singularity of a map C2 → C2 : (z1, ζ1) 	→ (z1, z1ζ1 + ζ31) ([AVGL]
§3.1, [GG] §VI.2, [Lu] §2.6, [Martinet], [Wall]). The resemblance
becomes more concrete in view of the complexiﬁcation construction of
Section 4.
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Example 5.4. The γ = 0, s = ∞ case was considered by [Moser],
who showed that if h2 can be transformed to z1z¯1 + O(s) for all s =
3, 4, . . ., then there exists a holomorphic coordinate change transform-
ing M into the real quadric variety.
Example 5.5. Cubic normal forms for both the nondegenerate
and degenerate parabolic cases were found by [Webster2]. In the
nondegenerate case, the normal form for C given by [Webster2] is
C = −iz1z¯1(z1 + z¯1), however it is possible to choose the signs diﬀer-
ently so that the Proposition’s normal form gives a real valued Q+C.
Example 5.6. In most of the hyperbolic cases, with γ > 1
2
, the
cubic terms can be eliminated just as in the generic elliptic case. How-
ever, it was shown by [MW] that for γ satisfying a certain diophantine
condition, M cannot always be ﬂattened into R3 by making the higher
degree terms real valued. The only value of γ for which this happens
at the cubic terms is γ = 1, where the coeﬃcient of the imaginary
quantity (z1 − z¯1)z1z¯1 can be normalized to either 1 or 0.
Example 5.7. The normal form Q = z21 + z¯
2
1 is considered the
γ → +∞ limit of the hyperbolic normal forms. An alternative normal
form would be the complex valued monomial Q = z¯21 . The label “fold”
again comes from its similarity to Whitney’s normal form for the fold
singularity, C2 → C2 : (z1, ζ1) 	→ (z1, ζ21).
The presence of the continuous invariant γ interpolating between
the fold and cusp normal forms is the most obvious way in which the
classiﬁcation problem for CR singularities of surfaces in C2 diﬀers from
the analogous problem for singularities of maps C2 → C2.
For purposes of comparison with the n = 2 case, and also with the
normal forms under u-equivalence in the next Subsection, the following
table of normal forms for n-submanifolds of Cn, n ≥ 3, is recalled from
[MW] and [Webster2].
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Proposition 5.8. For n ≥ 3 and any real analytic n-submanifold
M ⊆ Cn with a CR singularity x ∈ N1 \ N2, there is a normal form
{zn = hn(z1, z¯1, x), yσ = Hσ(z1, z¯1, x), σ = 2, . . . , n − 1} from exactly
one row in the following list equivalent to M under a holomorphic trans-
formation of a neighborhood of x.
Label normal form comment
elliptic
generic
hn = z1z¯1 + γ(z21 + z¯
2
1) +O(3) real
Hσ ≡ 0 0 < γ <
1
2
elliptic
cusp
hn = z1z¯1 +O(3)
Hσ = O(3)
γ = 0
parabolic
nondegenerate
hn = z1z¯1 + 12 (z
2
1 + z¯
2
1) + icn(z1 − z¯1)x2
−i(z1 + z¯1)z1z¯1 + ησnxσz1z¯1 +O(4)
Hσ = O(4)
γ = 12
cn = 0, 1
ησn real
parabolic
degenerate
hn = z1z¯1 + 12 (z
2
1 + z¯
2
1) + icn(z1 − z¯1)x2
+ησnxσz1z¯1 +O(4)
Hσ = O(4)
γ = 12
cn = 0, 1
ησn real
hyperbolic
generic
hn = z1z¯1 + γ(z21 + z¯
2
1) +O(3)
Hσ = O(3)
γ > 12
hyperbolic
fold
hn = z21 + z¯
2
1 +O(3)
Hσ = bσz1z¯1 +O(3)
γ =∞
bσ = 0, 1
hn = (z1 + z¯1)x2 + i(z1 − z¯1)x3 +O(3)
Hσ = bσz1z¯1 +O(3)
n ≥ 4
bσ = 0, 1
hn = (z1 + z¯1)x2 +O(3)
Hσ = bσz1z¯1 +O(3)
bσ = 0, 1
hn = O(3)
Hσ = bσz1z¯1 +O(3)
bσ = 0, 1
The quantities γ and cn are biholomorphic invariants.
The constants bσ, η
σ
n in the above table are not necessarily invariants
and could be normalized by the R(n−2)×(n−2) block of entries in (9).
Remark 5.9. The parabolic points of a submanifold Mn in general
position in Cn, n ≥ 3, are characterized by [Webster2] as the points
x in N1 \N2 where the real tangent space TxN1 intersects the complex
tangent line TxM ∩ iTxM in a real line, the “parabolic line.” At the
elliptic and hyperbolic points, these subspaces of TM intersect only
at the origin. This property of parabolic CR singularities bears some
resemblance to the Sr,s system of classiﬁcation of singularities of maps,
as in [GG] §VI.4, but no connection will be pursued here.
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5.2. Unfolding CR singularities of surfaces.
The m = n = 2 case of (10) is that  M is a (2 + k)-submanifold of
C2+k:
z2 = h2(z1, z¯1, t) = O(2)(25)
s1 = . . . = sk = 0,
and by a holomorphic transformation in z1, z2 only (leaving w ﬁxed),
we can assume that the quantity h2(z1, z¯1, 0) is in one of the normal
forms from Proposition 5.1. So, the quadratic part of h2 is
(26) Q(z1, z¯1, 0) + e
10α
2 tαz1 + e
01α
2 tαz¯1 + e
αβ
2 tαtβ ,
with complex coeﬃcients summed over α, β = 1, . . . , k. The group of
transformations U2,2,k (11) is:
z˜1 = a1z1 + a2z2 + a
αwα + p1(z1, z2, w)(27)
z˜2 = a22z2 + p2(z1, z2, w)
w˜ = Rk×k w + P (w).(28)
Our approach to the u-equivalence problem is to ﬁnd some normal
forms for (25) under this group. The only diﬀerences between this
problem and the normal form problem of Proposition 5.8 are that the
functions Hσ are already identically zero in (25), and the full group
from Proposition 5.8 would replace (28) by:
w˜α = r
β
αwβ + a
′′
αz2 + Pα(z1, z2, w),
allowing complex a′′α and complex valued Pα.
The calculation proving the following result appears in [Bishop].
Lemma 5.10. Given  M ⊆ C2+k of the form (25), with
h2 = z1z¯1+γ(z
2
1+ z¯
2
1)+e
10α
2 tαz1+e
01α
2 tαz¯1+e
αβ
2 tαtβ+C(z1, z¯1, t)+O(4),
with γ ≥ 0 and γ = 1
2
, there exists a transformation of the form
z˜1 = z1 + a
αwα, z˜2 = z2 + p
α
2 z1wα + p
αβ
2 wαwβ, w˜ = w,
such that the new deﬁning equation is
h2(z˜1, ¯˜z1, t˜) = z˜1 ¯˜z1 + γ(z˜
2
1 + ¯˜z
2
1) + C(z˜1, ¯˜z1, t˜) + O(4),
where the corresponding coeﬃcients of C(z˜1, ¯˜z1, 0) are the same as those
of C(z1, z¯1, 0).
This means that in the elliptic or hyperbolic cases, the quadratic
terms involving t can always be eliminated by an element of the group
(27–28), without altering the cubic terms in z1, z¯1 only. An analogous
result holds for the γ = ∞ case.
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The γ = 1
2
case is considered in Example 5.18, but for any quadratic
part Q(z1, z¯1, 0) in (26), a transformation in the group (27–28) of the
form z˜2 = z2 + p
α
2 z1wα + p
αβ
2 wαwβ will eliminate, or re-assign any
complex value to, the coeﬃcients e10α2 , e
αβ
2 in (26), without changing
any other quadratic terms in h2. More generally, terms in h2 of the
form ea0K2 z
a
1 t
K, without any z¯1 factor, can be assigned any complex
coeﬃcient by a transformation of the form z˜2 = z2 + p
aK
2 z
a
1w
K without
changing any other terms of the same or lower degree. So, the deﬁning
equation (25) of  M is of the form h2 = Q(z1, z¯1, t) + C(z1, z¯1, t) +
e(z1, z¯1, t), where
C = C(z1, z¯1, 0) + e
20α
2 z
2
1tα + e
11α
2 z1z¯1tα + e
02α
2 z¯
2
1tα
+e10αβ2 z1tαtβ + e
01αβ
2 z¯1tαtβ + e
00K
2 t
K,
and the coeﬃcients e20α2 , e
10αβ
2 , e
00K
2 (where K is a degree three multi-
index) can take any value after a weight 3 holomorphic transformation
of z2. However, the normalization of the other cubic coeﬃcients de-
pends on the quadratic part Q(z1, z¯1, t) and on C(z1, z¯1, 0). The rest of
this Subsection will consider a series of Examples of the most generic
u-equivalence classes of unfoldings of the CR singularities with the var-
ious normal forms Q+C from Proposition 5.1. For the sake of economy,
we will assume the eαβ2 tαtβ and e
00K
2 t
K terms are eliminated at the be-
ginning of each calculation and also at each step where they might
re-appear, although we keep the terms e10α2 z1tα, e
20α
2 z
2
1tα, e
10αβ
2 z1tαtβ,
since they may be used later to get a real valued normal form.
Example 5.11. For M = M0 with a generic elliptic or generic hy-
perbolic singularity, with C(z1, z¯1, 0) = 0 as in Proposition 5.1, Lemma
5.10 applies to  M , and (25) becomes h2 = Q+C(z1, z¯1, t)+O(4), where
(29) C = e20α2 z
2
1tα + e
11α
2 z1z¯1tα + e
02α
2 z¯
2
1tα + e
10αβ
2 z1tαtβ + e
01αβ
2 z¯1tαtβ.
The transformations that could alter the cubic terms in C while pre-
serving the normal form of h2(z1, z¯1, 0) are:
z˜1 = a1z1 + p
1α
1 z1wα + p
αβ
1 wαwβ(30)
z˜2 = (a1)
2z1 + p
1α
2 z
2
1wα + p
2α
2 z2wα + p
1αβ
2 z1wαwβ
w˜ = Rw,
where a1 is a nonzero real scalar, and higher weight terms in p, that
would not contribute cubic terms in h2, are omitted. Without stating
all the details here, the coeﬃcients pαβ1 , p
1αβ
2 can eliminate the terms
e01αβ2 z¯1tαtβ , e
10αβ
2 z1tαtβ (the cancellation is similar to that of Lemma
5.10). We choose to use coeﬃcient p2α2 to eliminate e
11α
2 z1z¯1tα, and to
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use p1α2 z
2
1wα to equate the coeﬃcients of e
20α
2 z
2
1tα and e
02α
2 z¯
2
1tα. The
stabilizer of the partial normal form
C = e02α2 (z
2
1 + z¯
2
1)tα
is of the form (z˜, w˜) as in (30), with pαβ1 = p
1αβ
2 = 0, p
2α
2 = a1(p
1α
1 +p
1α
1 ),
p1α2 = 2a1β(p
1α
1 − p1α1 ). With R equal to the identity matrix  , the
transformed quantity C is(
e02α2 +
γ
a1
(p1α1 − p1α1 )
)
(z21 + z¯
2
1)tα.
So, each p1α1 only contributes its imaginary part, and e
02α
2 can be nor-
malized to be real. Unless all the e02α2 are zero, the real matrix R then
can transform the vector of coeﬃcients to (1, 0, . . . , 0), so there is a
generic cubic normal form:
(31) z2 = z1z¯1 + (γ + t1) · (z21 + z¯21) + O(4),
and also a degenerate case where the quadratic and cubic parts do not
depend on t.
Geometrically, the unfolding is about what one would expect: man-
ifolds Mt near M0 will have Bishop invariant varying near γ, and (at
least up to some degree) this variation can be normalized to depend
linearly only on one t coordinate. For t close to 0, if M0 is elliptic, then
so is Mt, and similarly if M0 is hyperbolic, then so is Mt. Since only the
linear part of the transformation of the w coordinates contributed to the
normalization, there is no diﬀerence in appearance between this cubic
normal form under u-equivalence, and the normal form from Proposi-
tion 5.8, for n-manifolds in Cn under the larger transformation group
(where n = 2 + k).
Example 5.12. The diophantine cases from Proposition 5.1 have
unfoldings similar to those in the previous Example. In the degenerate
case, where γ = 1, C = 0, the calculations of the previous Example
work without changing the result. In the nondegenerate case, the sub-
group (30) preserving the cubic part h2(z1, z¯1, 0) = Q+ (z1− z¯1)z1z¯1 +
O(4) is diﬀerent, in particular, a1 must equal 1, but the end result is
the same, and the generic unfolding has normal form
z2 = z1z¯1 + (1 + t1) · (z21 + z¯21) + (z1 − z¯1)z1z¯1 + O(4).
Example 5.13. In the generic elliptic case, the holomorphic in-
variants in the higher degree terms were found by [MW]; the implicit
normal form is the polynomial deﬁning equation
z2 = z1z¯1 + (γ + δx
s
2) · (z21 + z¯21),
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where 0 < γ < 1
2
, δ = ±1, and the integer s = 1, 2, 3, . . . (or s = ∞ in
the quadric case) determine the local biholomorphic equivalence class of
a real analytic surface. When put into the graph form (8), the deﬁning
equation for M is
z2 = z1z¯1 + (γ + δˆ(z1z¯1 + γ(z
2
1 + z¯
2
1))) · (z21 + z¯21) + O(6),(32)
where δˆ = δ if s = 1, and δˆ = 0 if s > 1 or s = ∞. A nondegenerate
unfolding of this surface will be of the form (25), with
h2 = Q + C + δˆ(z1z¯1 + γ(z
2
1 + z¯
2
1)) · (z21 + z¯21) + F (z1, z¯1, t) + O(5),
where Q + C is as in (31), and the degree 4 terms depending on t are
F = e30α2 z
3
1tα + e
21α
2 z
2
1 z¯1tα + e
12α
2 z1z¯
2
1tα + e
03α
2 z¯
3
1tα(33)
+e20αβ2 z
2
1tαtβ + e
11αβ
2 z1z¯1tαtβ + e
02αβ
2 z¯
2
1tαtβ
+e10K2 z1t
K + e01K2 z¯1t
K.
A transformation (27–28) of the form
z˜1 = z1 + p
20α
1 z
2
1wα + p
01α
1 z2wα + p
1αβ
1 z1wαwβ + p
K
1 w
K(34)
z˜2 = z2 + p
30α
2 z
3
1wα + p
11α
2 z1z2wα(35)
+p20αβ2 z
2
1wαwβ + p
01αβ
2 z2wαwβ + p
K
2 z1w
K
w˜1 = w1 + P
αβ
1 wαwβ
w˜j = wj, j = 2, . . . , k,
where P αβ1 are real coeﬃcients and p
1αβ
1 are purely imaginary, can trans-
form F to zero. Again, without stating all the details, the coeﬃcients
pK1 , p
K
2 eliminate e
01K
2 and e
10K
2 , the coeﬃcients p
20αβ
2 , p
01αβ
2 eliminate
e20αβ2 and e
11αβ
2 , and P
αβ
1 , p
1αβ
1 cancel the real and imaginary parts of
e02αβ2 . Then p
20α
1 , p
01α
1 , p
30α
2 , p
11α
2 can eliminate e
30α
2 , e
21α
2 , e
12α
2 , e
03α
2 .
The conclusion is that the generic k-parameter unfolding  M of a
surface M with a generic elliptic point (32) has a normal form under
the action of the unfolding subgroup:
h2 = z1z¯1 + (γ + t1 + δˆ(z1z¯1 + γ(z
2
1 + z¯
2
1))) · (z21 + z¯21) + O(5),(36)
which is the same, up to O(5), as the implicit algebraic normal form
of [MW] (Equation 5.4, adapted to our notation):
(37) z2 = z1z¯1 + (γ + t1 + δx
s
2) · (z21 + z¯21),
for a real (2+ k)-submanifold in C2+k under the action of local biholo-
morphisms.
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Example 5.14. The next case to be considered is the γ = 0, s = ∞
elliptic normal form, where M = M0 has quadratic part Q = z1z¯1 and,
like the generic elliptic case, zero cubic part. Applying Lemma 5.11, the
deﬁning equation (25) becomes h2 = z1z¯1+C(z1, z¯1, t)+O(4), where C
is the same as (29). The transformations preserving this partial normal
form are:
z˜1 = a1z1 + a2z2 − a1a2
a1
z21 + p
α
1 z1wα + p
αβ
1 wαwβ(38)
z˜2 = |a1|2z1 + p1α2 z21wα + p2α2 z2wα + p1αβ2 z1wαwβ
w˜ = Rw,
where a1 is a nonzero complex scalar. As in Example 5.11, the coeﬃ-
cients pαβ1 , p
1αβ
2 , p
2α
2 can eliminate the coeﬃcients e
01αβ
2 , e
10αβ
2 , e
11α
2 .
The stabilizer of the new partial normal form is the above group
with the conditions p1αβ2 = p
αβ
1 = 0, p
2α
2 = a1p
α
1 + a1p
α
1 , and the new
deﬁning equation after such a transformation with R =   satisﬁes:
(39) C(z1, z¯1, t) =
(
p1α2
(a1)2
+
a1
a1
e20α2
)
z21tα +
a1
a1
e02α2 z¯
2
1tα.
Note that none of the terms in (38) contributes any quantities of the
form z¯21tα, although each z
2
1tα can be assigned any coeﬃcient by choice
of p1α2 .
In the one-parameter (k = 1) case, the single coeﬃcient e0212 (= e
02α
2
with α = 1) can be rotated by a1 and scaled by R1×1, so for e0212 = 0,
a normal form for the 3-manifold  M is
z2 = z1z¯1 + (z
2
1 + z¯
2
1)t1 + O(4)(40)
s1 = 0.
This is simply the γ = 0 case of (31), and geometrically, the circular
paraboloid shape with γ = 0 deforms into an elliptical paraboloid with
γ = t1.
However, for k ≥ 2, there are k complex coeﬃcients e02α2 , but there
is still only one complex scalar a1. The real matrix R acts on the
real and imaginary parts of the coeﬃcients; it will generically take the
vector (e0212 , e
022
2 , . . . , e
02k
2 ) to (1, i, 0, . . . , 0), so a generic real valued
normal form is
z2 = z1z¯1 + (z¯
2
1 + z
2
1)t1 + i(z¯
2
1 − z21)t2 + O(4)(41)
sα = 0.
The normal form (40) can be obtained as a non-generic case, for ex-
ample, if the e02α2 are all real.
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Example 5.15. Here we consider the elliptic cusp singularity, where
the deﬁning equation of M is z2 = z1z¯1 + z
3
1 + z¯
3
1 + O(4). The calcu-
lations from the previous Example go through without much change.
In particular, the subgroup (38) is the same, except that to preserve
the form of the cubic terms z31 + z¯
3
1 , the complex scalar a1 must be a
cube root of unity. For k ≥ 2, the matrix R is enough to normalize the
generic coeﬃcients e02α2 even with just a1 = 1, so the generic normal
form is similar to (41):
z2 = z1z¯1 + z
3
1 + z¯
3
1 + (z¯
2
1 + z
2
1)t1 + i(z¯
2
1 − z21)t2 + O(4)(42)
sα = 0.
However, for k = 1, a nonzero complex coeﬃcient e0212 can be scaled
to the unit circle by R1×1, but can only be rotated by
3
√
1 (the factor
a1
a1
from (39)). So, the cubic normal form for a generic one-parameter
deformation has a “modulus,” a continuous invariant under the group
U2,2,1:
z2 = z1z¯1 + z
3
1 + z¯
3
1 + (e
iθz¯21 + e
−iθz21)t1 + O(4), 0 ≤ θ < 2π3(43)
s1 = 0.
Example 5.16. For the higher cusp cases, with γ = 0 and 3 < s <
∞ in the normal forms for M , the nearby manifolds Mt are generic
elliptic, with a small but nonzero Bishop invariant, except in degen-
erate cases. In the k = 1 case, there will be a similar root of unity
phenomenon in the stabilizer of the degree s normal form.
The generic normal form for the s = 4, k > 1 case is again similar
to (41):
z2 = z1z¯1 + z
4
1 + z¯
4
1 + (z¯
2
1 + z
2
1)t1 + i(z¯
2
1 − z21)t2 + O(4)(44)
sα = 0
where the O(4) quantity may contain degree 4 terms depending on
t. For k = 1, the quartic normal form for a generic one-parameter
deformation has a modulus:
z2 = z1z¯1 + z
4
1 + z¯
4
1 + (e
iθz¯21 + e
−iθz21)t1 + O(5), 0 ≤ θ < π(45)
s1 = 0.
Without going through the details, the degree 4 terms depending on t,
as in (33), can be eliminated in this k = 1 case.
Example 5.17. The hyperbolic γ = ∞ fold singularity has qua-
dratic part Q = z21 + z¯
2
1 and, like the generic elliptic case, zero cubic
part. As mentioned earlier, a version of Lemma 5.10 works, so that
the terms e10α2 z1tα + e
01α
2 z¯1tα can be eliminated without introducing
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any cubic terms in z1, z¯1 only. The deﬁning equation (25) becomes
h2 = z1z¯1 + C(z1, z¯1, t) + O(4), where C is the same as (29). The
transformations preserving this partial normal form are:
z˜1 = a1z1 + p
α
1 z1wα + p
αβ
1 wαwβ(46)
z˜2 = a1
2z1 + ((a1)
2 − a12)z21 + p1α2 z21wα + p2α2 z2wα + p1αβ2 z1wαwβ
w˜ = Rw,
where a1 is a nonzero complex scalar. The coeﬃcients p
αβ
1 , p
1αβ
2 , p
1α
2 ,
p2α2 can eliminate the coeﬃcients e
01αβ
2 , e
10αβ
2 , e
20α
2 , e
02α
2 .
The stabilizer of the new partial normal form is the above group
with the conditions p2α2 = 2a1p
α
1 , p
1α
2 = 2a1p
α
1 − 2a1pα1 , and the new
deﬁning equation after such a transformation with R =   satisﬁes:
C(z1, z¯1, t) =
a1
a1
e11α2 z1z¯1tα.
Note that none of the terms in (46) contributes any quantities of the
form z1z¯1tα.
In the one-parameter (k = 1) case, the single coeﬃcient e0212 (= e
02α
2
with α = 1) can be rotated by a1 and scaled by R1×1, so for e0212 = 0,
a normal form for the 3-manifold  M is
z2 = z
2
1 + z¯
2
1 + t1z1z¯1 + O(4)(47)
s1 = 0.
For k ≥ 2, there are k complex coeﬃcients e02α2 , but there is still
only one complex scalar a1. As in Example 5.14, the real matrix R acts
on the real and imaginary parts of the coeﬃcients, generically taking
the vector (e0212 , e
022
2 , . . . , e
02k
2 ) to (1, i, 0, . . . , 0), so a generic normal
form is
z2 = z¯
2
1 + z
2
1 + (t1 + it2)z1z¯1 + O(4)(48)
sα = 0.
The normal form (47) can be obtained as a non-generic case, for ex-
ample, if the e02α2 are all real.
Example 5.18. The nondegenerate parabolic CR singularity is an
important case; it is well-known that it is an unstable singularity for
a surface M = M0 in C
2, in the sense that, unlike the elliptic or
hyperbolic properties from Example 5.11, one expects that surfaces Mt
near M will generally not all have parabolic singularities. The following
unfolding calculation makes this more precise.
For M ⊆ C2 deﬁned by z2 = Q + C + O(4) with quadratic normal
form Q = z1z¯1 +
1
2
(z21 + z¯
2
1), the transformations (9) of C
2 stabilizing
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the quadratic normal form are z˜1 = a1z1+p1, z˜2 = (a1)
2z2+p2, with p1
weight 2, p2 weight 3, and a1 real and nonzero. For C = i(z1 − z¯1)z1z¯1
as in Proposition 5.1, the stabilizer of the cubic normal form is z˜1 =
z1 +a2z2 +p1, z˜2 = z2 +p2, with a1 = 1, a2 purely imaginary, p1 weight
3, and p2 weight 4.
For  M ⊆ C2+k as in (26), a transformation (27–28) of the form
z˜1 = a1z1+a
αwα, z˜2 = (a1)
2z2, w˜ = w transforms the term e
01α
2 z¯1tα into
(a1e
01α
2 − aα − aα)z¯1tα. So, unlike every one of the previous Examples,
only the real part of aα contributes to the normalization. Canceling
the real parts of e01α2 leaves a vector of purely imaginary coeﬃcients,
which is either the zero vector, or can be normalized by Rk×k to −i ·
(1, 0, . . . , 0). Then, a transformation z˜2 = z2 + p
α
2 z1wα gives a real
valued quadratic part for the following normal form for  M :
(49) z2 = z1z¯1 +
1
2
(z21 + z¯
2
1) + i(z1 − z¯1)t1 + C(z1, z¯1, t) + O(4),
where C(z1, z¯1, 0) = i(z1 − z¯1)z1z¯1 is as in Proposition 5.1 and the
other terms in C are as in (29). This normal form already resembles
the normal form for a parabolic CR singularity of a real n-manifold in
Cn, as in Proposition 5.8.
The transformation group (27–28) contributing to the normaliza-
tion of cubic terms, without introducing quadratic terms, is
z˜1 = z1 + a2z2 + a
αwα + p1(z1, z2, w)(50)
z˜2 = z2 + p
1α
2 w1wα + p2(z1, z2, w)
w˜1 = w1 + P1(w)
w˜j = r
α
j wα + Pj(w), j = 2, . . . , k
with a2 and a
α purely imaginary and p1α2 = 2ia
α.
If we use a particular transformation of the above form with a2 =
0, p1 = p
α
1 z1wα, p2 = p
α
2 z2wα, w˜ = w, the coeﬃcient of e
02α
2 z¯
2
1tα is
transformed to
e02α2 +
1
2
pα2 − pα1 + iaα,
and the coeﬃcient of e11α2 z1z¯1tα is transformed to
e11α2 + p
α
2 − pα1 − pα1 − 4iaα.
The aα quantities come from transforming the cubic term i(z1−z¯1)z1z¯1,
so this step is where the nondegeneracy property of M is used. Setting
both quantities to zero gives a system of two equations that has a
solution: solving the ﬁrst for pα2 and plugging into the second gives
1
2
(pα1 − pα1 ) + 3iaα −
1
2
e11α2 + e
02α
2 = 0,
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where the imaginary part of pα1 and the real quantity 3ia
α are enough
to cancel the given complex part. This cancellation, using the linear
coeﬃcients aα, takes the normalization a little further than that of
[Webster2]; in the nondegenerate parabolic case of Proposition 5.8,
the coeﬃcients ησn can be canceled by a transformation of C
n in Bn,n.
The previous step cancels the e02α2 z¯
2
1tα and e
11α
2 z1z¯1tα terms, but
also changes the coeﬃcients of z¯1tαtβ and other terms. We reassign the
same e2 labels to the new coeﬃcients. Another particular transforma-
tion,
z˜1 = z1 + p
αβ
1 wαwβ
z˜2 = z2 + p
1αβ
2 z1wαwβ
w˜1 = w1 + P
αβ
1 wαwβ
w˜j = wj , j = 2, . . . , k
transforms the coeﬃcient of e01αβ2 z¯1tαtβ to
e01αβ2 − (pαβ1 + pαβ1 ) + iP αβ1 ,
without reintroducing either of the previously normalized terms z1z¯1tα,
z¯21tα. The real part of p
αβ
1 and the real coeﬃcients P
αβ
1 can elimi-
nate all the e01αβ2 z¯1tαtβ terms. The coeﬃcients p
1αβ
2 can eliminate the
e10αβ2 z1tαtβ terms and similarly, the remaining terms, not involving z¯1,
can be eliminated by transformations of z2, so the generic normal form
for  M has cubic part not depending on t:
z2 = z1z¯1 +
1
2
(z21 + z¯
2
1) + i(z1 − z¯1)t1 + i(z1 − z¯1)z1z¯1 + O(4).
The last step with P αβ1 required the nondegeneracy of the quadratic
normal form (49).
Although the case where the unfolding  M has a degenerate normal
form, in which the quadratic terms do not depend on t, is not considered
here, it is notable that the one-parameter unfolding resembling (31):
z2 = z1z¯1 + (
1
2
+ t1) · (z21 + z¯21) + i(z1 − z¯1)z1z¯1 + O(4),
is not u-equivalent to a nondegenerate unfolding of the form (49), since
by the above calculation, the cubic terms (z21 + z¯
2
1)t1 can be eliminated
without introducing any quadratic terms.
Example 5.19. For M ⊆ C2 with a degenerate parabolic CR sin-
gularity, deﬁned by
z2 = z1z¯1 +
1
2
(z21 + z¯
2
1) + η(z
2
1 + z¯
2
1)z1z¯1 + O(5),
32 UNFOLDING CR SINGULARITIES
the normal form has zero cubic part, and the quartic terms are η(z21 +
z¯21)z1z¯1, η = ±1, 0. The calculations for a normal form for  M proceed
at ﬁrst in the same way as in the previous Example, so the generic
unfolding has a normal form with the same quadratic terms as (49).
We will consider only the η = ±1 cases.
The transformation group (27–28) contributing to the normaliza-
tion of cubic terms, without introducing quadratic terms, is similar to
(50):
z˜1 = a1z1 + a2z2 + a
αwα + p1(z1, z2, w)(51)
z˜2 = z2 + p
1α
2 w1wα + p2(z1, z2, w)
w˜1 = a1w1 + P1(w)
w˜j = r
α
j wα + Pj(w), j = 2, . . . , k
with a1 = ±1, a2 and aα purely imaginary, and p1α2 = 2ia1aα.
If we apply the above transformation in its most general form except
that w˜j = wj for j = 2, . . . , k, and label some terms p
α
1 z1wα, p
α
2 z2wα,
the coeﬃcient of e02α2 z¯
2
1tα is transformed in the α = 1 case to
a1e
021
2 +
a1
2
p12 − p11 − ia2,
and for α = 2, . . . , k to
e02α2 +
1
2
pα2 − a1pα1 .
The coeﬃcient of e11α2 z1z¯1tα is transformed in the α = 1 case to
a1e
111
2 + a1p
1
2 − (p11 + p11)− 2ia2,
and for α = 2, . . . , k to
e11α2 + p
α
2 − a1(pα1 + pα1 ).
Unlike the previous Example, the coeﬃcients aα do not contribute to
these terms. Even including the imaginary coeﬃcient a2, the transfor-
mation group does not have enough degrees of freedom to cancel both
the e02α2 and e
11α
2 terms simultaneously. We choose to cancel the e
11α
2
coeﬃcients and the imaginary parts of the e02α2 coeﬃcients (this is a
diﬀerent choice from the normalization of Proposition 5.8). Then the
rβα block can normalize the real coeﬃcients e
02α
2 to (0, 1, 0, . . . , 0), gener-
ically if k ≥ 2. So, the generic k-parameter unfolding of a degenerate
parabolic CR singularity has the following cubic normal form:
z2 = z1z¯1 + (
1
2
+ t2) · (z21 + z¯21) + i(z1 − z¯1)t1(52)
±(z21 + z¯21)z1z¯1 + F (z1, z¯1, t) + O(5), k ≥ 2,
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where the quartic terms F = F (z1, z¯1, t) depending on t are the same
as (33).
For k = 1, or in a degenerate case where the e02α2 terms depend
only on t1, the real coeﬃcient cannot be re-scaled except by a1 = ±1,
so there is a real modulus. The remaining cubic coeﬃcients can be
normalized exactly as in the previous Example (assuming the nonde-
generacy of the quadratic part so there is a i(z1 − z¯1)t1 term), so the
generic 1-parameter unfolding (or a non-generic k-parameter unfold-
ing), of a degenerate parabolic CR singularity has the following cubic
normal form:
z2 = z1z¯1 + (
1
2
+ εt1) · (z21 + z¯21) + i(z1 − z¯1)t1(53)
±(z21 + z¯21)z1z¯1 + F (z1, z¯1, t) + O(5), ε ≥ 0.
The modulus ε ≥ 0 can be interpreted as a choice of line through the
origin in the (t1, t2)-plane in the parameter space for (52).
Returning to the normal form (52), the quantity F = F (z1, z¯1, t)
can in fact be normalized to zero by a transformation of the form (51).
This elimination of F is similar to the result from Example 5.13, but the
details of the lengthy calculation are diﬀerent, and again only sketched
here. Let a1 = 1, a2 = 0 in (51), let p1 and p2 be as in (34, 35) so they
include (among others) terms labeled
p20α1 z
2
1wα + p
01α
1 z2wα + p
1αβ
1 z1wαwβ + p
K
1 w
K,
p11α2 z1z2wα + p
01αβ
2 z2wαwβ,
and let w˜1 = w1 + P
K
1 w
K, w˜2 = w2 + P
αβ
2 wαwβ, w˜α = wα, α =
3, . . . , k. Then the system of equations from a comparison of coeﬃcients
is solvable: p20α1 cancels the z¯
3
1tα terms of F , p
11α
2 cancels the z1z¯
2
1tα
terms, p01αβ2 cancels the z¯
2
1tαtβ terms, the real part of p
01α
1 and the
imaginary coeﬃcients aα cancel the z21 z¯1tα terms, the imaginary part
of p1αβ1 and the real coeﬃcients P
αβ
2 cancel the z1z¯1tαtβ terms, and
the real part of pK1 and the real coeﬃcients P
K
1 cancel the z¯1t
K terms.
The other terms of F do not depend on z¯1 and can be canceled by
corresponding terms remaining in p2.
In the k = 1 case, F (z1, z¯1, t1) can also be eliminated from (53)
(for any ε ≥ 0), but in this case the analogous computation uses the
term p21z1z2 from (21) with a real coeﬃcient in place of P
αβ
2 = P
11
2 ; the
quantity p2(z1, z2) from (21) can compensate for the quartic terms in
z1, z¯1 this introduces.
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Example 5.20. As an example of a one-parameter family of sur-
faces which is so degenerate that it does not exhibit any of the un-
foldings considered in Examples 5.11 – 5.19, but which is interesting
from a global point of view as a case where the index sum formula (7) is
nonzero, we consider the following map using homogeneous coordinates
as a family of embeddings of CP 1 in CP 2, parametrized by t1 ∈ R.
G : CP 1 × R → CP 2
([z0 : z1], t1) 	→ [z0 · (z0z¯0 + z1z¯1) · (2z0z¯0 + z1z¯1 − z0z¯1 − z¯0z1)
: z1 · (z0z¯0 + z1z¯1) · (2z0z¯0 + z1z¯1 − z0z¯1 − z¯0z1)
: t1z0 · (2z0z¯0 + 3z1z¯1) · (z0z¯0 − z0z¯1 − z¯0z1)].
At t1 = 0, this is a holomorphic embedding [z0 : z1] 	→ [z0 : z1 : 0]
(so the image G(CP 1 × {0}) has a degenerate CR singularity at every
point). For a ﬁxed value of t1, the restriction to one aﬃne neighborhood
in the domain CP 1 has image contained in an aﬃne neighborhood of
CP 2:
[1 : z1] 	→
[
1 : z1 : t1 · (2 + 3|z1|2) ·
(
1
1 + |z1|2 −
1
1 + |z1 − 1|2
)]
.
The image ﬁts inside R3 ⊆ C2, and for t1 = 0, it has two elliptic points
and no hyperbolic points. This is the entire image G(CP 1 × {t1}),
except for one point at inﬁnity. A restriction to another pair of aﬃne
neighborhoods is:
[z0 : 1] 	→
[
z0 : 1 :
t1z0 · (2z0z¯0 + 3) · (z0z¯0 − z0 − z¯0)
(z0z¯0 + 1) · (2z0z¯0 + 1− z0 − z¯0)
]
,
which for t1 = 0 is in standard position (8), but not ﬂattened in-
side R3. Observing the z0z¯0 term in the numerator, the view in this
neighborhood shows a third elliptic point at [0 : 1 : 0]. This exam-
ple is consistent with the calculation of [F] §7 (see also [IS] App. IV),
showing that there is a small perturbation of a complex projective
line in CP 2 into a real surface in general position, with index sum∑
ind(x) =
∫
c1(F, J) = 3 (where (F, J) is the restriction of TCP
2 to
the surface), and exactly three positively oriented elliptic points.
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5.3. Visualization.
From the global theory of immersed compact surfaces discussed in
Section 2, one expects CR singularities disappearing (or appearing)
in a deformation will generally cancel (or be created) in pairs: one
elliptic and one hyperbolic, with the same orientation. Example 5.18
represents a local version of this phenomenon, and the normal form
(49) for the unfolding ﬂattens (at least up to +O(3)) to ﬁt in R3 ×R,
so it can be illustrated by a series of pictures.
In fact, for most of the examples of unfoldings  M in the previous
Subsection, we were able to choose normal forms so that for each t,
the slice Mt is contained in R
3 × {t}, at least up to some degree —
there may be higher degree terms with nonzero imaginary parts. Here,
we truncate the deﬁning equations to their lower-degree, holomorphi-
cally ﬂattened normal forms, to view a graphical representation of the
unfolding of M ⊆ R3 × {0}. In the following Figures, we visualize
R3 ⊆ C2 as the x1, y1, x2-subspace, where the x1, y1-plane is the z1-axis
and the horizontal planes parallel to it are also complex lines. Each of
the normal forms for surfaces M in Proposition 5.1 is in standard po-
sition, so that the CR singularity is at the origin, and the x1, y1-plane
is the complex tangent line. For some unfoldings  M , a slice Mt could
have a CR singularity at some point other than the origin of C2×{t},
or could have a complex tangent line other than the z1-axis, although
when Mt ﬁts inside R
3 × {t}, the only possible complex tangent lines
are horizontal planes parallel to the z1-axis. So, in these pictures ren-
dered by [POV-Ray], the CR singularities will be visible as horizontal
tangents, i.e., the familiar critical points of the real height function in
the x2 direction.
Example 5.21. In Figure 1, the elliptic CR singularity of a surface
z2 = z1z¯1 + γ(z
2
1 + z¯
2
1), 0 < γ <
1
2
is shown as the vertex of an elliptic paraboloid, tangent to the z1-axis
at the origin. It meets complex lines (horizontal planes) in ellipses, or
in a single point, at the CR singularity.
Example 5.22. In Figure 2, the hyperbolic CR singularity of a
surface
z2 = z1z¯1 + γ(z
2
1 + z¯
2
1),
1
2
< γ < ∞
is the saddle point, located at the crossing-point of the ×-shaped de-
generate conic level set. The other level curves are hyperbolas. The
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Figure 1. Elliptic CR singularity
Figure 2. Hyperbolic CR singularity
angle at the singular point, formed by the intersection of the surface
with the complex tangent line, is clearly a biholomorphic invariant.
Looking at the quadric models for generic elliptic and hyperbolic
singularities, their non-trivial intersections with complex lines parallel
to the x1, y1-plane are conics of a constant eccentricity. Varying the
parameter t1 near 0 in the generic unfolding (31) varies the eccentricity,
and the angle in the hyperbolic case.
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Figure 3. Nondegenerate parabolic CR singularity
Example 5.23. In Figure 3, the nondegenerate parabolic CR sin-
gularity of the surface
z2 = z1z¯1 +
1
2
(z21 + z¯
2
1) + i(z1 − z¯1)z1z¯1
is located at the cusp of the -shaped singular level set.
A nondegenerate unfolding  M of the above parabolic singularity, as
in Example 5.18 with k = 1, is the cubic normal form:
(54) z2 = z1z¯1 +
1
2
(z21 + z¯
2
1) + i(z1 − z¯1)t1 + i(z1 − z¯1)z1z¯1.
For t = (t1) with t1 < 0, there is a pair of CR singularities in the de-
formed surface Mt, one elliptic and one hyperbolic, as shown in Figure
4, and for t1 > 0, the surface Mt is totally real in C
2 × {t}, showing
no horizontal tangents in Figure 5. The unfolding in Figures 3–5 is
similar to Figure 1 of [Callahan], illustrating graphs of a family of
smooth functions undergoing a “catastrophe” as the number of local
minimum points varies with the parameter t.
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Figure 4. Deformation, t1 < 0, of nondegenerate par-
abolic CR singularity into an elliptic/hyperbolic pair of
CR singularities
Figure 5. Totally real deformation, t1 > 0, of nonde-
generate parabolic CR singularity
To more precisely analyze the local geometry of the unfolding, we
return to the complexiﬁcation construction of Section 4. Corresponding
to the smooth real variety  M ⊆ C2+1 is a smooth complex variety
 Mc ⊆ C2(2+1), parametrized by Σ : C2+1 → C2(2+1). Let C2+1 have
coordinates (z1, ζ1, ω1). The image of  Mc under the projection π :
C2(2+1) → C2+1 is all of C2+1; the map π ◦ Σ as in (19):
π ◦ Σ : C2+1 → C2+1 : (z1, ζ1, ω1)
	→ (z1, z1ζ1 + 1
2
(z21 + ζ
2
1) + i(z1 − ζ1)ω1 + i(z1 − ζ1)z1ζ1, ω1)T
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is a two-to-one branched cover near (0, 0). At each point in the domain
C
2+1, the complex Jacobian of this polynomial map either will have
full rank, 3, or will be singular, with rank 2. The singular locus in the
domain is the complex aﬃne quadric variety
{z1 + ζ1 − iω1 + iz21 − 2iz1ζ1 = 0},
and, near the origin, this is also exactly the locus where π ◦ Σ is one-
to-one.
As in (18), let δ denote the inclusion of the totally real subspace
{ζ1 = z¯1, ω1 = ω1 = t1}
in C2+1, so  M is the image of π ◦ Σ ◦ δ. The intersection of this real
subspace with the singular locus is
{(x1 + iy1, x1 − iy1, t1) : 2x1 − 2x1y1 = 0, t1 + x21 + 3y21 = 0}.
The ﬁrst condition factors as 2x1(1 − y1) = 0, and if we are only
considering points in  M near (0, 0), the solution set is {x1 = 0, y1 =
±√−t1/3}. So, the candidates for CR singular points in  M near (0, 0)
are of the form
{(z1, z2, t1)T = (±i
√
−t1/3,±4(−t1/3)3/2, t1)T} ⊆  M ⊆ C2+1,
or in implicit form, this locus is the real twisted cubic curve {t1+3y21 =
0, x2 − 4y31 = 0} in the y1, x2, t1 real coordinate subspace, tangent to
the y1-axis.
In fact, this real curve is the CR singular locus N1 of  M near (0, 0),
as can be seen by ﬁxing t = (t1) with t1 < 0, and moving the slice Mt
into standard position in C2 × {t}. Corresponding to one candidate
point in the slice Mt, we ﬁrst consider a translation of the form z˜1 =
z1 − i
√−t1/3. Substituting z˜1 + i√−t1/3 for z1 in RHS of (54) (and
dropping the tilde) gives:
4(−t1
3
)
3
2 + (1− 4
√
−t1
3
)z1z¯1 + (
1
2
+
√
−t1
3
)(z21 + z¯
2
1) + i(z1 − z¯1)z1z¯1,
so translating and then rescaling z2 gives the normal form:
z2 = z1z¯1 + γt(z
2
1 + z¯
2
1) + O(3),
where γt =
1
2
+
√
−t1/3
1−4
√
−t1/3
. It can be concluded that the tangent plane
to Mt at the original candidate point is a complex line parallel to
the z1-axis (as expected from Figure 4), and the CR singularity is
hyperbolic for −3
16
< t1 < 0. The other substitution, z˜1 − i
√−t1/3,
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Figure 6. Degenerate parabolic CR singularity, η = −1
translating the other candidate point, leads to a similar calculation
but with γt =
1
2
−
√
−t1/3
1+4
√
−t1/3
, at the elliptic CR singularity.
The property that the complexiﬁed parametrization π ◦Σ is a two-
to-one ramiﬁed map (locally, near the parabolic point) is shared with
the generic elliptic and hyperbolic points of real n-manifolds in Cn, as
considered by [MW]. The observation that the curve N1 is tangent to
the complex z1-axis is an example of the intrinsic characterization of
the parabolic point of the real 3-manifold  M in C3, as in Remark 5.9.
Example 5.24. A surface with a degenerate parabolic CR singu-
larity has a quartic normal form, as in Proposition 5.1:
z2 = z1z¯1 +
1
2
(z21 + z¯
2
1) + η(z
2
1 + z¯
2
1)z1z¯1 + O(5), η = +1,−1, 0.(55)
We will consider the η = ±1 cases only, and drop the O(5) part in the
following illustrations.
In the η = −1 case, (55) simpliﬁes to
x2 = 2x
2
1 − 2x41 + 2y41,
the graph of which is a surface M− with a local minimum at the origin
in R3 (the y2 = 0 subspace) in Figure 6.
The critical point of the height function is degenerate in the sense
of Morse Theory, being ﬂat in the y1 direction.
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Figure 7. Degenerate parabolic CR singularity, η = +1
In the η = +1 case, (55) simpliﬁes to
x2 = 2x
2
1 + 2x
4
1 − 2y41,
a surface M+ which has a degenerate saddle point at the origin in R3
in Figure 7.
The level set of a nondegenerate saddle point has a × shape as in
Figure 2, but the level set intersecting the critical point of the height
function in Figure 7 is a self-tangent curve. The level sets of Figures
1–3, 6, and 7 resemble the sketches in [Martinet] §3.XII.5, of level
curves of smooth functions of two real variables with critical points.
One expects from Morse Theory that smooth perturbations of the
surface M+ or M− in R3 will replace one of these degenerate critical
points by one or more nondegenerate critical points. The normal form
calculation (52) from Example 5.19 shows that a generic 2-parameter
unfolding of M± in C2 is u-equivalent (up to fourth degree, continuing
to neglect O(5)) to the following  M± ⊆ R3×R2 ⊆ C2×R2, where each
slice M±t is visible in R
3 × {t}:
z2 = z1z¯1 + (
1
2
+ t2) · (z21 + z¯21) + i(z1 − z¯1)t1 ± (z21 + z¯21)z1z¯1(56)
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Figure 8. Deformation of the η = −1 degenerate par-
abolic CR singularity, t1 = 0, t2 = 0
Figure 9. Deformation of the η = −1 degenerate par-
abolic CR singularity, t1 = 0, t2 < 0
In the η = −1 case, varying the ﬁrst unfolding parameter t1 while
ﬁxing the second, t2 = 0, introduces a linear (in y1) term in the real
deﬁning equation:
x2 = 2x
2
1 − 2x41 + 2y41 − 2t1y1.
The slices M−t = M
−
(t1,0)
have a nondegenerate elliptic point away from
the origin, as in Figure 8.
Continuing with η = −1, ﬁxing the ﬁrst unfolding parameter t1 = 0
while choosing nonzero values for the second, t2, introduces a quadratic
(in x1, y1) term in the real deﬁning equation:
x2 = 2x
2
1 − 2x41 + 2y41 + 2t2(x21 − y21).
For t2 < 0, the slices M
−
t = M
−
(0,t2)
have a nondegenerate elliptic point
at the origin, as in Figure 9, but for t2 > 0, there is a hyperbolic CR
singularity at the origin and there are two elliptic points nearby, as in
Figure 10.
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Figure 10. Deformation of the η = −1 degenerate par-
abolic CR singularity, t1 = 0, t2 > 0
Figure 11. Deformation of the η = +1 degenerate par-
abolic CR singularity, t1 = 0, t2 = 0
In the η = +1 case, varying the ﬁrst unfolding parameter t1 while
ﬁxing the second, t2 = 0, gives slices M
+
t = M
+
(t1,0)
with a nondegener-
ate hyperbolic point away from the origin, as in Figure 11.
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Figure 12. Deformation of the η = +1 degenerate par-
abolic CR singularity, t1 = 0, t2 > 0
Figure 13. Deformation of the η = +1 degenerate par-
abolic CR singularity, t1 = 0, t2 < 0
Continuing with η = +1, ﬁxing the ﬁrst unfolding parameter t1 =
0 while varying the second, t2, gives slices M
+
t = M
+
(0,t2)
with one
nondegenerate hyperbolic point at the origin for t2 > 0, as in Figure
12, but for t2 < 0, there is an elliptic CR singularity at the origin and
two hyperbolic points nearby, as in Figure 13.
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All these unfoldings of the degenerate and nondegenerate parabolic
points are consistent with the conservation of topological index sum of
real surfaces in C2 under perturbations as in Section 2. The unfolding
of the nondegenerate parabolic point has a pair of points with indices
+1 and−1 before they cancel and the surface becomes totally real. The
slices in the unfolding of the degenerate parabolic case with η = −1
have index sum +1 near the origin, when there are 1 or 3 nondegenerate
critical points; and similarly, the slices with nondegenerate singularities
in the η = +1 case have a local sum of −1.
To more precisely analyze the local geometry of the unfoldings  M±,
we turn again to the complexiﬁcation construction of Section 4. Corre-
sponding to the smooth real variety  M+ ⊆ C2+2 is a smooth complex
variety  M+c ⊆ C2(2+2), parametrized by Σ : C2+2 → C2(2+2). Let C2+2
have coordinates (z1, ζ1, ω1, ω2). The image of  M
+
c under the projection
π : C2(2+2) → C2+2 is all of C2+2; the map π ◦ Σ as in (19):
π ◦ Σ : C2+2 → C2+2 : (z1, ζ1, ω1, ω2) 	→
(z1, z1ζ1 + (
1
2
+ ω2) · (z21 + ζ21 ) + i(z1 − ζ1)ω1 + (z21 + ζ21 )z1ζ1, ω1, ω2)T
is a two-to-one branched cover near (0, 0). (Globally, points in the
target can have up to three inverse images, but points near the origin
have at most two inverse images near the origin in the domain.) At
each point in the domain C2+2, the complex Jacobian of this polynomial
map either will have full rank, 4, or will be singular, with rank 3. The
singular locus in the domain is the complex aﬃne variety
{z1 + (1
2
+ ω2)2ζ1 − iω1 + z31 + 3z1ζ21 = 0}.
As in (18), let δ denote the inclusion of the totally real subspace
{ζ1 = z¯1, ω1 = ω1 = t1, ω2 = ω2 = t2}
in C2+2, so  M+ is the image of π ◦ Σ ◦ δ. The intersection of this real
subspace with the singular locus is
{(x1 + iy1, x1− iy1, t1, t2) : 2(1 + t2)x1 +4x31 = 0, 4y31 + 2t2y1 + t1 = 0}.
The ﬁrst condition factors as 2x1(1 + t2 + 2x
2
1) = 0, and if we are only
considering points in  M+ near (0, 0), the solution set in the x1, y1-plane
for each t = (t1, t2) is a set of at most three points on the y1-axis, as in
Figures 7, 11–13. So, the candidates for CR singular points in  M near
(0, 0) are of the form
{(z1, z2, t1, t2)T = (iy1,−2t2y21 − 2t1y1 − 2y41, t1, t2)T} ⊆  M+ ⊆ C2+2,
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Figure 14. Discriminant locus in the t1, t2 parameter
space for the unfolding  M+
where y1 satisﬁes 4y
3
1 +2t2y1+ t1 = 0. This locus is a surface contained
in the real y1, x2, t1, t2 subspace, which is smooth near the origin, and
its tangent plane at the origin is the y1, t2-plane.
The discriminant of the cubic equation 4y31 + 2t2y1 + t1 = 0 is
−432t21 − 128t32, and the zero locus of this curve is plotted in the t1, t2
parameter space in Figure 14.
When t1 = t2 = 0, the cubic equation has a triple root, and the slice
M+0 has an isolated degenerate parabolic CR singularity as in Figure 7.
When t = (t1, t2) is a point above the uprise-shaped curve, so t2 > −32 t2/31 ,
the cubic has one real root and M+t has an isolated hyperbolic CR
singularity at (z1, z2)
T = (iy1,−2t2y21 − 2t1y1 − 2y41)T as in Figures
11 and 12. When t is below the curve, the cubic equation has three
distinct roots and M+t has two hyperbolic CR singularities and one
elliptic CR singularity near 0. For points t = (t1,−32 t2/31 ) on the curve,
but not at the cusp at the origin, the cubic has two solutions, a simple
root at y1 = −t1/31 , and a double root at y1 = 12t1/31 . Near 0, M+t
has a hyperbolic CR singularity at (z1, z2)
T = (−it1/31 , 3t4/31 )T , and a
nondegenerate parabolic CR singularity at (z1, z2)
T = ( i
2
t
1/3
1 ,−38t4/31 )T .
This can be veriﬁed by a translation to standard position and then
transformation to normal form as in the previous Example. In this
case, the hyperbolic singularity of M+t has γt =
1
2
· 1+3t
2/3
1
1−6t2/31
, > 1
2
for t1
close to but not equal to 0. The parabolic point of M+t can be put, by
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a holomorphic (but nonlinear) transformation, into the form
z2 = z1z¯1 +
1
2
(z21 + z¯
2
1)−
4it
1/3
1
3t
2/3
1 − 2
(z1 − z¯1)z1z¯1 + O(4),
so it is a nondegenerate parabolic point for t1 close to but not equal to
0, as in Proposition 5.1.
Figure 14 resembles Figure 4 of [Callahan], and the overall geome-
try of this unfolding resembles the analogous catastrophe phenomenon
described by [Callahan]. Considering  M+ as a four-dimensional sub-
manifold of C4, it has a degenerate parabolic CR singularity at the
origin, in the sense of Proposition 5.8. The CR singular locus N1 is a
totally real surface in  M+, and its tangent plane at the origin meets
the complex tangent line in the y1-axis, the parabolic line as in Remark
5.9. The locus of parabolic points
{(z1, z2, w1, w2)T = ( i
2
t
1/3
1 ,−
3
8
t
4/3
1 , t1,−
3
2
t
2/3
1 )
T}
is a smooth curve, which could be re-parametrized as:
(
i
2
y1,−3
8
y41, y
3
1,−
3
2
y21)
T ,
also tangent to the y1-axis. The tangency of the parabolic locus to the
parabolic line is an intrinsic characterization of the degenerate para-
bolic point of an n-manifold in Cn (Proposition 4.1 of [Webster2]).
The geometry of the unfolding  M− is analyzed by similar calcu-
lations. For t = (t1, t2), the z1 coordinates of the CR singularities
of the slice Mt are iy1, where y1 is a solution of the cubic equation
−4y31 + 2t2y1 + t1 = 0. The discriminant is 128t32 − 432t21, so its zero
locus is just an upside-down Figure 14. The slice Mt will have two
elliptic points and one hyperbolic point as in Figure 10 for t above the
-shaped curve, one elliptic point as in Figures 8, 9, for t below the
curve, and one elliptic point and one nondegenerate parabolic point for
t = 0 on the curve.
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6. Real m-submanifolds in Cn, m < n
We move to the case of higher dimension, or actually higher codi-
mension, where m < n. In some of the results of this Section, we will
also restrict our attention to the case m = 2
3
(n+1), where M in general
position will be totally real except for isolated points in N1.
6.1. Normal forms.
We recall from [Beloshapka] and [C1], without re-working all of
the details, the derivation of a normal form and the nondegeneracy
conditions for the deﬁning equations of M , in the stable dimension
range 2
3
(n + 1) ≤ m < n. The equations in standard position as in (8)
are:
Hσ(z1, z¯1, x) = ασz
2
1 + βσz1z¯1 + γσz¯
2
1 +
(∑
δσ1σ z1xσ1
)
+
(∑
σ1σ z¯1xσ1
)
+
(∑
θσ1σ2σ xσ1xσ2
)
+ Eσ(z1, z¯1, x)(57)
hu(z1, z¯1, x) = αuz
2
1 + βuz1z¯1 + γuz¯
2
1 +
(∑
δσ1u z1xσ1
)
+
(∑
σ1u z¯1xσ1
)
+
(∑
θσ1σ2u xσ1xσ2
)
+ eu(z1, z¯1, x),
where Eσ = O(3) is real valued for σ = 2, . . . , m− 1, and eu = O(3) is
complex valued for u = m, . . . , n.
The ﬁrst nondegeneracy condition is that the (n−m+1)×2 block
of coeﬃcients βu, γu in the functions hu satisﬁes:
(58) rank
⎛
⎝ βm γm... ...
βn γn
⎞
⎠ = 2.
In the nondegenerate case, there is a holomorphic transformation in
a neighborhood of 0 in Cn taking M to the following partial normal
form:
yσ = Hσ(z1, z¯1, x) = 0 + Eσ(z1, z¯1, x) = O(3)(59)
zτ = hτ (z1, z¯1, x) =
(∑
σ1τ z¯1xσ1
)
+ eτ (z1, z¯1, x)(60)
zn−1 = hn−1(z1, z¯1, x) = z¯21 + en−1(z1, z¯1, x)
zn = hn(z1, z¯1, x) = z1z¯1 +
(∑
σ1n z¯1xσ1
)
+ en(z1, z¯1, x),(61)
for τ = m . . . , n− 2, or there are no hτ expressions if m = n− 1. (The
quantities Eσ, eu may have changed but are still O(3).)
The real and imaginary parts of the coeﬃcients σ1u in (60) and (61),
for u = m, . . . , n− 2 and u = n, on the terms z¯1xσ1 , σ1 = 2, . . . , m− 1,
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form a real 2(n − m) × (m − 2) coeﬃcient matrix, in this expression
where the LHS is a column (n−m)-vector:(∑
σ1u z¯1xσ1
)
u=m,...,n−2,n
=(62)
⎛
⎝ 1 i . . . 0 0... ...
0 0 . . . 1 i
⎞
⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
Re(2m) Re(
3
m) . . . Re(
m−1
m )
Im(2m) Im(
3
m) . . . Im(
m−1
m )
...
...
Re(2n−2) Re(
3
n−2) . . . Re(
m−1
n−2 )
Im(2n−2) Im(
3
n−2) . . . Im(
m−1
n−2 )
Re(2n) Re(
3
n) . . . Re(
m−1
n )
Im(2n) Im(
3
n) . . . Im(
m−1
n )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎝ x2...
xm−1
⎞
⎠z¯1.
The second nondegeneracy condition is that this matrix has rank
2(n−m). In the nondegenerate case, there is a linear transformation
(the R block from the matrix A from (9)) taking this coeﬃcient matrix
to an echelon form, so the hτ expressions (60), if any, become
(63) (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + eτ (z1, z¯1, x),
and the hn expression (61) becomes
(64) z1z¯1 + x2z¯1 + ix3z¯1 + en(z1, z¯1, x).
Proposition 6.1 ([C6]). Given
2
3
(n + 1) ≤ m < n, if M is a real
analytic m-submanifold of Cn with a CR singularity satisfying both
nondegeneracy conditions, then there exists a holomorphic coordinate
change z˜ = Az+p as in (9), in a neighborhood of 0 ∈ Cn, transforming
the equations (59–61) into the following real algebraic normal form:
y˜σ = 0, σ = 2, . . . , m− 1(65)
z˜τ = (x˜2(τ−m+2) + ix˜2(τ−m+2)+1)¯˜z1, τ = m . . . , n− 2
z˜n−1 = ¯˜z21
z˜n = (z˜1 + x˜2 + ix˜3)¯˜z1.
So, M can be transformed into the real algebraic variety (65), de-
noted M , with the higher degree terms Eσ, eu eliminated entirely in
a neighborhood of the CR singularity, assuming only that M is real
analytic and satisﬁes both second order nondegeneracy conditions at a
point in N1.
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One could ﬂatten M to ﬁt inside Rn+1 ⊆ Cn, by introducing some
new quadratic terms to get
hτ (z1, z¯1, x) = (z¯1 + z1)x2(τ−m+2) + i(z¯1 − z1)x2(τ−m+2)+1
hn−1(z1, z¯1, x) = z21 + z¯
2
1
hn(z1, z¯1, x) = z1z¯1 + (z¯1 + z1)x2 + i(z¯1 − z1)x3,
but this does not help as much with the visualization as the ﬂattened
normal forms from the previous Section.
So, M has the property of “algebraizability”: having a real alge-
braic representative in its equivalence class. Some real analytic surfaces
in C2 also have this property (Examples 5.4, 5.13), but unlike the case
of surfaces in C2, for M as in Proposition 6.1, there is no continu-
ous invariant. As remarked in [C6], the algebraic normal form (65)
is analogous to, but diﬀerent from, the simplest type of singularity for
diﬀerentiable maps Cm → Cn, where the components of the parametric
map in normal form are monomials.
In the case m = 2
3
(n+ 1), the CR singular point at 0 is an isolated
point and the real coeﬃcient matrix (62) is square, with size 2(n −
m)× 2(n−m). If the linear transformation A is required to preserve
the orientation of T0M , then the nondegenerate normal form
hn = z1z¯1 + x2z¯1 − ix3z¯1 + en(z1, z¯1, x)
is inequivalent to the formula (64) with the other sign. They are related
by the holomorphic transformation z˜3 = −z3, but this switches the ori-
entation of T0M . Recalling the topological description of CR singular-
ities from Section 2, these two nondegenerate normal forms correspond
to the diﬀerential-topological intersection index, +1 or −1, where the
Gauss map M → G meets the oriented submanifold D1 \ D2 ⊆ G.
Continuing under the assumption m = 2
3
(n + 1), if the ﬁrst non-
degeneracy condition is satisﬁed but the second is not, then the real
coeﬃcient matrix in (62) has less than full rank. Assuming it has rank
2(n −m) − 1, a real linear transformation of the x2, . . . , xm−1 coordi-
nates that puts the real matrix into echelon form can make the second
column (corresponding to x3) of the matrix zero, so the expressions
(63) are the same but expression (61) becomes
hn = z1z¯1 + 
2
nz¯1x2 +
(
m−1∑
=4
nz¯1x
)
+ O(3),
where 2n is a nonzero complex coeﬃcient and for  = 4, . . . , m− 1, n
is purely imaginary. A complex linear transformation of the form
z˜ = (a1z1, z2, . . . , zm−1, a1zm, . . . , a1zn−2, a12zn−1, |a1|2zn)T
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can normalize 2n to 1, transforming hn into:
hn = z1z¯1 + z¯1x2 +
(
m−1∑
=4
nz¯1x
)
+ O(3),
where now the coeﬃcients n are complex (using the same symbol even
though the value of the coeﬃcients may have changed). In the (m,n) =
(4, 5) case, there are no terms besides z1z¯1 + z¯1x2. Otherwise, the
remaining terms satisfy the identity:
m−1∑
=4
nz¯1x =
m
2
−1∑
j=2
(2jn z¯1x2j + 
2j+1
n z¯1x2j+1)(66)
=
m
2
−1∑
j=2
(
(Im(2j+1n ) + iIm(
2j
n )) · (x2j + ix2j+1)z¯1
+(Re(2jn )− Im(2j+1n ))z¯1x2j
+(Re(2j+1n ) + Im(
2j
n ))z¯1x2j+1
)
.
The re-grouping allows the elimination of the (x2j + ix2j+1)z¯1 terms by
linear transformations of the form z˜n = zn +
n−2∑
τ=m
aτnzτ , and the remain-
ing z¯1x terms have real coeﬃcients so they can be eliminated by a real
linear transformation of the x2 variable, z˜2 = z2 +
m−1∑
=4
r2z.
Note that it was at this point where we used the assumption m =
2
3
(n + 1). For 2
3
(n + 1) < m < n, there would be terms z¯1x, with
 = 4, . . . , 2n − 2m + 1, 2n − 2m + 2, . . . , m − 1, and only enough zτ
quantities available to cancel  = 4, . . . , 2n− 2m + 1.
This leaves the following quadratic normal form for the deﬁning
equations of M near the origin:
yσ = 0 + Eσ(z1, z¯1, x) = O(3)(67)
zτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + eτ (z1, z¯1, x)
zn−1 = z¯21 + en−1(z1, z¯1, x),
zn = z1z¯1 + z¯1x2 + en(z1, z¯1, x).
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We will not consider degenerate CR singularities where the real
coeﬃcient matrix has rank less than 2(n −m) − 1, or where the ﬁrst
nondegeneracy condition fails. The remainder of this Section will deal
with only the nondegenerate normal form (65) and the degenerate nor-
mal form (67).
Writing out all the cubic terms in m variables in the deﬁning equa-
tions (57) would give a lengthy expression. To get a normal form for
(67), using the transformation group (9) to eliminate as many terms
as possible to simplify the expression, we take three shortcuts.
First, any cubic term in (57) not depending on z¯1, that is, hav-
ing only z1, x2, . . . , xm−1 factors, can be eliminated by a holomorphic
transformation of the form z˜j = zj + pj(z1, z2, . . . , zm−1), j = 2, . . . , n,
which does not change any other cubic terms in the system of equa-
tions, with the possible exception of introducing a complex conjugate
term (involving z¯1 and not z1) in the Hσ expressions.
Second, we can take advantage of the fact that hn−1 and hn ex-
pressions in the normal form (67) have quadratic part identical (up
to re-numbered subscripts) to that of the nondegenerate normal form
for real threefolds in C4, as in [C5]. It was shown there that all cubic
terms of hn−1, hn in z1, z¯1, x2 can be eliminated by a holomorphic
transformation z˜ = z + p(z1, z2, zn−1, zn).
Third, the Eσ, σ = 4, . . . , m− 1 and
hτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + O(3)
quantities have no analogue in [C5], but are identical to the expressions
in [C6]. It was shown in the Proofs of Theorem 5.6 and Corollary 5.7
of [C6] that for each τ = m, . . . , n − 2, all of the cubic terms of the
three expressions hτ , E2(τ−m+2), and E2(τ−m+2)+1 can be eliminated by
a holomorphic transformation of the form z˜τ = zτ + pτ , z˜2(τ−m+2) =
z2(τ−m+2) +p2(τ−m+2), z˜2(τ−m+2)+1 = z2(τ−m+2)+1 +p2(τ−m+2)+1, without
contributing cubic terms to any of the other equations. An analogous
argument applies in this case: the same calculation solving the system
of three equations works, the only minor diﬀerence being in the qua-
dratic part of hn. It also follows from an analogy with the treatment
of the E6 equation from the Proof of Theorem 5.6 of [C6] that for each
σ = 2, 3, the cubic terms of Eσ can be eliminated by a transformation
of the form z˜σ = zσ+pσ, where pσ has weight 3 and does not contribute
cubic terms to the other equations.
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After these steps, the higher degree terms in (67) have a partial
normal form:
Eσ = O(4)(68)
eτ = O(4)
en−1 =
(
m−1∑
j=3
(e1jn−1z¯
2
1xj + e
2j
n−1z1z¯1xj + e
3j
n−1z¯1x2xj
+(
m−1∑
=3
e4jn−1z¯1x)xj)
)
+ O(4)
en =
(
m−1∑
j=3
(e1jn z¯
2
1xj + e
2j
n z1z¯1xj + e
3j
n z¯1x2xj
+(
m−1∑
=3
e4jn z¯1x)xj)
)
+ O(4),
where in the above double sums, e4jn−1 and e
4j
n are 0 if  < j.
A transformation of the form
z˜1 = z1 +
(∑
p2j1 z2zj
)
+
(∑
pj1 zzj
)
,
z˜n−1 = zn−1 +
(∑
p1jn−1zjzn−1
)
+
(∑
p2jn−1zjzn
)
can eliminate all the complex cubic coeﬃcients from en−1.
A transformation of the form
z˜1 = z1 +
∑
p1j1 z1zj ,
z˜n = zn +
(∑
p1jn zjzn−1
)
+
(∑
p2jn zjzn
)
can eliminate the e1jn , e
2j
n , e
3j
n cubic coeﬃcients from en. The p
1j
1 coef-
ﬁcients re-introduce z¯21xj terms in en−1, but they can be eliminated by
another z˜n−1 = zn−1 +
∑
p1jn−1zjzn−1 transformation without changing
en. The partial sum
m−1∑
=4
e4jn z¯1x can be re-grouped exactly as in (66),
so that for each j = 3, . . . , m − 1, terms of the form e4jn z¯1xxj , with
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 = 4, . . . , m− 1, can be eliminated by a transformation of the form
z˜2 = z2 +
m−1∑
=4
pj2 zzj
z˜n = zn +
n−2∑
τ=m
p3τjn zτzj ,
where the coeﬃcients pj2 are real.
Here we are again using the assumption m = 2
3
(n+1). For 2
3
(n+1) <
m < n, there would be terms z¯1xxj , with  = 4, . . . , 2n− 2m+1, 2n−
2m + 2, . . . , m − 1, and only enough zτ quantities available to cancel
 = 4, . . . , 2n− 2m + 1.
This leaves the cubic term e433n z¯1x
2
3. A transformation of the form
z˜ = (a1z1, a1z2 + p
33
2 z
2
3 , r
3
3z3, a1z4, . . . , a1zm−1, (a1)
2zm, . . . , (a1)
2zn)
T ,
with a1 and r
3
3 nonzero and real, and p
33
2 real, results in the new deﬁning
equation
z˜n = z˜1 ¯˜z1 + ¯˜z1x˜2 +
(
a1e
433
n − p332
(r33)
2
)
¯˜z1x˜
2
3 + O(4),
without introducing any other cubic terms or changing the quadratic
part of the other equations. There are no other linear or nonlinear
transformations that contribute to this term (the lengthy check is omit-
ted). Using p332 to cancel the real part of the e
433
n coeﬃcient, and then
re-scaling by a1, e
433
n can be normalized to either i or 0. We regard
the 0 case as another degeneracy, and from this point only consider the
following cubic normal form:
yσ = 0 + Eσ(z1, z¯1, x) = O(4)(69)
zτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + eτ (z1, z¯1, x)
zn−1 = z¯21 + en−1(z1, z¯1, x),
zn = (z1 + x2 + ix
2
3)z¯1 + en(z1, z¯1, x),
where E2, . . . , en have degree d ≥ 4 and are real analytic.
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Proposition 6.2. Given 2
3
(n+1) = m < n, if M is a real analytic
m-submanifold of Cn with a CR singularity that can be put into the
cubic normal form (69), then there exists a holomorphic coordinate
change z˜ = Az+p as in (9), in a neighborhood of 0 ∈ Cn, transforming
the deﬁning equations into the following real algebraic normal form:
y˜σ = 0, σ = 2, . . . , m− 1(70)
z˜τ = (x˜2(τ−m+2) + ix˜2(τ−m+2)+1)¯˜z1, τ = m . . . , n− 2
z˜n−1 = ¯˜z21
z˜n = (z˜1 + x˜2 + ix˜
2
3)¯˜z1.
This Proposition will follow as a corollary of a more general analytic
normal form result, Main Theorem 6.5.
Observe that the the involution z˜3 = −z3, which reverses the orien-
tation of the tangent plane T0M , leaves the normal form (69) invariant,
and is a symmetry of the real variety in Proposition 6.2.
6.2. Unfolding CR singularities of m-submanifolds.
We continue to work with 2
3
(n + 1) ≤ m < n. Recall that the non-
degenerate CR singularities of M are stable in two senses — near such
a point, any small real analytic perturbation of M is locally equivalent
to a constant normal form, and when m = 2
3
(n + 1), the intersection
index (±1) is also constant under a small smooth perturbation. How-
ever, pairs of isolated points with opposite indices may cancel under a
larger-scale homotopy. These three phenomena are all reﬂected in the
analysis of the local normal forms for unfoldings — any unfolding of a
stable CR singular point will be shown to be u-equivalent to a trivial
(or “constant”) unfolding, and a degenerate point will have an unfold-
ing exhibiting a pair creation/annihilation. Unlike the unfoldings of
surfaces considered in Section 5, we will ﬁnd normal forms not only to
arbitrarily high degree, but we will ﬁnd the whole u-equivalence classes
for two diﬀerent normal forms for real analytic submanifolds under
the group Um,n,k of local biholomorphic transformations. The formal
problem, ﬁnding a normal form for higher degree terms, is, like the
calculations of Section 5, a matter of comparison of coeﬃcients, to ﬁnd
series expressions for the nonlinear part p of transformations in Um,n,k
(11) in terms of the series expressions for the given deﬁning equations
(10). A normalizing transformation may not be unique, so our con-
struction of p does more than just establish the existence of a formal
series, it also makes some choices to avoid series that are divergent or
that converge on insuﬃciently large sets.
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Theorem 6.3. Given 2
3
(n+1) ≤ m < n, if M is a real analytic m-
submanifold of Cn with a nondegenerate quadratic normal form as in
the hypothesis of Proposition 6.1, and  M is any real analytic unfolding
of M in Cn+k, with deﬁning equations in standard position
yσ = Eσ(z1, z¯1, x, t) = O(2)(71)
zτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1
+e10ατ tαz1+ e
01α
τ tαz¯1+ e
αβ
τ tαtβ+f
σ1α
τ xσ1tα+ eτ (z1, z¯1, x, t)
zn−1 = z¯21 + e
10α
n−1tαz1 + e
01α
n−1tαz¯1
+eαβn−1tαtβ + f
σ1α
n−1xσ1tα + en−1(z1, z¯1, x, t)
zn = (z1 + x2 + ix3)z¯1(72)
+e10αn tαz1+ e
01α
n tαz¯1+ e
αβ
n tαtβ+f
σ1α
n xσ1tα+ en(z1, z¯1, x, t),
sα = 0, α = 1, . . . , k(73)
then there exists a holomorphic coordinate change (z˜, w˜) = A(z, w) +
p(z, w) in Um,n,k (11), in a neighborhood of (0, 0) ∈ Cn+k, transforming
the equations (71–72) into the real algebraic normal form (65), which
does not depend on t, and preserving the form of (73): s˜α = 0.
Proof. The statement of the Theorem is that any real analytic
unfolding  M of any real analytic, nondegenerate M is u-equivalent (in
some small neighborhood of the origin in Cn+k) to the trivial unfolding
M × Rk, where M is the real algebraic model from the conclusion of
Proposition 6.1.
Considering the quadratic part ﬁrst, as usual any terms in eu not
involving z¯1 can be eliminated by a transformation of the form z˜u =
zu + pu(z1, . . . , zm−1, w). Similarly, terms z1tα can be eliminated from
the real functions Eσ in (71) while simultaneously eliminating their
complex conjugates. The terms e01αn−1tαz¯1 can be eliminated by a linear
transformation z˜1 = z1 + a
αwα, as in the γ = ∞ version of Lemma
5.10.
The real and imaginary parts of the coeﬃcients e01ατ and e
01α
n can
be eliminated by real linear transformations of the x variables, z˜σ =
zσ + r
α
σwα, using real coeﬃcients r
α
σ from the R(m−2)×k block of the
matrix A (12). This is where the second nondegeneracy assumption
on the quadratic normal form of M is used.
The result of this transformation is that the quadratic part of the
deﬁning equations of the unfolding  M does not depend on t. In fact,  M
is a submanifold of real dimension m+k in Cn+k, satisfying 2
3
((n+k)+
1) < (m+k) < n+k, and its quadratic part satisﬁes the nondegeneracy
hypothesis of Proposition 3.3 of [C6], except for a merely notational
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diﬀerence: the real t1, . . . , tk variables in the above quantities appear in
the place of the real xm, . . . , x(m+k)−1 variables from the normal form
of [C6], which occur in the higher degree terms but not the quadratic
part. The conclusion of that Proposition is that there exists a local
holomorphic transformation in Bm,n+k of a neighborhood of the origin
in Cn+k,
(74) (z˜, w˜) = (z, w)+(p1(z, w), . . . , pn(z, w), P1(z, w), . . . , Pk(z, w))
T ,
taking  M to the claimed real algebraic normal form not depending
on t and with s˜α = Im(w˜α) = 0. However, that statement is not
enough to establish u-equivalence, which requires that there exists such
a transformation in the subgroup Um,n,k (11).
An inspection of the Proof of Theorem 5.6 of [C6] will show that
the transformation of the xσ, σ = 2(n + k)− 2(m + k) + 2, . . . , m,
. . . , (m + k)− 1, variables is of the form xσ = Re(zσ), x˜σ = Re(z˜σ),
z˜σ = zσ + pσ, such that the coeﬃcients of pσ are linear combinations of
the real and imaginary parts of the coeﬃcients from Eσ, where yσ = Eσ
is one of the deﬁning equations of the manifold (in [C6], this is worked
out for σ = 6). In the case of  M , yσ, σ = m, . . . , (m+k)−1, corresponds
to Im(wα) = sα, α = σ − (m − 1) = 1, . . . , k, and Eσ corresponds
to the constant function 0 from the RHS of (73). We can conclude
that the component w˜α = wα + Pα(z, w) of the transformation (74) is
simply w˜α = wα. The transformation constructed in Theorem 5.6 and
Corollary 5.7 of [C6] conveniently satisﬁes the reality conditions of (11)
as a consequence of the assumption  M ⊆ Cn × Rk ⊆ Cn+k, and the
transformation of Proposition 3.3 of [C6] is the limit of composites of
such transformations, so it also is in the subgroup Um,n,k.
In [C6], an analogy was oﬀered between the nondegenerate normal
form result (quoted here previously as Proposition 6.1) and a result
of Whitney, that the cross-cap parametrization R2 → R3 : (u, v) 	→
(u, uv, v2) is a normal form for nondegenerate singularities of smooth
maps under smooth coordinate changes. The normal form result of the
above Theorem 6.3 could similarly be considered as analogous to the
cross-cap map’s property that any smooth unfolding is equivalent to a
trivial unfolding (in a speciﬁc sense; see Part 4 of [Martinet]).
Next, for m = 2
3
(n + 1), let M have a degenerate CR singularity
with cubic normal form (69), and let  M be a k-parameter unfolding
of M in standard position. The deﬁning equations of  M are the same
as (71–72) from Theorem 6.3, except that the term iz¯1x3 in (72) is
replaced by iz¯1x
2
3. The elimination of all the quadratic terms involving
t proceeds as in the above Proof, with the exception of the e01αn z¯1tα
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terms. The real part of the complex coeﬃcients e01αn can be eliminated
by z˜2 = z2 + r
α
2wα, but this leaves the transformed equation for zn in
the form
zn = (z1 + x2 + ix
2
3)z¯1 + e
01α
n tαz¯1 + en(z1, z¯1, x, t),
with purely imaginary e01αn . A real linear transformation of the t vari-
ables (the block Rk×k of the matrix A from (12)) can normalize the
coeﬃcient vector (e011n , . . . , e
01k
n ) to either (i, 0, . . . , 0) or (0, . . . , 0). We
regard the zero case as a degenerate unfolding of M , and it is not con-
sidered further. A nondegenerate unfolding of M as in (69) has the
following normal form:
yσ = Eσ(z1, z¯1, x, t)(75)
zτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + eτ (z1, z¯1, x, t)
zn−1 = z¯21 + en−1(z1, z¯1, x, t)
zn = (z1 + x2 + it1 + ix
2
3)z¯1 + en(z1, z¯1, x, t)
sα = 0
where E2, . . . , en have degree 3, and all the cubic terms except iz¯1x
2
3
depend on t.
Remark 6.4. Our ﬁrst observation on the geometry of  M in the
normal form (75) is that, as a real (m+k)-submanifold of Cn+k, it has a
nondegenerate CR singularity and is equivalent under a biholomorphic
coordinate change in Bm,n+k near the origin of Cn+k to the real algebraic
normal form M×Rk from the conclusion of Theorem 6.3. In particular,
the complex linear transformation that switches x3 and t1, z˜3 = w1,
w˜1 = z3, puts  M into the same quadratic normal form as (71–73),
and then the cubic term i¯˜z1t˜
2
1 can be eliminated as in Proposition 3.3
of [C6]. However, this  M is not u-equivalent to M × Rk. Under the
action of the subgroup Um,n,k (11), which does not include any linear
transformation switching x3 and t1, and which preserves the ﬁber C
n×
{0}, the slice M = M0 retains its degenerate normal form. This is
a diﬀerent phenomenon from Examples 5.23 and 5.24, where surfaces
with parabolic points had unfoldings  M and  M± that themselves had
parabolic points as submanifolds of C2+k.
The following result is the Main Theorem, which states that any
real analytic, nondegenerate unfolding (75) of M not only has the alge-
braizability property under u-equivalence, but, further, is u-equivalent
to a unique real algebraic model. The slice M0 is simultaneously trans-
formed into an algebraic normal form, so Proposition 6.2 follows as a
corollary. The m = 4, k = 1, d = 4 case appeared in the Introduction.
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Main Theorem 6.5. Given 2
3
(n + 1) = m < n, if M is a real
analytic m-submanifold of Cn with a degenerate CR singularity having
cubic normal form (69), and  M is a nondegenerate real analytic unfold-
ing of M in Cn+k, with deﬁning equations in standard position given
by (75), then there exists a holomorphic coordinate change (z˜, w˜) =
A(z, w) + p(z, w) in Um,n,k (11), in a neighborhood of (0, 0) ∈ Cn+k,
transforming the equations (75) into the real algebraic normal form:
y˜σ = 0(76)
z˜τ = (x˜2(τ−m+2) + ix˜2(τ−m+2)+1)¯˜z1
z˜n−1 = ¯˜z21
z˜n = (z˜1 + x˜2 + it˜1 + ix˜
2
3)¯˜z1
s˜α = 0.
Remark 6.6. The proof of the Main Theorem will be divided into
several steps. The ﬁrst step would be to show there exists a coordinate
transformation (z˜, w˜) = A(z, w) + p(z, w) in Um,n,k eliminating all the
cubic terms from the normal form (75), except iz¯1x
2
3, so that the quan-
tities E2, . . . , Em−1 , em, . . . , en are all O(4) in z1, z¯1, x, t. However,
rather than going through a lengthy but straightforward calculation to
ﬁnd a suitable invertible matrix A and polynomial p(z, w) achieving
such a transformation, we will skip ahead to the next step in an induc-
tion, and show that if E2, . . . , en are O(d) with d ≥ 4, then there is a
holomorphic transformation so that in the new coordinates, the higher
degree terms of the deﬁning functions have degree greater than d. The
main part of that argument will be the solution of a certain system
of linear equations, Theorem 7.6. After the Proof of that Theorem,
it will be shown in Remark 7.7 how the calculation of that Proof can
be modiﬁed in a small way to go back to the start of the induction at
d = 3 and to establish this cubic normal form.
Then, showing that there exist a linear part A and a holomorphic
function p(z, w), so that (z˜, w˜) = A(z, w) + p(z, w) is in the subgroup
Um,n,k and takes the cubic normal form and eliminates all its higher
degree terms to transform  M into the algebraic variety (76), involves
ﬁnding p as a solution of a system of nonlinear functional equations, by
iterating the solution of the linear system. The convergence argument
is given in Section 7 in a series of steps, each stated as a Theorem.
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6.3. The geometry of the algebraic unfolding.
Before proceeding to the Proof of Main Theorem 6.5, we conclude
this Section by considering the geometry of the real algebraic variety
given by (76), denoted M , which is a representative of the u-equivalence
class for the nondegenerate unfolding  M of any real analytic M with
cubic normal form (69). The example (1) from the Introduction is the
m = 4, n = 5, k = 1 case of M .
Recalling the complexiﬁcation construction from Section 4, corre-
sponding to the smooth real variety M ⊆ Cn+k is a smooth complex
variety Mc ⊆ C2(n+k), parametrized by Σ : Cm+k → C2(n+k). Let Cm+k
have coordinates
(z1, ζ1, ξ2, . . . , ξm−1, ω1, . . . , ωk) = (z1, ζ1, ξ, ω).
The image of Mc under the projection π : C
2(n+k) → Cn+k is a singular
complex variety, parametrized by π ◦ Σ as in (19):
π ◦ Σ : Cm+k → Cn+k :
(z1, ζ1, ξ, ω) 	→ (z1, ξ2, . . . , ξm−1,
. . . , (ξ2(τ−m+1) + iξ2(τ−m+1)+1)ζ1, . . . ,
ζ21 , (z1 + ξ2 + iω1 + iξ
2
3)ζ1, ω1, . . . , ωk)
T .
At each point in the domain Cm+k, the complex Jacobian of this poly-
nomial map either will have full rank, m + k, or will be singular, with
rank m + k − 1. The singular locus in the domain is the aﬃne variety
{ξ2(τ−m+1) + iξ2(τ−m+1)+1 = 0, ζ1 = 0, z1 + ξ2 + iω1 + iξ23 = 0}.
As in (18), let δ denote the inclusion of the totally real subspace
{ζ1 = z¯1, ξ2 = ξ2 = x2, . . . , ωk = ωk = tk}
in Cm+k, so M is the image of π ◦ Σ ◦ δ. The intersection of this real
subspace with the singular locus is
{x4 = . . . = xm−1 = 0, z1 = z¯1 = 0, x2 = 0, t1 + x23 = 0},
so the candidates for CR singular points in M are of the form
{(0, 0, x3, 0, . . . , 0, t1, t2, . . . , tk)T : t1 + x23 = 0} ⊆ M ⊆ Cn+k,
and all the other points in M are totally real. When k = 1, this is a
real parabola in M contained in the real x3, t1 coordinate plane and
tangent to the real x3-axis at the origin; for k > 1, it is a k-dimensional
real parabolic cylinder. As observed in Remark 6.4, M considered as
a real submanifold of Cn+k near the origin is locally biholomorphically
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equivalent to M × Rk, so it has a totally real k-dimensional locus N1
of nondegenerate CR singular points in a neighborhood of (0, 0).
We continue studying the geometry of M by considering the slices
Mt for various t. The slice M0 is exactly the normal form variety
of Proposition 6.2; as a submanifold of Cn, it has a degenerate CR
singular point at the origin and is totally real at every other point. For
t = (t1, . . . , tn) with t1 > 0, the slice Mt is totally real.
For t with t1 < 0, the slice Mt has two candidates for CR singu-
larities, at (0, 0, x3, 0, . . . , 0)
T ∈ Cn, where x3 = ±
√−t1. Keeping in
mind that t is ﬁxed, so t1, . . . , tk are constants with t1 negative, the
equations for Mt in C
n are
yσ = 0
zτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1
zn−1 = z¯21
zn = (z1 + x2 + it1 + ix
2
3)z¯1.(77)
This contains the origin but is not in standard position. Replacing x3
with the quantity x3−
√−t1 is a translation that moves a CR singularity
candidate point to the origin, and Equation (77) becomes
zn = (z1 + x2 − 2i
√−t1x3 + ix23)z¯1,
which is in standard position, in the quadratic normal form (59–61),
with
∑
σ1n xσ1 = x2 − 2i
√−t1x3 and en = ix23z¯1.
Similarly, the other translation x3 	→ x3 +
√−t1 puts Mt into stan-
dard position with deﬁning equation
zn = (z1 + x2 + 2i
√−t1x3 + ix23)z¯1.
The conclusion is that both candidate points are in fact CR singular-
ities, satisfying both nondegeneracy conditions, with complex tangent
lines parallel to the z1-axis, and with opposite indices, ±1, correspond-
ing to the sign of the coeﬃcient of ix3z¯1 in the quadratic normal form.
In the k = 1 case, we can consider t1 as a time parameter increasing
from negative to positive; the unfolding M represents a cancellation,
where Mt has two nondegenerate CR singularities of opposite index
that approach each other, meet at the origin at t1 = 0 so that M0 has
a degenerate CR singularity, and then Mt is totally real afterward. By
Main Theorem 6.5, the same phenomenon is expected to hold, locally
in space and for a short interval of time, for any real analytic unfolding
 M (satisfying a nondegeneracy condition as in (75)) of any real analytic
M0 with a degenerate CR singularity having cubic normal form (69).
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7. Rapid convergence Proof of the Main Theorem
7.1. A functional equation.
To show the existence of a normalizing transformation as claimed
in Main Theorem 6.5, we will set up a system of nonlinear functional
equations, so that any solution p of the system will deﬁne a normalizing
transformation (z˜, w˜) = (z, w)+p in Um,n,k (11). In addition to ﬁnding
a formal power series solution, we will also have to show that the so-
lution is convergent in some neighborhood of the origin. The method
of proof is the rapid convergence technique, as used in [Moser], [C4],
and [C6]. Rather than trying to solve the system of equations directly,
we ﬁrst ﬁnd an approximate solution by solving a related system of
linear equations. Iteration of this process gives a sequence of approxi-
mations that approach an exact solution. We are careful to construct
the approximations so that their domains shrink slowly enough so their
diameters are bounded below by a positive constant.
We start by considering the eﬀect of a coordinate change (11) on
the quadratic and cubic parts of the deﬁning equations in normal form
(75). The transformation (z˜, w˜) = (z, w)+ p is formally invertible near
(0, 0), and it may be useful to think of (z˜, w˜) = (z, w) + p as having
identity linear part, although there may be some linear terms in p,
which could be included as entries in the above-diagonal blocks in the
matrix A (12). In terms of z˜, w˜, z, w, consider the system of equations
0 = Im(z˜σ) = Im(zσ + pσ(z, w))(78)
0 = z˜τ − (¯˜z1x˜2(τ−m+2) + i¯˜z1x˜2(τ−m+2)+1)
= zτ + pτ (z, w)
−(z1 + p1(z, w)) ·Re(z2(τ−m+2) + p2(τ−m+2)(z, w))
−i(z1 + p1(z, w)) · Re(z2(τ−m+2)+1 + p2(τ−m+2)+1(z, w))
0 = z˜n−1 − ¯˜z21
= zn−1 + pn−1(z, w)− (z1 + p1(z, w))2
0 = z˜n − (z˜1 + x˜2 + it˜1 + ix˜23)¯˜z1
= zn + pn(z, w)
−(z1 + p1(z, w)) · (z1 + p1(z, w))
−(z1 + p1(z, w)) ·Re(z2 + p2(z, w))
−i(z1 + p1(z, w)) · Re(w1 + P1(w))
−i(z1 + p1(z, w)) · (Re(z3 + p3(z, w)))2
0 = s˜α = Im(w˜α) = Im(wα + Pα(w)).
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In order to get (76) to be the deﬁning equations for  M in the (z˜, w˜)
coordinates, the above equalities must hold for points (z, w) on  M
and near (0, 0). So, we can replace the z = (z1, . . . , zn)
T and w =
(w1, . . . , wk)
T expressions in (78) by the deﬁning functions (75):
z = (z1, x2 + iE2(z1, z¯1, x, t), . . . , hn(z1, z¯1, x, t))
T ,(79)
w = t = (t1, . . . , tk),
to get a system of equations where the RHS functions depend only on
z1, z¯1, x, t:
0 = Im(xσ + iEσ + pσ(z, t)) = Eσ(z1, z¯1, x, t) + Im(pσ(z, t))(80)
0 = eτ (z1, z¯1, x, t) + pτ (z, t)
−p1(z, t) · (x2(τ−m+2) + ix2(τ−m+2)+1)
−z¯1 · (Re(p2(τ−m+2)(z, t)) + iRe(p2(τ−m+2)+1(z, t)))
−p1(z, t) · (Re(p2(τ−m+2)(z, t)) + iRe(p2(τ−m+2)+1(z, t)))
0 = en−1(z1, z¯1, x, t) + pn−1(z, t)− 2z¯1p1(z, t)− p1(z, t)2
0 = en(z1, z¯1, x, t) + pn(z, t)
−z¯1 · (p1(z, t) + Re(p2(z, t)) + iP1(t) + 2ix3Re(p3(z, t)))
−iz¯1 · (Re(p3(z, t)))2(81)
−(p1(z, t)) · (z1 + x2 + it1 + ix23)
−(p1(z, t)) · (p1(z, t) + Re(p2(z, t)) + iP1(t))
−(p1(z, t)) · (2ix3Re(p3(z, t)) + i(Re(p3(z, t))2))
0 = Im(tα + Pα(t)).(82)
The components of e = (E2, . . . , Em−1, em, . . . , en) appear in (80–82) in
two ways — as terms in the equations, and also in the z input (79) for
each pj(z, t) in (80–82), j = 1, . . . , n. So, given e, if we happen to have
an exact solution p of the above system of functional equations, the
conclusion of Main Theorem 6.5 holds and we are done. However, (80–
82) is a nonlinear system in the unknown quantity p, where in addition
to the composition with the given deﬁning functions (79), there are
products of the components P1, pj, and pj.
If k > 1, there are unknown quantities P2(t), . . . , Pk(t), that appear
only in line (82). The quantity Im(tα + Pα(t)) is identically zero for
any Pα satisfying the reality condition of the subgroup Um,n,k, so we
can choose P2 = . . . = Pk = 0 as the solution, leaving only the real
quantity P1(t) as an unknown to be determined in terms of e.
Suppose e has degree d ≥ 3, then by inspection of the system (79–
82), the components of a solution p have lower bounds on the weight:
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pm, . . . , pn have weight ≥ d, P1, p1, p2, p4, . . . , pm−1 have weight ≥ d−1,
and p3 has weight ≥ d − 2. For d = 3, p3 may include some weight 1
linear terms, of the form
z˜3 = z3 +
(∑
rα3 tα
)
+ (weight ≥ 2),(83)
where rα3 entries from the block R(m−2)×k from matrix A (12) will be
needed (in Remark 7.7) to cancel the imaginary parts of cubic terms
of the form eαn z¯1x3tα.
As a ﬁrst step in solving for p = (p1, . . . , pn, P1, 0, . . . , 0)
T in terms
of e, consider the following system of simpler equations:
0 = Eσ(z1, z¯1, x, t) + Im(pσ(z, t))(84)
0 = eτ (z1, z¯1, x, t) + pτ (z, t)(85)
−p1(z, t) · (x2(τ−m+2) + ix2(τ−m+2)+1)
−z¯1 · (Re(p2(τ−m+2)(z, t)) + iRe(p2(τ−m+2)+1(z, t)))
0 = en−1(z1, z¯1, x, t) + pn−1(z, t)− 2z¯1p1(z, t)(86)
0 = en(z1, z¯1, x, t) + pn(z, t)(87)
−z¯1 · (p1(z, t) + Re(p2(z, t)) + iP1(t) + 2ix3Re(p3(z, t)))
−(p1(z, t)) · (z1 + x2 + it1 + ix23),
where the z input for each pj is:
(88) z = (z1, x2, . . . , xm−1, (x4+ix5)z¯1, . . . , z¯21 , (z1+x2+it1+ix
2
3)z¯1)
T .
This simpliﬁes pj(z, t) by considering only the lower degree terms of
the input (79) that appear in the algebraic normal form (76). Also,
the products of P1, pj, pj are dropped, so that these are (real) linear
equations.
To see how the new equations are related to the original system,
suppose e has degree d ≥ 3, and that p is a solution of (84–88) so
that p3 has weight ≥ d − 2, p1, p2, p4, . . . , pm−1 have weight ≥ d − 1,
and pm, . . . , pn have weight ≥ d. Evaluating the RHS of (80–82) with
this solution for p results in expressions of degree ≥ 2d − 2, except
for the −iz¯1 · (Re(p3(z, t)))2 quantity (81), which has degree 2d − 3
if p3 has weight d − 2. Converting these expressions in z1, z¯1, x, t
to z˜1, ¯˜z1, x˜, t˜, and equating them to the z˜ expressions in (78) gives
the higher degree terms of the new deﬁning equations for  M in the
(z˜, w˜) coordinate system. (It will be shown later (Theorem 7.13) that
in fact for (z, w) ∈  M close enough to (0, 0), z1, z¯1, x, t are real
analytic functions of z˜1, ¯˜z1, x˜, t˜.) If d ≥ 4, then 2d − 3 > d, so the
expressions E2, . . . , en increase in degree, and while a solution p of the
linearized equations is just an approximation to the solution of the
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original system, using such a p to deﬁne a coordinate transformation
does have the eﬀect of nearly doubling the order of vanishing of the e
quantity.
7.2. A solution of a linearized equation.
The goal of this Subsection is to construct a solution p of the system
of linear equations (84–88), given the higher degree terms of the deﬁn-
ing equations, e. The solution p constructed here will be an (n+k)-tuple
of series in z = (z1, . . . , zn)
T and w = (w1, . . . , wk)
T with the following
properties: the transformation (z˜, w˜) = (z, w) + p(z, w) is in the sub-
group Um,n,k (11), the size of the domain of convergence of p in Cn+k is
comparable in a certain sense to the size of the domain of e, and also
a suitable norm of p is bounded in terms of a suitable norm of e.
Notation 7.1. For r = (r1, . . . , rN) ∈ RN , with all rj > 0, deﬁne
a polydisc in CN by
Dr = {(Z1, . . . , ZN) : |Zj| < rj}.
As special cases, let
Dr = D(r,r,...,r) ⊆ Cm+k
and
Δr = D(r,...,r,2r2,...,2r2,r2,3r2+r3,r,...,r) ⊆ Cn+k,
where there are m − 1 radius lengths r, followed by n−m − 1 radius
lengths 2r2, in the zm, . . . , zn−2 coordinate directions, and k radius
lengths r in the w directions.
The initial assumption on the deﬁning equations (75) is that
e(z1, z¯1, x, t) = (E2, . . . , Em−1, em, . . . , en)
is real analytic, so there is some r > 0 so that each component of e
is the restriction to {ζ = z¯1, x = x¯, t = t¯} of a multivariable power
series in (z1, ζ, x, t) centered at the origin of C
m+k, and with complex
coeﬃcients, which converges on a complex polydisc Dr ⊆ Cm+k (or,
equivalently, a complex analytic function on Dr).
Notation 7.2. For a complex valued function e(z1, ζ, x, t) of m+k
complex variables, which is deﬁned on some set containing the polydisc
Dr, deﬁne the norm
|e|r = sup
(z1,ζ,x,t)∈Dr
|e(z1, ζ, x, t)|.
For an (n− 1)-tuple e = (E2, . . . , en), deﬁne
|e|r = |E2|r + · · ·+ |en|r.
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For a complex valued function p(z1, . . . , zn, w1, . . . , wk) of n+k complex
variables, which is deﬁned on some set containing the polydisc Δr,
deﬁne the norm
‖p‖r = sup
(z, w)∈Δr
|p(z, w)|.
With this notation, we can further assume r > 0 is small enough so
that |e(z1, ζ, x, t)|r is ﬁnite. Given e with degree ≥ 4, the eventual goal
is to ﬁnd some r˜, 0 < r˜ ≤ r, and a holomorphic map p : Δr˜ → Cn+k, so
that the transformation (z˜, w˜) = (z, w) + p(z, w) is a biholomorphism
with domain Δr˜ taking  M to M with the algebraic normal form (76).
That is, if (z, w) ∈  M ∩Δr˜, then (z˜, w˜) satisﬁes (76). However, for now
we are only looking for p that is a solution of (84–88).
Some steps of the Proof of Theorem 7.6 will decompose series into
subseries and their complex conjugates, where these preliminary Lem-
mas on the |e|r norm will be useful.
Lemma 7.3. Given 0 < R < r and complex coeﬃcients fabIK, gabIK,
if ∣∣∣∑ fabIKza1ζbxItK∣∣∣
r
≤ K
and for complex x and t with |xσ| < r, |tα| < r, a, b = 0, 1, 2, 3, . . .,∣∣∣∣∣
∑
I,K
gabIKxItK
∣∣∣∣∣ ≤
∣∣∣∣∣
∑
I,K
fabIKxItK
∣∣∣∣∣ ,
then ∣∣∣∑ gabIKza1ζbxItK∣∣∣
R
≤ Kr
2
(r − R)2 .
This is Lemma 5.3 of [C6], the Proof of which uses Cauchy’s Esti-
mate and the geometric series formula.
In the applications of the Lemma, for each pair (a, b), the coeﬃ-
cients gabIK will either be zero for all I, K, or equal to fabIK for all I,
K, so the estimate in the hypothesis is satisﬁed.
Notation 7.4. On the complex vector space of formal power series,
deﬁne the following real structure operator:
e =
∑
eabIKza1ζ
bxItK 	→ e′ =
∑
eabIKζazb1x
ItK.
The special case h 	→  of this operation appeared in Section 4.
Lemma 7.5. Given r > 0, the restriction of the above map to the
subspace {e : |e|r < ∞} is an isometry.
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This is Lemma 5.5 of [C6].
Of course, this map is a representation of complex conjugation:
given a series e(z1, z¯1, x, t) for real x and t, which complexiﬁes to e =
e(z1, ζ, x, t) for (z1, ζ, x, t) ∈ Dr for the purposes of ﬁnding its norm as
in Notation 7.2, expanding e(z1, z¯1, x, t) as a series in (z1, z¯1, x, t) and
then complexifying gives e′ = e′(z1, ζ, x, t).
Theorem 7.6. For each m = 4, 6, 8, . . ., and n satisfying 2
3
(n+1) =
m < n, there are nonzero polynomials C1m(., ., ., .) and C
2
m(., ., ., .) with
real, nonnegative coeﬃcients such that for any 0 < R < r, and any
e(z1, ζ, x, t) convergent on Dr with |e|r < ∞ and degree d ≥ 4, there
exists
p(z, w) = (p1, . . . , pn, P1, . . . , Pk)
T
which is convergent on Δr, and solves the linear system of equations
(84–88), and satisﬁes: P2 = . . . = Pk = 0, P1(t) = P1(t) for real t, and
such that
max{‖p1‖R, . . . , ‖pn‖R, ‖P1‖R}
≤
(
C1m(r, R,
1
r
,
1
R
) +
C2m(r, R,
1
r
, 1
R
)
(r −R)2
)
|e|r.
Proof. First, notice that if p(z1, . . . , zn, w1, . . . , wk) is a formal
series solution of (84–88), it does not follow that p is convergent at any
point (other than the origin). For example, with any component pj,
the series expressions pj(z, w) and
(89) pj(z, w) + ((z1 + z2 + iw1 + iz
2
3)
2zn−1 − z2n) ·Q(z, w)
are formally the same when restricted to z as in (88) and w = t, for any
(possibly divergent) series Q. So, if one formal solution p exists, then
there exist inﬁnitely many divergent solutions. There may also exist
formal series solutions that are convergent only on some neighborhood
of the origin much smaller than that claimed in the Theorem.
Continuing with the abbreviations x = x2, . . . , xm−1, t = t1, . . . , tk,
and also using z = z2, . . . , zm−1, and multi-index notation zI and
wK = wk11 · · ·wkkk , the following choice of normalization will simplify
the construction of the solution p satisfying the claimed convergence
and bounds:
p1(z, w) = p1(z1, z, zn−1, w)
pj(z, w) = p
E
j (z1, z, zn−1, w) + znp
O
j (z1, z, zn−1, w), j = 2, . . . , n− 1
pn(z, w) = p
E
n (z1, z, zn−1, w) + znp
O
n (z1, z, zn−1, w)
+pLn(z, zm, . . . , zn−2, w).
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Note that pLn is the only term in the above expressions that depends on
zm, . . . , zn−2, and we will further assume that the quantity pLn is linear
in zm, . . . , zn−2:
pLn(z, zm . . . , zn−2, w) =
n−2∑
τ=m
pLn,τ (z, w) · zτ .
The ﬁrst component p1 does not depend on zn, and the remaining
components, pj, have some terms not depending on zn, labeled p
E
j , and
other terms which have exactly one linear factor of zn. The p
E
j and p
O
j
terminology corresponds to even and odd powers of z¯1 which appear
after the substitution of (88) into p. The choice that p has at most linear
terms in zτ = (x2(τ−m+2)+ix2(τ−m+2)+1)z¯1 and zn = (z1+x2+it1+ix23)z¯1
is made to avoid high powers of the non-monomial quantities, since any
multinomial coeﬃcients in the series expansion of p(z, w) could be large
enough to aﬀect the size of the domain of convergence.
The exact formulas for the claimed polynomials C1m and C
2
m are not
important, it will be enough that they depend only on m and not on d
or e, and that (r − R)−2 is the only (nonzero) power of r − R. These
properties will follow from the choices made in the construction of p,
and from estimates calculated in the course of this Proof.
We begin with (86), the en−1 equation of system (84–88), and apply
the normalization condition on p to get the linear equation:
0 = en−1(z1, z¯1, x, t) + pEn−1(z1, x, z¯
2
1 , t)(90)
+(z1 + x2 + it1 + ix
2
3)z¯1p
O
n−1(z1, x, z¯
2
1 , t)
−2z¯1p1(z1, x, z¯21 , t).
If the series expansion of en−1 had only even powers of z¯1, then it would
be a simple matter to compare the coeﬃcients of en−1(z1, z¯1, x, t) and
pEn−1(z1, x, z¯
2
1 , t), and get a solution of the equation with p
O
n−1 = p1 = 0.
The odd powers of z¯1 in en−1 make the pOn−1 and p1 quantities necessary
to solve the equation.
The consideration of the terms of the components of the given quan-
tity e which are even or odd in z¯1 follows the general plan for com-
parison of coeﬃcients from [Beloshapka], [C1], [C4] in other normal
form problems for CR singularities, and from analogous calculations in
[Whitney1] for singularities of diﬀerentiable maps. We will also use
some subseries decompositions, rearrangements, and add-and-subtract
tricks, as in [C5], [C6], to get the given terms of e to correspond to
the available terms of p in (90). In fact, en−1 will be decomposed into
more subseries than necessary just to solve Equation (90); the plan is
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to organize the solution p1 into pieces that will be convenient for the
later solution of Equation (87).
First, decompose en−1 into even and odd parts en−1,A, en−1,B, en−1,C :
en−1 =
∑
eabIKn−1 z
a
1 z¯
b
1x
ItK = en−1,A + en−1,B + en−1,C ,(91)
en−1,A =
∑
b even
eabIKn−1 z
a
1 z¯
b
1x
ItK
en−1,B =
∑
a even, b odd
eabIKn−1 z
a
1 z¯
b
1x
ItK
en−1,C =
∑
a, b odd
eabIKn−1 z
a
1 z¯
b
1x
ItK.
Since these subseries can be found by averaging, there are the esti-
mates:
|en−1,A|r
=
∣∣∣∣12(en−1(z1, ζ, x) + en−1(z1,−ζ, x))
∣∣∣∣
r
≤ |en−1|r,
|en−1,B |r
=
∣∣∣∣en−1(z1, ζ, x)− en−1(z1,−ζ, x) + en−1(−z1, ζ, x)− en−1(−z1,−ζ, x)4
∣∣∣∣
r
≤ |en−1|r,
|en−1,C |r
=
∣∣∣∣en−1(z1, ζ, x)− en−1(z1,−ζ, x)− en−1(−z1, ζ, x) + en−1(−z1,−ζ, x)4
∣∣∣∣
r
≤ |en−1|r.
Since the x2 and x3 variables have a distinguished role in the nor-
mal form, we will index them separately and use the multi-index J to
denote xJ = xj44 · · ·xjm−1m−1 . In the (m,n) = (4, 5) case, there are no
such variables, but to avoid changing notation for this case, we can
just assume J = 0 and xJ = 1 in the calculations that follow.
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The en−1,B subseries is further decomposed:
en−1,B = en−1,D + en−1,E + en−1,F + en−1,G + en−1,H + en−1,I ,(92)
en−1,D =
∑
a even, b odd, d > 0
eabcdJKn−1 z
a
1 z¯
b
1x
c
2x
d
3x
JtK
en−1,E =
∑
a even, b odd, b > 1
eabc0JKn−1 z
a
1 z¯
b
1x
c
2x
JtK
en−1,F =
∑
a even, a > 0
ea1c0JKn−1 z
a
1 z¯1x
c
2x
JtK
en−1,G =
∑
c > 0
e01c0JKn−1 z¯1x
c
2x
JtK
en−1,H =
∑
J = 0
e0100JKn−1 z¯1x
JtK
en−1,I =
∑
e01000Kn−1 z¯1t
K.
(The exponent and summation index d is not to be confused with the
symbol d used to denote the degree of e.)
Each of these subseries can be estimated in terms of |en−1,B|r:
|en−1,D|r = |en−1,B(z1, ζ, x, t)− en−1,B(z1, ζ, x2, 0, x4, . . . , xm−1, t)|r
≤ 2|en−1,B|r.
Let fn−1,A denote the formal series
fn−1,A(z1, ζ, x, t) =
en−1,B(z1, ζ, x2, 0, x4, . . . , xm−1, t)
ζ
,
which extends to a holomorphic function fn−1,A on Dr since en−1,B
is odd in ζ . Using the notation D∗r = Dr \ {ζ = 0}, the maximum
principle, and the Schwarz Lemma ([A]),
|fn−1,A|r = sup
(z,ζ,x,t)∈D∗r
∣∣∣∣en−1,B(z1, ζ, x2, 0, x4, . . . , xm−1, t)ζ
∣∣∣∣
≤ sup
(z,ζ,x,t)∈D∗r
|ζ |
r
sup
|ζ|<r
|en−1,B(z1, ζ, x2, 0, x4, . . . , xm−1, t)|
|ζ |
≤ 1
r
|en−1,B|r.
From
en−1,E(z1, ζ, x, t) = ζ · (fn−1,A(z1, ζ, x, t)− fn−1,A(z1, 0, x, t)),
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we get the estimate |en−1,E|r ≤ 2|en−1,B|r. Similarly, from
en−1,F (z1, ζ, x, t) = ζ · (fn−1,A(z1, 0, x, t)− fn−1,A(0, 0, x, t)),
we get the estimate |en−1,F |r ≤ 2|en−1,B|r, from
en−1,G(z1, ζ, x, t)
= ζ · (fn−1,A(0, 0, x2, . . . , xm−1, t)− fn−1,A(0, 0, 0, 0, x4, . . . , xm−1, t)),
we get the estimate |en−1,G|r ≤ 2|en−1,B|r, from
en−1,H(z1, ζ, x, t)
= ζ · (fn−1,A(0, 0, 0, 0, x4, . . . , xm−1, t)− fn−1,A(0, 0, 0, 0, 0, . . . , 0, t)),
we get the estimate |en−1,H|r ≤ 2|en−1,B|r, and from
en−1,I(z1, ζ, x, t) = ζfn−1,A(0, 0, 0, 0, 0, . . . , 0, t),
we get the estimate |en−1,I |r ≤ |en−1,B|r.
The en−1,C subseries also decomposes into parts:
en−1,C = en−1,J + en−1,K ,(93)
en−1,J =
∑
a, b odd, d > 0
eabcdJKn−1 z
a
1 z¯
b
1x
c
2x
d
3x
JtK
en−1,K =
∑
a, b odd
eabc0JKn−1 z
a
1 z¯
b
1x
c
2x
JtK,
with each subseries estimated in terms of |en−1,C|r:
|en−1,J |r = |en−1,C(z1, ζ, x, t)− en−1,C(z1, ζ, x2, 0, x4, . . . , xm−1, t)|r
≤ 2|en−1,C|r,
|en−1,K |r = |en−1,C(z1, ζ, x2, 0, x4, . . . , xm−1, t)|r
≤ |en−1,C |r.
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These two series are further rearranged:
en−1,J = en−1,L − en−1,M ,
en−1,L =
∑
a, b odd, d > 0
eabcdJKn−1 z
a−1
1 z¯
b−1
1 x
c
2x
d
3x
JtK · (z1 + x2 + it1 + ix23)z¯1
en−1,M =
∑
a, b odd, d > 0
eabcdJKn−1 z
a−1
1 z¯
b
1x
c
2x
d
3x
JtK · (x2 + it1 + ix23),
en−1,K = en−1,N − en−1,O − en−1,P − en−1,Q
−en−1,R − en−1,S − en−1,T − en−1,U ,
en−1,N =
∑
a, b odd
eabc0JKn−1 z
a−1
1 z¯
b−1
1 x
c
2x
JtK · (z1 + x2 + it1 + ix23)z¯1
en−1,O =
∑
a, b odd
eabc0JKn−1 z
a−1
1 z¯
b
1x
c
2x
JtK · (ix23)
en−1,P =
∑
a, b odd, b > 1
eabc0JKn−1 z
a−1
1 z¯
b
1x
c
2x
JtK · (x2 + it1)
en−1,Q =
∑
a odd, a > 1
ea1c0JKn−1 z
a−1
1 z¯1x
c
2x
JtK · (x2 + it1)
en−1,R =
∑
e11c0JKn−1 z¯1x
c
2x
JtK · (x2)
en−1,S =
∑
c > 0
e11c0JKn−1 z¯1x
c
2x
JtK · (it1)
en−1,T =
∑
J = 0
e1100JKn−1 z¯1x
JtK · (it1)
en−1,U =
∑
e11000Kn−1 z¯1t
K · (it1).
The Schwarz Lemma gives an estimate for en−1,M , and similarly for
en−1,O, where this time D∗r denotes Dr \ {z1 = 0}:
en−1,M =
x2 + it1 + ix
2
3
z1
en−1,J(z1, z¯1, x, t)
=⇒ |en−1,M |r = sup
D∗r
∣∣∣∣(x2 + it1 + ix23)en−1,J(z1, ζ, x, t)z1
∣∣∣∣
≤ (2r + r2) sup
D∗r
|z1|
r
sup
|z1|<r
|en−1,J(z1, ζ, x, t)|
|z1|
≤ (2 + r)|en−1,J |r.
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en−1,O =
ix23
z1
en−1,K(z1, z¯1, x, t)
=⇒ |en−1,O|r = sup
D∗r
∣∣∣∣(ix23)en−1,K(z1, ζ, x, t)z1
∣∣∣∣
≤ r2 sup
D∗r
|z1|
r
sup
|z1|<r
|en−1,K(z1, ζ, x, t)|
|z1| ≤ r|en−1,K |r.
For estimates on the remaining terms, we introduce the expression
fn−1,B =
en−1,K(z1, ζ, x, t)
z1ζ
,
which can be estimated using two applications of the Schwarz Lemma:
|fn−1,B|r = sup
(z1,ζ,x,t)∈D∗∗r
∣∣∣∣en−1,K(z1, ζ, x, t)z1ζ
∣∣∣∣(94)
≤ sup
(z1,ζ,x,t)∈D∗∗r
|z1|
r
sup
|z1|<r
|en−1,K(z1, ζ, x, t)|
|z1||ζ |
≤ 1
r
sup
(z1,ζ,x,t)∈D∗∗r
sup
|z1|<r
∣∣∣∣∣ |ζ |r sup|ζ|<r |en−1,K(z1, ζ, x, t)|
∣∣∣∣∣
|ζ |
≤ 1
r2
|en−1,K |r.
In some of the above steps, we restricted to the open subset D∗∗r =
Dr \({z1 = 0}∪{ζ = 0}), again to avoid division by 0 but not aﬀecting
the sup by the maximum principle.
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en−1,P = (x2 + it1)ζ · (fn−1,B(z1, ζ, x, t)− fn−1,B(z1, 0, x, t)) =⇒
|en−1,P |r ≤ 2r2(|fn−1,B|r + |fn−1,B|r) ≤ 4|en−1,K |r,
en−1,Q = (x2 + it1)ζ · (fn−1,B(z1, 0, x, t)− fn−1,B(0, 0, x, t)) =⇒
|en−1,Q|r ≤ 2r2(|fn−1,B|r + |fn−1,B|r) ≤ 4|en−1,K |r,
en−1,R = x2ζfn−1,B(0, 0, x, t) =⇒
|en−1,R|r ≤ r2|fn−1,B|r ≤ |en−1,K |r,
en−1,S = (it1)ζ · (fn−1,B(0, 0, x, t)
−fn−1,B(0, 0, 0, 0, x4, . . . , xm−1, t)) =⇒
|en−1,S|r ≤ r2(|fn−1,B|r + |fn−1,B|r) ≤ 2|en−1,K |r,
en−1,T = (it1)ζ · (fn−1,B(0, 0, 0, 0, x4, . . . , xm−1, t)
−fn−1,B(0, 0, 0, t)) =⇒
|en−1,T |r ≤ r2(|fn−1,B|r + |fn−1,B|r) ≤ 2|en−1,K |r,
en−1,U = (it1)ζfn−1,B(0, 0, 0, t) =⇒
|en−1,U |r ≤ r2|fn−1,B|r ≤ |en−1,K |r.
We also make a more speciﬁc choice of normalization of p1(z, w) as
follows:
p1 = p1A + p1B + p1C + p1D + p1E + p1F + p1G
p1A =
∑
α even, μ > 0
pαλμJβK1A z
α
1 z
λ
2 z
μ
3 z
Jzβn−1w
K
p1B =
∑
α even, α > 0
pαλ0JβK1B z
α
1 z
λ
2 z
Jzβn−1w
K
p1C =
∑
β > 0
p0λ0JβK1C z
λ
2 z
Jzβn−1w
K
p1D =
∑
λ > 0
p0λ0J0K1D z
λ
2 z
JwK
p1E =
∑
J = 0
p000J0K1E z
JwK
p1F =
∑
p00000K1F w
K
p1G =
∑
α odd
pαλ0JβK1G z
α
1 z
λ
2 z
Jzβn−1w
K.
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Now we can re-group the RHS of (90) to get the equation:
0 = en−1,A + pEn−1 − 2z¯1p1G(95)
+en−1,L + en−1,N + (z1 + x2 + it1 + ix23)z¯1p
O
n−1
+en−1,D − en−1,M − en−1,O − 2z¯1p1A
+en−1,E − en−1,P − 2z¯1p1B
+en−1,F − en−1,Q − 2z¯1p1C
+en−1,G − en−1,R − en−1,S − 2z¯1p1D
+en−1,H − en−1,T − 2z¯1p1E
+en−1,I − en−1,U − 2z¯1p1F ,
with like terms in each line, so that setting each line equal to zero
gives, by inspection, a unique solution for pOn−1 and p1A, . . . , p1F . The
quantity p1G will be found later and then p
E
n−1 can be determined.
We record the estimates for the solved terms, beginning with pOn−1:
pOn−1(z1, x, z¯
2
1 , t) = −
en−1,L + en−1,N
(z1 + x2 + it1 + ix
2
3)z¯1
= −en−1,J + en−1,K
z1z¯1
= −en−1,C
z1z¯1
=⇒ pOn−1(z1, x, ζ2, t) = −
en−1,C(z1, ζ, x, t)
z1ζ
=⇒ ||pOn−1||r = sup
|z1|<r,|xσ|<r,|ζ2|<r2,|tα|<r
|pOn−1(z1, x, ζ2, t)|
= sup
|z1|<r,|xσ|<r,|ζ|<r,|tα|<r
∣∣∣∣−en−1,C(z1, ζ, x, t)z1ζ
∣∣∣∣
≤ 1
r2
|en−1,C |r(96)
=⇒ ‖znpOn−1‖r ≤ ‖zn‖r‖pOn−1‖r ≤ (3 + r)|en−1|r.
The above step (96) uses the Schwarz Lemma twice, in steps similar
to (94). The following calculation uses the Schwarz Lemma again, and
also Lemma 7.5, and later calculations with similar steps may use these
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Lemmas without mention.
p1A(z1, x, z¯
2
1 , t) =
(
en−1,D − en−1,M − en−1,O
2z¯1
)
=⇒ p1A(z1, x, ζ2, t) =
e′n−1,D − e′n−1,M − e′n−1,O
2z1
=⇒ ‖p1A‖r ≤ 1
2r
(|e′n−1,D|r + |e′n−1,M |r + |e′n−1,O|r)
≤ 1
2r
(2|en−1,B|r + (2 + r)|en−1,J |r + r|en−1,K|r)
≤ (3
r
+
3
2
)|en−1|r.
p1B(z1, x, z¯
2
1 , t) =
(
en−1,E − en−1,P
2z¯1
)
=⇒ p1B(z1, x, ζ2, t) =
e′n−1,E − e′n−1,P
2z1
=⇒ ‖p1B‖r ≤ 1
2r
(|e′n−1,E|r + |e′n−1,P |r)
≤ 1
2r
(2|en−1,B|r + 4|en−1,K |r) ≤ 3
r
|en−1|r.
p1C(z1, x, z¯
2
1 , t) =
(
en−1,F − en−1,Q
2z¯1
)
=⇒ p1C(z1, x, ζ2, t) =
e′n−1,F − e′n−1,Q
2z1
=⇒ ‖p1C‖r ≤ 1
2r
(|e′n−1,F |r + |e′n−1,Q|r)
≤ 1
2r
(2|en−1,B|r + 4|en−1,K |r) ≤ 3
r
|en−1|r.
p1D(z1, x, z¯
2
1 , t) =
(
en−1,G − en−1,R − en−1,S
2z¯1
)
=⇒ p1D(z1, x, ζ2, t) =
e′n−1,G − e′n−1,R − e′n−1,S
2z1
=⇒ ‖p1D‖r ≤ 1
2r
(|e′n−1,G|r + |e′n−1,R|r + |e′n−1,S|r)
≤ 1
2r
(2|en−1,B|r + |en−1,K |r + 2|en−1,K|r)
≤ 5
2r
|en−1|r.
7. RAPID CONVERGENCE PROOF OF THE MAIN THEOREM 77
p1E(z1, x, z¯
2
1 , t) =
(
en−1,H − en−1,T
2z¯1
)
=⇒ p1E(z1, x, ζ2, t) =
e′n−1,H − e′n−1,T
2z1
=⇒ ‖p1E‖r ≤ 1
2r
(|e′n−1,H|r + |e′n−1,T |r)
≤ 1
2r
(2|en−1,B|r + 2|en−1,K |r) ≤ 2
r
|en−1|r.
p1F (z1, x, z¯
2
1 , t) =
(
en−1,I − en−1,U
2z¯1
)
=⇒ p1F (z1, x, ζ2, t) =
e′n−1,I − e′n−1,U
2z1
=⇒ ‖p1F‖r ≤ 1
2r
(|e′n−1,I |r + |e′n−1,U |r)
≤ 1
2r
(|en−1,B|r + |en−1,K|r) ≤ 1
r
|en−1|r.
The norm of p1 cannot be estimated until we ﬁnd p1G, but the other
terms can be combined to get:
p1A + . . .+ p1F(97)
=
1
2z1
(
e′n−1,D + . . . + e
′
n−1,I − e′n−1,M − (e′n−1,O + . . . + e′n−1,U)
)
=
1
2z1
(
e′n−1,B − e′n−1,M −
(
x2 + it1 + ix
2
3
z1
en−1,K
)′)
=⇒ ‖p1A + . . .+ p1F‖r
≤ 1
2r
|en−1|r + 1
2r
(2 + r)2|en−1|r + 1
2r
2r + r2
r
|en−1|r
= (
7
2r
+
3
2
)|en−1|r.
The next step is to consider Equation (87), and to solve for the
unknowns pn, P1, p1G, p2, and p3. The unknown quantities p2, p3 also
appear in the σ = 2, 3 cases of (84), so we will need to consider a system
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of three equations:
0 = E2(z1, z¯1, x, t) + Im(p2(z, t))
0 = E3(z1, z¯1, x, t) + Im(p3(z, t))
0 = en(z1, z¯1, x, t) + p
E
n (z1, x, z¯
2
1 , t)(98)
+(z1 + x2 + it1 + ix
2
3)z¯1p
O
n (z1, x, z¯
2
1 , t) + p
L
n(z, t)
−z¯1 · (p1(z, t) + Re(p2(z, t)) + iP1(t) + 2ix3Re(p3(z, t)))
−(p1(z, t)) · (z1 + x2 + it1 + ix23).
Finding the term p1G will ﬁnish the solution for p1 and then p
E
n−1 can
be determined in (95).
Starting with the RHS of (84), the following decomposition of Eσ
will be used for all σ = 2, . . . , m− 1:
Eσ = Eσ,A + eσ,B + eσ,B + eσ,C + eσ,C + Eσ,D,
Eσ,A =
∑
a, b even
EabIKσ z
a
1 z¯
b
1x
ItK
eσ,B =
∑
a > b, a odd, b even
EabIKσ z
a
1 z¯
b
1x
ItK
eσ,C =
∑
a > b, a even, b odd
EabIKσ z
a
1 z¯
b
1x
ItK
Eσ,D =
∑
a, b odd
EabIKσ z
a
1 z¯
b
1x
ItK
= eσ,E − eσ,F ,
eσ,E = (z1 + x2 + it1 + ix
2
3)z¯1
∑
a, b odd
EabIKσ z
a−1
1 z¯
b−1
1 x
ItK
eσ,F = (x2 + it1 + ix
2
3)
∑
a, b odd
EabIKσ z
a−1
1 z¯
b
1x
ItK.
The Eσ,A piece is simply an even part, so |Eσ,A|r ≤ |Eσ|r, and similarly
for the odd part, |Eσ,D|r ≤ |Eσ|r. The other two subseries satisfy
the estimate from Lemma 7.3: |eσ,B|R ≤ r2(r−R)2 |Eσ|r and |eσ,C |R ≤
r2
(r−R)2 |Eσ|r. We re-group some of these subseries:
mσ(z1, z¯1, x) = eσ,B + eσ,C − eσ,F =
∑
a even, b odd
mabIKσ z
a
1 z¯
b
1x
ItK
fσ(z1, z¯1, x) = Eσ,A + eσ,B + eσ,C + mσ =
∑
b even
fabIKσ z
a
1 z¯
b
1x
ItK,
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So, for each σ, there is a decomposition of the real valued series Eσ of
the form
Eσ = fσ + eσ,E + mσ −mσ,(99)
where fσ is even in z¯1 and mσ is even in z1 and odd in z¯1. This
decomposition is similar to that of E4 in [C6].
The estimates follow from Lemma 7.5 and the Schwarz Lemma:
|eσ,E|r =
∣∣∣∣z1 + x2 + it1 + ix23z1 Eσ,D
∣∣∣∣
r
≤ (3 + r)|Eσ|r,
|mσ|R = |e′σ,B + eσ,C − eσ,F |R ≤ |eσ,B|R + |eσ,C |R + |eσ,F |R
≤ 2 r
2
(r −R)2 |Eσ|r + |x2 + it1 + ix
2
3|R
∣∣∣∣Eσ,Dz1
∣∣∣∣
R
≤
(
2r2
(r − R)2 + 2 + R
)
|Eσ|r,
|fσ|R = |Eσ,A + 2eσ,B + 2e′σ,C − e′σ,F |R
≤
(
4r2
(r − R)2 + 3 + R
)
|Eσ|r.
For σ = 2 only, we decompose m2 = m2A + m2B:
m2A(z1, z¯1, x, t) =
∑
a even, b odd, d > 0
mabcdJK2 z
a
1 z¯
b
1x
c
2x
d
3x
JtK
m2A(z1, ζ, x, t) = m2(z1, ζ, x2, x3, x4, . . . , xm−1, t)
−m2(z1, ζ, x2, 0, x4, . . . , xm−1, t)
=⇒ |m2A|R ≤ 2|m2|R,
m2B(z1, z¯1, x, t) =
∑
a even, b odd
mabc0JK2 z
a
1 z¯
b
1x
c
2x
JtK,
m2B(z1, ζ, x, t) = m2(z1, ζ, x2, 0, x4, . . . , xm−1, t)
=⇒ |m2B|R ≤ |m2|R.
Recalling that the quantities p1A, . . . , p1F have already been deter-
mined in terms of en−1, we re-write Equation (98) with the known terms
ﬁrst (100–101), and introduce some new known quantities by adding
and subtracting (102–103) some of the terms from the decomposition
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of E2 and E3:
0 = en(z1, z¯1, x, t)− z¯1 · (p1A + . . .+ p1F )(100)
−(z1 + x2 + it1 + ix23) · (p1A + . . . + p1F )(101)
+z¯1 · (im2 − im2 − 2x3m3 + 2x3m3)(102)
−iz¯1m2 + iz¯1m2A + iz¯1m2B + 2z¯1x3m3 − 2z¯1x3m3(103)
+pEn (z1, x, z¯
2
1 , t)
+(z1 + x2 + it1 + ix
2
3)z¯1p
O
n (z1, x, z¯
2
1 , t) + p
L
n(z, t)
−z¯1 · (p1G(z, t) + Re(p2(z, t)) + iP1(t) + 2ix3Re(p3(z, t)))
−(p1G(z, t)) · (z1 + x2 + it1 + ix23).
An analogous add-and-subtract trick was used in [C6]; here it will
eventually lead to a cancellation that allows for the solution of p2 and
p3 in terms of en, en−1, E2, and E3.
To get all the unknown terms to correspond to the given terms, we
continue with a series decomposition of en:
As in (91), decompose en into even and odd parts en,A, en,B, en,C :
en =
∑
eabIKn z
a
1 z¯
b
1x
ItK = en,A + en,B + en,C ,
en,A =
∑
b even
eabIKn z
a
1 z¯
b
1x
ItK
en,B =
∑
a even, b odd
eabIKn z
a
1 z¯
b
1x
ItK
en,C =
∑
a, b odd
eabIKn z
a
1 z¯
b
1x
ItK.
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As with en−1, each of these subseries has norm bounded by |en|r. The
en,B subseries is further decomposed:
en,B = en,D + en,E + en,F + en,G + en,H + en,I ,
en,D =
∑
a even, b odd, d > 0
eabcdJKn z
a
1 z¯
b
1x
c
2x
d
3x
JtK
en,E =
∑
a even, b odd, a > 0
eabc0JKn z
a
1 z¯
b
1x
c
2x
JtK
en,F =
∑
b odd, b > 1
e0bc0JKn z¯
b
1x
c
2x
JtK
en,G =
∑
c > 0
e01c0JKn z¯1x
c
2x
JtK
en,H =
∑
J = 0
e0100JKn z¯1x
JtK
en,I =
∑
e01000Kn z¯1t
K.
This is not exactly the same as the en−1,B decomposition (92); the
en,E and en,F terms are deﬁned diﬀerently. However, the estimates
are similar: |en,D|r ≤ 2|en,B|r ≤ 2|en|r, |en,E|r ≤ 2|en,B|r ≤ 2|en|r,
and using the Schwarz Lemma, |en,F |r ≤ 2|en,B|r ≤ 2|en|r, |en,G|r ≤
2|en,B|r ≤ 2|en|r, |en,H|r ≤ 2|en,B|r ≤ 2|en|r, and |en,I | ≤ |en,B|r ≤ |en|r.
The en,C subseries also decomposes into parts:
en,C = en,J + en,K ,
en,J =
∑
a, b odd, d > 0
eabcdJKn z
a
1 z¯
b
1x
c
2x
d
3x
JtK
en,K =
∑
a, b odd
eabc0JKn z
a
1 z¯
b
1x
c
2x
JtK,
and this is just like the en−1,C decomposition (93), with similar esti-
mates: |en,J |r ≤ 2|en,C|r ≤ 2|en|r, |en,K |r ≤ |en,C |r ≤ |en|r.
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To start collecting some like terms in the known quantities, let:
fn,A = en,J + iz¯1m2A − 2z¯1x3m3
=
∑
a, b odd, d > 0
fabcdJKn,A z
a
1 z¯
b
1x
c
2x
d
3x
JtK = fn,B − fn,C ,
fn,B =
∑
a, b odd, d > 0
fabcdJKn,A z
a−1
1 z¯
b−1
1 x
c
2x
d
3x
JtK · (z1 + x2 + it1 + ix23)z¯1
fn,C =
∑
a, b odd, d > 0
fabcdJKn,A z
a−1
1 z¯
b
1x
c
2x
d
3x
JtK · (x2 + it1 + ix23).
Let:
fn,E(z¯1, x, t) = en,F − z¯1p1C =
∑
b odd, b > 1
f 0bc0JKn,E z¯
b
1x
c
2x
JtK,
and let gn,A(ζ, x, t) =
1
ζ
fn,E(ζ, x, t), so that
fn,E(z¯1, x, t) = z¯1 · (gn,A + gn,A)− z¯1gn,A.
Let:
fn,D = en,E − z¯1p1B − z¯1gn,A
=
∑
a even, b odd, a > 0
fabc0JKn,D z
a
1 z¯
b
1x
c
2x
JtK = fn,F − fn,G − fn,H ,
fn,F =
∑
a even, b odd, a > 0
fabc0JKn,D z
a−1
1 z¯
b−1
1 x
c
2x
JtK·(z1 + x2 + it1 + ix23)z¯1
fn,G =
∑
a even, b odd, a > 0
fabc0JKn,D z
a−1
1 z¯
b
1x
c
2x
JtK · (x2 + it1)
fn,H =
∑
a even, b odd, a > 0
fabc0JKn,D z
a−1
1 z¯
b
1x
c
2x
d
3x
JtK · (ix23) = fn,I − fn,J ,
fn,I =
∑
a even, b odd, a > 0
fabc0JKn,D z
a−2
1 z¯
b−1
1 x
c
2x
d
3x
JtK·(ix23)·(z1 + x2 + it1 + ix23)z¯1
fn,J =
∑
a even, b odd, a > 0
fabc0JKn,D z
a−2
1 z¯
b
1x
c
2x
d
3x
JtK·(ix23)·(x2 + it1 + ix23),
so fn,D = fn,F − fn,G − fn,I + fn,J .
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Using the Schwarz Lemma and Lemma 7.5 we get the estimate:
fn,G(z1, ζ, x, t) =
(en,E − ζp1B − ζg′n,A) · (x2 + it1)
z1
=
(
en,E
z1
− ζp1B
z1
− ζe
′
n,F
z21
+
ζp′1C
z1
)
· (x2 + it1)
=⇒ |fn,G|r ≤ 2|en,E|r + 2r|p1B|r + 2|en,F |r + 2r|p1C |r
≤ 4|en|r + 12|en−1|r.
Let:
fn,K(z¯1, x, t) = en,G − z¯1p1D =
∑
c > 0
f 01c0JKn,K z¯1x
c
2x
JtK,
and let gn,B(x, t) =
1
ζ
fn,K(ζ, x, t), so that
fn,K(z¯1, x, t) =
1
2
z¯1 · (gn,B + gn,B) + 1
2
z¯1 · (gn,B − gn,B).
Further, re-arrange the second quantity:
1
2
z¯1 · (gn,B − gn,B)
=
∑
c > 0
iIm(f 01c0JKn,K )z¯1x
c
2x
JtK = gn,C − gn,D − gn,E,
gn,C =
∑
c > 0
iIm(f 01c0JKn,K )x
c−1
2 x
JtK · (z1 + x2 + it1 + ix23)z¯1
gn,D =
∑
c > 0
iIm(f 01c0JKn,K )x
c−1
2 x
JtKz1z¯1
gn,E =
∑
c > 0
iIm(f 01c0JKn,K )x
c−1
2 x
JtK · (it1 + ix23)z¯1.
Note that this last re-arrangement is diﬀerent from that of en−1,J ,
en−1,K , Eσ,D, fn,A, fn,D, and fn,H. (A similar step appeared in [C5].)
Using the Schwarz Lemma and Lemma 7.5 we get the estimate:
gn,D(z1, ζ, x, t) =
ζ
2
· (gn,B − g′n,B) ·
z1
x2
=
z1en,G − z1ζp1D − ζe′n,G + z1ζp′1D
2x2
=⇒ |gn,D|r ≤ |en,G|r + r|p1D|r ≤ 2|en|r + 5
2
|en−1|r.
Let:
fn,L(z¯1, x4, . . . , xm−1, t) = en,H − z¯1p1E =
∑
J = 0
f 0100JKn,L z¯1x
JtK.
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Recall that in the (m,n) = (4, 5) case, there are no such terms. For
m > 4, in a manner analogous to (66), this can be re-arranged as:
fn,L =
m−1∑
=4
fn,L,(z¯1, x, t),
fn,L,4 =
∑
j4>0
f 0100JKn,L z¯1x
j4
4 x
j5
5 · · ·xjm−1m−1 tK
= fn,L(z¯1, x4, . . . , xm−1, t)− fn,L(z¯1, 0, x5, . . . , xm−1, t), . . . ,
fn,L, =
∑
j>0
f 0100JKn,L z¯1x
j
 · · ·xjm−1m−1 tK
= fn,L(z¯1, 0, . . . , 0, x, . . . , xm−1, t)
−fn,L(z¯1, 0, . . . , 0, 0, x+1, . . . , xm−1, t), . . . ,
fn,L,m−1 =
∑
jm−1>0
f 0100JKn,L z¯1x
jm−1
m−1 t
K
= fn,L(z¯1, 0, . . . , 0, xm−1, t).
For each ,
|fn,L,(ζ, x, t)|r ≤ 2|fn,L|r = 2|en,H − ζp1E|r
≤ 2(2|en,B|r + r · 2
r
|en−1|r) ≤ 4|en|r + 4|en−1|r.
Of course, there is a smaller estimate for the last quantity, fn,L,m−1,
but it will be simpler later to treat them all the same.
For  = 4, . . . , m− 1, let gn,F,(x, t) = 1ζxfn,L,(ζ, x, t), so that:
fn,L =
m
2
−1∑
j=2
(x2jgn,F,2j(x, t) + x2j+1gn,F,2j+1(x, t))z¯1
=
m
2
−1∑
j=2
(
(Im(gn,F,2j+1) + iIm(gn,F,2j)) · (x2j + ix2j+1)z¯1
+ (Re(gn,F,2j)− Im(gn,F,2j+1))x2j z¯1
+ (Re(gn,F,2j+1) + Im(gn,F,2j))x2j+1z¯1
)
.
Finally, let:
fn,M(z¯1, t) = en,I − z¯1p1F =
∑
f 01000Kn,M z¯1t
K,
and let gn,G(t) =
1
ζ
fn,M(ζ, t), so that
fn,M(z¯1, t) =
1
2
z¯1 · (gn,G + gn,G) + 1
2
z¯1 · (gn,G − gn,G).
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To solve (100–103), it is suﬃcient to collect together groups of like
terms from RHS, known and unknown, and to set each group equal
to 0, so that we can solve for the unknowns one at a time. Grouping
together quantities with even powers of z¯1 gives:
0 = en,A−iz¯1m2+2z¯1x3m3−(z1+x2+it1+ix23) ·(p1A + . . . + p1F )+pEn .
This determines pEn , and we get the estimate
‖pEn ‖R ≤ |en,A|R + R|m2|R + 2R2|m3|R
+|(z1 + x2 + it1 + ix23) · (p′1A + . . .+ p′1F )|R
≤ |en|r +
(
2r2
(r − R)2 + 2 + R
)
(R|E2|r + 2R2|E3|r)
+(3 + R)(
7
2
+
3
2
R)|en−1|r.
Collecting quantities which are odd in both z1 and z¯1, and do not
depend on x3,
0 = en,K + iz¯1m2B − fn,G − gn,D − z¯1p1G,
which determines p1G:
p1G(z1, x, ζ
2, t) =
en,K − fn,G − gn,D
ζ
+ im′2B.
We get the estimate:
‖p1G‖R ≤ 1
r
|en,K |r + 1
r
|fn,G|r + 1
r
|gn,D|r + |m′2B|R(104)
≤ 7
r
|en|r + 29
2r
|en−1|r +
(
2r2
(r − R)2 + 2 + R
)
|E2|r.
Collecting quantities with (z1 + x2 + it1 + ix
2
3)z¯1 as a factor,
0 = fn,B + fn,F − fn,I + gn,C − p1G · (z1 + x2 + it1 + ix23)
+pOn · (z1 + x2 + it1 + ix23)z¯1.
This determines pOn ,
pOn (z1, x, ζ
2, t) = −fn,B + fn,F − fn,I + gn,C
(z1 + x2 + it1 + ix
2
3)ζ
+
p′1G
ζ
= −fn,A + fn,D − fn,H
z1ζ
− gn,C
(z1 + x2 + it1 + ix
2
3)ζ
+
e′n,K − f ′n,G − g′n,D
z1ζ
− im2B
ζ
.
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Since
− gn,C
(z1 + x2 + it1 + ix
2
3)ζ
= −gn,B − g
′
n,B
2x2
=
g′n,D
z1ζ
,
these terms cancel in the above expression. (This minor simpliﬁcation
is not crucial to the Proof.) Expanding this expression, we get an
estimate:
pOn = −
en,J
z1ζ
− im
′
2A
z1
+
2x3m
′
3
z1
−en,E
z1ζ
+
p1B
z1
+
e′n,F
z21
− p
′
1C
z1
+
ix23en,E
z21ζ
− ix
2
3p1B
z21
− ix
2
3e
′
n,F
z31
+
ix23p
′
1C
z21
+
e′n,K
z1ζ
− f
′
n,G
z1ζ
− im2B
ζ
=⇒ ‖znpOn ‖R ≤ (3 + R) · [(11 + 4R)|en|r + (18 + 6R)|en−1|r
+
(
2r2
(r −R)2 + 2 + R
)
(3R|E2|r + 2R2|E3|r)].
Collecting quantities with (x2j + ix2j+1)z¯1 as a factor,
0 =
m
2
−1∑
j=2
(
(Im(gn,F,2j+1) + iIm(gn,F,2j)) · (x2j + ix2j+1)z¯1
)
(105)
+
n−2∑
τ=m
pLn,τ(x, t) · (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1.
The corresponding terms in the sums match, with j = τ −m+2, again
using the assumption m = 2
3
(n + 1), as in (68). This determines each
pLn,τ and p
L
n =
n−2∑
τ=m
zτp
L
n,τ (z, w):
pLn,τ (x, t) =
ifn,L,2(τ−m+2)+1
2ζx2(τ−m+2)+1
− if
′
n,L,2(τ−m+2)+1
2z1x2(τ−m+2)+1
−fn,L,2(τ−m+2)
2ζx2(τ−m+2)
+
f ′n,L,2(τ−m+2)
2z1x2(τ−m+2)
‖zτpLn,τ‖r ≤ 2r2
(
2
|fn,L,2(τ−m+2)+1|r
2r2
+ 2
|fn,L,2(τ−m+2)|r
2r2
)
≤ 16|en|r + 16|en−1|r
=⇒ ‖pLn‖r ≤ 8(m− 4)(|en|r + |en−1|r).
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Collecting some terms linear in z¯1 and otherwise depending only on
t,
0 =
1
2
z¯1 · (gn,G − gn,G)− iz¯1P1(t).(106)
This determines P1(t), and the solution satisﬁes the reality condition:
P1(t) =
1
2i
(gn,G − gn,G)
P1(w) =
1
2i
(
en,I
ζ
− p1F −
e′n,I
z1
+ p′1F
)
‖P1‖r ≤ 1
r
|en|r + 1
r
|en−1|r.
Collecting all the remaining terms,
0 = en,D − fn,C + z¯1 ·(gn,A + gn,A) + fn,J + 1
2
z¯1 ·(gn,B + gn,B)− gn,E
+
m
2
−1∑
j=2
(
(Re(gn,F,2j)− Im(gn,F,2j+1))x2j z¯1
+ (Re(gn,F,2j+1) + Im(gn,F,2j))x2j+1z¯1
)
+
1
2
z¯1 · (gn,G + gn,G) + z¯1 · (im2 − im2 − 2x3m3 + 2x3m3)
−z¯1 · (Re(p2(z, t)) + 2ix3Re(p3(z, t))).
The only remaining unknowns are p2 and p3, so we move them to the
LHS and divide by z¯1:
Re(p2) + 2ix3Re(p3) =
en,D − fn,C + fn,J − gn,E
z¯1
+gn,A + gn,A +
1
2
(gn,B + gn,B)(107)
+
m
2
−1∑
j=2
(
(Re(gn,F,2j)− Im(gn,F,2j+1)) x2j
+ (Re(gn,F,2j+1) + Im(gn,F,2j)) x2j+1
)
+
1
2
(gn,G + gn,G)
+im2 − im2 − 2x3m3 + 2x3m3.
By construction, several of the above terms, including
gn,E
z¯1
, or pairs of
terms, are real valued, and the rest are divisible by x3, so setting the
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imaginary parts equal gives
Re(p3) =
iIm
(
en,D−fn,C+fn,J
z¯1
)
− 2x3m3 + 2x3m3
2ix3
(108)
= Im
(
en,D − fn,C + fn,J
2z¯1x3
)
+ im3 − im3.
From (98) and (99), we have
Im(p3) = −(f3 + e3,E + m3 −m3),
and combining Re(p3) + iIm(p3), the m3 terms cancel — this cancel-
lation is a key step, as mentioned previously when the m2, m3 terms
were introduced in (102–103):
p3 =
en,D
4iζx3
− e
′
n,D
4iz1x3
− fn,C
4iζx3
+
f ′n,C
4iz1x3
+
fn,J
4iζx3
− f
′
n,J
4iz1x3
− if3 − ie3,E
= pE3 (z1, x, ζ
2, t) + (z1 + x2 + it1 + ix
2
3)ζp
O
3 (z1, x, ζ
2, t).
We get estimates on some of these terms using the Schwarz Lemma,
and on their conjugates by Lemma 7.5. The e3,E term determines p
O
3 ,
the rest determine pE3 .
pO3 =
−ie3,E
(z1 + x2 + it1 + ix
2
3)ζ
=
−iE3,D
z1ζ
(109)
=⇒ ‖znpO3 ‖r ≤ (3 + r)|E3|r.
∣∣∣∣ en,D4iζx3
∣∣∣∣
R
≤ 2|en|r
4R2
,
fn,C
4iζx3
=
x2+it1+ix23
z1
fn,A
4iζx3
= (x2 + it1 + ix
2
3) ·
(
en,J
4iz1ζx3
+
m′2A
4z1x3
− m
′
3
2iz1
)
=⇒
∣∣∣∣ fn,C4iζx3
∣∣∣∣
R
≤ (2R + R2)
(
2|en|r
4R3
+
(
2r2
(r −R)2 + 2 + R
)(
2|E2|r
4R2
+
|E3|r
2R
))
,
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fn,J
4iζx3
=
(x2+it1+ix23)
z1
fn,H
4iζx3
=
x2 + it1 + ix
2
3
4iζz1x3
· ix
2
3
z1
fn,D
= (x2 + it1 + ix
2
3)x3 ·
(
en,E
4z21ζ
− p1B
4z21
− e
′
n,F
4z31
+
p′1C
4z21
)
=⇒
∣∣∣∣ fn,J4iζx3
∣∣∣∣
R
≤ (2R2 + R3)
( |en|r
R3
+
6
r
|en−1|r
4R2
)
=⇒ ‖pE3 ‖R ≤
|en|r
R2
+ (2 + R)
|en|r
R2
+(2 + R)
(
2r2
(r − R)2 + 2 + R
)( |E2|r
R
+ |E3|r
)
+(2 + R)
(
2|en|r
R
+
3|en−1|r
r
)
+
(
4r2
(r − R)2 + 3 + R
)
|E3|r.
Returning to (107), setting the real parts of LHS and RHS equal
gives
Re(p2) = Re
(
en,D − fn,C + fn,J
z¯1
)
− gn,E
z¯1
+gn,A + gn,A +
1
2
(gn,B + gn,B)
+
m
2
−1∑
j=2
(
(Re(gn,F,2j)− Im(gn,F,2j+1))x2j
+ (Re(gn,F,2j+1) + Im(gn,F,2j))x2j+1
)
+
1
2
(gn,G + gn,G)
+im2 − im2.
From (98) and (99), we have
Im(p2) = −(f2 + e2,E + m2 −m2),
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and combining Re(p2) + iIm(p2), the m2 terms cancel, as before with
p3 and m3.
p2 =
en,D
2ζ
+
e′n,D
2z1
− fn,C
2ζ
− f
′
n,C
2z1
+
fn,J
2ζ
+
f ′n,J
2z1
−gn,E
ζ
+ gn,A + g
′
n,A +
1
2
(gn,B + g
′
n,B)
+
m
2
−1∑
j=2
(
fn,L,2j
2ζ
+
f ′n,L,2j
2z1
− fn,L,2j+1x2j
2iζx2j+1
+
f ′n,L,2j+1x2j
2iz1x2j+1
+
fn,L,2j+1
2ζ
+
f ′n,L,2j+1
2z1
+
fn,L,2jx2j+1
2iζx2j
− f
′
n,L,2jx2j+1
2iz1x2j
)
+
1
2
(gn,G + g
′
n,G)− if2 − ie2,E
= pE2 (z1, x, ζ
2, t) + (z1 + x2 + it1 + ix
2
3)ζp
O
2 (z1, x, ζ
2, t).
Again similarly to the above calculation for p3, the e2,E term determines
pO2 as in (109), the rest determine p
E
2 .
pO2 =
−ie2,E
(z1 + x2 + it1 + ix
2
3)ζ
=
−iE2,D
z1ζ
=⇒ ‖znpO2 ‖r ≤ (3 + r)|E2|r.
The estimates for the en,D, fn,C , fn,J , fn,L, and f2 terms are similar
to some previous calculations.
gn,E
ζ
=
(
en,G
2ζx2
− p1D
2x2
− e
′
n,G
2z1x2
+
p′1D
2x2
)
· (it1 + ix23)
=⇒
∣∣∣∣gn,Eζ
∣∣∣∣
R
≤ 2( 1
R
+ 1)|en|r + 5
2r
(1 + R)|en−1|r,
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gn,A =
en,F
ζ
− p1C =⇒ |gn,A|R ≤ 2|en|r
R
+
3
r
|en−1|r,
gn,B =
en,G
ζ
− p1D =⇒ |gn,B|R ≤ 2|en|r
R
+
5
2r
|en−1|r,
gn,G =
en,I
ζ
− p1F =⇒ |gn,G|R ≤ |en|r
R
+
1
r
|en−1|r
=⇒ ‖pE2 ‖R ≤
2|en|r
R2
+ (4 + 2R)
|en|r
R
+(4 + 2R)
(
2r2
(r − R)2 + 2 + R
)
(|E2|r + R|E3|r)
+(4R + 2R2)
(
2|en|r
R
+
3|en−1|r
r
)
+2(
1
R
+ 1)|en|r + 5
2r
(1 + R)|en−1|r
+
4
R
|en|r + 6
r
|en−1|r + 2
R
|en|r + 5
2r
|en−1|r
+8(m− 4)(|en|r + |en−1|r) + 1
R
|en|r + 1
r
|en−1|r
+
(
4r2
(r −R)2 + 3 + R
)
|E2|r.
This completes the solution of the system of equations (98). From
(97) and (104), we can conclude that p1 = p1A + . . . + p1F + p1G has
been determined in terms of en−1, en, and E2, so that
‖p1‖R ≤
(
18
r
+
3
2
)
|en−1|r + 7
r
|en|r +
(
2r2
(r − R)2 + 2 + R
)
|E2|r.
From (95),
pEn−1 = −en−1,A + 2z¯1p1G =⇒
‖pEn−1‖R ≤ 30|en−1|r + 14|en|r + 2R
(
2r2
(r − R)2 + 2 + R
)
|E2|r.
If (m,n) = (4, 5), we are done, all the equations have been solved. Oth-
erwise, the remaining equations from (84–88) can be solved in blocks
of three. The details of the calculation are similar to those in Theo-
rem 5.6 of [C6], and simpler than the previous subsystem (98). For
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τ = m, . . . , n− 2, the three equations to be solved are:
0 = E2(τ−m+2)(z1, z¯1, x, t) + Im(p2(τ−m+2)(z, t))(110)
0 = E2(τ−m+2)+1(z1, z¯1, x, t) + Im(p2(τ−m+2)+1(z, t))
0 = eτ (z1, z¯1, x, t) + pτ (z, t)(111)
−p1(z, t) · (x2(τ−m+2) + ix2(τ−m+2)+1)
−z¯1 · (Re(p2(τ−m+2)(z, t)) + iRe(p2(τ−m+2)+1(z, t))).
We start by collecting some known quantities. Let
fτ (z1, z¯1, x, t) = eτ (z1, z¯1, x, t)− p1(z, t) · (x2(τ−m+2) + ix2(τ−m+2)+1),
so that
|fτ |R ≤ |eτ |R + 2R
((
18
r
+
3
2
)
|en−1|r
+
7
r
|en|r +
(
2r2
(r − R)2 + 2 + R
)
|E2|r
)
,
and as in (91), decompose it into even and odd parts:
fτ =
∑
fabIKτ z
a
1 z¯
b
1x
ItK = fτ,A + fτ,B + fτ,C ,
fτ,A =
∑
b even
fabIKτ z
a
1 z¯
b
1x
ItK
fτ,B =
∑
a, b odd
fabIKτ z
a
1 z¯
b
1x
ItK
fτ,C =
∑
a even, b odd
fabIKτ z
a
1 z¯
b
1x
ItK.
The same bound holds for the even and odd parts: |fτ,A|R ≤ |fτ |R,
|fτ,B|R ≤ |fτ |R, and |fτ,B|R ≤ |fτ |R.
Then, adding and subtracting some known quantities to (111), as
in (102–103), and using the normalized form of pτ , gives:
0 = fτ,A + fτ,B + fτ,C
+pEτ (z1, x, z¯
2
1 , t) + (z1 + x2 + it1 + ix
2
3)z¯1p
O
2 (z1, x, z¯
2
1 , t)
+z¯1 · (im2(τ−m+2) − im2(τ−m+2) −m2(τ−m+2)+1 + m2(τ−m+2)+1)
−iz¯1m2(τ−m+2) + iz¯1m2(τ−m+2) + z¯1m2(τ−m+2)+1 − z¯1m2(τ−m+2)+1
−z¯1 · (Re(p2(τ−m+2)(z, t)) + iRe(p2(τ−m+2)+1(z, t))).
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Let:
gτ,A = fτ,B − iz¯1m2(τ−m+2) + z¯1m2(τ−m+2)+1
=
∑
a, b odd
gabIKτ,A z
a
1 z¯
b
1x
ItK = gτ,B − gτ,C,
gτ,B =
∑
a, b odd
gabIKτ,A z
a−1
1 z¯
b−1
1 x
ItK · (z1 + x2 + it1 + ix23)z¯1
gτ,C =
∑
a, b odd
gabIKτ,A z
a−1
1 z¯
b
1x
ItK · (x2 + it1 + ix23),
so
|gτ,C|R =
∣∣∣∣x2 + it1 + ix23z1 gτ,A
∣∣∣∣
R
≤ (2 + R)[|fτ |R
+R
(
2r2
(r − R)2 + 2 + R
)
(|E2(τ−m+2)|r + |E2(τ−m+2)+1|r)].
Then (111) can be solved by comparing like terms. Grouping to-
gether quantities with even powers of z¯1 gives:
0 = fτ,A − iz¯1m2(τ−m+2) + z¯1m2(τ−m+2)+1 + pEτ ,
which determines pEτ , and
‖pEτ ‖R
≤ |fτ |R + R
(
2r2
(r −R)2 + 2 + R
)
(|E2(τ−m+2)|r + |E2(τ−m+2)+1|r).
Another group is
0 = gτ,B + (z1 + x2 + it1 + ix
2
3)z¯1p
O
τ (z1, x, z¯
2
1 , t),
which determines pOτ , and
pOτ =
−gτ,A
z1z¯1
= −
(
fτ,B
z1z¯1
− im2(τ−m+2)
z1
+
m2(τ−m+2)+1
z1
)
=⇒ ‖znpOτ ‖R
≤ (3R2 + R3)
(
1
R2
|fτ |R
+
1
R
(
2r2
(r − R)2 + 2 + R
)
(|E2(τ−m+2)|r + |E2(τ−m+2)+1|r)
)
.
94 UNFOLDING CR SINGULARITIES
The remaining terms are:
0 = fτ,C − gτ,C
+z¯1 · (im2(τ−m+2) − im2(τ−m+2) −m2(τ−m+2)+1 + m2(τ−m+2)+1)
−z¯1 · (Re(p2(τ−m+2)(z, t)) + iRe(p2(τ−m+2)+1(z, t))).
Dividing by z¯1 and considering the real and imaginary parts,
Re(p2(τ−m+2)(z, t))
=
fτ,C − gτ,C
2z¯1
+
fτ,C − gτ,C
2z1
+ im2(τ−m+2) − im2(τ−m+2),
Re(p2(τ−m+2)+1(z, t))
=
fτ,C − gτ,C
2iz¯1
− fτ,C − gτ,C
2iz1
+ im2(τ−m+2)+1 − im2(τ−m+2)+1.
From (110) and (99), we have
Im(p2(τ−m+2)(z, t))
= −(f2(τ−m+2) + e2(τ−m+2),E + m2(τ−m+2) −m2(τ−m+2)),
Im(p2(τ−m+2)+1(z, t))
= −(f2(τ−m+2)+1 + e2(τ−m+2)+1,E + m2(τ−m+2)+1 −m2(τ−m+2)+1).
Combining the real and imaginary parts of p2(τ−m+2) and p2(τ−m+2)+1,
the m terms cancel, as before with p2 and p3, to give:
p2(τ−m+2)
= pE2(τ−m+2)(z1, x, ζ
2, t)
+(z1 + x2 + it1 + ix
2
3)ζp
O
2(τ−m+2)(z1, x, ζ
2, t)
=
fτ,C − gτ,C
2ζ
+
f ′τ,C − g′τ,C
2z1
− if2(τ−m+2) − ie2(τ−m+2),E ,
p2(τ−m+2)+1
= pE2(τ−m+2)+1(z1, x, ζ
2, t)
+(z1 + x2 + it1 + ix
2
3)ζp
O
2(τ−m+2)+1(z1, x, ζ
2, t)
=
fτ,C − gτ,C
2iζ
− f
′
τ,C − g′τ,C
2iz1
− if2(τ−m+2)+1 − ie2(τ−m+2)+1,E .
Similar estimates hold in both cases, σ = 2(τ−m+2), 2(τ−m+2)+1;
the eσ,E term determines p
O
σ , and the rest of the terms determine p
E
σ .
As in (109),
‖znpOσ ‖r ≤ (3 + r)|Eσ|r,
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and
‖pEσ ‖R ≤
1
R
|fτ |r + 1
R
|gτ,C |R +
(
4r2
(r − R)2 + 3 + R
)
|Eσ|r.
The claimed estimate from the statement of the Theorem follows;
it is possible, but not necessary, to explicitly calculate the polynomial
expressions C1m and C
2
m.
Remark 7.7. The Proof of the above Theorem can be modiﬁed to
apply to the degree d = 3 case, as discussed in Remark 6.6, to estab-
lish the existence of a holomorphic coordinate change that eliminates
all cubic terms depending on t in (75), leaving only the cubic term
iz¯1x
2
3, and possibly changing the O(4) terms. In the nonlinear system
of equations (80–82), if d = 3, then the solution p3 may have linear
terms of the form
∑
rα3 tα, as remarked in (83), or as follows from the
construction of the above Proof, where terms of the form z¯1x3tα in en,D
could contribute such real valued linear terms to p3, from (108). In this
case, the term −iz¯1 · (Re(p3(z, t)))2 from line (81) can have degree 3
terms, and so it cannot be included among the higher-degree terms
that are neglected to arrive at the linear system (84–88). The only
needed modiﬁcation to the above Proof is that the degree 3 part of
the nonlinear, but purely imaginary, quantity −iz¯1 · (Re(p3(z, t)))2 is
inserted into Equation (106), to get:
0 =
1
2
z¯1 · (gn,G − gn,G)− iz¯1 · (
∑
rα3 tα)
2 − iz¯1P1(t).(112)
Then, while p3 eliminates terms in en of the form z¯1x3tα, there still
exists a weight 2 solution P1(t) of Equation (112) that eliminates the
terms of the form z¯1tαtβ.
Corollary 7.8. There is a constant c1 > 0 (depending only on m),
such that for any p and e as in Theorem 7.6, and any radius lengths ρ,
r with 1
2
< ρ < r ≤ 1, the following hold:
max{‖P1‖ρ, ‖p1‖ρ, . . . , ‖pn‖ρ} ≤ c1|e|r
(r − ρ)2
max
j=1,...,n
{∥∥∥∥dP1dzj
∥∥∥∥
ρ
+
n∑
=1
∥∥∥∥dpdzj
∥∥∥∥
ρ
}
≤ c1|e|r
(r − ρ)3 ,
max
α=1,...,k
{∥∥∥∥ dP1dwα
∥∥∥∥
ρ
+
n∑
=1
∥∥∥∥ dpdwα
∥∥∥∥
ρ
}
≤ c1|e|r
(r − ρ)3 .
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Proof. Let R = 1
2
(ρ + r). The bound on each pj follows from
‖pj‖ρ ≤ ‖pj‖R and the bounds from Theorem 7.6: using 12 < R <
r ≤ 1 ≤ 1
r
< 1
R
< 2, the quantities C1m and C
2
m are bounded above
by some positive constant (depending on m), and (r − R)−2 satisﬁes:
16 < 1
(r−R)2 =
4
(r−ρ)2 . The bounds for the derivatives of pk follow from
this consequence ([A]) of Cauchy’s estimate:
If 0 < R2 < R1 and f(ζ) is holomorphic and bounded by K for
|ζ | < R1, then dfdζ is bounded by KR1−R2 for |ζ | < R2.
This fact can be applied with K = ‖p‖R or ‖P1‖R, and R1 −
R2 = R− ρ = 12(r− ρ) for the z1, . . . , zm−1 and w1, . . . , wk derivatives,
R1 − R2 = R2 − ρ2 > R − ρ = 12(r − ρ) for the zn−1 derivatives,
R1 − R2 = 2R2 − 2ρ2 > r − ρ for the zm, . . . , zn−2 derivatives, and
R1 − R2 = (3R2 + R3)− (3ρ2 + ρ3) > 158 (r − ρ) for the zn derivatives.
Of course, some derivatives can be given sharper estimates, for ex-
ample, dP1/dzj = 0 by construction, but it will be simpler later to
treat them all the same.
The lower bound r > 1
2
was important for the previous Corollary,
but it is not a signiﬁcant a priori restriction on the manifold  M . By a
real rescaling:
(z, w) 	→(113)
(a1z1, a1z2,
√
a1z3, a1z4, . . . , a1zm−1, (a1)2zm, . . . , (a1)2zn, a1 · w)T,
a1 > 0 (a special case of (12)), the equations (75) can be assumed to
deﬁne  M for |z1| < 1, |xσ| < 1, |tα| < 1, and, further, for any η0 > 0,
there is a rescaling making |e|1 < η0.
7.3. The new deﬁning equations and some estimates.
To get a solution of the nonlinear system of equations (80) by iter-
ating the solution of the linear system, the rapid convergence technique
will apply, closely following the methods used by [Moser] on a diﬀerent
CR singularity problem. Each step along the way to a proof of Main
Theorem 6.5 is stated as a Theorem.
Substituting the linear equation’s normalized solution p from The-
orem 7.6 into E2, . . . , en in the RHS of the nonlinear equations (80–82)
gives a quantity q depending on z1, z¯1, x, t. Equation (82) is satisﬁed
exactly by the P1 constructed in Theorem 7.6, so for now, only (80–81),
where the solution of the linear equations is merely an approximation
to a solution of the nonlinear equations, will be considered. Let
(114)
z =(z1, x, . . . , (x2(τ−m+2)+ix2(τ−m+2)+1)z¯1, . . . , z¯21 , (z1+x2+it1+ix
2
3)z¯1)
T,
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as in (88), let
z + e = (z1, x2 + iE2, . . . , xm−1 + iEm−1,(115)
. . . , (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + eτ , . . . ,
z¯21 + en−1, (z1 + x2 + it1 + ix
2
3)z¯1 + en)
T ,
as in (79), and then deﬁne q(z1, z¯1, x, t) = (Q2, . . . , Qm−1, qm, . . . , qn)
by:
Qσ = Im(pσ(z + e, t)− pσ(z, t))(116)
qτ = pτ (z + e, t)− pτ (z, t)(117)
−(x2(τ−m+2) + ix2(τ−m+2)+1) · (p1(z + e, t)− p1(z, t))
−z¯1Re(p2(τ−m+2)(z + e, t)− p2(τ−m+2)(z, t))
−iz¯1Re(p2(τ−m+2)+1(z + e, t)− p2(τ−m+2)+1(z, t))
−p1(z + e, t) · Re(p2(τ−m+2)(z + e, t))
−ip1(z + e, t) ·Re(p2(τ−m+2)+1(z + e, t))
qn−1 = pn−1(z + e, t)− pn−1(z, t)(118)
−2z¯1(p1(z + e, t)− p1(z, t))− (p1(z + e, t))2
qn = pn(z + e, t)− pn(z, t)− z¯1 · (p1(z + e, t)− p1(z, t))(119)
−z¯1Re(p2(z + e, t)− p2(z, t))
−2iz¯1x3Re(p3(z + e, t)− p3(z, t))
−iz¯1 · (Re(p3(z + e, t)))2
−(z1 + x2 + it1 + ix23) · (p1(z + e, t)− p1(z, t))
−(p1(z + e, t))p1(z + e, t)
−(p1(z + e, t)) · (Re(p2(z + e, t)) + iP1(t))
−(p1(z + e, t)) · (2ix3Re(p3(z + e, t)))
−(p1(z + e, t)) · (i(Re(p3(z + e, t)))2).
To outline the role of q in the argument, the next step (Theorem 7.10)
will suppose p(z1, . . . , zn, w1, . . . , wk) is complex analytic on Δρ, and
|e|κ is small enough so that (z, t) ∈ Δκ =⇒ (z + e, t) ∈ Δρ, and so q
is a real analytic function for (z1, z¯1, x, t) ∈ Dκ. The quantity q can be
thought of as an analogue of the RHS of Equation (23); it is the higher
degree part of the new deﬁning equations, but expressed in terms of
the old coordinates. If q(z1, z¯1, x, t) happens to be identically zero, then
the manifold  M has been brought to normal form by the functions p.
Otherwise, the degree of q is at least 2d − 3 by the construction of
the solution p, and deﬁning q(z1, ζ, x, t) by (116–119), with ζ formally
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substituted for z¯1 and allowing complex x and t, the norm |q|κ can
be bounded in terms of the norm of e. Then later, in the Proof of
Theorem 7.14, converting q(z1, z¯1, x, t) into an expression in z˜1, ¯˜z1, x˜,
t˜, and equating it to the z˜ polynomial expression in (78) gives the
deﬁning equations of  M in the (z˜, w˜) coordinate system, in analogy
with the substitution in the next step after Equation (23).
The N˜ = N case of the following Lemma is proved in [C4] (Lemma
4.1.).
Lemma 7.9. Let f = (f1, . . . , fN˜) : Dr → CN˜ be a holomorphic map
with
max
j=1,...,N
⎧⎨
⎩
N˜∑
=1
sup
Z∈Dr
∣∣∣∣ dfdZj (Z)
∣∣∣∣
⎫⎬
⎭ ≤ K.
Then, for Z = (Z1, . . . , ZN), Z
′ = (Z ′1, . . . , Z
′
N) ∈ Dr,
N˜∑
=1
|f(Z ′)− f(Z)| ≤ K
N∑
j=1
|Z ′j − Zj|.
Theorem 7.10. There are some constants c2 > 0 and δ1 > 0 (de-
pending on m) such that if 1
2
< κ < r ≤ 1, and e is as in Theorem 7.6,
with |e|r ≤ δ1(r − κ), then
|q|κ ≤ c2|e|
2
r
(r − κ)5 .
Proof. Let ρ = 1
2
(r+κ). Note that if δ1 ≤ 12 , the formal series for
q is convergent on Dκ, since for (z1, ζ, x, t) ∈ Dκ ⊆ Dr, |xσ + iEσ| <
κ + δ1(r − κ) ≤ κ + (ρ − κ) = ρ, |(x2(τ−m+2) + ix2(τ−m+2)+1)ζ + eτ | <
2κ2+(ρ−κ) < 2κ2+(ρ−κ)(2(ρ+κ)) = 2ρ2, and similarly |ζ2+en−1| < ρ2
and |(z1 + x2 + it1 + ix23)ζ + en| < 3ρ2 + ρ3, so (z + e, t) ∈ Δρ, which is
contained in the domain of p by Theorem 7.6. The N = n+ k, N˜ = 1,
Dr = Δρ case of Lemma 7.9 applies to p : Δρ → C, with
max
j=1,...,n, α=1,...,k
{∥∥∥∥dpdzj
∥∥∥∥
ρ
,
∥∥∥∥ dpdwα
∥∥∥∥
ρ
}
≤ K = c1|e|r
(r − ρ)3
by Corollary 7.8, and Z = (z, t), Z ′ = (z+e, t) ∈ Δρ, so the conclusion
is:
|p(z + e, t)− p(z, t)| ≤ K(|E2|r + · · ·+ |en|r)
=
c1|e|r
(r − ρ)3 |e|r =
8c1|e|2r
(r − κ)3 <
2c1|e|2r
(r − κ)5 .
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This provides bounds for the diﬀerences that appear in (116–119), and
the remaining terms are the products, where we can also use 1
2
< κ <
ρ < r ≤ 1 and the bound of Corollary 7.8 on the p and P1 factors. For
example, in a case of (117) where m > 4, part of the expression is the
product:
sup
Dκ
∣∣∣∣(p1(z + e, t))′p2(τ−m+2)(z + e, t) + (p2(τ−m+2)(z + e, t))′2
∣∣∣∣
≤ ‖p1‖ρ · ‖p2(τ−m+2)‖ρ ≤
(
c1|e|r
(r − ρ)2
)2
=
16(c1)
2|e|2r
(r − κ)4 <
8(c1)
2|e|2r
(r − κ)5 .
Bounds for all of the other terms that are products of p or P1 can be
found similarly, except for the last line in (119), which is a product of
three quantities:
sup
Dκ
∣∣∣∣∣(p1(z + e, t))′ · i
(
p3(z + e, t) + (p3(z + e, t))
′
2
)2∣∣∣∣∣
≤ ‖p1‖ρ · ‖p3‖2ρ ≤
(
c1|e|r
(r − ρ)2
)3
=
64(c1)
3|e|3r
(r − κ)6
≤ 64(c1)
3|e|2rδ1(r − κ)
(r − κ)6 ≤
32(c1)
3|e|2r
(r − κ)5 .
The cubic nonlinear term (from the iz¯1x
2
3 term in the normal form)
in the last step of the above Proof is the only reason for the exponent
5 on 1
r−κ in the statement of Theorem 7.10. There were no such cubic
terms in the problems considered by [C4] or [C6], but the analysis will
proceed in a similar way.
The following Lemma on inverse functions will be used twice, in
the construction of the new coordinate system and the new deﬁning
equations; a proof by a standard iteration procedure is sketched in
([C4]).
Lemma 7.11. Suppose 0 < R2, < R1, for  = 1, . . . , N , so that
D
2 = D(R2,1,...,R2,N ) ⊆ D1 = D(R1,1,...,R1,N ).
Let f(Z) = (f1(Z1, . . . , ZN), . . . , fN(Z1, . . . , ZN)) be holomorphic on
D1, with
max
j=1,...,N
{
N∑
=1
sup
Z∈D1
∣∣∣∣ dfdZj (Z)
∣∣∣∣
}
≤ K < 1,
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and
N∑
=1
sup
Z∈D2
|f(Z)| ≤ (1−K) min
=1,...,N
{R1, − R2,}.
Then, given W ∈ D2, there exists a unique solution Z ∈ D1 of the
equation
W = Z + f(Z),
and this solution satisﬁes
N∑
=1
|Z −W| ≤ 1
1−K
N∑
=1
|f( W )|.
Theorem 7.12. There is some constant δ2 > 0 (depending on m)
so that for any radius lengths 1
2
< κ < r ≤ 1, and e, p as in Theorem
7.6, with |e|r ≤ δ2(r − κ)3 and ρ = 12(r + κ), the transformation
Ψ : (z, w) = (z1, . . . , zn, w1, . . . , wk)
T 	→
(z˜, w˜) = (z1 + p1(z, w), . . . , zn + pn(z, w), w1 + P1(w), w2, . . . , wk)
T
has a holomorphic inverse ψ((z˜, w˜)) = (z, w) such that if (z˜, w˜) ∈ Δκ,
then ψ((z˜, w˜)) ∈ Δρ.
Proof. By Corollary 7.8,
max
j=1,...,n
{∥∥∥∥dP1dzj
∥∥∥∥
ρ
+
n∑
k=1
∥∥∥∥dpkdzj
∥∥∥∥
ρ
}
≤ c1|e|r
(r − ρ)3
<
c1δ2(r − κ)3
(r − ρ)3 = 8δ2c1 ≤
1
2
= K,
if δ2 ≤ 116c1 , and similarly,
max
α=1,...,k
{∥∥∥∥ dP1dwα
∥∥∥∥
ρ
+
n∑
=1
∥∥∥∥ dpdwα
∥∥∥∥
ρ
}
≤ K.
Also by Corollary 7.8,
‖P1‖κ+
n∑
=1
‖p‖κ ≤ (n + 1)c1|e|r
(r − κ)2 ≤ (n+1)c1δ2(r−κ) ≤ (1−K)(ρ−κ),
if δ2 ≤ 14(n+1)c1 . The hypotheses of Lemma 7.11 are satisﬁed with Δκ ⊆
Δρ, and R1,−R2, ≥ ρ−κ, so given (z˜, w˜) ∈ Δκ, there exists a unique
(z, w) ∈ Δρ such that (z˜, w˜) = (z1 + p1(z, w), . . . , zn + pn(z, w), w1 +
P1(w), w2, . . . , wk)
T . This deﬁnes ψ so that Ψ ◦ ψ is the identity map
on Δκ.
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For (z1, ζ, x, t) ∈ DR1 ⊆ Cm+k, deﬁne zc ∈ Cn by:
zc = (z1, x2 + iE2(z1, ζ, x, t), . . . , xm−1 + iEm−1(z1, ζ, x, t),
. . . , (x2(τ−m+2) + ix2(τ−m+2)+1)ζ + eτ (z1, ζ, x, t), . . . ,
ζ2 + en−1(z1, ζ, x, t), (z1 + x2 + it1 + ix23)ζ + en(z1, ζ, x, t))
T,
and deﬁne a map Φ : DR1 → Cm+k by
Φ(z1, ζ, x, t) = (Φ1(z1, ζ, x, t), . . . ,Φm+k(z1, ζ, x, t))
= (z1 + p1(z
c , t), ζ + (p1(z
c , t))′,
x2 +
1
2
(p2(z
c , t) + (p2(z
c , t))′), . . . ,
xm−1 +
1
2
(pm−1(zc , t) + (pm−1(zc , t))′),
t1 + P1(t), t2, . . . , tk).
Theorem 7.13. There is some constant δ3 > 0 (depending on m)
so that for any radius lengths 1
2
< r′ < r ≤ 1, and e, p as in Theorem
7.6, with |e|r ≤ δ3(r − r′)3, and κ = r′ + 13(r − r′), the transformation
Φ : (z1, ζ, x, t) 	→ (z˜1, ζ˜, x˜, t˜) has a holomorphic inverse φ(z˜1, ζ˜, x˜, t˜) =
(z1, ζ, x, t) such that if (z˜1, ζ˜, x˜, t˜) ∈ Dr′, then φ(z˜1, ζ˜, x˜, t˜) ∈ Dκ.
Proof. Let ρ = r′+ 2
3
(r−r′), so κ−r′ = ρ−κ = r−ρ = 1
3
(r−r′) <
1
6
, and let r¯ = 1
2
(r+ r′), so 1
2
< r′ < κ < r¯ < ρ < r ≤ 1. If (z1, ζ, x, t) ∈
Dr¯, and δ3 ≤ 23 , then |E2(z1, ζ, x, t)| ≤ δ3(r − r′)3 = 216δ3(ρ − r¯)3 <
216
122
δ3(ρ − r¯) ≤ ρ− r¯, and similarly |en−1(z1, ζ, x, t)| < ρ2 − r¯2, etc., so
(zc , t) ∈ Δρ, and p(zc , t) and Φ are well-deﬁned and holomorphic on
Dr¯. Using Cauchy’s estimate as in Corollary 7.8, for (z1, ζ, x, t) ∈ Dκ,
∣∣∣∣ ddz1 p2(zc , t)
∣∣∣∣ ≤ |p2(zc , t)|r¯r¯ − κ ≤ ‖p2‖ρ1
2
(ρ− κ)
≤ 2c1|e|r
(ρ− κ)(r − ρ)2 =
54c1|e|r
(r − r′)3 .
Similarly, the derivative of each term, p1(z
c , t), pσ(z
c , t), (p1(z
c , t))′,
(pσ(z
c), t)′, P1(t), with respect to each variable z1, ζ , xσ, tα is bounded
by a comparable quantity, so there is some constant c3 > 0 (depending
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on m) so that
max
j=2,...,m−1, α=1,...,k{∣∣∣∣dp1(zc , t)dz1
∣∣∣∣
κ
+
∣∣∣∣d((p1(zc , t))′)dz1
∣∣∣∣
κ
+
m−1∑
σ=2
∣∣∣∣d(12(pσ(zc , t) + (pσ(zc , t))′))dz1
∣∣∣∣
κ
,
∣∣∣∣dp1(zc , t)dζ
∣∣∣∣
κ
+
∣∣∣∣d((p1(zc , t))′)dζ
∣∣∣∣
κ
+
m−1∑
σ=2
∣∣∣∣d(12(pσ(zc , t) + (pσ(zc , t))′))dζ
∣∣∣∣
κ
,
∣∣∣∣dp1(zc , t)dxj
∣∣∣∣
κ
+
∣∣∣∣d((p1(zc , t))′)dxj
∣∣∣∣
κ
+
m−1∑
σ=2
∣∣∣∣d(12(pσ(zc , t) + (pσ(zc , t))′))dxj
∣∣∣∣
κ
,
∣∣∣∣dp1(zc , t)dtα
∣∣∣∣
κ
+
∣∣∣∣d((p1(zc , t))′)dtα
∣∣∣∣
κ
+
m−1∑
σ=2
∣∣∣∣d(12(pσ(zc , t) + (pσ(zc , t))′))dtα
∣∣∣∣
κ
+
∣∣∣∣dP1(t)dtα
∣∣∣∣
κ
}
≤ c3|e|r
(r − r′)3 ≤ c3δ3 ≤
1
2
,
if δ3 ≤ 12c3 . It also follows from Corollary 7.8 that
|p1(zc , t)|r′ + |(p1(zc , t))′|r′
+
(
m−1∑
σ=2
∣∣∣∣12(pσ(zc , t) + (pσ(zc , t))′)
∣∣∣∣
r′
)
+ |P1(t)|r′
≤ 2‖p1‖ρ +
(
m−1∑
σ=2
‖pσ‖ρ
)
+ ‖P1‖ρ
≤ (m + 1)c1|e|r
(r − ρ)2 ≤
(m + 1)c1δ3(r − r′)3
(r − ρ)2
= 9(m + 1)c1δ3(r − r′) ≤ 1
2
(κ− r′),
if δ3 ≤ 154(m+1)c1 . So, by Lemma 7.11, given (z˜1, ζ˜, x˜, t˜) ∈ Dr′ , there
exists a unique (z1, ζ, x, t) ∈ Dκ such that (z˜1, ζ˜, x˜, t˜) = Φ(z1, ζ, x, t).
By inspection of the form of Φ, for (z1, ζ, x, t) ∈ Dκ,
Φ(z1, ζ, x, t) = (z˜1, ζ˜, x˜, t˜) =⇒ Φ(ζ¯ , z¯1, x¯, t¯) = (ζ˜ , ¯˜z1, ¯˜x, t˜).
If, further, (z˜1, ζ˜, x˜, t˜) = (ζ˜ , ¯˜z1, ¯˜x, t˜) ∈ Dr′, then (z1, ζ, x, t) = (ζ¯ , z¯1, x¯, t¯)
by uniqueness of the inverse. In particular, if |z˜1| < r′, and for σ =
2, . . . , m− 1, x˜σ is real and |x˜σ| < r′, and for α = 1, . . . , k, t˜α is real
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and |t˜| < r′, then φ(z˜1, ¯˜z1, x˜, t˜) is of the form (z1, z¯1, x, t) for some z1
with |z1| < κ, x real with |xσ| < κ, and t real with |tα| < κ. Such
(z1, x, t) is unique, given (z˜1, x˜, t˜): suppose there were (z
0
1 , x
0, t0) with
|z01| < κ, |x0σ| < κ, x0 real, |t0α| < κ, t0 real, such that
z˜1 = Φ1(z
0
1 , z
0
1 , x
0, t0)
x˜σ = Φσ+1(z
0
1 , z
0
1 , x
0, t0), σ = 2, . . . , m− 1,
t˜α = Φm+α(z
0
1 , z
0
1 , x
0, t0), α = 1, . . . , k.
Then the second component Φ2(z
0
1 , z
0
1 , x
0, t0) can be calculated to have
some value ζ˜ , so Φ(z01 , z
0
1 , x
0, t0) = (z˜1, ζ˜, x˜, t˜). By the formula for
Φ, ζ˜ = ¯˜z1, so (z˜1, ζ˜, x˜, t˜) ∈ Dr′ and (z01 , z01 , x0, t0) = φ(z˜1, ζ˜, x˜, t˜) =
φ(z˜1, ¯˜z1, x˜, t˜) = (z1, z¯1, x, t), so we can conclude from the uniqueness of
Lemma 7.11 that z01 = z1, x
0 = x, and t0 = t.
Theorem 7.14. There exist constants c4 > 0 and δ4 > 0 (depending
on m) such that for any 1
2
< r′ < r ≤ 1 (with κ, ρ as in the previous
Theorem), and any e as in Theorem 7.6 with |e|r ≤ δ4(r − r′)3, there
exist a holomorphic map
Ψ : Δρ → Cn+k : (z1, . . . , zn, w1, . . . , wk)T 	→ (z˜1, . . . , z˜n, w˜1, . . . , w˜k)T,
with a holomorphic inverse ψ : Δκ → Δρ, and a holomorphic map
e˜ = (E˜2, . . . , e˜n) : Dr′ → Cn−1, such that the deﬁning equations for  M
are
y˜σ = Im(z˜σ) = E˜σ(z˜1, ¯˜z1, x˜, t˜)
z˜τ = (x˜2(τ−m+2) + ix˜2(τ−m+2)+1)¯˜z1 + e˜τ (z˜1, ¯˜z1, x˜, t˜)
z˜n−1 = ¯˜z21 + e˜n−1(z˜1, ¯˜z1, x˜, t˜)
z˜n = (z˜1 + x˜2 + it˜1 + ix˜
2
3)¯˜z1 + e˜n(z˜1, ¯˜z1, x˜, t˜)
sα = Im(w˜α) = 0,
for |z˜1| < r′, |x˜σ| < r′, |t˜α| < r′. Further, the degree of e˜ is at least
2d− 3, and
|e˜|r′ ≤ c4|e|
2
r
(r − r′)5 .
Proof. Initially, choose δ4 ≤ min{83δ1, 827δ2, δ3}, so that Theorems
7.10, 7.12, 7.13 apply, and deﬁne Ψ, ψ, q, and φ in terms of the given
e and the functions p constructed in Theorem 7.6. Deﬁne e˜ to be the
composite of holomorphic maps q◦φ : Dr′ → Cn−1, so that by Theorem
7.10,
|e˜|r′ ≤ |q|κ ≤ c2|e|
2
r
(r − κ)5 =
c2|e|2r
(2
3
(r − r′))5 .
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Since φ(z˜1, ¯˜z1, x˜, t˜) has no constant terms, and q has degree ≥ 2d − 3
by construction, e˜(z˜1, ¯˜z1, x˜, t˜) also has degree at least 2d− 3.
Given z˜1, x˜, t˜ = (t˜1, . . . , t˜k) such that |z˜1| < r′, x˜ is real with
|x˜σ| < r′, and t˜ is real with |t˜α| < r′, deﬁne quantities z˜2, . . . , z˜n by:
z˜σ = x˜σ + iE˜σ(z˜1, ¯˜z1, x˜, t˜)(120)
z˜t = (x˜2(t−m+2) + ix˜2(t−m+2)+1)¯˜z1 + e˜t(z˜1, ¯˜z1, x˜, t˜)
z˜n−1 = ¯˜z21 + e˜n−1(z˜1, ¯˜z1, x˜, t˜)
z˜n = (z˜1 + x˜2 + it˜1 + ix˜
2
3)¯˜z1 + e˜n(z˜1, ¯˜z1, x˜, t˜),
and denote z˜ = (z˜1, z˜2, . . . , z˜n)
T . The claim of the Theorem is that
ψ((z˜, t˜)) ∈  M .
If (δ4)
2 ≤ 32
729c2
, then
|e˜|r′ ≤ c2(δ4(r − r
′)3)2
(r − κ)5 = c2(δ4)
2 3
6
25
(κ− r′) ≤ κ− r′,
so (z˜, t˜) ∈ Δκ, the domain of ψ.
By Theorem 7.13, there exists a unique (z1, x, t) (the ﬁrst and last
components of (z1, z¯1, x, t) = φ(z˜1, ¯˜z1, x˜, t˜)) such that |z1| < κ, x is real
with |xσ| < κ, t is real with |tα| < κ, and
z˜1 = z1 + p1(z1, x2 + iE2(z1, z¯1, x, t), . . . ,
(z1 + x2 + it1 + ix
2
3)z¯1 + en(z1, z¯1, x, t), t)
x˜σ = xσ + Re(pσ(z1, x2 + iE2(z1, z¯1, x, t), . . . ,
(z1 + x2 + it1 + ix
2
3)z¯1 + en(z1, z¯1, x, t), t))
t˜1 = t1 + P1(t)
t˜j = tj, j = 2, . . . , k.
Then, deﬁne quantities z2, . . . , zn by:
zσ = xσ + iEσ(z1, z¯1, x, t)
zτ = (x2(τ−m+2) + ix2(τ−m+2)+1)z¯1 + eτ (z1, z¯1, x, t)
zn−1 = z¯21 + en−1(z1, z¯1, x, t)
zn = (z1 + x2 + it1 + ix
2
3)z¯1 + en(z1, z¯1, x, t),
and denote, as in (88) and (114), z = (z1, x, . . . , (z1+x2+ it1+ ix
2
3)z¯1)
T
and z + e = (z1, z2, . . . , zn)
T as in (79) and (115). Since |z1| < κ < r,
|xσ| < κ < r, and |tα| < κ < r, (z + e, t) ∈  M , and if δ4 ≤ 43 , then
|e|κ ≤ |e|r ≤ δ4(r − r′)3 = δ4 · 27(ρ− κ)3 < δ427
62
(ρ− κ) ≤ (ρ− κ),
so (z + e, t) ∈ Δρ, which is contained in the domain of p.
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Ψ(z + e, t)
= (z1 + p1((z + e, t)), . . . , zn + pn((z + e, t)), t1 + P1(t), t2, . . . , tk)
T
= (z˜1, . . . , x˜σ + iEσ(z1, z¯1, x, t) + iIm(pσ((z + e, t))), . . . ,
(z˜1 − p1((z + e, t))) · (x˜2(τ−m+2) − Re(p2(τ−m+2)((z + e, t))))
+i(z˜1 − p1((z + e, t)))·(x˜2(τ−m+2)+1 − Re(p2(τ−m+2)+1((z + e, t))))
+eτ (z1, z¯1, x, t) + pτ ((z + e, t)), . . .
(z˜1 − p1((z + e, t)))2 + en−1(z1, z¯1, x, t) + pn−1((z + e, t)),
(z˜1 − p1((z + e, t)))·(z˜1 − p1((z + e, t)) + x˜2 − Re(p2((z + e, t))))
+i(z˜1 − p1((z + e, t))) · (t˜1 − P1(t))
+i(z˜1 − p1((z + e, t))) · (x˜3 −Re(p3((z + e, t))))2
+en(z1, z¯1, x, t) + pn((z + e, t)), t˜)
T
= (z˜1, . . . , x˜σ + iQσ(z1, z¯1, x, t), . . . ,
¯˜z1 · (x˜2(τ−m+2) + ix˜2(τ−m+2)+1) + qτ (z1, z¯1, x, t), . . . ,
¯˜z21 + qn−1(z1, z¯1, x, t),
¯˜z1 · (z˜1 + x˜2 + it˜1 + ix˜23) + qn(z1, z¯1, x, t), t˜)T
= (z˜1, . . . , x˜σ + iQσ(φ(z˜1, ¯˜z1, x˜, t˜)), . . . ,
¯˜z1 · (x˜2(τ−m+2) + ix˜2(τ−m+2)+1) + qτ (φ(z˜1, ¯˜z1, x˜, t˜)), . . . ,
¯˜z21 + qn−1(φ(z˜1, ¯˜z1, x˜, t˜)),
¯˜z1 · (z˜1 + x˜2 + it˜1 + ix˜23) + qn(φ(z˜1, ¯˜z1, x˜, t˜)), t˜)T
= (z˜1, . . . , x˜σ + iE˜σ(z˜1, ¯˜z1, x˜, t˜), . . . ,
¯˜z1 · (x˜2(τ−m+2) + ix˜2(τ−m+2)+1) + e˜τ (z˜1, ¯˜z1, x˜, t˜), . . . ,
¯˜z21 + e˜n−1(z˜1, ¯˜z1, x˜, t˜),
¯˜z1 · (z˜1 + x˜2 + it˜1 + ix˜23) + e˜n(z˜1, ¯˜z1, x˜, t˜), t˜)T = (z˜, t˜)
by construction of q, e˜, and z˜, and using the fact that p is a solution
of (84–88). By the uniqueness of Theorem 7.12, ψ((z˜, t˜)) = (z +e, t) ∈
 M .
7.4. Composition of approximate solutions.
The previous Theorem’s quadratic estimate on the size of e˜ in terms
of e allows for the rapid convergence of a sequence of approximations.
A couple technical Lemmas will be needed to measure the behavior of
composite mappings. Theorem 7.21, which is the last step in proving
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Main Theorem 6.5, uses these Lemmas and the estimates of the previ-
ous Subsection to prove convergence of a sequence of transformations,
following the ideas of [Moser].
Notation 7.15. For R1 > 0 and a (n + k) × (n + k) matrix of
complex valued functions F = (Fj((z, w))) on ΔR1 , deﬁne
|||F |||R1 = max
j=1,...,n+k
{
n+k∑
=1
sup
(z, w)∈ΔR1
|Fj((z, w))|
}
.
This “maximum column sum” norm appeared already, in Corollary
7.8 and Lemmas 7.9, 7.11, in the case where F = Df = D(z, w)f , the
Jacobian matrix of some map f : ΔR1 → Cn+k at (z, w) ∈ ΔR1 .
The 3× 3 case of the following Lemma was proved in [C4].
Lemma 7.16. If |||A|||R1 < 1, then   + A is invertible (where   is
the (n + k)× (n + k) identity matrix), and
|||( + A)−1|||R1 ≤
1
1− |||A|||R1
.
Also, the following elementary fact from the calculus of one real
variable will be used.
Lemma 7.17. If μ is a sequence such that 0 ≤ μ < 1 and
∞∑
=0
μ
is a convergent series, then the sequence of partial products
N∏
=0
1
1− μ
is bounded above by some positive limit.
Notation 7.18. Deﬁne a sequence
{
1, 3
4
, 4
6
, 5
8
, . . .
}
indexed by ν =
0, 1, 2, 3, . . ., by the formula
rν =
1
2
(
1 +
1
ν + 1
)
.
Note that 1
2
< rν ≤ 1, and the sequence is decreasing, with
rν − rν+1 = 1
2(ν + 1)(ν + 2)
≤ 1
4
,
rν+1 − rν+2
rν − rν+1 =
ν + 1
ν + 3
≥ 1
3
.
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Notation 7.19. Deﬁne κν = rν+1+
1
3
(rν−rν+1), ρν = rν+1+ 23(rν−
rν+1), as in Theorem 7.13.
Recall that given η0 > 0, there is some scaling transformation (113)
so that  M ∩Δ1 is deﬁned by (75), with e holomorphic on D1, degree
d ≥ 4 (with the cubic terms of  M already in normal form as in Remark
7.7), and |e|1 ≤ η0.
Notation 7.20. Denote e0 = e (so |e0|r0 = |e|1 ≤ η0), and induc-
tively deﬁne the formal series eν+1(z1, ζ, x, t) in terms of eν(z1, ζ, x, t),
by the e 	→ e˜ procedure of Theorem 7.14, with r = rν , r′ = rν+1. Each
eν deﬁnes, as in the previous Theorems, functions pν , qν , Ψν , ψν , φν ,
and the degree of eν is denoted dν .
Also recall that the degree dν+1 of eν+1 is at least 2dν − 3; it can be
checked that this, together with d0 = d ≥ 4, implies dν ≥ 2ν + 3.
The plan is to show that the bound for eν in the hypothesis of
Theorem 7.14 holds for all ν, to get a sequence of transformations
ψν : Δκν → Δρν , so that the composition ψ0◦. . .◦ψν−1◦ψν : Δκν → Δρ0
is well-deﬁned, eν is holomorphic on Drν , and lim
ν→∞
|eν |rν = 0.
Theorem 7.21. There exists η0 > 0 (depending on m) so that
if e0 and  M are as described above, then there exists a holomorphic
transformation ψ : Δ 1
2
→ Cn+k, with a holomorphic inverse Ψ, and
such that if (z˜, t˜) ∈ M ∩Δ 1
2
, then ψ((z˜, t˜)) ∈  M .
Proof. Let δ5 = min{16δ4, 1243c4}, and choose
0 < η0 < min
{
δ5
1024
,
1
1728c1
}
.
It will be shown that
|eν |rν ≤ δ5(rν − rν+1)5 =⇒ |eν+1|rν+1 ≤ δ5(rν+1 − rν+2)5.
By Theorem 7.14, |eν |rν ≤ δ5(rν − rν+1)5 ≤ δ4(rν − rν+1)3 and |eν |rν ≤
1
243c4
(rν − rν+1)5 imply
|eν+1|rν+1 ≤
c4|eν |2rν
(rν − rν+1)5 ≤
1
243
|eν |rν ;
this already suggests a geometric decrease in the sequence of norms.
Then, using the properties of the sequence rν ,
1
243
|eν |rν ≤
1
243
δ5(rν − rν+1)5 ≤ δ5(rν+1 − rν+2)5,
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which proves the claimed implication. Using this as an inductive step,
and starting the induction with |e0|r0 ≤ η0 < 11024δ5 = δ5(r0 − r1)5,
the hypothesis of Theorem 7.14 is satisﬁed for all ν. The ﬁrst of three
conclusions from Theorem 7.14 is that eν is holomorphic on Drν , with
degree dν ≥ 2ν + 3, and |eν |rν ≤ 243−νη0. Secondly, ψ0 ◦ . . . ◦ ψν is a
well-deﬁned holomorphic map Δκν → Δρ0 , and Ψν ◦ . . . ◦ Ψ0 is well-
deﬁned and holomorphic on the image (ψ0 ◦ . . . ◦ ψν)(Δκν ), so that
Ψν ◦ . . . ◦Ψ0 ◦ψ0 ◦ . . . ◦ψν is the identity on Δκν . The third conclusion
is that if |z˜1| < rν+1, |x˜σ| < rν+1, and |t˜α| < rν+1, and (z˜, t˜) is deﬁned
as in (120) with e˜ = eν+1, then (ψ0 ◦ . . . ◦ ψν)((z˜, t˜)) ∈  M . For any
(z, w) = (z1, . . . , zn, w1, . . . , wk) ∈ Δ 1
2
, the sequence (depending on ν)
(ψ0 ◦ . . .◦ψν−1 ◦ψν)((z, w)) is contained in Δρ0 = Δ11/12. The following
argument, beginning with several applications of Lemma 7.9, shows this
sequence is a Cauchy sequence, and converges to some value ψ((z, w)).
n+k∑
=1
|(ψ0 ◦ . . . ◦ ψν+1)((z, w))− (ψ0 ◦ . . . ◦ ψν)((z, w))|
=
n+k∑
=1
|(ψ0)((ψ1 ◦ . . . ◦ ψν+1)((z, w)))
−(ψ0)((ψ1 ◦ . . . ◦ ψν)((z, w)))|
≤ |||Dψ0|||ρ1 ·
n+k∑
j=1
|(ψ1 ◦ . . . ◦ ψν+1)j((z, w))
−(ψ1 ◦ . . . ◦ ψν)j((z, w))|
≤
(
ν∏
=0
|||Dψ|||ρ+1
)
·
n+k∑
j=1
|(ψν+1)j((z, w))− (z, w)j|,(121)
where (ψ0) denotes the 
th output component of the vector valued
function ψ0, etc., and (z, w)j = zj for j = 1, . . . , n, or wj−n for j =
n+1, . . . , n+k. By the estimate from Lemma 7.11, with f = pν+1 and
K = 1
2
from the Proof of Theorem 7.12, and then using the bound for
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p from Corollary 7.8,
n+k∑
j=1
|(ψν+1)j((z, w))− (z, w)j | ≤ 1
1− 1
2
n+k∑
j=1
|(pν+1)j((z, w))|
≤ 2
n+k∑
j=1
‖(pν+1)j‖ 1
2
≤ 2
n+1∑
j=1
‖(pν+1)j‖ρν+1 ≤ 2(n + 1)
c1|eν+1|rν+1
(rν+1 − ρν+1)2
= 18(n+ 1)
c1|eν+1|rν+1
(rν+1 − rν+2)2 = 72(n + 1)c1(ν + 2)
2(ν + 3)2|eν+1|rν+1
≤ 72(n+ 1)c1(ν + 2)
2(ν + 3)2η0
243ν+1
.
It follows from D(z, w)ψ = ( +Dψ((z, w))p)
−1 and Lemma 7.16 that:
|||Dψ|||ρ+1 = |||( + Dψ((z, w))p)−1|||ρ+1
≤ |||( + Dp)−1|||ρ ≤
1
1− |||Dp|||ρ
.
Then, by Lemma 7.17, the product from (121) is bounded above by
some constant c5 > 0, since by Corollary 7.8,
|||Dp|||ρ ≤
c1|e|r
(r − ρ)3 =
27c1|e|r
(r − r+1)3 = 216(+ 1)
3( + 2)3c1|e|r
≤ 216(+ 1)
3( + 2)3c1η0
243
< 1,
and by the comparison:
∞∑
=0
|||Dp|||ρ ≤
∞∑
=0
216( + 1)3( + 2)3c1η0
243
,
the inﬁnite series is convergent, with terms < 1.
The inequality
n+k∑
=1
|(ψ0 ◦ . . . ◦ ψν+1)((z, w))− (ψ0 ◦ . . . ◦ ψν)((z, w))|
≤ 72(n + 1)c1c5(ν + 2)
2(ν + 3)2η0
243ν+1
is enough to show that the sequence of composite functions converges
pointwise and uniformly to a function ψ on Δ 1
2
.
110 UNFOLDING CR SINGULARITIES
8. Some other directions
1. The lists of normal forms from Section 5.1 stopped at Q ≡ 0,
although some results on surfaces with a higher order contact with
the complex tangent line appear in [H1], [H2], [Bharali]. The list of
normal forms from Section 6.1 is also incomplete.
2. The calculations of normal forms of unfoldings of surfaces from
Section 5.2 stopped at low degree, leaving O(4) or O(5) quantities
not normalized. Presumably some higher degree terms in the normal
forms could be analyzed by further calculations, but the term-by-term
approach of that Section does become complicated.
3. In Example 5.13, the unfolding normal form (36) for generic
elliptic points was observed to be similar to the ﬂattened algebraic
normal form result of [MW] for n-manifolds in Cn under biholomorphic
transformations. This leaves open the question: can the [MW] normal
form (37) be achieved by a transformation in the subgroup U2,2,k (27–
28), or if not, how is the unfolding classiﬁcation diﬀerent?
4. The local geometry of a manifold near a point in Nj (as in (2)),
for m ≤ n, j > 1, where the tangent space contains a complex plane,
has not been studied as much as the j = 1 case. Since the codimension
of N2 is generally 4(n−m + 2), it could have a nonnegative expected
dimension for m ≥ 8 and some n. It would be interesting to understand
the local geometry of M near a point in N2, and how such a manifold
might be deformed so that other types of singularities in N1 or N2
appear.
5. The case 2
3
(n + 1) < m ≤ n, where M has high codimen-
sion, but the locus N1 has a positive expected dimension, is also inter-
esting. Globally, there are characteristic class formulas ([Webster2],
[Webster3], [C1]) describing the non-isolated CR singularities, gener-
alizing (3). The formulas of [Webster2] involving parabolic singular-
ities in the m = n case have not been generalized to other types of
degenerate singularities. Locally, the normal forms in the nondegener-
ate case for 2
3
(n+ 1) < m < n are known ([C6]), but the normal forms
for degenerate CR singularities are not, and may not be as simple as
those in Proposition 6.2. Normal forms for unfolding could also become
complicated.
6. Another less-explored case of CR singular m-submanifolds of
C
n is where m > n, so the generic point x of a submanifold in general
position satisﬁes j = dim Tx∩JTx = m−n, and the CR singular points
are where this dimension jumps. The expected codimension formula
codim Nj = 2j(n −m + j) still holds for j ≥ m − n and m > n, and
some j > m− n cases have been considered by [G].
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7. The use of all real variables to parametrize the deformation
seemed to be a more natural, or at least simpler, choice than using
complex parameters, since the coeﬃcients appearing in normal forms
(for example, the Bishop invariant) can be real quantities, and a real
time variable in the k = 1 case was useful in the visualization. A
more general unfolding construction could use both complex and real
deformation parameters. Then, for example, even for M with only
N1 \ N2 singularities, the manifold  M could be tangent to a complex
plane.
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