Abstract: Recently linear fractional transformation (LFT) modelling has demonstrated considerable potential for the filtering problem of highly nonlinear state space systems. A characteristic of the LFT model is the feedback loop which encapsulates the nonlinearity of the state-space model in a structure that is both simple and sparse. For a broad class of practical problems the LFT gives an equivalent representation of the nonlinear state space models which is more efficient due to its structure. With an approximation localized to a simple nonlinearity in the feedback path, it has been shown that this approach works reasonably well where conventional linearization techniques fail. In this paper, we propose nonlinear filtering via LFT modelling for propagating the stochastic conditional intensity function for problems in multi-target filtering. Simulation results are shown to demonstrate the performance of the proposed filter.
INTRODUCTION
In the traditional approach to single target filtering, the mean and covariance of the posterior density are propagated in time. Under the linear Gaussian assumption on the state dynamics and the measurement model, the estimates can be shown to be optimal for a suitable criterion such as the mean square error. Under more general conditions the estimates are given either using analytical approximations for example the extended Kalman filter (EKF) Jazwinski (1970) ; Gelb (1974) and the unscented Kalman filter (UKF) Uhlmann (1997, 2004) or using particle approximations for example the sequential Monte Carlo (SMC) methods Gordon et al. (1993) ; Doucet et al. (2001) . While the EKF uses a local linearization of the nonlinear mapping around the state estimate, the UKF uses an affine approximation of the conditional expectation of the state given the observations. In most cases, the UKF has been shown to perform better than the EKF Lefebvre et al. (2001) ; Cui et al. (2005) .
In the recent work of the authors Pasha et al. (2009) an alternative analytical approximation approach for the single target filtering problem was introduced using the linear fractional transformation (LFT) modelling Zhou et al. (1996) . The LFT gives an equivalent representation for a broad class of nonlinear state space models whereby the nonlinearity of the system is encapsulated in a simple structure in the feedback loop. Moreover, it was demonstrated via simulation examples that under highly nonlinear conditions where the UKF failed to converge, ⋆ This work was partly funded by the Australian Research Council.
the LFT-based filter converged and gave reasonably good estimates.
In this paper we extend the approach Pasha et al. (2009) in two ways. Firstly, we extend the LFT-based filtering approach to the multi-target filtering problem which has been systematically treated using point processes Mahler (2003) ; Vo et al. (2005) . The stochastic conditional intensity function has been recognized as a computationally efficient alternative to the multi-target posterior density to propagate in time. Under general conditions of nonlinear dynamics and measurement model there exists no closed form solution to propagate the intensity function. We demonstrate that by transforming the state space model in the LFT format the estimation accuracy is improved in comparison with approximation based on the unscented transformation.
Secondly, we extend the discrete-time filtering approach to the continuous-time dynamical equation which is a more realistic model for most natural continuous-time processes for example the kinematic state of a moving vehicle. The observations are sampled at discrete times as is often the case for example the periodic reports from a radar when an aircraft is illuminated by the rotating radar antenna. For the continuous-time dynamical equation, the UKF numerically computes the solution of the differential equations of the mean and covariance to approximate the equivalent discrete-time filter which is prohibitive for real-time implementation. We show that the discretized LFT solution avoids refreshing the system matrices at each sampling time for processing of observations and is therefore amenable to online implementation. The paper is structured as follows. Section 2 reviews the point processes and defines the stochastic conditional intensity function. The LFT modelling of the continuoustime dynamical equation is then discussed. Section 3 gives the closed form solution of the stochastic intensity recursion under linear Gaussian assumption on the state space models. The approximate solution of the intensity recursions under general conditions using the LFT is then proposed. A simulation example is given and results are discussed in Section 4. Section 5 concludes the paper.
Notation: X|Y denotes a random variable X restricted by a realization of the conditioning random variable Y . E denotes the expectation operator. X ∼ N (x, R x ) denotes a normally distributed random variable with meanx and covariance R x . ζ • ψ = ζ(x)ψ(dx).
BACKGROUND
In this section the point processes are reviewed. The stochastic intensity function is defined and the formula for the conditional stochastic intensity is given. The linear fractional transformation (LFT) of the nonlinear differential equation is then discussed.
Point Processes
Let N (B) be the counting process of a finite point process, i.e., N (B) is the number of points occurring in any region B of the Euclidean space X . Under the No Simultaneity condition Solo (2005) (also known as orderliness Snyder (1975) ), the distribution of a point process is uniquely determined. In the point process context it is the moment measures that describe the distributions. The intensity measure Λ of the process is defined by Λ(B) = E(N (B)). Λ(B) determines the mean number of points in B.
An important example of a point process is the Poisson point process which is completely characterized by the intensity measure Λ. Given a Poisson point process X with intensity measure Λ, then for each bounded region B, X(B) has a Poisson distribution with mean Λ(B),
and the number of points of the process in each finite partition B 1 , . . . , B m are independent for every m ≥ 2 and any collection of the partitions.
If Λ is absolutely continuous w.r.t. the Lebesgue measure, then the corresponding density λ is called the intensity function Daley and Vere-Jones (1988) ,
Let Y ∈ X be a point process related to a realization x of the Poisson point process X with intensity measure Λ X by
where S(x) is either singleton or empty with distribution
is a probability measure with density f (·, ·) w.r.t. a reference Lebesgue measure λ X and p S is a measurable function with 0 ≤ p S (x) ≤ 1 for all x ∈ x. Furthermore, if ζ is a measurable function satisfying the condition |ζ(x)| ≤ 1 then the conditional intensity measure Λ X|Y is Vo and Singh (2005) 
A closed form solution does not exist in general. In the particular case of Gaussian f (·, ·) the conditional intensity admits a closed form solution. In general an analytical approximation can be derived using either the Taylor approximation or the unscented transformation. In the following an alternative approach using the LFT is discussed.
Linear Fractional Transformation (LFT) Modelling
It is known that a broad class of nonlinear mappings including fractional mappings (differentiable at any order) can be equivalently represented by the LFT Zhou et al. (1996) ; Tuan et al. (2003 Tuan et al. ( , 2004 , for e.g., the differential equation
whereÃ ∈ R n×n ,B ∈ R n×n∆ ,C ∈ R n∆×n andD ∈ R n∆×n∆ are deterministic fixed matrices. w ∆ (t), y ∆ (t) ∈ R n∆ are auxiliary variables introduced to model the feedback. ∆(x(t)) = n 1 ∆ i x i (t) where x i (t) is the i-th element of the vector x(t).
The LFT system (1) can be easily seen by its compact expression
where ∆(x(t)) enters the relation in a highly nonlinear fashion. The Taylor approximation or unscented transformation are tantamount to the standard approximations. On the other hand, (1) is nonlinear in the feedback only. Under this representation, the discrete-time approximation is the following result. Proposition 1. The discrete-time approximation of (1) is
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At time t k = kT
where the last step follows from the zero-order hold approximation for w ∆ (t) and introducing γ = (k + 1)T − τ .
For nonsingularÃ, B =Ã −1 (A − I)B and for small T , A ≈ I +ÃT and B = (IT + 1 2 AT 2 )B hold.
Note that from an information theoretic viewpoint, Proposition 1 is a rather exact discretized solution. The UKF on the contrary approximates this solution using numerical methods such as the Euler and the second-order RungeKutta discretization for satisfactory accuracy which are not suitable for real-time update. The approximation in Proposition 1 is suitable for practical online implementation.
In the discretized LFT model, estimates of w ∆k can be obtained using the unscented transformation as follows. Given the meanx k−1 and covariance P k−1 of x k−1 , the regression points x
k−1 + Dw ∆k−1 , and
The auto-covariance of w ∆k−1 and the cross-covariance with x k−1 are
This outlines the procedure for an alternative approximation than using standard approaches which lead to poor estimates in highly nonlinear systems.
INTENSITY RECURSION VIA LFT MODELLING
In this section the point process models for the targets and observations are given. The closed form solution to the stochastic intensity recursion is given under Gaussian assumption on the underlying densities. A general solution using LFT modelling is then presented to derive analytical approximation of the intensity recursion.
Target and Observation Models
The meta-state X k = {x k,1 , . . . , x k,M } ∈ F X is the finite point process of the states at time k. Similarly, the observation Z k = {z k,1 , . . . , z k,N } ∈ F Z is the point process of measurements at time k.
Let x k−1 be a realization of the point process X k−1 at time k − 1. Consider the point process X k constructed as the disjoint union
where S k|k−1 (x) is either singleton or empty with distribution
. F k is the transition probability with transition density f k and p S,k|k−1 is the probability of target survival.
Let z k be a realization of the point process Z k which defines the observation model for X k
where K k is a Poisson point process of false alarms with intensity measure Λ K,k and admits a density λ K,k independent of D k (x) which is either singleton or empty with distribution
, L k is a probability measure with observation likelihood l k and p D,k is the probability of target detection.
Each target follows the model
wheref , g denote differentiable mappings, β is the Brownian process assumed independent of the state x(·) with diffusionQ. v(t k ) is the zero mean measurement noise with covariance R(t k ), independent of the state x(t k ).
Closed form Intensity Recursion
In the particular case of linear mappingsf , g for all x ∈ x, the closed form solution of the stochastic conditional intensity is the following. Proposition 2. Given the intensity measure of the point process X k−1 at time k −1 as Λ X k−1 and a Markov process for the target model, the intensity measure of point process
Proof. Using the properties of the probability generating functional (p. 
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where
. The required intensity measure follows by differentiating w.r.t. h at unity,
Proposition 3. Given the unconditional intensity measure of the Poisson point process X k as Λ X k and a realization z k of the point process Z k at time k, the conditional intensity measure of point process X k given z k is
Proof. The proof can be found in Vo and Singh (2005) . It is omitted due to lack of space.
General Solution using LFT Modelling
Consider the more general state space setting (2). For differentiable f , the LFT gives
, where w ∆ (t), z ∆ (t) are auxiliary variables and the system matricesÃ,B,C 2 ,D 22 are of appropriate dimension. By Proposition 1 the discretized model is
Similarly, for differentiable g,
Under the more general structure of the feedback ∆(
, the LFT model exists for any smoothf , g and
where u ∈ R is a fixed input and B 1 , B 2 , D 21 are of appropriate dimensions. w k , v k are assumed mutually uncorrelated and uncorrelated to the state x k (and thus uncorrelated to w ∆k ). The deterministic and fixed system matrices do not need to be refreshed in real-time. This makes the approach amenable to large dimensional problems. In comparison, the UKF uses numerical methods to obtain a discretized solution. Moreover, the LFT-based approach has been shown to perform better than the UKF for the single target filtering problem in the discrete-time setting Pasha et al. (2009) . The prediction and the update steps of the LFTbased filter are the following.
Denote by x (i) k , i = 0, . . . , p the i−th regression point of x k . Suppose the estimate of the state x k−1 at time k − 1 given the history Z k−1 is m k−1 with covariance P k−1 . Proposition 4. Given the history Z k−1 , the prediction at time k is accepted as m k|k−1 with covariance P k|k−1 where
Proposition 5. Given the predicted mean and covariance of the state as above, the estimate of the state conditional on Z k is m k with covariance P k where
and
T .
Propositions 4 and 5 give analytical approximations for the state transition density f k and the observation likelihood l k , i.e.,
. Propositions 2 and 3 can then be used to propagate the stochastic conditional intensity function in time.
SIMULATION RESULTS
In this section we give a simulation example and show results to demonstrate the performance of the proposed LFT-based filter. The true number of targets is assumed to be unknown. In this example the standard filtering approaches of the EKF and the UKF fail to converge. The simulated data were generated using 100 steps of the Euler-Maruyama method between successive measurements.
Example.
Consider a typical nonlinear autoregressive (AR) equation q(t) = −0.1q(t) − q 3 (t) + w(t) with the noisy measurement z(t k ) = q(t k ) + v(t k ), which admits the following state space equation formulation with the state 
where 0 a×b is the a × b zero matrix. The feedback connection has the simple structure ∆(x k ) = x 1,k I 2 with I a as the identity matrix of dimension a × a.
The probability of target survival p S,k|k−1 = 0.98 and the probability of target detection p D,k = 0.99 is taken. The intensity of the Poisson point process of targets at the initial time step is taken as
= (−0.5, −0.1) T and P = I 2 .
The true trajectories of five targets and the measurements for 20 s are shown in Fig. 1 . The estimates given by the proposed filter are shown in Fig. 2 . The mean absolute error in the number of targets and the probability of track loss (see Vo and Ma (2006) for a definition of these measures), estimated from 10 2 Monte Carlo runs, are shown in Fig. 3 for an error radius of 1 unit. The results shown indicate that the proposed filter successfully tracks the targets. The estimates given by the filter are shown in Fig. 4 . The mean absolute error in the number of targets and the probability of track loss from the Monte Carlo runs are shown in Fig. 5 . The results indicate that the mean absolute error in the number of targets below 1.
CONCLUSION
In this paper, an approach to intensity propagation is proposed using LFT modelling where the target modes follow the nonlinear continuous-discrete model which are realistic scenarios in nonlinear online filtering. The LFT system gives an equivalent representation for the nonlinear state space models which is exact for a broad class of nonlinear systems. The alternative representation comprises of a linear part and a simple nonlinear structure in the feedback path which suggests that the approximation is localized to the feedback path. The sparse structure of the feedback connection gives good approximation of the second-order moments of the feedback channel. By applying the unscented transformation in the feedback loop we derive an analytical solution to compute the stochastic conditional intensity function. Simulation results demonstrate that the proposed approach works when the standard filtering technique of the UKF fails.
