Abstract. We study dynamical systems arising as time-dependent compositions of Pomeau-Manneville-type intermittent maps. We establish central limit theorems for appropriately scaled and centered Birkhoff-like partial sums, with estimates on the rate of convergence. For maps chosen from a certain parameter range, but without additional assumptions on how the maps vary with time, we obtain a self-normalized CLT provided that the variances of the partial sums grow sufficiently fast. When the maps are chosen randomly according to a shift-invariant probability measure, we identify conditions under which the quenched CLT holds, assuming fiberwise centering. Finally, we show a multivariate CLT for intermittent quasistatic systems. Our approach is based on Stein's method of normal approximation.
Introduction
This paper is a continuation of the previous works [18, 20, 26] which dealt with statistical properties of time-dependent dynamical systems, such as those described by compositions of the form T n • · · · • T 1 where each T n : X → X is a self-map of a probability space (X, B, µ). In [26] , the constituent maps T n were chosen to be Pomeau-Manneville-type intermittent maps T αn : [0, 1] → [0, 1] with parameters α n ∈ (0, 1). The maps T αn are expanding but have a common neutral fixed point at the origin, whose influence becomes more significant as α n increases. A functional correlation bound was shown to facilitate controlling integrals of the form F • (T αn • · · · • T α 1 ) m n=1 dµ , where F is not necessarily a product of one-dimensional observables (as in pair correlation bounds) but a more general functional depending on a finite fragment of the system's trajectory. Such strengthened versions of correlation bounds appear as conditions in general limit theorems for dynamical systems, such as those established in [15, 19, 34] .
In [18] , an adaptation of Stein's method [37] was developed for normal approximation of time-dependent systems. For a bounded d-dimensional observable f : X → R d the main result of [18] established an upper bound on the distance between the distributions of 1 and N (0, Cov µ (W )), under some correlation-decay conditions for the non-stationary process (f • T n • · · · • T 1 ) n≥1 . The result was applied to estimate the rate of convergence in the CLT for time-dependent systems composed of smooth uniformly expanding circle maps T n : S 1 → S 1 . Three types of applications were examined, depending on how the circle maps T n are picked: 
with an estimate on the rate of convergence, under the assumption that the growth of Var µ (S) is sufficiently rapid. Here f : [0, 1] → R and the density of µ are assumed to be sufficiently regular.
(2) The maps are chosen randomly according to a shift-invariant probability measure. In this case a quenched CLT for W was obtained under a strong mixing condition for the selection process. The main result of [20] was used to identify conditions under which the variance Var µ (W ) converges almost surely to a positive nonrandom limit.
(3) The dynamics is described by compositions of the form T n,k • · · · • T n,1 , where each T n,k belongs to a triangular array {T n,k : 0 ≤ k ≤ n, n ≥ 1}. The maps T n,k are assumed to vary slowly with k: they approximate a regular curve γ : [0, 1] → M in the C 1 -topology, where M is the space of all admissible circle maps, in the sense that lim n→∞ T n,⌊nt⌋ = γ t . Such a setup is an example of a quasistatic dynamical system (QDS), which is a class of non-stationary systems introduced in [11] . QDSs model, among others, slowly transforming thermodynamic processes. The expanding QDS described above was shown to satisfy a multivariate CLT, again augmented by an estimate on the rate of convegence, under some conditions on the regularity of γ and the rate of convegence in the above limit.
The purpose of the present paper is to extend the applications described above to the setting considered in [26] , i.e. when the time-dependent system is composed of nonuniformly expanding intermittent maps. In the subsequent sections we state results which give estimates on the speed in the CLT for sequential, random, and quasistatic compositions of these maps.
Statistical properties of time-dependent dynamical systems have been studied by several authors over the past decade; see [4, 14, 16, 22-24, 30, 33, 38, 39, 41, 42, 44] . Self normalized CLTs in the spirit of (1) for non-random compositions were obtained in [8] for a class of nearby hyperbolic maps, and in [10, 31] for one-dimensional piecewise-expanding maps. The former paper [10] developed a general operator-theoretic approach which, coarsely speaking, applies to compositions of maps with quasicompact transfer operators on a suitable Banach space. For such and related maps, also in higher dimension, the almost sure invariance principle was shown in [17] .
The study of time-dependent non-uniformly expanding maps was initiated in [2] , where a statistical memory loss result was established for compositions of intermittent maps T αn with parameters 0 < α n ≤ β * < 1, but without any other assumptions on how the sequence (α n ) is chosen. The result was a key ingredient in the proof for the functional bound of [26] -one of the main tools of the present manuscript -and it was also instrumental in [32] , where the CLT was first examined in this setup. The main result of [32] shows that, in a certain parameter range, a CLT of the form (1) holds for all C 1 -observables f : [0, 1] → R, when µ is the Lebesgue measure, assuming again that Var µ (S) grows sufficiently fast. The last condition was shown to be satisfied by maps T αn not too far from a fixed map T α for which f is not a co-boundary (in this case the growth of Var µ (S) is linear). Our results imply an upper bound on the rate of convergence in the self-normalized CLT with respect to the Wasserstein metric.
Quenched limit theorems for random dynamical systems have been established in many articles. We mention [1, 3, 5, 9, 12, 13] as examples of recent works in this area. In [32] , a quenched CLT for i.i.d selections of intermittent maps belonging to a finite set of maps was established. In [6, 7, 36] , quenched correlation bounds with applications to limit theorems for slowly mixing random systems were shown.
1.1. Notation. Given a probability space (X, B, µ), and a function f : X → R d , we denote µ(f ) = X f dµ. The Lebesgue measure on the unit interval is denoted by m. The coordinate functions of f are denoted by f α , α ∈ {1, . . . , d}, and we set
We endow R d with the max-norm x ∞ = max α=1,...,d |x α |, and for a Lipschitz continuous function f :
and
For a function B :
for the kth derivative of B, and also denote ∇B = D 1 B. We define
Finally, given two vectors v, w ∈ R d , we write v ⊗ w for the d × d matrix with entries
Throughout, C stands for a positive constant whose value may vary from one occurrence to the next. We use C(a, b, . . .) to denote positive constants that depend only on the parameters a, b, . . ..
1.2.
Outline of the paper. In Section 2 we give some definitions and also all the results of the paper. We also include some of the shorter proofs in Section 2. In Section 3 and Section 4 we give the rest of the proofs.
Results
Following [29] , we define for each α ∈ (0, 1) the map
Each map has a neutral fixed point at the origin, which together with expansion is responsible for intermittent behavior of the dynamics. Expansion around the origin weakens as α grows. On the other hand, if α ↓ 0, the neighborhood in which T ′ α ≈ 1 becomes ever smaller, and at α = 0 we arrive at the uniformly expanding angle-doubling map.
.
We denote byν α the invariant absolutely continuous probability measure associated to T α . It is well-known that the densityĥ α ofν α is Lipschitz continuous on intervals of the form [ε, 1], where ε > 0 [21, 29, 43] . In fact, it follows from [29] thatĥ α belongs to the convex cone of functions
We recall from [29] that
and that
For a single map T α , we denote
. Below we state limit results for time-dependent compositions of the maps T α .
2.1. Time-dependent intermittent maps. We fix β * ∈ (0, 1), and call a sequence (T n ) n≥1 of intermittent maps admissible, if 0 ≤ α n ≤ β * for all n ≥ 1. Given such a sequence we denote T n = T αn , and T n = T n • · · · • T 1 . Let µ be a Borel probability measure on [0, 1], and let f :
The covariance matrix of W is denoted by Σ N = µ(W ⊗ W ), and in the case d = 1 we set σ 2 N = Σ N . Our first theorem, which is proven in Section 3, gives an upper bound on the distance between W and the d-dimensional centered normal distribution N (0, Σ N ) with covariance matrix Σ N . Theorem 2.1. Let (T n ) n≥1 be an admissible sequence of intermittent maps. Suppose that the density of the initial measure µ belongs to C * (β * ), where β * < 1/3. Let N ≥ 2 and let f : [0, 1] → R d be a Lipschitz continuous function such that Σ N is positive definite. Then, for any three times differentiable function h :
where C > 0 is a constant independent of N. Here Φ Σ N (h) denotes the expectation of h with respect to N (0, Σ N ).
Although Theorem 2.1 applies in the univariate case d = 1, we also have the following complementary result where the smoothness of the test function h is relaxed to Lipschitz continuity. The expense is that the obtained upper bound depends on the variance σ 2 N . Before stating the result, we recall that the Wasserstein distance between two random variables Y 1 and Y 2 is defined as
is the class of all 1-Lipschitz functions.
Theorem 2.2. Let (T αn ) n≥1 be an admissible sequence of maps. Let Z ∼ N (0, 1) be a random variable with normal distribution of mean 0 and variance 1. Suppose that the density of the initial measure µ belongs to C * (β * ), where β * < 1/3. Moreover, let N ≥ 2 and let f : [0, 1] → R be a Lipschitz continuous function such that σ N > 0. Then,
where C > 0 is a constant independent of N.
The proof of Theorem 2.2 is similar to the proof of Theorem 2.1. The sketch of the proof of Theorem 2.2 is given in Section 3.
, and Var(S) = µ(S 2 ). As an immediate corollary of the above theorem we obtain the following estimate on the rate of convergence in the self-normalized univariate CLT: Corollary 2.3. Let Z, µ, β * and f be as in Theorem 2.2. Assume that Var(S) ≥ CN ε , where C > 0 and 0 ≤ ε ≤ 1. Then, for any N ≥ 2,
In particular, if ε > 2 3
Remark 2.4. In the smaller parameter range β * < 1/9, it is seen from Theorem 3.1 of [32] that (3) holds for a weaker lower bound on the variance, namely Var(S) ≥ CN ε for some ε > 1/2(1 − 2β * ) suffices.
Proof for Corollary 2.3. We have Var(S) = Nσ
By the definition and properties of Wasserstein distance we have
Thus, by Theorem 2.2,
, which confirms (3).
We point out that if nothing is assumed on the behavior of σ 
. Therefore, Theorem 2.2 implies the bound
On the other hand, for all random variables X, Y with bounded variances σ
See e.g. [18] . Therefore, for those N ≥ 2 such that σ N ≤ N 2β * − 1 6 it holds that
. Thus the claim holds for all integers N ≥ 2.
2.2. Random dynamical system. In this subsection we study a setup, where a sequence of Pomeau-Manneville maps is chosen randomly. We show that under some assumptions there exists a limit variance for W and it is the same for almost every random sequence of transformations.
be a sequence of intermittent maps where (ω i ) i≥1 is drawn randomly from the probability space (Ω,
Here E is the Borel algebra of [0, β * ] and Z + = {1, 2, . . . }. We assume the following about the random dynamical system in question:
ii) The law P is stationary, i.e., the shift τ : Ω → Ω : (τ (ω)) i = ω i+1 preserves P.
iii) The random selection process is strong mixing, satisfying
for each n ≥ 1, where γ > 0 and F i 1 is a sigma-algebra generated by the projections
N , when the limit exists. Here W is defined as in the previous subsection except that it now also has ω-dependence. The next theorem gives a quenched convergence result for W that holds for almost every sequence of transformations. Theorem 2.6. Assume that (RDS) is satisfied with β * < 1/3. Then
is well-defined and non-negative. We have σ > 0 if and only if
Furthermore if σ > 0 holds, then for arbitrary δ > 0 and almost every ω
Proof. We first show that conditions (SA1)-(SA4) in [20] are satisfied:
First we see that Theorem 3.3 implies that (SA1) is satisfied with the choice η(0) = η(1) = C and η(i) = Ci of [2] , the corresponding η is same as above. By (RDS) P is stationary and thus (SA4) holds with a trivial bound 0 for all N.
There exists ǫ > 0 such that η(i) ≤ Ci −2−ǫ for i ≥ 1. Therefore applying Theorem 4.1 in [20] yields for almost every ω and any given δ > 0.
The formula of σ 2 is also given by the same theorem. The condition for σ > 0 is shown by applying Lemma B.1 of [20] . For this purpose, we need to confirm that Assumption (SA5') in [20] holds.
Proof of Assumption (SA5'). The second part of the Assumption (SA5') follows from Theorem 2.6 in [2] . For the first part of (SA5') consider the density h ∈ C * (β * ) (the cone corresponding to T β * ) of µ, which satisfies
where b and c β * are positive constants depending only on β * . Since
where we used β * < 1/2. This ends the proof of (SA5').
Assuming that σ > 0 holds, we have |σ
Thus the bounds in the right side of (4) also hold for
from the assumption σ > 0 and (4) it follows that there exists N 0 ∈ N such that σ N > 0 for every N ≥ N 0 and almost every ω. Now Theorem 2.2 yields:
Note that the right side of (6) can be replaced by CN
1 β * , because we assumed that σ > 0 and thus σ N > 0 for large values of N. The last claim of the theorem now follows by substituting the estimates (5) and (6) in the inequality
2.3.
A class of QDSs. Quasistatic dynamical systems were introduced in [11] to model situations where the dynamics change very gradually over time due to weak external forces.
Definition 2.7 (Discrete time QDS)
. Let (X, F ) be a measurable space, M a topological space whose elements are measurable self-maps T : X → X, and T a triangular array of the form
for all t, we say that (T, γ) is a quasistatic dynamical system (QDS) with state space X and system space M.
The limit curve γ models the evolution of a slowly transforming system. The evolution of a initial state x ∈ X under the quasistatic dynamics is described by the array T, separately on each level of the array:
is the state of the QDS after k ≤ n steps on the nth level. The aim is to describe the statistical properties of (x n,k ) 0≤k≤n in the limit n → ∞. These depend on the curve t → γ t , which is approximated by T n,⌊nt⌋ with ever increasing accuracy as n grows.
In the case of a particular system space M, each map γ t typically has an invariant probability measure of special interest. We denote such a designated measure byμ t . We also fix an initial measure µ on the state space (X, F ), a bounded measurable function f : X → R d with d ≥ 1, and introduce the following notations:
where f n,0 = f . For each integer n ≥ 1, we define the function ξ n :
We often hide the x-dependence here and denote ξ n (t) = ξ n (x, t).
. In other words, ξ n (t) is obtained by linearly interpolating scaled and centered time-averages. We denote the covariance matrix of ξ n (t) with respect to µ by of ξ n (⌈nt⌉/n) = n − 1 2 ⌈nt⌉/n−1 k=0f n,k is close to N (0, Σ n,⌈nt⌉/n ) for large N. Hence, to obtain the CLT, it remains to identify lim n→∞ Σ n,⌈nt⌉/n . We now state conditions for an abstract QDS that imply
with a polynomially decaying error. These conditions are shown to be satisfied by intermittent maps in Section 2.4.
We assume the existence of a constant C > 0, such that the following conditions hold for all bounded functions F of the form
. . , d}, q ∈ {0, 1}:
(I) There is ϕ > 1 and n 1 ≥ 1, such that for any ν 1 , ν 2 ∈ C, and any integers n, m ≥ 0 with m − n ≥ n 1 ,
whenever α ∈ {1, . . . , d} and p ∈ {0, 1}.
(II) There is ψ ∈ (0, 1], such that for all integers k, m, n ≥ 0 with k + m ≤ n, measures ν ∈ C, s, r 1 , . . . , r k ∈ [0, 1], α ∈ {1, . . . , d}, and p ∈ {0, 1}:
Condition (I) is a combination of two conditions: when p = 0, the bound states a (sufficiently rapid) polynomial memory loss property, and when ν 1 = ν 2 , the bound states a polynomial rate of correlation decay. In the case of intermittent maps, the latter property follows from the former one. Condition (II) on the other hand is a type of perturbation estimate. To clarify its meaning, we might take p = 0 and k = 1, and notice that then the two bounds in the condition become
Recall that, by (7), lim n→∞ T n,⌊nt⌋ = γ t holds in the space M so that the former bound can be viewed as a condition specifying the type and rate of this convergence. The latter bound concerns the regularity of γ. For intermittent maps we can expand the integral expressions in condition (II) using transfer operators, after which the condition is a direct consequence of the foregoing two bounds. This is verified in Section 2.4. Next we state the promised implication of the above conditions regarding the convergence of the covariance matrix. Set
Theorem 2.8. Suppose that conditions (I) and (II) hold. Then, given any ε > 0,
for every α, β ∈ {1, 2, ..., d}.
The following result, which essentially follows from Theorem 2.8, is used below to show a CLT for a QDS composed of intermittent maps.
Theorem 2.9. Let h : R d → R be a Lipschitz continuous function and t 0 ∈ (0, 1]. Suppose that conditions (I) and (II) hold in addition to the following two conditions.
(III) There exists ζ ∈ (0, 1) such that for every n ∈ N and t ≥ t 0 ,
(IV)f t 0 is not a co-boundary for γ t 0 in any direction. Then, for every t ≥ t 0 , Σ t is positive definite and
holds. Here ǫ > 0 can be chosen arbitrary small, and the constant C > 0 depends on t 0 but not on t.
3
The above theorems are proven in Section 4.
CLT for the intermittent QDS.
Recall that a QDS is a pair (T, γ) where T = {T n,k : 0 ≤ k ≤ n, n ∈ N} is a triangular array of maps in a topological space M, and γ : [0, 1] → M is a curve such that T n,⌊nt⌋ → γ t as n → ∞. In [28] , the following intermittent version of the QDS was introduced. 
For clarity we recast some of the definitions introduced in Section 2.3 for the intermittent QDS. Given a bounded measurable function f :
Recall that, for each t ∈ [0, 1], there is a T τt -invariant probability measureμ t , namelyμ t = ν τt is the SRB-measure. We fix an initial distribution µ of x ∈ [0, 1], and denotē
Then, the fluctuations ξ n :
In [27] it was shown that, with appropriate conditions on the limiting curve τ , the process (ξ n ) n≥1 converges weakly to a stochastic diffusion process, when each map x → ξ n (x, ·) is viewed as a random element with values in C([0, 1], R d ). Below we fix t ∈ [0, 1] and approximate ξ n (·, t) by a normal distribution of d variables. 
Suppose there exists t 0 ∈ (0, 1] such thatf t 0 is not a co-boundary for γ t 0 in any direction. Then for all t ≥ t 0 , Σ t is positive definite, and for all three times differentiable functions h :
where C > 0 is independent of t, and
Proof. The assumptions imply that there is β * < 1/3 and n 0 ≥ 1 such that α n,k ≤ β * whenever n ≥ n 0 and 0 ≤ k ≤ n. We will, without loss of generality, assume that this holds for n 0 = 1. The proof proceeds by verifying conditions (I)-(III) of Theorem 2.9. Since C * (α) ⊂ C * (β * ) and L α C * (β * ) ⊂ C * (β * ) hold whenever α ≤ β * , it suffices to verify conditions (I) and (II) for measures whose densities lie in the cone C * (β * ).
(I) Since f is Lipschitz continuous and β * < 1/3, it follows from [26] (or from Theorem 3.3 below) that condition (I) holds for any ϕ > 2. (II) Let ν be a measure with density g ∈ C * (β * ). We need to show that for some ψ ∈ (0, 1) and C > 0,
where F is a bounded function, p ∈ {0, 1}, α ∈ {1, . . . , d}, and k + m ≤ n.
where the last inequality holds because L α is an L 1 -contraction. By Lemma 2.4 in [26] , for each l with m + 1 ≤ l ≤ m + k, there are functions g 1 , g 2 ∈ C * (β * ), such that
and g i 1 ≤ C(β * )( f Lip +1) for some constant C(β * ) > 0 depending only on T β * . Theorem 5.1 in [28] applies to cone functions, and it follows that
(1−β * ) .
We conclude that (10) holds with ψ = η(1 − β * )/4. Since γ is Hölder continuous of order η, an argument similar to the one above shows that also the second bound in condition (II) holds with ψ = η(1 − β * )/4. (III) By Theorem 2.1, condition (III) of Theorem 2.9 holds with any positive ζ < 1/2 − β * ; in particular with ζ = 1/6.
We have verified conditions (I)-(III)
. By our assumption, also condition (IV) holds, and now Theorem 2.9 implies that
and ǫ can be chosen arbitrarily small. Finally,
from which the desired bound follows.
Proofs for Theorems 2.1 and 2.2
The proofs for Theorems 2.1 and 2.2 are based on an adaptation of Stein's method for dynamical systems [19] , and in particular its non-stationary version developed in [18] , which we next recall.
be a sequence of random vectors with values in R d , given a probability space (X, B, µ). We set
for all N ∈ N 0 = {0, 1, 2, . . .}. For 0 ≤ K < N, we define the time window
around n ≥ 0, and
The covariance matrix of W is denoted by Σ N = µ(W ⊗ W ), and in the case d = 1 we let σ
The following theorem was proved in [18] , and it shows that under certain correlation decay conditions the distribution of W is close to N (0, Σ N ). 
(A2) There exists a functionρ :
where C is independent of N and K.
If d = 1, we have another result of [18] establishing convergence to a normal distribution, where the error is estimated using the Wasserstein distance. Recall that given two random variables X 1 and X 2 , the Wasserstein distance d W (X 1 , X 2 ) between them is defined by 
(B2) There exists a functionρ : N 0 → R + such that, given a differentiable A : R → R with A ′ absolutely continuous and max 0≤k≤2 A
3.2.
Functional correlation decay, and proofs for the theorems. We now return to the setting of intermittent maps. Given an admissible sequence of maps (T n ) n≥1 , a result from [2] guarantees that correlations decay polynomially with respect to any measure µ with density in C * (β * ). Next we recall a generalization of this result, established in [26] , which facilitates controlling integrals such as those appearing in conditions (A2) and (B2) of the previous two theorems. Given a function
and say that F is Lipschitz continuous in the coordinate x α , if Lip(F ; α) < ∞.
Theorem 3.3. Let (T n ) n≥1 be an admissible sequence of maps. Let k ≥ 1 be an integer, F : [0, 1] k+1 → R be a bounded function, and fix integers 0 ≤ n 1 ≤ . . . ≤ n k , 1 ≤ l 1 < . . . < l p < k. Suppose that F is Lipschitz continuous in the coordinates x α , where 1 ≤ α ≤ l p + 1, and denote by H(x 0 , . . . , x p ) the function
Then, for any probability measures µ, µ 1 , . . . , µ p whose densities belong to C * (β * ),
where ρ(n) = n − 1 β * +1 (log n) 1 β * for n ≥ 2, ρ(0) = ρ(1) = 1, and C > 0 is a constant depending only on β * .
Proof for Theorem 2.1. It suffices to verify conditions (A1) and (A2) of Theorem 3.1. We do this by applying Theorem 3.3 .
(A1) We let ρ(n) = n − 1 β * +1 (log n) 1 β * for n ≥ 2, and ρ(0) = ρ(1) = 1. Then, under the standing assumption β * < 1/3, we have
Lip for all α = 1, . . . , n + 1. By Theorem 3.3,
Lip ρ(k − j), for some constant C(β * ) > 0 depending only on the system T β * , whenever 0 ≤ i ≤ j ≤ k ≤ l < N, and α, β, γ, δ ∈ {1, . . . , d} . (A2) For 0 ≤ n < N, 0 ≤ t ≤ 1 and v ∈ R d , we have by Theorem 3.3 the upper bound
To see this, define
Then F ∞ ≤ 2d f ∞ ∇h ∞ , and for all α ≤ N,
so that Theorem 3.3 is applicable with F . The upper bound (12) now follows.
By Theorem 3.1, there is a constant C > 0 independent of N such that
The proof for Theorem 2.1 is complete.
Proof for Theorem 2.2. The proof is almost the same as the previous one: using Theorem 3.3, one verifies conditions (B1) and (B2) of Theorem 3.2, taking ρ(n) = n
for n ≥ 2 and ρ(0) = ρ(1) = 1, and ρ = ρ. We omit the details.
Proofs for Theorems 2.8 and 2.9
We start with a couple of simple observations. For any α ∈ {1, . . . , d} and t ∈ [0, 1], we denotef α,t = f α −μ t (f α ).
Lemma 4.1. Let (T, γ) be a QDS that satisfies conditions (I) and (II). Then, the following conditions hold for all functions F of the form
(f1) Whenever n, k, l are integers with 0 ≤ l, k ≤ n and |k − l| ≥ n 1 ,
where
(f3) Set
Then, there is c 0 > 0, such that for all s ∈ [0, 1] with c 0 n η 3 −1 < s ≤ 1,
Remark 4.2. We have
Proof for Lemma 4. 
Hence,
On the other hand, an application of condition (I) with p = 0 yields
Condition (f2) now follows by choosing n = ⌊|r − s|
On the other hand, the two bounds of condition (II) yield
Condition (f3) then follows by choosing
Lemma 4.3. Suppose conditions (I) and (II) hold. Then
for all t ∈ [0, 1], α, β ∈ {1, . . . , d}. Moreover, for each α, β ∈ {1, . . . , d} the map t → (Σ t ) αβ (f ) is Hölder continuous with exponent ψ(ϕ − 1)/(ϕ + 1).
Proof. By definition
A straightforward manipulation of (14) shows that
where condition (f1) was used in the second last inequality and C > 0 does not depend on t or s. The latter claim of the lemma now follows by choosing K = ⌊|t−s| −ψ/(ϕ+1) ⌋.
4.1.
Proof for Theorem 2.8. We first prove the following lemma.
Lemma 4.4. Assume conditions (I) and (II). Then, fixing any 0 < κ < η 3 < δ <
holds whenever whenever 0 ≤ t ≤ t + h ≤ 1 and α, β ∈ {1, . . . , d}. Here the error term is uniform in t and h.
Proof. Let h > 0 and let n be sufficiently large so that n −1/2 ≤ h. Let η 3 < 1/3 and c 0 be as in condition (f3) of Theorem 4.1. We fix numbers κ, δ ∈ (0, 1) such that 0 < κ < η 3 < δ < 1 2 , and denote a n = n −1+κ , and b n = n −1+δ . Then, we can partition [t, t + h] 2 = P n ∪ Q n ∪ R n , where
|r − s| ≤ a n and either s < t + b n or s > t + h − b n }, and
|r − s| > a n }.
On the other hand, when n κ = na n ≥ n 1 , it follows by condition (f1) that 
Hence, only the contribution from the diagonal P n is significant as n → ∞:
where the error is uniform in t and h. For all (s, r) ∈ P n , we have the lower bound
when n δ−η 3 > 1 + c 0 . For such n and for all r ∈ (s − a n , s + a n ), conditions (f2) and (f3) imply the bound
which continues to hold if β is substituted for α. It follows that
Next we split the domain of integration [s − a n , s + a n ] = [s − a n , s] ∪ [s, s + a n ], and consider the right half. Denoting c n =
By condition (f3),
Another application of condition (f3) and two applications of condition (II) yield
A similar argument shows
the foregoing estimates together with condition (f1) imply
Since κ < η 3 = ψ/(ϕ + ψ + 1), it follows that
We conclude that given any 0 < κ < η 3 < δ < 
This completes the proof for Lemma 4.4.
Recall that Σ n,t = µ[ξ n (t) ⊗ ξ n (t)]. In Lemma 4.4, replacing t with 0 and h with t yields
This holds especially, when tn ∈ N, i.e., t = ⌈nt⌉/n. Let 0 < ǫ < max{1/6, η 3 (ϕ−1)/2}. Recall that η 3 = ψ/(ϕ + ψ + 1) < 1/3. Choose κ = η 3 + ǫ(1 − ϕ) −1 and δ = 1/2 − ǫ. We leave it to the reader to check that with these choices 0 < κ < η 3 < δ < Let n ∈ N be arbitrary and t ≥ t 0 . As in [18] , we split µ [h(ξ n (t))] − Φ Σt (h) into four terms, whose absolute values can be controlled by a function of n:
µ [h (ξ n (⌈nt⌉/n))] − Φ Σ n,⌈nt⌉/n (h) ,
Term (15) . As in [18] , the boundedness of f implies the uniform bound (15) ≤ Cn Term (17) . Let Z ∼ N (0, I d×d ), where N (0, I d×d ) is a standard d-dimensional normal distribution. Given a matrix A ∈ R d×d , we let λ 1 (A) denote the smallest eiqenvalue of A, and set |A| = max 1≤α,β≤d |A αβ |. If Σ 1 and Σ 2 are positive definite d × d matrices, then the following bound computed in [18] holds: [25, 35] that there exists a function g v ∈ L 2 (µ) such that f v = g v − g v • T , i.e.,f t is a coboundary in the direction v, which is a contradiction.
Since s →Σ s is Hölder continuous it follows from the positive definiteness ofΣ t 0 that Σ s is positive definite for all s is in some neighbourhood of t 0 . Thus Σ ⌈nt⌉/n = ⌈nt⌉/n 0Σ s ds is positive definite, when t ≥ t 0 . As stated in [18] , we have λ 1 (Σ t ) ≥ λ 1 (Σ t 0 ).
The following fact from the same paper essentially states that small perturbations on a positive definite matrix can not change its smallest eigenvalue too much.
Matrix fact. Let M be a positive definite matrix satisfying λ 1 (M) ≥ C l and M ≤ C u for some 0 < C l < C u . Then there exists δ = δ(C l , C u ) > 0 such that ifM is positive semi-definite and |M −M | < δ, then λ 1 (M ) ≥ C l /2 and especiallyM is positive definite.
Obviously Σ n,⌈nt⌉/n is at least positive semidefinite, since it is a covariance matrix. There exists C u such that Σ t ≤ C u for all t ≥ t 0 . Choose C l = λ 1 (Σ t 0 ). The Matrix fact yields δ > 0 such that if t ≥ t 0 and |Σ n,t − Σ t | < δ, then Σ n,t is positive definite. By Theorem 2.8 we have |Σ n,t − Σ t | ≤ Cn max{(ψ−ϕψ)/(ϕ+ψ+1)+ǫ,−1/6} uniformly. Therefore, there exists n 0 ∈ N such that Σ n,t is positive definite for every t ≥ t 0 and n ≥ n 0 . Now (19) is applicable and Theorem 2.8 yields Φ Σ n,⌈nt⌉/n (h) − Φ Σ ⌈nt⌉/n (h) ≤ C Σ n,⌈nt⌉/n − Σ ⌈nt⌉/n ≤ Cn max{(ψ−ϕψ)/(ϕ+ψ+1)+ǫ,−1/6} ,
for every t ≥ t 0 and n ≥ n 0 . Since sup t≥t 0 Φ Σ n,⌈nt⌉/n (h) − Φ Σ ⌈nt⌉/n (h) is bounded for every n ∈ N, we can choose large enough C such that (21) holds for all n ≥ 1.
Term (18) . We have |Σ ⌈nt⌉/n − Σ t | = | ⌈nt⌉/n tΣ s ds| ≤ Cn −1 . Note that Σ ⌈nt⌉/n and Σ t are positive definite. Thus (19) yields
The result of Theorem 2.9 now follows from the estimates for the terms (15)- (18) .
