Abstract. An Unsupervised Font clustering technique is proposed in this work. The new approach is based on global texture analysis, using high order statistic features, Gaussian classifier and a stochastic version of the EM algorithm. The font recognition is performed by taking the document as a simple image, where one or several types of fonts are present. The identification is not performed letter by letter as with conventional approaches. In the proposed method a window analysis is employed to obtain the features of the document, using fourth and third order moments. The new technique does not involve a study of local typography; therefore, it is content independent. A detailed study was performed with 8 types of fonts commonly used in the Spanish language. Each type of font can have four styles that lead, to 32 font combinations. The font recognition with clean images is 100% accurate.
Introduction
Font recognition is a fundamental issue in the identification and analysis of documents. Khoubybari and Hull [2] took a document as an image, where clusters of word images were located within a reference word function base. The base font was chosen as the font that is more similar to the one being analyzed. In reference [3] a set of local detectors were employed to identify individual features of each font, such as height, width, thickness, base line, etc. Shi and Pavlidis [4] made recognition of fonts based on histogram properties of words, where inclination properties, histogram densities, etc. were measured. Zramdini and Ingold [5] show a statistical approach for the recognition of fonts based on their local topographic aspects. A similar approach was taken by Schreyer [6] , where local attributes of textons were used (see [7] for the definition of textons and [8] as an alternate approach to textons). It can be seen that all these works are based on typographic aspects that were extracted with very local analysis instead of a global analysis. Only one author [9] was found to make use of global texture analysis. Gabor filters were tuned at different frequencies and orientations, leading to recognition results that are a function of pepper noise (degradation of recognition as a function of additive noise). Although the results given in [9] are good, there is room for substantial improvements. Experience shows that a global analysis may lead to good results in pattern recognition.
In this paper, the global analysis approach was followed. The use of high-order statistical moments (third and fourth order) and a principal-component analysis were proposed to characterize the textures of documents (fonts). As a method is unsupervised, the maximum of likelihood was used as a way to find the number of fonts. The likelihood was found via the expectation maximization algorithm (EM-algorithm). Once the mean value and variance/covariance matrix were estimated, those values are then passed to a standard statistical classifier, such as Bayes [10] . The purpose of this paper was to determine if the use of the method described here would result in better unsupervised font recognition. The approach followed is independent of document content and it is based on global texture analysis. The font identification process proposed in this work is summarized in the flow chart of fig. 1 . The original image is pre-processed so as to create a uniform text block, which, in turn, is used to extract high-order statistical attributes. An analysis of principal components is then applied to eliminate linear redundancies, leading to a reduced number of features. Finally, the stochastic EM-algorithm get the number of different fonts and their parameters. For the identification task, the document (only test) is scanned window by window and estimated their high order features (third and fourth order moments); The features can now be categorized using a Bayes classifier. The structure of the paper is organized as follows. Section 2 gives details of the pre-processing stage, whereas the features used during the clustering process and the way to extract them are given in section 3. The definition and implementation of third and fourth order moments are included in section 4. The unsupervised classification method is discussed in section 5 and section 6 shows the efficacy of the proposed approach. Finally, future work and conclusions are presented in section 7. The text to be analyzed is contained within a JPG format file (the jpg format is converted to gray level image), which was used for the learning and identification stages. The text can include space characters or spaces between words, letters or lines. It is assumed that the document to be analyzed only contains text information, that is, no pictures or figures are in the document. In addition, characters may have different sizes between words or lines. There can be two types of spaces within a line: a) spaces between characters, which are characteristic and unalterable of each type of font and b) spaces between words, which are irrelevant, as they do not provide any information about the type of font. The font information is extracted by going through the words in order to obtain a uniform block of text. The same procedure is applied to spaces between lines in order to eliminate them. The pre-processing stage is divided in four stages that are described in the following subsections.
Locating Text Lines
The location of a text line was made by calculating the horizontal projection profile (HPP) of the whole text, which was determined by adding over each line the intensity of the pixels that belong to it (gray levels). The values are then normalized with respect to the maximum value found. Figure (2b) shows an example of this procedure. The valleys between peaks correspond to blank spaces between text lines. The distance between two valleys gives the height of each text line. As a result, it is possible to locate and to determine the height of each text line (see fig. 2 ).
The printing area is 122 mm × 193 mm. The text should be justified to occupy the full line width, so that the right margin is not ragged, with words hyphenated as appropriate. Please fill pages so that the length of the text is no less than 180 mm. 
Text Line Normalization
A text can contain several types of fonts and different sizes for them. Therefore, it is necessary to normalize letters and words of different sizes to a standard one. Once a text line was located (see previous section), fonts were easily normalized to have them all to be of the same size. However, it is worth to mention that small font deformations could lead to small mistakes when the normalization stage was applied, for example an original letter "i" could appear as "l" or "1".
Spacing Normalization
The normalization of vertical spacing was used to reduce the undesired influence of spaces on each line. In other words, it was used to eliminate spaces between words. The vertical projection profile (VPP) was calculated for each line, a valley between peaks corresponds to the width of each character or word. The normalization is used to obtain a predefined constant width. Figure 3 shows an example of this procedure. 
Text Padding
Since the text may not be justified, refilling of blank spaces was performed (at this stage) when the text did not ended with the rest of the lines. The option followed consisted on copying parts of the text of the preceding (or following) line, as there is a bigger probability that words be of the same type when they are close to each other. Figure 2d shows an example of a completely pre-processed text.
Feature Extraction
The uniform text obtained in the previous section, could be analyzed with any texture technique, evidently each technique is well adapted for texture type (i.e. fine grain texture, coarse grain texture, etc). As it is remarked in the introduction section, only one paper using "global texture analysis" [9] was found and it is based on Gabor filters. In our project, we proposed to use high order statistics (third and fourth order moments) since in [8] Julesz is shown that when only first and second order moments are used it is not always possible to distinguish two textures. In the literature, there are techniques to analyze textures (in general texture not text [25] , [26] , [27] and [28] ): Gabor filters [9] , [11] , co-occurrence matrices [12] , [13] , [29] , [31] , principal component analysis [14] , [10] , low-order statistical moments (mean value, standard deviation, correlation, etc.) [4] , [14] , [15] , [24] , [30] , high-order statistical moments [16] , [17] , [15] and analysis with wavelet transforms [18] , [19] . A method is given in reference [19] for the recognition of characters, but the recognition of the type of fonts is disregarded. In this project, statistical moments were used since it has been found that they have a very good performance with non-structured random textures [16] , [17] , [1] , [15] . The goal of this paper is to report an other methodology to the optical font recognition problem based on high order statistics showing that our scheme improve the results obtained in [9] . The following subsections describe the theoretical and estimation aspects involved with third and fourth order moments.
Fourth and third order moments Statistical moments represent an averaging process of the values (powered to order n) when a random variable is involved. Here, the original and pre-processed images were considered as two-dimensional arrays of a random variable of dimension N×N. The random variable takes values from level 0 to 255, as the images were considered in gray levels quantized in 8 bits (gray levels are obtained from the jpg format). The images were obtained directly from a scanner or were digitally obtained from word processors or image converters.
Moments were calculated for the random variable X, which was identified with the image block. In addition, X is a vector obtained through matrix line linking. The definition of third-order central moments is given by:
where ] [⋅ E is the mathematical expectation or statistical average, X is the average value of the block to be processed, n is the central pixel whereas (i,j) represents the spaces between values of the random variable.
The estimator of (1) can be expressed as:
where N is the total number of image pixels. It is worth mentioning that this estimator is biased. The values that (i,j) may get are [0,1,2], such a small neighbor is chosen in order to reduce the huge number of possible combinations. When small neighborhoods are taken around the central pixel n. different combinations of eq. (1) can be developed by taking into consideration these small regions. For third order moments and taking into account all possible combinations, only six estimation are the most significant (between 9) when considering the non-redundant ones (m3(0,0), m3(0,1), m3(0,2), m3(1,1), m3(1,2) and m3(2,2)).
Fourth-order central moments of a random variable X can be obtained from:
The average value of four pixels is taken in this case. The estimator of eq. (4) is given by:
If small regions are considered around the central pixel n, the values that (i,j,k) may take in this case are [0,1,2]. As a result, ten non-redundant estimator expressions (the most significant ones) can be obtained 1 : (m4(0,0,0), m4(0,0,1), m4(0,0,2), m4(0,1,1), m4(0,1,2), m(02,2), m4 (1,1,1,), m4(1,1,2) , m4(1,2,2) and m4(2,2,2)).
The estimations were performed with four orientations (0, 45, 90 and 135 degrees) in order to take into account the non-isotropic characteristics of the different font types (see fig. 4 ). Hence, 24 third-order moments result (4 orientations multiplied by 6 features per orientation). 40 moments were obtained for the fourth-order case (4 orientations multiplied by 10 features per orientation). The total number of estimated moments was 64 per window, which were obviously linearly redundant and excessive. A principal component analysis was applied to each moment in order to reduce attributes and linear relationships. The dimensions that retain the 99.99% of inertia were hold. 
Font Clustering
The methodology applied in our processing image algorithm was based on to estimate features not over full image, instead of this, feature estimation was done over regions of images called "sub-image". The estimated attribute arrays of each sub-image were the reference database to clustering font process (100 windows are taken randomly over full text). Fig. 5 depicts the principal component analysis of the high-order moments (third or fourth order) from their features, where the number of dimensions taken keeps 99.99% of inertia. This lead to a matrix composed of 800 vectors of dimension 24 for third-order moments, whereas 800 vectors of dimension 40 were 1 Remarking that obtained for fourth-order moments. 99.99% of inertia was achieved with three dimensions for both cases. As a result, a learning database, with 800 vectors of dimension 3 for each moment, results after post-processing. Unsupervised technique was used in order to determine the number of fonts and their parameters (mean value and variance/covarianza matrix). The stochastic EM algorithm was initialized to 32 functions (searching up to 32 different fonts types and styles), of course, if the fonts number is less than that, several functions will have the same parameters and as result only one is taken. Once parameters determined, a Bayes classifier was chosen to fulfill the classifications task.
Unsupervised Technique
The unsupervised technique is based in the likelihood theory, the foundation is to say, a priori, the data model is gaussian, so the total model is a mix of gaussian functions. For this model, two parameters will be calculated, the first one is the mean value and the second one is the variance. The "EM" ("Expectation-Maximization") algorithm is a general technique for the estimation of those parameters. In this paper, the stochastic version of the EM algorithm was used [30] , [31] .
Results
Several tests were performed to validate the method proposed in the project. Eight different types of fonts were chosen: a) Arial, b) Bookman, c) Century Gothic, d) Courier, e) Comic Sans MS, f) Impact, g) Modern and h) Times New Roman, see figure 8 . In addition, four different styles for each font were employed: a) Regular, b) Bold, c) Italic and d) Bold Italic, see figure 9 . A total of 32 combinations of styles and fonts were considered. This particular set of fonts and styles was chosen in order to compare the results with those produced in reference [9] . It is interesting to mention that the fonts considered here were those given by the Microsoft Word Processor.
The images considered in this work were digitally generated by the Microsoft Word Processor and then converted to images. This way, it is possible to control all the fonts and their sizes accurately. A text was written using fonts of 12 point size at 300 dpi. Each image is 640×640 pixels in size for each type of font.
Finding the right size of each window is essential to make a good estimation, that is, the number of pixels that are necessary to reach convergence with the high-order moments considered. This task was performed by making estimations of fourth and third order moments with different window sizes, starting from a 2×2 pixel size and ending with the maximum image size (640×640 pixel size in this work). If the whole image, the estimation was taken as the reference value, estimation errors can be calculated for smaller windows. Fig. 6 shows the estimation errors, where it can be seen that for a 32×32 window size, the error was less than 5%. Due to space constrains, Fig. 6 shows only up to 64x64 window size because, and however the error estimation remained on zero for the windows of size 64x64 to 640x640.
Once defined the size of the estimation (32x32 pixels, allowing an error less than 5% on convergence), the methodology described on Fig. 1 and Fig. 5 was applied. In order to find the mean values and variance/covariance matrices, the Expectation Maximization algorithm was used starting with 32 functions, as an example, Fig. 7 shows in the feature domain (after principal components analysis) five classes, corresponding to 5 fonts type. After have been found mean values and variance/covariance matrices, a Gaussian classifier was used to classifier any text having the fonts used in the learning phase. Table I shows the obtained confusion matrix. It can be observed that 8 types of fonts are 100% identified. Also, four different styles were 100% identified, as shown in table II. These results can be compared with those given in reference [9] , where an average recognition of 99.1% is obtained with maximum and minimum intervals of recognition of 97.2% for Regular Arial and 100% for Times New Roman. It must be emphasized that 100% recognition of the type of font and style is achieved with the method proposed in this project. An average recognition value of 96.91% is obtained in reference [5] using a typographic approach, a value which is considerably lower than the obtained in this project. Concerning the style recognition, it was recognized at 100%.
Conclusions and Future Works
A new approach was proposed and tested for font clustering. The method was based on the use of high-order central moments (third and fourth order), using a stochastic version of EM-algorithm in order to determine the number of different fonts and the function parameters (mean values and variance/covariance matrices). For classification task, a standard classifier (Bayes) was used. Non-isotropic characteristics were taken into consideration by making estimations in four different orientations. A principal component analysis reduces the number of features and the linear redundancies between them. Thus, results show a 100% performance, that is, a 0% error. The method worked well when differentiating types of fonts and styles. However, the method cannot identify the size of a letter, since the pre-processing stage of the method homogenizes every character to the same pre-established size. Future work involves the development of a technique where the size of fonts can be distinguished. This goal can be achieved by combining the text-independent technique proposed in this project with typographic and local approaches.
