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In this paper, we discuss the best approximation of functions by
spherical polynomials and the approximation by Fourier partial
summation operators, Vallée–Poussin operators, Cesàro operators,
and Abel operators, on the Sobolev space on the sphere with a
Gaussianmeasure, and obtain the average error estimates. We also
get the asymptotic values for the average Kolmogorov and linear
widths of the Sobolev space on the sphere and show that, in the
average case setting, the spherical polynomial subspaces are the
asymptotically optimal subspaces in the Lq (1 ≤ q < ∞) metric,
and Fourier partial summation operators and Vallée–Poussin
operators are the asymptotically optimal linear operators and are
(modulo a constant) as good as optimal nonlinear operators in the
Lq (1 ≤ q <∞)metric.
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1. Introduction
This paper is devoted to discussing the best approximation of functions by spherical polynomials,
and approximation by the usual linear operators on Sobolev spaces on the sphere, in the average case
setting, with the average being with respect to a Gaussian measure. Similar problems for continuous
functions on the Wiener space were investigated in [1–4]. More information about average case
setting results can be found in [5,6]. However, there are few average case setting results concerning
approximation of functions on the sphere. In this paper, we obtain the average error estimates of the
best approximation and the approximation by Fourier partial summation operators, Vallée–Poussin
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operators, Cesàro operators, and Abel operators. We also get the asymptotic values for the average
Kolmogorov and linear widths of the Sobolev space on the sphere with a Gaussian measure and show
that, in the average case setting, the spherical polynomial subspaces are the asymptotically optimal
subspaces in the Lq (1 ≤ q <∞)metric, and Fourier partial summation operators and Vallée–Poussin
operators are the asymptotically optimal linear operators and are (modulo a constant) as good as
optimal nonlinear operators in the Lq (1 ≤ q <∞)metric.
It is useful to first define approximation in the worst case setting. Let K be a bounded subset of a
normed linear space X with norm ‖ · ‖X , L be a bounded linear operator from X to X , and let F be a
subspace of X . The quantities
E(K , F , X) := sup
x∈K
e(x, F)X := sup
x∈K
inf
y∈F ‖x− y‖X , E(K , L, X) := supx∈K ‖x− Lx‖X
are called the deviation of K from the subspace F and the error of approximation of K by the operator
L, respectively. They show how well the ‘‘worst’’ elements of K can be approximated by F and by L.
The number
dN(K , X) := inf
FN
E(K , FN , X),
where FN runs through all possible linear subspaces of X of dimension at most N , is called the
Kolmogorov N-width of K in X . It reflects the optimal error of the approximation of the hardest
elements of K by N-dimensional subspaces. The linear N-width of the set K in X is defined by
λN(K , X) := inf
LN
E(K , LN , X),
where LN runs over all linear operators from X to X with rank at mostN . It reflects the optimal error of
the approximation of the hardest elements of K by linear operators with rank N . Detailed information
about the Kolmogorov width and linear width may be found in [7,8].
Now we define approximation in the average case setting. Let W be a Banach space and assume
that W contains a Borel field B consisting of open subsets of W and is equipped with a probability
measure γ defined onB. For 1 ≤ p <∞, the p-average deviation ofW from the subspace F and the
p-average error of approximation ofW by the operator L are defined by
E(W , F , γ , X)p :=
(∫
W
(e(x, F)X )pdγ (x)
)1/p
and
E(W , L, γ , X)p :=
(∫
W
(‖x− Lx‖X )pdγ (x)
)1/p
,
respectively. They showhowwell ‘‘most’’ elements ofW can be approximated by F and by L. Similarly,
for 1 ≤ p <∞, the p-average Kolmogorov N-width and the p-average linear N-width are defined by
d(a)N (W , µ, X)p = infFN
(∫
W
e(x, FN)
p
Xdγ (x)
)1/p
and
λ
(a)
N (W , µ, X)p = infTN
(∫
W
‖x− TNx‖pXdγ (x)
)1/p
,
respectively. They reflect the optimal error of the approximation of ‘‘most’’ elements of W by N-
dimension subspaces and linear operators with rank N . Therefore, in the worst case setting, the
approximation emphasizes the behavior of the hardest elements, while in the average case setting,
the approximation emphasizes the behavior of ‘‘most’’ elements. Hence, the average case analysis,
as compared with the worst case analysis, allows us to take into account the instances where
approximation performs well, and the results should match practical experience more closely.
The paper is organized as follows. In Section 2, the Sobolev space on the sphere equipped with a
Gaussian measure is introduced and the main results of the paper are presented. In Section 3 we give
the proofs of the results.
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2. Main results
Let Sd = {x ∈ Rd+1 : |x| = 1} (d ≥ 2) be the unit sphere of Rd+1 endowed with the usual rotation
invariant measure dσ(x). The surface area of Sd is denoted by |Sd| = 2pi
d+1
2
Γ ( d+12 )
. For 1 ≤ q ≤ ∞, denote
by Lq(Sd) the collection of real measurable functions f on Sd with finite norm
‖f ‖q =
(∫
Sd
|f (x)|qdσ(x)
) 1
q
< +∞, 1 ≤ q <∞,
(for q = ∞, the essential supremum is understood instead of the integral).
We denote byΠdn the space of all spherical polynomials of degree at most n and byH
d
l the space
of all spherical harmonics of degree l on Sd. It is well known that the dimension ofHdl is
N(d, l) := dimHdl =
1, if l = 0,(2l+ d− 1)(l+ d− 2)!
(d− 1)! l! , if l = 1, 2, . . . ,
and
N(d, l)  ld−1, l = 1, 2, . . . . (2.1)
Let
{Ylk ≡ Y dlk | k = 1, . . . ,N(d, l)}
be a fixed orthonormal basis forHdl . Then
{Ylk | k = 1, . . . ,N(d, l), l = 0, 1, 2, . . .}
is an orthonormal basis for the Hilbert space L2(Sd)with inner product
〈f , g〉 :=
∫
Sd
f (x)g(x)dσ(x).
Thus, for any f ∈ L2(Sd), f can be expressed by its Fourier–Laplace series:
f =
∞∑
l=0
Hl(f ) =
∞∑
l=0
N(d,l)∑
k=1
fˆlkYlk
where Hl(f ) ≡ Hdl (f ), l = 0, 1, . . . , denote the orthogonal projections of f ontoHdl , and
fˆlk ≡ fˆ dlk := 〈f , Ylk〉 =
∫
Sd
f (x)Ylk(x)dσ(x)
are the Fourier coefficients of f .
It is well known that the spacesHdl , l = 0, 1, 2, . . . , are just the eigenspaces corresponding to the
eigenvalues−l(l+ d− 1) of the Laplace–Beltrami operator∆ on the sphere. Given r ∈ R, we define
the r-th-order Laplace–Beltrami operator (−∆)r on Sd in a distributive sense by
H0((−∆)r(f )) = 0, Hl((−∆)r(f )) = (l(l+ d− 1))rHl(f ), l = 1, 2, . . . ,
where f is a distribution on Sd. We call f (r) := (−∆)r/2f the r-th-order derivative of the distribution
f . It then follows that for f ∈ L2(Sd), r ∈ R, the Fourier–Laplace series of the distribution f (r) is
f (r) =
∞∑
l=1
(l(l+ d− 1))r/2Hl(f ) =
∞∑
l=1
(l(l+ d− 1))r/2
N(d,l)∑
k=1
fˆlkYlk. (2.2)
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For r ∈ R, the Sobolev spaceW r2 (Sd) is defined by
W r2 (S
d) :=
{
f (x) =
∞∑
l=1
Hl(f ) =
∞∑
l=1
N(d,l)∑
k=1
fˆlkYlk(x) : 〈f (r), f (r)〉
=
∞∑
l=1
(l(l+ d− 1))r‖Hl(f )‖22 =
∞∑
l=1
(l(l+ d− 1))r
N(d,l)∑
k=1
|fˆlk|2 <∞
}
with inner product
〈f , g〉r := 〈f (r), g(r)〉. (2.3)
In the paper, we consider the case r > 0 only. Obviously, it is a Hilbert space. We equipW r2 (S
d)with
a Gaussian measure µ whose mean is zero and whose correlation operator Cµ has eigenfunctions Ylk
and eigenvalues
λl = (l(l+ d− 1))−s/2, s > d, l = 1, 2, . . . , (2.4)
that is,
CµYlk = λlYlk, k = 1, 2, . . . ,N(d, l), l = 1, 2, . . . . (2.5)
Then (see [9], pp. 48–49),
〈Cµf , g〉r =
∫
W r2 (S
d)
〈f , h〉r〈g, h〉rµ(dh), (2.6)
and on the cylindrical subsets, the measureµ has the form given as follows: let gk, k = 1, 2, . . . , n be
an arbitrary orthogonal system of functions in L2(Sd), let
σk = 〈gk, gk〉, k = 1, 2, . . . , n,
and let D be an arbitrary Borel subset of Rn; then the measure of the cylindrical subset
G =
{
f ∈ W r2 (Sd) : (〈f , g(s/2−r)1 〉r , . . . , 〈f , g(s/2−r)n 〉r) ∈ D
}
is equal to
µ(G) =
n∏
l=1
(2piσl)−
1
2
∫
D
exp
(
−1
2
n∑
l=1
σ−1l u
2
l
)
du1 · · · dun.
Clearly, the Cameron–Martin space H(µ) of the Gaussian measure µ isW r+s/22 (Sd), i.e.,
H(µ) = W r+s/22 (Sd). (2.7)
See [9,10] for more information about Gaussian measures on Banach spaces.
It is well known that if r > max{0, ( 12 − 1q )d}, then the spaceW r2 (Sd) can be compactly embedded
into the space Lq(Sd), 1 ≤ q ≤ ∞. Then we can study p-average approximation in Lq(Sd). Let L be a
bounded linear operator from Lq(Sd) to Lq(Sd). We simply write
E(L, µ)p,q := E(W r2 (Sd), L, µ, Lq(Sd))p, En(µ)p,q := E(W r2 (Sd),Πdn , µ, Lq(Sd))p.
LetΛ = {al}∞l=0 be a bounded sequence, and let
Λ(f )(x) =
∞∑
l=0
alHl(f )(x) (2.8)
be a multiplier, where f ∈ W r2 (Sd). This paper is devoted to studying the best polynomial approxi-
mation and the approximation by the following multipliers in the average case setting.
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1. Fourier partial summation operators
Sn(f )(x) =
n∑
l=0
Hl(f )(x).
2. Vallée–Poussin operators
Vn(f )(x) =
2n∑
l=0
ϕ
(
l
n
)
Hl(f )(x),
where ϕ ∈ C∞(R) is a C∞-function on [0,∞) with the properties that ϕ(t) = 1 for 0 ≤ t ≤ 1 and
ϕ(t) = 0 for t ≥ 2.
3. Cesàro operators
Sδn(f )(x) =
1
Aδn
n∑
l=0
Aδn−lHl(f )(x),
where Aδl = Γ (l+δ+1)Γ (δ+1)Γ (l+1) (δ > 0) are Cesàro numbers.
4. Abel operators
At(f )(x) =
∞∑
l=0
t lHl(f )(x), 0 < t < 1.
Throughout the paper, we always suppose that r > d2 , s > d, and ρ = r + s2 . The letter c denotes
an inessential positive constant, which may differ from line to line. The notation A  B means that
there exist two inessential positive constants c1, c2 such that c1A ≤ B ≤ c2A.
Our results can be formulated as follows:
Theorem 1. Let 1 ≤ p, q <∞,Λ = {al}∞l=0 be a bounded sequence, and let Λ(f ) be amultiplier operator
defined by (2.8). Then
(i)
E(Λ, µ)p,p = |Sd| 1p− 12 C(p) 1p
( ∞∑
l=1
(1− al)2(l(l+ d− 1))−ρN(d, l)
) 1
2
, (2.9)
where C(p) = pi− 12 2 p2Γ ( p+12 ).
(ii)
E(Λ, µ)p,q  E(Λ, µ)2,2 
( ∞∑
l=1
(1− al)2ld−1−2ρ
) 1
2
. (2.10)
Theorem 2. Let 1 ≤ p <∞,Λ = {al}∞l=0 be a bounded sequence, and let Λ(f ) be a multiplier operator
defined by (2.8). Then for any integer i > p, we have
E(Λ, µ)p,∞ ≤ c
√√√√i 2i∑
l=1
(1− al)2ld−1−2ρ + c
∞∑
k=i+1
√
k2−k(ρ−
d−1
2 )
√√√√ 2k∑
l=2k−1+1
(1− al)2. (2.11)
As applications of Theorems 1 and 2, we obtain the average error estimates of approximation by
the above four multipliers as follows:
Corollary 1. Let 1 ≤ p <∞, 1 ≤ q ≤ ∞. Then
E(Sn, µ)p,q  nd/2−ρ, 1 ≤ q <∞; (2.12)
E(Sn, µ)p,∞ ≤ cnd/2−ρ
√
ln n, q = ∞. (2.13)
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Corollary 2. Let 1 ≤ p <∞, 1 ≤ q ≤ ∞. Then
En(µ)p,q  E(Vn, µ)p,q  nd/2−ρ, 1 ≤ q <∞; (2.14)
En(µ)p,∞ ≤ E(Vn, µ)p,∞ ≤ cnd/2−ρ
√
ln n, q = ∞. (2.15)
Corollary 3. Let 1 ≤ p <∞, δ > 0. Then:
(i) for 1 ≤ q <∞,
E(Sδn, µ)p,q 

n−1, ρ > d/2+ 1,
n−1
√
ln n, ρ = d/2+ 1,
nd/2−ρ, ρ < d/2+ 1;
(2.16)
(ii) for q = ∞,
E(Sδn, µ)p,∞ ≤
cn
−1√ln n, ρ > d/2+ 1,
cn−1 ln n, ρ = d/2+ 1,
cnd/2−ρ
√
ln n, ρ < d/2+ 1.
(2.17)
Corollary 4. Let 1 ≤ p <∞ and let t ∈ (1/2, 1). Then:
(i) for 1 ≤ q <∞,
E(At(f ), µ)p,q 

1− t, ρ > d/2+ 1,
(1− t)
√
ln
(
1
1− t
)
, ρ = d/2+ 1,(
1
1− t
)d/2−ρ
, ρ < d/2+ 1;
(2.18)
(ii) for q = ∞,
E(At(f ), µ)p,∞ ≤

c(1− t)
√
ln
(
1
1− t
)
, ρ > d/2+ 1,
c(1− t) ln
(
1
1− t
)
, ρ = d/2+ 1,
c
(
1
1− t
)d/2−ρ √
ln
(
1
1− t
)
, ρ < d/2+ 1.
(2.19)
Finally, using the relation between the classical and averageKolmogorovwidths givenby J. Creutzig
in the remarkable paper [11], we obtain the estimates of average widths as follows:
Theorem 3. Let 1 ≤ p <∞ and let 1 ≤ q ≤ ∞. Then
d(a)N (W
r
2 (S
d), µ, Lq(Sd))1  N−ρ/d+1/2, (2.20)
and
λ
(a)
N (W
r
2 (S
d), µ, Lq(Sd))p
{ N−ρ/d+1/2, 1 ≤ q <∞,
≤ cN−ρ/d+1/2√lnN, q = ∞. (2.21)
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Remark 1. From Theorem 3 and Corollary 1, we obtain that for 1 ≤ p, q <∞,
d(a)N (W
r
2 (S
d), µ, Lq(Sd))p  λ(a)N (W r2 (Sd), µ, Lq(Sd))p  E(Sn, µ)p,q  E(Vn, µ)p,q
 En(µ)p,q, (2.22)
where dimΠdn ≤ N  nd. This means that, in the average case setting, theΠdn are the asymptotically
optimal linear subspaces, and Fourier partial summation operators are the asymptotically optimal
linear operators in the Lq (1 ≤ q < ∞)metric. This is completely different from the situation in the
worst case setting, where for 2 < q <∞, theΠdn are not the asymptotically optimal linear subspaces
(in fact, the asymptotically optimal linear subspaces are still unknown), and for q 6= 2, Fourier partial
summation operators are very badly behaved operators in Lq, for example,
‖Sn‖(C,C) := sup
f∈C(Sd)
‖Snf ‖∞
‖f ‖∞  n
(d−1)/2.
In the case q = ∞ and d > 1, we conjecture that
λ
(a)
N (W
r
2 (S
d), µ, L∞(Sd))p  E(Sn, µ)p,∞  N−ρ/d+1/2(log2 N)1/2. (2.23)
This is an open problem. Note that in the case d = 1, in [12] the present authors obtained the average
error estimate of approximation of periodic functions by Fourier partial summation operators on the
Sobolev space with a Gaussian measure. On the other hand, in [13] Fang and Ye got the asymptotic
estimate of the average linear width of the Sobolev space with the same Gaussianmeasure. These two
estimates coincide with (2.23) and, therefore, (2.23) holds in the case d = 1.
Remark 2. Let BH(µ) and BW ρ2 (S
d) be the unit balls of the Cameron–Martin space H(µ) andW ρ2 (S
d),
respectively. Then by (2.7), BH(µ) = BW ρ2 (Sd). It follows from [14] that
dN(BH(µ), Lq(Sd))  N−ρ/d, 1 ≤ q ≤ ∞;
λN(BH(µ), Lq(Sd))  N−ρ/d+(1/2−1/q)+ , 1 ≤ q ≤ ∞,
where a+ = a if a ≥ 0, a+ = 0 if a < 0. Hence, the classical Kolmogorov and linear widths for
BH(µ) in Lq(Sd) have the same error order for 1 ≤ q ≤ 2; however, for q > 2, the Kolmogorov
width dN(BH(µ), Lq(Sd)) is essentially less than the linear width λN(BH(µ), Lq(Sd)), and optimal
linear operators are less than optimal nonlinear operators by a factor cN1/2−1/q in the worst case
setting. From (2.22) we know that in the average case setting, the Kolmogorov and linear widths for
W r2 (S
d) in Lq(Sd) have the same error order for 1 ≤ q < ∞. This means that for ‘‘most’’ functions in
W r2 (S
d), asymptotically optimal linear operators, such as Fourier partial summation operators and
Vallée–Poussin operators, are (modulo a constant) as good as optimal nonlinear operators in the
Lq (1 ≤ q <∞)metric.
Remark 3. Usually, approximation in the average case setting depends heavily on the smooth index
ρ of the Cameron–Martin space H(µ) of the Gaussian measure µ. In other words, the smoother
the Cameron–Martin space H(µ) is, the quicker the rate of approximation becomes. However, by
Corollaries 3 and 4 we have for 1 ≤ p, q <∞, ρ > d/2+ 1,
E(Sδn, µ)p,q  n−1, E(At , µ)p,q  1− t.
This means, in the average case setting, that Cesàro operators and Abel operators have the saturation
property.
3. Proofs of main results
Proof of Theorem 1. For any f ∈ W r2 (Sd), r > d/2, we first claim that the Fourier–Laplace series∑∞
l=0 Hl(f )(x) of f converges absolutely and uniformly for x ∈ Sd. This claim is a generalization of the
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Bernstein theorem concerning absolutely convergent Fourier series. In fact, we denote by {Al}∞l=1 the
nonincreasing rearrangement of the sequence {l(d−1)/2‖Hl(f )‖2}∞l=1. Then we have
l(A2l)2 ≤
2l∑
k=l+1
(Ak)2 ≤
∞∑
k=l+1
(Ak)2 ≤
∞∑
k=l+1
kd−1‖Hk(f )‖22
≤ cl−2r+d−1
∞∑
k=l+1
(k(k+ d− 1))r‖Hk(f )‖22 ≤ cl−2r+d−1.
It follows that Al ≤ cl−r+d/2−1. Since for f ∈ L2(Sd), x ∈ Sd,
|Hl(f )(x)| =
∣∣∣∣∣N(d,l)∑
k=1
fˆlkYlk(x)
∣∣∣∣∣ =
∣∣∣∣∫
Sd
Hl(f )(y)K(x, y)dy
∣∣∣∣ ≤ ‖Hl(f )‖2‖K(x, ·)‖2,
where K(x, y) =∑N(d,l)k=1 Ylk(x)Ylk(y), we get that
‖Hl(f )‖∞ ≤ ‖Hl(f )‖2 sup
x∈Sd
‖K(x, ·)‖2 = ‖Hl(f )‖2 sup
x∈Sd
√√√√N(d,l)∑
k=1
(Ylk(x))2 =
√
N(d, l)
|Sd| ‖Hl(f )‖2,
where the last equality follows by the addition theorem for the spherical harmonics of degree l: for
any x, y ∈ Sd we have
N(d,l)∑
i=1
Yli(x)Yli(y) = N(d, l)|Sd|
C
d−1
2
l (x · y)
C
d−1
2
l (1)
,
where the function Cλl (t), t ∈ [−1, 1] is the ultraspherical (or Gegenbauer) polynomial (see [15,
p. 456]). It then follows that
∞∑
l=1
‖Hl(f )‖∞ ≤ c
∞∑
l=1
l(d−1)/2‖Hl(f )‖2 = c
∞∑
l=1
Al ≤ c
∞∑
l=1
l−r+d/2−1 <∞.
Thus,W r2 (S
d) can be embedded into C(Sd), and for any f ∈ W r2 (Sd), the equality f (x) =
∑∞
l=0 Hl(f )(x)
holds absolutely and uniformly for x ∈ Sd.
For fixed x ∈ Sd, set
L(f ; x) = f (x)−Λ(f )(x).
Obviously, L(f ; x) is a bounded linear functional on W r2 (Sd). Since the measure µ is a symmetric
Gaussian measure on W r2 (S
d), we know that L(f ; x), as a random variable on the measurable
space (W r2 (S
d), µ), obeys the symmetric normal distribution N(0, E(|L(f ; x)|2)), where E denotes
expectation and
E(|L(f ; x)|2) =
∫
W r2 (S
d)
|f (x)−Λ(f )(x)|2µ(df ) := (RΛ(x))2
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is the variance of L(f ; x). Now we calculate (RΛ(x))2:
(RΛ(x))2 =
∫
W r2 (S
d)
∣∣∣∣∣ ∞∑
l=0
(1− al)Hl(f )(x)
∣∣∣∣∣
2
µ(df )
=
∫
W r2 (S
d)
∞∑
l=0
∞∑
m=0
(1− al)(1− am)Hl(f )(x)Hm(f )(x)µ(df )
=
∞∑
l=0
∞∑
m=0
(1− al)(1− am)
∫
W r2 (S
d)
Hl(f )(x)Hm(f )(x)µ(df ). (3.1)
Define Ilm =
∫
W r2 (S
d) Hl(f )(x)Hm(f )(x)µ(df ). By (2.2) and (2.3) we get
〈f , Yli〉r = 〈f (r), Y (r)li 〉
=
〈 ∞∑
m=1
N(d,m)∑
k=1
(m(m+ d− 1)) r2 fˆmkYmk, (l(l+ d− 1)) r2 Yli
〉
= (l(l+ d− 1))r fˆli = (l(l+ d− 1))r〈f , Yli〉.
It then follows by (2.4)–(2.6) that∫
W r2 (S
d)
〈f , Yli〉〈f , Ymj〉µ(df ) = (l(l+ d− 1))−r(m(m+ d− 1))−r
∫
W r2 (S
d)
〈f , Yli〉r〈f , Ymj〉rµ(df )
= (l(l+ d− 1))−r(m(m+ d− 1))−r〈CµYli, Ymj〉r
= (l(l+ d− 1))−r(m(m+ d− 1))−rλl(l(l+ d− 1))r〈Yli, Ymj〉
= (l(l+ d− 1))−r−s/2δlmδij,
where δij =
{
1, i = j,
0, i 6= j. Thus, by the addition theorem for the spherical harmonics of degree lwe have
Ilm =
N(d,l)∑
i=1
N(d,m)∑
j=1
Yli(x)Ymj(x)
∫
W r2 (S
d)
〈f , Yli〉〈f , Ymj〉µ(df )
=
N(d,l)∑
i=1
N(d,m)∑
j=1
Yli(x)Ymj(x)(l(l+ d− 1))−r−s/2δlmδij
=

0, l 6= m,
(l(l+ d− 1))−r−s/2
N(d,l)∑
i=1
(
Yli(x)
)2
, l = m
=
0, l 6= m,N(d, l)|Sd| (l(l+ d− 1))−r−s/2, l = m. (3.2)
Consequently, substituting (3.2) into (3.1) we obtain
(RΛ(x))2 = 1|Sd|
∞∑
l=1
(1− al)2(l(l+ d− 1))−r−s/2N(d, l). (3.3)
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Next we claim that (2.9) holds. In fact, for fixed x ∈ Sd, L(f ;x)RΛ(x) , as a random variable on the measurable
space (W r2 (S
d), µ), obeys the standard normal distribution N(0, 1). Then,
1
(RΛ(x))p
∫
W r2 (S
d)
|f (x)−Λ(f )(x)|pµ(df ) = E
(∣∣∣∣ L(f ; x)RΛ(x)
∣∣∣∣p) := C(p),
where
C(p) = 1√
2pi
∫ +∞
−∞
|t|p exp(−t2/2)dt = pi− 12 2 p2Γ
(
p+ 1
2
)
.
It then follows from Fubini’s theorem and (3.3) that
E(Λ, µ)p,p :=
(∫
W r2 (S
d)
∫
Sd
|f (x)−Λ(f )(x)|pdxµ(df )
) 1
p
=
(∫
Sd
∫
W r2 (S
d)
|f (x)−Λ(f )(x)|pµ(df )dx
) 1
p
=
(
C(p)
∫
Sd
(RΛ(x))pdx
) 1
p
= |Sd| 1p− 12 C(p) 1p
( ∞∑
l=1
(1− al)2(l(l+ d− 1))−r− s2N(d, l)
) 1
2
.
Finally, we show (2.10). From (2.9), we know that for any p, 1 ≤ p <∞,
E(Λ, µ)p,p  E(Λ, µ)2,2 
( ∞∑
l=1
(1− al)2l−2r−s+d−1
) 1
2
. (3.4)
Set p1 = max(p, q), q1 = min(p, q) for 1 ≤ p, q <∞. Using Hölder’s inequality, we obtain
E(Λ, µ)p,q =
(∫
W r2 (S
d)
(∫
Sd
|f (x)−Λ(f )(x)|qdx
) p
q
µ(df )
) 1
p
≤ |Sd| 1q− 1p1
(∫
W r2 (S
d)
‖f −Λ(f )‖pp1µ(df )
) 1
p
≤ |Sd| 1q− 1p1
(∫
W r2 (S
d)
‖f −Λ(f )‖p1p1µ(df )
) 1
p1
= |Sd| 1q− 1p1 E(Λ, µ)p1,p1 .
Similarly,
E(Λ, µ)q1,q1 ≤ |Sd|
1
q1
− 1q
(∫
W r2 (S
d)
‖f −Λ(f )‖q1q µ(df )
) 1
q1 ≤ |Sd| 1q1 − 1q E(Λ, µ)p,q.
Then by (3.4) we obtain (2.10) as desired. This completes the proof of Theorem 1. 
372 H. Wang et al. / Journal of Complexity 25 (2009) 362–376
Proof of Theorem 2. Note that
‖f −Λ(f )‖∞ =
∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf +
∞∑
k=i+1
2k∑
l=2k−1+1
(1− al)Hlf
∥∥∥∥∥∥∞
≤
∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf
∥∥∥∥∥∥∞ +
∞∑
k=i+1
∥∥∥∥∥∥
2k∑
l=2k−1+1
(1− al)Hlf
∥∥∥∥∥∥∞ .
It then follows by the triangle inequality that(∫
W r2 (S
d)
‖f −Λn(f )‖p∞µ(df )
) 1
p
≤
∫
W r2 (S
d)
∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf
∥∥∥∥∥∥
p
∞
µ(df )

1
p
+
∞∑
k=i+1
∫
W r2 (S
d)
∥∥∥∥∥∥
2k∑
l=2k−1+1
(1− al)Hlf
∥∥∥∥∥∥
p
∞
µ(df )

1
p
:= I1 +
∞∑
k=i+1
Ik. (3.5)
Let us estimate I1 and Ik. By Stirling’s formula (see [15, p. 18]):
lim
x→+∞
Γ (x)√
2pixx−
1
2 exp(−x)
= 1,
we obtain(
Γ
(
x+ 1
2
)) 1
x
≤ c(√2pi) 1x
(
x+ 1
2
) 1
2
exp
(
−x+ 1
2x
)
≤ c
(
x+ 1
2
) 1
2
< cx
1
2 . (3.6)
Since
∑2i
l=0(1− al)Hlf (x) is a spherical polynomial of degree at most 2i, by the Nikolskii inequality
(see [16]) we get for any p1 > p,∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf
∥∥∥∥∥∥∞ ≤ c2
id/p1
∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf
∥∥∥∥∥∥
p1
,
where c is a positive constant independent of p1 and i. Hence, by Theorem 1 we deduce
I1 ≤
(∫
W r2 (S
d)
∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf
∥∥∥∥∥∥
p
∞
µ(df )
) 1
p
≤ c2 idp1
(∫
W r2 (S
d)
∥∥∥∥∥∥
2i∑
l=0
(1− al)Hlf
∥∥∥∥∥∥
p1
p1
µ(df )
) 1
p1
= c2 idp1 |Sd| 1p1 − 12 21/2pi− 12p1
(
Γ
(p1 + 1
2
)) 1
p1
√√√√ 2i∑
l=1
(1− al)2(l(l+ d− 1))−r− s2N(d, l).
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Now letting p1 = i, and using (2.1) and (3.6), we get
I1 ≤ c
√√√√i 2i∑
l=1
(1− al)2ld−1−2r−s. (3.7)
Like in the proof of (3.7), we have
Ik ≤ c
√√√√k 2k∑
l=2k−1+1
(1− al)2ld−1−2r−s ≤ c
√
k2−k(r+
s−d+1
2 )
√√√√ 2k∑
l=2k−1+1
(1− al)2,
which, combining with (3.5) and (3.7), completes the proof of Theorem 2. 
Proof of Corollary 1. Setting
al =
{
1, l ≤ n,
0, l > n
in (2.8), we get Fourier partial summation operators Sn. Using (2.10), we obtain that for 1 ≤ p, q <∞,
E(Sn, µ)p,q 
√√√√ ∞∑
l=n+1
ld−1−2ρ  nd/2−ρ .
Now we consider the case q = ∞. Set 2i−1 ≤ n < 2i. By Theorem 2, we have
E(Sn, µ)p,∞ ≤ c
√√√√i 2i∑
l=n+1
ld−1−2ρ + c
∞∑
k=i+1
√
k2−k(ρ−
d−1
2 )
√√√√ 2k∑
l=2k−1+1
1
≤ c√i2−i(ρ− d2 ) + c
∞∑
k=i+1
√
k2−k(ρ−
d
2 ) ≤ c√ln nnd/2−ρ .
Corollary 1 is proved. 
Proof of Corollary 2. Letting al = ϕ( ln ) in (2.8), we get Vallée–Poussin operators Vn. Clearly, Vn(f ) ∈
Πd2n. Since for any f ∈ Lq(Sd) (see [17, p. 162])
e(f ,Πd2n)q := inf
g∈Πd2n
‖f − g‖q ≤ ‖f − Vn(f )‖q ≤ ce(f ,Πdn )q,
we get for 1 ≤ q ≤ ∞,
E2n(µ)p,q ≤ E(Vn, µ)p,q ≤ cEn(µ)p,q. (3.8)
Note that
1− al = 0, l = 1, . . . , n, (1− al)2 ≤ c, l = n+ 1, . . . , 2n− 1, and
1− al = 1, l = 2n, . . . .
It then follows by (2.10) that for 1 ≤ p, q <∞,
E(Vn, µ)p,q 
√√√√ ∞∑
l=n+1
(
1− ϕ
(
l
n
))2
ld−1−2ρ  nd/2−ρ . (3.9)
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In the case q = ∞, we set 2i−1 ≤ 2n < 2i. Then it follows by Theorem 2 that
E(Vn, µ)p,∞ ≤ c
√√√√i 2i∑
l=n+1
(
1− ϕ
(
l
n
))2
ld−1−2ρ + c
∞∑
k=i+1
√
k2−k(ρ−
d−1
2 )
√√√√ 2k∑
l=2k−1+1
1
≤ c√i2−i(ρ− d2 ) + c√i2−i(ρ− d2 ) ≤ c√ln nnd/2−ρ,
which, together with (3.8) and (3.9), completes the proof of Corollary 2. 
Proof of Corollary 3. Putting
al =

Aδn−l
Aδn
, l ≤ n,
0, l > n
(3.10)
in (2.8), we get Cesàro operators Sδn .
In order to prove (2.16) we need the following result from [18, p. 52]:
For δ > 0, 1 ≤ k ≤ n, there exists a constantM > 0 independent of k and n such that
M−1n−1 ≤
∣∣∣∣Aδn − Aδn−kkAδn
∣∣∣∣ ≤ Mn−1.
Thus by Theorem 1 and (3.10) we obtain(
E(Sδn, µ)p,q
)2

n∑
l=1
∣∣∣∣Aδn − Aδn−llAδn
∣∣∣∣2 ld+1−2ρ + ∞∑
l=n+1
ld+1−2ρ

n
−2, ρ > d/2+ 1,
n−2 ln n, ρ = d/2+ 1,
nd−2ρ, ρ < d/2+ 1,
which implies (2.16).
It remains to show (2.17). Setting 2i−1 ≤ n < 2i in Theorem 2, we obtain
E(Sδn, µ)p,∞ ≤ c
√√√√i n∑
l=1
(
Aδn − Aδn−l
lAδn
)2
ld+1−2ρ + c
∞∑
k=i+1
√
k2−k(ρ−
d−1
2 )
√√√√ 2k∑
l=2k−1+1
1
≤ cn−1
√√√√i n∑
l=1
ld+1−2ρ + c√i2−i(ρ− d2 )
≤
cn
−1√ln n, ρ > d/2+ 1,
cn−1 ln n, ρ = d/2+ 1,
cnd/2−ρ
√
ln n, ρ < d/2+ 1.
This completes the proof. 
Proof of Corollary 4. Letting al = t l in (2.8), we get Abel operators At . By Theorem 1, we have(
E(At , µ)p,q
)2

∞∑
l=1
(1− t l)2ld+1−2ρ . (3.11)
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First, for 1/2 < t < 1, we have
∞∑
l=1
(1− t l)2ld−1−2ρ ≤
1
1−t∑
l=1
(1− t)2l2ld−1−2ρ +
∞∑
l= 11−t +1
ld−1−2ρ
≤

c(1− t)2, ρ > d/2+ 1,
c(1− t)2 ln
(
1
1− t
)
, ρ = d/2+ 1,
c
(
1
1− t
)d−2ρ
, ρ < d/2+ 1.
(3.12)
Now, we claim that there exists a constant t0 ∈ (1/2, 1) such that for all t0 ≤ t < 1,
(1− tk) ≥ 1
4
k(1− t), k = 1, 2, . . . ,
[
1
1− t
]
. (3.13)
In fact, since
lim
t→1− t
t
1−t = lim
t→1−
(
(1+ (t − 1)) 1t−1
)−t
= e−1 > 1
4
,
there exists a constant t0 ∈ (1/2, 1) such that
t
t
1−t > 1/4, t ∈ [t0, 1),
and therefore, for t ∈ [t0, 1) and k ≤ 11−t ,
1− tk
1− t = 1+ t + · · · + t
k−1 ≥ kt t1−t > k/4,
which means (3.13). It then follows that for t ∈ [t0, 1)
∞∑
l=1
(1− t l)2ld−1−2ρ ≥
1
1−t∑
l=1
(
1
4
(1− t)l
)2
ld−1−2ρ
≥

c(1− t)2, ρ > d/2+ 1,
c(1− t)2 ln
(
1
1− t
)
, ρ = d/2+ 1,
c
(
1
1− t
)d−2ρ
, ρ < d/2+ 1.
(3.14)
Hence, using (3.11), (3.12) and (3.14), we get (2.18).
In the case q = ∞, we set 2i−1 ≤ 11−t < 2i. It then follows by Theorem 2 that
E(At , µ)p,∞ ≤ c
√√√√i 2i∑
l=1
(1− t l)2ld−1−2ρ + c
∞∑
k=i+1
√
k2−k(ρ−
d−1
2 )
√√√√ 2k∑
l=2k−1+1
(1− t l)2
≤ c(1− t)
√√√√i 2i∑
l=1
ld+1−2ρ + c
∞∑
k=i+1
√
k2−k(ρ−
d
2 )
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≤

c(1− t)
√
ln
(
1
1− t
)
, ρ > d/2+ 1,
c(1− t) ln
(
1
1− t
)
, ρ = d/2+ 1,
c
(
1
1− t
)d/2−ρ √
ln
(
1
1− t
)
, ρ < d/2+ 1.
This proves (2.19), and then completes the proof of Corollary 4. 
Proof of Theorem 3. It follows from (2.7) and [14] that for 1 ≤ q ≤ ∞,
dN(BH(µ), Lq(Sd)) = dN(BW ρ2 (Sd), Lq(Sd))  N−ρ/d, (3.15)
where BH(µ) and BW ρ2 (S
d) are the unit balls of the Cameron–Martin space H(µ) and W ρ2 (S
d),
respectively. In the remarkable paper [11], J. Creutzig obtained the relation between the classical and
average Kolmogorov widths. Using this relation and (3.15), we get for 1 ≤ q ≤ ∞,
d(a)N (W
r
2 (S
d), µ, Lq(Sd))1  N1/2dN(BH(µ), Lq(Sd))  N−ρ/d+1/2,
proving (2.20).
Now we show (2.21). The lower estimate of λ(a)N (W
r
2 (S
d), µ, Lq(Sd))p follows from (2.20) and the
fact that
d(a)N (W
r
2 (S
d), µ, Lq(Sd))1 ≤ d(a)N (W r2 (Sd), µ, Lq(Sd))p ≤ λ(a)N (W r2 (Sd), µ, Lq(Sd))p.
Using Theorem 2 and Corollary 1, we obtain
λ
(a)
N (W
r
2 (S
d), µ, Lq(Sd))p ≤ E(Sn, µ)p,q ≤
{
cN−ρ/d+1/2, 1 ≤ q <∞,
cN−ρ/d+1/2(lnN)1/2, q = ∞,
where dimΠdn ≤ N and n  N1/d. Theorem 3 is proved. 
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