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Abstract
Let c be a linear functional defined by its moments c(x i ) = ci for i = 0, 1, . . .. We proved that the
nonlinear functional equations P(t) = c(P(x)P(αx + t)) and P(t) = c(P(x)P(xt)) admit polynomial
solutions which are the polynomials belonging to the family of formal orthogonal polynomials with respect
to a linear functional related to c. This equation relates the polynomials of the family with those of the scaled
and shifted family. Other types of nonlinear functional equations whose solutions are formal orthogonal
polynomials are also presented. Applications to Legendre and Chebyshev polynomials are given. Then,
orthogonality with respect to a definite inner product is studied. When c is an integral functional with
respect to a weight function, the preceding functional equations are nonlinear integral equations, and these
results lead to new characterizations of orthogonal polynomials on the real line, on the unit circle, and, more
generally, on an algebraic curve.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In [2], it was proved that the nonlinear integral equation
P(t) =
∫ b
a
P(x)P(x + t)w(x)dx,
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where w is a weight function, admits an infinite set of polynomial solutions which are the
polynomials of the family of orthogonal polynomials on [a, b]with respect to the weight function
xw(x), and with a special normalization condition. A quite similar result was also obtained for
the nonlinear integral equation
P(t) =
∫ b
a
P(x)P(xt)w(x)dx .
Orthogonal polynomials have been known for a long time. They have many applications in
approximation theory, in numerical analysis, and, more generally, in applied mathematics. They
satisfy many properties such as a differential equation, the Rodrigues’ formula, a three-term
recurrence relation, the Shohat–Favard theorem, and the Christoffel–Darboux identity and its
reciprocal. See, for example, [14,32]. However, it seems that they have never been associated to
a nonlinear integral equation. Thus, the two results presented in [2] are quite important since they
provide a novel and interesting property of orthogonal polynomials.
It is the motivation of this paper to extend these results to the case where the integral linear
functional is replaced by a general linear functional c defined by its moments ci = c(x i ). In this
case, the solutions of the corresponding nonlinear functional equations are formal orthogonal
polynomials which, by means of the definition of c, can be constructed from any sequence of real
or complex numbers (ci ). Moreover, the results are extended to the case where the polynomials
are scaled and shifted, with any normalization condition, thus relating the classical and the formal
polynomials with their scaled and shifted analogs. An inverse quadratic decomposition of the
Legendre orthogonal polynomials will be used in Section 3.2 to obtain a new property related to
this family. An application to the Chebyshev polynomials of the first and the second kind will be
discussed.
By the Shohat–Favard theorem, any sequence of polynomials satisfying a three-term
recurrence relation can be interpreted as a family of formal orthogonal polynomials with respect
to a linear functional c whose moments ci can be computed. Moreover, any family of polynomial
satisfying a relation of the form of the Christoffel–Darboux identity also satisfies a three-term
recurrence relation and, thus, again by the Shohat–Favard theorem, it is a family of formal
orthogonal polynomials [4]. These properties completely justify the interest in the functional
equations studied herein. Then, we will exploit this idea in depth and present a number of
extensions leading to new nonlinear functional equations (as those presented in [2]) whose
solutions are various types of formal orthogonal polynomials [7] such as orthogonal polynomials
on the unit circle [12] or on an algebraic curve [8]. More functional equations will be discussed.
Obviously, when a result is stated for formal orthogonal polynomials, it also holds for the usual
orthogonal ones.
Formal orthogonal polynomials have many applications. They are related to the denominators
and the numerators of the Pade´ approximants [3], they are used in model reduction in linear
control [9], and they form the basis for the implementation of Lanczos-type methods for
solving systems of linear equations [11]. Adjacent families of formal orthogonal polynomials
are connected to continued fractions via the qd-algorithm which has applications in discrete
integrable systems [19], in the quadratic decomposition of orthogonal polynomials, and they
satisfy an extension of the Christoffel–Darboux identity [5]. The reproducing kernel of
orthogonal polynomials is an important topic related to Gaussian quadrature formulae [31],
and to fast and superfast algorithms for the inversion of Hankel matrices [33]. Associated
polynomials are linked to the numerators of Pade´ approximants. Reciprocal orthogonal
polynomials play a role in Pade´ approximation of the reciprocal series of a formal power
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series. Formal orthogonal polynomials are used in the computation of the zeros of analytic
functions [21], Fredholm integral equations of the second kind [17], combinatorics [34], Toda
lattices [30], integrable systems [29], the discrete relativistic Toda molecule equation [28],
etc. They are also related to some extrapolation methods for accelerating the convergence of
sequences [10]. The literature on these topics is so important that it has to be limited to some
references.
These last years, orthogonal polynomials with respect to a linear functional have received
much attention [23–25]. Thus any new relation or property related to them is of interest. In
particular, the nonlinear functional equations studied in this paper could be interpreted as the
product of a linear functional and a polynomial [1].
2. The general functional case
Let c(0) be a linear functional on the vector space of polynomials defined by
c(0)(x i ) =

ci , i ≥ 0
0, i < 0,
(1)
where the ci are given real or complex numbers called the moments of c(0) (the reason for the
upper index will be explained later).
We consider the following nonlinear functional equation, which generalizes the first equation
of [2] by replacing the integral functional by a more general one, and by adding a parameter
α ∈ R:
P(t)c(0)(P(x)) = c(0)(P(x)P(αx + t)), (2)
where c(0) acts on the variable x , and t is a parameter.
As explained above, when
c(0)(x i ) =
∫ b
a
x iw(x)dx, (3)
where w is a weight function, (2) becomes a nonlinear integral equation. It was considered in [2],
and, using our functional notations, these authors proved that it has infinitely many solutions
which are the polynomials of the family of orthogonal polynomials with respect to the linear
functional c(1) defined by c(1)(x i ) = c(0)(x i+1) = ci+1, and satisfying a special normalization
condition (see below). A quite similar result was also proved for the integral equation
P(t) = c(0)(P(x)P(xt)). (4)
We will now prove, by two more direct proofs than the one used in [2], that, under additional
assumptions on Hankel determinants (which were always true in the case treated in [2]), similar
results hold for the more general linear functional c(0) defined by (1). Let us recall that Hankel
determinants are defined by
H (i)k =

ci ci+1 · · · ci+k−1
ci+1 ci+2 · · · ci+k
...
...
...
ci+k−1 ci+k · · · ci+2k−1
 .
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We begin with the following.
Definition 1. Let c(0) be the linear functional on the vector space of polynomials defined by
(1), and let c(1) be defined by c(1)(x i ) = c(0)(x i+1) = ci+1. There exists a family {P(1)k } of
polynomials such that, for all k ≥ 0, P(1)k has degree at most k and
c(1)(x i P(1)k (x)) = 0, i = 0, . . . , k − 1.
This family is called the family of formal orthogonal polynomials with respect to c(1) (or to
the sequence of moments c1, c2, c3, . . .). Each polynomial is defined apart a multiplying factor
D(1)k different from zero, called the normalization factor and defined through a normalization
condition. We have
P(1)k (x) = D(1)k

1 x · · · xk
c1 c2 · · · ck+1
...
...
...
ck ck+1 · · · c2k
 . (5)
If H (1)k ≠ 0, then P(1)k has the exact degree k.
Let us mention that, for some k, P(1)k may not exist or may not have the exact degree k
(see [15] for an extended discussion of such conditions). Thus, to any sequence of real or
complex numbers, we are able to associate a family of formal orthogonal polynomials. See,
for example, [16] for their construction. Under some conditions, formal orthogonal polynomials
satisfy all the algebraic properties of the usual ones [3].
We are now able to prove a generalized formal analog of the integral equation given
in [2] where, moreover, the polynomials are scaled and shifted, with an arbitrary normalization
condition, thus leading to a new property in the case of the classical orthogonal polynomials.
Theorem 1. Let α ∈ R. Then, for all k, P(1)k is a solution of the nonlinear functional equa-
tion (2):
P(1)k (t)c
(0)(P(1)k (x)) = c(0)(P(1)k (x)P(1)k (αx + t)).
Proof. Let us look for a polynomial solution of Eq. (2). We consider an arbitrary polynomial P
of degree at most k:
P(t) =
k−
i=0
ai t
i .
Thanks to the linearity of c(0), Eq. (2) can be written as
k−
i=0
ai t
i =
k−
j=0
a jc
(0)((αx + t) j P(x))
=
k−
j=0
a j
j−
i=0
C ij t
j−iαic(0)(x i P(x)), C ij =
j !
i !( j − i)! binomial coefficient,
=
k−
j=0
a j

C0j t
jc(0)(P(x))+
j−
i=1
C ij t
j−iαic(0)(x i P(x))

.
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Imposing the orthogonality conditions c(0)(x i P(x)) = 0 for i = 1, . . . , k, we see that P satisfies
(2). Since the preceding conditions mean that c(1)(x i P(x)) = 0 for i = 0, . . . , k − 1, then P is
identical to P(1)k .
Another even simpler proof is as follows. It is easy to see that P(αx + t) = P(t) + xr(x),
where r is a polynomial of degree at most k− 1 in x whose coefficients depend on t and α. Thus
c(0)(P(x)P(αx + t)) = P(t)c(0)(P(x))+ c(0)(x P(x)r(x)).
Since r has degree at most k − 1, the second term on the right-hand side vanishes if P is
orthogonal with respect to c(1). 
The result given in this theorem is independent of the normalization condition chosen for the
polynomial P(1)k . However, let us remark that, from (5), c
(0)(P(1)k (x)) = D(1)k H (0)k+1. If H (0)k+1 = 0,
the left-hand side of (2) and the constant term on the right-hand side are zero, and the other
terms on the right-hand side vanish by orthogonality of P(1)k . In [2], the normalization condition
c(0)(P(1)k (x)) = 1 was imposed. From the determinantal expression (5), this condition leads to
D(1)k = 1/H (0)k+1, and thus it had to be assumed that H (0)k+1 ≠ 0. As mentioned in Definition 1, P(1)k
has degree k exactly if and only if H (1)k ≠ 0, but this condition is not required in the preceding
theorem. Moreover, the solution is independent of α.
Remark 1. By following a similar argument, it is easy to see that the functional equation
P(t)c(P(x)) = c(P(x)P(u(x)+ t)),
where c is a linear functional which can be represented by an integral with respect to a
weight function and u a function, has a polynomial solution Pk of degree k if Pk satisfies the
orthogonality conditions c(ui (x)Pk(x)) = 0 for i = 1, . . . , k. This result is independent of the
normalization condition.
Let us now consider the nonlinear functional equation (4). Let {P(0,1)k } be the family of formal
orthogonal polynomials with respect to the linear functional c(0) − c(1) with the normalization
condition c(0)(P(0,1)k (x)) = 1. We have the following.
Theorem 2. Assume that, for all k, H (0)k+1 ≠ 0. Then, for all k, the polynomial P(0,1)k of degree
at most k belonging to the family of formal orthogonal polynomials with respect to the linear
functional c(0) − c(1), with the normalization c(0)(P(0,1)k (x)) = 1, is a solution of the nonlinear
functional equation (4):
P(0,1)k (t) = c(0)(P(0,1)k (x)P(0,1)k (xt)).
These polynomials are given by
P(0,1)k (x) =

1 x · · · xk
1c0 1c1 · · · 1ck
...
...
...
1ck−1 1ck · · · 1c2k−1


H (0)k+1,
with 1ci = ci+1 − ci .
Proof. Looking at a polynomial solution P as before, Eq. (4) becomes
k−
i=0
ai t
i =
k−
i=0
ai t
ic(0)(x i P(x)).
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Impose the orthogonality conditions c(0)(x i P(x)) = 1 (or any number different from zero)
for i = 0, . . . , k. Then c(0)(x i (1 − x)P(x)) = c(0)(x i P(x)) − c(1)(x i P(x)) = (c(0) −
c(1))(x i P(x)) = 0 for i = 0, . . . , k − 1. The conditions c(0)(x i P(x)) = 1 for i = 0, . . . , k
give
a0ci + a1ci+1 + · · · + akci+k = 1, i = 0, . . . , k.
This is a system of k + 1 linear equations in k + 1 unknowns. Its solution exists if and only if
H (0)k+1 ≠ 0. Thus, a polynomial P satisfying these conditions exists, which proves the result. 
We see that P(0,1)k has degree k exactly if and only if
1c0 1c1 · · · 1ck−1
...
...
...
1ck−1 1ck · · · 1c2k−2
 ≠ 0.
Remark 2. By following a similar argument, it is easy to see that the functional equation
P(t) = c(P(x)P(u(x)t)),
where c is a linear functional which can be represented by an integral with respect to a weight
function and u a function, has a polynomial solution Pk of degree at most k if Pk satisfies the
conditions c(ui (x)Pk(x)) = 1 for i = 0, . . . , k.
It is easy to construct examples of such nonlinear functional equations by defining any
sequence of moments c0, c1, . . ., and then building explicitly the corresponding family of
formal orthogonal polynomials. If the preceding conditions on the non-nullity of the Hankel
determinants do not hold for all k, but only for some values, then only the polynomials of the
family for which the conditions are satisfied exist, and our results also remain true only for these
values of k.
3. More functional equations
Several other nonlinear functional equations satisfied by formal orthogonal polynomials
can be derived from various sources. Obviously, these new equations also apply to the usual
orthogonal polynomials defined from integrating a weight function.
In what follows, c(0) will simply be denoted by c when the upper index is not necessary. Let
{Pk} be the family of formal orthogonal polynomials with respect to c. For all k, Pk is assumed
to exist and have the exact degree k.
3.1. The Christoffel–Darboux identity
It is well known that any family of orthogonal polynomials {Pk} satisfies a three-term
recurrence relation. This is also true for formal orthogonal polynomials under the assumptions
made above on Hankel determinants. This recurrence relation can be written as
Pk+1(t) = (Ak+1t + Bk+1)Pk(t)− Ck+1Pk−1(t), k = 0, 1, . . . ,
with P−1(t) = 0 and P(1)0 (t) = D(1)0 ≠ 0.
A consequence of the three-term recurrence relation is the Christoffel–Darboux identity
Pk+1(x)Pk(t)− Pk+1(t)Pk(x) = Ak+1hk(x − t)Kk(x, t),
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where hk = c(P2k (x)) and
Kk(x, t) =
k−
i=0
h−1i Pi (x)Pi (t) =
1
Ak+1hk
Pk+1(x)Pk(t)− Pk+1(t)Pk(x)
x − t .
For any polynomial P of degree at most k, we have the functional equation
P(t) = c(P(x)Kk(x, t)).
Thus, Kk is the reproducing kernel for Pk , the vector space of polynomials of degree k at most.
Moreover, if the degree of P is strictly less than k, then [3, Thm. 2.7, p. 51]
c((x − t)P(x)Kk(x, t)) = 0.
Let us remember that the following nonlinear functional equations are satisfied:
Ki (t, u) = c(Ki (x, u)Kk(x, t)), i = 0, . . . , k,
Kk(t, t) = c(K 2k (x, t)).
Assuming now that c ≡ c(0), Pi ≡ P(1)i (the solutions of (2)), and Kk = K (1)k (the reproducing
kernel of this family), we have
P(1)i (t)c
(0)(P(1)i (x)) = c(0)(P(1)i (x)P(1)i (αx + t)), i = 0, . . . , k,
and we immediately obtain the following new property for the reproducing kernel by applying
c(0) to its definition.
Property 1.
c(0)(K (1)k (x, αx + t)) =
k−
i=0
h−1i c
(0)(P(1)i (x))P
(1)
i (t).
Similarly, if c ≡ c(0) − c(1), if the polynomials P(0,1)i are now the solutions of (4), and if
K (0,1)k denotes their reproducing kernel, then
P(0,1)i (t) = c(P(0,1)i (x)P(0,1)i (xt)) = c(P(0,1)i (x)K (0,1)k (x, t)), i = 0, . . . , k,
and another new property holds by applying c(0) − c(1) to the definition of K (0,1)k .
Property 2.
(c(0) − c(1))(K (0,1)k (x, xt)) =
k−
i=0
h−1i P
(0,1)
i (t),
where the polynomials P(0,1)i are solutions of (4).
Finally, if we define the linear functional c˜ by c˜(x i ) = c(x i (x − t)) = ci+1 − tci , where t is
a fixed parameter, then the family of polynomials {Kk(x, t)} is orthogonal with respect to c˜, thus
leading to more nonlinear functional equations.
3.2. Adjacent families and quadratic decomposition
Let c(n) be the linear functional defined by c(n)(x i ) = cn+i , for i = −n,−n + 1, . . ., and 0
otherwise, and let {P(n)k } be the family of formal orthogonal polynomials with respect to c(n).
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Such families are called adjacent families of formal orthogonal polynomials (this is the case
between the families {P(0)k } and {P(1)k } considered above). We assume that, for all k and n, the
Hankel determinants H (n)k are different from zero. Then, there exist many recurrence relations
between polynomials belonging to two adjacent families of formal orthogonal polynomials.
In Eqs. (2) and (4), replace c(0) by c(n). Then, the preceding results can easily be extended.
For example, the functional equation
P(t) = c(n)(P(x)P(αx + t))
admits P(n+1)k as a solution, for all k (assuming, for simplicity, that c(n)(P
(n+1)
k (x)) = 1). A
result similar to the result of Theorem 2 holds after the corresponding shifts in the indexes of the
functional and the polynomials.
Let us now consider the quadratic decomposition of the family {P(n)k } which is orthogonal
with respect to the moment sequence cn, cn+1, . . .. We set U (n)2k (x) = P(n)k (x2) and U (n)2k+1(x) =
x P(n+1)k (x2). These polynomials are orthogonal with respect to the linear functional u(n) whose
moments are cn, 0, cn+1, 0, . . . (there is a vast literature on the quadratic decomposition of
orthogonal polynomial sequences; see, for example, [22,26,27], where other references could
be found, or [3, pp. 104ff.]). Their associated polynomials V (n)k are defined as above, and it holds
that V (n)2k (t) = t Q(n)k (t2) and V (n)2k+1(t) = Q(n+1)k (t2) + cnP(n+1)k (t2). Thus, these polynomials
and their associates are solutions of the nonlinear functional equations (2) and (4) where the
linear functional c(n) is replaced by u(n).
3.2.1. An application to Legendre polynomials
The Legendre polynomials, denoted by L Pk , are orthogonal on the interval [−1,+1] with
respect to the weight function w(x) = 1. Consider now the family of polynomials {L P(1)k }
associated to the family of polynomials {L Pk} or, in other words, orthogonal with respect to the
weight function w(x) = x . They satisfy the orthogonality conditions∫ 1
−1
x i L P(1)k (x)xdx = 0, i = 0, . . . , k − 1,
and let us normalize them by the condition∫ 1
−1
L P(1)k (x)xdx = 1.
They are solution of the nonlinear integral equation (2); more precisely,
L P(1)k (t) =
∫ 1
−1
L P(1)k (x)
L P(1)k (αx + t)dx .
We remark that taking α = 2 and t = −1 leads to a nonlinear integral equation involving the
usual Legendre polynomials and the scaled and shifted ones on the interval [0, 1].
The moments ui corresponding to the Legendre polynomials are u2i = 2/(2i + 1) and
u2i+1 = 0 for i = 0, 1, . . .. Therefore, these polynomials can be considered as coming out
from the quadratic decomposition of an orthogonal polynomial sequence, denoted {Pk}, with
respect to a linear functional c with moments ci = u2i , i = 0, 1, . . .:
L P2k(x) = Pk(x2), L P2k+1(x) = x P(1)k (x2),
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where the polynomials {P(1)k } form the first family of polynomials associated to the polynomials{Pk} (that is orthogonal with respect to the moment sequence c1, c2, . . .). This family of
polynomials satisfies the nonlinear functional equation (2) with respect to c. Thus a new property
of Legendre polynomials, related to what can be called inverse quadratic decomposition, has
been obtained.
3.3. The associated polynomials
The associated polynomials are defined by
Qk(t) = c

Pk(x)− Pk(t)
x − t

, k = 0, 1, . . . ,
where c acts on the variable x and t is a parameter. Qk is a polynomial of degree k − 1. It can be
shown that these polynomials satisfy the same three-term recurrence relation as the polynomials
Pk but with the initializations Q0(t) = 0 and Q1(t) = A1c(P0). Thus, from the Shohat–Favard
theorem, they form a family of formal orthogonal polynomials with respect to a linear functional
d if, for all k, Ak+1Ck+1 ≠ 0, a condition which is satisfied. The moments di = d(x i ) of d can
be computed either from the three-term recurrence relation, or directly from the orthogonality
conditions. The first moment d0 is arbitrary, and we have, for k ≥ 2,
d(Qk+1) = Ak+1d(xQk)+ Bk+1d(Qk)− Ck+1d(Qk−1) = 0.
Assuming that d0, . . . , dk−1 are known, d(Qk) and d(Qk−1) can be computed. The computation
of d(xQk) makes use of d1, . . . , dk , which gives dk .
As in the preceding section, we can consider the shifted linear functionals d(n) defined by
d(n)(x i ) = dn+i , and the corresponding families of adjacent associated polynomials {Q(n)k }. The
nonlinear functional equation
Q(t) = d(n)(Q(x)Q(αx + t))
admits Q(n+1)k as its solution (assuming, for simplicity, that Q
(n+1)
k is normalized by the
condition d(n)(Q(n+1)k (x)) = 1). Similarly, we can consider the nonlinear functional equation
Q(t) = d(n)(Q(x)Q(xt)).
Obviously, all the results stated in the preceding section also hold for these associated
polynomials.
3.3.1. An application to Chebyshev polynomials
Consider the Chebyshev polynomials of the first kind Tk which are orthogonal on [−1,+1]
with respect to the weight function 1/
√
1− x2. Their associated polynomials are the Chebyshev
polynomials of the second kind Qk ≡ Uk−1, which are orthogonal on [−1,+1] with respect to
the weight function
√
1− x2. Thus, the first adjacent families of {Tk} and {Uk−1} both satisfy
our nonlinear functional equations.
3.4. Reciprocal orthogonal polynomials
Let g be the reciprocal series of f defined by g(x) f (x) = 1, where f (x) =∑∞i=0 ci x i . If we
set g(x) =∑∞i=0 ei x i , the numbers ei can be recursively computed by
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c0e0 = 1
c0ei + c1ei−1 + · · · + cie0 = 0, i = 1, 2, . . . .
The series g exists if and only if c0 ≠ 0.
Let e be the linear functional defined by e(x i ) = ei for i = 0, 1, . . ., and 0 otherwise. The
polynomials
Rk(x) =

c2 c3 · · · ck+1
c3 c4 · · · ck+1
...
...
...
ck ck+1 · · · c2k−1
c0x + c1 c0x2 + c1c + c2 · · · c0xk + · · · + ck

are orthogonal with respect to e. Thus, these polynomials are solutions of Eqs. (2) and (4) after
replacing the linear functional c by e. Their associated polynomials can be defined as well. They
are, in fact, identical to the polynomials P(2)k−1. A shift can also be applied to the functional e,
thus leading to other equations and their solutions.
3.5. Iteration
As mentioned in [2], Eqs. (2) and (4) can be iterated. Adding a lower index to the linear
functional c for indicating the variable on which it acts, and scaling, we obtain for (2)
P(x)cy(P(y)) = cy(P(y)P(γ y + x))
P(αx + t)cy(P(y)) = cy(P(y)P(βy + αx + t)),
and the functional equation P(t)cx (P(x)) = cx (P(x)P(αx + t)) becomes
P(t)cx (P(x)) = [cy(P(y))]−2cx (cy(P(y)P(γ y + x)) · cy(P(y)P(βy + αx + t))).
4. Orthogonality with respect to an inner product
Let F be an arbitrary field with involution, and let ⟨·, ·⟩ be a definite inner product on F[z]
such that
⟨a1 p1(z)+ a2 p2(z), q(z)⟩ = aH1 ⟨p1(z), q(z)⟩ + aH2 ⟨p2(z), q(z)⟩
⟨p(z), a1q1(z)+ a2q2(z)⟩ = a1⟨p(z), q1(z)⟩ + a2⟨p(z), q2(z)⟩.
The moments of this inner product are defined by ci j = ⟨zi , z j ⟩. Equivalently, we can define
the linear functional c on F[z, z¯] by c(z¯i z j ) = ci j . Thus ⟨q(z), p(z)⟩ = c(q(z)p(z)). On this
formalism, see [13, pp. 138 ff., pp. 226 ff.] and [23,24].
Let t be a complex parameter. We consider the nonlinear functional equation
P(t) = c(P(z)P(αz + t)) (6)
= ⟨P(z), P(αz + t)⟩. (7)
Writing P as before, it holds that
k−
i=0
ai t
i =
k−
j=0
a j ⟨P(z), (αz + t) j ⟩
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=
k−
j=0
a j
j−
i=0
C ij t
j−iα j ⟨P(z), z j ⟩
=
k−
j=0
a j

C0j t
j ⟨P(z), 1⟩ +
j−
i=1
C ij t
j−iα j ⟨P(z), z j ⟩

.
Assuming that ⟨P(z), z · z j ⟩ = 0 for j = 0, . . . , k − 1, we see that P is the polynomial Pk
of degree k belonging to the family of orthogonal polynomials with respect to the inner product
⟨⟨zi , z j ⟩⟩ = ⟨zi , z · z j ⟩, normalized by the condition ⟨P(z), 1⟩ = 1.
Thus, we have the following.
Theorem 3. The polynomials Pk orthogonal to the inner product whose moments are ci, j+1 =
⟨⟨zi , z j ⟩⟩ = ⟨zi , z · z j ⟩, that is such that ⟨P(z), z · z j ⟩ = 0 for i = 0, . . . , k − 1, and normalized
by the condition ⟨Pk(z), 1⟩ = 1, are solutions of the nonlinear functional equations (6), (7).
Obviously, as in Section 2, the normalization condition ⟨Pk(z), 1⟩ = 1 can be removed by
considering the more general nonlinear functional equation
P(t)⟨P(z), 1⟩ = ⟨P(z), P(αz + t)⟩.
We have
Pk(z) = Dk

1 · · · zk
c0,0 · · · ck,0
...
...
c0,k−1 · · · ck,k−1
 ,
where Dk ≠ 0 is the normalization factor.
Let Γ be an algebraic variety defined by
∑n
i, j=0 ai j zi z¯ j = 0, with ai j ∈ F. Then, if the
moments satisfy
∑n
i, j=0 ai jc j+p,i+q = 0, for p, q = 0, 1, . . ., then the polynomials {Pk} are
said to be orthogonal on Γ [6,8]. In the case where Γ is defined by z − z¯ = 0, we recover the
orthogonal polynomials on the real line, while the particular case zz¯ = 1 refers to orthogonal
polynomials on the unit circle. The case z + z¯ = 0 leads to orthogonal polynomials on the
imaginary axis. Polynomials on an ellipse, a parabola, an hyperbola, a lemniscate, a Cassinian
oval, and a real line are also of interest. Algebraic curves appear in a natural way in the study of
root-clustering of polynomials [20] (see [18] for a survey).
For orthogonal polynomials on the unit circle, discussed for example in [32], it holds that
ci+1, j+1 = ci, j = ci− j = c¯ j−i , and we have
cn = 12π
∫ π
−π
e−inθw(θ)dθ.
The functional equation (4) can be treated similarly, and the extensions described in the
preceding sections as well.
The case of Sobolev-type orthogonal polynomials, Laurent orthogonal polynomials, vector
orthogonal polynomials, and biorthogonal polynomials have to be investigated.
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