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Abstract
This thesis is broadly split into two parts. In the ﬁrst part, simple state sum models
for minimally coupled fermion and scalar ﬁelds are constructed on a 1-manifold.
The models are independent of the triangulation and give the same result as the
continuum partition functions evaluated using zeta-function regularisation. Some
implications for more physical models are discussed.
In the second part, the gauge gravity action is written using a particularly
simple matrix technique. The coupling to scalar, fermion and Yang-Mills ﬁelds
is reviewed, with some small additions. A sum over histories quantisation of the
gauge gravity theory in 2 + 1 dimensions is then carried out for a particular class
of triangulations of the three-sphere. The preliminary stage of the Hamiltonian
analysis for the (3 + 1)-dimensional gauge gravity theory is undertaken.
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`Three passions, simple but overwhelmingly strong, have governed my life: the
longing for love, the search for knowledge, and unbearable pity for the suﬀering
of mankind. These passions, like great winds, have blown me hither and thither,
in a wayward course, over a great ocean of anguish, reaching to the very verge of
despair.
I have sought love, ﬁrst, because it brings ecstasy - ecstasy so great that I would
often have sacriﬁced all the rest of life for a few hours of this joy. I have sought it
next, because it relieves loneliness - that terrible loneliness in which one shivering
consciousness looks over the rim of the world into the cold unfathomable lifeless
abyss. I have sought it ﬁnally, because in the union of love I have seen, in a mystic
miniature, the preﬁguring vision of the heaven that saints and poets have imagined.
This is what I sought, and though it might seem too good for human life, this is
what - at last - I have found.
With equal passion I have sought knowledge. I have wished to understand the
hearts of men. I have wished to know why the stars shine. And I have tried to
apprehend the Pythagorean power by which number holds sway above the ﬂux. A
little of this, but not much, I have achieved.
Love and knowledge, so far as they were possible, led upward toward the heav-
ens. But always pity brought me back to earth. Echoes of cries of pain reverberate
in my heart. Children in famine, victims tortured by oppressors, helpless old people
a burden to their sons, and the whole world of loneliness, poverty, and pain make
a mockery of what human life should be. I long to alleviate this evil, but I cannot,
and I too suﬀer.
This has been my life. I have found it worth living, and would gladly live it again
if the chance were oﬀered me.'
- Bertrand Russell
11
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Chapter 1
Introduction
The problem of quantum gravity has a long history dating back to the 1930's.
Since then a number of diﬀerent approaches have developed, with the two most
popular research programmes currently being `string theory' and `loop quantum
gravity'.
There have been many motivations behind this research. One was the discovery
in the 1980's that gravity is not perturbatively renormalisable [5]. Nonetheless
quantum gravity does exist as an eﬀective ﬁeld theory. Indeed the theory may be
non-perturbatively renormalisable if there is an asymptotic safety scenario [6].
Another motivation is the presence of singularities in general relativity, and the
hope that these may be cured by a proper treatment of quantum gravity. However,
the singularities of general relativity may well be resolvable at the classical level.
For example, the Sciama-Kibble theory of gravity [1, 2] may avoid gravitational
singularities [3].
Yet another motivation is the unparsimonious, or potentially inconsistent na-
ture of the coupling between a classical gravitational ﬁeld and quantum matter
ﬁelds. However, the discussion on this subject has mostly focused on the scenario
where the curvature tensor is coupled to the expectation value of the energy-
momentum tensor,
Rµν − 1
2
gµνR + gµνΛ = 8π〈Tˆµν〉. (1.0.1)
Theories of this type face serious, perhaps fatal diﬃculties. However, there may be
other possibilities for a consonant treatment of interacting classical and quantum
ﬁelds. For example, emergent gravity ala Sakharov [4] may avoid known diﬃculties
of hybrid quantum/classical systems.
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My conclusion from this brief discussion is that while these are all appealing
motivations for research in quantum gravity, there are other approaches that may
be viable, and it is important to keep these in mind.
I now very brieﬂy summarise the main modern approaches to quantum gravity.
In the 1980's it was shown that a perturbative quantum ﬁeld theoretic treat-
ment of the gravitational ﬁeld about a ﬁxed spacetime background leads to non-
renormalisable divergences [5]. Therefore if there is no asymptotic safety scenario
for gravity, this treatment of quantum gravity may at best be considered an ef-
fective theory. Since then there have been eﬀorts to ﬁnd a suitable ultraviolet
completion of the theory. This search led to supergravity in the 1980's, and then
to superstring theory and `M-theory' in modern times. The driving force behind
this line of research has been to ﬁnd a theory that includes general relativity as a
low energy limit and that has a convergent perturbative expansion about a ﬁxed
spacetime background.
In 1959, Arnowitt, Deser and Misner developed the ADM formalism [7], which
is a Hamiltonian treatment of the Einstein-Hilbert action. However, attempts at
canonical quantisation following Dirac's procedure [8] were unsuccessful, mainly
due to the complicated form of the Hamiltonian constraint. In 1986, Ashtekar
introduced new variables [9] that greatly simpliﬁed the constraints. This even-
tually led to the `loop quantum gravity' research programme. The driving force
behind this line of research has been a canonical quantisation of gravity in line
with Dirac's programme [8].
There have been numerous other lines of attack on the problem of quantum
gravity, notably the sum over histories approach [10] which appears to be closely
related to loop quantum gravity, and non-commutative geometry [11].
There have been two main ideas that have guided the research in this thesis.
The ﬁrst is the importance of matter. Much work on quantising gravity in the
canonical and sum over histories approaches has focused on quantising the grav-
itational ﬁeld in isolation. However, matter is a crucial part of our universe and
if there is to be a quantum theory of gravity, it must accommodate matter in a
sensible way. Indeed, as Einstein pointed out, the presence of matter is necessary
in general relativity for space and time to have any physical meaning at all. There-
fore I have attempted to see where the guiding principle of parsimonious matter
couplings leads. The result has been the one-dimensional state sum models in part
I of this thesis.
14
The other idea has been to take seriously the concept of gravity as a gauge
theory. The ﬁrst order formalism for gravity in 2 + 1 dimensions is known to
be a gauge theory [12] - Chern-Simons theory. In part II of this thesis, a gauge
theory of gravity in any number of spacetime dimensions is presented. This theory
can be coupled to matter in a simple, gauge invariant fashion, and indeed the
chronological order of our work was matter coupling to gravity ﬁrst, gauge gravity
second. Thus the two main ideas found an harmonious synthesis.
15
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Part I
One-dimensional state sum models
17
Traditionally there have broadly been two paths towards quantising a classical
theory. The ﬁrst is the canonical or Hamiltonian formalism, in which one starts
out with a phase space that has the structure of a symplectic manifold, and a
Hamiltonian function that induces a ﬂow that represents time evolution. Dirac
noticed that the mathematical formalism of Hamiltonian dynamics makes manifest
certain analogies between classical and quantum systems. Thus there are various
procedures for passing from a classical Hamiltonian system to the corresponding
quantum system.
The second route is the sum over histories formalism. In this approach, prob-
ability amplitudes between an initial and ﬁnal state are symbolically obtained as
a weighted sum over all possible intermediate states. In Lorentzian signature, the
weighting factor is eiS, where S is the classical action for a particular conﬁguration.
In practice, it is most convenient to work with the partition function,
Z =
∫
dφ eiS[φ]. (1.0.2)
Here φ symbolically represents the set of dynamical variables in the theory modulo
gauge transformations, with a suitably chosen measure dφ. All transition ampli-
tudes may be obtained from (1.0.2) by adding appropriate source terms to the
action and then diﬀerentiating.
A mathematically rigorous approach to deﬁning the partition function is via
lattice discretisation. This consists of quantising only a ﬁnite sample of the original
degrees of freedom of the theory. The resulting partition function is often called
a `state sum model', because the integrals in (1.0.2) typically reduce to discrete
sums.
State sum models are typically constructed from a classical theory on a space-
time manifold M by working with a discrete approximation to M , e.g. a trian-
gulation. A special class of state sum models occurs when the partition function
is independent of the particular triangulation that one works with. This is an
example of a topological quantum ﬁeld theory (TQFT). In this case, the partition
function deﬁnes a topological invariant of the manifold M . Such theories are of
particular interest in the study of quantum gravity because the quantum theory
has the same symmetry as the classical theory, namely spacetime diﬀeomorphism
symmetry.
In this part, simple topological state sum models for fermionic and scalar ﬁelds
19
on a one-dimensional manifold will be explored. This provides a simple setting for
studying such theories, in no small part because the state sum model must only
be invariant under the single one-dimensional Pachner move depicted in ﬁgure 1.1.
It is hoped that this will help to pave the way for the construction of analogous
models in higher dimensions.
Figure 1.1: The one-dimensional Pachner move.
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Chapter 2
A topological state sum model for
fermions on the circle
In this chapter a simple one-dimensional state sum model is presented in which a
fermionic ﬁeld is coupled to a background gauge ﬁeld. These results were published
in [13].A simple formula for the partition function of this model on a triangulated
circle (i.e. a polygon) is presented in subsection 2.1.2. It is demonstrated that
the partition function is independent of the triangulation and depends only on the
holonomy of the gauge ﬁeld.
In subsection 2.1.3, it is shown that the state sum model has an action that is a
discretisation of the continuum Dirac action for a massless fermion ﬁeld coupled to
the gauge connection. Then, in section 2.2 the partition function of the continuum
theory is calculated precisely using zeta function regularisation, to show that it is
equal to the result from the state sum model.
The results are extended in subsection 2.2.4 to models with a mass term. Dis-
cretisation of the mass term in a `naïve way breaks the triangulation independence
of the model. However, it is possible to include a mass term in the model by treat-
ing the mass parameter as a gauge ﬁeld for the appropriate group.
The results presented here complement previous work constructing quantum
gravity state sum models with fermion ﬁelds in dimension three [14, 15] and four
[16, 17]. These works construct discrete analogues of the continuum Dirac func-
tional integral according to the heuristic continuum limit, as considered here in
Subsection 2.1.3, but do not have a direct comparison with the partition function
of the continuum functional integral. The results presented here give the ﬁrst
precise comparison of a discrete fermionic model with the continuum partition
function.
21
It is an interesting question as to whether these results can be generalised to a
higher-dimensional model. Some related properties of the Dirac operator with a
gauge ﬁeld on a graph have been studied previously [18]; this suggests there may
also be an extension of the state sum model to graphs.
2.1 The state sum model
In this section, the deﬁnition of the fermionic state sum model will be devel-
oped on the circle and the interval. First fermionic variables are reviewed. These
variables naturally belong to a Grassmann algebra, which is an algebra with an
anti-commutative composition law. An integral calculus is developed in the Grass-
mann setting following [19], and this is used to deﬁne the state sum model.
2.1.1 Grassmann algebra
In order to generate the correct statistics for fermions in quantum ﬁeld theory,
fermionic variables must mutually anti-commute. This notion is captured mathe-
matically by the concept of Grassmann or exterior algebra. The fermions them-
selves are spinors, which are elements of a vector space with an inner product that
is preserved by the spin group Spin(p, q), the double cover of the special orthogo-
nal group SO(p, q) whose deﬁning representation is on a vector space with metric
signature (p, q).
Deﬁnition. Given a vector space V , the tensor algebra is deﬁned by
T (V ) = ⊕∞k=0T k(V ), (2.1.1)
where T k(V ) is the k-th tensor power of V ; that is, the vector space obtained by
taking the tensor product of k copies of V . The product in the algebra is the
tensor product.
The Grassmann algebra Λ(V ) is deﬁned as the algebraic quotient of the tensor
algebra T (V ) by the two sided ideal I generated by all elements of the form x⊗x,
with x ∈ V . Symbolically,
Λ(V ) = T (V )/I. (2.1.2)
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The equivalence class [x⊗y] is often denoted x∧y, and indeed Λ(V ) is an algebra
with product given by ∧. This is called the exterior product. In what follows
however, we will omit the ∧ and simply write xy for x ∧ y.
Alternatively the exterior algebra Λ(V ) may be constructed as the algebra
determined by a number of generators a1, a2, . . . , al that form a basis for V , subject
to the relations
aiaj + ajai = 0. (2.1.3)
It is clear that a2i = 0 ∀i. In quantum ﬁeld theory, the fermionic variables are
Grassmann-valued operators on a suitably deﬁned Hilbert space, and may be
expanded in terms of creation and annihilation operators. The relation a2i = 0
captures the idea that it is impossible for two identical fermions to occupy the
same quantum state, i.e. the Pauli exclusion principle.
Due to this anti-commutation law, functions on the exterior algebra have a
number of curious properties. A function of the generators f(a1, . . . , al) is a poly-
nomial that terminates at the highest monomial alal−1 . . . a1. Because of this,
there is no such thing as a transcendental function on the exterior algebra. For
example, the exponential function of a single Grassmann variable, which is deﬁned
by its power series expansion, terminates after two terms,
ex = 1 + x. (2.1.4)
In the path integral approach to quantum ﬁeld theory, one symbolically inte-
grates over the set of all possible ﬁeld conﬁgurations. In the fermionic case this
will require us to integrate over a particular Grassmann algebra. For this purpose
it is necessary to develop an integral calculus in the Grassmann algebra setting.
The Lebesgue integral over the whole of a given space may be thought of as a
linear functional that sends a suitable set of functions to the underlying ﬁeld. This
integral has the property of translation invariance. These two properties, linearity
and translation invariance, can be used to axiomatise an integral over the whole
of a Grassmann algebra that is called the Berezin integral. That is, we demand
that
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∫
dx(αf(x) + βg(x)) = α
∫
dxf(x) + β
∫
dxg(x), (2.1.5)∫
dx(x+ y) =
∫
dx x, (2.1.6)
where α, β are scalars in the underlying ﬁeld. The latter condition implies that∫
dx = 0. The integral will be normalised so that
∫
dx x = 1. For iterated
integrals,
∫
da1 da2 . . . dal f(a1, . . . , al) (2.1.7)
is deﬁned to be the coeﬃcient of alal−1 . . . a1 in the expansion of f . No indepen-
dent meaning is attached to the diﬀerentials in these formulae, and they do not
appear outside an integral. However the order of them in the integral is important;
transposing two neighbouring diﬀerentials in the notation changes the sign of the
integral.
A curious property of the Berezin integral is its behaviour under a change
of variables. In direct contrast to the usual change of variables formula, the
measure of the Berezin integral transforms with an inverse factor of the Jacobian
determinant,
∫
da1 da2 . . . dal f(a1, . . . , al) =∫
(det J)−1da′1 da
′
2 . . . da
′
l f(a1(a
′
1 . . . a
′
l), . . . , al(a
′
1 . . . a
′
l)), (2.1.8)
where J is the Jacobian for the change of variables ai → a′i. This property follows
as a direct consequence of the deﬁnition of the Berezin integral, and is proved in
[19].
It is possible to extend the above deﬁnitions to integration over a subset of
coordinates, and perform the integral iteratively. So if f = akak−1 . . . a1b, where b
is a polynomial in the remaining variables ak+1, . . . , al, then the integral is∫
da1 da2 . . . dak f = b, (2.1.9)
with terms multiplying lower degree monomials in a1 . . . ak integrating to zero. An
example of iteration is the formula∫
da1 da2 f =
∫
da1
(∫
da2 f
)
. (2.1.10)
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In the applications of interest here, the generators of the Grassmann algebra
occur in pairs ai, bi that form the components of n-dimensional vectors,
ψ = (a1, a2, . . . an), ψ = (b1, b2, . . . , bn). (2.1.11)
In this case the integral is deﬁned with the notation∫
dψ dψ =
∫
da1 db1 da2 db2 . . . dan dbn. (2.1.12)
Let M be an n × n matrix with entries in C. The Grassmann analogue of
gaussian integration is ∫
dψ dψ eψMψ = detM, (2.1.13)
which is proved by expanding the exponential.
The result (2.1.13) can be extended to the case of fermionic source terms. Take
c, d to be n-component vectors with Grassmann-valued entries that are polynomial
of odd degree in the remaining generators (i.e. excluding components of ψ and ψ
respectively), and M now an invertible matrix. We then have∫
dψ dψ eψMψ+cψ+ψd = detM e−cM
−1d, (2.1.14)
which is proved by ﬁrst completing the square with the translations
ψ 7→ ψ − cM−1, (2.1.15)
ψ 7→ ψ −M−1d, (2.1.16)
and then using (2.1.13).
2.1.2 Deﬁnition of the state sum model
Start with an oriented interval [0, l] of length l, triangulated with N + 1 vertices.
The vertices are labelled by i = 0...N , and each is decorated with n-dimensional
vectors ψi, ψi. The edges are decorated with invertible n × n matrices Qi,i+1
satisfying Qi,i+1 = Q
−1
i+1,i. We deﬁne Q =
∏N−1
i=0 Qi,i+1. The relevant Grassmann
algebra is the one generated by all of the components of all of the vectors. For
N = 1, i.e. a single edge, the state sum model is
Z
Q
[0,l] = e
−ψ0Qψ1 . (2.1.17)
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Figure 2.1: The fermionic state sum model on an edge. The arrow indicates
the orientation of the edge.
This has fermionic variables ψ0 and ψ1 associated to vertices 0 and 1 respectively,
as depicted in ﬁgure 2.1.
Gluing two such partition functions together is carried out using the following
proposition, which states that one can multiply matrices by the use of Berezin
integration.
Proposition.∫
dψ1dψ1e
−ψ0Q0,1ψ1eψ1ψ1e−ψ1Q1,2ψ2 = e−ψ0Q0,1Q1,2ψ2 . (2.1.18)
Proof. We have∫
dψ1dψ1 e
−ψ0Q0,1ψ1eψ1ψ1e−ψ1Q1,2ψ2 =
∫
dψ1dψ1e
ψ1Iψ1−(ψ0Q0,1)ψ1−ψ1(Q1,2ψ2),
(2.1.19)
where I is the n × n identity matrix. The result (2.1.18) follows using (2.1.14)
with
c = −ψ0Q0,1, d = −Q1,2ψ2, M = I. (2.1.20)

The formula (2.1.18) is interpreted as a bilinear form on the fermionic states,
(f, g) =
∫
dψ1dψ1 f(ψ1) e
ψ1ψ1g(ψ1), (2.1.21)
and using this bilinear form to glue the partition functions results in
(Z
Q0,1
[0,l] ,Z
Q1,2
[0,l] ) = Z
Q
[0,l], (2.1.22)
with Q = Q0,1Q1,2.
This procedure can be iterated for the multiplication of any ﬁnite number of
matrices, yielding the deﬁnition of the state sum model on the interval. Explicitly,∫
dψ1 dψ1 . . . dψN−1 dψN−1 e
−ψ0Q0,1ψ1eψ1ψ1e−ψ1Q1,2ψ2 . . . e−ψN−1QN−1,NψN
= e−ψ0QψN = ZQ[0,l], (2.1.23)
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with Q = Q0,1Q1,2 . . . QN−1,N .
The leftmost expression in (2.1.23) is to be interpreted as the deﬁnition of
the fermionic state sum model on an interval that is triangulated using (N + 1)
vertices. The state sum model is triangulation independent; indeed, (2.1.22) is a
statement of the independence of the state sum model under the one-dimensional
Pachner move 1.1. It can be modiﬁed to include observables, that is, non-trivial
functions of the intermediate variables ψi, ψi. In this sense the model is richer
than the evaluation of the partition function on the right-hand side.
The partition function for the circle can be computed by gluing together the
endpoints of the interval, as depicted in ﬁgure 2.2.
.
.
.
.
.
.
Figure 2.2: The fermionic state sum model on a triangulated circle.
Mathematically, this is done by including an extra factor eψNψN in the inte-
grand, identifying ψ0 = ψN , ψ0 = ψN , and integrating over the newly introduced
variables,
Z
Q
S1 =
∫
dψNdψN e
ψNψN e−ψNQψN = det (I −Q) , (2.1.24)
where the last equality follows from (2.1.13) and the observation that ψNψN and
ψNQψN commute.
An immediate consequence of (2.1.24) is that ZQS1 vanishes if Q has an eigen-
value equal to 1, as is for example the case if Q ∈ SO(2n + 1). For Q ∈ SO(2n),
Z
Q
S1 is real-valued, as the eigenvalues occur in complex conjugate pairs. There are
however groups for which ZQS1 is complex-valued. An example of particular interest
is U(1), for which we have
U(1) : ZQS1 = 1−Q, Q = e−iθ, θ ∈ [0, 2π). (2.1.25)
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We note that the partition function may be independent of the orientation for
some matrices Q. An orientation reversal acts by sending Q to Q−1. Hence the
partition function is independent of the orientation iﬀ det (I −Q) = det (I −Q−1).
For example, in the case where Q ∈ U(1), we see from (2.1.25) that orientation
reversal acts on the partition function non-trivially, by complex conjugation.
2.1.3 Interpretation of the state sum model
The state sum model (2.1.24) may be interpreted as a discrete path integral quan-
tisation of a minimally coupled fermionic ﬁeld on the circle.
The ψi and ψi variables are interpreted as a discrete sampling of continuous
fermionic ﬁelds ψ(t), ψ(t) on the circle, with t ∈ [0, l), so that
ψj = ψ (j∆t) , ψj = ψ (j∆t) , (2.1.26)
where ∆t = l
N
is the length of one edge. Thus, as the notation suggests, ψi and
ψi are multiplets of one-dimensional spinors that are complex conjugates of one
another. The edge connecting vertices i and i + 1 is assigned the matrix Qi,i+1,
which is interpreted as the parallel transporter for the ψ ﬁeld along that edge.
Then Qj,j+1 = e
−i
∫ (j+1)∆t
j∆t dtA(t), with A(t) the gauge ﬁeld on the circle.
The state sum model on a circle triangulated with N edges is
Z
Q
S1 =
∫ ( N∏
j=1
dψj dψj
)
e−ψ0Q0,1ψ1eψ1ψ1 ...eψN−1ψN−1e−ψN−1QN−1,NψN eψNψN
=
∫ ( N∏
j=1
dψj dψj
)
eiSˆ, (2.1.27)
where
Sˆ = −i (−ψ0Q0,1ψ1 + ψ1ψ1 − ψ1Q1,2ψ2 + . . . ψN−1ψN−1 − ψN−1QN−1,NψN + ψNψN)
= i∆t
N−1∑
j=0
ψj
(
Qj,j+1ψj+1 − ψj
∆t
)
, (2.1.28)
and ψN = ψ0, ψN = ψ0.
Now consider the limit ∆t → 0 while keeping l constant. Assuming the ﬁeld
values are diﬀerentiable,
lim
∆t→0
i
(
Qi,i+1ψi+1 − ψi
∆t
)
= /Dψ(t), (2.1.29)
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where the gauge covariant Dirac operator /D is given by
/D = i
d
dt
+ A(t). (2.1.30)
The single gamma matrix is equal to the complex number i. There is no spin
connection contribution to (2.1.30) because the Lie algebra so(1) is trivial.
In the limit ∆t→ 0 the sum converges to an integral,
lim
∆t→0
∆t
N−1∑
j=0
f(j∆t) =
∫ l
0
f(t) dt, (2.1.31)
and therefore
lim
∆t→0
Sˆ =
∫ l
0
dt ψ(t)/Dψ(t). (2.1.32)
This is precisely the Dirac action for a minimally coupled scalar ﬁeld on the circle.
Thus the state sum model of the previous subsection may be considered a deﬁnition
of the partition function of the Dirac theory via a lattice discretisation procedure.
Gauge transformations act on the partition function of [0, 1] by a linear trans-
formation acting on each set of fermionic variables. Thus if Ui, Uj are invertible
matrices then the transformation is ψj → Ujψj and ψi → ψiU−1i . The matrices
Qi,i+1 transform under Q
′
i,i+1 = UiQi,i+1U
−1
i+1. It is clear then that the partition
function for the interval (2.1.17) and the circle (2.1.24) are invariant under gauge
transformations.
2.2 Comparison with the functional integral
In this section, the partition function for minimally coupled fermions ﬁelds on the
circle is compared to the corresponding functional integral. First zeta function
regularisation is brieﬂy reviewed in the context of quantum ﬁeld theory following
[20]. This allows an exact evaluation of the Dirac functional integral, which gives
a result that is identical to the state sum model.
2.2.1 Zeta-function regularisation
Zeta function regularisation is a method of regularising divergent products and
sums. It can be used to regularise certain quantum ﬁeld theories by giving rigorous
meaning to the determinant of operators on inﬁnite-dimensional Hilbert spaces.
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Here we develop the zeta-function regularised deﬁnition of detD for a self-adjoint
operatorD that is positive deﬁnite following [20], and then generalise this deﬁnition
to det(iD).
Positive deﬁnite D
To begin, supposeD is a Hermitian, strictly positive operator in a ﬁnite-dimensional
Hilbert space. The zeta-function ζD(s) of D is deﬁned for s ∈ C by
ζD(s) =
∑
k
1
λsk
, (2.2.1)
where λk are the eigenvalues of D. As D has a ﬁnite number of positive eigenvalues,
ζD(s) is well deﬁned and holomorphic in s. We have
detD =
∏
k
λk =
∏
k
elnλk = e
∑
k lnλk . (2.2.2)
Now consider
− d
ds
λ−sk = −
d
ds
e−s lnλk = lnλke
−s lnλk
⇒ lnλk =
(
− d
ds
1
λsk
) ∣∣∣∣
s=0
. (2.2.3)
Therefore we have
detD = e
∑
k
(
− d
ds
1
λs
k
)∣∣∣
s=0 = e
(
− d
ds
∑
k
1
λs
k
)∣∣∣
s=0 = e−ζD′(0) . (2.2.4)
The point of (2.2.4) is that the expression on the right hand side may, under
certain circumstances, be taken as a deﬁnition of detD even when the Hilbert
space is inﬁnite-dimensional. We require the spectrum of D to be discrete, and
the sum in (2.2.1) must converge for suﬃciently large Re s to deﬁne ζD(s) as a
function that can be analytically continued to s = 0. The analytic continuation
in s provides a prescription for regularising the divergent product
∏
k λk.
Indeﬁnite D
Now suppose that D is an indeﬁnite Hermitian operator in a ﬁnite-dimensional
Hilbert space, such that the spectrum of D does not contain zero. We wish to
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express det(iD) in a form similar to(2.2.4). The new issue is to accommodate the
negative and imaginary eigenvalues.
Let λk denote the eigenvalues of D, enumerated so that λk > 0 for k > 0 and
λk < 0 for k ≤ 0. We deﬁne two zeta-functions by
ζD,ǫ(s) =
∑
k>0
1
λsk
+ eiǫπs
∑
k≤0
1
(−λk)s , (2.2.5)
ζiD(s) = e
−iπs/2
∑
k>0
1
λsk
+ eiπs/2
∑
k≤0
1
(−λk)s , (2.2.6)
where ǫ ∈ {1,−1}. For integer argument these functions agree with naïvely allow-
ing negative or imaginary eigenvalues in (2.2.1).
The eta-function of D is deﬁned by
ηD(s) =
∑
k
sgnλk
|λk|s =
∑
k>0
1
λsk
−
∑
k≤0
1
(−λk)s . (2.2.7)
Finally, sinceD2 is positive deﬁnite, its zeta-function is deﬁned by the replacements
D→ D2 and λk → λ2k in (2.2.1). It follows that
ζD2(s/2) =
∑
k
1
|λk|s =
∑
k>0
1
λsk
+
∑
k≤0
1
(−λk)s . (2.2.8)
The functions (2.2.5), (2.2.6), (2.2.7) and (2.2.8) are well deﬁned and holomor-
phic in s. They satisfy
ζD,ǫ(s) =
1
2
(
1 + eiǫπs
)
ζD2(s/2) +
1
2
(
1− eiǫπs) ηD(s), (2.2.9)
ζiD(s) = cos(πs/2)ζD2(s/2)− i sin(πs/2)ηD(s), (2.2.10)
and diﬀerentiation at s = 0 yields
ζ ′D,ǫ(0) =
1
2
ζ ′D2(0) +
iǫπ
2
(
ζD2(0)− ηD(0)
)
, (2.2.11)
ζ ′iD(0) =
1
2
ζ ′D2(0)−
iπ
2
ηD(0). (2.2.12)
We are now ready to turn to the determinants. They are
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detD =
∏
k
λk = e
−ζ′D,ǫ(0) = eiǫ
π
2 (ηD(0)−ζD2 (0)) e−
1
2
ζ′
D2
(0), (2.2.13)
det(iD) =
∏
k
(iλk) = e
−ζ′iD(0) = ei
π
2
ηD(0) e−
1
2
ζ′
D2
(0). (2.2.14)
Formulas (2.2.13) and (2.2.14) provide deﬁnitions for detD and det(iD) that
extend to the case when the Hilbert space is inﬁnite-dimensional and separable,
and the spectrum of D is discrete with suitable asymptotic properties so that the
zeta functions (2.2.5) and (2.2.6) are well deﬁned for suﬃciently large s and then
analytically continued to s = 0 . The functions ηD(s) and ζD2(s/2) are deﬁned by
(2.2.7) and (2.2.8) for suﬃciently large Re s and analytically continued to s = 0.
An important diﬀerence between detD and det(iD) arises from the phases in
(2.2.5) and (2.2.6). In the deﬁnition of ζiD (2.2.6), the phases of the positive and
negative eigenvalue terms were chosen to be opposite for real argument, with the
consequence that in the ﬁnite-dimensional case ζiD is real-valued for real argu-
ment whenever the spectrum of D is invariant under D → −D. In the deﬁnition
of ζD,ǫ (2.2.5), by contrast, the branch of (−1)−s in the negative eigenvalue terms
cannot be ﬁxed by a similar symmetry argument, and the ambiguity was param-
eterised by ǫ ∈ {1,−1}, which still survives in the ﬁnal formula (2.2.13) for detD.
In the ﬁnite-dimensional case, ηD(0)−ζD2(0) is an even integer and the right-hand
side of (2.2.13) is thus independent of ǫ. In the inﬁnite-dimensional case, however,
the two values of ǫ can yield diﬀerent regularised values for detD. The choice ǫ = 1
is related to our regularisation of det(iD) since ζD,1(s) = e
iπs/2ζiD(s), whereas the
formulas in [20] make the choice ǫ = −1.
2.2.2 Dirac determinant on the circle for U(1)
In this subsection det(/D) and det(i /D) are evaluated for the Dirac operator /D
(2.1.30) with the gauge group U(1), using the regularisations (2.2.13), (2.2.14).
For U(1), the Dirac operator (2.1.30) reduces to /D = i d
dt
+ A(t), where A is a
real-valued function of the coordinate t ∈ [0, l], and both A and the domain of /D
have periodic boundary conditions. By a gauge transformation, A may be taken
to a constant value that will be denoted by 2πa/l, with a ∈ [0, 1). The holonomy
of A is Q = e−2πia. Note that a is uniquely determined by the holonomy.
The eigenvectors of /D are the solutions of
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/Dψ(t) = i
dψ(t)
dt
+ Aψ(t) = λψ(t), (2.2.15)
subject to the boundary condition ψ(l) = ψ(0). The opposite spin structure may
be taken both here and in the state sum model (2.1.24), but for deﬁniteness we
have made a choice. The conclusions we reach also hold for anti-periodic boundary
conditions on the fermions. This has a linearly independent set of solutions given
by ψ = e−i
2πkt
l , k ∈ Z. Substituting these solutions, the eigenvalues are
λk = 2π(k + a)/l. (2.2.16)
We exclude the special case a = 0, in which one eigenvalue vanishes. We then
have a ∈ (0, 1), all the eigenvalues are non-vanishing, and we are in the situation
covered by the previous subsection.
Now we wish to calculate ζ ′
/D
2(0). Firstly, ζ/D2(0) may be expressed in terms of
the Hurwitz zeta function,
ζ/D2(s/2) = (2π/l)
−s
∑
k∈Z
1
|k + a|s
= (2π/l)−s
(
∞∑
j=0
1
(j + a)s
+
∞∑
j=0
1
(j + 1− a)s
)
= (2π/l)−s
(
ζH(s, a) + ζH(s, 1− a)
)
, (2.2.17)
where the sums are absolutely convergent and the Hurwitz zeta function ζH is
deﬁned by [21]
ζH(s, q) =
∞∑
j=0
1
(j + q)s
. (2.2.18)
Analytically continuing to s = 0 and using 25.11.18 in [21],
d
ds
ζH(s, q)|s=0 = lnΓ(q)− 1
2
ln 2π, (2.2.19)
we obtain
ζ ′
/D
2(0) = 2 ln Γ(a) + 2 ln Γ(1− a)− 2 ln 2π. (2.2.20)
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Therefore,
e
− 1
2
ζ′
/D2
(0)
= e− ln(Γ(a)Γ(1−a))+ln 2π
=
2π
Γ(a)Γ(1− a)
= 2 sin πa. (2.2.21)
Now consider η/D. Assuming again Re s > 1,
η/D(s) = (2π/l)
−s
∑
k
sgn(k + a)
|k + a|s
= (2π/l)−s
(
∞∑
j=0
1
(j + a)s
−
∞∑
j=0
1
(j + 1− a)s
)
= (2π/l)−s
(
ζH(s, a)− ζH(s, 1− a)
)
. (2.2.22)
Analytically continuing to s = 0 and using 25.11.13 in [21],
ζH(0, q) =
1
2
− q, (2.2.23)
we ﬁnd
η/D(0) = 1− 2a, (2.2.24)
in agreement with [22, 1.13]. Combining (2.2.17) and (2.2.23), we also have
ζ/D2(0) = 0. (2.2.25)
Finally, using (2.2.13) and (2.2.14) with (2.2.21) , (2.2.24) and (2.2.25), and re-
calling Q = e−2πia,
det /D =

1−Q for ǫ = 1,1−Q−1 for ǫ = −1, (2.2.26)
det(i /D) = 1−Q. (2.2.27)
Note that det /D and det(i /D) depend only on the holonomy and not on l.
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The modulus of the ﬁnal result (2.2.27) for det(i /D) agrees with the calculation
in the physics literature of the ratio of two such determinants with diﬀerent values
of a [23]. However the phase does not agree, presumably due to the fact that the
deﬁnition of this ratio in [23] is given as an inﬁnite product that is not absolutely
convergent.
2.2.3 The functional integral
The continuum partition function is given by
F
A
S1 =
∫
DψDψ ei
∫ l
0 dt ψ(t)/Dψ(t), (2.2.28)
where /D is given by (2.1.30) and the fermions obey periodic boundary conditions.
The functional integral in (2.2.28) is deﬁned by the zeta-function regularisation [20,
24] given in the previous subsection,
F
A
S1 = det(i /D) = 1−Q. (2.2.29)
This is identical to the result (2.1.24) from the state sum for the group U(1),
F
A
S1 = Z
Q
S1 , (2.2.30)
where Q is the holonomy of the connection A. The result (2.2.30) generalises im-
mediately to U(n) by diagonalising the connection with a gauge transformation,
whereupon the functional integral is the product of a number of U(1) functional
integrals. The Dirac functional integral is invariant under these gauge transfor-
mations because it depends only on the eigenvalues of the Dirac operator, which
are gauge invariant.
The result (2.2.30) is surprising because the eigenvalues of the Dirac operator
are unbounded and so the naïve determinant of the Dirac operator, the product
of its eigenvalues, diverges. Somehow the discrete model both approximates the
eigenvalues of the continuum operator yet also avoids the divergence, and mirac-
ulously imitates the zeta-function regularisation.
Some insight into the result (2.2.30) can be gained by comparing the eigenval-
ues for the continuum Dirac operator with the eigenvalues for its discrete version.
The discrete version of the Dirac operator is a matrix M acting on the vectors
ψ =
⊕N
j=1 ψj. It is determined by
ψiMψ =
N−1∑
j=0
ψj (ψj −Qj,j+1ψj+1) , (2.2.31)
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and can be written in block form as
iM =


1 −Q1,2
1 −Q2,3
. . . . . .
1 −QN−1,N
−Q0,1 1


, (2.2.32)
where each Qi,i+1 is an element of U(n). Since we have seen that the partition
function associated with M is exactly the same as the continuum partition func-
tion, it must be that the matrix M is in some sense approximating the diﬀerential
operator /D. We now make this more explicit.
For concreteness, we specialise to U(1). The eigenvalues of iM are µk = 1−αk,
where αk are the N roots of
Q = αN , (2.2.33)
and the corresponding eigenvectors are

Q−10,1
αkQ
−1
1,2Q
−1
0,1
α2kQ
−1
2,3Q
−1
1,2Q
−1
0,1
...
αN−1k Q
−1
N−1,N . . . Q
−1
0,1


. (2.2.34)
Taking Q = e−iθ with θ ∈ [0, 2π) as in (2.1.25),
µk = 1− e−i(
θ+2kπ
N ), (2.2.35)
where the distinct eigenvalues are obtained by selecting a suitable set of distinct
values of k, such as for example k = [(1−N)/2], . . . , [(N − 1)/2], where [x] stands
for the largest integer that is less than or equal to x.
To compare with the continuum Dirac operator, we note that the eigenvalues
(2.2.35) of iM have the large N expansion
iM : µk = 1− e−i(
θ+2πk
N ) = i
(
θ + 2πk
N
)
+O
((
θ + 2πk
N
)2)
, (2.2.36)
while the eigenvalues of i /D are
i /D : µk = i
(
θ + 2πk
l
)
, k ∈ Z. (2.2.37)
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The expressions (2.2.36) and (2.2.37) coincide to O(N−2) if the circle has length
l = N and k is held ﬁxed. The matrix iM hence approximates the operator i /D
in the sense that the eigenvalues of small modulus coincide in the limit of a large
circle.
Note from (2.2.36) that the eigenvalues of M are complex but the imaginary
part is subdominant as N → ∞ with ﬁxed k. This raises the question as to
whether it is fruitful to think of M as a cut-oﬀ version of /D. This question will
be revisited in the conclusion of this part.
2.2.4 Mass term
In this subsection it is shown that inclusion of a mass term in a `naïve' way breaks
triangulation independence. We start now with a massive continuum fermionic
action
S =
∫ l
0
dt ψ(t)
(
/D−m)ψ(t), (2.2.38)
and follow the usual discretisation procedure using (2.1.29) and (2.1.31). The
state sum is given by
IS1 =
∫ (N−1∏
j=0
dψjdψj
)
e
∑N−1
j=0 ψj((1−im∆t)ψj−Qj,j+1ψj+1), (2.2.39)
where ∆t = l/N , ψN = ψ0, and the mass term has been discretised according to∫ l
0
mψψ dt→ m∆t
N−1∑
j=0
ψjψj. (2.2.40)
We can evaluate IS1 in a similar way as before to obtain
IS1 = det
(
(1− im∆t)N −Q) , (2.2.41)
which is clearly not triangulation independent. The triangulation dependence
appears to have crept in with the introduction of a ﬁxed mass scale m. With m
ﬁxed, the limit N →∞ does however yield a well-deﬁned answer,
lim
N→∞
det
(
(1− im∆t)N −Q) = det(e−iml −Q), (2.2.42)
where Q is the holonomy around the circle.
It is possible to include a mass term in the state sum model while maintaining
triangulation independence by using the U(1) matrices Q′i,i+1 = e
−iA′∆t ∀i in the
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state sum model, with A′ = A −m. In this approach, the mass parameter m is
treated as a U(1) gauge ﬁeld. Then the partition function of the state sum model
is exactly equal to the corresponding continuum functional integral with a mass
term, which comes out as
F
A′
S1 = det(1− e2πimQ). (2.2.43)
This construction can be straightforwardly generalised to the U(n) case.
2.2.5 Fermion Doubling
Fermion doubling is a fairly generic feature of fermionic lattice quantum ﬁeld
theory. The essence of the problem is this: when one naïvely calculates the lattice
n-point functions for a single fermion species in 3+1 dimensions, one ﬁnds that in
the limit in which the lattice structure is removed, the continuum n-point functions
are not recovered. Instead one ﬁnds a number of spurious states, such that ones
ends up with the n-point function for 24 = 16 species of fermions. Nielsen and
Ninomiya formulated a theorem [2527] concerning the general conditions under
which one can expect this phenomenon to occur.
Theorem. (Nielsen-Ninomiya) It is impossible to have a lattice action in 3+1 di-
mensions that has the Dirac action as its continuum limit and that simultaneously
satisﬁes all of the following properties:
1. Invariance under the global symmetries of the continuum theory (i.e. chiral
symmetry).
2. Local, in the sense that the Fourier transform iM˜ of the fermion matrix iM
is a regular function in the momentum space Brillouin zone.
3. Lattice translation invariance.
4. Realness.
5. Bilinearity in the fermion ﬁelds.
6. Free from fermion doubling.
I do not know if/how the theorem extends to an odd number of spacetime
dimensions. In that case, there is no notion of chirality since the relevant spin
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group does not decompose into left and right handed parts. However, the proof
of the no-go theorem seems to use chirality in an essential way. Therefore I am
unaware if there is a version of the theorem that applies in the current context.
Nonetheless the state sum model and the continuum functional integral for
the fermionic theory in this chapter are exactly equal. If there is a version of the
Nielsen-Ninomiya theorem that applies in an odd number of spacetime dimensions,
it is interesting to speculate about how fermion doubling might be avoided under
those circumstances.
One possible answer lies in the fact that the discrete action of the state sum
model is not real. Note here that complex conjugation is deﬁned for complex
Grassmann variables such that the order of the factors is switched: (ab)† = b†a†.
According to this convention, the continuum action S =
∫
dtψ(t) /Dψ(t) is real.
Crucial to the proof of this is the fact that the derivative d
dt
is an antihermitian
operator. However, in the state sum model the discrete version of the derivative
operator is
dˆ
dt
=
T (∆t)− 1
∆t
, (2.2.44)
where the translation operator is deﬁned by T (∆t)ψi = ψi+1, and transforms
under hermitian conjugation as T †(∆t) = T (−∆t). Therefore dˆ
dt
is clearly not an
antihermitian operator. As a result, the discrete action Sˆ = ψiMψ is not real
because iM is not hermitian.
This is a very curious fact. Typically in quantum ﬁeld theory a complex-valued
action could lead to major consistency issues, such as complex-valued energies and
non-unitary time evolution. However, in a diﬀeomorphism invariant theory, this
may be less problematic. It is an interesting question as to what extent fermion
doubling might be avoided in the diﬀeomorphism invariant setting by the use of
complex-valued actions. I leave this question for future investigation.
39
40
Chapter 3
A topological state sum model for a
scalar ﬁeld on the circle
In this chapter, the analogue of the one-dimensional state sum model for fermions
is developed for the scalar ﬁeld. In section 3.1, the deﬁnition of the model is devel-
oped on the interval and circle. The resulting partition functions are triangulation
independent and depend only on the holonomy of the gauge ﬁeld. In section 3.1.1,
it is shown that the state sum model has a discrete action which gives the action
for a scalar ﬁeld minimally coupled to a background gauge ﬁeld in the continuum
limit.
In section 3.2, the partition function of the continuum theory on the circle
coupled to an O(n) gauge ﬁeld is evaluated using the zeta-function regularisation
detailed in 2.2.1. This gives a result that is identical to the state sum model.
Introducing a mass term in a `naïve' way breaks the triangulation indepen-
dence of the model. However, a mass term can be incorporated while maintaining
the triangulation independence of the partition function on the circle if the gauge
group is taken to be the group of strictly positive real numbers under multipli-
cation, with the mass parameter being identiﬁed with the gauge ﬁeld. In this
case, the partition function of the state sum model is exactly equal to that of the
harmonic oscillator.
3.1 The state sum model
Start with an oriented interval [0, l] of length l, triangulated with N + 1 vertices.
The vertices are decorated with variables φi, i = 0 . . . N , each of which is a vector
in Rn. The edge connecting the i-th and (i + 1)-th vertices is further subdivided
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into two segments by a vertex at its centre labelled by i + 1
2
. Each segment with
initial vertex α and ﬁnal vertex β is decorated with a real n × n matrix Qα,β.
Indeed we will use the more general notation that Qα,β is equal to the product of
the matrices connecting vertices α and β, which need not be adjacent, in the order
determined by the orientation. These matrices satisfy Qα,β = Q
−1
β,α. The length of
each edge is ∆t = l
N
. For now we assume that the matrices Qα,β are orthogonal.
The situation is depicted in ﬁgure 3.1.
Figure 3.1: The state sum model for a scalar ﬁeld on the interval
For N = 1, i.e. a single edge, the state sum model is
Z1 =
(
1
2π∆t
)n
2
e
− 1
2∆t
(Q 1
2 ,0
φ0−Q 1
2 ,1
φ1)2
, (3.1.1)
with ∆t = l. Gluing two edges together is carried out by multiplying their re-
spective partition functions together and integrating over the variable associated
to the interior vertex,
Z2 =
(
1
2π∆t
)n ∫
dφ1 e
− 1
2∆t
(Q 1
2 ,0
φ0−Q 1
2 ,1
φ1)2
e
− 1
2∆t
(Q 3
2 ,1
φ1−Q 3
2 ,2
φ2)2
, (3.1.2)
where the integral is the Lebesgue integral over Rn, and now N = 2, ∆t = l
2
. This
can be evaluated using the following lemma,
∫
du e−
1
2a
(x−M1u)2e−
1
2b
(M2u−y)2 =
(
2πab
a+ b
)n
2
e−
1
2(a+b)
(MT1 x−M
T
2 y)
2
, (3.1.3)
where x, y, u ∈ Rn, a, b > 0 are real numbers , M1,M2 are real, orthogonal n× n
matrices and the superscript T denotes the matrix transpose. This can be proved
by expanding the brackets and using gaussian integration.
Applying this to (3.1.2) results in
Z2 =
(
1
4π∆t
)n
2
e−
1
4∆t
(Q1,0φ0−Q1,2φ2)2 . (3.1.4)
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Gluing N edges together in this way yields the deﬁnition of the state sum model
on an interval triangulated with N + 1 vertices,
Z[0,l] =
(
1
2π∆t
)Nn
2
∫ N−1∏
i=1
dφi e
− 1
2∆t
∑N−1
i=0 (Qi+12 ,i
φi−Qi+12 ,i+1
φi+1)
2
(3.1.5)
=
(
1
2πN∆t
)n
2
e−
1
2N∆t
(Qm,0φ0−Qm,NφN )
2
(3.1.6)
=
(
1
2πl
)n
2
e−
1
2l
(Qm,0φ0−Qm,NφN )
2
. (3.1.7)
Here m denotes the vertex at the midpoint of the interval.
Assuming Qm,0 6= Qm,N , the state sum model on the circle is obtained by
identifying φN = φ0 in (3.1.7) and integrating to give
ZS1 =
1
|det(Qm,0 −Qm,N)| . (3.1.8)
In contrast to (3.1.7), this result still holds in the important case where Qi,i+ 1
2
=
Qi+ 1
2
,i+1 = qI ∀i with q ∈ R \ {0, 1}, and I is the n× n identity matrix.
The partition functions (3.1.7) and (3.1.8) have the property of triangulation
independence. That is, they are independent of N , the number of sides of the
polygon.
In the case where Q0,m = Qm,N = e
1
2
θX is an element of SO(2), with X =(
0 −1
1 0
)
, θ 6= 0, the partition function (3.1.8) is given by
ZS1 =
1
4 sin2 θ
2
. (3.1.9)
More generally, if Qm,0, Qm,N are orthogonal matrices with Q0,m = Qm,N , they
may be simultaneously diagonalised to the following canonical form


R1
. . .
Rk
±1
. . .
±1


, (3.1.10)
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where the Ri, i = 1..k are independent 2 × 2 rotation blocks. It is clear that
under certain circumstances the denominator in (3.1.8) can be zero, in which case
the model is not deﬁned. This occurs if Q0,m = Qm,N is odd-dimensional. Thus
this scenario is excluded from consideration. Then the partition function (3.1.8)
decomposes as the product of a number of SO(2) theories.
In the case where Q0,m = Qm,N = e
− 1
2
ψI with ψ ∈ R \ {0}, the partition
function (3.1.8) is
ZS1 =
(
1∣∣2 sinh ψ
2
∣∣
)n
. (3.1.11)
The state sum model presented here can be straightforwardly generalised to
the case where the φi are complex vectors. In this case, where it occurs the
orthogonality requirement for the matrices Qα,β is replaced by unitarity, and the
partition functions (3.1.7), (3.1.8) are the same but for twice as many real degrees
of freedom. Due to the fact that any unitary matrix may be diagonalised with
complex numbers of unit modulus along the diagonal, the state sum model on the
circle is deﬁned for unitary matrices Qm,0, Qm,N of any dimension.
3.1.1 Interpretation of the state sum model
The state sum model of this section may be interpreted as the partition function
of a minimally coupled, real scalar ﬁeld theory.
The φi's are interpreted as a discrete sampling of a continuous real scalar ﬁeld
φ(t), with t ∈ [0, l), so that
φj = φ (j∆t) . (3.1.12)
The interval connecting vertices α and β is assigned the matrix Qα,β, which is
interpreted as the parallel transporter for the φ ﬁeld along that interval. Then
Qα,β = e
∫ β∆t
α∆t dtA(t), with A(t) the gauge ﬁeld on the 1-manifold. Up to a minus sign,
the argument of the exponent in (3.1.5) may be seen to be a lattice discretisation
of the usual action for a scalar ﬁeld,
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Sˆ =
1
2∆t
N−1∑
i=0
(
Qi+ 1
2
,iφi −Qi+ 1
2
,i+1φi+1
)2
=
∆t
2
N−1∑
i=0
(
Qi+ 1
2
,iφi −Qi+ 1
2
,i+1φi+1
∆t
)2
. (3.1.13)
The limit N → ∞, or equivalently ∆t → 0, while keeping l constant can be
evaluated,
lim
∆t→0
Sˆ = lim
∆t→0
∆t
2
N−1∑
i=0
(
Qi+ 1
2
,iφi −Qi+ 1
2
,i+1φi+1
∆t
)2
=
1
2
∫ l
0
dt (Dφ)2, (3.1.14)
where D = d
dt
+ A is the covariant derivative. This is just the usual continuum
action for a scalar ﬁeld. Thus the partition function (3.1.5) may be interpreted as
that of a real, minimally coupled scalar ﬁeld.
It is possible to add a mass term to the action (3.1.13),
Sˆm =
1
2
m2∆t
N−1∑
i=0
φ2i . (3.1.15)
However, the resulting partition functions on the interval and circle are no longer
triangulation independent.
If the gauge group is taken to be isomorphic to the abelian group of strictly
positive real numbers under multiplication so that A(t) ∼ I, then
1
2
∫ l
0
dt (Dφ)2 =
1
2
∫ l
0
dt
[(
dφ
dt
)2
+ α2φ2
]
. (3.1.16)
Here the gauge freedom has been used to transform the gauge ﬁeld A(t) so that
it is everywhere equal to a constant αI. Identifying φ(t) with the n-dimensional
position vector x(t) and α with the spring constant reveals that this is precisely
the Euclidean action for the simple harmonic oscillator. Alternatively the action
may be viewed as that of a massive scalar ﬁeld upon identifying α with the mass
parameter. Thus it is possible to introduce a mass term into the state sum model
45
if the mass parameter is treated as an element of the Lie algebra R. The cor-
responding matrices Qα,β furnish an n-dimensional representation of the abelian
group of strictly positive numbers under multiplication, as is the case in (3.1.11).
In this way it is possible to include a mass term in the state sum model on the
circle while maintaining triangulation independence.
3.2 Comparison with functional integral
In this section, we compute the zeta function regularised partition function of the
continuum theory for the gauge group SO(2) using the machinery of subsection
2.2.1, and show that it is equal to the result from the state sum model.
For a minimally coupled scalar ﬁeld theory, we may deﬁne
Z =
∫
Dφ e− 12
∫
φ·Lφ
:=
1√
detL
, (3.2.1)
where the square root is the positive square root and the determinant is deﬁned by
zeta function regularisation. The diﬀerential operator L gives the classical action
in the exponent. In the case of a real scalar ﬁeld minimally coupled to an SO(2)
gauge ﬁeld on the circle, we have
S =
1
2
∫ l
0
dt (Dφ)2
=
1
2
∫ l
0
dt φ ·
(
− d
2
dt2
− 2A d
dt
− A2
)
φ. (3.2.2)
Therefore in this case we have L = − d2
dt2
− 2A d
dt
− A2.
In order to compute detL, we ﬁrst need to know the eigenvalues of L. The
gauge freedom may be used to transform the gauge ﬁeld A(t) so that it is every-
where equal to a constant α, A = α
(
0 −1
1 0
)
, with α = 2πa
l
and a ∈ [0, 1).
Then the eigenvalue equation is
(
−d2v1
dt2
+ 2αdv2
dt
+ α2v1
−d2v2
dt2
− 2αdv1
dt
+ α2v2
)
= λ
(
v1
v2
)
, (3.2.3)
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and we impose periodic boundary conditions, v1,2(t+ l) = v1,2(t). This has linearly
independent solutions
(
cos 2πkt
l
sin 2πkt
l
)
and
(
sin 2πkt
l
cos 2πkt
l
)
, k ∈ Z. The eigenvalues are
given by
λk± =
(
2π
l
(k ± a)
)2
, k ∈ Z. (3.2.4)
The determinant in (3.2.1) is deﬁned by
detL = e−ζ
′
L(0), (3.2.5)
with
ζL(s) =
(
2π
l
)−2s∑
k∈Z
(
1
(k + a)2s
+
1
(k − a)2s
)
=
(
2π
l
)−2s∑
k∈Z
2
(k + a)2s
. (3.2.6)
This may be re-written in terms of the Hurwitz zeta function,
ζL(s) =
(
2π
l
)−2s (
2ζH(2s, a) + 2ζH(2s, 1− a)
)
, (3.2.7)
where ζH is deﬁned by
ζH(s, q) =
∞∑
k=0
1
(k + q)s
. (3.2.8)
The Hurwitz zeta function can be analytically continued to remove the pole at
s = 0. Using (2.2.19), we have
ζ ′L(0) = 4 ln Γ(a) + 4 ln Γ(1− a)− 4 ln 2π. (3.2.9)
Therefore,
e−ζ
′
L(0) = e−4 ln(Γ(a)Γ(1−a))+4 ln 2π
=
(
2π
Γ(a)Γ(1− a)
)4
= (4 sin2 πa)2. (3.2.10)
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The partition function (3.2.1) is
Z =
1
4 sin2 πa
. (3.2.11)
The holonomy is given by Q = e2πa, and identifying θ = 2πa gives precisely
the result (3.1.9) from the state sum model. Thus the zeta function regularised
functional integral is equivalent to the state sum model. This result generalises
immediately to the O(n) case by diagonalising the connection with a gauge trans-
formation, whereupon the the functional integral is the product of a number of
SO(2) functional integrals.
The action for the Euclidean harmonic oscillator in n spatial dimensions is
S =
1
2
∫ l
0
dt x(t)
(
− d
2
dt2
+ ω2
)
x(t). (3.2.12)
The corresponding partition function on the circle is calculated in [28],
ZS1 =
(
1
2 sinh ωl
2
)n
, (3.2.13)
where ω > 0 is understood to be the positive square root of ω2. This result is
identical to the state sum model (3.1.11) after identifying ψ = ωl.
3.3 Discussion
In this part, we have constructed one-dimensional state sum models for fermionic
and scalar ﬁelds on the interval and the circle. The resulting partition functions
are simple functions of the holonomy that are triangulation independent. We have
carried out an exact calculation of the partition functions in the continuum using
zeta function methods, and have obtained results identical to the state sum models.
A precise comparison has been made between the discrete state sum model and
the functional integral in the partition function of the continuum theory.
A curious feature of the partition functions (2.1.17) and (2.1.24) for the fermionic
ﬁeld is that they do not depend on the length of the circle, whereas the eigenvalues
of both the continuum Dirac operator /D and the discrete Dirac operatorM clearly
do.
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Some more insight into this can be gained by examining an operator cut-oﬀ
regularisation of the Dirac functional integral. Such a regularisation depends on
a cut-oﬀ scale c. It replaces iD with f(iD), where the function f(z) of a complex
variable is the identity function f(z) = z for |z| ≪ c, but f(z) = 1 for |z| ≫ c.
Thus it eﬀectively removes the eigenvalues of D with magnitude above the cut-
oﬀ c. An example of such a cut-oﬀ regularisation is the Schwinger proper time
regularisation.
As c→∞, the regularised determinant diverges. A calculation for the Schwinger
proper time regularisation shows that the leading asymptotic term for log det |/D| is
(l/π) c log c. This can be conﬁrmed in a simple way for special cases, e.g. a = 1/2,
using a sharp cut-oﬀ and Stirling's formula for the asymptotic expansion of the
factorial. The cut-oﬀ regularisation only agrees with the zeta function method
once the leading asymptotic terms are removed [20]. It is worth noting that these
leading divergent terms are proportional to l, thus explaining the role played by
the length of the circle in evaluating this determinant. Thus to get a partition
function that converges as c → ∞, one can multiply the cut-oﬀ regularised de-
terminant with a `cosmological term' eΛ(c)l, choosing a suitable function Λ(c) to
renormalise the coeﬃcient of l as c→∞. This is the same as adding a term Λ(c)l
to the exponent in (2.2.28) when using an operator cut-oﬀ regularisation. The
functional integral formula for this regularisation is then∫
DψDψ ei
∫ l
0 dt (ψ(t)/Dψ(t)−iΛ). (3.3.1)
Similar divergences do not occur with cut-oﬀ regularisations of the eta invariant
in the phase term [29], so there are no additional parameters to renormalise for
the phase of the partition function.
Our conclusion from this discussion is that the state sum model is a more subtle
regularisation of the determinant of the Dirac operator than a mere operator cut-
oﬀ.
There are some striking diﬀerences between the state sum models for the
fermionic and scalar ﬁeld. The fermionic state sum model is well deﬁned for
any gauge group, whereas the partition function for the real scalar ﬁeld on the
circle (3.1.8) is not well deﬁned for the gauge group SO(2n+ 1). In the case of a
complex scalar ﬁeld however, the model is deﬁned for any unitary group.
Furthermore, in the fermionic case, the partition function for the circle (2.1.24)
may be sensitive to the orientation for certain gauge groups. By contrast, the
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partition function (3.1.8) never detects an orientation.
Introduction of a mass term in a naïve way breaks the triangulation indepen-
dence of the models. However, one interesting result from this work is that a mass
term can still be accommodated in a triangulation independent way if the mass
parameter is treated as a gauge ﬁeld for the appropriate group.
In the standard treatment of the path integral for the harmonic oscillator, see
e.g. [30], the partition function is calculated as the limit of a discrete model that
is not triangulation independent. The state sum model (3.1.8) has the virtue that
it is triangulation independent and exactly equal to the partition function of the
harmonic oscillator once the appropriate gauge group has been chosen.
For one-dimensional manifolds, the choice between Euclidean and Lorentzian
signatures is a matter of convention, and the analogous results for the other metric
signature can be obtained by analytically continuing the results in this part.
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Part II
Gauge gravity and quantisation
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In this part we consider the formulation of gravity as a gauge theory, and
its quantisation in 2 + 1 and 3 + 1 dimensions. In 2 + 1 dimensions, the clas-
sical ﬁrst order theory of gravity is equivalent to a Chern-Simons theory with
gauge group ISO(2, 1) for zero cosmological constant and SO(3, 1)/SO(2, 2) for
positive/negative cosmological constant. In [12, 31], Witten quantised (2 + 1)-
dimensional gravity exploiting the fact that it is equivalent to a Chern-Simons
gauge theory.
There have been various attempts at realising gravity as a gauge theory in
3 + 1 dimensions. Sciama and Kibble discovered that gravity in 3 + 1 dimensions
can be written in a form that exhibits a local SO(3, 1) gauge symmetry using
the frame ﬁeld formalism [1, 2]. In the Macdowell-Mansouri formulation [32], the
action has an SO(4, 1)/SO(3, 2) symmetry that is explicitly broken to obtain the
Sciama-Kibble ﬁrst order form of the gravitational action plus an instanton term.
In this approach, the frame ﬁeld and spin connection are assimilated together as
components of the SO(4, 1)/SO(3, 2) connection. Stelle and West [33] expanded
on this work by including an additional scalar ﬁeld to carry out the symmetry
breaking, thus restoring the overall SO(4, 1)/SO(3, 2) symmetry when all ﬁelds
are considered. This action was improved by Pagels [34], giving a simpler action
principle and removing the gravitational instanton term. Pagels also described
how to couple the theory to scalar, fermion and Yang-Mills ﬁelds. A Poincaré
group analogue of Pagels' work was developed by Grignani and Nardelli [35], and
the coupling to scalar and Yang-Mills ﬁelds improved upon by Ha [36].
In chapters 4 and 5 these developments are reviewed, but using a simpliﬁed
matrix formalism for the ISO(n) case that is similar to Pagels' original SO(n+1)
theory. Initially, Euclidean signature is chosen for simplicity, so that in n spacetime
dimensions the gauge group is the Euclidean group ISO(n) for zero cosmological
constant and the special orthogonal group SO(n+1) for non-zero cosmological con-
stant. However, the generalisation to other signatures is immediate. In the actions
constructed here, the spin connection and the frame ﬁeld are packaged as parts
of an ISO(n)/SO(n + 1)-valued connection form, and there is a scalar ﬁeld that
is charged under the gauge group that eﬀects a reduction in symmetry to SO(n),
giving the usual ﬁrst-order form of the Einstein-Hilbert action. The symmetry
breaking is the same mechanism as in the broken phase of a spontaneously-broken
gauge theory. The scalar ﬁeld can be thought of as a Higgs ﬁeld that is constrained
to lie in its vacuum manifold; the model does not have an unbroken phase. The
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coupling to scalar and Yang-Mills ﬁelds that was proposed by Ha in [36] for the
SO(n + 1) case is generalised to ISO(n). The fermionic ISO(n) coupling that is
proposed here diﬀers from that of Grignani and Nardelli [35] because the spinors
are placed in a representation of ISpin(n) = Spin(n)⋊Rn in which the translations
are represented trivially. This leads to a simpler action principle. We also show
that it is not possible to obtain chiral fermions in an even number of spacetime
dimensions within the SO(n+ 1) formalism.
In chapter 6, a sum over histories quantisation of the ISO(3)/ISO(2, 1) theory
in 2 + 1 dimensions is carried out. This discrete model is novel and depends
on a certain geometric structure (a set of loops) for which we do not yet have
a general deﬁnition that is valid for any topology of space-time. However it is
possible to specify this structure, and hence the model precisely, for collapsible
triangulations of the three-sphere. It is shown that for these triangulations it
reduces to the Ponzano-Regge model, with the structure specifying exactly the
gauge-ﬁxing required for the deﬁnition of the Ponzano-Regge model. The model
is then extended to Lorentzian signature, using as gauge group the Poincaré group
in three dimensions.
Finally, in chapter 7 the Hamiltonian analysis of the (3+1)-dimensional gauge
gravity theory is begun. The `naïve' Hamiltonian takes a simple form in the gauge
gravity formalism. The Hamiltonian analysis is only at a preliminary stage, and
its completion is a challenge left for future work.
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Chapter 4
Gauge gravity action
In this chapter, the gauge action for gravity in n spacetime dimensions is reviewed.
For simplicity, the SO(n+1) and ISO(n) theories will be presented. The SO(n+1)
theory is given in [34], and the ISO(n) theory in [35]. However, we use a simple
matrix formalism for the ISO(n) case. The SO(n + 1) theory naturally leads to
the ﬁrst order form of the Einstein-Hilbert action with a negative cosmological
constant, while the ISO(n) theory has zero cosmological constant. The signature
of the groups may be altered to accommodate diﬀerent spacetime signatures and a
diﬀerent sign of the cosmological constant, i.e. SO(n, 1) or SO(n−1, 2) as opposed
to SO(n+ 1).
4.1 SO(n + 1) action - Λ 6= 0
The Lie algebra for the group SO(n+1) can be represented as real, antisymmetric
(n + 1) × (n + 1) matrices. The SO(n + 1) connection is denoted ABC , and the
curvature is FBC = dABC+ABD∧A CD , with upper case indices A,B . . . = 0, . . . , n
and repeated indices contracted. Indices are raised and lowered with the Euclidean
metric δAB. We introduce a multiplet of scalar ﬁelds φ
A taking values in a sphere
in Rn+1 with constant radius c > 0, so that φAφA = c
2. The covariant derivative
is
DφB = dφB + ABCφ
C . (4.1.1)
Pagels' action is [34]
S =
∫
(Dφ)A ∧ (Dφ)B ∧ . . . (Dφ)W ∧ FXY ǫAB...WXY ZφZ . (4.1.2)
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In n spacetime dimensions, there are (n − 2) instances of Dφ in the action. For
example, the (3 + 1)-dimensional action is
S =
∫
(Dφ)A ∧ (Dφ)B ∧ FCDǫABCDEφE. (4.1.3)
The φ ﬁeld is a vector in Rn+1 and so, by a gauge transformation, it may be
rotated so that it points along the ﬁnal coordinate axis,
φZ →


0
...
0
c

 . (4.1.4)
This gauge choice is known as `physical gauge'. In this gauge, the ﬁelds may be
written in terms of SO(n) tensors in block form,
φZ =
(
0
c
)
(4.1.5)
with 0 ∈ Rn, c ∈ R, and
ABC =
(
ωbc eb
−ec 0
)
. (4.1.6)
Here ωbc is an n×n matrix of one-forms and eb is an n-dimensional vector of one-
forms. Capital indices A,B . . . = 0 . . . n are in the fundamental representation of
SO(n + 1), and the corresponding lower case indices a, b . . . = 0 . . . (n − 1) are in
the fundamental representation of the SO(n) subgroup. Thus Abc = ωbc, Abn = eb,
Anc = −ec Ann = 0.
In the physical gauge, the 1-forms eb and ωbc are interpreted as the components
of the frame ﬁelds and spin connection respectively. We have
(Dφ)B =
(
ceb
0
)
. (4.1.7)
Deﬁning Rab to be the curvature of the SO(n)-connection ω, we have
F ab = Rab − ea ∧ eb. (4.1.8)
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Thus the action (4.1.2) is
S = cn−1
∫
ea ∧ eb ∧ . . . ∧ ew ∧Rxy ǫab...wxy − ea ∧ eb ∧ . . . ∧ ey ǫab...y. (4.1.9)
This is the Sciama-Kibble action for gravity with a non-zero cosmological constant.
It can be made to take its more familiar form by rescaling the frame ﬁeld. Deﬁning
Λ > 0 by cn−1Λ(n−2)/2 = 1/G~ and setting e˜a = Λ−1/2 ea results in the usual ﬁrst-
order form of the Einstein-Hilbert action with negative cosmological constant,
S =
1
G~
∫
e˜a ∧ e˜b ∧ . . . ∧ e˜w ∧Rxy ǫab...wxy − Λ e˜a ∧ e˜b ∧ . . . ∧ e˜y ǫab...y. (4.1.10)
The group signature may be altered to SO(n, 1) obtain the same action with a
positive cosmological constant.
4.2 ISO(n) action - Λ = 0
In this section, the gauge gravity action for the Euclidean group is constructed by
analogy with the action of Pagels. This uses a matrix representation of ISO(n)
that is similar to the deﬁning representation of SO(n + 1). This results in an
action in which the cosmological constant is naturally zero. When written in ﬁeld
components, the action coincides with the action studied in [35]. First some facts
about the representation theory of the Euclidean group are reviewed.
4.2.1 Representations of the Euclidean group
The n-dimensional Euclidean group ISO(n) is the group of rotations and transla-
tions of Rn. Its action is given by x→Mx+ t, where M ∈ SO(n) is the rotation
matrix and t ∈ Rn is the translation vector. This deﬁning representation has a
non-linear action but can be represented in terms of matrices if the dimension of
the matrices is increased by one. The action is(
x
c
)
→
(
M t
0 1
)(
x
c
)
=
(
Mx+ ct
c
)
. (4.2.1)
This will be called the vector representation, and indices transforming in this
representation will be denoted as upper indices. The particular value c = 0 gives
a linear subspace that is a sub-representation in which only the rotations act,(
x
0
)
→
(
Mx
0
)
. (4.2.2)
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The dual of the vector representation is called the covector representation, and
indices transforming in this representation will be denoted as lower indices. This
may be represented as follows. Let k = (k0, . . . , kn−1) ∈ Rn and kn = Ω ∈ R be
the last coordinate. The action is(
k
Ω
)
→
(
M 0
−M−1t 1
)(
k
Ω
)
=
(
Mk
− (M−1t) .k + Ω
)
. (4.2.3)
The invariant contraction of a vector and covector is
xAkA = x · k + cΩ =
(
Mx+ ct c
)( Mk
− (M−1t) .k + Ω
)
= x′Ak′A. (4.2.4)
The primes here denote transformed quantities.
The invariant bilinear form that can be used to contract two covectors is given
by
ηAB =


1
. . .
1
0

 , (4.2.5)
since k′Aη
ABl′A = k
′ · l′ = k · l = kAηABlA.
The invariant bilinear form that can be used to contract two vectors is given
by
ηAB =


0
. . .
0
1

 , (4.2.6)
since x′AηABy
′A = c2 = xAηABy
A.
Vectors that lie in the sub-representation (4.2.2) may be contracted using the
identity matrix δAB, since these vectors transform trivially under translations.
Finally, we note that the permutation symbols ǫAB...Y Z and ǫ
AB...Y Z are both
invariant, since the transformations (4.2.1) and (4.2.3) both have determinant 1.
4.2.2 The action
Now an ISO(n) invariant action will be constructed using these ingredients. Since
the bilinear forms (4.2.5), (4.2.6) are degenerate, the operations of raising and
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lowering indices are not invertible and one has to be work out which quantities
are naturally vectors or covectors.
The φ ﬁeld is now a multiplet of real scalar ﬁelds in the vector representation,
with a ﬁxed constant c ∈ R as the last component, φA =
(
φa
c
)
. The ISO(n)
connection is given in block form as
ABC =
(
ωbc e
b
0 0
)
. (4.2.7)
The covariant derivative (4.1.1) is
DφB =
(
dφb + ωbcφ
c + ceb
0
)
. (4.2.8)
Since the last component is zero, this lies in the sub-representation (4.2.2), trans-
forming covariantly under rotations and not at all under translations.
Now consider the Euclidean ﬁeld strength tensor, F = dA + A ∧ A. In terms
of matrix components it is given by
FBC =
(
dωbc + ω
b
d ∧ ωdc deb + ωbd ∧ ed
0 0
)
. (4.2.9)
Raising the second index using the metric ηAB in (4.2.5) gives
FBC = FBDη
DC =
(
dωbc + ωbd ∧ ωdc 0
0 0
)
. (4.2.10)
This tensor is also invariant under translations.
Finally an ISO(n) invariant action can now be constructed using the same
formula as Pagels' action, (4.1.2),
S =
∫
(Dφ)A ∧ (Dφ)B ∧ . . . (Dφ)W ∧ FXY ǫAB...WXY ZφZ . (4.2.11)
This action can be gauge ﬁxed, as in (4.1.4). It reduces to
S = cn−1
∫
ea ∧ eb ∧ . . . ∧ ew ∧Rxy ǫab...wxy, (4.2.12)
which is exactly the Sciama-Kibble action for gravity with zero cosmological con-
stant. The action allows a rescaling of the frame ﬁeld, which is equivalent to
changing the value of c.
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A cosmological term may be added to the theory by starting with an additional
term in the action proportional to ∫
vol′, (4.2.13)
where the n-form vol′ is deﬁned as
vol′ = (Dφ)A ∧ (Dφ)B ∧ . . . ∧ (Dφ)Y ǫAB...Y ZφZ . (4.2.14)
There are n instances of Dφ in this formula. In the physical gauge, it is readily
seen that vol′ = cn+1vol = cn+1ea∧eb∧ . . .∧ey ǫab...y, with vol the canonical volume
form on the spacetime manifold.
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Chapter 5
Coupling to matter
In this chapter, the coupling of the gauge gravity action to matter is explored. A
way of coupling the SO(n + 1) theory to fermion ﬁelds has been explored before
by Pagels [34], and subsequently generalised to the ISO(n) case by Grignani and
Nardelli [35]. The general form of the coupling to scalar and Yang-Mills ﬁelds was
worked out by Ha in [36] for the SO(n+1) case. We generalise this to the ISO(n)
case. The fermionic SO(n + 1) coupling presented in this chapter is identical
to that of Pagels. However, it is pointed out that it is not possible to obtain
chiral fermions in an even number of spacetime dimensions within the SO(n+ 1)
formalism. The fermionic ISO(n) coupling presented in this chapter is simpler
than that of Grignani and Nardelli insofar as the spinors transform covariantly
under rotations and trivially under translations, rather than covariantly under
the whole Euclidean group, and the action is written using the simpliﬁed matrix
formalism of the previous section. The results here immediately generalise to other
signatures, i.e. SO(n, 1), SO(n− 1, 2), etc.
5.1 Bosons
In this section it is shown how to couple the gauge gravity action to scalar ﬁelds
and Yang-Mills ﬁelds.
The general action for a real singlet scalar ﬁeld σ in n dimensions is
SS =
1
2
∫
vol
[
(∂µσ)(∂νσ)gµν −m2σ2
]
, (5.1.1)
where gµν is the spacetime metric and vol is the canonical volume form.
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The SO(n+1) theory may be coupled to a real singlet scalar ﬁeld σ in a gauge
invariant way as follows,
SS =
1
2
∫
vol′
[
(∂µσ)(∂νσ)g′µν −m2σ2
]
. (5.1.2)
Here vol′ is deﬁned in (4.2.14), and g′µν is deﬁned by
g′µν = (Dµφ)
A(Dνφ)
BδAB. (5.1.3)
Upon going to the physical gauge,
φA →
(
0
c
)
, (5.1.4)
with c = 1 taken for convenience, and using the fact that the metric and frame
ﬁeld are related by
gµν = e
a
µe
b
νδab, (5.1.5)
it is seen that g′µν = gµν . From (4.2.14) we also have that vol
′ = vol. Therefore
the action (5.1.2) is equal to (5.1.1), the general action for a scalar ﬁeld coupled
to gravity.
This coupling may be straightforwardly generalised to the case where the scalar
ﬁeld is complex or charged under some additional symmetry group. In the latter
case, the partial derivatives in (5.1.2) are replaced by the appropriate covariant
derivatives.
A similar strategy may be used to couple Yang-Mills theory to the gauge gravity
action. The general action for a Yang-Mills ﬁeld in n dimensions is
SYM =
∫
vol tr(F µνF ρλ)gµρgνλ, (5.1.6)
where F µν is the curvature tensor for an appropriate external symmetry group,
and tr is the Killing form on the relevant Lie algebra. The gauge gravity coupling
is given by
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SYM =
∫
vol′ tr(F µνF ρλ)g′µρg
′
νλ, (5.1.7)
which immediately reduces to (5.1.6) in the physical gauge with c = 1.
Identical constructions works for the gauge group ISO(n). In that case, equa-
tion (5.1.3) is manifestly ISO(n) invariant because the vector (Dφ)A lies in the
sub-representation (4.2.2), for which the identity matrix δAB is an invariant bilin-
ear form.
5.2 Fermions
In this section, it is shown how to couple the gauge gravity action to fermion ﬁelds.
Let the spacetime metric signature be (p, q), with p denoting the number of
positive eigenvalues of gµν , and q denoting the number of negative eigenvalues,
with p+ q = n. The massless Dirac action is given by
SF =
α
2
∫
ea∧ eb ∧ . . . ex ∧ [ψγy(d + ω)ψ − ((d + ω)ψ) γyψ] ǫab...xy. (5.2.1)
Here it is necessary to split the action into two terms because the torsion tensor
is not assumed to be zero. There are (n − 1) instances of the frame ﬁeld e in
this action. The spinor ψ is in a representation of the spin group Spin(p, q). The
integrand in (5.2.1) can be pure real or imaginary depending on the number of
spacetime dimensions, the spacetime metric signature and the choice of spinor
inner product. Therefore the constant α is chosen to be proportional to 1 or i
appropriately so that the action is real. Hermitian conjugation in the Grassmann
algebra is deﬁned so that the combination ψψ is real - in other words, one does not
pick up an additional minus sign from the Grassmann anti-commutation law in
reversing the order of the factors upon conjugation. The gamma matrices generate
the real Cliﬀord algebra Cl(p, q),
{γa, γb} = 2ηab, (5.2.2)
where ηab = diag(
p times︷ ︸︸ ︷
1, 1, . . . 1,
q times︷ ︸︸ ︷
−1,−1, . . .− 1). The action of the spin connection ω
on spinors is given by ωψ = ωabS
abψ, with ωab real parameters and S
ab = 1
4
[γa, γb]
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the generators of Spin(p, q). The spinor inner product 〈ψ, ψ′〉 = ψψ′ = ψ†γψ′ is
preserved by Spin(p, q). The matrix γ is hermitian and satisﬁes
Sab
†
γ = −γSab ∀a, b. (5.2.3)
In an even number of spacetime dimensions, there are two possible indepen-
dent solutions for γ. The matrix γ may be proportional to the product of the
hermitian gamma matrices
∏p−1
a=0 γ
a, or it may be proportional to the product of
the antihermitian gamma matrices
∏n−1
a=p γ
a. These two solutions are related up
to a factor by multiplication by γn ∼ ∏n−1a=0 γa. In an odd number of spacetime
dimensions, the matrix γn is proportional to the identity matrix, and therefore
the two solutions are not independent.
As noted in [37], the pin groups Pin(p, q) and Pin(q, p), which double cover
O(p, q) and O(q, p) respectively, are not in general isomorphic. In particular,
parity transformations on spinors (pinors) are represented as diﬀerent operators
in the two groups. There is also a sign ambiguity in the parity operator. Finally,
in an even number of spacetime dimensions, there are two diﬀerent surjective
homomorphisms that map Pin(p, q) onto O(p, q). However, in general a parity
transformation Pi which inverts the i-th spatial axis is given by either ±γi
∏n−1
a=0 γ
a
or ±γi.
In an even number of spacetime dimensions, the two solutions for the inner
product matrix γ, which will be denoted by γ±, result in actions which transform
with a + sign and a − sign respectively under parity. Suitable linear combinations
of these parity symmetric and parity antisymmetric actions can be taken to obtain
a theory of chiral fermions. This is equivalent to using the chirality projection
operator to project out the diﬀerent chiralities.
For convenience, we will construct actions principles that are invariant under
ISO(n)/SO(n + 1) that are equivalent to the action (5.2.1). However, similar
conclusions hold for any other group signature.
5.2.1 SO(n+ 1) coupling
Consider the action
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SF =
α
2
∫
(Dφ)A ∧ (Dφ)B . . . ∧ (Dφ)X ∧ [ψγYDψ − (Dψ)γY ψ] ǫAB...XY ZφZ
(5.2.4)
in n spacetime dimensions with metric signature (n, 0). There are (n−1) instances
of Dφ in this action. The spinor ψ is in a representation of Spin(n+1). The gamma
matrices generate the real Cliﬀord algebra Cl(n+ 1, 0),
{γA, γB} = 2δAB. (5.2.5)
The action of the covariant derivative on the spinor ψ is given by
Dψ = (d + ABCS
BC)ψ, (5.2.6)
where ABC are the real components of the Spin(n + 1) connection and S
BC =
1
4
[γB, γC ] are the generators of Spin(n+ 1). The spinor inner product is given by
ψψ = ψ†Γψ, with Γ a hermitian matrix satisfying
SAB
†
Γ = −ΓSAB ∀A,B. (5.2.7)
For now we assume n is even. In that case the gamma matrices are taken to
be γY =
(
γa
γn
)
. The ﬁnal gamma matrix is deﬁned so that it is proportional
to the product of all the others, γn ∼ γ0γ1 . . . γn−1, with a possible factor of i to
ensure that it is hermitian.
For n even, the representation spaces of Spin(n+1) and Spin(n) are isomorphic
as vector spaces, and are also isomorphic as inner product spaces upon choosing
Γ = γ = γ+. Therefore the spinor ψ may equally well be regarded as a spinor of
Spin(n). The action (5.2.4) may be evaluated in the physical gauge,
φA →
(
0
c
)
, (5.2.8)
whereupon the components of the connection ABC are identiﬁed with the spin
connection ωbc and frame ﬁeld eb as in (4.1.6). Upon setting c = 1, the action
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(5.2.4) is exactly equal to the generalised parity-symmetric Dirac action (5.2.1).
It is possible to obtain the parity-antisymmetric Dirac action by using the group
SO(n, 1) and taking Γ = γ = γ−. However, it is not possible to obtain chiral
fermions by taking a linear combination of the two.
In an odd number of spacetime dimensions, the representation spaces of Spin(n+
1) and Spin(n) are in general not isomorphic. However, in the Weyl representation
the spinor ψ is the direct sum of Weyl components χ1, χ2, each of which is in a
representation of Spin(n),
ψ =
(
χ1
χ2
)
. (5.2.9)
Therefore for n odd, the matrices γY are taken to be in the Weyl representation,
γY =
(
0 σY
σY 0
)
, (5.2.10)
where σY =
(
σy
1
)
, and σy generate the Cliﬀord algebra Cl(n, 0),
{σa, σb} = 2δab. (5.2.11)
The inner product matrix is taken to be
Γ =
(
0 γ
γ 0
)
. (5.2.12)
Evaluating the action (5.2.4) in the physical gauge with c = 1 gives the gener-
alised Dirac action (5.2.1) for two species of fermions χ1, χ2. The gauge invariant
constraint χ2 = 0 may be imposed to obtain just one fermion species.
In an even number of spacetime dimensions, it is possible to have massive
fermions by adding a term proportional to
∫
vol′ mψψ (5.2.13)
to the action (5.2.4). This reduces to a mass term in the physical gauge. In odd
dimensions, the fermions are necessarily massless because a mass term for ψ in
the Weyl representation would mix the two fermion species χ1, χ2.
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5.2.2 ISO(n) coupling
The group ISpin(n) = Spin(n)⋊Rn is the semi-direct product of Spin(n) with the
translation group Rn. The spinors in (5.2.4) are taken to be in a representation
of ISpin(n) given by
Sab =
1
4
[γa, γb], tc = 0, (5.2.14)
where tc are the generators of R4. In this representation, the translations act
trivially. These generators obey the Lie algebra of ISO(n),
[ta, tb] = 0, (5.2.15)
[Sab, Scd] = δadSbc + δbcSad − δacSbd − δbdSac, (5.2.16)
[Sab, tc] = δbcta − δactb. (5.2.17)
The gamma matrices γY are taken to be in the sub-representation (4.2.2),
γY =
(
γy
0
)
, (5.2.18)
where the ﬁnal Y = n component is the zero matrix. The covariant derivative is
D = d+ ABCS
C
B
= d+ ωbcS
c
b , (5.2.19)
where the connection ABC is given by (4.2.7), and the generators are S
C
B =
1
4
[γB, γ
C ].
Evaluating the action in the physical gauge,
φA →
(
0
c
)
, (5.2.20)
and setting c = 1 gives the generalised Dirac action (5.2.1). A mass term can be
included by addition of a term of the form (5.2.13) to the action (5.2.4). There
is no qualitative diﬀerence between the even and odd-dimensional cases as there
was in the SO(n+ 1) case.
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There are other possibilities for writing an action that is gauge invariant under
the group ISO(n) and that reduces to (5.2.1) in the physical gauge. In particular,
it is possible to have spinors that transform non-trivially under translations, which
is achieved in [35].
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Chapter 6
Quantisation of (2 + 1)-dimensional
gravity
In this chapter we explore the quantisation of (2 + 1)-dimensional gravity. There
have been several diﬀerent approaches to this problem [38]. Witten quantised
(2+1)-dimensional gravity in [12, 31], exploiting the fact that in 2+1 dimensions
gravity is a Chern-Simons theory. On the other hand, the Ponzano-Regge model
[10, 3943] is a sum over histories quantisation of (2+1)-dimensional gravity with
zero cosmological constant. In the ﬁrst section of this chapter, I review some as-
pects of the Ponzano-Regge model. Subsequently the gravitational ISO(3) theory
will be quantised using a novel discrete model to deﬁne the partition function.
This model only uses data associated to the simplices in the triangulation, and
not its dual structure. The approach is somewhat tentative and at present requires
the spacetime manifold to have trivial topology. The model is then extended to
the Lorentzian case, for which the gauge group is ISO+(2, 1), the component of
ISO(2, 1) that is connected to the identity.
6.1 The Ponzano-Regge model
In this section I will brieﬂy review the Ponzano-Regge model, starting oﬀ with a
description of the mathematical apparatus that is necessary in its construction.
Deﬁnition. A k-simplex is the smallest convex set containing k + 1 points em-
bedded in Rk.
The notion of a k-simplex generalises the triangle, so a 0-simplex is a point,
a 1-simplex is a line, a 2-simplex is a triangle, a 3-simplex is a tetrahedron, etc.
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The number k is called the dimension of the simplex. k-simplexes may contain
lower-dimensional simplexes as subsets, which consist of the smallest convex set
containing a non-empty subset of the original (k + 1) points.
Deﬁnition. A simplicial complex C is a set of simplexes that satisﬁes the following
conditions:
• If a simplex a is in C, then all of the simplexes contained in a are also in C.
• The intersection of any two simplexes a, b in C is either empty or is another
simplex that is contained in both a and b.
A simplicial k-complex is a simplicial complex where the largest dimensions of
any simplex is k. Given a topological space X, a triangulation of X is a simplicial
complex C, together with a homeomorphism between C and X.
Let ∆ be a triangulation of a 3-manifold M . Dual vertices are points placed at
the barycentre of each tetrahedron in ∆. Neighbouring dual vertices are connected
by dual edges, which are straight lines that puncture the common triangle of their
respective tetrahedra. Dual faces are polygons bounded by the cycle of dual edges
that `go around' an edge of the triangulation.
Given a graph, a maximal tree is a connected set of edges that contains all
vertices in the graph but does not contain any loops. A choice of maximal tree
in the graph deﬁned by ∆ will be denoted T . A dual maximal tree is a maximal
tree in the graph formed by the set of dual vertices and dual edges. Given a
triangulation ∆, a choice of dual maximal tree will be denoted T ∗. A dual face t∗
will be said to belong to the maximal tree T if the edge that punctures it is in T .
In the Ponzano-Regge model, one has a triangulation ∆ of a 3-manifold that
is decorated with some additional data. To every oriented dual edge e∗, there
is associated an element of SO(3)/SU(2) that will be denoted by Qe∗ . These
variables satisfy Q−e∗ = Q
−1
e∗ , where −e∗ denotes the same dual edge e∗ but with
the opposite orientation. For every oriented dual face t∗ with ones of its vertices
arbitrarily chosen as a basepoint, one may form the variable Qt∗ . This is deﬁned
as the product of the elements on the boundary of the dual face t∗ starting at the
basepoint and continuing in the direction of the orientation, with possible ﬂips in
the dual edge orientations to agree with the orientation of the dual face.
Given the above data, the Ponzano-Regge partition function is deﬁned by
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ZPR =
∫ ∏
e∗
dQe∗
∏
t∗ /∈T
δ(Qt∗), (6.1.1)
where the measure for the integral is the normalised Haar measure on the group
SO(3)/SU(2),
∫
dQe∗ = 1, and the delta-functions are on the group, so that∫
dQe∗δ(Qe∗)f(Qe∗) = f(I), with I the identity element in the group. Due to
the fact that dQe∗ = dQ
−1
e∗ and δ(Qt∗) = δ(Q
−1
t∗ ), the Ponzano-Regge partition
function is independent of the orientations of the dual edges and dual faces.
This object only exists for certain topologies of the 3-manifold M . In [40], a
cohomological criterion is presented that distinguishes the cases for which (6.1.1)
exists. The issue is that the set of δ-functions is not necessarily an independent
set, and therefore the partition function may develop divergences. However, when
it does exist, in [40] the partition function is shown to be related to the Reide-
meister torsion, which is a topological invariant. This proves the triangulation
independence of (6.1.1) in those cases.
The Sciama-Kibble ﬁrst order form of the gravitational action in 2 + 1 dimen-
sions is
S =
∫
ea ∧ F bcǫabc. (6.1.2)
This action is manifestly invariant under SO(2, 1) and has an additional transla-
tional symmetry
ea → ea + (Dψ)a, (6.1.3)
with D the gauge covariant derivative and ψa an arbitrary diﬀerentiable function.
The invariance of (6.1.2) under this transformation can be proved by integrating
by parts and then using the Bianchi identity,
DF = 0, (6.1.4)
where the boundary term is assumed to be zero. The action (6.1.2) can be linked
to an `unregularised' version of the Ponzano-Regge partition function (6.1.1) us-
ing the procedure in [43], which we follow now. This is done using the `wedge'
variables, ﬁrst introduced in [44].
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Wedges are obtained by ﬁrst placing new vertices at the `centre' of each dual
face. This is taken to be the point where the dual face intersects the corresponding
edge of the triangulation. Then the centre of each dual vertex is linked to the centre
of neighbouring dual faces by line segments. These segments sub-divide each dual
face into `wedges'. One can then introduce new variables Xw associated to each
wedge w. These are elements of the Lie algebra of SU(2)/SO(3), and they encode
the frame ﬁeld in (6.1.2). One also introduces SU(2)/SO(3) group elements along
the oriented segments s which will be denoted by qs. The situation is depicted in
ﬁgure 6.1.
Figure 6.1: Wedges of a dual face.
One may then deﬁne the holonomy around an oriented wedge as the product
of the group elements around the boundary of the wedge starting at the centre of
the dual face and continuing in the direction of the orientation. This holonomy
will be denoted Qw. Then the discrete action is deﬁned as
Sˆ =
∑
w
tr(Xw logQw). (6.1.5)
This discrete action potentially has an ambiguity if the logarithm function on the
group is used naïvely. The problem is that the logarithm is multi-valued - there are
several possible Lie algebra elements that generate the same group element. This
situation regularly occurs in mathematics when, for example, taking the logarithm
of a complex number, y = ln z. Consider moving around a circle of radius 1 in
the complex plane; then initially y(1) = 0. However, returning to the original
point going continuously around the circle one ﬁnds that the value of the function
changes to 2πi.
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The situation is remedied by taking a branch cut, as depicted in ﬁgure 6.2. This
consists of cutting out a line in the complex plane where the function y = ln z has
multiple values. An element of su(2)/so(3) may be parameterised by Z = |Z|niσi,
where |Z| is the length of Z, ni is a unit vector, and σi, i = 1, 2, 3 forms a
basis. The exponential map covers SO(3) exactly once if |Z| ∈ [0, π). This region
is a sphere of radius π centered on the origin of the Lie algebra. Then all the
rest of so(3) is cut out. For SU(2), the appropriate region is |Z| ∈ [0, 2π). The
principal domain for the SU(2)/SO(3) logarithm will be denoted by S, where it is
understood by context which region the domain is restricted to in the Lie algebra.
From here-on in, all logarithms of group elements will be understood to be the
principal logarithm.
Figure 6.2: A branch cut in the complex plane.
The discrete gauge transformations `act at the centre of dual faces'. That is,
for each dual face there is an independent gauge transformation whose action is
given by
Xw → UXwU−1, Zw → UZwU−1, (6.1.6)
where Zw = logQw. The action (6.1.5) is invariant under this transformation.
After making the appropriate identiﬁcations [43], it also has the property that
lim
∆→M
Sˆ = S, (6.1.7)
where the action on the right hand side is the Sciama-Kibble action (6.1.2), and
the limit is the one in which the triangulation ∆ approximates the continuous
3-manifold M .
The partition function is deﬁned as
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Z =
∫ ∏
e∗
dQe∗
∏
s
dqs
∏
w
αdXw e
iSˆ. (6.1.8)
Here the integral overXw is the Lebesgue integral over R
3, and α is a normalisation
factor which will be speciﬁed precisely in what follows. The measure for the Qe∗
and qs integrals is the normalised Haar measure. Performing the Xw integrals
yields
Z =
∫ ∏
e∗
dQe∗
∏
s
dqs
∏
w
α(2π)3δ3(Zw). (6.1.9)
Consider δ(G), the δ-function on the group SU(2)/SO(3), with G = eZ and
Z belonging to S, the fundamental domain for the principal logarithm on the
group. This δ-function is peaked sharply at the identity element and equal to zero
everywhere else. It is related to δ3(Z) when thought of as a functional on the
space of functions on S. The deﬁning property of these δ-functions is
∫
dG δ(G)f(G) = f(I), (6.1.10)∫
S
dZ δ3(Z)g(Z) = g(0). (6.1.11)
The measure for these two integrals are related by
dG = CP 2(Z) dZ, (6.1.12)
where P (Z) = sin |Z|
|Z|
and C =


1
2π2
for SO(3)
1
4π2
for SU(2)
. As a result, the two delta
functions are equivalent up to a numerical factor when thought of as functionals
on the space of functions on S,
δ3(Z) = Cδ(G). (6.1.13)
The normalisation factor α in (6.1.8) is chosen so that
α(2π)3 =
1
C
. (6.1.14)
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The partition function (6.1.9) then becomes
Z =
∫ ∏
e∗
dQe∗
∏
s
dqs
∏
w
δ(Qw). (6.1.15)
Next we perform the integrals over the qs variables. Using the fact that
∫
dh δ(g1h)δ(h
−1g2) = δ(g1g2), (6.1.16)
we obtain
Z =
∫ ∏
e∗
dQe∗
∏
t∗
δ(Qt∗). (6.1.17)
This is an `unregularised' version of the Ponzano-Regge partition function (6.1.1).
This partition function is divergent, because the set of delta functions is not in-
dependent. The model can be regularised in various ways, one of which is the
Turaev-Viro model [63]. This corresponds to the case of gravity with a non-zero
cosmological constant. The wedge variable formalism can be used in the construc-
tion of a large number of state sum models, [14, 43, 4556].
One important point to note is that the Ponzano-Regge model in the form
(6.1.1) is a model of `Riemannian quantum gravity', in the sense that one uses
the gauge group SO(3)/SU(2) as opposed to SO(2, 1). One should strictly use the
group SO(2, 1) for studying quantum gravity, but this can cause technical diﬃcul-
ties, mainly related to the non-compactness of the gauge group. For an attempt
at deﬁning a Lorentzian version of the Ponzano-Regge model, see [57]. `Rieman-
nian quantum gravity' models are typically more tractable than their Lorentzian
counterparts, and one hopes that one can still learn something about quantum
gravity in this simpler setting.
6.2 Quantum ISO(3) model
In this section, a new discrete model for the ISO(3) gravitational theory is con-
structed. This model only uses data associated to the simplices of the trian-
gulation, and not its dual structure. At present the model is only deﬁned for
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collapsible triangulations of the 3-sphere. The model is shown to be equivalent to
the Ponzano-Regge partition function (6.1.1).
We begin by constructing a discrete analogue of the action (4.1.2) in 2 + 1
dimensions.
6.2.1 Discrete action
The ISO(3) gauge gravity action on a closed 3-manifold M is
S =
∫
(Dφ)A ∧ FBCǫABCD φD, (6.2.1)
where φ is a multiplet of scalar ﬁelds in the vector representation (4.2.1) of the
Euclidean group with last component equal to a constant c,
φ =


φ1
φ2
φ3
c

 . (6.2.2)
This action has an additional local symmetry, besides the ISO(3) gauge symmetry
that is built into the formalism [35]. This is particular to spacetime dimension
three. The shift
φ 7→ φ+ ψ, (6.2.3)
with
ψ =


ψ1
ψ2
ψ3
0

 (6.2.4)
is a symmetry on a closed manifold. To prove this, note that∆S = S(φ+ψ)−S(φ)
has three terms, two of which are immediately zero. The third is
∆S =
∫
(Dψ)A ∧ FBCǫABCD φD = c
∫
(Dψ)a ∧ F bcǫabc , (6.2.5)
where we have noted that FBC is zero whenever B = 3 or C = 3. This contribution
is also equal to zero after integrating by parts and using the Bianchi identity
(6.1.4). This means that after gauge ﬁxing the φ ﬁeld as in (4.1.4), the action
still has an ISO(3) gauge symmetry that preserves φ, and not just SO(3) as one
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would expect from the analysis of the action (4.2.12) in a generic dimension. This
fact is in accord with the observation that (2 + 1)-dimensional gravity with zero
cosmological constant is an ISO(3) Chern-Simons gauge theory [12].
The discrete action is deﬁned on a triangulation ∆ of M that is decorated with
variables as follows:
• For each oriented edge e of the triangulation, an element Qe ∈ ISO(3),
consisting of a rotation Me ∈ SO(3) and a translation be ∈ R3. For the
opposite orientation we have Q−e = Q
−1
e .
• For each vertex v of the triangulation, a vector φv ∈ R4 with last component
c, as in (6.2.2).
The edge e has a starting vertex s(e) and a ﬁnishing vertex f(e), and the element
Qe is interpreted as the parallel transporter from s(e) to f(e). Edges e and e
′
satisfying f(e) = s(e′)may be composed by concatenation, giving a path consisting
of ﬁrst travelling along the edge e and then e′ that is denoted by e′ e. The model
is deﬁned by choosing an oriented loop of edges γe = en . . . e2e1 that starts and
ends at f(e) for each e. These edges are arranged so that f(ek) = s(ek+1), which
means that the group elements can be composed to give a holonomy for the loop
He = Qen . . . Qe2Qe1 . (6.2.6)
The choice of the loop γe for each edge e is given in subsection 6.2.2. For now
we note that the choice that is made is such that γ−e = (−e)(−γe)e, where −e
denotes the edge e but with opposite orientation. This means that
H−e = Q
−1
e H
−1
e Qe. (6.2.7)
The discrete version of the integrand of (6.2.1) is given by an action for each
edge e
Le =
(
φf(e) −Qeφs(e)
)A
(logHe)
BC ǫABCD φ
D
f(e), (6.2.8)
where the principal logarithm has been used. The ﬁrst bracket is the obvious
discrete version of the ISO(3) covariant derivative, and the second bracket the
analogue of the curvature, with an index raised using η,
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(logHe)
BC = (logHe)
B
Fη
FC . (6.2.9)
Due to the antisymmetry of the epsilon tensor, (6.2.8) can be simpliﬁed to
Le = −
(
Qe φs(e)
)A
(logHe)
BC ǫABCD φ
D
f(e). (6.2.10)
The formula (6.2.10) has the following important properties:
• It is invariant under ISO(3) gauge transformations.
• It is independent of the orientation of the edge e.
The gauge transformations are the action of the elements Uv ∈ ISO(3) indepen-
dently at each vertex v. The group elements Qe transform as
Qe 7→ U−1f(e)QeUs(e). (6.2.11)
The gauge-invariance of (6.2.10) follows immediately using the fact that
logH ′e = log
(
U−1f(e)HeUf(e)
)
= U−1f(e) (logHe)Uf(e). (6.2.12)
Reversing the orientation of the edge e gives
L−e = −
(
Q−1e φf(e)
)A
(logH−e)
BC ǫABCD φ
D
s(e)
=
(
Q−1e
)A
E
φEf(e)
(
Q−1e
)B
F
(logHe)
F
GQ
G
e I η
ICǫABCDφ
D
s(e)
= φAf(e) (logHe)
BC ǫABCD
(
Qeφs(e)
)D
= Le. (6.2.13)
The discrete action for the whole triangulated manifold is
S∆ =
∑
e
Le. (6.2.14)
The sum here is over the set of unoriented edges of ∆.
This action is ISO(3) gauge-invariant; however, it does not have the obvious
analogue of the additional symmetry (6.2.3). If we choose a vertex v and make the
78
shift φv 7→ φv + ψv, with the ﬁelds at all other vertices unchanged, the resulting
change in the action is
∆S∆ = −ψDv
∑
e : f(e)=v
(
Qeφs(e)
)A
(logHe)
BC ǫABCD, (6.2.15)
where the sum is over all oriented edges ﬁnishing at v. This formula follows by
choosing the orientation of each edge e that impinges on v so that v = f(e). This
contribution does not vanish in general.
6.2.2 Collapsible manifolds
This subsection describes a technical condition on a triangulation called collapsi-
bility that is necessary for the construction of a concrete example of the discrete
quantum gravity model.
A collapsing move on a simplicial complex C can occur when there is a k-
simplex σ that is contained in only one k+1-simplex Σ. The move is the removal
of both σ and Σ from the complex [59]. The complex is said to be collapsible if
it can be reduced to a point (a single vertex) by collapsing moves. In fact, if a
complex is collapsible, one can always remove the simplexes in dimension order,
i.e. in dimension three, remove all 3-2 dimensional pairs ﬁrst, then 2-1 and ﬁnally
the 1-0 pairs.
Consider a triangulation of a closed 3-manifold ∆ such that removing one
tetrahedron τ0 results in a collapsible complex C0 = ∆ − τ0. Collapsibility puts
very strong constraints on the topology, and in fact ∆ has to be a triangulated
three-sphere.
The process of collapse is most easily described using the dual vertices, dual
edges, and maximal trees T and T ∗ that were introduced in section 6.1. Given a
choice of the maximal trees T and T ∗, ﬁrst one removes all of the triangles that
are punctured by T ∗, and the interior of all tetrahedra. This can be envisioned as
a `burrowing' process, in which one removes τ0 and then burrows along the paths
from τ0 deﬁned by the dual maximal tree, removing all triangles and the interior
of all tetrahedra that are encountered along the way. This is illustrated in two
dimensions in ﬁgure 6.3.
The set of triangles, edges and vertices that remains after this is a simplicial
2-complex denoted by ∆T ∗ . The middle stage of collapsing is to remove all the
edges not contained in T together with all the remaining triangles. In fact the
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Figure 6.3: Collapse of a simplicial 2-complex. The dashed lines form a dual
maximal tree.
duals of these form a third maximal tree of dual vertices and dual edges in the
2-complex ∆T ∗ , but this is uniquely determined by T
∗ and T and is therefore not
independent data. After removing all the triangles, all that remains is T , which
can be collapsed to any one of its vertices.
Notice that in the middle step the collapse sets up a 1 − 1 correspondence
between edges e /∈ T and triangles t /∈ T ∗. This map assigns to each edge e /∈ T
the triangle te that it collapses through. Since e is in the boundary of te there
is also a natural correspondence between orientations of e and te. Therefore the
loop γe that is associated to each edge e /∈ T in the discrete Lagrangian (6.2.8)
is taken to be the cycle of edges around the boundary of te. This loop starts and
ends at f(e). For e ∈ T , γe is chosen to be the trivial loop at f(e). The discrete
action (6.2.14) is then
S∆ =
∑
e/∈T
− (Qe φs(e))A (logHe)BC ǫABCD φDf(e). (6.2.16)
6.2.3 Partition function
In principle, one should deﬁne the partition function by integrating over the space
of all the ﬁeld variables. However both the gauge group and the space of the
variable φ are non-compact and so integrating over gauge-equivalent conﬁgurations
will give an inﬁnite result. Thus one integrates over the space of orbits of the gauge
group. In practice, this is done by `gauge ﬁxing'; the action is evaluated in a basis
in which it explicitly depends on the minimal number of degrees of freedom. One
then integrates over only these variables in the partition function.
By applying a suitable ISO(3) gauge transformation, the φv variables transform
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as φv 7→ Uvφv, and so can all be taken to a constant vector
φv =


0
0
0
c

 . (6.2.17)
The Euclidean group element Qe consists of a rotation Me ∈ SO(3) and a trans-
lation be ∈ R3. The action (6.2.16) then simpliﬁes to
S∆ = −c2
∑
e/∈T
baeZ
bc
e ǫabc = −c2
∑
e/∈T
be · Ze, (6.2.18)
with Zbce = logH
bc
e . The ISO(3) element H
BC
e consists of a rotation G
bc
e ∈ SO(3)
and a translation Hb3e ∈ R3,
HBCe =
(
Gbce H
b3
e
0 1
)
. (6.2.19)
Thus we have Zbce = logG
bc
e ∈ so(3).
With this gauge ﬁxing, the partition function is deﬁned by
Z∆ =
∫ (∏
e
dMe
) (∏
e/∈T
αdbe
)
e−ic
2
∑
e/∈T be·Ze
=
∫ (∏
e
dMe
)∏
e/∈T
(2π)3α
c2
δ3(Ze). (6.2.20)
Here dMe denotes the Haar measure on SO(3) normalised so that
∫
dMe = 1, dbe is
the Lebesgue measure on R3 and α ∈ R is a constant parameterising the possible
normalisations of this measure. The be integral for e /∈ T naturally covers the
whole of R3 since it is the parameter that describes translations. The be variables
for e ∈ T do not appear in the action, so the integrals over these variables are
omitted.
If the constants are deﬁned so that c2 = 4πα, then
Z∆ =
∫ ∏
e
dMe
∏
e/∈T
δ(Ge), (6.2.21)
where (6.1.13) has been used. The holonomies Ge appearing in this formula are
those around the triangles not in the dual tree T ∗. Therefore Z∆ is equal to the
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formula for the Ponzano-Regge partition function as deﬁned in [40]. The formula
has edges and dual edges interchanged but this makes no essential diﬀerence.
The main point to make here is that not only is the partition function Z∆ equal
to the Ponzano-Regge model, but the local formula for the model is the same. This
means also that the expectation values of the observables that are functions of the
group elements, as deﬁned in [60], are the same in the two models. This gives
invariants of the graph of edges of ∆ known as the relativistic spin networks.
In fact, the partition function (6.2.21) has some additional symmetry that can
be gauge ﬁxed. The manifest rotational symmetry of the discrete action (6.2.16)
may be used to set all of the rotation elements on edges in the maximal tree to
the identity rotation, Me = I ∀e ∈ T . Then the integral over these variables in
the partition function is omitted, resulting in a formula similar to (6.2.21),
Z∆ =
∫ ∏
e/∈T
dMe
∏
e/∈T
δ(Ge). (6.2.22)
One may then change variables, giving
Z∆ =
∫ ∏
e/∈T
dMe
∏
e/∈T
δ(Me) = 1. (6.2.23)
This formula is proved by induction on the number of triangles in the 2-complex
∆T ∗ . Recall that this is the 2-complex that remains after all 3 − 2 dimensional
simplex pairs have been removed along the dual maximal tree T ∗ in ∆. In the
penultimate step of collapse, where one removes edges and triangles from ∆T ∗
along a second dual maximal tree U∗, there is a non-empty set of `terminal trian-
gles' that we denote by T0. These are triangles that have two edges that belong
to the maximal tree T . Therefore, the `burrowing' process described in subsection
6.2.2 stops on these triangles. Alternatively, they may be described as the trian-
gles that are at the end of branches of the dual maximal tree U∗. The subscript 0
indicates the value of a distance function for triangles. For a given triangle t, the
value of the distance function is the minimum number of dual edges in U∗ needed
to link the barycentre of t to that of any triangle t′ ∈ T0. Hence the terminal
triangles are at a distance 0. As noted in subsection 6.2.2, the collapse process
sets up a 1 − 1 correspondence between edges e /∈ T and triangles t /∈ T ∗. The
action of this map on the set of triangles in T0 gives a corresponding set of edges
that will be denoted by E0.
For all edges e ∈ E0, the δ-functions that appear in (6.2.22) reduce to δ-
functions on the edge,
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δ(Ge) = δ(Me) ∀e ∈ E0. (6.2.24)
Now consider the non-empty set of triangles that are at a distance 1. All of these
triangles have two edges that belong to T ∪ E0, and one that does not. The set of
edges of triangles at distance 1 that do not belong to T ∪ E0 is denoted E1. Then,
using the following property of δ-functions,
δ(Q)f(Q) = δ(Q)f(I), (6.2.25)
it is clear that
∏
e∈(E0∪E1)
δ(Ge) =
∏
e∈(E0∪E1)
δ(Me). (6.2.26)
Let the maximum value of the distance function for any triangle in∆T ∗ be d. Then
one can repeat the above process iteratively for triangles at distance 0, 1, 2, ...d.
Taking this process to completion results in the identity
∏
e/∈T
δ(Ge) =
∏
e/∈T
δ(Me). (6.2.27)
This proves the change of variables formula used in (6.2.23).
6.2.4 Quantum ISO+(2, 1) model
The construction presented in this section is not a model of Lorentzian quantum
gravity in three dimensions because the gauge group is ISO(3), and yet there is a
crucial factor of i multiplying the exponent of the action in (6.2.20). This situation
can be remedied by instead using the group ISO+(2, 1), which is the semi-direct
product of the connected piece of SO(2, 1) with the translation group R3. This
gives a Lorentzian version of the previous construction.
The construction is the same as for ISO(3) except that the group is non-
compact. At present the model is again only deﬁned for 3-manifolds that are
homeomorphic to the 3-sphere. The formula (6.2.8) is the same, using the principal
logarithm for ISO+(2, 1) that maps ISO+(2, 1) group elements onto a suitable
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fundamental domain in the Lie algebra. This logarithm and the fundamental
domain are given explicitly in appendix A.
Due to the inﬁnite volume of the gauge group, the analogues of (6.2.20) and
(6.2.21) are inﬁnite. However it is still possible that suitable observables are ﬁnite.
Although the relativistic spin networks for SO+(2, 1) × SO+(2, 1) have not been
studied, a similar issue arises with the relativistic spin networks for SO(3, 1), which
are ﬁnite for many graphs [61, 62]. The ISO(2, 1)model can be gauge ﬁxed yielding
a ﬁnite partition function that is identical to (6.2.23).
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Chapter 7
Hamiltonian analysis of
(3 + 1)-dimensional gauge gravity
In this chapter, the Hamiltonian analysis for the (3+1)-dimensional gauge gravity
theory (4.1.3) is begun following the procedure set out in Dirac's `Lectures on
Quantum Mechanics' [8]. The `naïve' Hamiltonian takes a simple form in the
language of gauge theory. The Hamiltonian analysis presented here is only at a
preliminary stage.
7.1 (3 + 1)-dimensional gauge gravity
We seek to carry out Dirac's programme for the gauge gravity theories described in
sections 4.1 and 4.2 in n = 4 spacetime dimensions. We will examine the ISO(p, q)
theory ﬁrst, with p+ q = 4 specifying the group signature. The action is
S =
∫
M
(Dφ)A ∧ (Dφ)B ∧ FCDǫABCDEφE. (7.1.1)
We will assume that the 4-manifold M admits a foliation M = Σ × R, with Σ a
closed 3-manifold.
`Spacetime' indices will be denoted by Greek letters, so µ, ν, . . . = 0, 1, 2, 3.
The restriction of these indices to run over the spatial part only will be denoted
by lower case indices i, j, k . . . = 1, 2, 3. For simplicity, we take the ﬁnal F = 4
component of φF to be c = 1. Then (7.1.1) may be written as
S =
∫
M
d4x (Dµφ)
a(Dνφ)
bRcdρλǫabcdǫ
µνρλ, (7.1.2)
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where we have noted that the only non-zero contribution to the action (7.1.1)
comes from when the index F is equal to 4.
The ﬁrst step is to divide the action into variables whose time derivative ap-
pears and variables whose time derivative does not appear,
S =
∫
M
d3xdt
[
2φ˙a(Diφ)
bRcdjkǫabcdǫ
ijk + ω˙cid(Djφ)
a(Dkφ)
bηdeǫabceǫ
ijk
+ 2ea0(Diφ)
bRcdjkǫabcdǫ
ijk + ωaob
(
2φb(Diφ)
cRdejkǫacdeǫ
ijk
+ (Diφ)
c(Djφ)
dωbkeη
efǫcdafǫ
ijk − (Diφ)c(Djφ)dωekaηbfǫcdefǫijk
+ 2(∂i(Djφ)
c)(Dkφ)
dηbeǫcdaeǫ
ijk
)]
, (7.1.3)
where ηde = diag(
p times︷ ︸︸ ︷
1, 1, . . . 1,
q times︷ ︸︸ ︷
−1,−1, . . .− 1). The conjugate momenta are given by
πa(x) :=
∂L
∂φ˙a
= 2(Diφ(x))
bRcdjk(x)ǫabcdǫ
ijk, (7.1.4)
pidc (x) :=
∂L
∂ω˙cid
= (Djφ(x))
a(Dkφ(x))
bηdeǫabceǫ
ijk, (7.1.5)
p0dc (x) :=
∂L
∂ω˙c0d
= 0, (7.1.6)
tµa(x) :=
∂L
∂e˙aµ
= 0. (7.1.7)
All of these equations deﬁne primary holonomic constraints.
The `naïve' Hamiltonian is
H =
∫
Σ
d3x
[
− ea0πa −
1
2
ωa0b
(
φbπa − φaπb + 2(Dipi) ba
)]
, (7.1.8)
where the covariant derivative of piba (x) is given by (Dip
i(x)) ba = (∂ip
i(x)) ba +
ωbid(x)p
id
a (x) − ωcia(x)pibc (x), and we have noticed that this is the form of the ﬁnal
three terms in the square bracket in (7.1.3).
The Poisson bracket of two suitable functionals F , G on phase space is deﬁned
by
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{F,G} =
∫
Σ
d3x
[
1
4
(
δF
δωcµd(x)
δG
δpµdc (x)
− δF
δpµdc (x)
δG
δωcµd(x)
)
+
δF
δeaµ(x)
δG
δtµa(x)
− δF
δtµa(x)
δG
δeaµ(x)
+
δF
δφa(x)
δG
δπa(x)
− δF
δπa(x)
δG
δφa(x)
]
. (7.1.9)
This deﬁnition can be extended to suitable functions on the phase space in a non-
rigorous way by allowing the test `functions' for F , G to be distributional. The
Poisson brackets for the phase space variables are
{φa(x), πb(y)} = δab δ3(x− y), (7.1.10)
{ωµab(x), pνcd(y)} =
1
2
(ηacηbd − ηadηbc) δµν δ3(x− y), (7.1.11)
{eaµ(x), tνb (y)} = δab δνµδ3(x− y), (7.1.12)
with all other Poisson brackets equal to zero.
Adding the primary constraints to the `naïve Hamiltonian' (7.1.8) gives the
total Hamiltonian
HT = H +
∫
Σ
d3x
(
ucdp
0d
c + r
a
µt
µ
a + v
aca + w
c
idψ
id
c
)
, (7.1.13)
where ucd(x), r
a
∆(x), v
a(x) and wcσd(x) are arbitrary functions on Σ, and
ca(x) = πa(x)− 2(Diφ(x))bRcdjk(x)ǫabcdǫijk, (7.1.14)
ψidc (x) = p
id
c (x)− (Djφ(x))a(Dkφ(x))bηdeǫabceǫijk. (7.1.15)
The non-trivial consistency conditions for the primary constraints (7.1.6) and
(7.1.7) read
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t˙0a(x) = {t0a(x), HT}
= {t0a(x), H}
= πa(x), (7.1.16)
p˙0cd(x) = {p0cd(x), HT}
= {p0cd(x), H}
=
1
2
Jcd(x), (7.1.17)
where Jcd = φd(x)πc(x)− φc(x)πd + 2(Dipi(x))cd.
The Poisson bracket of ωcd0 (x) and e
a
µ(x) with the total Hamiltonian ﬁxes the
functions ucd and raµ,
ω˙cd0 (x) = {ωcd0 (x), HT} = ucd(x), (7.1.18)
e˙aµ(x) = {eaµ(x), HT} = raµ(x). (7.1.19)
A lengthy calculation gives the following Poisson brackets for the constraints
(7.1.16) and (7.1.17),
{πa(x), πb(y)} = 0, (7.1.20)
{Jab(x), Jcd(y)} = [ηadJbc(x) + ηbcJad(x)− ηacJbd(x)− ηbdJac(x)] δ3(x− y),
(7.1.21)
{Jab(x), πc(y)} = [ηbcπa(x)− ηacπb(x)] δ3(x− y). (7.1.22)
Up to a delta function, this is the Lie algebra of ISO(p, q), with πa(x) the generators
of translations and Jab(x) the generators of rotations.
The consistency conditions for the other primary constraints (7.1.14), (7.1.15),
as well as the secondary constraints Jab(x) and πa(x), have not yet been computed.
Thus the Hamiltonian analysis presented here is only at a preliminary stage. The
full analysis is a challenge for future work.
In the physical gauge,
φa(x)→ 0, (7.1.23)
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it is possible to show that
1
4
ea0(x)πa(x) = −
N2(x)
e(x)
h(x)−N i(x)hi(x), (7.1.24)
where e(x) = det eaµ(x), andN(x) andN
i(x) are called the lapse and shift functions
respectively. The functions h(x) and hi(x) are normally called the `Hamiltonian'
and `diﬀeomorphism' constraints respectively, and are given by
h(x) = Πiba (x)Π
j
bc(x)R
ca
ij (x), (7.1.25)
hi(x) = Π
j
ab(x)R
ba
ij (x), (7.1.26)
with Πiab(x) = e(x)[e
0
a(x)e
i
b(x)− e0b(x)eia(x)].
The expression for the `naïve' Hamiltonian is actually completely general for
any spacetime dimension n ≥ 4, and all the calculations that follow (7.1.8) hold
in n ≥ 4 with the indices generalised appropriately.
The Hamiltonian analysis of the SO(p, q) theory in spacetime dimension 4 =
p + q − 1 proceeds very similarly to the calculation of this section. In particular,
the `naïve' Hamiltonian is
H =
1
2
∫
Σ
d3xAB0CJ
C
B , (7.1.27)
where B,C . . . = 0 . . . 4, and ABµC(x) is the SO(p, q) connection that comprises
both the spin connection ωbµc(x) and the frame ﬁeld variables e
b
µ(x), as deﬁned by
(4.1.6). The J CB (x) are given by
J CB (x) = φ
C(x)πB(x)− φB(x)πC(x) + 2(Dipi(x)) CB , (7.1.28)
where piCB (x) is the momentum conjugate to A
B
iC(x). Up to a delta function, the
Poisson commutation relations for J CB (x) are that of the Lie algebra of SO(p, q).
This expression for the `naïve' Hamiltonian also holds in spacetime dimensions
n ≥ 4, with the indices generalised appropriately.
It is possible that within the gauge gravity formalism, the Hamiltonian analysis
and the constraints may be simpler and more amenable to quantisation. This
possibility is left open for future investigation.
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Chapter 8
Conclusion
In part I of this thesis, one-dimensional state sum models for scalar and fermion
ﬁelds minimally coupled to a gauge ﬁeld were explored. The models are triangu-
lation independent, and have discrete actions that have the continuum action for
fermion and scalar ﬁelds minimally coupled to a background gauge ﬁeld as their
continuum limit. The partition functions for the state sum models were shown to
be equal to the corresponding functional integral with zeta function regularisation.
A precise comparison of the `lattice' and zeta function regularisations was carried
out in the fermionic case.
With a particular choice of gauge group, the state sum model for the scalar
ﬁeld on the circle is equivalent to the path integral for the harmonic oscillator. The
path integral for the harmonic oscillator is usually constructed as the continuum
limit of a state sum that is not triangulation independent. The model presented
here in chapter 3 has the virtue of triangulation independence, and thus in many
ways represents a signiﬁcant simpliﬁcation.
The fermionic state sum model of chapter 2 has a discrete action with an
imaginary-valued part that vanishes in the continuum limit. The partition func-
tion of the state sum model is exactly equal to the continuum partition function
evaluated with zeta function regularisation. One of the conditions of the Nielsen-
Ninomiya theorem on fermion doubling is realness of the discrete action. Thus
one of the intriguing questions this work raises is whether these facts are related,
and to what extent, if any, fermion doubling might be avoided in a more general
setting by the use of complex-valued discrete actions.
The over-arching theme of the ﬁrst part was to explore the construction of
theories of matter within the TQFT framework. The one-dimensional setting
provided a simple arena for model construction, but the most interesting direction
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for future work would be to generalise to higher dimensions.
In chapter 4, the gauge theory of gravity that was developed by Pagels in
the SO(n + 1) case [34], and Grignani and Nardelli [35] in the ISO(n) case was
reviewed, but using a simple matrix formalism for the ISO(n) theory. In chapter
5 the coupling of the SO(n + 1) theory to scalar and Yang-Mills ﬁelds that was
proposed by Ha [36] was reviewed, and then generalised to the ISO(n) case. The
coupling of the SO(n+1) theory to fermions that was proposed by Pagels [34] was
reviewed, and it was shown that within this formalism, it is not possible to obtain
chiral fermions in an even number of spacetime dimensions. A new and simple
coupling of the ISO(n) theory to fermions was proposed in which the translation
generators are represented trivially. The resulting action principle appears to be
simpler than that proposed by Grignani and Nardelli [35].
In chapter 6, a new discrete quantum model for the (2+1)-dimensional ISO(n)
gauge gravity theory was developed. The construction was carried out for collapsi-
ble triangulations of 3-manifolds with the topological type of the 3-sphere. In this
case, the theory was shown to be equivalent to the Ponzano-Regge model. A pos-
sible extension of the model to Lorentzian signature was proposed. An interesting
direction for future work would be to explore to what extent the methods intro-
duced in quantising the (2 + 1)-dimensional gauge gravity theory can be applied
to other spacetime topologies. Another interesting avenue would be to explore
whether suitable observables in the Lorentzian ISO+(2, 1) model are ﬁnite. Fi-
nally, it would be interesting to explore the quantisation of the (2+1)-dimensional
gauge gravity theory with non-zero cosmological constant, and whether this has
any relation to the Turaev-Viro model [63].
In chapter 7 the initial stage of the Hamiltonian analysis of the (3 + 1)-
dimensional gauge gravity theory was undertaken. The `naïve' Hamiltonian takes
a simple form in the language of gauge theory. The constraint analysis presented
here is only at a preliminary stage, and the next part is likely to be signiﬁ-
cantly more complicated. Nonetheless it is possible that the theory may be more
amenable to quantisation, and investigating whether this turns out to be the case
is a challenge for future work.
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Appendix A
Principal logarithm on ISO+(2, 1)
The group ISO+(2, 1) consists of elements (g, b), where g ∈ SO+(2, 1) and b ∈ R3 is
the translation. The logarithm ambiguity only occurs in the SO+(2, 1) subgroup,
so it will be suﬃcient to deﬁne a principal logarithm on SO+(2, 1).
As a diﬀerentiable manifold, SO+(2, 1) is the hyperbolic upper half plane with a
circle ﬁbre at each point. It is isomorphic to PSL(2,R) = SL(2,R)/{±I}. The Lie
algebra will be denoted so+(2, 1), and it is spanned by abstract algebra elements
X, Y and H with commutation relations
[H,X] = 2X [H, Y ] = −2Y [X, Y ] = H. (A.0.1)
A canonical representation is given by
X =
(
0 1
0 0
)
Y =
(
0 0
1 0
)
H =
(
1 0
0 −1
)
. (A.0.2)
Elements of SO+(2, 1) fall into three conjugacy classes:
• Elliptic elements are conjugate to K = eθ(X−Y ) =
(
cos θ sin θ
− sin θ cos θ
)
.
• Hyperbolic elements are conjugate to A = etH =
(
et 0
0 e−t
)
.
• Parabolic elements are conjugate to N = esX =
(
1 s
0 1
)
.
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Using this and the adjoint action of the group on its Lie algebra, it is clear that
any element of SO+(2, 1) may be written as the exponential of some element of
the Lie algebra. Therefore the exponential map is onto for the group SO+(2, 1).
A general element may be written as
g = eB = exX+yY+hH . (A.0.3)
The matrix B is given by
B =
(
h x
y −h
)
. (A.0.4)
It has the property that B2 = (h2 + xy)I, where I is the 2 × 2 identity matrix.
The exponential map can be evaluated explicitly and gives
g = coshψI +
sinhψ
ψ
B
=
(
coshψ + h sinhψ
ψ
x sinhψ
ψ
y sinhψ
ψ
coshψ − h sinhψ
ψ
)
, (A.0.5)
where ψ =
√
h2 + xy. It can be checked that this is a matrix with real entries
and unit determinant. Due to the fact that sinh iψ = i sinψ and cosh iψ = cosψ,
g can become periodic in some directions in the Lie algebra when h2 + xy < 0.
If we deﬁne the following coordinates,
u =
1
2
(x+ y),
v =
1
2
(x− y), (A.0.6)
then h2 + xy = h2 + u2 − v2. The dividing case h2 + u2 − v2 = 0 is just the
equation of a right circular cone that opens on the v-axis with aperture π
4
. The
region where ψ is imaginary is the interior of this cone. This region is covered
conveniently by the following hyperboloid coordinates,
h = r sinhw cos θ,
u = r sinhw sin θ,
v = ±r coshw, (A.0.7)
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with w ∈ [0,∞), θ ∈ [0, 2π). Then h2+u2−v2 = r2, and in this region the element
g is 2π periodic in r. On the other hand, all the Lie algebra elements that lie on
the cone are sent to the element 1+B. Therefore to deﬁne a principal domain for
the logarithm on SO+(2, 1), we cut out all elements lying on the cone except for
the origin. In the interior of the cone, we cut out the region for which r /∈ [−π, π).
This is bounded by the hyperboloid h2 + u2 − v2 = π2. The remaining region is
denoted by S, and if the exponential map is restricted to this domain, it is 1− 1.
The region is depicted in ﬁgure A.1.
Figure A.1: The fundamental domain for the principal logarithm on SO+(2, 1)
is given by the interior of the surface of revolution formed by
rotating the solid line about the u axis, with all points swept out
by the dashed line removed except for the origin.
This allows one to unambiguously deﬁne the logarithm on SO+(2, 1), which
sends a group element g to the unique Lie algebra element in the domain S that
it is the exponential of.
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