Abstract. In previous work, we showed the importance of distinguishing "I know that X = Y " from "I don't know that X = Y ". In this paper we look at effective set membership, starting with Gröbner bases, where the issues are well-expressed in algebra systems, and going on to integration and other questions of 'computer calculus'.
Introduction
In [7] we discussed the various ideas of equality that can be found in computer algebra, and showed the importance of distinguishing "I know that X = Y " from "I don't know that X = Y ". In this paper (a fuller version of which is in [8] ) we look at effective set membership. While sets can be defined in a variety of ways, we will be interested in sets defined as
where A is a set for which membership is "obvious", e.g. by construction, and P is some predicate, which will generally involve some existential quantifiers. The problem of effective set membership, then, is the following problem.
Problem 1.
Given some x ∈ A, produce either an effective [5] proof of P (x) or a proof of ¬P (x).
In general, it is the second part of the problem that is the hard one.
Ideals and Gröbner Bases
The classic definition of an
means that exhibiting the f i becomes a proof of either. But how to do so, and how to prove or? So in this case problem 1 becomes the following. We have, of course, the process of polynomial reduction.
Algorithm 1 (Polynomial Reduction
). [1, Algorithm REDPOL] Input: f, p 1 , . . . , p m ∈ k[x 1 , . . . , x n ], a monomial order > Output:f , f 1 , . . . , f m ∈ k[x 1 , . . . , x n ]: f = f − m i=1 f i p i :
f irreducible by the p i (with respect to >)
Clearly, if this process terminates withf = 0, we have proved the either, and we have the f i .
Theorem 1 (Buchberger [4]). If the p i are a Gröbner basis, then Algorithm 1 precisely solves problem
Since being a Gröbner basis is algorithmically testable, we have a complete process for solving problem 2 if we are given a Gröbner basis. Furthermore, Buchberger's algorithm lets us compute a Gröbner basis for any polynomial ideal starting from any finite set of generators. We have come to expect this of computer algebra systems, and would be rather surprised to see a system take a set of polynomial equations and just say "I can't solve these".
Integration in Elementary Terms
The problem of (indefinite) integration is not normally viewed as a set membership problem, but it can be. We refer the reader to [3] for the standard definitions, and we let I be some class of functions (elementary, Liouvillian, EL [14] etc.). When we say "given an I function", we mean that it is given effectively, i.e. it is given as a member of an effective field of I functions. Then the set of I-integrable functions is {f | ∃g ∈ I g = f } and the I-integration problem (as perceived since [11, 13] ) becomes
Problem 3. For given f (normally f ∈ I)
either exhibit g ∈ I such that f = g or demonstrate that no such g exists.
It was not always thus: [15] essentially perceived the problem as
Problem 4. For given f
either exhibit g ∈ I such that f = g or return failed (g might exist, but hadn't been found), and a successful program was one which did not return failed when a freshman could see the answer. The shift from problem 4 to problem 3 was essentially due to the rediscovery of Liouville's Theorem [10] , which, in the case I="elementary", reduced problem 3 to the following.
Problem 5. For given f in a differential field
v i ∈ CK; or prove that no such decomposition exists.
When K is purely transcendental over its field of constants, this problem is soluble [13] and generally implemented 1 . Hence, when such a system returns an unevaluated integral, this should be a proof that no such elementary integral exists. However, the documentation may not say so: for example Maple 11 says merely If Maple cannot find a closed form expression for the integral, the function call is returned.
When K is algebraic, the problem is solved in principle [2] , but not completely implemented. Hence, when such a system returns an unevaluated integral, this can mean any of:
1. there is no elementary integral, i.e. the [or] of problem 5; 2. the implementation is fundamentally inadequate, e.g. Reduce's integrator uses [6] , which only works for quadratic algebraic functions of x; 3. the implementation has attempted to address the question, but has failed, which may be reported as "implementation incomplete"; ( [9] reports this of Axiom), or just as an unevaluated integral; 4. the implementation may be of some (theoretically 2 ) weaker algorithm, without a proof of completeness.
In general, the user does not know which of these applies, and the standard notation of computer algebra provides no convenient way of telling the user, though a warning (on the lines of the error reported in case (3) above) would at least be useful.
Other Areas
There are other areas in which set membership problems are, at least in principle, decidable. One obvious example is the solution of differential equations in terms of Liouvilian functions [16] . Again, it is not clear how these decision procedures can be effectively 'sold' to the user.
Conclusions
In one area of computer algebra (polynomial ideals) we are now used to the fact that we have a decision procedure for set membership, and would be surprised if anything other than a clear-cut answer were obtained. Elsewhere, e.g. integration, we have decision procedures, but the user community is apparently willing to settle for not knowing whether a decision procedure has been applied or not. Put bluntly, the user, no matter how expert, has no way of knowing what an unevaluated integral means, and in many ways the situation has gone back to the user expectations of [15] , where we are merely asking "can the software find any answer".
