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Abstract
Enormous amounts of audio recordings of human speech are essential ingredi-
ents for building reliable statistical models for many speech applications, such
as automatic speech recognition and automatic prosody detection. However,
most of these speech data are not being utilized because they lack transcrip-
tions. The goal of this thesis is to use untranscribed (unlabeled) data to
improve the performance of models trained using only transcribed (labeled)
data. We propose a unified semi-supervised learning framework for the prob-
lem of phone classification, phone recognition and prosody detection. The
proposed approach will be particularly useful in the case where recognition
performance is limited by the amount of transcribed data.
In the first part of the thesis, we investigate semi-supervised training of
Gaussian Mixtures Models (GMMs) and Hidden Markov Models (HMMs)
which are the common probabilistic models of acoustic features in a state-of-
the-art continuous density HMM based speech recognition system. Specif-
ically, a family of semi-supervised training criteria that reflects reasonable
assumptions about labeled and unlabeled data is proposed. Both generative
and discriminative kinds of training criteria are explored, and one important
proposal of this thesis is to keep the power of discriminative training criteria
by using some measures on unlabeled data as regularization to the supervised
training objective. Methods are described for the optimization of these cri-
teria, and phone classification experiments show that these criteria reliably
give improvements over their supervised versions that use only labeled data.
We then extend the proposed semi-supervised training criteria to the phone
recognition problem. This problem is novel in the area of semi-supervised
learning because there is little research on the use of unlabeled data in the
sequence labeling problems. We develop lattice-based approaches for the
model optimization that involves both transcribed and untranscribed speech
utterances. Experiments for phone recognition show that a maximum mutual
ii
information criterion regularized by negative conditional entropy measured
using unlabeled data reliably gives better results than other semi-supervised
training methods.
In the second part of the thesis, we propose to exploit unlabeled data for
the task of automatic prosodic event detection. Prosody annotation is even
harder to obtain than orthographic text transcription; it usually requires the
expert knowledge of phonetics and linguistics. Therefore, we aim at reducing
the annotation efforts for building an automatic prosodic event detector. We
show that the mixture model has the ability of class discovery when labeled
data are available from only one of the two classes and develop the learning
algorithm for unsupervised prosodic boundary detection.
iii
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Chapter 1
Introduction
1.1 Motivation
The core of modern speech technology consists of a set of statistical models
representing various sounds in the language to be processed. To form the sta-
tistical model for each basic speech unit, acoustic signals have to be mapped
to their corresponding sound categories, according to the transcription of
speech waveforms. This scheme is called supervised learning.
To build robust speech models, the amount of transcribed training data is
never enough. Take large vocabulary continuous speech recognition (LVCSR)
for example; even with more than two thousand hours of transcribed conver-
sational speech, over a billion words of language modeling text, and hand-
crafted pronunciation dictionaries, state of the art systems still have an error
rate of around 16% for conversational English [2]. Transcribing the large vol-
umes of audio data requires efforts of experienced human annotators, which
is expensive, time-consuming, and sometimes error-prone. In the meantime,
massive amounts of speech data are available at relatively low cost; it can
be collected by recordings from calling center, broadcast news, television,
and video-sharing websites. The problem of limitations of obtaining man-
ual transcriptions, along with explosive growth of audio data, motivates us
to develop machine learning algorithms that can directly use untranscribed
(unlabeled) data in addition to a limited amount of transcribed (labeled)
data. We call this kind of method semi-supervised learning (SSL).
There have been several efforts at developing SSL algorithms and demon-
strating their effectiveness in various tasks such as text applications and im-
age recognition [3, 4, 5, 6, 7]. In contrast, limited research on semi-supervised
learning has been conducted for speech applications. We next discuss the
challenges in the research directions of semi-supervised learning for speech
1
applications.
1.2 Challenges
• Complexity of speech recognizers.
As we will review in Chapter 2, state-of-the-art speech recognition sys-
tems contain several major components such as acoustic models, lan-
guage models, and pronunciation dictionaries. Decoders rely on the
combinations of scores output individually by the above components
to search for the most likely sequence. Due to the complexity of the
recognizer architecture, several semi-supervised learning assumptions
reviewed in Chapter 2 cannot be easily applied. As a result, most
related experiments for speech recognition employ self-training boot-
strapping methods.
With self-training methods, an initial acoustic model set is determined
by a limited amount of manually transcribed data, and the model is
used to transcribe a relatively large amount of unlabeled data. Auto-
matic transcriptions with a high confidence above a threshold value [8,
9, 10] are then selected to augment the training set to train new acous-
tic models. While this kind of approach demonstrates the potential use
of untranscribed speech, it also encounters several issues. First, there
is no systematic method to determine the threshold value of confidence
score above which the data could be useful for model training. More-
over, the training objective might not converge, which makes it hard
to determine the stopping criterion other than heuristics. So far, little
work has been done on exploiting profound SSL algorithms for speech
recognition or other speech applications.
• The sequence labeling problem.
Moreover, speech recognition is a more complicated problem than clas-
sification in the sense that it is essentially a sequence labeling problem
in which the boundaries between class labels within a speech utterance
are unknown. This scenario is different from the classification prob-
lem for which the majority of semi-supervised learning algorithms have
been developed.
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• Unknown behavior of unlabeled data.
Intuitively, people may think that adding unlabeled data are bound to
build a better model simply because more training data can help us
estimate better models. However, this is not always true. Experiments
performed on some synthesized data have shown that unlabeled data
can actually degrade the performances in some cases [11]. Therefore,
a better understanding of the nature of unlabeled data is necessary to
make a useful SSL paradigm.
1.3 Main Contributions
The general goal of this thesis is to use unlabeled speech data to improve
the performance of speech applications. The proposed approach will be par-
ticularly useful in the case where recognition performance is limited by the
amount of transcribed data. While there are many important tasks for spo-
ken language processing systems, we focus on the problems of automatic
speech recognition and automatic prosody labeling.
In the first part of the thesis, we investigate how to incorporate unlabeled
data for improved acoustic modeling in speech recognizers. More specifi-
cally, we investigate semi-supervised training for Gaussian Mixtures Models
(GMM) and Hidden Markov Models (HMM), which are the common prob-
abilistic model of acoustic features in a state-of-the-art continuous density
HMM-based speech recognition system. In the second part, we show how to
use semi-supervised methods to build prosodic models for automatic prosodic
break detection in Mandarin speech. The main contributions of the research
presented in the dissertation are summarized below.
• Semi-supervised model training framework.
As an alternative to self-training, we work on developing an integrated
framework, in which models are trained to optimize an objective that
reflects reasonable assumptions about labeled and unlabeled data. Both
generative and discriminative kinds of training objectives are explored.
Among those, one important proposed method is to keep the power of
discriminative training by using some measures on unlabeled data as
regularization to the supervised training objective. With the proposed
framework, it becomes unnecessary to compute confidence thresholds
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for recognition outputs and to determine a proper confidence threshold
for training data selection. Moreover, experimental results show that
it can outperform self-training methods in most cases.
• Lattice-based approach for the recognition problem.
A lattice is a compact representation of a set of the high-likelihood se-
quential hypotheses for a speech utterance. Lattice has been shown to
be an effective framework for re-scoring recognition results with aux-
iliary information or better language models. It has also been shown
to be an effective way to compute relevant statistics for acoustic model
updates for discriminative training. One of the significant new pieces of
work in this thesis is to provide an effective lattice-based optimization
for semi-supervised training criteria for the recognition problem. With
the proposed solution, the model training procedure and model update
formulas for including untranscribed data are of the same form as those
we would have for standard acoustic modeling, except that there are
additional statistics that need to be computed from the recognition
lattices on untranscribed speech.
• Study of behavior of unlabeled data.
We further investigate the model behaviors when adding unlabeled data
in the context of our framework. We use phonetic classification exper-
iments to answer several research questions:
– What is the relation between model complexity and the improve-
ment from unlabeled data?
– With an increase in the amount of unlabeled data, do model pa-
rameters converge to the same point they would reach if all data
were labeled?
– Do unlabeled data help find more similar distributions with the
true model?
The experimental analyses for the above questions help us understand
the contribution of unlabeled data.
• Prosodic boundary discovery in Mandarin speech.
With the help of the semi-supervised learning framework, we provide
4
a solution for building an automatic prosodic break labeling system
for Mandarin speech with minimum transcription effort. We use only
lexical and acoustic cues to create a small labeled training set, and then
apply semi-supervised learning approaches to train a prosodic break
detector. A generative mixture model is proposed as the framework to
learn with both labeled and unlabeled data.
1.4 Thesis Organization
The rest of this dissertation is organized as follows: Chapter 2 briefly reviews
the fundamentals of automatic speech recognition and automatic prosody la-
beling, and then summarizes the general trends of semi-supervised learning
and some related work for speech recognition and prosody detection. Chap-
ter 3 presents several semi-supervised training criteria for GMM-based phone
classifiers and their model optimization procedures. The experimental results
and comparisons are also presented. Chapter 4 studies several research ques-
tions regarding the impact of unlabeled data on model learning, in the context
of phone classification. Chapter 5 extends the work from phone classification
to phone recognition. We describe semi-supervised learning paradigms for
acoustic models in HMM-based speech recognition systems. Semi-supervised
training criteria proposed in Chapter 3 are revisited and modified for the
recognition problem. We present the lattice-based approach as an effective
framework for model update. Chapter 6 applies semi-supervised learning
methods to the problem of automatic prosody labeling. We describe our
solution for unsupervised prosodic break detection in Mandarin speech, an
approach that does not require any prosodically labeled training data. Fi-
nally, Chapter 7 concludes this dissertation by listing its main findings and
contributions and possible future directions of research.
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Chapter 2
Fundamentals
2.1 Automatic Speech Recognition
The goal of automatic speech recognition (ASR) is to convert a speech signal
into a text string which is as close as possible to the transcript that a careful
human would generate. It has many potential applications including com-
mand and control, customer service call routing, dictation, audio document
retrieval and human computer interaction.
Most modern speech recognition systems are based on Hidden Markov
Model (HMM) framework [12, 13, 14]. During the past two decades, there
have been substantial amounts of research aiming to improve the accuracy
and robustness of continuous speech recognition. For example, discriminative
training algorithms use alternative training criteria relevant to class discrim-
ination to update HMM models [15, 16, 17]; speaker adaptation methods
reduce the mismatch between the unseen speech data and the training data
used for building the models [18, 19, 20]; noise robustness techniques handle
the interference of additive and convolutional noise [21, 22].
Regardless of these advanced developments, the basic architecture of a
HMM-based speech recognizer remains the same, and Figure 2.1 illustrates
principle components of a continuous speech recognition system. Given an
audio waveform from a microphone, cepstral feature analysis is applied to ex-
tract a sequence of fixed size acoustic vectors, X = x1, ..., xT . The commonly
used acoustic features are Mel-frequency cepstral coefficients (MFCCs) [23]
and perceptual linear predictions (PLPs) [24]. The decoder then attempts to
find the sequence of words W = w1, ..., wL, which is most likely to generate
the observations. That is, the decoder will output the sequence such that
Wˆ = argmax
W
p(W |X). (2.1)
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Figure 2.1: Principal components of a continuous speech recognition
system. Adapted from [1].
Bayes’ Rule is used to convert (2.1) into the equivalent problem:
Wˆ = argmax
W
p(X|W )p(W ), (2.2)
where the likelihood p(X|W ) is determined by acoustic models and the prior
probability of sequence W , P (W ), is determined by a language model. The
most common language models are N-gram models in which the probabil-
ity of each word is conditioned only on its previous N-1 words, so that
p(w1, ..., wL) =
∏L
i=1 p(wi|wi−1...wi−N+1). These probabilities are estimated
by counting N-tuples in appropriate text corpora.
The basic unit in acoustic models is the phone. In practice, we convert
words into their corresponding phone sequences Y = y1, · · · , yN by a pro-
nunciation dictionary. The practical formula used for decoding is then:
Wˆ = argmax
W
p(X|Y )p(Y |W )p(W ), (2.3)
where the phone-level likelihood p(X|Y ) is computed by the acoustic models,
and p(Y |W ) is determined by the dictionary.
During the recognition operation, the decoder searches through all possible
word sequences, with very unlikely hypotheses being pruned to keep the
search tractable. When the end of utterance is reached, the most possible
hypothesis can be produced.
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The research work presented in this thesis focuses on changing acoustic
models using semi-supervised learning methods to improve the recognition
accuracy. Therefore, language models and dictionaries are assumed to be
fixed in a speech recognition system.
2.1.1 HMMs as Acoustic Models
In HMM-based speech recognition, the speech observations of a basic acoustic
unit, such as a phone, are assumed to be generated by a Hidden Markov
model. The generation process for speech observations O = [o1, ..., oT ], where
ot, 1 ≤ t ≤ T is a d dimensional spectral feature vector and T is the length of
observations, is as follows. At each time instance, the state transits with a
certain probability to either itself or the contiguous right state. A transition
matrix is used to denote probability aij of a transition from state i to state j.
When a state j is entered at the time instance t, an observation is generated
with a probability density function bj(ot), which will in general be mixtures
of Gaussians in most current speech recognition systems:
bj(ot) =
Mj∑
m=1
wjmN (ot;µjm,Σjm), (2.4)
whereMj is the number of Gaussian components in state j, wjm is the weight
for Gaussian m of state j with the constraint
∑Mj
m=1wjm = 1, and µjm and
Sigmajm are the means and covariance matrix of the Gaussian distribution:
N (o;µ,Σ) = (2pi)−
d
2 |Σ|−
1
2 exp
{
−
1
2
(o− µ)TΣ−1(o− µ)
}
. (2.5)
The use of a diagonal covariance matrix may give poor modeling of correlation
between different dimensions, but it is still widely used because of the low
computational cost and their successful use in state-of-the-art systems.
Each individual HMM for a base phone is usually configured to have three
states with only left-to-right transitions permitted.
The likelihood that a HMM M generates a particular speech sequence O
is
p(O|M) =
∑
Q
T∏
t=1
bq(t)(Ot)aq(t)q(t+1). (2.6)
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As the state q(t) for each time instance t is hidden, the likelihood is computed
as an expectation over all possible state sequences Q of the probability of the
speech observation O given that sequence.
2.1.2 Training of HMMs
To estimate the parameters of HMMs, a standard training is based on the
Maximum Likelihood (ML) criterion aiming to find a parameter set that max-
imizes the probability of the acoustic training data given the transcriptions
W and model parameters θ:
θˆ = argmax
θ
p(O|W, θ) = argmax
θ
log p(O|W, θ). (2.7)
Assume the state output model as single-Gaussian distribution first. As
the state for each frame are hidden values, direct optimization of Equa-
tion (2.7) with respect to θ is difficult. Alternatively, we use the expectation-
maximization (EM) algorithm [25] to solve the optimization problem.
The EM algorithm is an iterative parameter update procedure to maximize
likelihood of incomplete data. In each iteration of EM, the E-step computes
the expected complete-data log-likelihood also known as auxiliary functions
or Q-functions:
QML(θ, θ
(old)) =
∑
q∈Q
logP (O, q|θ)P (q|O, θ(old)), (2.8)
which is a lower bound for the log-likelihood. Then the M-step maximizes
this lower bound with respect to model parameters. Consequently, the log-
likelihood is guaranteed to either increase or at least remain the same after
each iteration.
The likelihood of the complete data given a state sequence is presented in
(2.6). Using this, the Q-function in (2.8) can be rewritten as
QML(θ, θ
(old)) =
∑
t,j
γj(t) log bj(ot) +
∑
t,i,j
ξij(t) log aij, (2.9)
where γj(t) is the posterior probability of the state being j at time t given
the training data:
γj(t) = p(q(t) = j|O, θ
(old)) (2.10)
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and ξij(t) is the posterior probability of the state pair i, j at time t− 1 and
t:
ξij(t) = p(q(t− 1) = i, q(t) = j|O, θ
(old)). (2.11)
The calculation of the above two state posterior distributions can be ef-
ficiently computed using the forward-backward algorithm, also known as
the Baum-Welch algorithm [26]. Briefly, the forward probability αj(t) =
p(o1, · · · , ot, qt = j|θ
(old)) and the backward probability βj(t) = p(ot+1, · · · , oT |qt =
j, θ(old)) are calculated in a recursive fashion:
αj(t) =
(∑
i
αi(t− 1)aij
)
bj(ot) (2.12)
βj(t) =
∑
i
ajibi(ot+1)βi(t+ 1). (2.13)
Then the state posterior probabilities are just
γj(t) =
αj(t)βj(t)
p(O|θ(old))
(2.14)
ξij(t) =
αj(t− 1)aijbj(ot)βj(t)
p(O|θ(old))
(2.15)
Extending from single-Gaussian distribution to GMM for the state output
model, the Gaussian component index is treated as another hidden variable
when formulating the auxiliary function in the E-step of EM. Accordingly,
the state-component posterior probability can be derived as [13]:
γjm(t) =
∑N
i=2 αi(t− 1)aijwjmbjm(ot)βj(t)
p(O|θ(old))
, (2.16)
where jm denote the m-th Gaussian component of state j, N is the number
of states, bjm(ot) is a Gaussian distribution N (ot;µjm,Σjm).
Maximizing the Q-function with respect to the model parameters results
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in the closed-form update formulas needed in the M-step of each iteration:
wˆjm =
∑
t γjm(t)∑
t,m γjm(t)
(2.17)
µˆjm =
∑
t γjm(t)o(t)∑
t γjm(t)
(2.18)
Σˆjm =
∑
t γjm(t)(o(t)− µˆjm)(o(t)− µˆjm)
T∑
t γjm(t)
. (2.19)
As this calculation for parameter re-estimate of HMMs requires both for-
ward and backward probabilities, it is also called the forward-backward al-
gorithm.
2.2 Automatic Prosody Labeling
Prosody refers to variations in pitch, loudness, tempo and rhythm in human
speech and covers a lot of suprasegmental phenomena such as syllable tone,
word stress, pause and intonation. It is used in everyday speech to convey
linguistic (e.g., focus, phrasing, and lexical tone) and para-linguistic infor-
mation (e.g., emphasis, emotion and intention attitude). Therefore, prosody
can be a useful information source to many natural language processing tasks
such as automatic speech recognition [27, 28, 29, 30], speech synthesis [31, 32],
topic segmentation [33], speech summarization [34], and etc.
One way to represent prosody events in spoken language is to categorize
the events with symbols drawn from a finite set. For example, the TOBI
(Tones and Break Indices) annotation system [35] is wildly used to represent
prosodic events happening in spoken English, including pitch accents and
prosodic breaks. A pitch accent can be broadly thought of as a prominence
or stress mark. Two basic types of accents, high (H) and low (L), are defined
based on the value of the fundamental frequency (F0) with respect to its
vicinity. In addition, a handful of accent categories such as low-high (L+H*)
and high-low (H+L*) are characterized by the shape of the F0 contour in
the immediate vicinity of the accent. Prosodic break indicates the perceived
degree of separation between lexical items (words) in the utterance. The
break indices range in value from 0 through 4, with 0 indicating no separation
and 4 indicating a full pause, such as at a sentence boundary.
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Prosody annotation of speech, for the purpose of linguistic analysis or other
downstream NLP applications, has been a difficult and time-consuming task;
it usually requires the expert knowledge of phonetics and linguistics. This
motivates research in automatic prosodic event detection, which tries to use
the power of machine learning to automatically annotate prosodic events in
speech [36, 37, 38, 39, 40, 41, 30].
Traditionally automatic prosodic labeling is based on supervised training
methodology, in which data marked with prosodic events are required to
train a classifier. All of them are supervised classification tasks that try to
map acoustic or/and lexical cues to prosodic events, such as those marked
by the ToBI scheme.
There have been a variety of approaches for the task of prosody detec-
tion. We categorize the approaches by whether they address a recognition
or classification problem. The prosody recognition problem takes an utter-
ance as an input and outputs a sequence of prosody events. HMMs [36, 42]
and conditional random fields [43, 44] have been proposed for the recogni-
tion problem. It is also possible to incorporate prosodic event model as a
by-product of speech recognition framework, by splitting acoustic unit ac-
cording to its prosodic context and tagging texts with prosodic event for
prosody language models [38, 30]. Another category of methods perform
independent classification of events at the word or syllable level, often with
contextual features based on surrounding words or syllables. Several pow-
erful classifiers have been exploited for the task, such as decision trees [36],
SVMs [41], logistic regressions [45], neural networks [42, 46] and maximum
entropy models [40].
In this thesis, we focus on the problem of automatic binary prosodic break
detection. Moreover, inspired by the special characteristics of Mandarin
speech, we propose a method to bootstrap prosodic models based on some
lexical cues.
2.2.1 Characteristics of Mandarin Speech
Chinese sentences are a string of characters without visual blanks to indicate
lexical word. Each character represents a syllable and also has a meaning.
In spoken Mandarin, a syllable has a tone, which is used to help differentiate
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the lexical meaning of the syllable. There are four different tones in Man-
darin, signaled by different pitch contour shapes, plus a neural tone, which
loses its original tone because it is unstressed. Similar to English, Mandarin
speech also has a prosodic structure consisting of different degrees of per-
ceived breaks. In Tseng’s multiphrase prosodic framework [47], the prosodic
units corresponding to different levels of breaks are, from bottom to top,
prosodic words, prosodic phrases, breath groups and prosodic phrase groups.
2.3 Semi-Supervised Learning
The goal of supervised learning is to learn a mapping from data x ∈ Rd
to label y ∈ {1, 2, ..C}, given a set of pairs of (xi, yi) as the training set.
Typically the pairs are assumed to be drawn i.i.d. (independently and iden-
tically distributed) from some distribution. In a semi-supervised learning
(SSL) problem, in addition to labeled pairs DL = {xi, yi}
l
i=1, we are given
another set of points DU = {xi}
l+u
i=l+1, of which the corresponding class labels
are unknown. This thesis investigates SSL algorithms for GMMs and HMMs
under this setting.
The goal of semi-supervised learning is to use unlabeled data to general-
ize the applicability of classifiers, as unlabeled data are more representative
of the data space in the target domain. Here we list some successful SSL
techniques based on different assumptions about how unlabeled data help
inference the model.
2.3.1 Missing Data Problem
For generative models, unlabeled data provide additional information on p(x)
to help estimate p(x|y). To this end, unlabeled data can be thought of as
incomplete data that miss label values. We can model the unlabeled data
using a generative model p(x) =
∑
y p(x|y)p(y), where the class value y
is unobserved. One can then apply the Expectation-Maximization (EM)
algorithm to find the maximum-likelihood estimate of the parameters of the
distribution p(x|y).
As an example, consider two labeled tokens (one labeled as positive and
another as negative) in Figure 2.2(a). Without the presence of unlabeled
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(a) Two labeled tokens and one test token.
(b) Two labeled data tokens with unlabeled data
shown as gray clusters and one test token.
(c) Two labeled data tokens with unlabeled data
shown as gray circles and one test token.
Figure 2.2: Decision boundary (dashed line) changes with presence of
unlabeled data.
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data, the decision boundary that separates the binary classes will be drawn
halfway between the two points, equally dividing the data space into two
half planes. The test token shown will be labeled as negative accordingly.
When unlabeled data are observed as the gray clusters in Figure 2.2(b),
EM can model the data generation as a mixture of two classes, each one
being a Gaussian distribution. The decision boundary then changes given
the unlabeled data, and therefore the test token is now labeled as a positive
one. We can see how unlabeled data change our belief about the hypothesis.
For real tasks, Nigram et al. [4] used mixture of multinomial to model
topics of the texts for the task of text classification, which learns from mixed
label and unlabeled data, and the resulting model outperformed the model
trained using only labeled data. Mixture of Gaussians has also been used for
model data of continuous values [48].
There are several problems with the EM approach. First, it has been
shown [11] that incorrect mixture model assumptions may cause unlabeled
data to degrade performance of the generative classifiers. To mitigate the
problem, a “mixture of mixture models” is usually implemented in practice
such that data from one class can be modeled by mixture of distributions [4,
48]. Second, EM may converge to a local maximum. To avoid the problem,
we either randomly start with different initial points for several times, or find
a good initial point by some other means. Third, the generative model may
not align directly with the goal of classification. Therefore, using unlabeled
data may not result in better classification performance.
2.3.2 Low-density Separation
For unlabeled data to be useful for discriminative models that directly esti-
mate p(y|x), it is essential to have one or more assumptions about the connec-
tion between the marginal distribution p(x) and the conditional p(y|x) [49].
The low-density separation assumption is one of the successful ones. It as-
sumes that the decision boundaries are unlikely to pass through high density
regions. Therefore, in the case shown in Figure 2.2, any algorithm based
on this assumption will push away the decision boundary from high density
regions, leading the boundary line to the final place shown in Figure 2.2(b).
Note that although it gives the same outcome as the EM approach, the ideas
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behind them are quite distinct. One approach based on this assumption is
Transductive SVM [5], which finds a linear decision boundary that has the
maximum margin between different classes on both labeled and unlabeled
data.
Another family of methods that are related to the low-density separation
assumption are graph-based methods. They are based on the assumption
that data live close to an intrinsic low-dimensional manifold, and nearby
data points with respect to the underlying manifold are likely to have the
same labels (the smoothness assumption) [50, 51, 52, 53]. Algorithms based
on this assumption are known to easily solve the situation shown in Fig-
ure 2.2(c), where unlabeled data provide a clear knowledge of data geometry,
and then class inference is naturally done as a consequence of the smoothness
assumption. While the actual manifold is unknown, it can be approximated
by an empirical graph from a large amount of data–each point is represented
by a node, and edges between nodes represent similarities between them.
2.3.3 Conditional Entropy Regularization
Model regularization by minimum conditional entropy (MCE) on unlabeled
data was first proposed in [6] in the context of semi-supervised learning.
They argue that unlabeled data are beneficial when classes are well separated.
By minimizing the class entropy on unlabeled data, the method assumes a
model prior that prefers minimal class overlap, and the weight on the entropy
regularizer is interpreted as a way to control the contribution of unlabeled
data. We argue that conditional entropy regularizer does not necessarily
make the decision boundary pass through low-density regions, and it still can
benefit class inference even in the case with a high degree of class overlap.
If the data has no class overlap, like the situation in Fig. 2.2(b), then MCE
together with two labeled tokens will put the decision boundary through
low-density regions between two gray clusters since this replacement will
result in a minimum conditional entropy. Now we consider the case in which
two classes (y = ±1) overlap, for example in Fig. 2.3, where there are two
overlapped Gaussian classes with mean 0.5 and -0.5 respectively and identity
variances. Fig. 2.3(a) shows the true Gaussian distribution of two classes,
with the optimal Bayes decision boundary at x = 0 (the point where p(y =
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Figure 2.3: Two overlapped Gaussian classes with mean 0.5 and -0.5 and
identity variance. The dashed line is the decision boundary, drawn at the
point where p(y = 1|x) = 0.5. Note that in (c), MCE training only adjusts
the means of two Gaussians, starting from the model in Fig. 2.3(b).
1|x) = 0.5, plotted by a dashed line). Suppose we have 990 unlabeled tokens
and 10 labeled tokens from both positive and negative class. Fig. 2.3(b) shows
the fitted model using 10 labeled tokens by maximum likelihood estimation.
In this scenario, MCE places the decision boundary at x = 0, which are the
region with the highest density, as shown in Fig. 2.3(c). Therefore, a decision
boundary through low-density regions is not always an outcome of MCE.
Without any constraints, MCE will put the decision boundary, where the
classifier has the most uncertainty (p(y = 1|x) = 0.5), in low-density regions
to minimize conditional entropy. For example, without any labeled data,
MCE will simply classify all unlabeled data into one single class. Whenever
labeled data exists, they place constraints on the possible regions of the
decision boundary, including high-density regions.
While MCE are able to place the decision boundary at the optimal point
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x = 0, the means of MCE models are farther away from the boundary line,
compared to the real distribution in Fig. 2.3(b). MCE forces the class pre-
diction at unlabeled data points as certain as possible, (p(y = 1|x) close to 1
or 0), resulting in a sharper posterior line (p(y = 1|x)) and a more separated
class distribution, which potentially plays a crucial role in determining the
correct decision boundary.
Several discriminative models such as logistic regression classifier [6] and
conditional random fields [54] have been shown to benefit from unlabeled
data by entropy minimization.
2.3.4 Related Work for Speech Recognition
As explained in Chapter 1, the complexity of speech recognizer architec-
ture prevents the development of theoretical SSL methods in the context of
speech recognition. As a result, confidence-based self-training methods re-
main standard in the speech recognition field [8, 9, 10]. Here we summarize
some alternative research directions to self-training that we have observed in
recent years.
Graph-based methods derive a training objective based on the assumption
that the data live close to an intrinsic low-dimensional manifold, and nearby
data points with respect to the underlying manifold are likely to have the
same labels [52, 53]. The approaches in [52, 53] focus on direct modeling
of the posterior probability p(y|x), where x is the input spectral features
and y is the output target label (phone class), by nonparametric models or
multiple-layered perceptrons. While the graph-based approach shows to be
effective for phonetic classification, it is not easy to extend the work to the
general speech recognition framework.
Different front-end features or recognition systems usually produce recog-
nition results that have different error patterns from each other. Multi-view
learning makes use of this observation and tries to combine multiple rec-
ognizers to have a better labeling on unlabeled data; it is essentially an
improved version of self-training. While its theoretical foundation is limited,
multi-view learning has shown to have better performance than ‘single-view’
self-training a on broadcast news speech-to-text tasks [55].
In a very recent work, the multi-objective framework [56] is probably the
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most relevant work to the approach presented in this thesis. The authors pro-
posed a hybrid criterion of the maximum mutual information (MMI) between
speech signals and their references for the labeled data, and the maximum
entropy of the unlabeled speech signals. It has shown a slightly better per-
formance than self-training-based MMI training on broadcast news data.
2.3.5 Related Work for Automatic Prosody Detection
There have been a few attempts to learn prosodic events without supervision.
Both methods in [57] and [58] first applied a clustering algorithm to partition
the acoustic space into the predetermined number of classes, and then used
a heuristic rule to uncover the map between the cluster and the prosody
labels.1
Levow [57] used only acoustic features for English pitch accent and Chinese
tone classification task, while Ananthakrishnan and Narayanan [58] used the
clustering algorithm on the acoustic space and then used lexical and syntac-
tic cues together with some reliable representatives of each cluster identified
by clustering-related metrics to further refine the classification. For English
broadcast-style speech on the Boston University Radio News Corpus [59],
Levow achieved 78% classification accuracy for pitch accent, and Ananthakr-
ishnan and Narayanan achieved 77.8% for pitch accent and 88.5% for bound-
ary, which compared well with supervised classifiers (86.4% and 91.4% for
pitch accent and boundary, respectively).
Levow [57] also successfully applied manifold regularization, a kind of
graph-based method as a semi-supervised learning framework to English
pitch accent classification. The experiments on Mandarin read speech and
broadcast news and English broadcast news showed that it outperformed
the supervised classifier using only labeled data. However, it did not com-
pare with other baseline approaches that also use unlabeled data, such as
self-training methods. Therefore it is not known that how much benefit was
gained by the theoretical graph-based learning framework.
Co-training for prosodic event detection was investigated in [46], in which
acoustic-based and syntactic-based classifier taught one another; each clas-
sifier is used alternately to label new examples from the unlabeled pool.
1Levow [57] directly assigned the cluster the most frequent label associated with that
cluster for the purpose of evaluation.
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Their method led to F measure performance approaching supervised base-
lines, while using only 3% of the supervised labeled data.
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Chapter 3
Semi-Supervised Learning for Phone
Classification
3.1 Phone Classification
In the task of phone classification, we assume that the time boundary in-
formation for phone segments is available, and the classifier independently
labels the phone identity to each segment. We first formulate our prob-
lem setting for phone classification. In our case, x ∈ Rn represents the
n-dimensional spectral feature vector associated with a phone occurrence;
y ∈ {1 · · ·C} is the class label, being one of C phonetic classes. The classi-
fying rule f : Rn → {1 · · ·C} for any test token x is based on Bayes’ rule,
yˆ = f(x) = arg max
y∈{1···C}
p(x|y)p(y), (3.1)
where p(y) is the class prior estimated from the labeled set of training data,
and the conditional distribution p(x|y), y ∈ {1 · · ·C} is modeled using Gaus-
sian Mixture Models (GMM),
p(x|y = c) =
M∑
m=1
wcmN(x;µcm,Σcm), (3.2)
where wcm is the weight for component m of class c satisfying
∑M
m=1wcm =
1, wcm ≥ 0.
Suppose we are given a set of points XL = {xi}
l
i=1, for which labels YL =
{yi}
l
i=1 are provided, and another set of points XU = {xi}
l+u
i=l+1, of which
the corresponding class labels are unknown. Our goal is to learn GMM
parameters θ = {µcm,Σcm} for a better classification accuracy than what
can be achieved using the labeled set (XL,YL) alone.
With labeled data, we usually train GMMs based on Maximum-Likelihood
(ML) criteria. In a nutshell, ML-estimated models aim to find an accurate
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description of given training data. To further improve the classification ac-
curacy of the models, discriminative training that has a different training
objective is usually applied to update the models again. For example, Maxi-
mumMutual Information (MMI) criteria aim to make the separation between
the correct class and other incorrect classes as large as possible.
Following the same direction, we first look at semi-supervised generative
training criteria which incorporate unlabeled data in a generative model and
aim to maximize the total data likelihood over both labeled and unlabeled
data. From the generative perspective, large volumes of unlabeled data are
expected to help estimate a more accurate model. Next we explore two
semi-supervised discriminative training criteria by which we try to keep the
advantage of discriminative training while incorporating additional improve-
ments from unlabeled data.
In the following sections, we will first review the supervised training meth-
ods that are conventionally used to estimate GMM parameters, followed by
the proposed semi-supervised training methods.
3.2 Supervised Training Criteria
3.2.1 Maximum Likelihood
With labeled data (XL,YL), GMM parameters can be estimated using gen-
erative criteria such as maximum likelihood (ML). That is, we wish to find
the parameter set that maximizes the log-likelihood that the models generate
the training data (XL,YL),
FML (θ) = log p(XL|YL; θ) =
l∑
i=1
log p(xi|yi; θ). (3.3)
Here log p(YL) is ignored because the quantity is independent of GMM pa-
rameters. The resulting model set is conveniently called ML models.
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3.2.2 Maximum Mutual Information / Conditional Maximum
Likelihood
It is well known that the classification accuracy of ML models can be fur-
ther improved by discriminative training criteria such as maximum mutual
information (MMI). MMI is to maximize the mutual information between
the class label Y (phonetic identity in phone classification, or word sequence
in speech recognition) and the acoustic observation X, I(X, Y ). Because the
joint distribution of the class labels and observations is unknown, we approx-
imate it with the empirical distributions over training data (xi, yi), resulting
in:
I(X, Y ) =
∑
x
∑
y
p(x, y) log
p(x, y)
p(x)p(y)
≈
1
l
l∑
i=1
log
p(xi, yi)
p(xi)p(yi)
.
(3.4)
Given that p(yi) is fixed when we update the acoustic model parameters,
this is equivalent to maximizing the average log-posterior probability of the
correct class label, 1
l
∑l
i=1 log p(yi|xi), and can be called as Conditional Maxi-
mum Likelihood criteria. Here we keep the terminology ‘MMI’ to correspond
to the conventional terminology used in speech recognition field, implying
the potential extension to the recognition problem.
We compute this value in the following way:
FMMI (θ) =
1
l
l∑
i=1
log p(yi|xi) (3.5)
=
1
l
l∑
i=1
log
pθ (xi|yi) p (yi)∑
c pθ (xi|c) p (c)
(3.6)
=
1
l
l∑
i=1
log pθ(xi|yi)p(yi)−
1
l
l∑
i=1
log
∑
c
pθ(xi|c)p(c). (3.7)
By maximizing the values of (3.7), we make the probability of the data
belonging to the correct label more likely and all other labels more unlikely,
discriminating the class from all other competing classes.
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3.3 Semi-Supervised Maximum Likelihood Estimation
3.3.1 Training Criteria
With the generative criteria such as ML, unlabeled data can be naturally
incorporated into the generative framework. In particular, we will update
the model parameters to maximize the likelihood of the joint labeled and
unlabeled data,
JML−ML(θ) = logP (XL,YL,XU ; θ)
= logP (XL|YL; θ) + α logP (XU ; θ)
=F (DL)ML (θ) + αF
(DU )
ML (θ),
(3.8)
where
F (DL)ML (θ) =
1
l
l∑
i=1
log p(xi|yi; θ), (3.9)
and
F (DU )ML (θ) =
1
u
l+u∑
i=l+1
log p(xi; θ) =
1
u
l+u∑
i=l+1
log
C∑
y=1
p(xi|y; θ)p(y). (3.10)
The second line in Equation (3.8) ignores the term p(YL), as it is unrelated
to change of the parameters θ. Here we normalize the likelihood quantity of
the data set by its size first and use the weight α to balance the impacts of
two data sets on the training process.
3.3.2 Parameter Optimization
Since the overall objective in Equation (3.8) is a sum of log likelihoods over
the labeled and unlabeled data set, the EM algorithm used for maximum
likelihood estimation can be easily extended to this case.
For GMM phone models, the hidden data variables associated with labeled
acoustic data (XL,YL) are their mixture component memberships, and asso-
ciated with unlabeled data XU are their mixture component memberships as
well as phone class memberships.
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First, the auxiliary function is
QML−ML(θ, θ
(old)) =
1
l
l∑
i=1
K∑
m=1
pθ(old) (m|xi, yi) log pθ (xi,m|yi)
+
1
u
l+u∑
i=l+1
C∑
y=1
K∑
m=1
pθ(old) (m, y|xi) log pθ (xi, y,m)
=
1
l
l∑
i=1
K∑
m=1
pθ(old) (m|xi, yi) log [wyimN (x|µyim,Σyim)]
+
1
u
u∑
i=l+1
C∑
y=1
K∑
m=1
pθ(old) (m, y|xi) log [p(y)wymN (x|µym,Σym)] .
(3.11)
In each iteration of EM, we update the model parameter θ to maximize
QML−ML(θ, θ
(old)). Maximization is obtained by taking a partial derivative
with respect to θ ant setting it to zero. For Gaussian component weights, an
additional Lagrange multiplier needs to be added to the original function to
take care of the constraint
∑K
m=1wyk = 1, ∀y:
∂
∂wym
[
1
l
l∑
i=1
pθ(old) (m|xi, yi) logwyim +
1
u
l+u∑
i=l+1
pθ(old) (y,m|xi) logwym
+θ
(
K∑
m=1
wym − 1
)]
= 0, (3.12)
or
1
wym
[
1
l
l∑
i=1:yi=y
pθ(old) (m|xi, y) +
1
u
l+u∑
i=l+1
pθ(old) (y,m|xi)
]
= −θ. (3.13)
Summing both sides over m, we get that
θ = −
(
1
l
l∑
i=1,yi=y
1 +
1
u
l+u∑
i=l+1
pθ(old) (y|xi)
)
, (3.14)
resulting in the following re-estimation formula:
wˆym =
γ
(DL)
ym + αγ
(DU )
ym
1
l
N
(DL)
y + αu
∑l+u
i=l+1 pθ(old) (y|xi)
, (3.15)
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where N
(DL)
y =
∑l
i=1,yi=y
1, and the two posterior probabilities are calculated
as follows.
γ(DL)ym =
1
l
l∑
i=1,yi=y
pθ(old) (m|xi, y) =
1
l
l∑
i=1,yi=y
wymN (xi|µym,Σym)∑k
m=1wymN (xi|µym,Σym)
(3.16)
γ(DU )ym =
1
u
l+u∑
i=l+1
pθ(old) (y,m|xi) =
1
u
l+u∑
i=l+1
p(y)wymN (xi|µym,Σym)∑C
y=1
∑k
m=1 p(y)wymN (xi|µym,Σym)
.
(3.17)
Similarly, the re-estimation formulas for Gaussian mean and covariance
parameters can be obtained as follows:
µˆym =
γ
(DL)
ym (x) + αγ
(DU )
ym (x)
γ
(DL)
ym + αγ
(DL)
ym
, (3.18)
Σˆym =
γ
(DL)
ym (x2) + αγ
(DU )
ym (x2)
γ
(DL)
ym + αγ
(DL)
ym
, (3.19)
where
γ(DL)ym (x) =
1
l
l∑
i=1,yi=y
xipθ(old) (m|xi, y) (3.20)
γ(DU )ym (x) =
1
u
l+u∑
i=l+1
xipθ(old) (y,m|xi) (3.21)
γ(DL)ym (x
2) =
1
l
l∑
i=1,yi=y
(xi − µym)(xi − µym)
′pθ(old) (m|xi, y) (3.22)
γ(DU )ym (x
2) =
1
u
l+u∑
i=l+1
(xi − µym)(xi − µym)
′pθ(old) (y,m|xi) (3.23)
3.4 MMI with ML Regularization
3.4.1 Training Criteria
As discriminative training is a useful method to improve classification accu-
racy, our goal is to keep the advantage of discriminative training while in-
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corporating additional improvements from unlabeled data. Especially, when
the amount of labeled data is limited, it is easy for discriminative training
criteria such as MMI to over-fit the training data and generalize poorly to
unseen data. To alleviate this problem, we first propose to add the total
log likelihood of unlabeled data as a regularization term into the supervised
discriminative objective. In this way, unlabeled data place an additional
constraint in a maximum likelihood sense on the parameters estimated from
labeled data.
This results in a hybrid discriminative/generative objective function that
combines the discriminative criterion for labeled data and the generative
criterion for unlabeled data:
JMMI−ML(θ) =F
(DL)
MMI(θ) + αF
(DU )
ML (θ)
= logP (YL|XL; θ) + α logP (XU ; θ),
(3.24)
and we choose the parameters so that (3.24) is maximized:
θˆ = argmax
θ
JMMI−ML (θ) . (3.25)
The first component considers the log posterior class probability of the
labeled set whereas the second component considers the log likelihood of the
unlabeled set weighted by α. The two components are different in scale; the
scales of the posterior probability and the likelihood are essentially different,
and so are their gradients. While the weight α balances the impacts of two
components on the training process, it may also implicitly normalize the
scales of the two components.
3.4.2 Weak-Sense Auxiliary Functions for Function
Optimization
The objective function (3.24) can be rewritten as
F(θ) = logP (XL|YL; θ)− logP (XL; θ)
+ α logP (XU ; θ),
(3.26)
where the term logP (YL; θ) is removed because it is independent of acous-
tic model parameters. As the objective function now contains a negated
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likelihood term, an optimization procedure as convenient as EM is not avail-
able here. Instead, we use the techniques proposed in [16], which involves
formulating weak-sense auxiliary functions for the objective.
We start with introducing strong-sense auxiliary functions. Recall that
ML criteria can be optimized by the EM algorithm, in which an auxiliary
function is introduced as a lower bound of the likelihood. Based on Jensen’s
inequality to the log-likelihood, it can be guaranteed that the increase of the
auxiliary function will not decrease the log-likelihood. An auxiliary function
with such property is referred as a strong-sense auxiliary function in [16]. In
general, if a function F(θ) is to be maximized, then Q(θ, θ(old)) is a strong-
sense auxiliary function for F(θ) around the point θ(old), iff
Q(θ, θ(old))−Q(θ(old), θ(old)) ≤ F(θ)−F(θ(old)) (3.27)
for parameter θ around the point θ(old).
However, it is hard to find a strong-sense auxiliary function for the objec-
tives, such as supervised MMI training (3.7) and our semi-supervised hybrid
training ones (3.26), that have a negative log-likelihood. To optimize such
objectives, a weak-sense auxiliary function can be used. A weak-sense aux-
iliary function for a criterion F(θ) is a smoothing function G(θ, θ(old)) which
has the same gradients as F(θ) at the current model parameters θ(old):
∂G(θ, θ(old))
∂θ
∣∣∣∣
θ=θ(old)
=
∂F(θ)
∂θ
∣∣∣∣
θ=θ(old)
. (3.28)
Unlike strong-sense auxiliary function, increase of G(θ, θ(old)) does not guar-
antee an increase of F(θ). However, if G(θ, θ(old)) reaches a local maximum
at θˆ, or the gradient is zero at θˆ, F(θˆ) is also guaranteed to be at a local
maximum. In other words, if the parameter updates based on maximizing
G(θ, θ(old)) converges, then it will be a local maximum of F(θ) as well. Weak-
sense auxiliary functions provide a solution for optimizing criteria for which
strong-sense auxiliary functions cannot be easily obtained. The correspond-
ing optimization procedures are the same as those for strong-sense auxiliary
functions.
The optimization is an iterative procedure, with two steps in each iteration,
similar to EM:
1. Given the parameter set θ(old) from the last iteration, construct a weak-
28
sense auxiliary function G(θ, θ(old)) around θ(old).
2. Maximize G(θ, θ(old)) with respect to θ and update θ accordingly.
And we repeat steps 1 and 2 until F(θ) converges.
However, it is possible that a weak-sense auxiliary function does not have
a good convergence property because it is not necessarily a convex/concave.
To improve stability in optimization, a useful smoothing function is added
to the weak-sense auxiliary function. This smoothing function is a function
of θ, that has a maximum at θ = θ(old), or
∂S
(
θ, θ(old)
)
∂θ
∣∣∣∣∣
θ=θ(old)
= 0. (3.29)
Since the gradient of the smoothing function is zero at θ(old), the overall
auxiliary function after adding a smoothing function is still a weak-sense
auxiliary function, but it is now more concave around θ(old) because of the
smoothing function and therefore has a better convergence property.
In the following sections we will first see how to construct weak-sense
auxiliary functions for MMI-ML criteria, and then derive the model update
formulas by function maximization.
3.4.3 Weak-Sense Auxiliary Function for MMI-ML
For MMI-ML criteria defined in Equation (3.26), an appropriate weak-sense
auxiliary function can be defined as
GMMI−ML =Qnum(θ, θ
(old))−Qden(θ, θ
(old))
+ αQunl(θ, θ
(old)) +Qsm(θ, θ
(old)),
(3.30)
where Qnum(θ, θ
(old)) is the strong-sense auxiliary function for the first likeli-
hood part of Equation (3.26),
Qnum(θ, θ
(old)) =
1
l
l∑
i=1
K∑
m=1
pθ(old) (m|xi, yi) log pθ (xi,m|yi)
=
1
l
l∑
i=1
K∑
m=1
pθ(old) (m|xi, yi) log [wyimN (x|µyim,Σyim)] ,
(3.31)
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and ‘num’ indicates that it corresponds to the numerator term in the poste-
rior calculation in Equation (3.6); Qden(θ, θ
(old)) is the strong-sense auxiliary
function for the second (marginalized) likelihood in Equation (3.26),
Qden(θ, θ
(old)) =
1
l
l∑
i=1
C∑
y=1
K∑
m=1
pθ(old) (m, y|xi) log pθ (xi, y,m)
=
1
l
l∑
i=1
C∑
y=1
K∑
m=1
pθ(old) (m, y|xi) log [p(yi)wymN (x|µym,Σym)] ,
(3.32)
and ‘den’ indicates that it corresponds to the denominator term in the poste-
rior calculation in Equation (3.6). Similarly, Qunl(θ, θ
(old)) is the strong-sense
auxiliary function for the likelihood of unlabeled data in Equation (3.26):
Qunl(θ, θ
(old)) =
1
u
u∑
i=l+1
C∑
y=1
K∑
m=1
pθ(old) (m, y|xi) log [p(yi)wymN (x|µym,Σym)] .
(3.33)
The outcome of the first three terms Qnum − Qden + αQunl is a weak-sense
auxiliary function. Qsm is an appropriate smoothing function of θ to improve
the convergence property of the overall auxiliary function, and is designed
such that its gradient is zero at θ = θ(old), as described later in Section 3.4.4.
3.4.4 Parameter Optimization
By differentiating the weak-sense auxiliary function in Equation (3.30) with
respect to the model parameters and setting it to zero, a closed-form solution
for parameter update can be derived.
To derive the update formulas, we first consider the partial derivative of
the logarithm of Gaussian distribution with respect to µym:
∂
∂µym
logN (x|µym,Σym)
=
∂
∂µym
{
−
1
2
[
(x− µym)
′Σ−1ym(x− µym) + log |Σym|
]
+∆
}
=Σ−1ym(x− µym),
(3.34)
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where ∆ is the normalizing constant.
Therefore, the gradient of GMMI−ML with respect to µym is
∂GMMI−ML
∂µym
=
∂Qnum
∂µym
−
∂Qden
∂µym
+ α
∂Qunl
∂µym
+
∂Qsm
∂µym
=
1
l
l∑
i=1:yi=y
pθ(old) (m|xi, y) Σ
−1
ym(xi − µym)
−
1
l
l∑
i=1
pθ(old) (y,m|xi) Σ
−1
ym(xi − µym)
+α
1
u
l+u∑
i=l+1
pθ(old) (y,m|xi) Σ
−1
ym(xi − µym) +
∂Qsm
∂µym
=Σ−1ym
[
γnumym (x)− γ
den
ym (x) + αγ
unl
ym (x)
−
(
γnumym − γ
den
ym + αγ
unl
ym
)
µym
]
+
∂Qsm
∂µym
,
(3.35)
where
γnumym =
1
l
l∑
i=1:yi=y
p (m|xi, y)
γdenym =
1
u
l∑
i=1
p (m, y|xi)
γnumym (x) =
1
l
l∑
i=1:yi=y
xip (m|xi, y)
γdenym (x) =
1
u
l∑
i=1
xip (m, y|xi) .
(3.36)
γym is the sum of the posterior probabilities of occupation of mixture com-
ponent m of class y over the dataset; γym(x) is the weighted sum of x for
mixture componentm of class y over the whole dataset with the weight being
the posterior probability.
We then construct a smoothing function in a way such that its gradient is
zero at θ = θ(old), and also of a similar form to other terms in Equation (3.35),
∂Qsm
∂µym
= Σ−1ym(Dymµ
(old)
ym −Dymµym), (3.37)
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where Dym is a component-dependent constant.
Substituting (3.37) into (3.35) and setting the equation to zero, we obtain
the update equations for the class j and mixture m given as follows:
µˆym =
γnumym (x)− γ
den
ym (x) + αγ
unl
ym (x) +Dymµ
(old)
ym
γnumym − γ
den
ym + αγ
unl
ym +Dymµ
(old)
ym
(3.38)
3.5 MMI with NCE Regularization
3.5.1 Training Criteria
The second regularization term to MMI training that we propose is the neg-
ative conditional entropy measured on unlabeled data. In other words, the
goal is to minimize the conditional entropy measured on unlabeled data along
with maximizing the averaged log posterior probability on labeled data. In-
tuitively, the conditional entropy regularizer encourages the model to have
as great a certainty as possible about its class prediction on the unlabeled
data. In this sense, minimum conditional entropy is a discriminative training
criterion for unlabeled data. This method is simple but surprisingly effective.
Particularly, the estimator of GMM parameters θ is the maximizer of the
following objective,
JMMI−NCE =F
(DL)
MMI(θ)− αH
(DU )
emp (Y |X; θ)
=
1
l
l∑
i=1
log pθ(yi|xi) + α
1
u
l+u∑
i=l+1
∑
y
pθ(y|xi) log pθ(y|xi),
(3.39)
where the posterior probability is computed by
pθ(y|xi) =
p(x|y; θ)p(y)∑
y′ p(x|y
′; θ)p(y′)
. (3.40)
That is, we augment the original log posterior criterion on the labeled data
with a conditional entropy regularizer on the unlabeled data. The real joint
distribution (x, y) is unknown, so we approximate the conditional entropy
with the empirical distribution estimated from unlabeled data.
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The regularizer encourages the model to have as great a certainty as possi-
ble about its class prediction on the unlabeled data and therefore reinforces
the confidence of the classifier output.
3.5.2 Optimization: Gradient Descent Methods
We optimize the training objective in Equation (3.39) with respect to GMM
parameters by gradient descent methods.1 The steepest descent method, us-
ing directly the gradient of the function, converges too slowly. To improve the
convergence speed, we use the preconditioned conjugate gradient methods,
in which the search direction is computed based on the first-order gradients
of the objective. In the following, we will first show the gradients and then
explain our implementation of the conjugate gradient method.
The gradient of the objective function is
∂JMMI−NCE
∂θ
=
∂FMMI
∂θ
− α
∂Hemp
∂θ
, (3.41)
consisting of the gradients of two components, shown respectively in the
following.
In general, the gradient of MMI with respect to a model parameter is:
∂FMMI
∂θ
=
∂
∂θ
l∑
i=1
[
log pθ(xi|yi)− log
∑
y′
p(y′)pθ(xi|y
′)
]
=
l∑
i=1
∂
∂θ
log pθ(xi|yi)−
∑
y′ p(y
′)pθ(xi|y
′) ∂
∂θ
log p(xi|y
′)∑
y′ p(y
′)pθ(xi|y′)
.
(3.42)
1We actually apply gradient ascents as we are to maximize the objective.
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For the gradient with respect to mean vectors, first we consider
∂
∂µym
log p(xi|y) =
1
p(xi|y)
∂
∂µym
K∑
m=1
wymN (xi|µym,Σym)
=
wym
p(xi|y)
∂
∂µym
[
1
(2pi)d/2|Σ|1/2
exp
(
−
1
2
(x− µym)Σ
−1
ym(x− µym)
′
)]
=Σ−1ym(x− µym)
wymN (xi|µym,Σym)
p(xi|y)
=Σ−1ym(x− µym)p(m|xi, y),
(3.43)
and ∂
∂µym
log p(xi|y) = 0 for y
′ 6= y. Substituting (3.43) into (3.42), the
gradient with respect to µ is:
∂FMMI
∂µym
=Σ−1ym
l∑
i=1,yi=y
(xi − µym)p(m|xi, θy) [δ(yi = y)− p(y|xi)]
=Σ−1ym
[
(γnumym (x)− γ
den
ym (x))− (γ
num
ym − γ
gen
cm )µym
]
,
(3.44)
where the occupancy probabilities γnumym γ
den
ym , γ
num
ym (x), andγ
den
ym (x) have been
defined in (3.36).
Next we consider the gradients of the conditional entropy:
∂Hemp
∂θym
=
1
u
l+u∑
i=l+1
∑
y′
p(y′|xi)(1 + log p(y
′|xi))
∂ log p(y′|xi)
∂θym
. (3.45)
For the gradient with respect to mean vectors, because ∂ log p(y′|xi)/∂µym =
Σ−1ym(xi − µym)p(m|xi, θy) [δ(y
′ = y)− p(y|xi)], we can derive
∂Hemp
∂µym
=
1
u
Σ−1ym
l+u∑
i=l+1
p(y|xi)(xi − µym)p(m|xi, θy)
·
[
log p(y|xi)−
∑
y′
p(y′|xi) log p(y
′|xi)
]
= Σ−1ym
(
γentym(x)− γ
ent
ymµym
)
,
(3.46)
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where
γentym =
1
u
l+u∑
i=l+1
[
log p(y|xi)−
∑
y′
p(y′|xi) log p(y
′|xi)
]
p(y,m|xi, θ),
γentym(x) =
1
u
l+u∑
i=l+1
[
log p(y|xi)−
∑
y′
p(y′|xi) log p(y
′|xi)
]
xip(y,m|xi, θ).
(3.47)
3.5.3 Conjugate Gradient Methods
Conjugate gradient methods are known to accelerate the convergence rate
of steepest descent by using a set of conjugate directions generated from
gradient vectors [60]. Specifically, the update formula is θk+1ym = θ
k
ym + η
kdk,
where the superscript k represents the k-th iteration, d is the conjugate search
direction, and η is the step size.
The convergence rate can be further improved by introducing a scaling
matrix to search directions such that the transformed local quadratic form
becomes more spherical [61], which is known as preconditioned conjugate
gradient. While a perfect choice of scaling matrix is the inverse of Hessian
(second-order derivatives matrix) at the local point, we found that the local
Hessian of our objective function, with respect to µym, can be approximated
as being proportional to Σ−1ym. To see this, if we assume the mixture/class
occupation probabilities p(m|xi, y) and p(m, y|xi) in Equation (3.36) and
(3.47) remain roughly the same with respect to a small change in µym, the
second-order derivative of the objective function, which is the first-order
derivative of Equation (3.44) plus (3.46), is approximated as
∇2µymJ ≈
[
γentym − (γ
num
ym − γ
den
ym )
]
Σ−1ym. (3.48)
Therefore, we scale the search direction by the approximation of the inverse
of Hessian, Σym. The search directions after scaling are generated by
d0 = Σym · ∇µymJ(µ
0
ym)
dk = Σym · ∇µymJ(µ
k
ym)− β
kdk−1, (3.49)
35
where
βk =
∇J(µkym)
T
Σym(∇J(µ
k
ym)−∇J(µ
k−1
ym ))
∇J(µk−1ym )
TΣym∇J(µk−1ym )
. (3.50)
The step size ηk is obtained by line maximization,
J(µkym + η
kdk) = maxηJ(µ
k
ym + ηd
k). (3.51)
The Armijo rule [60] is used to do the line search, which needs the value J(·)
at each search point. In order to limit computational complexity of the line
search, we use a random subset (10% of the training set) to compute the
objective function for η selection. In our experiments, usually only one or
two iterations were needed for line maximization.
3.6 Relation to Other Work
As MMI is likely to over-fit the training data, several techniques have been
developed to improve the generalization to unseen data. The H-criterion,
which is an interpolation of the MMI and ML objective functions, is pro-
posed in [62]. I-Smoothing [16] is a variant of H-criterion, incorporating the
information from ML statics as a prior over the parameters of each Gaussian.
While we share the same goal of smoothing MMI estimates, our MMI-ML
objective is different in that the ML criterion in our objective function is for
unlabeled data while that in the H-criterion and I-Smoothing is for labeled
data. In fact, it is possible to add an additional I-smoothing term to our
current training criteria and let the development set decide the balancing
coefficients between individual terms.
MMI-ML criterion is a hybrid discriminative/generative objective. For su-
pervised learning, a similar strategy termed as multi-conditional learning has
been proposed in [63] and shown to outperform both purely discriminative
and generative training for text applications. Our objective can be thought
of its extension to semi-supervised learning problems.
Conditional entropy measure was first introduced in the context of semi-
supervised learning in [6], specifically for discriminative classifiers such as lo-
gistic regression models. Jiao et al. [54] then extended this idea to conditional
random fields. Both of the methods demonstrated encouraging improvements
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over the model using labeled data only, whereas self-training might give little
improvement [54]. In [64], conditional entropy is used for n-gram language
model adaptation in speech recognition and showed significant improvement.
The method of [64] can be also seen as a semi-supervised learning approach,
in the sense that the initial language model estimated from the transcribed
data serves as prior knowledge in their training criterion. While our training
criterion is in the same spirit, we extend such regularization to discriminative
training of acoustic models.
3.7 Experiments
3.7.1 Data
To evaluate the performance of our approach, we conducted experiments on
phonetic classification using the TIMIT corpus [65]. Here we assume the
phone boundaries are given, and the task is to assign the phone identity to
each phone segment. The start and end time stamps provided in the hu-
man transcription are used to segment phones for the phone classification
experiments. A total of 61 phone labels were used in the original transcrip-
tions. Following the method in [66], these 61 phone labels are grouped into
48 folded phone labels that are then modeled with GMM models. Table 3.1
lists the 48 phone labels and their example words.
We trained models for these 48 phone classes. For final evaluation, we
followed the standard practice proposed in [66] to merge the classifier outputs
into 39 classes. The phone pairs [el,l], [en, n], [sh, zh], [ao, aa], [ih, ix], [ah,
ax], and [sil, cl, vcl, epi] are treated as the same phone categories when phone
classification accuracy are calculated.
We extracted 50 speakers out of the NIST complete test set to form the
development set for tuning the value of α in (3.24) and (3.39). The rest
of the NIST test set formed our evaluation test set. The development and
evaluation test set here are the same as the development set and ‘fulltest’ set
defined in [67]. Phone classification accuracy is defined as
Accuracy = 100%×
#. correctly classified phone segments
#. total segments
. (3.52)
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Table 3.1: List of 48 phones in the TIMIT corpus that are used for
acoustic modeling.
Phone Example Phone Example
aa bott iy beet
ae bat jh joke
ah but k key
ao bought l lay
aw bout m mom
ax about n noon
ay bite ng sing
b bee ow boat
ch choke oy boy
cl (unvoiced closure) p pea
d day r ray
dh then s sea
dx dirty sh she
eh bet sil (silence)
el bottle t tea
en button th thin
epi (epenthetic silence uh book
er bird uw boot
ey bait v van
f fin vcl (voiced closure)
g gay w way
hh hay y yacht
ih bit z zone
ix debit zh azure
We used segmental features [67] in the phonetic classification task. For
each phone occurrence, a fixed-length vector was calculated from the frame-
based spectral features (12 PLP coefficients plus energy) with a 5 ms frame
rate and a 25 ms Hamming window. More specifically, we divided the frames
for each phone segment into three regions with 3-4-3 proportion, plus the 30
ms regions beyond the start and end time of the segment, and calculated the
PLP average over each region. Three averages plus the log duration of that
phone gave a 61-dimensional (12× 5 + 1) measurement vector.
To create a semi-supervised learning problem, the standard NIST training
set was randomly divided into the labeled and unlabeled sets with different ra-
tios, where we assumed the phone class labels in the unlabeled set are unavail-
able. We tested our algorithm on the problems of different labeled/unlabeled
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Table 3.2: Classification accuracies (%) of supervised phone classifiers for
different percentages (s =10-100%) of labels used.
DL 10% 20% 30% 40% 50%
ML 59.4 66.8 69.6 70.9 71.6
MMI 59.4 66.8 69.8 71.3 72.0
Abs. Gain 0 0 +0.2 +0.4 +0.4
DL 60% 70% 80% 90% 100%
ML 72.0 72.2 72.3 72.3 72.6
MMI 72.4 72.7 73.0 73.2 73.5
Abs. Gain +0.4 +0.5 +0.7 +0.9 +0.9
ratios. Labels of different percentages, varying from s = 5% − 100%, of the
training set were kept. For the consistency of experiments, a smaller defined
portion is always a subset of a larger defined portion. That is, if DL(s%) is
defined to be the labeled set which amount is s% of the whole training set,
then DL(s1%) ⊂ DL(s2%) ⊂ ...DL(sn%), for s1 ≤ s2 ≤ ... ≤ sn.
For all experiments in this chapter, we always used the labeled set to
create an initial model via maximum likelihood training, which used K-means
algorithm to obtain the initial point for the following EM updates. For each of
48 phonetic classes, we adopted a two-component GMM with full covariance.
3.7.2 Baseline Performance of Supervised Systems
Table 3.2 shows the performance of ML and MMI baseline systems that use
only the defined labeled portion for acoustic model training. The phone
classification accuracy at DL = 100% matches the performance of current
standard phone classification systems reported on TIMIT.
For MMI-training, we applied I-smoothing [16] as a smoothing technique
to prevent over-training, and the I-smoothing parameter has been tuned on
the development set. MMI outperforms ML training only when the amount
of labeled data is sufficient (s ≥ 30%).
To compare with other semi-supervised methods, we implemented a naive
self-training method. We used the initial ML model to predict labels on
the unlabeled data, part of which with sufficiently high classifier confidence
were added to the original labeled set, and GMMs were retrained using the
enlarged set. We tried different thresholds of confidence and ran several
repetitions, but there was no significant change of the result.
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Table 3.3: Classification accuracies (%) of semi-supervised ML phone
classifiers for different percentages of labels used. We only listed the results
for s = 5− 30% because there was no positive impact by adding unlabeled
data after s = 30%.
DL 5% 10% 15% 20% 25% 30%
DU 95% 90% 85% 80% 75% 70%
ML 49.3 59.4 64.3 66.8 68.4 69.6
ML-ML 54.6 62.1 65.4 67.3 68.9 69.6
Abs. Gain +5.3 +2.7 +1.1 +0.5 +0.5 0
3.7.3 Semi-supervised ML
We first investigate the use of unlabeled data for model training through
maximum likelihood framework described in Section 3.3. As s% of the train-
ing data is used as labeled data, the remaining 100 − s% portion is used
as unlabeled data. Given this mixed set of labeled and unlabeled data, we
applied the maximum likelihood training criteria in (3.8) for model update.
Table 3.3 shows the phone accuracy for the baseline model and the semi-
supervised model, for different labeling conditions. Figure 3.1 shows phone
accuracy versus the amount of labeled data. From both the table and figure,
we can see that the poorer the supervised model, the larger gain the unlabeled
data can contribute. After s = 30%, unlabeled data via semi-supervised ML
training do not introduce any additional again.
3.7.4 MMI with ML and NCE Regularization
For a fair comparison, we applied I-smoothing to all MMI-related experi-
ments. The value of the smoothing constant τ was also tuned on the devel-
opment set. Table 3.4 and Figure 3.2 show the phone accuracies on the test
set for two baseline methods (ML, MMI) that use only labeled data and two
SSL methods (MMI-ML, MMI-NCE) that additionally use unlabeled data,
with different percentages s% of labels being used.
Both SSL methods improve over the baseline methods under some circum-
stances. MMI-ML provides significant improvement over MMI-training for
s ≤ 30%; MMI-NCE provides significant improvement over MMI-training for
all s ≤ 90%. Particularly, given enough unlabeled data (s ≤ 60%), the NCE
regularizer consistently boosts the classification accuracy by a large margin
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Table 3.4: Classification accuracies (%) of semi-supervised MMI phone
classifiers for different percentages (s = 10-100%) of labels used.
DL 10% 20% 30% 40% 50%
DU 90% 80% 70% 60% 50%
MMI 59.4 66.8 69.8 71.3 72.0
MMI-ML 62.1 68.6 70.2 71.5 72.0
Abs. Gain +2.7 +1.8 +0.4 +0.2 0
MMI-NCE 60.8 68.2 70.8 72.2 73.0
Abs. Gain +1.4 +1.4 +1.0 +0.9 +1.0
DL 60% 70% 80% 90% 100%
DU 40% 30% 20% 10% 0%
MMI 72.4 72.7 73.0 73.2 73.5
MMI-ML 72.4 72.7 73.0 73.2 73.5
Abs. Gain 0 0 0 0 0
MMI-NCE 73.3 73.4 73.2 73.3 73.5
Abs. Gain +0.9 +0.7 +0.2 +0.1 0
(1-2%), even when MMI cannot improve over ML (s ≥ 40%). It is interest-
ing that two methods have different patterns of improvement. In MMI-ML,
the degree of improvement is more sensitive to the amount of unlabeled data
than MMI-NCE. It is possibly because maximum likelihood regularization
requires a large amount of data for reliable estimates of distributions.
For MMI-NCE, the gradient descent method provides a reasonable conver-
gence rate. Figure 3.3 shows the MMI-MCE objective function values during
training over iterations, for the case of s=25%, on the development set. Re-
gardless of the labeled to unlabeled ratio, the objective normally converges
in 50 iterations, showing the effective convergence rate of the preconditioned
conjugate gradient method. As a result, we used the updated parameters
either after 50 iterations or at its last iteration of update, whichever comes
first. The phone classification accuracy is also shown in the same figure, and
it appears to correlate well with the objective value.
Next, we show the insensitivity of phone accuracies to the tuning parameter
α in Equation (3.39). Figure 3.4 plots phone accuracies versus different
choices of α, for the case of s = 10, 15, 20, 30, 40% on the development set.
We can see that the accuracy is not too sensitive to the value of α. Only
when the labeled to unlabeled ratio gets sufficiently small (s = 10%) does
the optimal region of α become relatively narrow.
If we compare three semi-supervised techniques, ML-ML, MMI-ML, and
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MMI-NCE, ML-ML has the least accuracy gain among three, even though
unlabeled data do contribute to build a much better model when the labeled
data is extremely limited.
It seems that except for the case where the discriminative training is very
bad due to extremely limited amounts of labeled data, to have models im-
proved in a discriminative sense, it is crucial to have a measure on unlabeled
data that can reinforce the discriminative power of the GMM classifier trained
on labeled data.
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Figure 3.1: Classification accuracies (%) of semi-supervised ML phone
classifiers for different percentages (s = 10-100%) of labels used.
3.8 Summary
In this chapter, we proposed three semi-supervised training criteria for Gaus-
sian mixture models and described the associated model optimization pro-
cedures. The first kind is the generative criterion called ML-ML, which is a
semi-supervised version of maximum likelihood estimation, and the resulting
model has an accuracy gain over the supervised model when the labeled set
has very limited amount. EM is used to derive the model update formulas.
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Figure 3.2: Classification accuracies (%) of semi-supervised MMI phone
classifiers for different percentages (s = 10-100%) of labels used.
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Figure 3.3: MMI-NCE objective values (dashed line) and phone accuracies
(%, dotted line) over iterations on the development set for s=25%, α = 10.
The second kind is the discriminative criterion that augments the super-
vised MMI criterion with a regularization term that is for unlabeled data.
MMI with both ML and NCE regularization (MMI-ML and MMI-NCE) out-
perform ML-ML because they enhance the power of discriminative train-
ing. In addition, MMI with ML regularization has a better performance
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Figure 3.4: Phone classification accuracies (%) for different values of α on
the development set for s = 10, 15, 20, 30, 40%. Note that all accuracies here
are higher than the MMI baseline.
than supervised MMI when the labeled set has very limited data. We adopt
the weak-sense auxiliary techniques to derive the model update formulas for
MMI-ML criteria.
MMI with NCE regularization is a coherently discriminative objective; the
maximum mutual information on the labeled data is discriminative as well
as the conditional entropy on the unlabeled data. The conditional entropy
reinforces the discriminative power of the GMM classifier. As a result, the
models trained using the MMI-NCE criteria improve MMI training by a
largest gain among three criteria. Moreover, the training objective has an
efficient convergence rate by the preconditioned conjugate method.
Given the successful results of the semi-supervised training framework for
phone classification, we will extend the method to phone recognition prob-
lems, where phone boundaries are not given during training and testing. The
ultimate goal is to leverage untranscribed data to improve acoustic models
for continuous speech recognition.
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Chapter 4
How Unlabeled Data Change Semi-Supervised
Models
While our semi-supervised phone models can have a better classification rate,
we are interested in how unlabeled data change the supervised models to the
semi-supervised models in the acoustic feature space. With the ultimate
goal of applying semi-supervised learning in speech recognition, this chapter
investigates the learning capability of algorithms within Gaussian Mixture
Models as GMM is the basic distribution model inside a HMM. Particularly:
(1) The update equations derived for the parameters of GMM can be nat-
urally extended to HMM for speech recognition. (2) GMM can serve as an
initial point to help us understand more details about the semi-supervised
learning process of spectral features.
In this chapter, we study the impact of model complexity on learning
capability of algorithms, and the model behaviors due to the addition of
unlabeled data under different training criteria.
4.1 Model Complexity
This section analyzes the learning capability of semi-supervised learning al-
gorithms for different model complexities, that is, the number of Gaussian
components for Gaussian mixture model. We would like to generalize our
observations to other data sets. Therefore, we also used another synthetic
dataset, Waveform, for the evaluation of semi-supervised learning algorithms
for Gaussian Mixture models.
4.1.1 Experimental Setup
We used the second versions of the Waveform dataset available at the UCI
repository [68]. There are three classes of data. Each token is described by 40
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real attributes, and the class distribution is even. For this dataset, because
the class labels are equally distributed, we simply assigned equal number of
Gaussian components per class.
The training set and features used for TIMIT are the same as described in
Section 3.7.1. The difference is that here we carefully keep the averaged data
counts the same for each Gaussian component. Because the phone classes are
unevenly distributed, this yields variable numbers of Gaussian components
for each phone class.
In this experiment, the sizes of labeled and unlabeled set are fixed (|DL| :
|DU | = 1 : 10). We varied the total number of Gaussians and evaluated
the corresponding semi-supervised model by its classification accuracy. For
Waveform, number of Gaussian components was set from two to six; for
TIMIT, we set the average number of labeled tokens per component c to 25,
20 and 15. The higher c gives less number of components in total.
To construct a mixed labeled/unlabeled data set, the original training set
was randomly divided into the labeled and unlabeled sets with desired ratio,
and the class labels in the unlabeled set are assumed to be unknown. To
avoid that the classifier performance may vary with particular portions of
data, we ran five rounds for every experiment, each round corresponding to
a different division of training data into labeled and unlabeled sets, and took
the average performance.
For all experiments, the initial model is an ML model trained with labeled
data only.
4.1.2 Results
We used MMI with ML regularization to study the contribution of unlabeled
data under different model complexities. Table 4.1 shows the averaged classi-
fication accuracies of the supervised model, the best accuracies after adding
unlabeled data by MMI with ML regularization, and the absolute gain for
different model complexities for the Waveform dataset. The improvement
of semi-supervised model over the supervised MMI model is positively cor-
related to the model complexity, as the largest improvements occur at the
six-component model. However, the largest performance change does not
necessarily give the best final classification accuracy; the three-component
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Table 4.1: The phone classification accuracies (%) of the initial ML model,
the supervised MMI model, the best accuracies with unlabeled data and its
absolute gain over supervised MMI, with different model complexities for
the Waveform dataset. The bold number is the highest value along the
same column.
#. Gaussians Init. ML MMI(DL) MMI(DL) + ML(DU) Abs. Gain
2 83.02 81.73 83.74 +2.01
3 82.08 81.66 84.69 +3.03
4 81.56 80.53 83.93 +3.40
5 80.18 80.14 83.82 +3.68
6 79.61 79.40 83.19 +3.79
Table 4.2: The phone classification accuracies (%) of the initial ML model,
the supervised MMI model, the best accuracies with unlabeled data and its
absolute gain over supervised MMI, with different model complexities for
the TIMIT corpus. The bold number is the highest value along the same
column.
c Init. ML MMI(DL) MMI(DL) + ML(DU) Abs. Gain
25 55.34 55.47 56.58 +1.11
20 55.36 55.67 56.72 +1.05
15 54.72 53.71 55.39 +1.68
model achieves the best accuracy among all models after semi-supervised
learning. This demonstrates that by adding unlabeled data, it is sometimes
necessary to increase the model complexity for better classification accuracy.
We had similar observations for experiments on TIMIT, as shown in Ta-
ble 4.2. The semi-supervised model consistently improves over the super-
vised model. The improvement over the supervised MMI model is also pos-
itively correlated to the model complexity, as the most improvements occur
at c = 15. However, the best semi-supervised model is with a medium model
complexity (c = 20).
To summarize, adding unlabeled data can improve models of higher com-
plexity, and sometimes it helps achieve the best performance with a more
complex model.
47
4.2 Behaviors of Semi-Supervised Models
Let θ denote the vector of model parameters for all classes. Now we denote
that θˆ(l) is the supervised estimate of θ with labeled data of size l, and that
θˆ(∞) is the estimate with infinite number of labeled data. We also denote
that θˆ(l, u) is the semi-supervised estimate of θ with labeled data of size l and
unlabeled data of size u. Intuitively, we think that the semi-supervised model
parameters θˆ(l, u) will be closer to θˆ(∞) than the supervised parameters θˆ(l).
This intuition motivates the following hypotheses about the model behaviors:
H1. Let pl(x) be the probability density functions (GMMs in our case) pa-
rameterized by θˆ(l), pl,u(x) by θˆ(l, u) and p∞(x) by θˆ(∞). The state-
ment that the semi-supervised model can be closer to the true model1
can be formulated via a well-defined metric between probability distri-
butions, Kullback-Leibler divergence,
D (p∞(x)||pl,u(x)) ≤ D (p∞(x)||pl(x)) , (4.1)
where D(P ||Q) is the K-L divergence of probability distribution P and
Q, which is always nonnegative and will be zero if and only if P = Q.
H2. Let f be the classifier derived from p(x) (as will be described in Sec-
tion 3.1), then, a good semi-supervised classifier fl,u(x) should satisfy
ε (f∞(x)) ≤ ε (fl,u(x)) ≤ ε (fl(x)) , (4.2)
where ε(f) is the classification error rate on a general held-out test set.
This section reports experimental testing of the above hypotheses for our
semi-supervised models. We have previously shown that our semi-supervised
classifiers satisfy H2, as the classification error rate on the held out test set
decreases, and we will show that H1 may or may not be true for different
semi-supervised training criteria.
It is not possible to know the true value of θˆ(∞), as we do not have infinite
number of labeled training data. Therefore, we will approximate the value
of θˆ(∞) with the model parameters we estimate using 100% of the training
1Strictly speaking, the model assumption can be wrong, and in this case θˆ(∞) will not
be the correct/true model. While we are aware of this, this paper uses the term the “true”
model and θˆ(∞) interchangeably for simplicity.
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data. For convenience, we denote the approximated value as θˆ(l = 100%),
and θˆ(∞) ∼= θˆ(l = 100%). Likewise, we denote the semi-supervised model
that incorporates unlabeled data into training as θˆ(l = s%, u), where u is
always 1− s% in our experiments.
4.2.1 Semi-Supervised Generative Training
To test the hypothesis H1, we need to calculate the KL divergence between
GMMs. While there is no analytically closed form, we approximate the
divergence with a variational upper bound, Dvar, proposed in [69]. We plot
the reduction ratio of KL divergence,
rKL =
Dvar (p∞(x)||pl=s%,u(x))
Dvar (p∞(x)||pl=s%(x))
, (4.3)
for s = 10 − 100, as shown in the upper panel of Figure 4.1. If the ratio is
lower than one, it means that the distributions in the semi-supervised models
are closer to those in the true model than the supervised models. We also
plot the error reduction ratio,
rε =
ε (fl=s%,u(x))
ε (fl=s%(x))
, (4.4)
in the same plot. Likewise, an error ratio smaller than unity indicates that
the semi-supervised models decrease the error rate. We can see that both
KL divergence and error rate for the semi-supervised model is smaller than
the supervised model. Both H1 and H2 are true for our semi-supervised
models for when label size is less than 30% of training data, and there is a
good correlation of the reduction degree between KL divergence and error
rate. After 30%, unlabeled data are not able to change the probabilistic
distribution of the supervised model or to reduce the error rate.
4.2.2 Semi-Supervised Discriminative Training
For semi-supervised MMI training, we consider the supervised MMI model
using 100% of training data as an approximation of θˆ(∞). We plot the reduc-
tion ratio of KL divergence and error rate obtained using (4.3) and (4.4) in the
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lower panel of Figure 4.1. The KL divergence ratios are always greater than
or equal to one, meaning that the learned distributions by semi-supervised
MMI will not change the model to be closer to the true distribution. There-
fore, H1 is false for semi-supervised MMI. The error rate, on the other hand,
shows the reduction across different amounts of label sizes, even when the su-
pervised model has achieved fairly good performances (error rates are lower
than 30% for l ≥ 50%).
The reason why H1 is not true for semi-supervised MMI is that MMI
does not aim to find a better description of data but rather to make more
correct decisions on the training data. In this sense, we expect it is the class
decision regions that are to be improved rather than the modeling accuracy
of the probability density functions. We try to visualize the idea by plotting
the decision regions with respect to phone classes on the feature space in
Figure 4.2, 4.3 and 4.4. Note that the decision regions are not the same as
the data distribution. We use Linear Discriminant Analysis (LDA) to project
the 61-dimensional features into a lower dimensional space, for the purpose
of visualization. We choose to present vowels since their placement in the
projected two-dimensional space (Figure 4.2) looks similar to the vowel space
in [70] after rotation by 45 degree counterclockwise. We can see that the
decision regions are changing, and the semi-supervised models (Figure 4.4)
seem to have more similar decision regions to the true model (Figure 4.2)
than the supervised models (Figure 4.3), e.g. the bottom right corner area
of the LDA plot as well as the general boundary for phone /ax/. It is not
obvious from the plots, however, that the decision regions in Figure 4.4 are
better than Figure 4.3, but the reduction of classification rate suggests this
conclusion.
4.3 Summary
Regardless of the dataset and the training objective type on labeled data,
there are some general properties about the semi-supervised learning algo-
rithms studied in this work. First, while a limited amount of labeled data
can at most train models of lower complexity well, the addition of unlabeled
data makes the updated models of higher complexity much improved and
sometimes perform better than less complex models. Second, the amount
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of unlabeled data in our semi-supervised framework generally follows ‘the-
more-the-better’ principle; there is a trend that more unlabeled data results
in more improvement in classification accuracy over the supervised model.
The training criteria control how unlabeled data change the acoustic model.
Semi-supervised ML (ML-ML) models can have more similar phone distribu-
tions than supervised ML models to the true model. Semi-supervised MMI
(MMI-NCE) models do not yield more similar phone distributions but rather
focus on maximizing the discrimination between classes directly. As such, our
semi-supervised learning framework incorporates unlabeled data in a coher-
ent fashion, in the sense that the model behavior by adding unlabeled data
faithfully reflects the characteristics of the semi-supervised training criteria.
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Figure 4.1: Classification error rate and KL distance reduction for
semi-supervised ML and MMI models.
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Figure 4.2: The decision regions for vowels by supervised training, trained
using 100% of labels.
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Figure 4.3: The decision regions for vowels by supervised training, trained
using 10% of labels. The white area is where the classifier assigns the
feature phone classes other than the shown ones.
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Figure 4.4: The decision regions for vowels by semi-supervised MMIE
training, using 10% of labels and the rest of unlabeled data. The white area
is where the classifier assigns the feature phone classes other than the
shown ones.
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Chapter 5
Semi-Supervised Learning for Phone
Recognition
The goal of phone recognition is to recognize the whole sequence of phone
symbols in a continuous speech, instead of classifying each segment into a
single phone for the task of phone classification that is discussed in Chapter 3.
Phone recognition can be considered as a simplified task of large-vocabulary
speech recognition, as its performance is least related to the factors of word-
level language models and pronunciation dictionaries. Therefore, it is widely
used to explore new acoustic modeling techniques [71, 72] for speech recog-
nition.
Currently, Hidden Markov Models (HMMs) are the most commonly used
probabilistic models for acoustic modeling in speech recognition including
phone recognition. In Chapter 3, we study semi-supervised training of Gaus-
sian Mixture Models (GMM) for the task of classification. In this chapter,
we extend our framework to model structures such as HMMs, developing
semi-supervised training paradigms for the fundamental sequence labeling
problem such as speech recognition.
Based on our previous framework, we know that unlabeled data can be
incorporated into training processes via generative or discriminative criteria.
To fully exploit the information of unlabeled data in every aspect, we pro-
pose a multi-stage semi-supervised training strategy (Section 5.2), in which
unlabeled data can benefit modeling from generative and discriminative per-
spectives in a serial fashion. We then detail generative and discriminative
training of HMMs respectively.
One of the research difficulties for generalizing semi-supervised classifiers
to recognizers is to find an efficient way to incorporate sequential information
embedded in unlabeled (untranscribed) continuous speech. An important de-
velopment in the chapter is to propose a lattice-based approach as a solution.
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5.1 Problem Definition
The task of phone recognition is to recognize the most likely phone se-
quence, y= y(1),y(2),...,y(N), given an utterance represented by a temporal
sequence of acoustic observations, x= x(1),x(2),...,x(T ). The widely used
probabilistic model for each base phone is a continuous density HMM, which
mathematic definition is given in Section 2.1.1.
To recognize an utterance is to find the sequence y with the highest pos-
terior probability p(y|x),
yˆ = argmax
y
p(y)p(x|My), (5.1)
where p(y) here is a language model score for phone sequence y evaluated
using a phone n-gram language model, andMy is the composite HMM con-
catenated by the HMMs corresponding to all phone units in y.
The semi-supervised setting for the recognition problem is defined as fol-
lows. For a target domain, we are given l speech files XL = {xi}
l
i=1, for
which phone transcriptions YL = {yi}
l
i=1 are provided, and additionally u
untranscribed utterances XU = {xi}
l+u
i=l+1. In real-world applications, it is
the usual fact that u >> l. Our goal is to learn HMM parameters λ for a
better recognition accuracy than what would be achieved using the labeled
set (XL,YL) alone.
As our research focus is on acoustic modeling, we assume that the lan-
guage model, which is also a necessary component for speech recognizers, is
constructed independently of the acoustic models and will remain unchanged
during our acoustic model training process.
5.2 Training Paradigm
There are at least two scenarios where semi-supervised learning techniques
are especially useful for building up acoustic models for the domain inter-
ested. In the first scenario, we need to build a recognizer for a new language,
for which we have few resources such as transcriptions but are able to col-
lect audio data in some ways. In the second scenario, we want to adapt an
existing model to a new domain with little in-domain labeled data. In both
scenarios we have little in-domain transcribed data but a large quantity of
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Figure 5.1: Multi-stage training for semi-supervised learning (SSL), where
there is a large quantity of unlabeled data (U) along with a limited amount
of labeled data (L). We focus on acoustic model (AM) training and assume
that there is an independent development process for the language model
(LM) in this paper.
in-domain unlabeled data.
In order to fully exploit the information of unlabeled data in as many
aspects as possible during the acoustic modeling process, we propose a three-
stage training paradigm as shown in Figure 5.1.
1. Bootstrapping. We build an initial acoustic model (AM) using the labeled
set XL. If the domain to be considered is for a new language where no
existing acoustic model is available, we just train a new set of acoustic
models from scratch. If there exists a portable acoustic model that has the
same set of phonetic class as the target domain, then we apply supervised
adaptation techniques to adapt the existing acoustic model to the target
domain, using XL as the adaptation data.
If training from scratch, we will need to increase the number of Gaussian
components in the state output distribution model (Mj in Equation (2.4))
to an optimal number, which is determined by the recognition accuracy
on a held-out development set. The optimal number depends on the
amount of labeled training data; the more labeled data, the more Gaussian
components needed. The way to increase the number of components will
56
be described in Section 5.3.2.
2. Semi-supervised generative training. Untranscribed data are first incor-
porated into model training under the maximum-likelihood framework.
In other words, HMM acoustic models produced by the bootstrapping
stage are now updated to fit the unlabeled data better. Also, since we
now have seen much more data points in the feature space via unlabeled
data, it is possible to further grow the number of Gaussian components in
the state distribution model. Again, the optimal number of components
will be determined using the held-out development set. At this point, we
have found a set of HMMs that best describes the generative probability
of both labeled and unlabeled data.
3. Semi-supervised discriminative training. The final stage further improves
the recognition accuracy of generative models by discriminative training.
We propose to incorporate unlabeled speech into a discriminative training
framework via the conditional entropy regularizer.
5.3 Semi-Supervised Generative Training
5.3.1 Training Criteria
With the generative criteria such as ML, unlabeled data can be incorporated
naturally. In particular, we aim to maximize the likelihood of the joint labeled
and unlabeled data with respect to the HMM parameters. We choose the
parameters to maximize the training objective:
λˆ = argmax
λ
JML−ML (λ) , (5.2)
where the overall likelihood objective is:
JML−ML(λ) =
1
l
logP (XL|YL;λ) + α
1
u
logP (XU ;λ)
=F (DL)ML (λ) + αF
(DU )
ML (λ),
(5.3)
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where
F (DL)ML (λ) =
1
l
l∑
i=1
log p(xi|Myi) (5.4)
and
F (DU )ML (λ) =
1
u
u∑
i=1
log p(xl+i)
=
1
u
u∑
i=1
log
∑
y′i∈Y
p(xl+i|My′i)p(y
′
i).
(5.5)
The weight α is set to balance the impacts of two components on the training
process.
In Equation (5.5) that calculates likelihood for unlabeled speech, Y rep-
resents all the possible phone sequences that utterance i, xi, corresponds
to. While in the segmental classification case the space is finite–we sim-
ply enumerate each single phonetic class in the output space as in Equa-
tion (3.10)–the sequential recognition here has overwhelmingly large num-
bers of sequential realizations due to combinations of phone symbols and
temporal arrangement. To approximate this space with a feasible but rea-
sonable set of hypotheses, we use a lattice or word graph to encode the most
probable sequences associated with the training utterance being considered.
The lattice is produced by a speech recognizer with the initial acoustic mod-
els. Accordingly, we derive lattice-based model optimization procedures and
develop a effective semi-supervised learning paradigm for speech recognition.
5.3.2 Mixture Splitting
To increase the number of Gaussian components, we split the components
with the largest weights and therefore increase the amount by one at a time.
The splitting algorithm is the same as used in HTK HMM training toolkit.
The weight of the chosen component is first halved, and then the compo-
nent is cloned. The two identical mean vectors are then perturbed by adding
0.2 times the standard deviation of the Gaussian to one and subtracting the
same amount from the other. In the next step, we would have a different
component with the largest weight and therefore split it in the same man-
ner. This is repeated until the required number of mixture components is
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obtained. We also penalize the splitting priority of a certain component by
the number of splits that has been performed involving that component, so
that splitting occurs evenly across the mixtures.
In experiments, we usually increase the number of Gaussian components
by two by mixture splitting, followed by another four or eight iterations of
parameter update based on the semi-supervised generative training criteria
defined in Section 5.3.1.
5.3.3 Lattice Generation
To approximate the hypothesis space associated to untranscribed utterances,
we assume that a recognition lattice can contain sequences corresponding
to all of the high-likelihood state/component alignments. A lattice G is a
directed, weighted, acyclic graph that consists of a set of vertices (nodes) and
a set of edges (arcs). Each node corresponds to a particular instant in time,
and for each pair of adjacent nodes u and v, edge e(u, v) represents a word
spanning the time from its start node to its end node. Two special nodes are
the ‘enter’ node which has no incoming edges and the ‘exit’ node which has
no outgoing edges. A path connecting the arcs from the ‘enter’ to the ‘exit’
node in the graph corresponds to a phone/word sequence hypothesis. Also,
each arc can carry score information such as an acoustic likelihood score and
a language model score.
In this thesis, we use HTK decoder as the speech recognizer to output the
most probable phone sequence. In their decoder, lattices can be generated
as a by-product of the recognition process.
5.3.4 Optimization: Baum-Welch Training
For the purpose of deriving optimization formulas, we replace the unlabeled
term in Equation (5.5) by
p
(
xl+i|M
(i)
)
=
∑
y′i∈Y
p(xl+i|My′i)p(y
′
i), (5.6)
where M(i) is an abstract model constructed such that for all paths in ev-
ery My′i , there is a corresponding path of equal likelihood in M
(i). Since
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we use the recognition lattice as a compact representation of all the high-
likelihood paths, the models (both acoustic and language models) that we
use to generate the recognition lattice, M(i)rec, are reasonable approximations
of M(i).
Consequently, we obtain a training objective, in which the unlabeled like-
lihood part has the same form as the labeled likelihood part,
J (λ) =
1
l
l∑
i=1
log p(xi|Myi) + α
1
u
u∑
i=1
log p(xl+i|M
(i)
rec). (5.7)
In other words, the training objective is expressed as a sum of log likelihoods
over the labeled and unlabeled data set. Therefore, the EM algorithm used
for maximum likelihood estimation can be easily extended to this case, and
two parts differ only in the model topology used to accumulate statistics from
the training data.
The EM algorithm is an iterative parameter update procedure to maximize
likelihood of incomplete data. For HMM models, the hidden data variables
associated with frame-level observations are their states and mixture com-
ponent memberships. In each iteration of EM, the E-step computes the
expected complete-data log-likelihood, also known as the auxiliary functions
or Q-functions, and then the M-step maximizes the Q-function with respect
to model parameters θ. We first derive the Q-function for our current objec-
tive. The general formulation for Q-function, given the estimates θold from
the previous iteration, is:
Q(θ, θold) =E
[
log p(D,Z|θ)|D, θold
]
=
∑
Z
p(Z|D, θold) log p(D,Z|θ),
(5.8)
where D are the observed data and Z are the unknown data.
For our mixed labeled and unlabeled data, the acoustic observation se-
quence x is the observed data, and the state sequence sT1 is the unknown
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data. Therefore, the Q-function is:
Q(θ, θold) =
1
l
l∑
i=1
∑
s
Ti
1
pθold
(
sTi1 |xi,Myi
)
log pθ
(
xi, s
Ti
1 |Myi
)
+
1
u
l+u∑
i=l+1
∑
s
Ti
1
pθold
(
sTi1 |xi,M
(i)
)
log pθ
(
xi, s
Ti
1 |M
(i)
)
,
(5.9)
where the posterior probability for labeled data, p
(
sTi1 |xi
)
, depends on the
parameter set θold via the corresponding composite HMM model Myi ac-
cording to the associated transcription yi. For unlabeled data, it depends on
the parameter set θold via the recognition model summarized by M(i).
The Q-function can be further decomposed into a sum of multiple terms,
corresponding to separate parameters:
Q(θ, θold) =
1
l
∑
s
l∑
i=1
Ti∑
t=1
[ ∑
r preceding s
ζirs(t|Myi) log ars
+
∑
k
γisk(t|Myi) log csk
+
∑
k
γisk(t|Myi) logN (xit|µk,Σk)
]
+
1
u
∑
s
l+u∑
i=l+1
Ti∑
t=1
[ ∑
r preceding s
ζirs(t|M
(i)) log ars
+
∑
k
γisk(t|M
(i)) log csk
+
∑
k
γisk(t|M
(i)) logN (xit|µk,Σk)
]
,
(5.10)
where ars is the transition probability of state r to state s, csk is the weight
for component k of the state model s, and (µk,Σk) are the mean and covari-
ance of the Gaussian k. There are also three kinds of conditional a-posteriori
probabilities that need to be computed based on the parameter set θold ob-
tained from the previous iteration:
ζirs(t|M) = p(st−1 = r, st = s|x
iT
i1 ,M, θ
old) (5.11)
γisk(t|M) = p(st = s,mt = k|x
iT
i1 ,M, θ
old). (5.12)
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In the next section, we will describe how to calculate the above posteriors in
a lattice context.
In the M-step of EM, the auxiliary function Q is maximized with respect
to each model parameter, which results in a closed-form expression for the
update equations. For example, to find the expression for the mixture coef-
ficient csk, we introduce the Lagrange multiplier λ with the constraint that∑
k csk = 1, and solve the following equation:
∂
∂csk
[
1
l
∑
s
l∑
i=1
Ti∑
t=1
∑
k
γisk(t|Myi) log csk
+
1
u
∑
s
l+u∑
i=l+1
Ti∑
t=1
∑
k
γisk(t|M
(i)) log csk
+λ
(∑
k
csk − 1
)]
= 0, (5.13)
or
1
csk
[
1
l
l∑
i=1
Ti∑
t=1
γisk(t|Myi) +
1
u
l∑
i=1
Ti∑
t=1
γisk(t|M
(i))
]
= −λ. (5.14)
Summing both sides over k, we get that
λ = −
(
1
l
l∑
i=1
Ti∑
t=1
∑
k
γisk(t|Myi) +
1
u
l+u∑
i=l+1
Ti∑
t=1
∑
k
γisk(t|M
(i))
)
, (5.15)
resulting in the following re-estimation formula:
cˆsk =
1
l
∑l
i=1 γ
L
isk +
α
u
∑l+u
i=l+1 γ
U
isk
1
l
∑l
i=1
∑
k γ
L
isk +
α
u
∑l+u
i=l+1
∑
k γ
U
isk
, (5.16)
where
γLisk =
Ti∑
t=1
γisk(t|Myi)
γUisk =
Ti∑
t=1
γisk(t|M
(i)).
(5.17)
62
Similarly, the re-estimation formulas for Gaussian mean/covariance pa-
rameters and transition probabilities can be obtained as follows:
µˆsk =
1
l
∑l
i=1 γ
L
isk(x) +
α
u
∑l+u
i=1+1 γ
U
isk(x)
1
l
∑l
i=1 γ
L
isk +
α
u
∑l+u
i=l+1 γ
U
isk
, (5.18)
Σˆsk =
1
l
∑l
i=1 γ
L
isk(x
2) + α
u
∑l+u
i=1+1 γ
U
isk(x
2)
1
l
∑l
i=1 γ
L
isk +
α
u
∑l+u
i=l+1 γ
U
isk
(5.19)
aˆrs =
1
l
∑l
i=1 ζ
L
irs +
α
u
∑l+u
i=l+1 ζ
U
irs
1
l
∑l
i=1
∑
k ζ
L
irs +
α
u
∑l+u
i=l+1
∑
k ζ
U
irs
, (5.20)
where
γLisk(x) =
Ti∑
t=1
γisk(t|Myi)xi(t)
γUisk(x) =
Ti∑
t=1
γisk(t|M
(i))xi(t)
γLisk(x
2) =
Ti∑
t=1
γisk(t|Myi)(xi(t)− µˆsk)(xi(t)− µˆsk)
′
γUisk(x
2) =
Ti∑
t=1
γisk(t|M
(i))(xi(t)− µˆsk)(xi(t)− µˆsk)
′
ζLirs =
Ti∑
t=1
ζirs(t|Myi)
ζUirs =
Ti∑
t=1
ζirs(t|M
(i)).
(5.21)
5.3.5 Lattice-Based Computation
We see that the E-step of EM is to compute the posterior probabilities listed
in Equation (5.11) and (5.12). In conventional EM for HMM re-estimation (or
Baum-Welch training), these posterior probabilities are computed using the
forward-backward algorithm with the composite HMMMyi constructed from
the transcription of the training utterance, yi. For untranscribed data part,
since its recognition lattice is assumed to contain all of the high-likelihood
state/component alignments, an analogous forward-backward algorithm can
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be applied to compute an approximation of the posterior probabilities.
The algorithm works in two steps. The first step computes the forward
αr, backward βr and also the posterior γr lattice probability for each arc r in
the lattice. Given γr, a forward-backward algorithm is then performed again
within each arc, using the acoustic model for the arc to give the final values
for Equation (5.11) and (5.12).
We first define the forward probability for arc r (spanning from the start
node sr and the end node er) in a lattice as
αr = p
(
r,X
t(er)
1 = x
t(er)
1 |M
)
, (5.22)
where t(er) is the time point corresponding to the end node er.
It can be computed in a recursive manner as follows.
• Initialization: For each starting word arc s in the lattice,
αs = PLM(s)PAM(s), (5.23)
where PLM(s) is the language model probability for P (s|!ENTER),
PAM(s) is the acoustic likelihood score p(x
t(es)
t(ss)
|s), which can be ob-
tained by performing the standard forward-backward with the acoustic
models corresponding to that arc.
• Recursion: For every arc r starting from the beginning,
αr =
∑
q preceding r
p
(
q, r, x
t(eq)
1 , x
t(er)
t(sr)
)
=
∑
q preceding r
p
(
q, x
t(eq)
1
)
p
(
r, x
t(er)
t(sr)
|q, x
t(eq)
1
)
=
∑
q preceding r
p
(
q, x
t(eq)
1
)
p
(
r|q, x
t(eq)
1
)
p
(
x
t(er)
t(sr)
|r, q, x
t(eq)
1
)
=
∑
q preceding r
p
(
q, x
t(eq)
1
)
p (r|q) p
(
x
t(er)
t(sr)
|r
)
=
∑
q preceding r
αqPLM(r)PAM(r).
(5.24)
PLM(r) is the language model probability for P (r|q). Note that in HTK
lattice generation, a word with different preceding words will duplicate
and form separate arcs. Therefore, a bigram probability PLM(r) is
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encoded specifically for each arc.
• Termination: the total likelihood, p
(
xT1 |M
)
, is equal to the final for-
ward probability,
αend = p
(
xT1 |M
)
=
∑
q preceding end
αq. (5.25)
The backward probability is defined as:
βr = p
(
xTt(er)+1|r,M
)
, (5.26)
which computation is similar, but in a backward manner:
• Initialization: For each ending word arc e in the lattice,
βe = 1. (5.27)
• Recursion: For every arc q starting from the end,
βq =
∑
r following q
p
(
r, x
t(er)
t(sr)
, xTt(er)+1|q
)
=
∑
r following q
p
(
x
t(er)
t(sr)
|q, r, xTt(er)+1
)
p
(
r, xTt(er)+1|q
)
=
∑
r following q
p
(
x
t(er)
t(sr)
|r
)
p (r|q) p
(
xTt(er)+1|r, q
)
=
∑
r following q
PAM(r)PLM(r)βr.
(5.28)
• Termination: the total likelihood, p
(
xT1 |M
)
, can also be computed
from the backward probability,
p
(
xT1 |M
)
=
∑
s
PAM(s)PLM(s)βs, (5.29)
where the summation is over lattice-initial word arcs, s.
We now define the posterior probability for arc q, the probability of arc q
given the whole observation:
γq = p
(
q|xT1 ,M
)
, (5.30)
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which can be computed in terms of αq and βq:
γq =
p
(
q, x
t(eq)
1 , x
T
t(eq)+1
)
p (xT1 )
=
p
(
x
t(eq)
1 , r
)
p
(
xTt(eq)+1|x
t(eq)
1 , r
)
p (xT1 )
=
p
(
x
t(eq)
1 , r
)
p
(
xTt(eq)+1|r
)
p (xT1 )
=
αqβq
p (xT1 )
.
(5.31)
Then, the posterior probability of the model being in each state j and
component m at each time t can be estimated by:
γisk(t) =
∑
q∈Gi:t(sq)≤t≤t(eq)
γ(i)q γsk(t|q), (5.32)
where γ
(i)
q is the arc-level posterior for arc q of lattice Gi generated for utter-
ance i, computed based on Equation (5.31). γsk(t|q) is the posterior proba-
bility obtained by applying the forward-backward algorithm within arc q.
5.4 Semi-Supervised Discriminative Training
5.4.1 Training Criteria
For a coherent discriminative criterion, we propose to minimize the con-
ditional entropy measured on unlabeled data, along with maximizing the
averaged log posterior probability on labeled data. Intuitively, the condi-
tional entropy regularizer encourages the model to have as great a certainty
as possible about its class prediction on the unlabeled data; minimum condi-
tional entropy is, in a sense, a discriminative training criterion for unlabeled
data. We have shown the effectiveness of this method in the context of a
GMM classifier [73]. Particularly, the estimator of HMM parameters λ is the
maximizer of the following objective,
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J =F (DL)MMI(λ)− αH
(DU )
emp (Y |X;λ)
≈
1
l
l∑
i=1
log pλ(yi|xi) + α
1
u
l+u∑
i=l+1
∑
y∈Hi
pλ(y|xi) log pλ(y|xi),
(5.33)
where the second term of the second line is an empirical approximation of
conditional entropy, and the posterior probability is computed by
pλ(y|xi) =
p(x|y;λ)p(y)∑
y′∈Hi
p(x|y′;λ)p(y′)
. (5.34)
Here again we approximate all possible phone sequences by a set of confusable
phone sequences Hi. We use a lattice to encode the most probable sequences
associated with the training utterances.
5.4.2 Computation of Conditional Entropy in a Lattice
The goal of this section is to calculate the conditional entropyH(Y |XT1 = x
T
1 )
given a recognized word lattice. To show that this entity can be computed in
a recursive manner similar to the forward algorithm, we first define a forward
entropy of the word sequence up to word arc r given the observations up to
the last time frame of arc r, t(er) as
Hαr = H(Y
r|r, xt(er)1 ), (5.35)
where Y r is a partial word sequence before (not including) word arc r. So
the overall conditional entropy H(Y |xT1 ) can be also expressed in terms of
forward entropy:
Hαend = H(Y
end|end, xT1 ), (5.36)
where end is a null arc representing the final arc to which all possible last
words converge.
Also, we define another useful variable, a current probability for arc q given
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the observations up to the last time frame of arc q as
Cq =p(q|x
t(eq)
1 ) (5.37)
=
αq∑
q′:eq′=eq
αq′
, (5.38)
and we can see that for any arc r,
∑
q preceding r Cq = 1
The forward entropy, including the overall entropy, can be computed in a
recursive way, by decomposing Y r into (Y r−1, Y (r− 1)), where Y (r− 1) is a
random variable representing an arc right before arc r:
Hαr =H(Y
r−1, y(r − 1)|r, xt(er)1 )
=H(Y r−1|y(r − 1), r, xt(er)1 ) +H(y(r − 1)|r, x
t(er)
1 )
=
∑
q preceding r
p(q|r, xt(er)1 )H(Y
q|q, r, xt(er)1 ) (5.39)
−
∑
q preceding r
p(q|r, xt(er)1 ) log p(q|r, x
t(er)
1 )
=
∑
q preceding r
Cq(H
α
q − logCq), (5.40)
where the second and third steps are based on the basic properties of entropy;
For two random variable X and Y ,
H(X, Y ) = H(X|Y ) +H(Y ), (5.41)
and
H(X|Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log p(x|Y = y)
=
∑
y∈Y
p(y)
∑
x∈X
p(x|y) log p(x|Y = y)
=
∑
y∈Y
p(y)H(X|Y = y).
(5.42)
The final step is based on Lemma 5.4.1 and 5.4.2 derived in the following.
Lemma 5.4.1. For any consecutive pair of word arcs q and r,
p(q|r, xt(er)1 ) = Cq. (5.43)
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Proof.
p(q|r, xt(er)1 ) =p(q|r, x
t(eq)
1 , x
t(er)
t(sr)
)
=
p(q, r, x
t(er)
t(sr)
|x
t(eq)
1 )
p(r, x
t(er)
t(sr)
|x
t(eq)
1 )
=
p(q|x
t(eq)
1 )p(r|q, x
t(eq)
1 )p(x
t(er)
t(sr)
|r, q, x
t(eq)
1 )
p(r|x
t(eq)
1 )p(x
t(er)
t(sr)
|r, x
t(eq)
1 )
=
p(q|x
t(eq)
1 )p(r|q)p(x
t(er)
t(sr)
|r)∑
q′ preceding r
p(q′|x
t(eq)
1 )p(r|q
′)p(x
t(er)
t(sr)
|r)
=
p(q|x
t(eq)
1 )p(r|q)∑
q′ preceding r
p(q′|x
t(eq)
1 )p(r|q
′)
=p(q|x
t(eq)
1 ) = Cq. (5.44)
In HTK lattices, the same word with different n-gram histories has already
been duplicated into multiple arcs, encoded with the corresponding bigram
probability. In this sense, two arcs q and q′ that share the same following arc
always represent the same word. Therefore, p(r|q) = p(r|q′).
Lemma 5.4.2. The entropy of the word sequence before arc q, given the
word arc q and the observations up to arc q, is conditionally independent of
its following word arc r and the associated observations, x
t(er)
t(sr)
.
H(Y q|q, r, xt(er)1 ) = H
α
q . (5.45)
Proof.
H(Y q|q, r, xt(er)1 )
=H(Y q|q, r, x
t(eq)
1 , x
t(er)
t(sr)
)
=H(Y q|q, x
t(eq)
1 )
=Hαq .
(5.46)
Therefore, after computing forward probability αq for every arc q, we follow
with another round of forward computation. The second round computes the
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current probability Cq for each arc q according to Equation (5.37), and the
forward entropy Hαq by Equation (5.40).
The algorithm is as follows.
• Initialization: For all starting word arcs s in the lattice:
Hαs = 0. (5.47)
Cs =
αs∑
s′:starting words
αs′
. (5.48)
• Recursion: For every arc r starting from the beginning,
Cr =
αr∑
r′:er′=er
αr′
. (5.49)
Hαr =
∑
q preceding r
Cq(H
α
q − logCq). (5.50)
• Termination: Finally, the conditional entropy Hemp = H(Y |x) for the
current utterance is computed by
∑
q preceding end
Cq(H
α
q − logCq). (5.51)
5.4.3 Optimization
One straightforward optimization method for our MMI-NCE criterion is the
gradient-descent method, as used for phone classification. Later we found we
can do better by applying the weak-sense auxiliary functions techniques [16],
which will result in model update formulas similar to Extended Baum-Welch
(EBW) formulas for supervised MMI training. We have previously intro-
duced this technique for MMI with ML regularization in the context of pho-
netic classification in Section 3.4.2.
The key here is to construct a weak-sense auxiliary function for the condi-
tional entropy term of Equation (5.33),HDUemp, in the context of speech lattices.
To this end, we take a similar approach as proposed for Minimum-Phone-
Error (MPE) training. The MPE criterion is a weighted sum of phone errors
over all possible hypotheses, weighted by the posterior probability given the
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acoustic observations. Because the original approach taken to derive EBW
update formulas cannot be directly applied to MPE training, an intermedi-
ate weak-sense auxiliary function based on a sum over the lattice has to be
constructed. Then an iterative optimization procedure can be developed.
Similarly, we can construct an appropriate weak-sense auxiliary function
for conditional entropy in lattice context.
GCE =
1
u
l+u∑
i=l+1
Qi∑
q=1
∂FCE
∂ log p(q)
∣∣∣∣∣
θ=θ(old)
log p(q), (5.52)
where FCE = H
DU
emp. To see that GCE is a valid weak-sense auxiliary function,
we take the derivative of GCE with respect to θ,
1
u
l+u∑
i=l+1
Qi∑
q=1
∂FCE
∂ log p(q)
∣∣∣∣
θ=θ(old)
∂ log p(q)
∂θ
, (5.53)
which is equal to the derivative of FNCE obtained by summing the partial
derivatives over all arcs in a lattice. We take one more step by replacing
log p(q) in (5.54) with its strong-sense auxiliary function, QML(θ, θ
(old), i, q),
resulting in
GCE =
1
u
l+u∑
i=l+1
Qi∑
q=1
γCEq,θ(old)QML(θ, θ
(old), i, q), (5.54)
where
γCEq,θ(old) =
∂FCE
∂ log p(q)
∣∣∣∣
θ=θ(old)
. (5.55)
QML(θ, θ
(old), i, q) is the auxiliary function for the log arc likelihood log p(q)
for arc q from lattice i, as would be used for ML estimation. From this
equation, the derivatives of the auxiliary function with respect to model
parameters can be easily derived. For example, because
∂QML(θ, θ
(old), i, q)
∂µsk
=
t(eq)∑
t=t(sq)
Σ−1sk [γsk(t|q)xi(t)− γsk(t|q)µsk] , (5.56)
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the derivative of GCE with respect to mean µsk is:
∂GCE
∂µsk
=
1
u
∑
s
∑
k
l+u∑
i=l+1
Qi∑
q=1
t(eq)∑
t=t(sq)
Σ−1sk γ
CE
q,θ(old) [γsk(t|q)xi(t)− γsk(t|q)µsk] .
(5.57)
The final weak-sense auxiliary function for the whole MMI-NCE criterion
is:
GMMI−NCE =
l∑
i=1
GMMI(θ, θ
(old)) +
l+u∑
i=l+1
Qi∑
q=1
γCEq,θ(old)QML(θ, θ
(old), i, q)
=
l∑
i=1
Qnum(θ, θ
(old))−Qden(θ, θ
(old))
+
l+u∑
i=l+1
Qi∑
q=1
γCEq,θ(old)QML(θ, θ
(old), i, q).
(5.58)
Then by optimizing (5.58) with respect to Gaussian mean and covariance
parameters, we obtain the update formulas as follows (with the smoothing
function added).
µˆsk =
γnumsk (x)− γ
den
sk (x)− αγ
ent
sk (x) +Dskµ
(old)
γnumsk − γ
den
sk + αγ
ent
sk +Dsk
, (5.59)
Σˆsk =
γnumsk (x
2)− γdensk (x
2)− αγentsk (x
2) +Dskµ
(old)
γnumsk − γ
den
sk + αγ
ent
sk +Dsk
, (5.60)
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where
γnumsk =
1
l
l∑
i=1
Qi∑
q=1
t(eq)∑
t=t(sq)
γnumq,θ(old)γ
num
sk (t|q)
γdensk =
1
l
l∑
i=1
Qi∑
q=1
t(eq)∑
t=t(sq)
γdenq,θ(old)γ
den
sk (t|q)
γentsk =
1
u
l+u∑
i=l+1
Qi∑
q=1
t(eq)∑
t=t(sq)
γCEq,θ(old)γ
CE
sk (t|q)
γnumsk (x) =
1
l
l∑
i=1
Qi∑
q=1
t(eq)∑
t=t(sq)
γnumq,θ(old)γ
num
sk (t|q)xi(t)
γdensk (x) =
1
l
l∑
i=1
Qi∑
q=1
t(eq)∑
t=t(sq)
γdenq,θ(old)γ
den
sk (t|q)xi(t)
γentsk (x) =
1
u
l+u∑
i=l+1
Qi∑
q=1
t(eq)∑
t=t(sq)
γCEq,θ(old)γ
CE
sk (t|q)xi(t)
(5.61)
where γ
(·)
q is the arc-level posterior for arc q in a lattice, computed based on
Equation (5.31). γ
(·)
sk (t|q) is the posterior probability obtained by applying
the forward-backward algorithm within arc q.
5.4.4 Derivatives of Conditional Entropy
For each arc q, we need to compute the derivative with respect to the arc
log likelihood log p(q) of the conditional entropy E, γqCE =
∂FCE
∂ log p(q)
. Since the
conditional entropy depends on log p(q) via the intermediate variables Cq′ ,
the total derivatives can be calculated by
∂FCE
∂ log p(q)
=
∑
q′∈ lattice
∂FCE
∂Cq′
∂Cq′
∂ log p(q)
=
∑
eq′=eq
∂FCE
∂Cq′
∂Cq′
∂ log p(q)
.
(5.62)
The summation set is changed to those arcs that share the same ending node,
as
∂Cq′
∂ log p(q)
= 0 for eq′ 6= eq.
The derivative with respect to Cq of the conditional entropy can be further
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decomposed because of the recursion relationship in Equation (5.40):
∂FCE
∂Cq′
=
∑
r following q′
∂FCE
∂Hαr
∂Hαr
∂Cq′
=
∑
r following q′
∂FCE
∂Hαr
(Hαq′ − logCq′ − 1),
(5.63)
where
∂FCE
∂Hαq
=
∑
r following q
∂FCE
∂Hαr
∂Hαr
∂Hαq
=
( ∑
r following q
∂FCE
∂Hαr
)
Cq.
(5.64)
The derivative
∂Cq′
∂ log p(q)
has different formulas depending on whether q′ is q
or not. If q′ 6= q, then
∂Cq′
∂ log p(q)
=
∂Cq′
∂αq
∂αq
∂ log p(q)
=−
αq′( ∑
q:eq=eq′
αq
)2 · αq
=− Cq′Cq.
(5.65)
If q′ = q, then
∂Cq
∂ log p(q)
=
∂Cq
∂αq
∂αq
∂ log p(q)
=
1− Cq∑
q′:eq′=eq
αq′
· αq
=(1− Cq)Cq.
(5.66)
Substituting (5.63),(5.65) and (5.66) into (5.62), and utilizing the relation
in (5.50), we obtain
∂FCE
∂ log p(q)
= Cq(H
α
q − logCq −H
α
r )
∑
r following q
∂FCE
∂Hαr
. (5.67)
Note that −Hαr can be placed outside the summation over r is because that
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Hαr has the same value for all r that share the same starting node.
To summarize, the algorithm works as follows.
• Initialization: For all final word arc f in the lattice, compute:
∂FCE
∂ log p(f)
= Cf
(
Hαf − logCf − FCE
)
. (5.68)
• Recursion: For every arc q starting from the end of the lattice, compute:
∂FCE
∂ log p(q)
= Cq(H
α
q − logCq −H
α
r )
∑
r following q
∂FCE
∂Hαr
. (5.69)
and
∂FCE
∂Hαq
=
( ∑
r following q
∂FCE
∂Hαr
)
Cq. (5.70)
5.5 Relation to Other Work
Inoue and Ueda [74] have shown that the maximum likelihood training with
a joint set of labeled and unlabeled data outperforms self-training methods
if the original labeled set is very scarce (in their case, only three training
examples from each phoneme class in TIMIT). Our generative approach and
experiments in this chapter differ from theirs in several ways: (1) They only
studied the phonetic classification task, where phone boundaries are known in
advance. (2) They assumed equal number of data from all phoneme classes in
the labeled set, whereas we make a more realistic assumption that utterances
are randomly sampled to be transcribed; thus the phoneme class distribution
is inhomogeneous in nature. (3) We show that tied-mixture HMM is not a
required model structure for semi-supervised learning, as claimed in their
paper; the standard GMM-HMM models can work as well.
If we apply our semi-supervised generative criteria to Maximum Likelihood
Linear Regression (MLLR) adaptation [20], it would be very similar to lattice-
based MLLR proposed for unsupervised speaker adaptation in [75], except
that ours additionally concerns the need of labeled adaptation data. The
adaptation experiments in [75] showed that the use of lattices only produces
a very small improvement over the one-best hypothesis. We have a similar
conclusion in our semi-supervised generative training experiments.
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For semi-supervised discriminative training, it has been observed that
when applying discriminative training in a self-training fashion, the accuracy
gain from unstranscribed speech is sensitive to the accuracy of the numerator
transcription [9]. Our MMI-NCE training can be thought of as a probabilis-
tic variant of self-training MMI; a set of possible recognition hypotheses are
covered instead of a single best hypothesis as in self-training MMI. We hope
that this reduces the sensitivity of MMI-NCE to the accuracy of the tran-
scriptions compared to self-training MMI. The following experiments will
show that MMI-NCE indeed achieves better recognition accuracy than self-
training MMI when the bootstrapped model is of low accuracy.
5.6 Experiments
5.6.1 Experimental Setup
To evaluate the performance of our approach, we conducted experiments on
phone recognition using the TIMIT corpus [65]. We extracted 50 speakers out
of the NIST complete test set to form the development set for hyperparameter
tuning. The rest of the NIST test set formed our evaluation test set. The
development and evaluation test set here are the same as the development
set and full test set defined in [67]. There are 48 phone classes, and the
recognition outputs are merged into 39 classes for final evaluation according
to [66].
The acoustic features are 13 MFCC coefficients and their first and second
order derivatives, with a 10 ms frame rate and a 25 ms Hamming window.
We adopted three-state HMMs, whose state models are diagonal-covariance
GMMs, for each of 48 phonemes. To create a semi-supervised learning prob-
lem, 176 (randomly sampled) out of 3696 utterances in the standard NIST
training set is treated as the labeled set, and the rest 3520 utterances form the
unlabeled set where the phone transcriptions are assumed to be unavailable.
To create a semi-supervised learning problem, the standard NIST train-
ing set was randomly divided into the labeled and unlabeled sets with dif-
ferent ratios, where we assumed the phone transcriptions in the unlabeled
set are unavailable. We tested our algorithm on the problems of differ-
ent labeled/unlabeled ratios; labels of different percentages, varying from
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s = 5% − 100%, of the training set were kept. For the consistency of ex-
periments, a smaller defined portion is always a subset of a larger defined
portion. That is, if DL(s%) is defined to be the labeled set which amount
is s% of the whole training set, then DL(s1%) ⊂ DL(s2%) ⊂ ...DL(sn%), for
s1 ≤ s2 ≤ ... ≤ sn.
The initial acoustic model set was always trained using the labeled set
via maximum likelihood estimation (MLE), as described in the bootstrap-
ping stage in Section 5.2. We adopted three-state left-to-right HMM for
each phone, with diagonal-covariance GMM as the output state distribution
model. We used only the labeled part to train phone bi-gram model as a
language model for phone recognition.
5.6.2 Metrics
To evaluate the recognition output, we match each of the recognized and
reference sequences by performing an optimal string match using dynamic
programming, and any boundary timing information is ignored while compar-
ing. The optimal string match is the phone alignment which has the lowest
errors, which are the sum of insertion, deletion and substitution errors. As
a major metric, the percentage of accuracy is defined as
Accuracy = 100%×
N −D − S − I
N
, (5.71)
where N is the number of tokens in the reference files, D is the number of
deletion errors, S is the number of substitution errors, and I is the number
of insertion errors.
Here is an example alignment between a reference and a hypothesis ut-
terance from the TIMIT corpus, which shows the counts of deletion (D),
insertion (I), and substitution (S) errors.
REF: sil y uw w ao el w iy w er ah w * ey sil
HYP: sil y * w ao el * iy w ao r w eh en sil
Eval: D D S S I S
This utterance has two deletions, three substitutions, and one insertion.
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The phone error rate is calculated as:
Accuracy =
15− 6
15
= 60%. (5.72)
5.6.3 Significance Testing
To compare the performance of two different recognition systems to de-
termine which one is better, significance testing is often used. In our ex-
periments, we adopted the Matched Pairs Sentence-Segment Word Error
(MAPSSWE) Test, which was suggested by [76] and implemented by NIST [77].
The MAPSSWE test operates on segments of utterances. The segments
are sampled from an utterance in such a way that the errors in one segment
are statistically independent of the errors in any other segment. Because the
number of segments is large, the mean of the error differences of two systems
are normally distributed according to the central limit theorem.
The null hypothesis asserts that the distribution of error differences has
mean zero (two-tailed). The null hypothesis is then rejected if the normalized
version of µ falls within the two tails of unit Gaussian distributions. The
smaller area the two tails have, the higher significance level at which the
hull hypothesis is rejected. For our results, we ran the MAPSSWE test to
determine the statistical significance for the accuracy gains reported on the
test set.
5.6.4 Baseline Performance of Supervised Systems
Table 5.1 shows the performance of ML and MMI baseline systems that use
only the defined labeled portion for acoustic model training.
To verify that our system implementation is correct, we used the whole
NIST training set (DL = 100%) for ML training and obtained the recogni-
tion accuracy as 71.9%, which matches the baseline ML performance in the
literature.
We created more Gaussian components for each phonetic class as more
labeled training utterances are available.
For MMI-training, we again applied I-smoothing as a smoothing technique
to prevent over-training, and the I-smoothing parameter has been tuned on
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Table 5.1: Phone recognition accuracies (%) of supervised phone
recognizers for different percentages (s =10-100%) of labels used.
DL 5% 10% 15% 20% 30% 40%
#.Gaussian 4 12 16 24 32 38
ML 62.2 65.6 67.0 68.0 69.1 70.2
MMI 62.6 65.6 67.2 68.3 69.4 70.6
Abs. Gain +0.4 +0.0 +0.2 +0.3 +0.3 +0.4
DL 50% 60% 70% 80% 90% 100%
#.Gaussian 38 38 38 38 38 38
ML 70.6 70.9 71.1 71.2 71.5 71.9
MMI 71.2 71.6 71.9 72.1 72.4 72.9
Abs. Gain +0.6 +0.7 +0.8 +0.9 +0.9 +1.0
the development set. The tuned value is in the range between 10 and 50.
The accuracy gain of MMI over ML training is roughly proportional to the
size of the labeled training set.
5.6.5 Self-training Methods
As a comparison, we also implemented a self-training approach, in which
unlabeled data are first decoded using the existing model, and then the de-
coding results with high confidence scores will be selected to augment the
labeled training data for another run of model update, assuming the decoding
results are the correct transcriptions.
Confidence score is a heuristic score of how much we trust the recognition
output, and can be implemented in many ways. In our experiments, we relied
on a phone-level posterior probability, p(yˆ(i)|x), where yˆ(i) is the i-th phone
in the recognized phone sequence, to generate frame-level confidence scores.
Specifically, for an utterance, given the recognized phone sequence y and
the recognition lattice, we can compute the posterior probability for each
phone in the sequence. Then for each frame within the utterance, we as-
sume that its confidence score, or the frame-level a-posterior, directly inherits
from the phone-level posterior of its corresponding phone in the recognized
sequence:
Conf(t) = p(y(t)|x). (5.73)
The phone-level posterior probabilities can be obtained using lattice-tool by
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SRILM Toolkit [78], given the recognition lattice as an input. The confidence
score thus obtained always has the value between 0 and 1.
To train a ML model with a self-training fashion, we first recognized
untranscribed utterances using the recognizer with the supervised acoustic
model, and the recognition outputs were used as the correct transcriptions.
Then we updated the supervised acoustic model with the augmented training
set, based on the standard maximum-likelihood criteria. The update formula
was the same as the normal Baum-Welch update, except that we only accu-
mulated the statistics from those frames which confidence scores were higher
than the threshold. The optimal threshold for confidence-based selection was
determined using the development set, and was tuned every time when the
number of components were increased.
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Figure 5.2: Phone recognition accuracies (%) versus confidence thresholds
for training data selection for self-training ML models. We are increasing
the number of components per class from eight to ten for the
semi-supervised setting of DL = 5%, DU = 95%. The results are on the
development set.
During model estimation, we increased the number of components per class
by two and then re-estimated the models using the augmented training set
by confidence-based selection. We continued increasing the components until
the accuracy on the development set stopped to increase.
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Figure 5.2 shows the phone accuracies of the self-training ML models versus
different confidence thresholds for training data selection, for the case where
we increased the number of components per class from eight to ten for the
semi-supervised setting of DL = 5%, DU = 95%. We see that trusting all of
the recognition results as training data (th ≤ 0.2) results in the degradation
of performance. Setting a higher threshold means using training data that
have more reliable transcriptions, but it also results in fewer amounts of data
to train. For example, when we set the threshold value as high as 0.9, the
selected data have little impact on the updated models. We found that the
best trade-off between the data stability and the amount of the training set
is around threshold of 0.5.
To apply self-training methods for MMI training, we also first obtained
the recognition results on the whole unlabeled set by the recognizer with
the supervised ML acoustic model, and we computed the averaged posterior
for each recognized sequence in the unlabeled set. Then only utterances
which averaged posteriors are higher than the threshold participated in MMI
training. Table 5.2 shows the resulting performance with different confidence
thresholds, for the semi-supervised setting DL = 5% and DU = 95%. We see
that adding all automatic transcriptions (th=0) into the training set gave
the minimum accuracy gain. Using automatic transcriptions with confidence
scores higher than 0.8 yields the best accuracy gain.
Table 5.2: Phone recognition accuracies (%) of self-training MMI models
versus different confidence threshold. DL = 5% and DU = 95%. The initial
model is a 4-mix ML Model. The results are on the development set.
Training data Init. ML Self-training MMI
Threshold 0 0.6 0.7 0.75 0.8 0.85
#. utterance - 3696 3519 3482 3320 1947 539
Accuracy(%) 63.5 63.7 63.9 64.2 64.3 64.4 64.1
Gain(%) +0.2 +0.4 +0.7 +0.8 +0.9 +0.6
5.6.6 Semi-supervised ML
We first show in Table 5.3 the recognition accuracy after each time we in-
creased the number of Gaussians and re-estimated the model using unlabeled
data, for DL = 5%, DU = 95%. We compared semi-supervised ML training
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Table 5.3: Phone recognition accuracies (%) versus different numbers of
Gaussian components per state before (L) and after adding unlabeled data
(L+U). DL = 5%, DU = 95%. There is no statistical difference between
Self-training ML and ML-ML. The results are on the development set.
Training data L L+U
#. Gaussians 4 6 8 10
Self-training ML 63.5 63.5 63.5 63.9
ML-ML 63.5 63.6 63.7 64.0
Table 5.4: Phone recognition accuracies (%) on the test set for supervised
ML and semi-supervised ML-ML training. “***” indicates that the
significance test finds a significant difference at the level of p=0.001
DL DU Sup. ML (#. mix) ML-ML (#. mix)
5% 95% 62.2 (4) 63.6 (10) ***
10% 90% 65.6 (10) 65.8 (16)
15% 85% 67.0 (16) 67.2 (20)
20% 80% 68.0 (24) 68.0 (30)
(ML-ML) with self-training ML training. We first notice that adding un-
labeled data under the generative framework can always help grow more
Gaussian components therefore produce a better fitted model. Particularly,
while the optimal number of Gaussian components is four when we boot-
strapped the model, the optimal number (determined by the development
set) after adding unlabeled data is ten. Overall, our semi-supervised gen-
erative training has a similar performance with self-training methods, but
does not require an extra step to find an appropriate confidence threshold to
select training data.
Table 5.4 shows the accuracy of ML-ML models along with the increased
number of Gaussian components per class. We see that the gain due to
adding unlabeled data via ML-ML criteria decreases quickly as the amount
of labeled set increases. It seems that the information from the likelihood of
unlabeled data can contribute the most when the supervised ML model has
poor accuracy, or the labeled set is very small.
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5.6.7 MMI with ML and NCE Regularization
For MMI training, we used an initial model to generate the numerator and
denominator lattices for each utterance in the transcribed set, and the recog-
nition lattices for each utterance in the untranscribed set.
For the denominator lattices, we used phone unigram as a weaker language
model to generate the lattices, and in the lattice the acoustic model likelihood
was raised to the power of 0.1 to reduce its dynamic range.
We tried two different initial models for MMI experiments. One is the
supervised ML model trained using only the labeled set, and the other is
the best semi-supervised generative model we obtain according to Table 5.3.
With supervised ML being the initial model, Table 5.5 shows the recogni-
tion accuracies of semi-supervised acoustic models by two regularized MMI
approaches and the self-training approach. In general, the accuracy gain is
MMI-NCE > self-training MMI > MMI-ML. We only show results for the
setting where DL ≤ 30% because there is no accuracy gain observed for
DL > 30%. MMI-NCE is generally better than self-training MMI, but the
gain tends to disappear as the size of the labeled set increases. However, it is
worth noting that another advantage of MMI-NCE over self-training meth-
ods is that confidence computation and threshold tuning will not be required
at all.
Table 5.5: Phone recognition accuracies (%) on the test set with different
training methods, with the initial model begin the supervised ML model.
“***” indicates that the significance test finds a significant difference from
supervised MMI training at the level of p=0.001, “**” at the level of
p=0.01, and “*” at the level of p=0.05.
DL DU Sup. ML Sup. MMI MMI-ML Self-training MMI-NCE
MMI
5% 95% 62.2 62.6 62.9 *** 63.2 *** 63.5 ***
10% 90% 65.6 65.6 66.4 *** 66.5 *** 66.8 ***
15% 85% 67.0 67.2 67.6 ** 67.8 *** 67.9 ***
20% 80% 68.0 68.3 68.5 * 68.8 *** 68.9 ***
30% 70% 69.1 69.4 69.4 69.6 *** 69.6 ***
We next used the best model by semi-supervised generative training as the
initial model for semi-supervised discriminative training. This is also an ex-
ample of our proposed training paradigm described in Section 5.2. Table 5.6
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Table 5.6: Phone recognition accuracies (%) on the test set with different
training methods, with the initial model begin the best semi-supervised
generative model. “***” indicates that the significance test finds a
significant difference from supervised MMI training at the level of p=0.001,
“**” at the level of p=0.01, and “*” at the level of p=0.05.
DL DU Sup. ML Sup. MMI MMI-ML Self-training MMI-NCE
MMI
5% 95% 63.6 63.7 63.9 * 64.2 *** 64.5 ***
10% 90% 65.8 66.4 66.4 66.4 67.0 ***
15% 85% 67.2 67.4 67.4 67.4 67.8 ***
20% 80% 68.0 68.2 68.4 68.7 *** 68.5 ***
shows the recognition accuracies of semi-supervised acoustic models. All
methods involving using unlabeled data improve over the supervised MMI
models. In this experiment, MMI-NCE outperforms both MMI-ML and self-
training MMI when DL ≤ 15%. Self-training MMI either has the same
performance as MMI-ML, or is better than MMI-ML (when DL = 5% and
DL = 20%).
Compared with Table 5.3, ML-ML models being the initial models for the
following semi-supervised MMI training do not necessarily give better final
accuracy than supervised ML Models being the initial models, except when
DL = 5%, 10%. It again implies that increasing the model complexity by
incorporating unlabeled data is helpful only when the initial model is very
poor.
Compared with the phone classification experiments presented in Chap-
ter 3, some observations are the same. That is, MMI-NCE criteria are the
best training methods in terms of the performance reported on the test set.
But there are two main differences. First, MMI-ML training is better than
MMI-NCE for the setting DL = 5%, DU = 95% in phone classification, but
is not in phone recognition. This is probably because for the same value
of DL = s%, the ratio of (#. data points)/(#. parameters) is actually
much lower in phone classification than in phone recognition experiments.
In other words, the same observation for DL = 5% can be possibly made for
DL = 0.5− 1% in phone recognition experiments.
The second difference is that confidence-based self-training methods work
well and even outperform MMI-ML training for phone recognition but not
for phone classification. The reason behind this is still unclear to us.
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Table 5.7: Recognition accuracies of MMI-NCE on the development set
with different recognition lattices for unlabeled data. “***” indicates that
the significance test finds a significant difference at the level of p=0.001,
“**” at the level of p=0.01, and “*” at the level of p=0.05.
DL DU unigram bigram
5% 95% 62.8 63.5 ***
10% 90% 66.6 66.8 *
15% 85% 67.7 67.9
20% 80% 68.5 68.9 *
When generating the recognition lattices for unlabeled utterances, we used
a phone bi-gram as the language model in the recognizer. This implies that
the sequence hypotheses encoded in a lattice resemble the actual recognition
results. Alternatively, if we use a phone-unigram, the hypotheses in a lattice
are less constrained by language model, therefore more acoustic variability
will occur in a lattice. We compared the bigram with unigram language
model in Table 5.7. It appears that using bigram language model is better
than unigram for lattice generation for unlabeled data. In contrast, previous
study has shown that unigram language models introduce more performance
gain than bigram language model when generating denominator lattices for
supervised MMI training. Therefore, the strategies to generate the speech
lattices are different for labeled and unlabeled data: while the denominator
lattices for MMI training aim to introduce more acoustic confusability, the
recognition lattices for MMI-NCE training aim to capture the most accurate
recognition outputs.
5.7 Summary
In this chapter we proposed a semi-supervised multi-stage training frame-
work for HMM-based acoustic models for speech recognition, for the sit-
uation where there are large quantities of in-domain untranscribed speech
utterances along with a limited amount of in-domain transcribed ones. In
our framework, unlabeled data can contribute to model training under both
semi-supervised generative and discriminative training criteria. For the op-
timization of the criteria with speech utterances, we adopted a lattice-based
approach to accumulate statistics relevant to the training criteria and update
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the models in a efficient way. For semi-supervised ML training, we presented
a lattice-based forward-backward algorithm to compute the state-component
occupancy probability for a speech frame. For MMI with NCE regulariza-
tion, we derived the recursive formula to compute conditional entropy and its
gradient in a speech lattice. In addition, to derive extended Baum-Welch-like
model update formulas for MMI-NCE training, we designed an appropriate
weak-sense auxiliary function for the conditional entropy function. Conse-
quently, the optimization procedures for semi-supervised learning for HMMs
(ML-ML and MMI-NCE) are of the same form as their supervised counter-
part (ML and MMI).
The phone recognition experiments showed that semi-supervised genera-
tive training has similar performance with self-training ML methods, and
MMI-NCE is consistently the best semi-supervised discriminative training
method for DL ≤ 15%. Overall, our semi-supervised methods are preferred
over self-training methods since no confidence computation is required to
guarantee a positive contribution from unlabeled data.
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Chapter 6
Unsupervised Prosodic Break Detection in
Mandarin Speech
6.1 Introduction
Prosodic breaks are boundaries which mark the perceived degree of sepa-
ration between a pair of lexical items in human speech. A prosodic break
detector is a classifier which receives acoustic correlates and classifies the
event as non-break or break.
The goal of this research is to automatically locate prosodic breaks in
Mandarin speech without any prosodically labeled data. In this sense, we
are investigating an unsupervised approach.
The advantage of our proposal is the prosodic structure can be detected for
any Mandarin corpus regardless of the existence of prosodic labels. Further-
more, the prosodic structure discovered is totally driven by the distribution
of acoustic features. This provides an interesting view of how non-expert
people perceive prosody without the labeling instruction, and how this nat-
ural prosodic structure interacts with acoustic and phonetic structure, as
we humans seem to process prosody information without a guideline being
taught, too. This work can also serve as a useful pre-processing step for
other downstream natural language processing applications, such as speech
summarization.
Figure 6.1 gives a possible scenario for our problem. Given an utterance
in Mandarin Chinese, the automatic speech recognizer will output the rec-
ognized text with word segmentation information. Each syllable boundary
within the recognized text string is where we need to decide if there is a
prosodic break or not. To build a prosodic break classifier, we first iden-
tify some syllable boundaries as class representatives by the guidelines given
in Section 6.2.1, according to the information provided by the recognition
output. The collected data form a labeled set and the rest of the syllable
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Figure 6.1: A scenario for the problem. Dashed lines represent the syllable
boundary locations. NB means non-break. The question mark indicates
that the label of the syllable boundary is unknown.
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boundaries go to the unlabeled set. Then our semi-supervised learner will
use the two sets to build the prosodic break models. In the testing stage,
the estimated model classifies or predicts the most likely prosody for those
unlabeled boundaries or any other test data.
6.2 Method
Starting with a data set that is totally without prosodic labels, we will iden-
tify some class representatives among the data set as labeled examples. Then
we develop a model training method that takes into account both labeled
and unlabeled data for the binary boundary classifier, expecting the data
structure embedded in the unlabeled set can provide more information. Our
unsupervised approach is possible because of certain facts about language,
and certain facts about machine learning.
1. We create a set of labeled tokens by exploiting one key characteristic
of fluent Mandarin Chinese speech as described in Section 6.2.1: there
is no prosodic break at a syllable boundary within a short lexical word.
By collecting these “intra-short-word” syllable boundaries, we have a
set of examples from the non-break class. The problem is therefore
converted to a class discovery task where labeled data are available
from only one of the two classes, and there are unseen classes existing
in the training data. In our second set of experiments, we additionally
identify some break representatives by exploiting the silence pause cue.
In this case, the problem is converted to a semi-supervised learning
task where the data set is partly labeled and partly unlabeled.
2. We adopt a unified generative mixture model for the joint distribution
of n real-valued acoustic cues, x ∈ ℜn, and break/non-break class,
y ∈ {B,NB}: p(x, y). An additional random variable of the label
missing probability is introduced for the “one-class” problem. We then
show that even with labels from only one of the two classes, a maximum
likelihood training method is able to estimate the model, which can be
used for the classification task as described in Section 6.2.2.
We apply our one-class discovery and two-class semi-supervised learning
methods to a clean read Mandarin speech corpus by a single male speaker
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(Section 6.4) and show that the resulting classifiers compare well with the
supervised results from the perspectives of evaluation metrics (Section 6.4.4)
and of the learned distributions at several dimensions of the acoustic cues
(Section 6.4.5).
All of our experiments in this work are based on word segmentations pro-
vided by the corpus, as errors from the recognition outputs would complicate
our study on prosody detection. In order to incorporate speech recognition
into the framework, a confidence measure is needed to select the reliable
recognition outputs for lexical-cue-based bootstrapping.
6.2.1 Finding Class Representatives
Based on the experimental studies in the literature [79, 80], we adopt one
key characteristic of fluent Chinese utterances: there is no prosodic break at
a syllable boundary within a short lexical word. Here we define “short” as
containing less than three syllables. By identifying those “intra-short-word”
syllable boundaries, we are able to obtain a set of data examples that are
from the non-break class. As for “inter-word” and “intra-long-word” syllable
boundaries, their corresponding prosodic labels remain unknown, and some of
these labels may be the break class. Our final training set can be formulated
as:
Dataset I
Xl: all “intra-short-word” syllable boundaries, with the corresponding class
labels yi = NB.
Xu: all “inter-word” and “intra-long-word” syllable boundaries, where class
labels yi ∈ {NB,B} are missing.
In addition, unambiguous examples of the break class may be available in
certain speaking styles. For instance, in speech with little disfluency such
as read speech and radio announcer speech, almost every silent pause is a
prosodic phrase boundary. In Dataset II, we assume that a silent pause is
a sufficient condition for the presence of a prosodic break at a considered
syllable boundary. If we apply this rule beforehand, then a certain amount
of break data can be obtained. Together with the non-break data extracted
from the intra-short-word boundaries, the labeled set now has data from both
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classes, while inter-word syllable boundaries without silent pause form the
unlabeled set:
Dataset II
Xl,NB: all “intra-short-word” syllable boundaries, with the corresponding la-
bels yi = NB.
Xl,B: all syllable boundaries that have silent pauses, with the corresponding
labels yi = B.
Xu: The rest of “inter-word” and “intra-long-word” syllable boundaries, where
class labels yi ∈ {NB,B} are missing.
6.2.2 Learning with Both Labeled and Unlabeled Data
A generative mixture model is proposed here to describe both non-break
and break class in the feature space and to apply to both Dataset I and II
created as described in Section 6.2.1. Particularly, the model is a mixture of
Gaussian distribution components, and we design two special properties for
the mixture model in order to fit the one-class scenario:
1. Data from both classes share the same pool of Gaussian components
k = 1 . . . K, and the class discrimination comes from a component-
conditional class probability P (Y = y|k). The set of Gaussian compo-
nents in the pool are representative of the acoustic space covered by the
feature vectors regardless of the class labels. This tied-mixture struc-
ture provides a robust way to incorporate data from the undiscovered
class into the training stage.
2. It is possible that the labeled and unlabeled set have different class
distributions. An extreme example is Dataset I defined in Section 6.2.1,
where the labeled set has zero break data. Therefore, an additional
model parameter is needed to adjust the class distribution from the
labeled to unlabeled set; we introduce the term P (l = M|y) to describe
the label missing probability conditioned on the class.
Consequently, the model has K mixture components that can generate
data (x, y, l), where x ∈ ℜn is a prosodic feature vector containing n acoustic
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correlates, y ∈ {NB,B} is the class label, and l ∈ {L,M} indicates label is
observed (L) or missing (M). The joint probability of (x, y, l) is a weighted
sum over all components:
P (x, y, l) =
K∑
k=1
αkP (l|Y = y)f(x|θk)P (Y = y|k), (6.1)
where αk is the weight of component k, and f(x|θk) describes the probability
of the features x in component k (here we use Gaussian distribution). P (Y =
y|θk) is the class probability in component k, and P (l|Y = y) is the class-
dependent label presence/absence probability. The complete parameter set
that define the data set now is
Θ =
{
{αk}
K
k=1 , {θk}
K
k=1 , {P (Y = y|k)}
K
k=1 , {P (l = M|y)}y∈{NB,B}
}
, (6.2)
where θk = {µk,Σk} is the mean and covariance for component k.
We use Expectation-Maximization to find the optimal parameters that
maximize the data log-likelihood in Equation (6.1). The closed-form EM
updating formulas are derived as follows. The E-step computes two posterior
probabilities,
p(k|xi, yi) =
αkf(xi|θk)P (Y = yi|θk)∑K
j=1 αjf(xi|θj)P (Y = yi|θj)
(6.3)
p(y, k|xi, li = M) =
αkf(xi|θk)P (Y = y|θk)P (li = M|y)∑K
j=1
∑
y∈{B,NB} αjf(xi|θj)P (Y = y|θj)P (li = M|y)
,
(6.4)
and the M-step updates the following parameters,
αk =
1
|Xl|+ |Xu|
wk, (6.5)
where |Xl| is the size of the labeled set, |Xu| is the size of the unlabeled set,
and
wk =
∑
xi∈Xl,NB
p(k|xi, yi = NB) +
∑
xi∈Xl,B
p(k|xi, yi = B)
+
∑
xi∈Xu
∑
y∈{NB,B}
p(y, k|xi, li = M).
(6.6)
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The parameters of f(x|θk) are mean µk and covariance Σk:
µk =
1
wk
[ ∑
xi∈Xl,NB
xi · p(k|xi, yi = NB) +
∑
xi∈Xl,B
xi · p(k|xi, yi = B)
+
∑
xi∈Xu
∑
y∈{NB,B}
xi · p(y, k|xi, li = M)
]
,
(6.7)
and
Σk =
1
wk
[ ∑
xi∈Xl,NB
(xi − µk)(xi − µk)
T · p(k|xi, yi = NB)
+
∑
xi∈Xl,B
(xi − µk)(xi − µk)
Tp(k|xi, yi = B)
+
∑
xi∈Xu
∑
y∈{NB,B}
(xi − µk)(xi − µk)
Tp(y, k|xi, li = M)
]
.
(6.8)
Also, P (Y = y|k) and P (l = M|y) are updated in the following way:
P (Y = y|k) =
1
wk
[ ∑
xi∈Xl,y
p(k|xi, yi = y) +
∑
xi∈Xu
p(y, k|xi, l = M)
]
; (6.9)
P (l = M|y) =
Uy
|Xl,y|+ Uy
, (6.10)
where
Uy =
∑
xi∈Xu
K∑
k=1
p(y, k|xi, li = M). (6.11)
For Dataset I, the class labels for the break class are always missing, which
means the labeling missing probability for the break class, P (l = M|y = B),
equals 1. Consequently, the EM update formulas are the same as 6.3 to 6.10,
except that Xl,NB = Xl and Xl,B = φ (a null set).
6.2.3 Classification
Once the model parameters are learned by EM, the classification of a test
(new) data x is done by choosing the class label that maximizes the posterior
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probability:
yˆ = arg max
y∈{NB,B}
P (y|x), (6.12)
where the posterior probabilities can be obtained by
P (Y = y|x) =
∑K
k=1 αkf(x|θk)p(Y = y|k)∑K
j=1 αjf(x|θj)
. (6.13)
6.3 Relation to Other Work
One key ingredient of our approach is a special linguistic property of Man-
darin speech, based on which some reliable class representatives can be ob-
tained without any prosody annotation. Therefore, instead of using cluster-
ing algorithms, we focus on developing an algorithm that can train classifiers
when given a hybrid set of labeled and unlabeled data, particularly when
labeled data come from only one of the two classes. This direction sets us
different from the previous work on unsupervised prosody detection for En-
glish speech [57, 58].
Semi-supervised learning (SSL) is defined as a class of machine learning
techniques that aim to train models using both labeled and unlabeled data.
The one-class scenario that we just described is a special case of SSL meth-
ods, as labeled data come from only one of the two class. Little research
is done on the one-class problem compared to general semi-supervised algo-
rithms.
The one-class Support Vector Machine (SVM) [81] is one kind of method
related to the “one-class” problem; it uses only positive examples for training
a SVM. This approach may not suit our purpose for the following reason. In
the one-class SVM, positive examples are available and are usually clustered
together, and missing negative examples are assumed to belong to the com-
plement space of the positive subset. But in our problem, there is no obvious
decision about which class is positive or negative, as both classes have the
clustering property.
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Table 6.1: The label statistics of the corpus. Sp means silent pause.
#. Sentence #. Non-break
#. Minor break
#. Major break
no sp with sp
Train 375 10295 710 253 2013
Test 52 1532 115 30 280
6.4 Experiments for Mandarin Speech
6.4.1 Experiment Settings
The Mandarin database is the corpus used for duration study for Text-to-
Speech in Bell Laboratories [82]. This corpus contains 427 sentences from
news material, recorded by a male Mandarin speaker from Beijing. The
transcription contains segmentations at phone, syllable and word levels. The
prosodic annotation includes minor breaks and major breaks, which are never
used in our training and are for evaluation only. The corpus is divided into
375 sentences as the training set and 52 sentences as the testing set. The
label statistics are summarized in Table 6.1. Major breaks always come with
silent pauses at the boundary, whereas 26.27% of minor breaks are followed
with silent pauses. The distribution of non-break and break class (combining
minor and major break) is fairly skewed (77.7%:22.3%).
6.4.2 Prosodic Features
It is generally agreed that the acoustic correlates of prosodic boundary in-
clude pitch reset, pre-boundary lengthening and silent pauses. Energy is less
robust but could be an informative measure. Therefore, to predict prosodic
break, we use prosodic features based on fundamental frequency (F0), energy,
duration and pause. Specifically, we compute the following eight prosodic
features for each syllabic boundary:
1. the averaged pitch of the syllable before the boundary,
2. the difference of averaged pitch values of the syllable after and before
the boundary,
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3. the averaged pitch values over the first 30 ms region of the syllable
after the boundary minus the averaged pitch values over the last 30 ms
region of the syllable before the boundary,
4. the averaged pitch over the first 30 ms region of the syllable before the
boundary,
5. the averaged energy of the syllable before the boundary,
6. the difference of averaged energy of the syllable after and before the
boundary,
7. the raw duration of the syllable before the boundary, and
8. the silent pause duration at the boundary.
The f0 values are obtained by get f0 from Entropic ESPS/Xwaves for every
10 ms of speech, and converted to a log-frequency scale.
6.4.3 Model Complexity
We first illustrate the behavior of our unsupervised algorithm by a real ex-
ample. The topmost plot in Figure 6.2 is the histogram of our sixth prosodic
feature (energy difference) in the training set; the next two plots are the
respective histograms for non-break (NB) and break (B) class. The break
class has a lower mean than the non-break class. In the bottom three plots,
we show the estimated joint distribution p(x, y) by Equation (6.1) for dif-
ferent numbers of Gaussian components (K) in Equation (6.1). Ideally, the
estimated joint distributions should be similar to the real histograms in the
upper part.
As shown in the figure, with only the presence of some labeled “non-break”
data, the semi-supervised algorithm is able to discover the underlying dis-
tribution of the “break” class, if given a sufficient number of Gaussian com-
ponents (K = 16). In comparison, with an insufficient number of Gaussian
components (K = 2, 4), the model is unable to describe the data distribu-
tion. The underlying area of the distribution is the class prior probability
p(y). We can see that the estimated distributions for K = 16 resemble the
truth, where the non-break class has a higher prior probability than the break
class.
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Figure 6.2: True histograms and estimated distribution of the “energy
difference” (feature 6) for non-break and break class.
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6.4.4 Classification Results
We design a two-pass classification paradigm. As major breaks and part of
minor breaks are strongly correlated to silent pauses in this corpus, we treat
silent pause as a special feature and exclude it from the feature set in the first
pass. In the first pass, our algorithms detect breaks using all features exclud-
ing silent pause. Then in the second pass, we classify all boundary points
with silent pauses into the break class. The reason of the two-pass classi-
fication is to investigate how unsupervised learning will learn the prosodic
structure with acoustic cues other than silent pause. As a reference, we use
all prosodic annotations in the training set to train a supervised classifier,
resulting in a second-pass classification accuracy of 91.5% on the test set.
The unsupervised performance will always be lower than this number.
We report the performances of our approach on the test set in Table 6.2.
The second-pass classification accuracy using only labeled non-break data
is 80.0% and 90.7% with additionally labeled break data. We also list the
first-pass classification accuracies in the table to show the model does as well
without silent pause cues. The accuracy of a do-nothing classifier (classify
all data points as non-break) is already 78.0% on this corpus, due to the
unbalanced class distribution of the data set, which shows that accuracy may
not be an informative criterion with which to evaluate a model. Therefore,
we also compute the precision and recall rate of prosodic breaks, as the
potential applications would most likely focus on detected prosodic breaks.
Precision is defined as the number of correctly detected breaks divided by
the number of all detected breaks; recall is the number of correctly detected
breaks divided by the number of annotated breaks. F-score is the harmonic
mean of precision and recall:
F = 2 ·
precision · recall
precision + recall
. (6.14)
F-scores of both methods achieve 60−70%, whereas the do-nothing classifer,
by assigning the non-break label to all data, gets an F-score of zero.
Table 6.3 summarizes the first-pass classification accuracy for breaks of
different degrees: non-break, minor break without silent pause, with silent
pause, and major break. For minor break without silent pause (B1), training
with two-class labeled representatives (Dataset II) results in lower accuracy
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Table 6.2: The first-pass classification results on the test set, using
different labeled representatives. Intra-sw NB means intra-short-word
syllable boundary. Sp B is prosodic break followed by silent pause.
Annotated data means using annotated prosody labels to train an oracle
classifier as an upper bound. Acc. means Accuracy.
Labeled First pass 2nd pass
representa- Preci- Recall F-score Acc. Acc.
tives sion(%) (%) (%) (%) (%)
Dataset I intra-sw NB 49.7 86.9 63.2 78.0 80.0
Dataset II
intra-sw NB
67.9 75.6 71.5 86.9 90.7
+ sp B
Annotated all NB
69.4 79.6 74.2 87.9 91.5
data + all B
Table 6.3: The first-pass classification accuracies (%) of different types of
breaks on the test set. NB: non-break; B1: minor break without silent
pause; B2: minor break with silent pause; B3: major break. Intra-sw NB
means intra-short-word syllable boundary. Sp B is prosodic break followed
by silent pause.
Labeled NB B1 B2 B3 Total
Representatives
Dataset I intra-sw NB 75.5 87.1 86.7 86.8 78.0
Dataset II intra-sw NB + sp B 90.0 75.0 73.0 76.0 86.9
Annotated data All NB + ALL B 90.2 86.2 76.7 77.7 87.9
than training with annotated data (75.0% versus 86.2%) and even the one-
class scenario (87.1%). This is probably because the ‘sp B’ data used in
Dataset II does not represent well the acoustic pattern of the whole B1 class.
On the other hand, dataset II has comparable accuracy to the annotation-
based result for non-break class (90.01% vs. 90.21%), which suggests that
non-break data identified by the lexical cue (intra-sw NB) are sufficient to
represent the non-break data space.
6.4.5 Feature Analysis
In this section, we provide detailed analysis of each acoustic feature we de-
fined in Section 6.4.2. We did not normalize the extracted acoustic correlates
with respect to the associated Mandarin tone type, but several features still
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exhibit distinguishable distributions between the break and non-break class,
which the algorithm is able to discover. By drawing feature distribution for
non-break and break class respectively, we find that there are five features
that have separable distributions for data from the two classes (features (1-2)
and (6-8)). Although the other three features do not exhibit clear class sep-
aration, the classification performance would decrease if we removed those
features. Part of the reason is that correlation between features exists, which
is not necessarily visible in a one-dimensional distribution. We next show the
estimated distributions by one-class discovery and two-class semi-supervised
learning to see how their learning results compare to the true data distribu-
tions.
Pitch
As shown in Figures 6.3 and 6.4, one-class discovery is able to discover the
unseen class (break) for feature (1) the averaged pitch and (2) its difference
before and after the boundary. Two-class semi-supervised learning further
improves modeling by giving a more accurate break distribution, as some of
the break data are available in this case. While distributions of features (3)
and (4) are not separable, one-class discovery estimates the unseen class in
a way that resembles the correct distribution, as shown in Figures 6.5 and
6.6. For example, we can see from the data histograms in Figure 6.6 that the
mean of the break data is slightly shifted to the right compared to that of
non-break data, and the result of one-class discovery has already shown this
fact.
Energy
Averaged energy alone seems not to be an informative feature, as shown
in Figure 6.7, whereas the reset of averaged energy shows distinguishable
distributions between the non-break and break class in Figure 6.2.
Duration
The pre-boundary lengthening effect is a well-known phenomenon that occurs
at the rhyme of the syllable preceding the prosodic boundary [83]. Numerous
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Figure 6.3: Feature histograms. Feature 1: Averaged pitch.
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Figure 6.4: Feature histograms. Feature 2: Averaged pitch difference.
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Figure 6.5: Feature histograms. Feature 3: The beginning pitch of the next
syllable minus the ending pitch.
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Figure 6.6: Feature histograms. Feature 4: Averaged pitch over the first 30
ms.
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studies in Mandarin speech have demonstrated the same conclusion [47, 84].
Figure 6.8 shows that our corpus coincides with this universal effect. How-
ever, we see that one-class discovery algorithms have limitations; the break
class distribution is not well estimated by the one-class learning algorithm,
while the estimated distribution is closer to the truth in the two-class learning
case, when labeled examples from break are available.
6.5 Summary
We proposed an automatic prosodic break labeling system for Mandarin
speech that does not require any prosodically labeled data. Thanks to a
special linguistic property of Mandarin Chinese, we obtained some non-break
data from “intra-short-word” syllable boundaries, and learned the contrastive
“break” class with a generative mixture model. The second method aug-
ments the non-break set with some break data, which can be determined by
silent pauses, and learns the mixture model given this set together with other
unlabeled data.
This chapter demonstrates the success of unsupervised prosody discovery
for the most clean experimental condition: the speech corpus is speaker-
dependent and fluent read speech, and the word boundary times are ex-
tracted from the manual word transcription. We will have to develop some
corresponding strategies to deal with each additional speech variation factor.
For example, speaker normalization can be applied after feature extraction to
remove the speaker effect. To apply detection after automatic speech recog-
nition, a confidence measure can help select reliable recognition outputs for
lexical-cue-based bootstrapping. For spontaneous speech with disfluency, we
will also need to design an automatic disfluency detector: With the help of
the disfluency detector, we can still identify fluent words to extract reliable
intra-word syllable boundaries as non-break data. In any case, with a careful
design, the prosodic structure can be detected for any Mandarin corpus re-
gardless of the existence of prosodic labels. The structure detected is totally
driven by the distribution of acoustic features. This provides an interest-
ing view of how non-experts may perceive prosody, without having had any
extensive training in any particular prosody labeling system, and how this
natural prosodic structure interacts with acoustic and phonetic structure.
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Figure 6.7: Feature histograms. Feature 5: Averaged energy.
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Figure 6.8: Feature histograms. Feature 7: Raw duration.
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Chapter 7
Conclusions and Future Work
This chapter summarizes the main conclusions of the dissertation, discusses
its impact and limitations, and proposes directions for future research.
7.1 Summary of Main Contributions
The ongoing and explosive growth of speech data in today’s multimedia ap-
plications, along with the limitations of obtaining manual transcriptions, ne-
cessitates research on semi-supervised learning methods to exploit unlabeled
data for building speech applications such as speech recognition and prosody
detection. Limited research has been done about developing fundamental
semi-supervised learning methods for speech models. This thesis is one of
the first works in this research direction.
In this thesis, a family of semi-supervised training criteria has been pro-
posed for learning GMMs and HMMs with a joint set of labeled and unlabeled
data. Three training criteria were explored:
1. ML-ML: the maximum of the log likelihood (ML) for the joint set of
labeled and unlabeled data.
2. MMI-ML: a hybrid criterion of the maximum mutual information
(MMI) between speech signals and their references for the labeled data,
and the log data likelihood of the unlabeled speech signals.
3. MMI-NCE: a hybrid criterion of the maximum mutual information
between speech signals and their references for the labeled data, and the
negative conditional entropy (NCE) measured on the unlabeled speech
signals.
Experiments on phonetic classification and recognition show that these
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criteria reliably give improvements over their supervised versions that use
only labeled data. The main results of this research are as follows:
• ML training with a joint set of labeled and unlabeled data (ML-ML)
significantly improves over supervised ML training that uses only la-
beled data, when the ratio of the size of unlabeled data to labeled
data is high enough. (≥ 3 for phone classification and ≥ 19 for phone
recognition.)
• Certain measures on unlabeled data can be used as a regularization
term augmented to discriminative training criteria to prevent the model
from over-fitting the labeled data. Both MMI-ML and MMI-NCE work
well for this purpose, and they can be combined with I-smoothing.
• For phone classification, MMI-NCE consistently gives the best perfor-
mance. For phone recognition, the performance gain from different
semi-supervised methods is in the order of: MMI-NCE ≥ self-training
MMI > MMI-ML.
• For the recognition task, recognition lattices from unlabeled speech can
be used as an efficient structure to accumulate relevant statistics for
semi-supervised training.
• Other factors that affect the results are language models to generate
the recognition lattices.
The value of this thesis is that the proposed semi-supervised learning
framework provides a solution to exploit unlabeled data for acoustic mod-
eling in speech recognition. Especially, the power of discriminative training
criteria is naturally extended to semi-supervised scenarios by using some
measures on unlabeled data as regularization to the supervised training ob-
jective. From the theoretical perspective, it treats semi-supervised learning
as an optimization problem in which training objectives that reflect reason-
able assumptions about labeled and unlabeled data are constructed; from
the practical perspective, it removes the need to reliably compute confidence
scores and to tune subtle thresholds for data selection, as in self-training
methods.
The second contribution is the experimental analysis of how unlabeled data
change the acoustic models under our semi-supervised learning framework.
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The first finding is that it is necessary to increase the model complexity
for unlabeled data to help better model estimation. Then, an important
observation is that the influence of unlabeled data on the estimated model
is not equivalent to that of labeled data, as the resulting model parameters
do not converge to the same point. Moreover, the training criteria control
how unlabeled data change the acoustic model. ML-ML models have more
similar phone distributions to the true model than supervised ML models.
MMI-NCE models do not yield more similar phone distributions but rather
focus on maximizing the discrimination between classes directly.
The final contribution is the development of an unsupervised approach to
binary prosodic break classification for Mandarin speech. Essentially, the ap-
proach adopts a knowledge-based bootstrapping method to identify the seed
data from one or both classes, and then applied generative models to learn
the distribution of both classes. Under the generative framework, it is possi-
ble to discover the contrastive class (prosodic break in our task) even if all the
seed data come from the one class (non-break in our task). The advantage of
our method is the prosodic structure can be detected for any Mandarin cor-
pus regardless of the existence of prosodic labels. Furthermore, the prosodic
structure detected is totally driven by the distribution of acoustic features.
This provides an interesting view of how non-expert people perceive prosody
without the labeling instruction, and how this natural prosodic structure in-
teracts with acoustic and phonetic structure, as we human seem to process
prosody information without a guideline being taught, too.
7.2 Future Work
This section discusses the limitations of this dissertation work, and suggests
possible directions for future research.
While in this thesis we report successful results for phone classification
and recognition, the next step is to see how the developed semi-supervised
training techniques extend to the problem of word recognition, or more gener-
ally, large vocabulary speech recognition. While the recognizer architectures
are the same, we will deal with a larger set of acoustic models; for word
recognition context information is usually added to each phone class to form
tri-phone units, and we use HMM to model each of tri-phones. As a result,
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the semi-supervised training criteria will be the same but applied to update
model parameters at the tri-phone level. Another accompanying issue is
that before training those tri-phone acoustic models, a clustering algorithm
is usually applied to the set of tri-phones to deal with data sparsity; sev-
eral tri-phones may be mapped to the same surface form to ensure enough
training data per class for robust model estimation. Regarding the cluster-
ing step, the observation in the current study that unlabeled data may help
find better probability models encourages us to consider the contribution of
unlabeled data to better clustering. For example, it is worth trying to ap-
ply clustering on the joint set of labeled and unlabeled data first and then
refine the clusters by knowledge-based decision trees that require the label
information.
Besides acoustic models, language models can also benefit from unlabeled
data. There have been some recent studies regarding this aspect [64, 85, 86],
and it remains an interesting question whether individual improvements for
acoustic and language models due to unlabeled data are complementary and
therefore can be combined to achieve even a larger performance boost.
Another interesting application for semi-supervised acoustic modeling would
be speaker adaptation. In speech recognition, mismatch between the training
data and the test conditions can degrade the recognition performance. For
example, a new recording environment or a new speaker may not be repre-
sented well by the training data. Adaptation is a solution to these problems.
It makes use of a small amount of data from a target domain to transform
the source acoustic model to match more closely to that domain. As the pro-
posed algorithms are able to use unlabeled data to improve the generalization
for in-domain model training, we expect the same benefit can be obtained in
the adaptation scenario, where data of a target domain has only a limited
part being transcribed. To this end, the same semi-supervised training ob-
jectives can be applied. For example, if a linear transformation matrix is to
be used to transform the means and variances from the source data to the
target data, then we can estimate the transform matrix by optimizing the
proposed semi-supervised training criteria.
Regarding the prosody work in this thesis, the effectiveness of the unsu-
pervised approach is shown for a read speech from a single speaker in a clean
recording condition. To generalize to more practical applications such as
multi-speaker natural speech, we will have to develop some corresponding
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strategies to deal with each additional speech variation factor. For example,
speaker normalization can be applied after feature extraction to remove the
speaker effect. To apply detection to automatic speech recognition results,
a confidence measure can help select reliable recognition outputs for lexical-
cue-based bootstrapping. For spontaneous speech with disfluency, we will
need an automatic disfluency detector to identify fluent words within which
reliable intra-word syllable boundaries can be extracted as non-break data in
our label collection step. Regarding the training criteria, it is also possible to
design other reasonable training objectives. For example, minimum-phone-
error (MPE) training criteria were introduced as a closer approximation to
the recognition error rate than MMI criteria [16], but suffer from over-fitting
as well. The same idea of using unlabeled data to regularize supervised MMI
training could be explored to regularize supervised MPE training.
The framework and training criteria presented in this dissertation are sup-
ported by plausible assumptions as well as positive experimental results.
Also, the analysis in this dissertation provides observations on how semi-
supervised models have changed as unlabeled data are added into the train-
ing set, and it was not found in our experiments that unlabeled data degrade
the performance with our framework. One of the goals of future work is to
provide rigorous algorithmic proof or theoretical analysis to answer the fun-
damental questions such as when and why unlabeled data can help. A theo-
retical framework will be an important backbone of semi-supervised learning
studies, and is likely to help us to design a better algorithm.
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