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In this paper, reoptimization versions of the traveling salesman problem (TSP) are
addressed. Assume that an optimum solution of an instance is given and the goal is to
determine if one can maintain a good solution when the instance is subject to minor
modiﬁcations. We study the case where nodes are inserted in, or deleted from, the
graph. When inserting a node, we show that the reoptimization problem for MinTSP is
approximable within ratio 4/3 if the distance matrix is metric. We show that, dealing with
metric MaxTSP, a simple heuristic is asymptotically optimum when a constant number of
nodes are inserted. In the general case, we propose a 4/5-approximation algorithm for the
reoptimization version of MaxTSP.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The traveling salesman problem (TSP) is one of the most interesting and paradigmatic optimization problems. In both
minimization and maximization versions, TSP has been widely studied and a large bibliography is available (see, for example,
the books [12,16,17]). As it is well known, both versions of TSP are NP-hard but although in the case of MaxTSP the problem
is approximable within constant ratio for all kinds of graphs [7,14], in the case of MinTSP approximation algorithms are
known only for the metric case [8], i.e., when the graph distances satisfy the triangle inequality.
In this paper we address the reoptimization issue where the following situation is considered. We are given an optimum
solution of an initial instance and we want to maintain a good solution eﬃciently, when the instance is slightly modiﬁed.
This issue has already been studied for other optimization problems such as scheduling problems (see [3,22], or [4] for
practical applications), Minimum Steiner Tree [5,10], weighted graph and covering problems [24], and classical polynomial
problems where the goal is to recompute the optimum solution as fast as possible [9,15]. It has been addressed for MinTSP
in [1], where the considered modiﬁcations consists in adding a new node to the initial graph (we have a new city to visit),
or removing one node from this graph (a city is dropped from the tour). Other variants of reoptimization of TSP have been
tackled [6], see [2] for a survey on the topic of reoptimization.
More precisely, we suppose that an n node graph G is given and an optimum solution of MinTSP for G has already been
computed. In the problem-version we deal with, denoted MinTSP+ in the sequel, G is transformed into a graph G ′ by adding
a new node vn+1 together with all edges connecting vn+1 to any node of G . How can we reuse the known optimum solution
of MinTSP for G in order to compute a good approximate solution for G ′? An analogous problem denoted MinTSP- consists
of reoptimizing MinTSP when a node v in G is deleted together with all edges incident to it. In [1], Archetti, Bertazzi and
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used for updating the previously known optimum tour, a (tight) 3/2 approximate tour for MinTSP+ in the metric case can
be obtained whereas in the general case, they propose some instances leading to the claim that best insertion rule does
not lead to a constant approximation; the same (tight) 3/2 approximation ratio is obtained for MinTSP- in the metric case.
In their paper, the authors of [1] were mainly motivated by the situation where a short amount of time is available for
the reoptimization. However, another interesting question is to know whether the knowledge of an optimum solution for a
part of the input graph leads to strictly better approximation ratios for the whole of the graph than those achieved in the
classical approximation framework.
In this paper we provide new insights for the reoptimization of MinTSP (for metric graphs), both in the case of a
single update and in the case where k new nodes are inserted (denoted MinTSP+k). For MinTSP+ in the metric case we
show that by combining the best insertion heuristic with Christoﬁdes’ algorithm the result of [1] can be outperformed,
by achieving approximation ratio 4/3. Moreover, it is possible to show that, for any k, MinTSP+k can be approximated
better than 3/2, although, for large values of k, the approximation ratio converges to Christoﬁdes’ bound. On the other
hand, dealing with the general case, we prove that MinTSP+ is not constant approximable, generalizing the result of [1]
(which states that Best Insertion does not lead to any constant approximation ratio in the general case). We also study
reoptimization of MaxTSP, by considering the problems MaxTSP+ and MaxTSP+k for the ﬁrst time, both in the metric and
in the general case (note that these problems are obviously NP-hard). In particular we show that, in the metric case,
the best insertion rule is asymptotically optimum, exhibiting an interesting asymmetry with the minimization case; as an
immediate corollary, MaxTSP+ admits an approximation scheme in the metric case, while it is well known that MaxTSP
does not. Actually, all these results generalize when several nodes are inserted: iterating best insertion is asymptotically
optimum since it guarantees an approximation ratio of (1 − O (k)√
n
) for MaxTSP+k. In the general case we can exhibit a
4/5-approximation algorithm, an improvement over the approximation ratio 61/81, achieved in [7] (under the classical
approximation paradigm).
The paper is organized as follows. In the next section, we provide basic deﬁnitions and notation. In Section 3, we address
the reoptimization of MinTSP under single and multiple node insertions. Next, in Section 4, we consider the reoptimization
of MaxTSP, ﬁrst under single node insertion (both in the metric and in the general case) and subsequently under multiple
insertions (in the metric case). Finally, in Section 5, some results concerning MinTSP- and MaxTSP- are provided. Concluding
remarks are contained in Section 6.
2. Preliminaries
In this section we provide the formal deﬁnitions of the problems addressed in the paper, namely Min and MaxTSP+k,
Min and MaxTSP-k. Then, we introduce three heuristics, Best Insertion, Longest Insertion, and Nearest Insertion, classically
studied in the literature (see for instance [12,20]) because they give rise to fast algorithms to solve TSP, and particularly
suitable when dealing with reoptimization.
Deﬁnition 1 (MinTSP+k, MaxTSP+k). We are given an instance (In+k, τ ∗n ) where In+k = (Kn+k,d), Kn+k is a complete graph
on n + k nodes {1, . . . ,n + k}, with a symmetric distance matrix d = (di, j), and τ ∗n is an optimum solution of MinTSP (resp.
MaxTSP) on In = (Kn,d), sub-instance of In+k induced by the nodes {1, . . . ,n}. The goal is to ﬁnd a shortest (resp. longest)
tour for the whole instance In+k .
Deﬁnition 2 (MinTSP-k, MaxTSP-k). We are given an instance (In+k, τ ∗n+k) where In+k = (Kn+k,d), Kn+k is a complete graph
on n + k nodes {1, . . . ,n + k}, with a symmetric distance matrix d = (di, j), and τ ∗n+k is an optimum solution of MinTSP
(resp. MaxTSP) on In+k . The goal is to ﬁnd a shortest (resp. longest) tour on In = (Kn,d), sub-instance of In+k induced by
the nodes {1, . . . ,n}.
For the case k = 1, we simply denote the problems MinTSP+, MaxTSP+, MinTSP- and MaxTSP-.
When the initial complete graph Kn is transformed into the graph Kn+k a particularly rapid way to update the TSP tour
consists in iteratively inserting the new nodes in the tour according to one of the following simple classical rules.
Deﬁnition 3 (Nearest, Longest and Best Insertion rules). Given a tour τ of an instance I = (Kn,d), a new node n + 1 and all
distances di,n+1 for i = 1, . . . ,n, we insert n + 1 in the sequence of nodes of τ as follows:
• Nearest Insertion: we ﬁnd a node i∗ minimizing di,n+1 for i ∈ {1, . . . ,n}, and insert n + 1 before or after I∗ (choosing
the best solution) in the tour;
• Longest Insertion: we ﬁnd a node i∗ maximizing di,n+1 for i ∈ {1, . . . ,n}, and insert n + 1 before or after i∗ (choosing
the best solution) in the tour;
• Best Insertion: we ﬁnd an edge (i∗, j∗) ∈ τ optimizing (di,n+1 + dn+1, j − di, j) for (i, j) ∈ τ , and insert n + 1 between i∗
and j∗ .
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and Best Insertions are quite different since the algorithms based on iterating these two rules are a 2 and a O (logn)-
approximation respectively.
Finally, when nodes are deleted, the most natural way to get a solution from a tour on the initial instance consists in
taking the shortcut.
Deﬁnition 4 (Deletion). Given a tour τ on (Kn,d), and a node i ∈ {1, . . . ,n}. Deletion consists in building a tour by deleting
i in τ (removing ( j, i) and (i, l) from τ and adding ( j, l)).
3. Reoptimizing minimum TSP under node insertions
In this section, we study the reoptimization problems in the two cases in which one node is inserted (MinTSP+) and
several nodes are inserted (MinTSP+k). We show that we can improve the result of [1] proving that, in the metric case,
MinTSP+ is approximable within ratio 4/3.
On the contrary, if the distance is not assumed to be metric, then the knowledge of an optimum solution in the initial
instance is not useful at all in order to ﬁnd an approximate solution of the ﬁnal instance since MinTSP+ (and consequently
MinTSP+k) is not constant approximable (unless P = NP).
Finally, we generalize the result in the metric case by showing that when k nodes are inserted we get a (3/2 − 1/
(4k + 2))-approximation algorithm.
3.1. One node insertion
When dealing with metric instances of MinTSP+, it is proved in [1] that Best Insertion gives a 3/2-approximate solution.
Actually, we can show that Nearest Insertion also provides this bound. On the other hand, the currently best known algo-
rithm for approximating MinTSP (metric case) is the famous Christoﬁdes’ algorithm, which achieves a ratio 3/2. Of course,
running this algorithm on the ﬁnal instance gives directly also a 3/2-approximate solution for MinTSP+. Here we show
that these results can be outperformed by simply combining these two heuristics. Let us denote by Approx the algorithm
consisting of taking the best solution among the one produced by Nearest Insertion and the one produced by Christoﬁdes’
algorithm.
Theorem 1. In the metric case, Approx is a 4/3 approximation algorithm for MinTSP+.
Proof. Consider an optimum solution τ ∗n+1 on the whole instance In+1, and the solution τ ∗n given to us on the sub-
instance In .
Let i and j be the 2 neighbors of n+ 1 in τ ∗n+1, and let τ1 be the tour obtained from τ ∗n with the Nearest Insertion rule.
Using the triangle inequality, we easily get d(τ1)  d(τ ∗n+1) + 2di∗,n+1 where we recall that di∗,n+1 = min{di,n+1: i =
1, . . . ,n} and d(τ1) is the length of tour τ1. Thus
d(τ1) d(τ ∗n+1) + 2max{di,n+1,d j,n+1}. (1)
Now, consider the algorithm of Christoﬁdes [8] applied on In+1. This algorithm ﬁrst builds a Eulerian graph constituted
by the union of a minimum spanning tree Tn+1 of total length d(Tn+1) and a particular matching M of total length d(M)
1/2d(τ ∗n+1). Then, using shortcutting, it produces a tour τ2 of length at most d(Tn+1) + d(M) d(Tn+1) + 1/2d(τ ∗n+1). Note
that deleting an edge from a tour produces a tree, hence d(Tn+1) d(τ ∗n+1) −max{di,n+1,d j,n+1}. Consequently:
d(τ2)
3
2
d(τ ∗n+1) −max{di,n+1,d j,n+1}. (2)
We take the better of the two solutions τ1 and τ2. A combination of Eqs. (1) and (2) with coeﬃcients 1 and 2 gives the
expected result.
Obviously, if we apply Best Insertion instead of Nearest Insertion, the same result holds. 
Dealing with the running time, the complexity of Nearest (or Best) Insertion is obviously dominated by the one of
Christoﬁdes’ algorithm (the latter involves the computation of a matching), hence the complexity of Approx is equivalent
to the one of Christoﬁdes’ algorithm.
In [1], it is shown that if the distance is not assumed to be metric, then Best Insertion is not constant approximate for
MinTSP+. We strengthen this result by proving that this holds for any polynomial time algorithm.
To do this, we need an intermediate result. Given a graph G = [V , E] where a,b, s, t ∈ V , and a Hamiltonian path of G
from a to b (i.e. a path from a to b which visits once and only once every node of the graph), we consider the problem
of determining if there exists a Hamiltonian path from s to t . Using a slight modiﬁcation of the result of [18] (stating that,
given a graph and a Hamiltonian path, it is NP-complete to decide whether the graph admits a Hamiltonian cycle or not),
we can show that this problem, denoted by SHPa,b,s,t in the sequel, is NP-complete.
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Fig. 2. The two Hamiltonian path P1,i and P2,i of Hi .
Lemma 1. SHPa,b,s,t is NP-complete (even in bipartite graphs of maximum degree 5).
Proof. We reduce the usual s, t-Hamiltonian path problem, known to be NP-complete in general graphs of maximum de-
gree 3 [11], to SHPa,b,s,t .
Let G = [V , E] be a graph of maximum degree 3 with node set V = {v1, . . . , vn}. We construct the bipartite graph
H = [V ′, E ′] containing n copies H1, . . . , Hn of the graph depicted in Fig. 1.
Finally, we connect the copies together in the following way:
• We add the edge set E2 = {(aLi ,aRi+1): i = 1, . . . ,n − 1}.
• If (vi, v j) ∈ E , then we add edges (vRi , vLj ) and (vLi , vRj ).
From this construction we can observe that any Hamiltonian path of H must traverse each copy Hi in one of the two
following ways: either P1,i or P2,i (see Fig. 2).
The resulting graph is bipartite (each copy Hi is bipartite and a left node vLi is only connected to a right node v
R
j ) of
maximum degree 5 and the edge set P∗ = E2⋃ni=1 P2,i induces a Hamiltonian path from aR1 to aLn in H (aR1 and aLn play the
role of a and b).
We claim that G has a Hamiltonian path from v1 to vn iff H has a Hamiltonian path from vL1 to v
R
n . (v
L
1 and v
R
n play
the role of s and t).
Let P = (vi1 , . . . , vin ) with i1 = 1 and in = n be a Hamiltonian path of G . We build the Hamiltonian path P ′ from vL1 to
vRn in H using the set of paths
⋃n
i=1 P1,i and the edge set {(vRi j , vLi j+1): j = 1, . . . ,n − 1}.
Conversely, let P ′ be a Hamiltonian path from vL1 to vLn in H . Using the previous property of Hi , we deduce that P ′ must
contain all the paths P1,i for i = 1, . . . ,n. Thus, the edge set P = {(vi, v j): (vRi , vLj ) ∈ P ′} is a Hamiltonian path from v1
to vn . 
Note that the result of the lemma still holds if we assume that the edge (a,b) is in the instance of SHPa,b,s,t . Indeed,
in the previous construction nothing changes if we add the edge (a,b) (i.e. the edge (aR1 ,a
L
n)). Then, Lemma 1 leads to the
following inapproximability result.
Theorem 2. In the general case, MinTSP+ is not 2p(n)-approximable, if P = NP, for any polynomial p.
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an instance of SHPa,b,s,t , i.e. a graph Gn = [V , E] with n nodes, four nodes a,b, s, t , and a Hamiltonian path P from a to b.
According to the previous remark, we assume that (a,b) ∈ E . We construct an instance (In+1, τ ∗n ) where In+1 = (Kn+1,d) in
the following way:
• If (vi, v j) ∈ E , then di, j = 1.
• dn+1,s = dn+1,t = 1.
• All the other edges have a weight ρ(n + 1) + 1.
It is clear that τ ∗n = P ∪ {(a,b)} is an optimum TSP solution of In = (Kn,d) with cost d(τ ∗n ) = n. Thus, (In+1, τ ∗n ) is an
instance of MinTSP+. Let τ ∗n+1 be an optimum solution of (Kn+1,d). Remark that any ρ-approximate solution allows us to
decide if d(τ ∗n+1) = n + 1. However d(τ ∗n+1) = n + 1 iff there is a Hamiltonian path from s to t in Gn . Setting ρ = 2p(n) , we
obtain the claimed result. 
3.2. k node insertions
When k nodes are inserted, we can generalize the result of Theorem 1 in the following way.
Theorem 3. In the metric case, MinTSP+k is approximable within ratio 3/2− 1/(4k + 2).
Proof. As in Theorem 1, we build two different solutions, and output the best one. The ﬁrst one is made by inserting
vertices, and the second one by applying Christoﬁdes’ algorithm on the ﬁnal instance.
Consider the given optimum solution τ ∗n . We apply Nearest (or Best) Insertion with a priority rule. Let (i1, j1) denotes
the shortest edge between one initial vertex i (i  n) and a new vertex j (n + 1 j  n + k). Then j1 is the ﬁrst vertex to
be inserted. For convenience, relabel j1 in n + 1. Then, if (i2, j2) denotes the shortest edge between one vertex i, i  n + 1
and a vertex j not yet inserted (n + 2 j  n + k), then the second vertex to be inserted is j2. More generally, we sort the
vertices to be inserted (and relabel them) in such a way that for all p = n+ 1, . . . ,n + k, there exists a node j < p such that
dp, j = min{di,l: l < p  i}. Note that dp, j  dmax(τ ∗n+k), where dmax(τ ∗n+k) is a maximal weighted edge in τ ∗n+k . After this
sorting procedure, we insert the k vertices using Nearest Insertion.
For the analysis, note that when inserting node p, we increase the distance by Δp  2dp, j  2dmax(τ ∗n+k). We ﬁnally get
an approximate solution τ1 such that
d(τ1) d(τ ∗n ) + 2kdmax(τ ∗n+k) d(τ ∗n+k) + 2kdmax(τ ∗n+k). (3)
Christoﬁdes’ algorithm gives a solution τ2 such that
d(τ2)
3
2
d(τ ∗n+k) − dmax(τ ∗n+k). (4)
We take the better of the two solutions τ1 and τ2, denoted by τ . A combination of Eqs. (3) and (4) with coeﬃcients 1
and 2k gives d(τ ) ( 32 − 14k+2 )d(τ ∗n+k).
Note that the computation time of τ1 is O (k(n + k)), hence the global complexity is dominated by running Christoﬁdes’
algorithm. 
4. Reoptimizing maximum TSP under node insertions
In this section, we consider the reoptimization of the maximization version of TSP. In the metric case, Best Insertion is
a good strategy since it is asymptotically optimum. Note that the usual MaxTSP problem in the metric case does not admit
a PTAS [19] and that the best approximation ratios for it are asymptotically 17/20 (deterministic, [7]) and 7/8 (random-
ized, [14]).
If the distance matrix is not assumed to be metric, the situation is a bit more complicated. Longest and Best Insertion
are only a 1/2-approximation. This situation is quite disappointing since we can easily prove that iterating Longest Insertion
(from the empty graph) with a priority rule is already a 1/2-approximation for MaxTSP; however, we exhibit a polynomial
time algorithm achieving a ratio of 4/5. This shows that the knowledge of an optimum solution on the initial instance is
useful since the best known algorithm for MaxTSP achieves an approximation ratio of 61/81 [7].
Finally, in Section 4.2, we generalize the result in the metric case showing that if we insert a constant number of nodes,
then iterating Best Insertion is also an asymptotically optimum strategy.
Note that the NP-hardness of all these problems (reoptimization versions of MaxTSP when one or several nodes are
inserted) is obvious since otherwise, starting from the empty graph, we could solve MaxTSP in polynomial time.
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The central result of this section is the asymptotic optimality of Best Insertion. It is interesting to note that the behavior
of Best and Longest Insertion are quite different for MaxTSP+ since Longest Insertion is only a 2/3-approximation, even
asymptotically.
Proposition 1. For MaxTSP+, in the metric case, Longest Insertion gives a 2/3-approximation, and this bound is tight (even if the graph
has an arbitrarily large number of nodes).
Proof. Let i1 and j1 be the neighbors of i∗ in τ ∗n (recall that i∗ is the node maximizing di,n+1) and let i and j be the
neighbors of n + 1 in τ ∗n+1. By construction of the Longest Insertion rule, the produced solution τ1 veriﬁes:
2d(τ1) 2d(τ ∗n ) + 2di∗,n+1 + di1,n+1 + d j1,n+1 − di1,i∗ − d j1,i∗ . (5)
Let us prove that we also have:
d(τ1)
1
2
d(τ ∗n+1) +
1
2
(di,n+1 + d j,n+1). (6)
Consider the two cases:
• i∗ /∈ {i, j}; when we walk around τ ∗n from i1, i∗, j1, assume that we meet j and i in this order. Thus, using the triangle
inequality we deduce:
d(τ ∗n ) di1,i∗ + di∗, j1 + d j1, j + di,i1 . (7)
Thus inequality (6) holds using inequalities (5), (7), and the triangle inequality.
• i∗ ∈ {i, j}; assume i∗ = i. In this case, we deduce d(τ ∗n ) di1,i + di, j1 + d j1, j + d j,i1 and inequality (6) also holds.
On the other hand, using the triangle inequality we also get:
d(τ1) d(τ ∗n ) d(τ ∗n+1) − di,n+1 − d j,n+1. (8)
Adding inequality (6) with coeﬃcient 2 and inequality (8), the expected result follows.
In order to show the tightness, consider (In+1, τ ∗n ) where dn+1,n = n + 1, dn+1,i = n, ∀i = 1, . . . ,n − 1, dn,i = 2n, ∀i =
1, . . . ,n − 1, and di, j = 0, ∀i, j 1 i < j  n − 1. The tour τ ∗n is given by the sequence (1,2, . . . ,n,1). Longest Insertion on
τ ∗n gives d(τ1) = 4n + 1 whereas d(τ ∗n+1) = 6n. 
Theorem 4. In the metric case, Best Insertion is asymptotically optimum. More precisely, if the graph has n nodes, then Best Insertion
is (1− O (1/√n))-approximate.
Proof. Let τ ∗n be an optimum solution on the initial instance In , τ ∗n+1 an optimum solution on the ﬁnal instance In+1, and
τ the solution obtained by applying Best Insertion on τ ∗n .
Let K = √n and 1 k K .
Consider the following subsequence of nodes (ak, . . . ,a1,n + 1,b1, . . . ,bk) in τ ∗n+1.
Let Jk be the sub-instance of In+1 induced by all the nodes but n + 1, a1,a2, . . . ,ak−1 and b1,b2, . . . ,bk−1 (in particular
J1 is (Kn,d), the initial instance).
We have:
d(τ ∗n+1) dn+1,a1 + dn+1,b1 +
k−1∑
i=1
dai ,ai+1 +
k−1∑
i=1
dbi ,bi+1 + opt( Jk)
where opt( Jk) is the value of an optimum solution on Jk . Indeed, there is a Hamiltonian path in τ ∗n+1 between ak and bk ,
the value of which is at most opt( Jk).
Let dkm(i) be the medium distance between a node i and the nodes in Jk , i.e., d
k
m(i) = 1| Jk|
∑
j∈ Jk di, j . Using the triangle
inequality, we get that for any pair (i, j) of nodes (and for any k), di, j  dkm(i) + dkm( j). Hence we get an upper bound on
d(τ ∗n+1):
d(τ ∗n+1) 2
(
dkm(n + 1) +
k−1∑
i=1
dkm(ai) +
k−1∑
i=1
dkm(bi)
)
+ dkm(ak) + dkm(bk) + opt( Jk). (9)
Now, our goal is to lower bound ﬁrst d(τ ∗n ) and then d(τ ) in order to get the following inequality:
d(τ )
(
1− O (k)
)(
d(τ ∗n+1) − dkm(ak) − dkm(bk)
)
. (10)n
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Jk , and let us call 2, . . . ,2k − 1 the nodes following 1 in τ ∗( Jk) (given an arbitrary order). We insert the 2(k − 1) nodes
a1,a2, . . . ,ak−1 and b1,b2, . . . ,bk−1 in τ ∗( Jk) in the following way:
1,a1,2,a2, . . . ,k − 1,ak−1,k,b1,k + 1, . . . ,bk−1,2k − 1.
Hence we get a tour on In . We apply this construction n − 2(k − 1) times, considering for 1 all the nodes in Jk . Then we
get n− 2(k − 1) tours on In . However, for each node j of Jk and each ai , the edge (ai, j) appears twice (the same holds for
(bi, j)). Moreover, each edge of τ ∗( Jk) is removed 2(k− 1) times, hence appears n− 2(k− 1)− 2(k− 1) times. This leads to
the following inequality:
(
n − 2(k − 1))d(τ ∗n ) 2(n − 2(k − 1))
(
k−1∑
i=1
dkm(ai) +
k−1∑
i=1
dkm(bi)
)
+ (n − 2(k − 1) − 2(k − 1))opt( Jk)
d(τ ∗n ) 2
(
k−1∑
i=1
dkm(ai) +
k−1∑
i=1
dkm(bi)
)
+
(
1− 2(k − 1)
n − 2(k − 1)
)
opt( Jk). (11)
Considering that k
√
n:
d(τ ∗n ) 2
(
k−1∑
i=1
dkm(ai) +
k−1∑
i=1
dkm(bi)
)
+
(
1− O (k)
n
)
opt( Jk). (12)
Now, we relate d(τ ) and d(τ ∗n ). Consider each of the n possible insertions of n + 1 in τ ∗n . Since each edge of τ ∗n is
removed exactly once, we get:
nd(τ ) nd(τ ∗n ) + 2
n∑
i=1
dn+1,i − d(τ ∗n ).
However
∑n
i=1 dn+1,i 
∑
j∈ Jk dn+1, j = (n − 2(k − 1))dkm(n + 1).
d(τ )
(
1− 1
n
)
d(τ ∗n ) + 2
(
1− 2(k − 1)
n
)
dkm(n + 1).
Using (12), we derive:
d(τ )
(
1− O (k)
n
)(
2
(
dkm(n + 1) +
k−1∑
i=1
dkm(ai) +
k−1∑
i=1
dkm(bi)
)
+
(
1− O (k)
n
)
opt( Jk)
)
.
Using (9), the previous inequality gives Eq. (10).
This equation is valid for any k. Now, let us write this inequality for k = 1, . . . , K . Let us consider the two following
cases:
1. If, for some k, dkm(ak) + dkm(bk) 1K d(τ ∗n+1), then we get:
d(τ )
(
1− O (k)
n
)(
1− 1
K
)
d(τ ∗n+1).
Since K = √n, we get d(τ ) (1− O (1/√n))d(τ ∗n+1).
2. In the other case, for any k, dkm(ak) + dkm(bk) 1K d(τ ∗n+1). We now show that this is impossible. By making the sum, we
get:
K∑
k=1
dkm(ak) + dkm(bk) d(τ ∗n+1). (13)
The only remaining thing is to upper bound this sum. Let us use (11) with k = 2:
d(τ ∗n ) = opt( J1) 2
(
d2m(a1) + d2m(b1)
)+(1− 2
n − 2
)
opt( J2).
If we apply the same inequality for opt( J2), we get
d(τ ∗n ) 2
(
d2m(a1) + d2m(b1)
)+ 2(1− 2 )(d3m(a2) + d3m(b2))+
(
1− 2
)(
1− 2
)
opt( J3).n − 2 n − 2 n − 4
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d(τ ∗n ) 2
(
1− 2
n − 2K
)K(( K∑
k=1
dk+1m (ak) + dk+1m (bk)
)
+ opt( J K+1)
)
.
Now let us remark that:
(n − 2k)dk+1m (ak) =
(
n − 2(k − 1))dkm(ak) − dak,bk .
So, dk+1m (ak) dkm(ak) −
dak ,bk
n−2k , and hence:
K∑
k=1
dk+1m (ak) + dk+1m (bk)
(
K∑
k=1
dkm(ak) + dkm(bk)
)
− 2
∑K
k=1 dak,bk
n − 2K .
But
∑K
k=1 dak,bk is the value of a matching, hence
∑K
k=1 dak,bk  d(τ ∗n+1). Using (13), we get:
d(τ ∗n ) 2
(
1− O (K )
n
)
d(τ ∗n+1).
This is impossible for n large enough. 
From Theorem 4, we get the following corollary.
Corollary 1.MaxTSP+ admits a PTAS in the metric case.
Proof. Let ε > 0. Denote by λ the constant involved in Theorem 4 (Best Insertion is a (1−λ/√n)-approximation algorithm).
To get a (1 − ε)-approximation algorithm, we just have to solve optimally the instances with less than λ2/2 nodes (in
constant time) and to apply Best Insertion on graphs with n λ2/ε2 nodes. 
Unfortunately, if the triangle inequality is not assumed, Best Insertion has a much worse behavior.
Proposition 2. For MaxTSP+, in the general case, Best Insertion and Longest Insertion give a 1/2-approximation, and this bound is
tight (even if the graph has an arbitrarily large number of nodes).
Proof. We only present the proof for Best Insertion. Consider an optimum solution τ ∗n+1 and let i and j be the neighbors of
n + 1 in τ ∗n+1. Then
d(τ ∗n+1) d(τ ∗n ) + di,n+1 + d j,n+1.
Now, consider the insertion of n + 1 between i and a neighbor i′ in τ ∗n .
d(τ ) d(τ ∗n ) + di,n+1 + di′,n+1 − di,i′ .
Doing the same with a neighbor j′ of j, and making the sum leads to:
d(τ ) d(τ ∗n ) +
1
2
(di,n+1 + d j,n+1 − di,i′ − d j, j′ ).
To conclude, we just have to notice that di,i′ + d j, j′  d(τ ∗n ).
For the upper bound, consider the instance where all the distances in (Kn,d) are 0, and consider an optimum solution
(1,2, . . . ,n). We assume that n is even. Then we set di,n+1 = 0 if i is even and 1 if i is odd. Then obviously Best Insertion
gives a solution of value 1, while the optimum solution has value 2. 
However, we can use a more sophisticated algorithm to get a better approximation ratio.
Theorem 5. In the general case, MaxTSP+ is asymptotically approximable within ratio 4/5.
Proof. Assume n even; thus τ ∗n is the sum of two perfect matchings M1 and M2 (if n is odd we can add the remaining
edge to each matching. Details are omitted). Suppose d(M1) d(M2). We get:
d(M1)
1
2
d(τ ∗n ). (14)
Let i and j be the neighbors of n + 1 in τ ∗n+1. Consider M∗ = M1 ∪ {(i,n + 1), (n + 1, j)}. Obviously, M∗ can be found in
polynomial time by guessing nodes i and j. Wlog., we can assume that M∗ does not contain any cycle (otherwise, (i, j) ∈ τ ∗n
and thus Best Insertion gives an optimum tour).
G. Ausiello et al. / Journal of Discrete Algorithms 7 (2009) 453–463 461Now, consider C = {C1, . . . ,Cp} a 2-matching (i.e., a partition of {1, . . . ,n + 1} into node disjoint cycles) of maximum
weight among the 2-matchings satisfying (i) {(i,n+ 1), (n+ 1, j)} ⊂ C1 and (ii) |C1| 6. Such a 2-matching can be found in
polynomial time by testing all the possible subsequences of nodes (i′′, i′, i,n + 1, j, j′) (and thanks to the polynomiality of
ﬁnding a maximum weight 2-matching, [13]). Obviously, we deduce:
d(C) d(τ ∗n+1). (15)
We use the algorithm of Serdyukov [23]. This algorithm iteratively deletes an edge ei ∈ Ci , for i = 1, . . . , p, and add this
edge to M∗ in such a way that M∗ does not contain any cycle. Note that we can chose in C1 a deleted edge not in M∗ that
does not create a cycle in P1 (due to the length of C1).
At the end, P1 =⋃pi=1(Ci \ {ei}) and P2 = M∗⋃pi=1{ei} are two collection of node disjoint paths. Finally, two tours τ1
and τ2 are built by adding some edges to P1 and P2 respectively. Taking the best tour, and using inequalities (14) and (15),
we get a tour τ3 with:
d(τ3)
3
4
d(τ ∗n+1) +
1
4
(di,n+1 + dn+1, j). (16)
On the other hand, the Best Insertion gives a tour τ4 verifying:
d(τ4)
n − 1
n
d(τ ∗n )
n − 1
n
d(τ ∗n+1) −
n − 1
n
(di,n+1 + dn+1, j). (17)
Adding inequality (16) with coeﬃcient (n − 1)/n and inequality (17) with coeﬃcient 1/4, we obtain a tour satisfying
d(τ ) 4n−45n−4d(τ ∗n+1). 
4.2. k node insertions for MaxTSP in the metric case
When several nodes are inserted, we can iteratively use the Best Insertion rule to obtain an asymptotically optimum
solution. This result is based on the following lemma.
Lemma 2. If τn is a ρ-approximation on the initial instance In = (Kn,d), then Best Insertion applied on τn gives a (1 − O (1)√n )ρ-
approximate solution (in the metric case) on the instance In+1 on n + 1 nodes.
Proof. This is an easy generalization of the proof of Theorem 4. Note that Eqs. (9) and (12) still hold. Then, by taking into
account that τn is a ρ-approximation, we get, instead of Eq. (10):
d(τ ) ρ
(
1− O (k)
n
)(
d(τ ∗n+1) − dkm(ak) − dkm(bk)
)
. (18)
The end of the proof is analogous, up to the factor ρ . 
Theorem 6. Iterated Best Insertion is a (1− O (k)√
n
)-approximation algorithm for MaxTSP+k in the metric case.
Proof. Using Proposition 2, we get, after k steps, a solution τk such that:
d(τk)
(
1− O (1)√
n
)k
d(τ ∗n+k)
(
1− O (k)√
n
)
d(τ ∗n+k). 
Using a similar proof as in Corollary 1, we easily get the following result.
Corollary 2. For any constant k (and even for any k = o(√n )), MaxTSP+k admits a PTAS in the metric case.
5. Node deletions
Now, we give a few results concerning the reoptimization problems when nodes are deleted from the initial graph.
Recall that in [1] it is shown that MinTSP- is NP-hard, even if distances are only 1 and 2, and that Deletion is a tight
3/2-approximation in the metric case. Here, we show that MinTSP- is very hard to approximate if the triangle inequality
does not hold.
Dealing with MaxTSP-, we show that the problem is NP-hard, and that Deletion is a tight 1/2-approximation algorithm
(general and metric cases).
Proposition 3. In the general case, MinTSP- is not 2p(n)-approximable, for any polynomial p, if P = NP.
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problem, shown to be NP-complete in [18]: given a graph G = [V , E] where V = {v1, . . . , vn} and a Hamiltonian path P
between two nodes a and b in G , determine if there is a Hamiltonian cycle in G .
Given such an instance, we construct an instance of MinTSP-. The node set of the graph Kn+1 is {1, . . . ,n + 1}, and the
distances are:
• di, j = 1 if (vi, v j) ∈ E;
• dn+1,a = dn+1,b = 1;
• Other distances are ρn + 1.
The tour τ ∗n+1 = {(i, j): (vi, v j) ∈ P } ∪ {(n + 1,a), (n + 1,b)} is an optimum solution on In+1 = (Kn+1,d). Let τ ∗n be an
optimum solution on the instance In . Then d(τ ∗n ) = n iff G has a Hamiltonian cycle, and a ρ approximate solution allows to
decide if d(τ ∗n ) = n. We get the lower bound setting ρ = 2p(n) . 
Proposition 4.MaxTSP- is N P-hard, even if distances are only 1 and 2.
Proof. In [1], it is shown that MinTSP- is NP -hard, even if distances are only 1 and 2. We have a trivial reduction from
MinTSP- to MaxTSP- if distances are only 1 and 2: we just have to ﬂip the distances between 1 and 2. Solving MinTSP- is
equivalent to solve MaxTSP- with the new distances. 
As a ﬁnal result, let us remark that the deletion strategy has the same behavior in the metric case and in the general
one.
Proposition 5. For MaxTSP-, Deletion gives a 1/2-approximation, and this bound is tight (even if the graph has an arbitrarily large
number of nodes). These results hold in the general case as well as in the metric case.
Proof. To get the approximation result, let i and j the nodes adjacent to n + 1 in τ ∗n+1. Consider now an optimum solution
τ ∗n , and let i′ and i′′ the two neighbors of i and j′ and j′′ the two neighbors of j in τ ∗n . τ ∗n is (i, i′, . . . , j′, j, j′′, . . . , i′′) (with
possibly i′ = j′ or i′′ = j′′). Note that if i′ or i′′ is j, or if j′ or j′′ is i, then deletion is optimum. Let P ′ be the sequence of
nodes between i′ and j′ (eventually empty) and P ′′ the one between i′′ and j′′ .
Consider the following solutions: τ1 = (n+1, i, i′, P ′, j′, i′′, P ′′, j′′, j), and the symmetrical one τ2 = (n+1, i, i′′, P ′′, j′′, i′,
P ′, j′, j).
We get:
2d(τ ∗n+1) 2dn+1,i + 2dn+1, j + 2d(τ ∗n ) − di,i′ − di,i′′ − d j, j′ − d j, j′′ .
With deletion we get a solution τ such that d(τ ) d(τ ∗n+1)−dn+1,i −dn+1, j . Taking into account that di,i′ +di,i′′ +d j, j′ +
d j, j′′  d(τ ∗n ), we get 2d(τ ) d(τ ∗n ).
For the tightness of the bound, consider a graph on n + 1 nodes where di, j = M if i  2 and j  3 (or vice versa) and
di, j = 1 otherwise. Then an optimum solution is (1,n+1,2,n,n−1, . . . ,3,1), with value 4M + n − 3. When we delete node
n + 1, we get a solution of value 2M + n − 2. However, the value of an optimum solution on the ﬁnal instance is 4M + n − 4.
The ratio can be arbitrary close to 1/2. 
These results might be strengthened, but they seem to indicate that the knowledge of an optimum solution in the initial
instance may not be really helpful to get good approximation ratios when nodes are deleted.
6. Conclusion
In this article we have proposed some complexity and approximability results for reoptimization versions of TSP. We
have exhibited an interesting asymmetry between the maximization and the minimization versions: while we get an almost
optimum tour by simply inserting the new node in the right position for MaxTSP+ (in the metric case), this is not true when
dealing with the minimization version. One can even show that in order to get an almost optimum solution for MinTSP+,
we need, on some instances, to change n − o(n) edges from the initial optimum solution.1 This leads us to conjecture that
MinTSP+ does not admit a PTAS.
Following our approach, an interesting generalization would be to consider TSP in a fully dynamic situation. Starting
from a given solution (optimum or approximate) on an initial graph, the graph evolves (nodes are added and deleted), and
the goal is to maintain eﬃciently, along this process, an approximate solution as good as possible. Some of our results can
be easily generalized when starting from an approximate (instead of optimum) solution, and can be useful in such approach.
1 To see this, consider an initial graph on n vertices with di, j = | j − i|, an initial optimum solution (1,3,5, . . . ,n − 1,n,n − 2,n − 4, . . . ,4,2,1) (with n
even) of value 2n. The new node veriﬁes di,n+1 = n/2 for all i. An optimum solution on the ﬁnal instance is (1,2,3, . . . ,n + 1,1) of value 2n. This value is
achievable from the initial solution only by removing almost all its edges.
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