ABSTRACT Recently, clustering algorithms based on deep AutoEncoder attract lots of attention due to their excellent clustering performance. On the other hand, the success of PCA-Kmeans and spectral clustering corroborates that the orthogonality of embedding is beneficial to increase the clustering accuracy. In this paper, we propose a novel dimensional reduction model, called Orthogonal AutoEncoder (OAE), which encourages the orthogonality of the learned embedding. Furthermore, we propose a joint deep Clustering framework based on Orthogonal AutoEncoder (COAE), and this new framework is capable of extracting the latent embedding and predicting the clustering assignment simultaneously. The COAE stacks a fully connected clustering layer on top of the OAE, where the activation function of the clustering layer is the multinomial logistic regression function. The loss function of the COAE contains two terms: the reconstruction loss and the clustering-oriented loss. The first one is a data-dependent term in order to prevent overfitting. The other one is the cross entropy between the predicted assignment and the auxiliary target distribution. The network parameters of the COAE can be effectively updated by the mini-batch stochastic gradient descent algorithm and the back-propagation approach. The experiments on benchmark datasets empirically demonstrate that the COAE can achieve superior or competitive clustering performance as state-of-the-art deep clustering frameworks. The implementation of our algorithm is available at https://github.com/WangDavey/COAE INDEX TERMS Deep clustering, autoencoder, orthogonality.
I. INTRODUCTION
Clustering analysis is one of the most fundamental research topics in machine learning [1] - [3] , whose aim is to divide data into several clusters so that data are similar in the same cluster while being dissimilar in the different clusters. As an unsupervised data processing technique, clustering has a wide range of applications from image classification [4] to bioinformatics [5] .
In the scenario of high dimensional data clustering, the performance of traditional clustering algorithms deteriorates notably. Numerous efforts have been made to counter this issue by applying Dimensional Reduction (DR) methods as a pre-processing step [6] - [8] . Indeed, the DR step plays a vital role in high dimensional data clustering tasks, since
The associate editor coordinating the review of this manuscript and approving it for publication was Kashif Munir. the use of proper DR techniques can substantially improve the clustering performance. The reason behind this sequential procedure is that DR not only reduces the dimensional of original data but also makes the latent feature friendly for clustering. Recently, the deep learning revolution has been fueled and developed in many areas with an enormous success, e.g., image recognition [9] , [10] and natural language processing [11] , [12] . Particularly, AutoEncoder (AE) [13] and its variants have received much attention in the field of unsupervised learning. Comparing with shallow DR approaches as Principal Component Analysis (PCA) and Laplacian Eigenmap (LE), AE has a strong capacity to learn high level non-linear representation from the raw data. However, it is claimed that the embedding learned from AE is not necessarily suitable for clustering [14] , [15] . In order to generate more clustering-friendly embedding, many works attempt to combine some prior information into the hidden representation of AE. For example, PARTY [16] learns compact representations with sparsity prior via Stacked AutoEncoder (SAE), and DSC [17] attempts to learn an affinity matrix by adding a self-expressive layer in Convolutional AutoEncoder (CAE).
Several efforts integrate the DR stage and clustering stage into a unified optimization framework [18] - [20] . Those joint approaches alternatively update the embedding and clustering assignment until the latent embedding is appropriate for clustering. NLS3C [18] iteratively updates the sparse similarity matrix and clustering labels via an efficient manner. JNKM [19] jointly incorporates non-negative matrix factorization DR algorithm and K-means clustering algorithm. RCC [20] performs DR stage and clustering stage together by optimizing a continuous global objective. Recently, many jointly deep clustering models are also proposed and achieve inspiring performance [15] , [21] - [23] .
In this paper, we propose a novel DR model called Orthogonal AutoEncoder (OAE). OAE not only inherits the representation power of AE but also encourages the latent embedding to be orthogonal. The orthogonality is beneficial to enhance the discriminativity and representability of the embedding. However, it is still a great challenge to solve the optimization problem with orthogonal constraint efficiently and accurately with numerical methods. In a recent work, SpectralNet [24] mimics spectral clustering using deep neural networks. After an affinity matrix is trained with Siamese network, the eigenvalue decomposition step of spectral clustering is replaced by a fully-connected layer. In contrast, we relax the constrained optimization problem as an unconstrained optimization problem by adding the soft orthogonal regularization term into the objective. As a result, the parameters of OAE can be updated efficiently via stochastic gradient descent (SGD) algorithm. Indeed, it is well known that the regularization technique can avoid overfitting and trivial solution [9] , [17] . Unlike other popular regularization [16] , [17] , [25] , the regularization term in OAE is with respect to the embedding but not weights of the network.
Furthermore, we propose an end-to-end deep Clustering framework based on Orthogonal AutoEncoder (COAE). COAE consists of two components, i.e., DR component and clustering component. Precisely, OAE is applied to learn the low dimensional embedding, and a fully-connected layer is stacked on top of the embedding to predict the clustering assignment. The multinomial logistic regression (soft-max) function is adopted as the activation function of the fully-connected layer. Moreover, COAE uses the reconstruction error of OAE and the cross entropy between predicted assignment and target assignment as the loss function. The contributions of this work are summarized as follows:
• A novel OAE model is proposed to learn more expressive and distinctive deep representations using Deep Neural Networks (DNNs);
• An end-to-end deep clustering framework, which is called COAE, is built based on OAE model to optimize the embedding and clustering assignment simultaneously;
• Experiments on several most popular datasets demonstrate that COAE can achieve superior or competitive clustering performance as state-of-the-art deep clustering frameworks.
II. RELATED WORK
In this section, we just mainly review on relevant works in recent years: the jointly deep clustering frameworks and orthogonalization technology.
Deep Clustering Frameworks:
The deep clustering networks learn latent embedding and clustering assignments simultaneously. Good embedding is beneficial to clustering task, while clustering assignments provide supervisory information to feature learning. DEC [21] predicts the clustering assignments with the student's t-distribution, and utilizes the Kullback-Leibler (KL) divergence between predicted assignments and an auxiliary distribution as clustering oriented loss function. Subsequently, DCEC [26] uses an additional reconstruction loss to preserve the local structure of data in feature space. DBC [22] proposes a slightly different formula to boost the auxiliary distribution. It also analyzes the discriminative behavior of the predicted distribution. DEPICT [27] adopts multi-nomial logistic regression function (also known as soft-max function) to predict the assignment and achieves the state-of-the-art performance on MNIST dataset. However, this method relies on prior knowledge about the frequency of cluster assignments. For semi-supervised clustering algorithms, SSLDEC [28] combines the power of supervised methods that learn feature representations and takes advantage of DEC to assign data points to clusters using labeled and unlabeled data alternatively.
In order to obtain hard clustering assignment, several networks attempt to integrate the k-means model into deep neuronal networks [14] , [15] , [29] . Song et al. [14] propose an autoencoder based data clustering network, which consider data reconstruction and compactness simultaneously. The embedding and clustering centers are updated alternatively. DCN [15] designs a gradient descent based formula for clustering centers to handle the potential numerical problems. Besides, Tian et al. [29] introduce a general clustering framework, where the clustering parameters are updated via Alternating Direction of Multiplier Method (ADMM). Recently, Jabi et al. [30] show the equivalency between discriminative clustering models of deep K-means model and gives some theoretical analysis on the link between them.
Some other classical clustering models have been extended into deep versions. JULE [31] proposes a recurrent framework, which stacks the agglomerative clustering model on top of Convolutional Neural Network (CNN). VaDE [32] integrates Gaussian Mixture Model (GMM) into a Variational AutoEncoder (VAE) to model the data generative procedure, which is optimized by the Stochastic Gradient Variational Bayes (SGVB) estimator and the reparameterization trick. DCC [33] is an integration of the RCC objective [20] with autoencoder. The advantage of DCC is it does not rely on prior knowledge of the number of ground-truth clusters.
Orthogonalization: Recent works mainly focus on orthogonality as one type of structural regularization on the weights of DNNs or the inter-class of data for improving the performance of DNNs. For the weight regularization, orthogonality is imposed on the transformation between hidden layers of DNNs. Reference [34] proposes orthogonal initialization of weight matrices, and theoretically analyzes its effects in deep networks. Practical results of using orthogonal initialization on classification tasks are also presented in [35] . Furthermore, [36] investigates previous works and gives orthogonality regularization a positive evaluation and it also develops novel orthogonality regularizations on the weights of deep CNNs. In addition, [37] modifies the Contrastive Divergence algorithm that penalizes parallel components of the weight vectors to explicitly encourage more distinct latent features. Other supervised tasks attempt to make features discriminative in different classes. Reference [38] proposes entropy orthogonality loss, which makes the features from different classes be as orthogonal as possible, to enlarge the differences in the between-class features. Similar to [38] , [39] devotes a plug-and-play loss term for DNNs that explicitly pushes to be more orthogonal via extra labels information.
III. PROPOSED APPROACH
In this section, the DR stage and clustering stage are introduced separately, then we integrate those two stages in a unified framework by optimizing the objective functions contains both DR loss and clustering loss. The general architecture of our joint approach is described in Figure 1 .
A. DIMENSIONAL REDUCTION STAGE
Comparing with shallow DR models like PCA and LE, AE is a powerful unsupervised dimensional reduction technique. For image clustering task, we use Convolutional AutoEncoder (CAE) to extract meaningful embedding.
Given a set of data samples X = [x 1 , · · · , x n ] ∈ R d×n , CAE generally consists of two components, corresponding to encoder f en () and decoder f de (), respectively. Concretely, they are defined as:
where W = {W en , W de } are weights of the CAE, * is convolutional operator, and σ is proper activation function. The encoder f en () maps original data X into low dimensional embedding Z , and the decoder, which composes of several convolutional transpose layers, transforms these embedding Z back to the original data space. The parameters W of CAE are updated via back propagation with the target of minimizing the reconstruction error:
The embedding directly learned from CAE is not necessarily suitable for clustering. Motivate by PCA and spectral clustering which enforce the orthogonality on the embedding, we attempt to learn an orthogonal embedding via deep neural networks, the orthogonality encourages more diversity in latent features and enlarges the differences in the between-class latent features. However, besides several special cases, the optimization problems with orthogonal constraints, which often refers as optimization problems in Stiefel manifold, are hard to solve in general. Recently, a generalized back propagation algorithm (GBP) is proposed to accommodate orthogonal constraints on the weights of network [40] . However, the GBP algorithm is not applicable to our task, since the orthogonality constraint is added onto the embedding but not the weights. We propose the following Orthogonal AutoEncoder (OAE) model by adding an orthogonality regularization term,
where Z = [z 1 , . . . , z n ] T ∈ R n×r are the embedding corresponding to X , and λ is proper penalty parameter.
B. CLUSTERING STAGE
There are two key components for clustering the embed-
(1) Predicting the probabilistic assignment matrix P ∈ R n×k via DNNs. Each element p ij of P represents the probability of the i-th point belonging to the j-th cluster. (2) Evaluating the performance of the predicted assignment P with the help of clustering-promoting objective function.
We show that the assignment P can be predicted via an elaborately designed network, which contains a fullyconnected layer and a probabilistic normalization layer. The fully-connected layer maps each feature z ∈ R r into a
where the weights vector θ j ∈ R r is called a representation corresponding to the j-th cluster, and σ : R r × R r → [0, +∞) is proper bivariate activation function, and σ (z, θ j ) is the score associated with assigning z to the j-th cluster. The probabilistic normalization layer normalizes the score vector into a probabilistic assignment vector by enforcing k j=1 p j = 1. The most popular approach is to set p j = p j / k j =1 p j , another way is so-called Non-Maximum Suppression (NMS), which set the maximum element of p as 1, and other elements as 0. The former leads to a soft assignment which preserves the ratio of different components in the score vector [41] , [42] , and the latter gets a hard assignment which assigns each data point into a unique cluster. Table 1 lists the commonly used activation functions and their corresponding normalization approaches in recent deep clustering literature. We mention that the representation θ j is called weights in soft-max activation function [27] , and is called centroids in t-distribution [21] and K-means [6] activation functions. Intuitively, the value of σ (z, θ) affects the relationship of feature z and representation θ, the closer z and θ are, the larger σ (z, θ) is. All of activation functions σ (z, θ) in table 1 is proportional to the reciprocal of squared distance z − θ −2 .
In this paper, we adopt the soft-max function to predict the probabilistic cluster assignment P:
As we mentioned in the beginning of this section, after we get the predicted assignment P, the other key point is to evaluate its performance by minimizing some clustering loss. DEC and DEPICT employ the following KL divergence between the auxiliary assignment Q of the predicted assignment P as clustering objective:
where H (Q) denotes the entropy of target distribution Q, and H (Q; P) = − n i=1 k j=1 q ij log p ij is the cross entropy between P and Q.
It is easy to observe that H (Q) reaches its maximum at q ij = 1/k for every i and j, therefore the KL divergence minimization problem encourages averaged auxiliary distribution Q. However, we expect the target assignment to be discriminative, in other words, we hope the element of q tends to 0 or 1. In order to achieve more discriminative distribution Q, we discard the first term −H (Q) and adopt cross entropy H (Q; P) as the clustering loss.
The design of target distribution Q is crucial for the final clustering performance. DEC [21] lists several properties that the target distribution should satisfy: (1) prevent degenerating solutions. (2) boost the higher confidence scores while bring down the lower scores. (3) normalize the soft assignment from the soft distribution. Different type of formulation are investigated in the literature [21] , [22] , [27] , [30] . DEC derives q i from raising p i to the second power, and DBC suggests that p i and the soft frequency keep the same order. In this paper, we use the formula from [27] :
The use of the term i p ij is to achieve balanced clusters.
If there are fewer samples divided into a cluster, then in the next iteration, the sample will have a higher probability of being split into this cluster. This ensures that there is no extreme case where one cluster has no samples and one cluster occupies a large number of samples in the clustering process.
C. CLUSTERING WITH REGULARIZED ORTHOGONAL AUTOENCODER
The objective of COAE is to minimize the data reconstruction loss and cross entropy clustering loss:
where the dimensional reduction loss X −X 2 F computes the mean squared error of input matrix X and reconstructed matrixX , the clustering loss H (Q; P) is the cross entropy of target assignment Q and predicted assignment P, and Z T Z − I k 2 F penalizes the deviation of embedding Z from column orthogonal matrix. λ and µ are hyperparameters which balance different terms. W and are the weights of AE and fully-connected layer, respectively.
Since the objective function of (5) is differentiable about variables W and , we jointly update W and using standard SGD method. Algorithm 1 summarizes the detailed procedure of COAE.
D. NETWORK ARCHITECTURE
The proposed method COAE stacks a clustering layer on top of the feature exacted from OAE. Its architecture is shown Compute the embedding Z and outputX via forward propagation
Compute the predicted assignment P
Compute the target assignment Q
Update W and via backward propagation
9: end for in Figure 2 . We build three convolutional layers and each layer is followed by a max-pooling layer in encoder network.
For simplicity, we omit the description of max-pooling layers. The TABLE 2 illustrates this network setting in details. Typically, we set the stride to be 1 and 2 for convolutional layers and max-pooling layers, respectively. Padding techniques are adopted in all layers. The decoder network consists of three deconvolution and upsampling layers, which is a mirror of the encoder network. Motivated by deep networks [9] , we consider the widely used Rectified Linear Units (ReLU) as the activation function in convolutional and deconvolution layers.
E. COMPLEXITY
In this subsection, we compare the complexity of the proposed COAE model with the classical CAE model. As we can see, the network architecture of COAE contains a fullyconnected layer, and the number of network parameters of this layer is rk, where r is the dimension of feature layer (we set r = k in all experiments), and k is the number of clusters. For the time complexity, comparing with CAE, COAE has to update the predicted assignment P and target distribution Q according to (2) and (4), respectively. Moreover, the network parameter is updated via back propagation method. Fortunately, the iteration cost of those additional operations is O(k 3 ). Therefore, the total complexity of the proposed COAE is very close to the complexity of CAE.
IV. EXPERIMENTS
We implement our method COAE in Python with the deep learning toolbox Tensorflow and compare COAE with several clustering algorithms on several image datasets in terms of four evaluation measurements. 
A. DATASETS
• MNIST: The real-data set MNIST consists of 60,000 training and 10,000 test samples [44] . Here, as considering that clustering is a fully unsupervised task, we concatenate the training and testing samples together. That is we use the MNIST dataset containing 70,000 handwritten digits with 28 × 28 monochrome images. Besides, we also evaluate on MNIST-test containing 10,000 test samples for completeness.
• USPS: The USPS dataset contains 9,298 gray-scale handwritten digits images with 16 by 16 pixels.
• YTF: Following [30] , we choose the first 41 subjects and 10,000 images of Youtube-Face (YTF) dataset. Table 3 summarizes the statistics of these datasets in detail.
B. CLUSTERING METRICS
We adopt four standard and most popular unsupervised evaluation criteria to evaluate the clustering performance, i.e., Accuracy (ACC), Normalized Mutual Information (NMI), Purity (PUR) and Adjusted Rand Index (ARI). Generally, a higher value corresponds to a better clustering performance for all metrics.
• ACC measures the average accuracy according to the ground truth labels and the predicted assignments
where l i is the given ground truth label, the clustering assignment c i are provided by the algorithm. Furthermore, m ranges over all possible one-to-one mappings between generated clusters c i and the ground truth labels l i . The best mapping between cluster assignments and true labels can be computed efficiently using the Hungarian algorithm [45] to measure accuracy.
• NMI translates the similarity between pairs of clusters. From the information theory, NMI can be interpreted as
where H (c), H (l) denote the entropy of the predicted cluster assignment and the ground truth respectively. Also, MI(c, l) is the mutual information of c and l.
• Purity measures the extent to which each cluster included samples from primarily one class.
where n i k is the number of data in the cluster i but assigned to class k.
• ARI computes a similarity measure between two clusterings by considering all pairs of samples and counting pairs that are assigned to the same or different clusters in the predicted and true clusterings
where RI = (a + b)/C 2 n indicates rand index, a and b denote the number of pairs that are assigned in the same clusters and different clusters respectively.
C. COMPARED ALGORITHMS
We compare the proposed framework COAE against several baseline clustering algorithms, including some classical clustering algorithms:
• KM [46] : K-means clustering algorithm.
• GMM: Gaussian Mixture Model.
• SC [47] : Spectral Clustering algorithm.
• SCC [48] : Sparse Concept Coding.
• LCGMM [49] : Gaussian Mixture Model with Local Consistency.
• LDMGI [50] : Local Discriminant Models and Global Integration. and some Two-stage clustering algorithms:
• PCA+KM [6] : run K-means algorithm in the latent feature space obtained from principle component analysis.
• CAE+KM: run K-means algorithm in the latent feature space obtained from Convolutional AutoEncoder. • OAE+KM: run K-means algorithm in the latent feature space obtained from the proposed Orthogonal AutoEncoder. as well as several recent deep clustering networks:
• DEC [21] : Deep Embedded Clustering.
• DCN [15] : Deep Clustering Network.
• DBC [22] : Discriminatively Boosted Clustering.
• IDEC [51] : Improved Deep Embedded Clustering.
• DC-GMM [29] : Deep Clustering with GMM.
• DCEC [26] : Deep Convolutional Embedded Clustering.
D. IMPLEMENTATION DETAIL
Similar to the data pre-processing method of DCEC, we implement the data normalization of the image intensities on MNIST and USPS. For the dataset YTF, we adopt minmax normalization for pre-processing. In order to train the network well, the initial weights of convolutional layers are Glorot and Bengio [52] whereas the fully-connected layers weights are initialized by the truncated normal distribution. In experiments, we run COAE via Adam optimizer with learning rate 10 −3 and use 0.9 dropout before the feature layer. Furthermore, the order of data will be reshuffled before every epoch beginning. For faster convergence and better performance, in the pre-train stage, we first train OAE and the hyperparameters are the same as COAE. In order to maintain the stability of the performance, we run k-means with 300 restarts and select the best solution to initialize centroids. Then COAE initializes the weights from the pretrain parameters without the clustering layer. Two hyperparameters λ and µ are set to 5 × 10 −3 , 5 for MNIST, 5 × 10 −2 , 10 −4 for USPS and 5, 400 for YTF. Table 4 shows the clustering performances in terms of ACC and NMI on MNIST, USPS and YTF datasets. As we can see, our approach achieves very competitive performances in comparison with the state-of-the-art on all of these datasets. It ranks the second on MNIST while the first on USPS and YTF datasets respectively. Although COAE has not achieved the best result on MNIST dataset, the accuracy gain of DBC over our work is just 1.04%. From observations, it is not hard to find that our work is in the first-tier with DBC, and enjoys a distinct advantage over others on MNIST dataset. With regards to the performances on USPS dataset, COAE outperforms all compared approaches, and is also the only approach whose accuracy is over 90%. On the contrary, DBC performs not well on the same dataset, and it only gets 74.3% clustering accuracy. More specifically, the accuracy gain of COAE over DCEC, DBC, CAE+KM, and OAE+KM are 11.73%, 14.43%, 14.85% and 1.44% respectively on USPS dataset where all these four methods are the deep learningbased clustering approaches and OAE+KM is essentially the two-phase version of COAE. In general, since the YTF dataset contains much detailed information, it is hard to VOLUME 7, 2019 cluster for not only classical methods but also deep learningbased clustering approaches. Nevertheless, COAE obtains one over other methods at least 2.6%. In particular, the results of YTF are obtained via statistical method by repeating 100 times on CAE+KM and OAE+KM because the unstable initialization of K-means leads to the result between 60% and 61% for CAE+KM while from 62% to 63% for OAE+KM. Besides, the ranking of NMI on those datasets is similar to the results of clustering accuracy. The best result, which is gained by DBC, over COAE is just 1.8% on MNST while we achieve the best results on USPS and YTF.
E. EXPERIMENT RESULTS
We attribute the superiority of our work in clustering to the orthogonality regularization and end-to-end optimization strategy. From observations in Table 4 , COAE always surpasses OAE+KM which can be deemed as the two-phase version of COAE on all of these datasets in both accuracy and NMI. This validates that the end-to-end optimization strategy is superior to the two-phase one in clustering. Compared to the benefit from end-to-end optimization strategy, we believe the orthogonality regularization offers a more significant contribution to performance. DCEC, DCN, and DEC are end-to-end optimized deep clustering approach without orthogonality regularization, all of them apparently perform worse than COAE. The accuracy of COAE over DCEC are 6.39% and 11.73% on MNIST and USPS datasets respectively. On YTF dataset, DEC, which is regarded as the original of DCEC gets behind 24.9% in accuracy and 34.4% in NMI over OAE+KM, Clearly, the orthogonality regularization contributes more improvement. Moreover, We conduct five widely used clustering algorithms, i.e., K-means, K-medoids, GMM, SCC, and LCGMM, in the latent feature space obtained from CAE and proposed OAE. The clustering results in terms of ACC, NMI, PUR and ARI are reported in Table 5 . It shows that the performance of OAE is better than the performance of CAE regardless of the choice of clustering methods and evaluation metrics. This has been adequately verified that the orthogonality encouraged feature is more suitable for clustering.
In order to better verify our arguments, we also conduct one more qualitative experiment on MNIST dataset. The latent embedding extracted via CAE, OAE and COAE are visualized in Figure 3 via t-SNE [53] . As shown, OAE provides a significantly more compact embedding compared to standard CAE. To evaluate the quality of features extracted by different approaches, we run Kmeans algorithm in the latent feature space of CAE and OAE. In figure 4 , the feature points are marked by two colors, where the gray points mean they are grouped into correct clusters, and the red ones represent the incorrectly grouped samples. From the observations in Figure 4 , OAE+KM corrects numerous samples mis-clustered by CAE+KM which shows the orthogonality regularization endows CAE with strong discriminating ability. Overall, the visual comparison gradually demonstrates the power of orthogonality regularization and end-to-end framework.
Besides the powerful clustering ability, COAE enjoys effective training. We report the details of the loss curves along with iterations during the optimization of the network in Figure 5 . These subfigures present the loss curves of CAE, OAE, and COAE on those three datasets. Because of the hyperparameters in the front of orthogonality item and cross entropy item, the values of convergence may be different. As we discussed above, COAE just has rk more parameters than CAE and OAE if the feature layer dimension is r. Indeed, COAE is almost the same as the convergence of CAE+KM and OAE+KM. Furthermore, COAE has quite quick and stable convergence during the optimization which makes it quite practical to different applications.
In addition, we adopt the histogram of the soft assignment scores to monitor the learning process of COAE and obtain the statistical information of every cluster. When the scores are closed to 1/k, it indicates the features are less discriminative. Conversely, samples have significant features with high confidence scores. Figure 6 shows the series of histograms on the MNIST dataset. More specifically, the scores are assigned to the number 0 cluster at different learning epochs displayed in -right corner. From the obser- vation in Figure 6 , most of the scores are around 0.1 at the beginning of this learning process, which is a random guess probability since there are 10 clusters in total. As the learning procedure goes on, higher scores are gradually boosted whereas the lower scores are gradually decreased, which leads to the distribution in two-side. It further indicates the higher scores are approximately 0.9 and the lower scores are approximately 0.01. Apparently, high scores are considered data belong to this cluster and samples with very small scores should belong to other clusters. Thus, the result shows that the cluster is well separated from other clusters.
Similar as [22] , Figure 7 shows the layer-wise features after convolutional and deconvolutional operators. As shown in the figure, the convolutional layers learn high-level sparse features (the top part) and the deconvolutional layer gradually recovers details of feature maps (the bottom part). This means that the features learned by COAE can keep the key information for one image in a processive manner.
Furthermore, we also investigate the top 100 falsely categorized samples whose soft assignment scores are over 0.7 in Figure 8 . As shown, it is very difficult to distinguish even with human experience. Lots of digits 7 are written with different versions that are similar to digits 2 or 9. In addition, it can be observed that some ground truth images are themselves confusing. Some digits, therefore, may be thought to be ambiguous for the clustering algorithm. Another desirable property of COAE is that the computed loss of sample shows a strong prediction ability, in other words, lower reconstruction loss and clustering loss imply higher confidence score and vice versa. We visualize a toy experiment on MNIST for specifying the prediction property in Figure 9 . Two virtual centroids (2 and 7) in the center of the figure, which are computed according to the final assignment of COAE, are surrounded by six pairs of samples. Each pair contains an original digit and its corresponding reconstruction. The reconstruction loss (red) and clustering loss (blue) are also displayed in Figure 9 , where the reconstruction loss means the distance from original sample and its reconstruction, and the clustering loss means the distance from sample and its centroid. As we can see, the samples which possess lower loss are assigned into right clusters, while the samples have highest computed loss (top-middle and bottom-middle) are assigned into incorrect clusters. Clearly, these computed losses can well reflect the confidence of its clustering assignment.
V. CONCLUSION
This paper presents a novel COAE clustering algorithm to take advantage of both deep networks and orthogonal regularization. Our work can be view as an attempt to add soft orthogonal constraint on deep neural network. It provides a way to learn more separable embedding and clustering assignment simultaneously by incorporating a clustering loss and reconstruction loss. Experimental studies demonstrate the strength and effectiveness of our proposed algorithm on image clustering task. It also validates that the orthogonality property of embedding and the joint optimization strategy are vital to clustering analysis. Furthermore, the visualization shows the improvement of performance straightforwardly. The high computational efficiency of COAE allows many potential applications in large scale data scenarios.
