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Abstract-Discrete wavelet transform (DWT) provides a 
multiresolution view of hyperspectral data. This paper proposes a 
method to combine the wavelet features at different layers to 
improve the classification accuracy of hyperspectral data, where 
both global and local spectral features could be exploited. After 
feature extraction using DWT, the wavelet feature set of each 
layer is processed independently by support vector machines 
(SVMs). Then, the probability outputs of SVMs at each layer are 
fused to get the final class probability, and the classification result 
will be the class label with the maximum final class probability. 
Experimented with the Washington DC Mall hyperspectral data, 
the results demonstrate that the proposed method can outperform 
the same classifier with original features, the wavelet features 
(without fusion), and the wavelet energy features. 
Keywords-hyperspectral data; support vector machine; discrete 
wavelet transform; information fusion 
I. INTRODUCTION 
Hyperspectral remote sensing provides very high spectral 
resolution image data, and it is quite suitable to discriminate 
subtle differences in ground covers by the spectral signatures 
[1]. Spectral signatures comprise information over a range of 
frequencies and the adjacent bands of the hyperspectral data 
are highly correlated. A better feature extractor for 
hyperspectral data should utilize the properties for 
discriminating among different land-cover types.  
High dimensionality and highly correlated features often 
result in poor generalization performance of conventional 
classification methods. In the context of supervised 
classification, such phenomenon is the so-called curse of 
dimensionality (also known as the Hughes effect), which 
occurs when the numbers of features and that of available 
training samples are unbalanced [2]. SVMs have been found to 
be particularly promising for classification of hyperspectral 
data because of their lower sensitivity to the curse of 
dimensionality [3]. The high generalization ability of SVMs is 
ensured by special properties of the optimal hyperplane that 
maximizes the distance to training examples in a high 
dimensional feature space. Another important property of 
SVMs is their good generalization capability supported by their 
sparse representation of the decision function. 
Recently, multiple spectral resolution features have been 
applied to spectral analysis. For example, best-bases features 
[4], derivative spectroscopy [5], and multiresolution spectral 
angle (MSA) [6]. Kumar et al proposed to extract best bases by 
merging highly correlated adjacent bands. Chen et al. proposed 
a multiresolution spectral angle-based classification method 
that selects adjacent band subsets to minimize the average 
within-class spectral angle while simultaneously maximizing 
the average between-class spectral angle. 
Moreover, the discrete wavelet transform (DWT) provides a 
transformation of a signal from the time/scale domain to the 
time/scale-frequency domain. It is an excellent tool for feature 
extraction is in its inherent multiresolution approach to signal 
analysis [8]. Projecting the signal onto a basis of wavelet 
functions can separate the fine-scale and large-scale 
information of hyperspectral signals [9]. Previous studies on 
wavelets for hyperspectral data processing consists on: 
dimensionality reduction [9] [10], and feature extraction and 
classification [11-13]. 
To improve the classification accuracy of hyperspectral data, 
this paper proposes a method of fusing SVMs in wavelet 
domain. Since wavelet features of different layers may provide 
different discrimination information, a fusion method could 
utilize all the discrimination information and obtain better 
classification accuracy. After wavelet feature extraction, the 
wavelet features of each layer are trained independently using 
SVMs. Then, the outputs of SVMs are fused by the absolute 
maximum method. The results are compared to the outputs of 
SVMs in original feature domain and wavelet domain (without 
fusion). 
 
II. WAVELET BACKGROUND 
The DWT can be described mathematically as a set of inner 
products between a finite-length sequence and a discretized 
wavelet basis. Each inner product results in a wavelet 
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where ( , )j kWTx  is a DWT coefficient of a sequence x  with 
length N; , ( )j k nψ  is the discretized wavelet basis and 
superscript * denotes a complex conjugate. 
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where 0
js  and 0 .
js k  are the discretized versions of the scale and 
translation parameters. For a dyadic DWT, 0 2s = . 
  The simplest mother wavelet is the Haar wavelet: 
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In practice, the dyadic DWT can be implemented in a 
computationally efficient manner via the dyadic filter tree 
algorithm. The outputs of the low-pass branch are called 
wavelet approximation coefficients jA , and the outputs of the 
high-pass branch are called wavelet detail coefficients jD . The 
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where 0,1,2, ,j M=   are the wavelet decomposition levels; 
the functions G and H are the high-pass and low-pass filters’ 
finite impulse response, respectively. 
 
III. PROPOSED METHOD 
To better exploit the discrimination capability of the wavelet 
features at different layers, this paper proposes a method to 
fusing the wavelet features. The schematic diagram is shown in 
Fig. 1. First, DWT is used to extract the wavelet features. Then 
the wavelet features are processed independently by SVMs. 











                       Fig. 1. Schematic diagram of proposed method 
 
A.  Wavelet feature extraction 
  In the application of DWT, the data x  corresponds to a 
hyperspectral spectral signal. Since the wavelet basis is made 
of scaled, or dilated, and translated versions of a mother 
wavelet ( )nψ , the DWT can provide a detailed, as well as a 
global, view of the input hyperspectral signal. 
There exist the following relationships among the original 
signal x  and the reconstructed signals ja  and jd : 
1L La d d= + + +x   and 1 1j j ja a d+ += + . Certainly, the 
original signal can also be reconstructed directly from the 
wavelet decomposition coefficients 1, , ,L LA D D . This 
property indicates that the DWT does not lose any information 
in the original signal during the transformation. Thus, we 
denote these coefficients as wavelet features (WF). 
When computing the DWT, two input parameters are 
required: the choice of mother wavelet and the level of 
decomposition. For the applications in this paper, it was 
decided to compute the decomposition such that is maximized. 
The value is determined by the wavelet filter length and the 
original signal length.  
For selection of mother wavelet, we consider previous 
studies in [9] [11]. Bruce et al. investigated 30 commonly used 
mother wavelets, while Koger et al. used thirty-six different 
mother wavelets for decomposing canopy reflectance spectra 
and the resulting detail coefficients were used as features in 
linear discriminant analysis. A classification accuracy of at 
least 87% was found, regardless of mother wavelet selection, 
with three particular wavelets (Daubechies 3 and 5 and Coiflet 
5) producing 100% accuracy [11]. For simplicity, we adopt the 
Daubechies 3 as the mother wavelet. 
  The wavelet energy feature is widely used in many remote 
sensing applications [12]. For the wavelet features of ith layer, 
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where iN  is the number of WF in ith level. 
However, for the classification of hyperspectral data, the 
energy features may lose much more discrimination 
information, since it formulates a iN -dimensional feature to a 
1-dimensional feature. Accordingly, the proposed method uses 
the WF as the input of classifiers, as shown in Fig. 1. 
 
B. Fusion of SVMs 
  SVMs were originally designed for binary classification. 
The most common multiclass SVM methods can one-against-
all (OAA), and one-against-one (OAO). For simplicity, we use 
OAO as the multiclass method in this paper. Other revised 
multiclass SVM methods can be found in [13] [14]. Fusion of 
SVM in different feature sets can improve classification 
accuracy [15]. In the following, we propose a simple fusion 
method of SVMs to combine WF of different layers. 
Since the SVMs are used for binary classification, for each 
binary problem, there are L+1 binary SVMs with respect to 
wavelet features of different layers.  
Following the binary framework, the pairwise class 
probabilities ( )ijp x  could be estimated [16] 
( )( ) 1/ 1 exp( ( ) )ijp Af B= + +x x                    (7) 
where A and B are estimated by minimizing the negative log-
likelihood function using known training data and their 
decision values ( )f x . 
To obtain class probabilities ( )ip x  from all these pairwise 
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After getting the class probabilities of different layers, we 
could use the following equation to get the final class 
probabilities: 
                   1( ) ( ) ( ) ( )L LA D Di i i ip p p p=x x x x                   (9) 
where ( )LAip x  and ( )L
D
ip x  are the ith class probabilities for 
LA  and LD , respectively. 
The classification result will be the class with the maximum 
probability. 
     
i
class( ) arg  min ( )ip=x x                     (10) 
 
IV. EXPERIMENTS AND RESULTS 
Experiments adopt the HYDICE image collected over the 
Washington DC Mall (see Fig. 2) available in [1]. It is an urban 
scenario with 307×1280 pixels and 191 bands in the 0.4 to 2.4 
m region of the visible and infrared spectra. Six classes are 
considered (Roof, Street, Grass, Trees, Path, and Water). 
All available labeled samples available for each class are 
used as the training data (contained in the Hyperspectral 
Project in [1]). To evaluate the effectiveness of proposed 
method, we also collect some spatially separated regions for 
testing (see Fig. 2). The information classes and training and 
test samples are list in Table I. All the data were scaled into [-1, 
1]. LIBSVM [18] with RBF kernel was used to solve the 
binary problem. The parameters of SVMs were set according 
the cross-validation. All the experiments were done on 
Pentium D CPU 2.80 GHZ with 1 GB RAM. 
For comparison, we used the SVMs with the original band 
features (termed as SVM-Band), the wavelet conjunction 
features (by forming wavelet features of all levels, termed as 
SVM-WF), the wavelet energy features (termed as SVM-WEF). 
 
TABLE I 
NUMBER OF TRAINING AND TEST SAMPLES 
 
Class #Training samples #Test samples 
1ω -Roof 3834 2182 
2ω -Street 416 2625 
3ω -Grass 1928 3867 
4ω -Trees 405 983 
5ω -Path 175 392 
6ω -Water 1224 2756 
Total 7982 12805 
 
The results in terms of user’s and producer’s accuracies are 
shown in Table II and Table III, respectively. Table IV shows 
the overall accuracy, and kappa coefficient of different 
methods. The kappa coefficient uses the information content of 
the confusion matrix more fully than the basic percentage of 
correctly allocated cases. 
 
 
Fig. 2. Washington DC Mall data (three-channel color composite image) with 
the collected test areas (the white block areas). 
 
TABLE II 
USER’S ACCURACIES (IN PERCENT) ACHIEVED BY DIFFERENT METHODS 
 
Class SVM-Band SVM-WF SVM-WEF FSVM-WF 
1ω  75.40 81.68 72.17 80.16 
2ω  93.36 88.66 89.58 90.47 
3ω  99.62 99.03 99.00 99.17 
4ω  97.19 97.93 97.42 98.35 
5ω  73.02 74.85 72.36 75.37 
6ω  100.00 99.89 99.38 99.89 
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Form Table II and Table III, we can see that the classes 1ω , 
2ω , and 5ω  are most difficult to classify. That is mainly 
because these classes varies from area to area, for example, the 
roofs of different areas have different colors shown in Fig. 2. It 
means the within-class variances of these classes are much 
larger. 
The proposed method FSVM-WF obtained the best user’s 
and producer’s accuracies of the two classes. FSVM-WF 
obtained the best overall accuracy and kappa coefficient among 
the four methods, although SVM-Band obtained the best user’s 
accuracies of three classes. Interestingly, SVM-WF obtained 
better overall accuracy and kappa coefficient than SVM-Band, 
which proved that the DWT provides more discriminant 
information. However, the proposed method can better exploit 
the discriminant information of wavelet features. 
 
TABLE III 
PRODUCER’S ACCURACIES (IN PERCENT) ACHIEVED BY DIFFERENT METHODS 
 
Class SVM-Band SVM-WF SVM-WEF FSVM-WF 
1ω  96.38 88.45 90.79 90.56 
2ω  76.08 84.27 73.03 83.92 
3ω  95.22 95.35 95.19 95.45 
4ω  98.47 96.24 96.13 96.74 
5ω  91.84 98.72 90.82 90.56 
6ω  97.68 99.35 98.80 99.49 
 
The wavelet energy features obtained the worst classification 
accuracy, which means no improvement had been made by 
using wavelet energy features. That is mainly because the 
extraction of energy features loses much more discriminant 
information as analyzed previously. 
 
TABLE IV 
OVERALL ACCURACY, AND KAPPA COEFFICIENT ACHIEVED DIFFERENT 
COMBINING METHODS 
 
Method Overall accuracy Kappa 
SVM-Band 92.17 90.07 
SVM-WF 92.93 91.03 
SVM-WEF 90.61 88.09 
FSVM-WF 93.07 91.20 
 
V. CONCLUSIONS 
  The results of this study indicate that the proposed method 
can combine the complementary discrimination information of 
wavelet features at different layers. Moreover, the results also 
indicate that the wavelet-based features are efficient for the 
classification of hyperspectral data, and are better than the 
original band features with or without fusion. Finally, the 
wavelet energy features are not good enough for the 
classification. For future research, a more adaptive method 
could be developed by using the selection of mother wavelet 
and decomposition level, as well as wavelet features. 
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