Network theory and methods are becoming increasingly used to study the causes and consequences of conflict. Network analysis allows researchers to develop a better understanding of the causal dynamics and structural geometry of the complex web of interdependencies at work in the onset, incidence, and diffusion of conflict and peace. This issue features new theoretical and empirical research demonstrating how properly accounting for networked interdependencies has profound implications for our understanding of the processes thought to be responsible for conflict behavior of state and non-state actors. Contributors examine the variation in networks of states and transnational actors to explain outcomes related to international conflict and peace. They highlight how networked interdependencies affect conflict and cooperation in a broad range of areas at the center of international relations scholarship. It is helpful to distinguish between three uses of networks, namely as: 1) as theoretical tools, 2) as measurement tools, and 3) as inferential tools. The introduction discusses each of these uses and shows how the contributions rely on one or several of them. Next, Monte Carlo simulations are used to illustrate one of the strengths of network analysis, namely that it helps researchers to avoid biased inferences when the data generating process underlying the observed data contains extra-dyadic interdependencies.
. In the beginning, however, studies were primarily descriptive mapping linkages among states and identifying clusters of states with dense network connections in the international system (Brams, 1966; Gleditsch, 1967; Skjelsbaek, 1972; Christopherson, 1976) . Only recently scholars have begun to move toward a more nuanced analytical approach to studying interdependence and other relationships among states, one that allows the behavior of one actor to be contingent on the actions of multiple others. In this context, researchers started to move beyond the descriptive use of network analysis and begun using it to measure and model complex interdependencies in a broad range of substantive areas. Network theory and methods help illuminate the causes and consequences of conflict because they allow researchers to develop a better understanding of the causal dynamics and structural geometry of the complex web of interdependencies at work in the onset, incidence, and diffusion of conflict and peace. These networked interdependencies have already been shown to have crucial consequences for our understanding of the processes thought to be responsible for the conflict behavior of states (Maoz et al., 2006; Ward, Siverson & Cao, 2007; Dorussen & Ward, 2008; Böhmelt, 2009; Warren, 2010; Cranmer & Desmarais, 2011; Lupu & Traag, 2013; Kinne, 2013) .
The articles in this special issue build on these initial studies and draw on network theory and methods to open up new areas for research on the causes and consequences of international conflict in an interdependent world. Thus, they highlight how networked interdependencies affect conflict and cooperation in a broad range of areas at the center of international relations scholarship. The contributions examine the role of networked interdependencies across a range of topic areas, such as militarized interstate disputes and war (Gartzke & Westerwinter, 2016; Minhas, Hoff & Ward, 2016) , international cooperation (Gallop, 2016; Haim, 2016) , ethnic conflict (Larson, 2016) , alliances (Lupu & Poast, 2016; Maoz & Joyce, 2016; Warren, 2016) , arms transfers (Kinne, 2016) , peacekeeping (Ward & Dorussen, 2016) , human rights protection (Chyzh, 2016) , international mediation (Böhmelt, 2016) , and conflict resolution by international non-governmental organizations (Wilson, Davis & Murdie, 2016) . They also offer a number of methodological innovations related to the development and application of network analysis to the study of international relations.
Networks as a theoretical, measurement, and inferential tool
We define networks structurally as sets of units (nodes) and linkages that indicate the presence or absence of relationships among units (Wasserman & Faust, 1994) . Units can be anything from states, rebel movements, and ethnic groups to national or international governmental or non-governmental organizations and even conflicts as such. Relationships can comprise of trade or ethnic ties, military alliances, bilateral cooperation agreements, United Nations roll-call votes, among many others. We examine the variation in networks of states and transnational actors to explain outcomes related to international conflict and peace.
In doing so, the articles distinguish between three uses of networks and each article relies on one or several of these uses: 1) as theoretical tools, 2) as measurement tools, and 3) as inferential tools.
Networks can be used as a theoretical tool to account for extra-dyadic relations among states and other actors in the international system. Most studies of interdependence focus on direct relationships between pairs of actors. Scholars emphasizing the importance of strategic interaction have correctly pointed out that within any pair of states, the actions of one actor are not independent of the behavior of other actors (Signorino, 1999) . Once one accepts the idea of the interdependence of intra-dyadic behavior, it would appear unlikely, even peculiar, for interdependence to terminate at the boundary of the dyad (Gartzke & Gleditsch, 2008; Poast, 2010) . Dyads are not isolated bubbles, and what happens in one dyad is likely to be influenced by what happens in the other dyads as well. This, in turn, creates a complex system of interdependencies. In addition to higher-order interdependencies within a single network, interdependencies can also exist between different networks. For example, the pattern of connections in the network constituted by joint memberships in intergovernmental organizations (IGOs) that operate in issue areas outside the security domain may shape the decisions of states to form, maintain, or terminate alliances, in addition to exogenous covariates and network interdependencies within the alliance network (Westerwinter, 2016) .
Similarly, relational patterns in the alliance network may have consequences for who is linked to whom in the trade network (Haim, 2016) .
Network analysis is well-suited to analyze and represent such extra-dyadic or more complex types of higher-order interdependence among states and to show how they affect international conflict and peace. By doing so, networks as theoretical tools help scholars to develop new arguments about the causes and consequences of war and peace, and help to expand and refine existing theories, such as bargaining theories of war, informational theories of alliances, and spatial theories of conflict onset. Largely driven by research in economics, strategic, game-theoretic, analyses applied to networks, so-called games on networks, have helped to understand the incentives for actors to make (or break) network ties (Goyal, 2007; Jackson, 2008) . In political science, Metternich et al. (2013) have used network games to analyze conflict between the government and potential opposition. Network games have pushed rationalist explanations beyond two-actor games and highlight what information will be shared or held private, as well as how direct and indirect ties affect and constrain strategic decisions. In the special issue, Chyzh (2016) , Gallop (2016) , Larson (2016) , and Ward & Dorussen (2016) , all explain conflict and cooperation as equilibriums in games on networks. Chyzh (2016) , for example, examines how states' indirect trade relationships affect their domestic human rights performance and argues that there is an inverse relationship between indirect trade and human rights conditions, providing domestically troubled states with a loophole that allows them to enjoy the benefits of trade without paying the costs of domestic pressure for improved human rights conditions. Gallop (2016) uses the similarity of political institutions (political homophily) and geographical distance to explain the willingness of states to develop cooperative linkages. Ward & Dorussen (2016) also postulate homophily-in this case of foreign policy preferences as expressed through voting in the UN General Assembly-as a determinant of relative contributions to UN peacekeeping missions. Larson (2016) argues that cross-group ties in the context of inter-ethnic rivalry do not necessarily promote peace. Specifically, if cross-group ties are imposed rather than developed organically, lack of coordination in incomplete networks can lead to protracted retaliation. In all these articles, network models reflect precise theoretical arguments, creating appropriate conditions for tests of innovative hypotheses about the diffusion of conflict and peace in the international system.
Networks can also be used as a tool for measurement. Social network analysis provides a rich methodological toolkit for measuring various properties of individual states, dyads, larger groups, and the state system. Many important concepts in international relations-such as power, clustering, and indirect ties-are difficult to measure when states or dyads are examined in isolation. Measuring these concepts can become more tractable by using a networks approach that takes into account the broader structure of international relations. Maoz & Joyce (2016) employ agent-based modeling (ABM) to explore how shocks lead to realignment in the alliance network. They use a number of network measures to evaluate 'post-shock' connectivity and consistence at the country, dyad, and systemic levels. (2016) compile original data on links between international nongovernmental organizations. These data reveal the impact of the network of conflict resolution organizations in lowering belligerence among states and demonstrating the potential relevance of efforts by non-state actors and informal diplomatic channels to defuse or discourage international conflict.
Finally, a third role of network analysis is as a tool for making statistical inferences about the determinants and consequences of conflict and peace among states. While standard statistical models assume that observations are independent, network statistical models, such as exponential random graph models (ERGMs) or stochastic actor-oriented models (SAOMs), relax this assumption (Snijders, 1996; Cranmer & Desmarais, 2011) . Unlike conventional statistical techniques, these models do not only correct for non-independence, but also allow researchers to directly estimate complex endogenous interdependencies and to evaluate how these relationships affect the diffusion of conflict and peace. The inclusion of such endogenous interdependencies in statistical network models should be based on careful theorizing about the causal mechanisms that link extra-dyadic interdependencies and the state behavior of interest. This illustrates how the three uses of network analysis we emphasize-in this case networks as theoretical and inferential tool-are complementary and can strengthen each other. In this special issue, Warren (2016) for example, investigates the linkages between interstate military alliances, international conflict, and domestic democratization using a dynamic co-evolutionary actor-oriented network model. Kinne (2016) between crises in the form of joint crisis characteristics, he is thus able to identify the mechanism by which crises, and all actors therein, are influenced by other crises' mediation. Minhas, Hoff & Ward (2016) introduce tensor regression that handles the non-independence of observations as well as the dynamic, simultaneous co-evolution of networks. While the use of latent-space tensor models is still largely unexplored in political science, they hold great promise in analyzing the flow of cooperation and conflict in the international system. By further developing and applying statistical network models, the articles in this special issue make innovative methodological contributions to the study of international conflict and peace.
Comparing statistical models: An example using international conflict
One of the strengths of network analysis is that it helps researchers to avoid biased inferences when the data generating process (DGP) underlying the observed data contains extra-dyadic interdependencies (Cranmer & Desmarais, 2011) . Like omitted variable bias creates problems in multiple regression analysis, extra-dyadic or higher-order network interdependencies can confound relationships between covariates of interest and dyadic outcome variables. In testing hypotheses, the failure to adjust for such confounders can result in an increased Type I error rate; that is, researchers will incorrectly reject the null hypothesis of no relationship more often than if they included the confounders.
We use Monte Carlo simulations to illustrate how dyadic analyses make it difficult to correctly estimate the effects of a DGP that involves extra-dyadic dependencies. Specifically, we examine type I error rates of inferences about the relationship between the dependent network and covariates that are correlated with elements of the DGP but not part of it. We also illustrate challenges in correctly estimating the coefficient values of variables that are part of the DGP. We use the exponential random graph model (Cranmer & Desmarais, 2011; Lusher, Koskinen & Robins, 2013) to generate dyadic data that also contains extra-dyadic interdependence structures. The data include exogenous as well as endogenous extra-dyadic dependencies. This allows us to discuss dyadic models that include network variables in the set of predictors as well as network models that also incorporate endogenous interdependencies within the dependent variable.
1 For the purposes of illustration and to provide the simulation with a substantive reference point, international conflict provides the context for the data, but the example is hypothetical and not meant to replicate any particular study.
The simulation builds on and extends the analysis of Cranmer & Desmarais (forthcoming) and is based on the following six steps: First, we create an undirected, binary exogenous network of 192 nodes (suppose these are 192 states that exist in the international system in a given year). We compute the degree for each node in the network and create a dyadic covariate that captures the higher of the two degree scores in a dyad for each pair of nodes in the network. This measures the exogenous network-variable part of the DGP.
Substantively, this could for example, refer to degree in the network of military alliances, the network of preferential trade agreements, or the network constituted by joint memberships in intergovernmental organizations. 1 The empirical reality that researchers encounter in their substantive domains of interest is often more complicated than the simple extra-dyadic interdependencies included in our illustration. While ERGMs are capable of incorporating a broad range of extra-dyadic or higher order dependence structures that allow researchers to capture more complicated interdependencies, latent space models as discussed by Minhas, Hoff & Ward (2016) are an alternative that can help to address some of the weaknesses of ERGMs.
Next, we create a second exogenous covariate that correlates with the higher of the dyadic degree scores variable. For the purpose of illustration, suppose that this variable captures the level of democracy in a dyad.
Third, we create an undirected, binary dependent network. Suppose that this is our network of conflict ties among nations. This network is produced by a DGP that includes an edges effect, the exogenous network variable, a 2-star effect, a 3-star effect, and an effect for clustering. A 2-star effect captures configurations in which a node i is directly connected to two other nodes j and k. A 3-star is a 2-star with an additional node l to which i is directly linked. The clustering effect captures the tendency of nodes in the network to form dense local clusters. Most simply, the tendency toward triangular closure refers to a situation where nodes i, j, and k are all directly connected with each other. To operationalize this effect we use the geometrically weighted edgewise shared partner statistic (Hunter, 2007) . The vector of parameters that links these five effects to the probability of observing our dependent network is (-5.5, 0.45, 0.45, -0.25, -0.25) . The parameter values are selected to avoid degeneracy.
In step 4, based on the dependent network, we compute another covariate that is correlated to the degree in the dependent network. Specifically, we generate a variable that correlates with the distance between the degree scores within the dyad. In the conflict context, this variable captures how similar two states are in terms of the frequency with which they engage in conflict. These four steps create the data used for the estimations and the comparison of Type I error rates for the variables that are not part of the network DGP but are correlated with its elements. We also compare bias in the coefficient estimates of the exogenous network variable that is part of the network DGP between ERGM and logistic regression models.
Fifth, we estimate three models. The first model is a fully specified ERGM that includes all variables in the network DGP as well as the exogenous covariate that correlates with the exogenous network variable and the item that correlates with degree in the dependent -11 - Finally, we repeat this five-step procedure 5,000 times to produce a distribution of pvalues for each of the two exogenous predictors for each of our three models. We also generate a distribution of 5,000 estimated coefficients for the exogenous network variable for the ERGM and the logistic regression model in which it is included.
We use the stored p-values for the two exogenous variables to calculate Type I error rates for the three models at different levels of statistical significance. Figure 1 presents the Type I error rates generated in our simulations for the variable that is correlated with the exogenous network covariate. The highest Type I error can be observed for the model with the variable correlated with the exogenous network variable while failing to include the exogenous network covariate itself. Across significance levels we almost always find a statistically significant relationship between the exogenous covariate and our dependent network, although this relationship does not actually exist. The Type I error rates of the logit model that includes the exogenous network variable as predictor as well as the fully specified ERGM are considerably lower and very similar. Suppose that the exogenous network variable captures the embeddedness of a dyad in the alliance network and the covariate that is correlated with it, but not part of the network DGP, captures the level of democracy in a dyad.
By using a logit specification that does not include the alliance network variable in our conflict model, we would falsely identify a statistically significant relationship between -12 -democracy and conflict, although the extra-dyadic interdependencies in the alliance network at work in the DGP actually generate the dyadic conflict data. Only by including the alliance network variable (either in a logit or an ERGM model) we are able to discover that democracy is actually not related to conflict behavior, while alliance degrees are. Figure 1 . Type I error rates covariate correlated with exogenous network variable. Calculations based on 5,000 repetitions. Figure 2 shows the results of the Type I error simulations for the covariate that is correlated with the degree distribution in our dependent network, but that is not itself part of the network DGP. Here, we find that the Type I error rates for the fully specified ERGM are on average 10 to 45 percent lower than for the logit models with and without the exogenous network variable. The simulations also illustrate how the use of networks as inferential tool can help researchers to avoid bias in their estimates of model coefficients. Focusing on the exogenous network variable, we use bias and root mean squared error to compare the ability of the ERGM and logistic regression to recover the true coefficient that links this variable to our dependent network. Bias is simply the difference between the average value of the coefficient estimate in our simulations and the true value of the coefficient. Root mean squared error is calculated as follows: 1) compute the squared difference between each simulation run's coefficient estimate and the true coefficient value; 2) sum up these squared differences and divide by the number of simulation runs; and 3) take the square root of this average. For both measures, the smaller the value, the more accurate the estimation. Column 1 in Table I shows that estimating the effect of the exogenous network variable on the dependent network using the ERGM yields relatively unbiased estimates of this relationship. The average estimated coefficient is very close to the true value of 0.45 and bias and root mean squared error are small. By contrast, logistic regression on average considerably underestimates the effect of the exogenous network variable on the dependent network. This suggests that not including the extra-dyadic interdependencies endogenous to the dependent network produces biased estimates of the true parameter value of the exogenous network variable. In other words, we are likely to err in our estimate of the substantive relationship between the exogenous network variable and our dependent network if our estimation does not include extra-dyadic dependencies within the dependent network.
The simulation illustrates that the omission of extra-dyadic interdependence structures from dyadic models can increase Type I errors through confounding. If seemingly exogenous covariates are correlated with extra-dyadic interdependence structures and included in statistical models without at the same time controlling for these extra-dyadic interdependencies, correlation between the extra-dyadic structures and the dependent variable is falsely attributed to the covariate. Consequently, the statistical inferences drawn are likely to be biased, and the failure to include extra-dyadic interdependencies in a dyadic analysis can lead to biased estimates of the coefficient of interest.
By using networks as a tool for measuring extra-dyadic interdependence structures, we can account for these interdependencies in our statistical models and use them as predictors of our dependent variable of interest. In this special issue, Haim (2016) , for example, employs measures that capture shared alliances and alliance community membership to predict trade flows. He finds that the inclusion of these extra-dyadic interdependence structures in the alliance network has important consequences for whether we find a statistically significant relationship between dyadic alliance ties and trade. Furthermore, using networks as statistical models allows researchers to consider interdependence structures endogenous to the dependent network into their statistical models. On one hand, as the simulations illustrate, we can avoid faulty statistical inference with respect to the significance of covariates that are correlated with endogenous network interdependencies. We can also considerably reduce the bias in our estimates of coefficients values. On the other hand, network analysis makes it possible for researchers to substantively model the complex interdependence structures that are part of the network DGP. In his contribution to the special issue, Kinne (2016) provides an excellent example for this in the context of WCAs.
Conclusions
Conventional analyses that highlight the importance of interdependence theoretically often fail to include ties beyond the dyad in their empirical models, creating a gap between theories and empirical tests. Unlike most previous work, the contributions to this special issue take extra-dyadic interdependence explicitly into account and use network theory and methods to incorporate it, both in their theoretical arguments and in the empirical analyses. They show that interdependencies of various types play critical roles as determinants for the diffusion of conflict and peace in international affairs, and that analyzing the complex, networked structure of international relations allows us to identify causal mechanisms and explain phenomena related to international conflict and cooperation that may have been overlooked by traditional models.
The studies in this special issue also make important methodological contributions.
The tools developed and used by the articles offer new perspectives in the exploration of networked interdependencies in the diffusion of international conflict and peace. They include stochastic actor-oriented models, dynamic models of network co-evolution, latent position network models, networked games, or `k'-adic analysis. Many of these methods are emerging tools that researchers have only recently begun to adopt in political science and to customize for the study of conflict and peace.
