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In this paper we study the surface nucleation of superconductivity and estimate
the value of the upper critical field HC3 for superconductors occupying arbitrary
bounded smooth domains in R3. We show that HC3 &};0 , the ratio of the
GinzburgLandau parameter } and the first eigenvalue ;0 of the Schro dinger
operator with unit magnetic field on the half plane. When the applied magnetic field
is spacially homogeneous and close to HC3 , a superconducting layer nucleates on
a portion of the surface at which the applied field is tangential to the surface.
Nucleation under non-homogeneous applied fields is also discussed.  2000
Academic Press
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1. INTRODUCTION
Superconductivity nucleation phenomenon for superconductors under
applied magnetic fields close to the upper critical field HC3 has been studied
by many authors. Physicists Saint-James and De Gennes [SdG] were the
first to study the surface nucleation phenomenon for a semi-infinite super-
conductor occupying the half space and placed in an applied magnetic field
which is parallel to the surface of the superconductor. Also see for instance
[dG], Section 6.6, and [IR]. It is the location of nucleation and estimates
of HC3 that we are most interested.
In [LP4] we studied the surface nucleation phenomena for the cylindri-
cal superconductor placed in an applied magnetic field H(x) which is
parallel to the lateral surface but is not necessarily spatially homogeneous.
Thus, we assumed there that the superconductor occupies a domain D_I,
doi:10.1006jdeq.2000.3892, available online at http:www.idealibrary.com on
386
0022-039600 35.00
Copyright  2000 by Academic Press
All rights of reproduction in any form reserved.
where D is an arbitrary bounded smooth domain in R2 and I is an interval,
and the applied magnetic field H(x) is parallel to the lateral surface D_I.
The results obtained in [LP4] may be summarized as follows. First, the
value of the upper critical field was estimated. We proved that, for a super-
conductor of type 2 with large value of the GinzburgLandau parameter },
HC3 &};0 , where ;0 is the first eigenvalue of the Schro dinger operator
with unit magnetic field on the half plane under the Neumann boundary
condition. Second, the location of nucleation was discussed. We proved
that, when the applied magnetic field is spatially homogeneous and is close
to HC3 , a superconducting sheath nucleates on the whole lateral surface. In
the case of non-homogeneous applied magnetic fields, interior nucleation
may occur first when the applied field is decreased below the upper critical
field. More precisely, superconductivity may remain only in the region
away from the lateral surface, and the order parameter concentrates at the
minimum points of the applied magnetic field.
In this paper we study the general case. We consider a sample occupying
an arbitrary bounded smooth domain 0 in R3 and placed in an applied
magnetic field H(x) which is an arbitrary smooth vector field. We shall
estimate the value of the upper critical field HC3 and study the surface
nucleation phenomena when the field is close to HC3 . Note that we treated
2-dimensional problems in [LP4], while the problems here are 3-dimen-
sional. We shall see that several results similar to 2-dimensional case
remain hold now. However, there are phenomena new and interesting to
us. First, in 3-dimensional case, the value of HC3 will depend on the direc-
tion of the applied field. However, We shall show that for a bounded super-
conductor with a smooth surface, the value of HC3 is essentially indepen-
dent of the direction of the applied magnetic field. Here, the essential inde-
pendence means that the leading term of HC3 is independent of the direction
of the applied field when } is large. In fact, for a bounded superconductor
with a smooth surface, we have HC3 &};0 . Second, the location of nuclea-
tion depends on the direction of the applied field and on the geometry of
the surface. We shall show that, when the applied field is close to HC3 ,
superconducting sheaths nucleate at a portion of the surface which is
parallel to the field. We should mention that the situation will be different
for unbounded superconductors occupying the half-space, see for instance
[dG], [SdG] and [IR].
Before stating our main results we recall the GinzburgLandau system
which was proposed as a macroscopic model for superconductivity (see [GL])
{
&({&i}A)2 =}2 (1&||2) ,
(1.1)
curl2 A=&
i
2}
( {& { )&||2 A+curl H in 0.
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Here 0 is the region occupied by the superconducting specimen,  is a
complex-valued function called order parameter, A is a real vector field
called magnetic potential, H is the applied magnetic field, i=- &1, and
} is the GinzburgLandau parameter given by the ratio of the penetration
depth and the coherence length of the superconductor. Note that the unit
of length in (1.1) is the penetration depth. The natural boundary conditions
for a superconductor-other material junction are (see [dG])

&
&i}A } &+#=0, (curl A&H)_&=0 on 0, (1.2)
where & is the unit out-normal vector at the boundary of 0 and #0. # is
very small for insulator, very large for magnetic material, and lying in
between for non-magnetic material. Throughout this paper, we assume that
0 is a smooth bounded domain in R3 and H(x) is a continuous vector
field. In the following we denote {A ={&iA and
{2A=({&iA)
2=2&i[2A } {+ div A]&|A|2.
To make our discussion clear, we assume that H(x)=_H0 (x), _<0,
where H0 (x) is a continuous vector field and H0 (x){0 on 0 . Then, we set
A=_A.
According to the GinzburgLandau theory, the Gibbs free energy (also
called the GinzburgLandau functional) associated with (, A) is minimal.
With proper scaling, we may rewrite the GinzburgLandau functional as
E(, A)=|
0 { |{_}A|2+(_})2 |curl A&H0 |2+
}2
2
( ||2&1)2= dx
+|
0
# ||2 ds. (1.3)
It is well-known that for the given smooth vector field H0 , there exists
a unique smooth vector field F on 0 such that
curl F=H0 , div F=0 in 0, F } &=0 on 0. (1.4)
Note that (0, F) is a trivial critical point of the functional E. Moreover,
(0, F) is the only minimizer if _ is large enough, which means that suf-
ficiently strong applied magnetic fields penetrate the entire superconductor
and completely destroy the superconductivity. For a given H0 (x) we define
_*(})#_*(}, H0)=inf[_<0 : (0, F) is the only minimizer of E].
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It naturally leads to the definition of the upper critical applied magnetic
field HC3 when H0 (x)#h, a constant unit vector,
HC3 (}, h)#_*(}, h).
As was mentioned in [LP4], it is quite hard to obtain an upper bound
of _*(}, H0) from the local bifurcation theory, since the theory does not
provide an answer to the question whether there exists a non-trivial solu-
tion (not necessary in the neighborhood of (0, F)) for _>>_
*
(}). In this
paper we shall obtain a precise estimate of _*(}, H0) for large } by
asymptotic estimation.
Throughout this paper we assume that
0 is a bounded smooth domain in R3, H0 (x) is a continuously
differentiable vector field which does not vanish on 0 . (1.5)
Our first result is on the lower bound estimate for the value of HC3 .
Proposition A. There is a positive constant C0 which depends only on
the second fundamental form of 0, such that for any unit vector h it holds
that
HC3 (}, h)
}
;0
&C0}13
for all } large.
Since it involves lengthy computations, the proof of Proposition A is
given in the Appendix, see Proposition A.1 there. More estimates on the
value of HC3 (}, h) are given in the Appendix, which indicate that the value
of HC3 will sensitively depend on the direction of the applied field, and on
the geometry of the surface 0.
Remark 1.1. Assume that a portion of 0 is a cylindrical surface S
generated by a line L along a closed curve 1 lying in a plane orthogonal
to the axis L of the cylinder. Let }r be the relative curvature of 1. Denote
by }r* the maximum value of }r and by }r* the minimum value of }r . When
h is parallel to the axis L of the cylinder, we have, for any fixed m<0,
when } is large,
HC3 (}, h)
}
;0
+C&}r*2 (log })2m+
C1}r*&#
;320
+O((log })&2m).
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When h is orthogonal to the axis of the cylinder we have
HC3 (}, h)
}
;0
&C=}23r* }
13+
C2 }r*&#
;320
+O(}&13).
Here C& , C= , C1 and C2 are positive constants, see Proposition A.2 and
example 2 in the Appendix.
This example shows that the direction of the applied field has an impor-
tant influence on the value of HC3 . K
Although, for a bounded superconductor with smooth surface, the value
of HC3 depend sensitively on the direction of the applied field and on the
geometry of the surface, the leading term of it does not depend on them,
as indicated by our next results.
To state the conclusion, we introduce some notations. For any
 # [0, ?2], denote by b() the first eigenvalue of the equation (3.1). The
precise information on the first eigenvalue b() is postponed to Section 3.
We shall show in Section 3 that b() is decreasing in , b(0) = 1,
b(?2)=;0 , and ;0b()1, where ;0 is the first eigenvalue of (2.4) and
0.5<;0<0.76. Extend b() to a function b () on [0, ?] as in Theorem 4.2
in Section 4. For x # 0, denote the angle between the vector H0 (x) and
the outer normal of 0 at x by (x). Then, define
:0=:0 (H0)#min[min
0
|H0 (x)|, min
0
|H0 (x)| b ((x))]. (1.6)
Especially, when H0 (x)#h, a constant unit vector, for any bounded smooth
domain 0 there is always a point on 0 at which h is perpendicular to the
outer normal of 0. Hence, :0 (h)=;0 for smooth bounded domains.
Theorem 1 (Asymptotic estimate for HC3). Under assumption (1.5) we
have
lim
}  +
_*(}, H0)
}
=
1
:0 (H0)
. (1.7)
Especially, when H0 (x)#h, a constant unit vector, we have
HC3 (}, h)#_*(}, h)=
}
;0
(1+o(1)) as }  +. (1.8)
It would be interesting in applications to study the nucleation phenomena
for bounded superconductors with non-smooth surfaces such as samples
with edges. In this case, we notice that the leading term of the value of HC3
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may depend on the direction of the field. Mathematically, we may also
discuss the surface nucleation for unbounded superconductors such as
samples occupying the half space R3+ . Then, the leading term of the value
of HC3 also depends on the direction of the field.
Moreover, we shall see in Theorem 4 that the locations of surface nuclea-
tion do depend on the direction of the field.
The nucleation phenomenon can be described by the concentration
behavior of the order parameter  for _ close to _*(}). Denote
0m=[x # 0 : |H0 (x)|=min
y # 0
|H0 ( y)|],
(0)m=[x # 0 : |H0 (x)| b ((x))= min
y # 0
|H0 ( y)| b (( y))].
For homogeneous applied magnetic field H0 #h, a constant unit vector,
denote
(0)h=[x # 0 : h } &(x)=0],
where &(x) is the unit outer normal vector of 0 at x. Obviously,
(0)h {< for any bounded smooth domain 0 in R3.
Then, we have
Theorem 2 (Concentration). Assume that (1.5) holds. Let }n  +,
_n<_*(}n , H0), and _n }n  1:0 (H0) and let (n , An) be the non-trivial
minimizer of the GinzburgLandau functional E with }=}n and _=_n .
Then, as n  ,
&n &L(0)  0,
curl An  H0 in C: (0),
n (x)
&n &L(0)
 0 on 0 "[0m _ (0)m].
When H0 #h, the last equality is replaced by
n (x)
&n&L(0)
 0 on 0 "(0)h .
Theorem 2 tells us that for a type 2 superconductor with large value
of }, the applied magnetic field with its value close to but less than the
upper critical field penetrate the sample almost everywhere. However,
superconductivity persists where the applied field is weaker.
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Remark 1.2. Note that
min
x # 0
|H0 (x)| b((x));0 min
x # 0
|H0 (x)|.
So we have the following consequence:
In addition to (1.5) we assume that |H0 (x)| has a unique minimum point
x0 and x0 # 0, and |H0 (x0)|<;0 minx # 0 |H0 (x)|. Then,
_*(}, H0)=
}
|H0 (x0)|
(1+o(1)) as }  +.
Let (n , An) be the sequence of minimizers as in Theorem 2. Then, as
n  ,
|n (x)|
&n&L(0)
 {0 if x # 0
 "[x0],
1 if x=x0
.
This example shows that, when the applied magnetic field is very non-
homogeneous, the surface nucleation may not occur, and the order
parameter may concentrate in 0 and has a spike-layer. K
Remark 1.3. The last statement in Theorem 2 implies that for a type 2
superconductor in a homogeneous field with its value close to but less than
HC3 , the order parameter exhibits a boundary layer, thus, there remains a
superconducting layer on the surface of the sample where the applied
magnetic field is parallel to the surface. It verifies rigorously the prediction
of the physicists, such as the statements given in [dG].
Moreover, we can also show that, if H0 (x)#h, if (0)h is a smooth
closed submanifold of 0 of dimension 1 or 2, and if }n_n&;0>0 and
goes to zero slowly (which means that the applied field approaches HC3
slowly), then the superconductivity nucleates uniformly along (0)h , that
is,
|n (x)|
&n &L(0)
 {0 if x # 0
 "(0)h ,
1 if x # (0)h .
This statement can be proved using the idea in [LP4], where the similar
result holds in 2-dimensional case. The complete proof involves lengthy
estimates, so it is not presented here.
However, if }n_n&;0 goes to zero fast, we believe that the order
parameter may concentrate not on the entire submanifold (0)h but on a
subset N of (0)h . The geometric characterization of the nucleation set N
is an interesting problem.
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Now we see that the nucleation location strongly depends on both the
direction of the applied magnetic field H(x) and the distribution of the
minimum points of |H(x)|. K
To estimate the value of HC3 and describe the nucleation phenomena, we
need to estimate the first eigenvalue +(_}F) of the GinzburgLandau
operator {2_}F on 0 for large _} (see (2.1) for the definition). As in [LP3],
we shall obtain the asymptotic estimate for +(_}F) by using information
on the first eigenvalues of the operator {2A in the space R
3 and on the half
space R3+ , where curl A=h is a constant unit vector, see (4.2) and (4.5).
To study the 3-dimensional eigenvalue problems we have to study 2-dimen-
sional eigenvalue problem (3.1) in R2+ with parameter  first. The study of
these eigenvalue problems is the main part of this paper. As long as the
results on these eigenvalue problems are obtained, the estimate of HC3 and
the nucleation phenomena follow along the same lines as [LP4].
We mention that the similar eigenvalue problems in 2-dimensional have
been studied in [LP2,3]. However, there are surprising differences between
the 2-dimensional problems and the 3-dimensional problems. For the
2-dimensional case, we proved in [LP2] that the eigenvalue problem in the
entire plane R2 has infinitely many linearly independent L2 eigenfunctions,
while in the half plane there is only one linearly independent bounded
eigenfunction, which is not in L2 (R2+). However, in the 3-dimensional case,
the conclusions are reversed. In the entire space there are only bounded
eigenfunctions which are not in L2 (R3), while in the half space case, there
exist infinitely many linearly independent L2 eigenfunctions if h is neither
perpendicular nor parallel to the surface R3+ .
Obviously, the technical difficulties in our problem come from the
boundary effects. In [LP3,4], the formulae for decomposition of vector
fields were derived and the various of boundary estimates were obtained for
the 2-dimensional case. Most of the a priori estimates established there are
valid for the 3-dimensional case.
Recently, there have been extensive works on on the mathematical
theory of superconductivity. See [BBH], [BPT], [BR], [BS], [C],
[CHO], [CK], [DGP], [E], [GP], [JT], [L], [LD], [LP1], [M],
[N], [S] and the references therein. The works [C] by Chapman, [BPT]
by Bauman, Phillips and Tang, [BS] by Bernoff and Sternberg, and [GP]
by Giorgi and Phillips are closely related to our present paper, while [BS,
GP] were found after this work had been completed. In [C], Chapman
studied the half-plane problem on HC3 by using formal mathematical
analysis. In [BPT], Bauman, Phillips and Tang rigorously estimated HC3
and found the location of nucleation for a sample occupying a cylinder
with two-dimensional cross section consisting a disk. The sample is adja-
cent to a vacuum and is subject to a homogeneous applied magnetic field
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pointing in the axial direction. From the bifurcation point of view, they
studied small solutions bifurcating from the eigenfunctions. In [BS],
Bernoff and Sternberg considered a sample occupying an infinite cylinder
with two-dimensional cross section consisting an arbitrary simply connected
smooth bounded region in R2. The sample is adjacent to a vacuum and is
subject to a homogeneous applied magnetic field pointing in the axial
direction. They estimated HC3 and found the location of nucleation by
using formal asymptotic expansions. In [GP], Giorgi and Phillips proved
that the superconductivity completely breaks down when the applied
magnetic field is strong enough.
We organize this paper as follows. In Section 2 we collect some results
needed in this paper. In Section 3 we study an eigenvalue problem on R2+ ,
which depends on a parameter . Especially, the monotonicity of the first
eigenvalue b() is proved. In Section 4, using the results obtained in Sec-
tion 3 we study the eigenvalue problems involving the GinzburgLandau
operator {2A in R
3 and on R3+ . These results are used in Section 5 to get
the asymptotic estimates for the first eigenvalue +(_A) of the Ginzburg
Landau operator in bounded domains with large value of _. In Section 6
we give the asymptotic estimates for HC3 and discuss the nucleation
phenomena. The proofs proceeds along the same lines as in [LP4].
2. PRELIMINARIES
In this section we give some basic lemmas which will be used in this
paper. Given a continuous vector field H0 , let F be the vector field defined
in (1.4) and E be the functional defined by (1.3). Set
C(}, _)= inf
(, A) # W
E(, A),
where W=W1, 2 (0, C)_W1, 20, R3). Here W1, 2 (0, C) is the Sobolev
space of all complex-valued functions and W1, 2 (0, R3) is the Sobolev
space of all vector fields. Denote by +=+(bA) the first eigenvalue of the
following eigenvalue problem
&{2bA,=+, in 0, ({bA,) } &+#,=0 on 0, (2.1)
where b is a real number. Note that E(0, F)=}2|0|2, where |0| is the
volume of 0. If C(}, _)>}2|0|2, then E has a nontrivial minimizer. Thus,
we have the following
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Lemma 2.1. The functional E defined by (1.3) has a nontrivial minimizer
provided
+(_}F)<}2. (2.2)
On the other hand, if E has a non-trivial minimizer (, A), then +(_}A)>}2.
Set
_
*
(})#_
*
(}, H0)=min[_>0 : +(_}F)=}2]. (2.3)
From (2.2), E has a non-trivial minimizer when 0_>_
*
(}, H0). Follow-
ing the same arguments as in [LP4], we have
Lemma 2.2. Under the condition (1.5) we have _*(}, H0)_*(}, H0) and
lim
}  +
_*(}, H0)
}
= lim
}  +
_
*
(}, H0)
}
.
Next, we consider a 1-dimensional eigenvalue problem. The results
(Lemma 2.3) on this problem will be frequently used in Sections 3 and 4.
For fixed z, let ;(z) denote the first eigenvalue of the following eigen-
value problem
{&u"+(z+t)
2u=;(z) u for t<0,
u$(0)=0, u(+)=0.
(2.4)
Obviously,
;(z)= inf
u # W 1, 2(R1+)
+0 [ |u$|
2+(z+t)2 |u|2] dt
+0 |u|
2 dt
. (2.5)
The following results were proved in [LP2], and in [LP4], Section 2 and
Appendix.
Lemma 2.3.
(1) (2.4) has one linearly independent eigenfunction uz(t), which is
positive for all t0. ;(z) is a continuous function of z, ;(z)>1 for z>0,
0<;(z)<1 for z<0, and ;(&)=1.
(2) There is a unique z0 , z0<0, such that ;(z0)=infz # R1 ;(z)=;0 .
Moreover, 0.5<;0>0.76 and ;0=(z0)2.
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(3) Denote by u(t) the positive eigenfunction of (2.4) for z=z0 asso-
ciated with the first eigenvalue ;0 . Then, u(t) is strictly decreasing in t and
|
+
0
(z0+t) u2 (t) dt=0.
(4) u
2 (0)
2 &
+
0 (z0+t)
3 u2 (t) dt<0.
3. AN EIGENVALUE PROBLEM IN R2+
In this section, we consider the following eigenvalue problem in the half
plane R2+=[(x1 , x2) : x2<0]
{&2v+(x1 cos &x2 sin )
2 v=bv in R2+ ,
2v=0 on R2+ ,
(3.1)
where  # [0, ?2] is a constant. Define
b()= inf
. # W1, 2(R2+)
R2+ [ |{.|
2+(x1 cos &x2 sin )2 |.| 2] dx
R2+ |.|
2 dx
. (3.2)
It is easy to see that for any b<b(), (3.1) has no non-trivial bounded solu-
tion. If b() is achieved, then it is the first eigenvalue of (3.1) in W1, 2 (R2+).
The main result in this section is the following
Theorem 3.1.
(1) b(0)=b(?2)=1 and neither b(0) nor b(?2) is achieved in
W1, 2 (R2+).
(2) For every  # (0, ?2), b() is achieved in W 1, 2 (R2+). (3.1) has
only one linearly independent eigenfunction associated with the first eigen-
value b().
(3) For 0>>?2, b() is continuous and strictly decreasing, and
;0<b()<1, where ;0 is the first eigenvalue of (2.4). Moreover,
lim
  0
b()=1, lim
  ?2
b()=;0 . (3.3)
The proof of Theorem 3.1, which will be given by the end of this section,
is based on a sequence of lemmas. Before stating these lemmas we make the
following remark.
Remark 3.1. We shall see later that for  # (0, ?2), the eigenfunctions
of (3.1) associated with b() do not change sign. In the following, we
denote by v the positive eigenfunction satisfying max v (x)=1. However,
when =0 or ?2, there is no such eigenfunction.
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From (3.3) we also see that b() is not continuous at =?2.
To see this more clearly, let us consider the following problem for z # R1
and  # [0, ?2],
{&2w+(x1 cos &x2 sin +z)
2w=bw in R2+ ,
2w=0 on R2+ .
(3.4)
Define b(, z) in the same way as b() by (3.2). It is easy to see that, for
0<<?2, b(, z)=b() and the eigenfunctions are given by
w=cv \x1+ zcos  , x2+ .
Lemma 3.2.
(1) b(?2, z)=;(&z), where ;(&z) is the first eigenvalue of (2.4)
for &z. When =?2 and z>0, the only bounded solutions of (3.4) for
b=;(&z) are w=cu&z(x2), where uz(t) is the positive eigenfunction of (2.4)
associated with the first eigenvalue ;(z).
(2) minz b(?2, z)=;0 . There is a unique z0<0 such that b(?2, &z0)
=;0 , and the corresponding bounded eigenfunctions are cu(x2), where
u(x2)=u&z0 (x2).
(3) b(0, z)#1. When =0, the only bounded solutions of (3.4) for
b=1 are
w=c exp(&12 (x1+z)
2),
where c is a constant.
Proof. Part (1). =?2.
When =?2, (3.4) can be written as
{&2w+(x2&z)
2w=bw in R2+ ,
2 w=0 on R2+ .
(3.5)
Step 1. We show b(?2, z)=;(&z).
For any v # W1, 2 (R2+), from (2.5) we have
|
R2+
[ |{v|2+(x2&z)2 |v| 2] dx
|
+
&
dx1 |
+
0
[ |2v| 2+(x2&z)2 |v|2] dx2
;(&z) |
+
&
dx1 |
+
0
|v|2 dx2=;(&z) |
R2+
|v|2 dx.
Hence, b(?2, z);(&z).
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On the other hand, taking ’(x) u&z(x2) as a test function, where u&z(t)
is a positive eigenfunction of (2.4) for &z, and ’ is a smooth cut-off func-
tion such that spt(’) & R2+ is bounded, we obtain b(0, z)=;(&z). K
Step 2. We show that when =?2 and z<0, the only bounded solu-
tions of (3.5) for b=;(&z) are w=cu&z(x2).
Claim 1. There is a constant C(z) such that for any z<0, for any
bounded solution w of Eq. (3.5) with b=;(&z), and for any a<b, it holds
that
|
b
a
dx1 |
+
0
|w| 2 dx2C(z) &w&2* (1+b&a), (3.6)
where
&w&
*
= max
&<x1<, 0x22
|w(x)|.
Proof of Claim 1. Let w be a (real) bounded solution of Eq. (3.5) with
b=;(&z). Let ’ # C 0 (R
2
+) be a smooth cut-off function with compact
support. Multiplying (3.5) by ’2w and integrating we have
|
R2+
[ |{(’w)|2+(x2&z)2 |’w| 2&;(&z) |’w| 2] dx=|
R2+
|{’| 2 |w| 2 dx.
(3.7)
Let the cut-off function ’ approach the function ’1 (x1) ’2 (x2), where
e=(m+x1) if x1&m,
’1 (x1)={1 if &m<x1<m,e=(m&x1) if x1m;
0 if 0x21,
’2 (x2)={1 if 2x2n,e=(n&x2) if x2n,
and |’2 $(x2)|2. Here m, n are large, and = is small. Then we have
[1&;(&z)&2=2] |
R2+
’21(x1) ’
2
2(x2) |w|
2 dx
|
[0x22]
’1 (x1)2 ’$2 (x2)2 |w|2 dx.
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Recall that ;(&z)<1 for all z>0. Choose =>0 small enough such that
1&;(&z)&2=2<0. Then
|
m
&m
dx1 |
n
0
|w|2 dx|
m
&m
dx1 |
2
0
’1 (x1)2 |w| 2 dx2
+
1
1&;(&z)&2=2 |[0x22] ’1 (x1)
2 ’$2 (x2)2 |w|2 dx
C(z) &w&2
* |

&
’1 (x1)2 dx1 .
Letting n go to  and making translation if necessary we get the conclu-
sion. K
It is well known that, a bounded continuous function f on R1 can be
viewed as a distribution (also denoted by f ) on C 0 (R
1), and its value
when applied at any g # C 0 (R
1) is given by
( f, g) =|
+
&
f (t) g(t) dt
The Fourier transform F[ f ] of the distribution f is defined by
(F[ f ], g)=( f, F[ g])
for any g # C 0 (R
1), where F[ g] is the usual Fourier transform of g.
Let w be a bounded solution of Eq. (3.5). For any fixed x20, w( } , x2)
defines a distribution. So w can be viewed as a distribution (in x1) with
parameter x2 . For any fixed x20, let w~ (t, x2)=F[v](t, x2) be the
Fourier transform of w(x1 , x2) in x1 in the sense of distribution, i.e.
(w~ (t, x2), ’(t)) = (v(x1 , x2), F[’](x1))
for any ’ # C 0 (R
1). Then v~ (t, x2) is also a distribution with parameter x2 .
Claim 2. Assume z>0. Let w be a bounded solution of (3.5) with
;=;(&z), and let w~ (t, x2) be the Fourier transform of w(x1 , x2) in x1 in
the sense of distribution. Then for any x20, the support of w~ ( } , x2) is
either empty or contains only 0.
Proof of Claim 2. Let ’(x) be a cut-off function. Fix x20, let
f’ (t, x2)=F[’w](t, x2) be the Fourier transform of the L2 function ’w
in x1 . Using (3.7) and (2.5) we have
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|
R2+
|{’| 2 |w| 2 dx
=|
+
0
dx2 |
+
&
[ |1 (’w)| 2+|2 (’w)|2+[(x2&z)2&;(&z)] |’w|2] dx1
=|
+
0
dx2 |
+
&
[ |F[1 (’w)]|2+|F[2 (’w)]|2
+[(x2&z)2&;(&z)] |F[’w]|2] dt
=|
+
&
dt |
+
0
[[|2 f’ | 2+[(x2&z)2&;(&z)] | f’ | 2]+t2 | f’ |2] dx2
|
+
&
|
+
0
t2 | f’ | 2 dt dx2 .
From Claim 1, we can choose ’(x)=’(x1) such that ’(x1)=1 for
|x1 |m and ’(x1)=0 for |x1 |m+h, and |’$(x1)|2h. Then for h large,
|
R2+
|{’|2 |w|2 dx
4
h2 |[m|x1|m+h] |w|
2 dx
8C(z)
h2
(h+1) &w&2
*

10C(z) &w&2
*
h
.
Hence for all h large we have
|
[ |t|=]
| f’ |2 dt dx2
10C(z)&w&2
*
h=2
.
Choose =n  0, hn>>1=2n , mn  +, and choose a sequence of cut-off
function ’n (x)=’n (x1) such that ’n (x1)=1 for |x1 |mn , ’n (x1)=0 for
|x1 |mn+hn , and |’$n (x1)|2hn . Denote fn (t, x2)#f’n (t, x2)=F[’nw]
(t, x2). Then we have
lim
n   |[ |t| =n] | fn |
2 dt dx2=0. (3.8)
Now we show that, for any ! # C 0 (R
2) such that spt(!) does not inter-
sect with [0]_R1+ , we have
|
+
0
(w~ (t, x2), !(t, x2)) dx2=0. (3.9)
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To prove (3.9), we choose N>0 such that
spt(!)/[(t, x2) : |t|=n]
for all nN. From (3.8) we have
lim
n   |R2+ fn ! dt dx2=0. (3.10)
On the other hand, since ! has a compact support, we can show that
F[!](x1 , x2) rapidly decays to 0 as |x1 | goes to , uniformly in x2 .
Therefore
(’n (x1) w(x1 , x2), F[!](x1 , x2))  (w(x1 , x2), F[!](x1 , x2))
as n  , uniformly in x2 . Note that !#0 for x2 large. So F[!]=0 for
x2 large. Thus, as n   we have
|
+
0
(’n (x1) w(x1 , x2), F[!](x1 , x2)) dx2
 |
+
0
(w(x1 , x2), F[!](x1 , x2)) dx2 .
Hence
|
R2+
fn ! dt dx2=|
+
0
( fn (t, x2), !(t, x2)) dx2
=|
+
0
(F[’nw](t, x2), !(t, x2)) dx2
=|
+
0
’n (x1) w(x1 , x2), F[!](x1 , x2)) dx2
 |
+
0
(w(x1 , x2), F[!](x1 , x2)) dx2
=|
+
0
(F[w](t, x2), !(t, x2)) dx2
=|
+
0
(w~ (t, x2), !(t, x2)) dx2 .
Combining this with (3.10) and (3.11) we get (3.9).
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Now we show that, for every x20, the support of w~ (t, x2) is contained
in [0]. Suppose the conclusion is not true. Then there is a number x020
such that spt[w~ ( } , x02)]/3 [0]. So we can choose a function / # C

0 (R
1)
such that
spt(/) & [0]=<, (w~ (t, x02), /(t)) <0. (3.11)
Since w is a continuous function, for any  # C 0 (R
1) we have
lim
x2  x
0
2
(w~ (t, x2), ) = lim
x2  x
0
2
(F[w](t, x2), )
= lim
x2  x
0
2
(w(x1 , x2), F[](x1))
=(w(x1 , x02), F[](x1))
=(F[.](t, x02), (t)) =(w~ (t, x
0
2), (t)) .
Here we have used the fact that F[] rapidly decays.
From (3.11) we can choose $>0 such that, when |x2&x02 |$ and
x20 we have
(w~ (t, x2), /(t))>0.
Choose a cut-off function ’(x2) supported in [x2>0 : |x2&x02 |>$]. Then
|
+
0
(w~ (t, x2), ’(x2) /(x1)) dx2>0,
which contradicts (3.9). Now Claim 2 is verified. K
Now we finish the proof of Step 2.
Let z>0 and w be a non-trivial bounded solution of (3.5) with
b=;(&z). Let w~ (t, x2)=F[w](t, x2) be the Fourier transform in x1 in the
sense of distribution. Then w~ is a distribution with parameter x2 . From
Claim 2, for all x20, the support of w~ ( } , x2) is contained in [0]. Hence
w~ (t, x2) can be represented by
w~ (t, x2)= :
N(x2)
k=0
ck (x2)
d k
dzk
$(t),
where N(x2) and ck (x2) may depend on x2 . For fixed x20, taking the
inverse Fourier transform in t we get
w(x1 , x2)=F&1[w~ ](x1 , x2)=
1
- 2?
:
N(x2)
k=0
ck (x2)(&ix1)k.
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Since w is bounded in R2+ , we have ck (x2)=0 for all k>0. Hence
w=w(x2).
Plugging w=v(x2) into Eq.(3.5) we see that w(x2) satisfies
&w"+(x2&z)2 w=;(&z) w for x2<0, w$(0)=0.
Hence we conclude by using Lemma 2.3 that w=cu&z .
Now Step 2, hence part (1), is completed. K
Part (2) is a direct consequence of Part (1).
Part (3). =0.
Step 3. We show b(0, z)=1.
Proof. It is well-known that for any fixed z,
inf
, # W 1, 2(R1)
+& [ |,$|
2+(t+z)2 |,|2] dt
+& |,|
2 dt
=1. (3.12)
For any , # W1, 2 (R2+), we have
|
R2+
[ |{,|2+(x1+z)2 |,|2] dx
|
+
0
dx2 |
+
&
[ |1,|2+(x1+z)2 |,|2] dx1
|
+
0
dx2 |
+
&
|,|2 dx1=|
R2+
|,|2 dx.
Hence, b(0, z)1.
On the other hand, taking ’ exp(&(x1+z)22) as a test function, where
’ is a smooth cut-off function such that spt(’) & R2+ is bounded, we obtain
b(0, z)=1. K
Step 4. Now, we assume that w is a bounded solution of Eq. (3.4) for
=0 and b=1. Extend w evenly in x2 and set v(x)=w(x1&z, x2). Then v
is a bounded solution of the following equation in R2:
&2v+x21v=v in R
2. (3.13)
It is well-known that the only bounded solution of (3.13) is
v(x)=c exp(&x21 2).
For reader’s convenient we give a proof here. Since the proof presented
here is similar as in Step 2, we only give outlines.
403SURFACE NUCLEATION OF SUPERCONDUCTIVITY
As in Part (1), we have the following
Claim 3. There is a constant C such that for any bounded solution v of
Eq. (3.13) and for any a>b it holds that
|
b
a
dx2 |
+
&
|v| 2 dx1C &v&2* (1+b&a), (3.14)
where
&v&
*
= sup
&2>x1>2, &>x2>+
|v(x)|.
Using Claim 3, we can prove the following
Claim 4. Let v be a bounded solution of (3.13). Let v~ (x1 , t) be the
Fourier transform of v in x2 in the sense of distribution. Then for all
x1 # R1, the support of v~ (x1 , } ) is contained in [0].
Now we finish the proof of Step 4. Let v be a non-trivial bounded solu-
tion of (3.4). Let v~ (x1 , z)=F[v](x1 , z) be the Fourier transform in x2 in
the sense of distribution. Then v~ is a distribution with parameter x1 . From
Claim 4, for all x1 # R1, the support of v~ (x1 , } ) is contained in [0]. As in
Part (1) we show that v=v(x1).
Plugging v=v(x1) into Eq.(3.13) we see that v(x1) satisfies
&v"+x21v=v for x1 # R
1.
It is well-known that the only bounded solution of this equation is
v(x1)=c exp(&x21 2).
Now Step 4, hence Part (3), is completed. K
Lemma 3.3. When 0>>?2, we have b()>1.
Proof. Make change of variables as follows
x1= y1 cos + y2 sin , x2=&y1 sin + y2 cos .
Note that x2>0 if and only if y1< y2cot . Denote
f ( y1)=exp \& y
2
1
2 + , F( y1)=|
y1
&
exp(&t2) dt.
Let ,(x)= f ( y1) g( y2 cot ), where g(t) is a smooth function vanishing at
infinity and will be chosen later. Then,
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&,&22 #|
R2+
|,| 2 dx
=tan  |
+
&
F( y2) g2 ( y2) dy2 .
E(,)#|
R2+
[ |{x,|2+(x1 cos &x2 sin )2 |,|2] dx
=|
+
&
g2 ( y2 cot ) dy2 |
y2 cot 
&
[| f $|2 ( y1)+ y21 f
2 ( y1)] dy1
+cot2  |
+
&
| g$( y2 cot )| 2 dy2 |
y2 cot 
&
f 2 ( y1) dy1
=|
+
&
g2 ( y2 cot )[F( y2 cot )& y2 cot  exp(&y22 cot
2)] dy2
+cot2  |
+
&
F( y2 cot ) | g$( y2 cot )| 2 dy2
=tan  |
+
&
g2 ( y2)[F( y2)& y2 exp(& y22)] dy2
+cot2  |
+
&
F( y2) | g$( y2)|2 dy2 .
Since g vanishes at infinity, we have
|
+
&
g2 ( y2) y2 exp(&y22) dy2=|
+
&
g( y2) g$( y2) exp(&y22) dy2 .
Recall that F $( y2)=exp(&y22). Hence, we have
E(,)=&,&22+|
+
&
g$( y2)[cot F( y2) g$( y2)&tan F $( y2) g( y2)] dy2 .
Choose =<0 small enough such that :=tan2 &=<0. Choose
g( y2)=’( y2) F : ( y2),
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where ’(t) is a smooth cut-off function such that ’(t)=1 for |t|n,
’(t)=0 for |t|2n, and |’$(t)|2n. A computation shows that
E(,)=&,&22&=: cot  |
+
&
’2F 2:&1 |F $| 2 dy2
+cot  |
+
&
[|’$|2 F 1+2:+(:&=) ’’$F 2:F $] dy2
=&,&22&=: cot  |
+
&
F 2:&1 |F $|2 dy2+O \1n+<&,&22
for n large. Therefore, b()<1, which completes the proof. K
Lemma 3.4. When 0<<?2, (3.1) has a bounded positive solution for
b=b().
Proof. We shall prove Lemma 3.4 by approximation.
Step 1. We consider approximation problems on strips.
Fix  # (0, ?2). Denote Tm=(&m, m)_R1+ , and
W0 (Tm)=[, # W1, 2 (Tm) : ,(\m, y2)=0],
and set
bm= inf
. # W0 (Tm)
Tm [ |{.|
2+(x1 cos &x2 sin )2 |.|2] dx
Tm |.|
2 dx
.
It is easy to see that bmb(), bm  b() as m  +.
Claim 1. For every 0<<?2 and m>0, bm is achieved.
Proof of Claim 1. Let [,n] be a minimizing sequence of bm such that
Tm |,n |
2 dx=1. Passing to a subsequence if necessary we may assume that
,n  , weakly in W0 (Tm) and ,n  , strongly in L2loc (Tm). Hence
|
Tm
[ |{,|2+(x1 cos &x2 sin )2 |,| 2] dx
lim inf
n   |Tm [ |{,n |
2+(x1 cos &x2 sin )2 |,n |2] dx=bm .
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Note that
|
m
&m
dx1 |

L
(x1 cos &x2 sin )2 |,n |2 dx2
|
m
&m
dx1 |

L _
x22 sin
2 
2
&2x21 cos
2 & |,n |2 dx2
_L
2
2 sin
2 
2
&2m2 cos2 & |
m
&m
dx1 |

L
|,n |2 dx2 .
Therefore
lim
L  
sup
n |
m
&m
|

L
|,n |2 dx=0.
Hence [,n] is precompact in L2 (Tm). Passing to a subsequence again we
may assume that ,n  , strongly in L2 (Tm). Hence Tm |,|
2 dx=1. Now it
is easy to see that , is a minimizer of bm in W0 (Tm). K
Step 2. Let vm be the minimizer of bm such that vm0 and &vm&L=1.
We show that as m  , [vm] has a subsequence which converges to a
bounded positive solution of (3.1) for b=b().
Note that vm satisfies
{&2vm+(x1 cos &x2 sin )
2 vm=bmvm in Tm ,
vm (\m, x2)=0, 2vm (x1 , 0)=0.
(3.15)
By the elliptic estimates, we may assume, passing to a subsequence if
necessary, that vm  v in C 2loc as m  +, v is a solution of (3.1), and
0v1.
In the following we show that v0.
Choose xm=(xm1 , x
m
2 ) # Tm (closure of Tm) such that vm (x
m)=maxTm vm
=1. To prove v0, it is sufficient to show that [xm] is bounded as m +.
Suppose not. Then, we may assume that |xm|  +.
In the following we denote
am=xm1 cos &x
m
2 sin .
Claim 2. |am| is bounded.
Proof of Claim 2. We first show that xm # Tm . Otherwise, suppose
xm # Tm . Then, xm2 =0. We may assume that |a
m|1. By the elliptic
estimates, we have that
|{vm (x)|C1 |am|
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for some constant C1 independent of m. Since |v(xm1 , 0)|=1 and
v(\m, 0)=0, using the mean-value theorem we get
1=|vm (xm1 , 0)&v
m (\m, 0)|max |{vm (x)| |xm1 \m|C1 |a
m| |xm1 \m|.
So
|xm1 \m|
C2
|am|
.
Denote =m=1|am| and
,m ( y)=vm (xm1 +=my1 , =my2).
Then, ,m satisfies the following equation in the region &Lm< y1<Rm and
y2>0
{&2,m+[=m a
m+=2m ( y1 cos & y2 sin )]
2 ,m==2mbm ,m ,
,m (&Lm , y2)=,(Rm , y2)=0, 2,( y1 , 0)=0,
where Lm=(m+xm1 )=mC2 and Rm=(m&x
m
1 )=mC2 . Without loss
of generality, we may assume that Lm  L+ and Rm  R+.
Note that ,m (0)=1. Using the elliptic estimates again we obtain, after
passing to a subsequence, that ,m  , in C 2loc , and ,(0)=1. Furthermore,
, satisfies
{&2,+,=0 in &L< y1<R, y2>0,2 ,( y1 , 0)=0.
Hence, , attains its maximum value at y=0, which contradicts to the
strong maximum principle.
We have proved that xm # Tm . Thus 2vm (xm)0 since xm is the maxi-
mum point of vm . Using (3.15), we have |am|2bm . So, Claim 2 is proved. K
We have assumed that |xm|  +. Since |am| is bounded, we have
xm1   and x
m
2  +. Define
.m ( y)=vm (xm+ y).
Then, .m (0)=1 and .m satisfies the following equation in the region
&pm< y1<qm and y2>&xm2 ,
{&2.m+(a
m+x1 cos &x2 sin )2.m=bm.m ,
.m (&pm , y2)=.(qm , y2)=0 for y2>&xm2 , 2,( y1 , &x
m
2 )=0.
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Here pm=m+xm1 and qm=m&x
m
1 . Passing to a subsequence, we may
assume that
pm  p, qm  q, am  a, where &<& p<q<+,
.m  . in C 2loc .
Note that .(0)=1 and . satisfies
&2.+(a+x1 cos &x2 sin )2 .=b() . for &p> y1>q, y2 # R1.
(3.16)
We consider three cases.
Case 1. p=q=+.
Since b()<1, (3.16) has no non-trivial bounded solution, which yields
a contradiction.
Case 2. p<+, q=+.
Then, .( p, y2)=0. Make change of variables
z1= y2+ p cot &
a
sin 
, z2= y1+ p, ,(z)=.( y).
We may write (3.16) as
{&2+(z1 sin &z2 cos )
2=b()  in R2+ ,
=0 on R2+ .
(3.17)
However, since b()<1, (3.17) has no non-trivial bounded solution. In
fact, if there is such a solution , choosing ’ as a test function, where ’
is a smooth cut-off function, we have that
inf
. # W0
1, 2(R2+)
R2+ [ |{.|
2+(z1 sin &z2 cos )2 |.| 2] dx
R2+ |.|
2 dx
b().
However,
inf
. # W0
1, 2(R2+)
R2+ [ |{.|
2+(z1 sin &z2 cos )2 |.| 2] dx
R2+ |.|
2dx
= inf
. # W1, 2(R2)
R2 [ |{.| 2+(z1 sin &z2 cos )2|.|2] dx
R2 |.|2dx
=1. (3.18)
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The last equality was obtained by changing variables
y1=z1 sin &z2 cos , y2=z1 cos +z2 sin ,
and by using of (3.12), also see Lemma 4.3. This contradiction shows that
(3.17) has no non-trivial bounded solution when b()<1.
Hence Case 2 cannot happen.
Case 3. p=+, q>+.
In the same fashion as case 2, we show that this case can not happen
neither.
Summarizing the above arguments we conclude that |xm| must be
bounded. So v0. This completes Step 2. K
By the maximum principle we see that v>0 on R2+ _ R
2
+ . So Lemma
3.4 is proved. K
In Lemma 3.4 we see that (3.1) has a bounded positive solution when
0<<?2. We shall show that this solution is an eigenfunction in
W1, 2 (R2+) associated with b().
Lemma 3.5. When 0<<?2, b() is achieved in W 1, 2 (R2+).
Proof. Let vm be the solution of the approximation problem (3.15)
on the strip Tm given in the proof of Lemma 3.4. Extend vm onto R2+ by
setting vm (x)=0 for |x1 |m. After passing to a subsequence, we have that
vm  v in C 2loc .
From the proof of Lemma 3.4, we see that v>0 and satisfies (3.1). Now
we show that v # W1, 2 (R2+).
Step 1. First we show that, if [vm] is bounded in L2 (R2+), then
v # W1, 2 (R2+) and is a minimizer of b().
In fact, by using the definition of bm , we see that, if [vm] is bounded in
L2 (R2+), then it is also bounded in W
1, 2 (R2+). Hence, we may pass to a
subsequence again to obtain
vm  v weakly in W 1, 2 (R2+),
which implies v # W1, 2 (R2+). Integrating (3.1) we obtain that
|
R2+
[ |{v|2+(x1 cos &x2 sin )2 |v|2] dx=b() |
R2+
|v|2 dx.
So, v is the minimizer of b() in W1, 2 (R2+).
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Step 2. Denote by &vm&2 the L2 norm of vm . Next, we show &vm&2 is
bounded.
Otherwise, set .m=vm &vm&2 . Since
max vm=1, and &vm&2  +,
we have
.m  0 in C 2loc , and .m  0 weakly in W
1, 2 (R2+) as  .
In the following, we denote
Ma=[x # R2+ : |x1 cos &x2 sin |a],
La=[x # R2+ : |x1 cos &x2 sin |a, 0>x2>2].
Since vm is the minimizer of bm , we have
|
R2+
[ |{.m |2+(x1 cos &x2 sin )2 |.m | 2] dx=bm |
R2+
|.m | 2 dx=bm .
Therefore, for any a<0,
|
Ma
|.m | 2 dx
bm
a2
.
Let ’ be a smooth cut-off function, ’(t)=1 for t2, ’(t)=0 for t1,
and |’$(t)|2. Set
m (x)=’(x2) .m (x).
Then,
|
R2+
|{m | 2dx=|
R2+
[’2 |{.m | 2+|’$.m |2+2’.m ’$ 2.m] dx.
Since La is bounded and .m  0 in C 2loc , we have, as m  
$m (a)#|
La
[ |’$.m |2+2’.m’$ 2.m] dx=o(1).
Since ’$(x2)=0 for x2<2, we obtain
|
R2+"La
[ |’$.m |2+2’.m |’$ 2 .m |] dx
|
Ma {\4+
2
=2+ |.m | 2+=2 |{.m |2= dxbm _
4
a2
+
2
(a=)2
+=2& .
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Therefore,
|
R2+
[ |{m |2+(x1 cos &x2 sin )2 |m |2] dx
|
R2+
[ |{.m |2+(x1 cos &x2 sin )2 |.m |2] dx
+bm _ 4a2+
2
(a=)2
+=2&+$m (a)
=bm _1+ 4a2+
2
(a=)2
+=2&+$m (a). (3.19)
On the other hand, since m # W 1, 20 (R
2
+), as in (3.18) we have
|
R2+
[ |{m | 2+(x1 cos &x2 sin )2 |m |2] dx
|
R2+
|m |2 dx
=1&|
R2+
(1&’2)|.m |2dx1&|
La _ Ma
|.m | 2 dx
1&$ m (a)&
bm
a2
, (3.20)
where $ m (a)  0 as m  +. Combining (3.19) and (3.20) gives
1bm _1+ 5a2+
2
(a=)2
+=2&+$m (a)+$ m (a).
Fix =<0 small enough, then let a==&32. Letting m go to infinity in the
above inequality we get
1b()[1+2=+=2+5=3]. (3.21)
However, for small enough =, the right hand in (3.21) is less than 1. This
contradiction shows that &vm& is bounded. This completes Step 2, and
finishes the proof of Lemma 3.5. K
In the following, for 0<<?2 we denote by v the minimizer of b()
in W 1, 2 (R2+) satisfying
max
x # R2+
v (x)=1.
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Lemma 3.6. When 0<<?2, v>0 on R2+ , and the only bounded
eigenfunctions of (3.1) associated with the first eigenvalue b() are cv .
Proof.
Step 1. First we have that, if 0<<?2, and if v is a bounded solution
of (3.1) with b=b(), then v # W1, 2 (R2+).
To see this, we note that when 0<<?2, and for any positive numbers
a and b, the set
La, b=[x # R2+ : |x1 cos &x2 sin |a, 0x2b]
is bounded. So the conclusion can be proved by using the standard L2
estimation method.
Step 2. Using the maximum principle we easily see that, any non-
negative bounded eigenfunction of b() is positive. Especially, v>0.
Step 3. We can show that, if v # W1, 2 (R2+) is an eigenfunction of b(),
then v does not change sign.
If not, denote v+=max(v, 0). Then, v+ 0 and v+ vanishes at some
points. Multiplying (3.1) by v+ and integrating, we see that v+ is also a
minimizer of b(). Hence, it is the weak solution of equation (3.1). By the
elliptic regularity, v+ is smooth. As in Step 2 we see that v+ does not
vanish in R2+ , which is a contradiction.
Step 4. We prove the conclusion of the lemma.
Assume v is a bounded solution of (3.1) for b=b(). From Step 1,
v # W 1, 2 (R2+). From Step 3, we may assume v0. Then from Step 2, v>0.
Using the same argument we see that, for any constant t>0, if
w#v&tv 0 then w does not change sign.
Set
l=sup [t: v&tv0 in R2+].
Then 0l<+. Note that for any =>0, v&(l+=) v does not change
sign. By the definition of l we must have v&(l+=) v0. Hence,
lvv(l+=) v . Sending = to zero we get v=lv . The proof of Lemma
3.6 is completed. K
Lemma 3.7. b() is continuous in (0, ?2) and has no local minimum.
Proof. Since b() is achieved for 0<<?2, it is easy to see that b()
is continuous in (0, ?2).
In the following we show that b() has no local minimum in (0, ?2).
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Make change of variables
y1=x1 cos , y2=x2 sin , v (x)=w( y).
Then w satisfies
{&(cos
2  21w+sin
2  22w)+( y1& y2)
2 w=b() w in R2+ ,
2w=0 on R2+ .
(3.22)
Obviously,
b()= inf
, # W1, 2(R2+)
R2+ [cos
2  |1 ,|2+sin2  |2,|2+( y1& y2)2 |,|2] dy
R2+ |,|
2 dy
.
(3.23)
Suppose that there is a 0 # (0, ?2) such that b(0)=min0>>?2 b().
Denote w0 ( y)=Cv0 , where C>0 is a constant such that &w0 &L2=1.
Then, for all small t we have
b(0)b(0+t)
|
R2+
[cos2 (0+t) |1w0 |2+sin2(0+t) |2w0 |2+( y1& y2)2 |w0 |2] dy
=b(0)+t sin(20) |
R2+
[|2w0 |2&|1w0 |2] dy+O(t2).
So,
t sin(20) |
R2+
[|2w0 |2&|1 w0 |2] dy+O(t2)0
for all t small, which implies that
|
R2+
[|2w0 | 2&|1 w0 |2] dy=0.
Thus, by (3.12) and (3.23) we obtain
b(0) |
R2+
|w0 |2dy=|
+
0
dy2 |
+
&
[ |1w0 |2+( y1& y2)2 |w0 |2] dy1
|
+
0
dy2 |
+
&
|w0 | 2 dy1=|
R2+
|w0 |2 dy. (3.24)
Since b(0)>1, (3.24) is impossible. This contradiction shows that b() has
no local minimum in (0, ?2). We complete the proof. K
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Lemma 3.8. For 0<<?2 we have
b()<cos +;0 sin ,
where ;0 is the first eigenvalue of (2.4).
Proof. Fix z # R1. For any v(x) in W 1, 2 (R2+) we make change of
variable by setting
v (x)=. \x1+z - sin cos  , x2+ .
We have
b()= inf
. # W1, 2(R2+)
R2+ [ |{.|
2+[x1 cos &- sin (x2- sin +z)]2 |.|2 ] dx
R2+ |.|
2 dx
.
Choose z=z0 , the unique minimum point of ;(z). Note that ;(z0)=;0 .
Let u(t) be the positive eigenfunction of (2.4) associated with ;0 . Set
g(x2)=u(x2 - sin ), f (x1)=exp(&12 x21 cos ), ,(x)= f (x1) g(x2).
From Lemma 2.3(3) we see that
, # W1, 2 (R2+), |
R2+
x1 (x2+z0) ,2 dx=0.
We compute
|
R2+
[ |{.|2+[x1 cos &- sin (x2 - sin +z0)]2 |.|2] dx
=[cos +;0 sin ] |
R2+
|.|2dx.
Hence, b()cos +;0 sin . Since this test function . does not satisfies
(3.1), we must have a strict inequality. K
Proof of Theorem 3.1. We only need to show (3.3), because other con-
clusions follows from the above lemmas. In fact, the conclusion (1) was
proved in Lemma 3.2. (2) was proved in Lemmas 3.5 and 3.6.
From (3.3) and Lemma 3.7 we see that for  in (0, ?2), b() is strictly
decreasing and ;0<b()<1.
Step 1. We first show that lim  ?2 b()=;0 .
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From Lemma 3.8 we see that lim sup  ?2 b();0 . Denote
b
*
=lim inf
  ?2
b().
Then b
*
;0 . We shall show that b*;0 .
Let j be any sequence such that  j  ?2 and b(j)  b*. For simplicity
we denote j by . Recall that the eigenfunction v of (3.1) with b=b()
satisfies 0<v1 and
max
R2+
v=v (x)=1.
Denote
z=x1 cos &x

2 sin .
As in Step 2 in the proof of Lemma 3.4, we can show that z is bounded
as   ?2. Thus, passing to a subsequence if necessary, we may assume
that z  z as   ?2.
Set
w ( y)=v (x+ y).
Then w (0)=1. By the elliptic estimates we have, after passing to a sub-
sequence, w  w1 in C 2loc as   ?2, and w1 satisfies
&2w1+( y2+z)2 w1=bw1 (3.25)
with b=b
*
;0 .
We claim that x2 is bounded as   ?2. Suppose x

2  +. In this case
w1 satisfies (3.25) on R2. But (3.25) has a non-trivial bounded solution in
R2+ only if b1. This contradiction shows that x

2 is bounded.
So, we may assume x2  a0. Set
w^( y)=w1 ( y1 , y2&a).
Then w^ satisfies
{&2w^+( y2+z&a)
2 w^=bw^ in R2+ ,
2 w^=0 on R2+
with b=;
*
;0 . However, from Lemma 3.2, this Neumann problem has
a non-trivial bounded solution only if b;(z&a). Hence, we have
;0b0;(z&a). Since ;(z) achieves the unique minimum ;0 at z=z0 , we
have z&a=z0 and b*=;0 . Hence lim  ?2 b()=;0 .
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Step 2. Next we show that lim  0 b()=1.
Since b()<1 for all 0<<?2, we have lim sup  0 b()1. Denote
b0=lim inf
  0
b().
We shall show that b01.
Suppose not. Then b0<1. Let j be any sequence such that  j  0 and
b(j)  b0 . For simplicity we denote  j by . Denote z=x1 cos &x

2 sin 
as above. Again as in Step 2 in the proof of Lemma 3.4, we can show that
z is bounded as   0. Thus, passing to a subsequence if necessary, we
may assume that z  z as   0.
Set w ( y)=v (x+ y). Then, w (0)=1. By the elliptic estimates we
have, after passing to a subsequence, w  w2 in C 2loc as   ?2, and w2
satisfies
&2w2+( y1+z)2w2=bw2 (3.26)
with b=b0 and we suppose b0<1.
Case 1. x2  + as   0. Then (3.26) holds in the entire plane R
2
+ .
However, from the proof of Lemma 3.2 we see that (3.26) has a non-trivial
bounded solution only if b1. This contradicts the assumption b0<1.
Case 2. x2 remains bounded as   0. We may assume x

2  a as
  0. Set w~ ( y)=w2 ( y1 , y2&a). Then w~ satisfies
{&2w~ +( y1+z&a)
2 w~ =bw~ in R2+ ,
2 w~ =0 on R2+
with b=b0>1. From Lemma 3.2 we see that this problem has a non-trivial
bounded solution only if b1. Again we have a contradiction.
Therefore we must have b0=1. This completes Step 2 and finishes the
proof of Theorem 3.1. K
4. EIGENVALUE PROBLEMS IN R3 AND IN R3+
In this section, we study the eigenvalue problems involving the
GinzburgLandau operator &{20 in R
3 and in R3+ , where
0(x)= 12h_X=
1
2 (h2x3&h3x2 , h3x1&h1x3 , h1x2&h2x1). (4.1)
Here h=(h1 , h2 , h3) is a unit vector in R3, X=(x1 , x2 , x3) is the position
vector. Note that the vector field given in (4.1) satisfies curl 0=h.
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First, we consider the eigenvalue problem in R3
&{20 =: in R
3. (4.2)
Note that (4.2) can also be written as
&2+i(h_X) {+ 14 |h_X|
2 =: in R3.
Define
:(h)= inf
 # W(R3)
|
R3
|{0|2 dx
|
R3
||2 dx
= inf
 # W(R3)
|
R3 }{&
i
2
h_X }
2
dx
|
R3
||2 dx
, (4.3)
where W(R3)=W 1, 2loc (R
3) & L2 (R3). Obviously, :(\h)=|\| :(h). We shall
see that :(h) does not depend on the direction of h. In fact, for any unit
vector h we always have :(h)=1. We shall also see that :(h) is not
achieved in W(R3). Instead, there are infinitely many bounded eigenfunc-
tions which essentially depend on 2 variables.
Theorem 4.1. For any constant unit vector h, :(h)=1 and is not achieved
in W(R3). There are infinitely many linearly independent bounded eigenfunc-
tions associated with the eigenvalue 1, and they are constant along the direc-
tion of h. For every :1, (4.2) has no eigenfunction in L2 (R3). Instead, it
has infinitely many linearly independent bounded eigenfunctions which, in the
new variables, are given by (4.9) below.
We shall also study a related eigenvalue problem on the half space R3+
&{20=* in R
3
+ , ({0) } &=0 on R
3
+ , (4.4)
where 0 is given in (4.1) and & is the outer normal vector to R3+ . Similar
to (4.3) we define
*(h)= inf
 # W(R3+)
R3+ |{0|
2 dx
R3+ ||
2 dx
, (4.5)
where W(R3+)=W
1, 2
loc (R
3
+) & L
2 (R3+). We shall see that ;0*(h)1 and
*(h) depends on the direction of h. *(h)=1 if h is perpendicular to the
surface R3+ and *(h)=;0 if h is parallel to R
3
+ . We shall also see that
when h is either parallel to or orthogonal to R3+ then *(h) does not
achieve in W(R3+). Instead, there are bounded eigenfunctions.
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Theorem 4.2. Let h be a constant unit vector, and let  be the angle
between h and the unit out normal of R3. Then we have the following conclusions.
(1) Let b() be the first eigenvalue of (3.1). We have
*(h)=b ()=
1 if =0 or ?,
b() if 0<<
?
2
,
;0 if =
?
2
,
b(?&) if
?
2
<<?,
Therefore, *(h) is decreasing in  for  # [0, ?2].
(2) *(h) is achieved in L2 (R3+) if and only if h is neither perpendicular
nor parallel to the surface R3+ . In this case, (4.4) has infinitely many
linearly independent L2 eigenfunctions for *=*(h).
(3) Moreover, in any case, for *=*(h), Eq. (4.4) has bounded eigen-
functions which are not in L2 (R3+).
We first consider Eq. (4.2).
Proof of Theorem 4.1. Let 6 be the plane determined by the equation
h } X=0. Choose unit vectors e1 and e2 in 6 such that e1 , e2 and h form
a right-hand system. Introduce new variables y1 , y2 , z such that
X= y1e1+ y2e2+zh. Denote y=( y1 , y2) and set (x)=.( y1 , y2 , z).
Then, Eq. (4.2) can be written as
&2y.&zz.+2i| } {y.+ 14 | y|
2.=:. in R3, (4.6)
where |( y)= 12 (&y2 , y1). :(h) can be written as
:(h)= inf
, # W(R3)
R3 [ |{|,|2+|z,| 2] dx
R3 |,| 2 dx
, (4.7)
where {|,={y,&i|,, and {y=(y1 , y2).
Note that if . only depends on y, then (4.6) is reduced to an equation
in R2
&2.+2i| } {.+ 14 | y|
2.=:. in R2. (4.8)
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Claim 1. For any unit vector h we have :(h)=1.
Proof of Claim 1. It was proved in [LP2] that the first eigenvalue of
(4.8) is 1, and the set 81 of the bounded eigenfunctions for :=1 consists
of infinitely many linearly independent functions in L2 (R2) and infinitely
many linearly independent bounded functions which are not in L2 (R2). All
the L2 eigenfunctions in 81 can be written as
,( y)=exp \& | y|
2
4 + f ( y),
where f ( y) is any entire function such that exp(&| y|24) f ( y) # L2 (R2).
Using this fact we easily show that :(h)1. In the new variables ( y, z),
choose (x)=’ exp(&| y|24) as a test function, where ’ is a smooth cut-
off function with compact support. Then we can show that :(h)1. Hence
we have :(h)=1. K
For any , # 81 , let .( y, z)=,( y). Then . is a bounded eigenfunction of
(4.6) for :=1. In the following we show that all the bounded eigenfunc-
tions of (4.6) with :=1 must be in this form.
Claim 2. When :=1, Eq. (4.6) has no non-trivial solution in L2 (R3).
Therefore :(h) is not achieved in W(R3).
Proof of Claim 2. Let . # L2 (R3) be a non-trivial solution of Eq. (4.6)
for :=1. Multiplying (4.6) by . and integrating, we have
|
R3
[ |{|.|2+|z.|2] dx=|
R3
|.|2 dx.
Since (see [LP2])
|
R2
|{| .( y, z)| 2 dy|
R2
|.( y, z)| 2 dy for all z # R1,
we get
|
R3
|{| .|2 dy dz|
R3
|.|2 dy dz,
so
|
R3
|z.|2 dx=0.
Note that . is a smooth function. So we have .( y, z)=.( y), and
. # L2 (R3) only if .#0. K
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Claim 3. All the bounded solutions of Eq. (4.6) with :=1 are in the
form .( y, z)=,( y), where , is an arbitrary eigenfunction of (4.8) for :=1.
Proof of Claim 3. Let . be a bounded solution of (4.6) with :=1. We
shall show that z. # L2 (R3).
Let ’ be a smooth cut-off function with compact support. Multiplying
(4.6) by ’2. and integrating we get
|
R3
[ |{| (’.)|2+|z(’.)|2&|’.| 2]dx=|
R3
|{’|2 |.| 2 dx.
Since
|
R3
|{| (’.)| 2 dx|
R3
|’.|2 dx,
we get
|
R3
|z.|2 dx|
R3
|{’|2|.|2 dx.
Choose
{’(x)=’(r)=1 if rn,0 if rn+m,
and |’$(r)|2m for n|r|n+m, where r=|x|. Then we get
|
Bn
|z.|2 dx|
R3
|{’| 2 |.| 2 dx
4
m2 |[nrn+m] |.|
2 dx

4
m2
&.&2L[|Bn+m |&|Bn | ]=4? &.&2L _1+2nm +
1
m2& .
First we fix n and send m to , then we send n to . So we get
|
R3
|z.|2 dx4? &.&2L .
Therefore !=z. # L2 (R3).
Note that !=z. is also a solution of (4.6). Now we use Claim 2 to
conclude that !=z.#0. That is, .( y, z)=,( y).
Plugging .( y, z)=,( y) to (4.6) we see that ,( y) satisfies (4.8), i.e.
, # 81 . K
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Now we show that every :1 is an eigenvalue of (4.6).
It has been proved in [LP2] that the eigenvalues of (4.8) are 2n&1,
n=1, 3, 5, ..., and the set 8n of bounded eigenfunctions for :=2n&1
consists of infinitely many linearly independent functions in L2 (R2) and
infinitely many linearly independent bounded functions which are not in
L2 (R2). For every :1 denote by [(:+1)2], the integer part of (:+1)2,
and denote
tn=- :&(2n&1), n=1, 2, ..., [ 12 (:+1)].
By the method of separation variables, it is easy to see that for every :1,
(4.6) has solutions given by
.( y1 , y2 , z)= :
[12(:+1)]
n=1
(cn eitnz+c&n e&itnz) ,n ( y) (4.9)
where cn and c&n are arbitrary complex constants, and ,n # 8n . Note that
any nonzero function . given by (4.9) does not belong to L2 (R3).
Claim 4. Every :1 is an eigenvalue of (4.6), and none of the
associated bounded eigenfunctions belongs to L2 (R3).
Proof of Claim 4. Let . # L2 (R3) be a nontrivial solution of (4.6). By
the elliptic regularity we know that . is smooth. For any fixed y # R2, let
.~ ( y, t) be the Fourier transform of . in the variable z. Then, for fixed
t # R1, .~ ( y, t) is a solution in y of the following equation
&2y.~ +2i| } {y.~ + 14 | y|
2.~ =(:&t2) .~ in R2. (4.10)
By the facts mentioned in the above, if .~ ( } , t)0 then :&t2=2n&1,
n=1, 2, } } } . Hence, :1 and
spt(.~ )/R2_[\tn : n=1, 2, ..., [ 12 (:+1)]].
So, we can write
.~ ( y, t)= :
[12(:+1)]
n=1
,n ( y) :
Kn
k=0
[cn, kk$(t&tn)+c&n, kk$(t+tn)]
where ,n is a solution of (4.8) for :=2n&1. Hence,
.( y1 , y2 , z)= :
[12(:+1)]
n=1
,n ( y) :
Kn
k=0
(&iz)k
- 2?
[cn, keitnz+c&n, ke&itnz].
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Since . is bounded, we must have ,n # 8n and cn, k=c&n, k=0 for k>0.
Therefore .  L2 (R3). This contradiction shows that (4.6) has no eigen-
function in L2 (R3). K
Now Theorem 4.1 is complete. K
Remark 4.1. We believe that for any :1, in the ( y, z) coordinates, all
the bounded eigenfunctions of (4.2) must be in the form of (4.9). Also note
that, the bounded eigenfunctions of (4.2) given in (4.9) are periodic in the
h direction.
Now, we consider (4.4). For the sake of convenience, we choose the
coordinates such that
R3+=[(x1 , x2 , x3): x2>0].
Denote
/= 12 [h2x1x3+h3x1 x2&h1 x2x3], B=(&h3x2 , 0, h1x2 &h2x1),
0=B+{/, =ei/.,
Then, (4.4) is reduced to
{&2.+2iB } {.+|B|
2.=*. in R3+ ,
2.=0 on R3+ .
(4.11)
Note that the coefficients in (4.11) are independent of x3 . Let h$=
(h1 , 0, h3) be the projection of h in the x3x1 plane. Now we rotate the coor-
dinates in the x3x1 plane such that the new x1 axis is coincident with h$.
After this type of changing variables the equation (4.11) is invariant. So in
the following we may always assume h3=0 without loss of generality. Thus
(4.4) is equivalent to
{&2.&2i(h2 x1&h1x2) 3.+(h2 x1&h1x2)
2 .=*. in R3+ ,
2.=0 on R3+ .
(4.12)
Also note that *(&h)=*(h), and if . is a solution for h, then its complex
conjugate . is a solution for &h. Hence, we can assume h10. Further-
more, by changing x1 to &x1 , we can also assume h20.
Therefore, in the following we always assume that
h=(h1 , h2 , 0), h10, h20, h21+h
2
2=1. (4.13)
Lemma 4.3. Assume that h is perpendicular to the surface R3+ . Then the
first eigenvalue *(h) of (4.4) is 1 and the bounded eigenfunctions comprise an
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infinite dimensional subspace of L (R3+). Moreover, every bounded eigen-
function is constant along the h direction.
Proof. When h1=0 we have h2=1, and (4.12) is reduced to
{&2.&2ix13.+x
2
1 .=*. in R
3
+ ,
2.=0 on R3+ .
(4.14)
Let . be a bounded eigenfunction of (4.14) and extend it evenly in x2 .
Then . satisfies
&2.&2ix13 .+x21.=*. in R
3.
Let ,(x)=exp(ix1x3 2) .. Then , satisfies
&2,+2i| } {y ,+ 14 | y|
2 ,=*. in R3, (4.15)
where y=(x3 , x1), |( y)=(&x1 2, x3 2). Comparing (4.15) with (4.6) we
see that the first eigenvalue of (4.15) is *=1, and the eigenspace 81 is of
infinite dimension which consists of functions of the form ,(x3 , x1). Hence
when h is perpendicular to R3+ , *(h)=1 and the bounded eigenfunctions
are given by
.(x)=exp \& ix1x32 + ,1 (x3 , x1), for any ,1 (x3 , x1) # 81 .
Now Lemma 4.3 is complete. K
Lemma 4.4. Assume that h is parallel to the surface R3+ . Then the first
eigenvalue of (4.4) is ;0 , where ;0 is given in Lemma 2.3. There is only one
linearly independent eigenfunction .. .(x) is constant along the h direction,
and |.(x)| depends only on the distance between x and R3+ .
Proof. When h is parallel to the surface R3+ , we may choose h=
(1, 0, 0). Let !(x)=.(x1 , x2 , &x3). Then from (4.12), ! satisfies
{&2!&2ix2 3!+x
2
2 !=*! in R
3
+ ,
2!=0 on R3+ .
(4.16)
When ! does not depend on x1 , we denote !(x)=,(x3 , x2), (4.16) is
reduced to a problem in the half plane R2+=[(x3 , x2) : x2<0],
{&2,&2ix2 3,+x
2
2,=*, in R
2
+ ,
2,=0 on R2+ .
(4.17)
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From [LP2], the first eigenvalue of (4.17) is ;0 , and the only eigenfunc-
tions are
,=c exp(iz0 x3) u(x2), (4.18)
where z0>0 is the unique minimum point of ;(z), and u(t)=uz0 (t) is the
positive eigenfunction of (2.4) for z=z0 and ;=;0 .
Choose ’ exp(iz0 x3) u(x2) as a test function, where ’ is a cut-off function
with compact support, we can show that *(h)=;0 . The functions in (4.18)
are bounded eigenfunctions of (4.16) for *=;0 .
In the following we show that, all the eigenfunctions of (4.16) with *=;0
must be in the form of (4.18).
Denote y=(x3 , x2), z=x1 . Then we write x=( y, z), where y # R2+ and
z # R1. Write E=E( y)=(&y2 , y1), {E,={y,&iE,. Then we can write
(4.16) as
{&{
2
E!&zz!=*! in R
3
+ ,
2!=0 on R3+ .
(4.19)
Claim 1. When *;0 , (4.19) has no non-trivial solution in L2 (R3+).
Proof of Claim 1. Otherwise, from (4.19) we have
|
R3+
[ |{E!|2+|z!|2] dx=* |
R3+
|!|2 dx.
Since *;0 and for every z
|
R2+
|{E!( y, z)| 2 dy;0 |
R2+
|!( y, z)|2 dy,
we must have R3+ |z!|
2 dx=0. Hence !( y, z)=!( y). So !  L2 (R3+) if
!0. K
Now assume ! is a bounded solution of (4.19) with *=;0 . Let ’=’(r)
be a radial cut-off function, here r=|x|. Multiplying (4.19) by ’2! and
integrating we get
|
R3+
[ |{E (’!)|2+|z(’!)|2&;0 |’!|2]dx=|
R3+
|’$(r)|2 |!| 2 dx.
Since for every z
|
R2+
|{E (’!)| 2 dy;0|
R2+
|’!|2 dy,
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we get
|
R3+
|z(’!)|2 dx|
R3+
|’$(r)| 2|!|2 dx.
Now as in the Claim 2 in proof of Theorem 4.1 we see that z! # L2 (R3+).
Note that z! is also a solution of (4.19) with *=;0 .
From Claim 1 we see that z!=0.
Hence !(x)=,( y), where y=(x3 , x2). Then from [LP2] we see that
,( y) must be in the form of (4.18).
Now we have proved that all the eigenfunctions of (4.16) with *=;0
must be in the form of (4.18).
So we see that, when h=(1, 0, 0), the first eigenvalue of (4.12) is ;0 , and
the eigenfunctions are
.(x)=c exp(&iz0x3) u(x2).
Now Lemma 4.4 is proved. K
Lemma 4.5. Given a unit vector h, denote by  the angle between h and
the outer normal direction of the surface R3+ . Let  lie in (0, ?2). Then,
*(h)=b(), where b() was given in Theorem 3.1. For *=*(h), (4.4) has
both infinitely many linearly independent eigenfunctions in L2 (R3+) and
infinitely many linearly independent bounded eigenfunctions which are not in
L2 (R3+).
Proof. First we consider L2 solutions of (4.12). If . is an L2 solution of
(4.12), for fixed x1 and x2 we let .~ (x1 , x2 , y3)=F(x1 , x2 , } ) be the Fourier
transform of . in the variable x3 . Then for fixed y3 , .~ satisfies the follow-
ing equation in x1 , x2
{&2.~ +(h2x1&h1 x2+ y3)
2 .~ =*.~ in R2+ ,
2 .~ =0 on R2+ .
(4.20)
In (4.20), let h1=sin  and h2=cos , where 0<<?2. Using Theorem
3.1 we see that *(h)=b().
For *=*(h), . is an L2 solution of (4.12) if and only if .~ # L2 (R3+) and
for every fixed y3 , .~ (x1 , x2 , y3) is an L2 solution of (4.20). Therefore,
.~ (x1 , x2 , y3)= f ( y3) v \x1+ y3cos  , x2+
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for some f # L2 (R1). Hence, *(h) is achieved in L2 (R3+), and all the eigen-
functions in L2 (R3+) are given by
.(x1 , x2 , x3)=F&1 _ f ( y3) v \x1 y3cos  , x2+& , f # L2 (R1), (4.21)
where the inverse Fourier transform is taken in the y3 variable. Thus we
have shown that (4.12) has infinitely many eigenfunctions in L2 (R2+) when
*=*(h).
It is easy to verify that for any sequence [zj] and [cj], where zj ’s are real
numbers and cj are complex numbers such that 0<j=1 |cj |>,
.(x1 , x2 , x3)= :

j=1
c j exp(ih2 zj x3) v (x1+zj , x2) (4.22)
is a bounded eigenfunction of (4.12) for *=*(h) which is not in L2 (R3+).
The proof is completed. K
Proof of Theorem 4.2. Summarizing Lemmas 4.3, 4.4, 4.5, and using
Theorem 3.1, we complete the proof of Theorem 4.2. K
5. EIGENVALUE PROBLEMS IN BOUNDED DOMAINS
Let 0 be a smooth bounded domain in R3. Given a vector field A,
denote by +=+(A) the first eigenvalue of the following problem
{&{
2
A=+ in 0,
({A ) } &+#=0 on 0.
(5.1)
Then,
+(A)= inf
 # W1, 2(0)
0 |{A |
2 dx+# 0 ||
2 ds
0 ||
2 dx
. (5.2)
In this section we shall estimate the value of +(_A) for large _. By the
gauge invariance of the GinzburgLandau operator we see that +(A+{/)
=+(A) for any smooth function /. Making a gauge transformation if
necessary, we can always assume
div A=0 in 0, A } &=0 on 0.
Denote H=curl A. For x # 0 we denote by (x) the angle between H(x)
and the outer normal &(x) of 0. The main result in this section is the
following
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Theorem 5.1. For any smooth bounded domain 0 in R3 and A # C2 (0 )
lim
_  
+(_A)
|_|
=min {minx # 0 |curl A(x)|, minx # 0 |curl A(x)| b ((x))= . (5.3)
where b () was defined in Theorem 4.2.
Remark 5.1. A similar result for the 2-dimensional problem has been
proved in [LP3], where the asymptotic estimate depends on the distribu-
tion of minimum points of |curl A|. While in the 3-dimensional case, the
estimate depends on not only the distribution of minimum points of H but
also the direction of H on 0.
As a consequence, we have
Corollary 5.2. If there is a point x0 # 0 such that H(x0) } &(x0)=0,
then
lim
_  
+(_A)
|_|
;0 |H(x0)|.
Especially, if H(x)#h, a constant unit vector, then for any smooth bounded
domain 0 we have
lim
_  
+(_A)
|_|
=;0 , (5.4)
where ;0 is the minimum value of ;(z) given in Lemma 2.3.
Remark 5.2. When H#h, for any smooth bounded domain 0 there
is a point on 0 such that h is tangent to 0 at this point. So, (5.4)
immediately follows from (5.3). (5.4) indicates that in this case the leading
term of +(_A) when _ is large does not depend on the direction of h.
However, for bounded non-smooth domains such as the domains with
edges, or unbounded domains, this is not the case.
The proof of Theorem 5.1 follows along the same lines as in [LP3]. As
in [LP3], the decomposition of vector fields plays an important role.
Let 0 be a smooth bounded domain in R3 and A=(A1 , A2 , A3) #
C2 (0 ). We shall decompose A near a point x0 . Without loss of generality,
we may assume x0=0. Denote by E the 3_3 matrix (= ij), where = ij=
(iAj (0)+j Ai (0))2. Denote by X the vector (x1 , x2 , x3) corresponding to
the point x. Then, by the Taylor expansion at 0, we have
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Lemma 5.3. Let 0 be a smooth domain, 0 # 0 and A # C2 (0). Then, we
have
A(x)=
1
2
curl A(0)_X+{/+D,
(5.5)
/(x)=A(0) } X+
1
2
(EX, X)=A(0) } X+
1
2
:
3
i, j=1
=ijxix j .
where |D(x)|C(R)|x|2 in the ball BR .
Next, we consider the case of boundary points. We assume that 0 # 0
and express a portion of 0 around 0 by r=r( y1 , y2), r(0, 0)=0. Denote
ri=ir, n=r1_r2 |r1_r2 | and gij=r i } rj . We choose ( y1 , y2) as the nor-
mal coordinates of the portion of surface and n to be the inward normal
vector of 0. Thus, gij (0, 0)=$ij . Denote e1=r1 (0, 0), e2=r2 (0, 0) and
e3=n(0, 0). We can rotate the original coordinate system such that it is
coincident with (e1 , e2 , e3). So, X=x1 e1+x2 e2+x3e3 . Define a map
X=F( y)=r( y1 , y2)+ y3n( y1 , y2). (5.6)
F is a diffeomorphism in a small neighborhood of 0 and X=F( y)=Y+
O( |Y|2) near 0, where Y= y1 e1+ y2e2+ y3e3 . In the following we shall
call the map F a diffeomorphism straightening a portion of boundary
around 0. For a smooth vector field A(x), we define
A ( y)=A(F( y)). (5.7)
Then, we have
Lemma 5.4. Assume that 0 is a smooth bounded domain in R3, 0 # 0,
and A # C 2 (0 ). Let F( y) be the diffeomorphism straightening a portion of
boundary 0 around 0 and define A ( y) by (5.7). Then, in the neighborhood
of 0 we have
A (x)=A(F( y))=
1
2
curl A(0)_Y+{/~ +D ,
(5.8)
/~ ( y)=A(0) } Y+
1
2
(EY, Y)=A(0) } Y+
1
2
:
3
i, j=1
=ijyiy j ,
where {/~ is the gradient of /~ and D ( y)C(R)| y| 2 on the half ball B+R .
The proof of this lemma again follows from the Taylor expansion. We
omit it.
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Proof of Theorem 5.1. As long as we have established the above decom-
positions of vector fields and the results in Section 4, the proof of Theorem
5.1 follows along the same lines as in [LP3]. Hence we only give very
short outline here and refer interested readers to [LP3] for reference.
To prove the lower bound for _  , let _ be the eigenfunction such
that max|_|=|_ (x_)|=1. After passing to a subsequence, we may
assume x_  x0. After rescaling the limiting equation is (4.2) if x0 # 0 and
is (4.4) if x0 # 0. In either case the vector field involved has constant curl
equal to H(x0). Using Theorems 4.1 and 4.2 we get the lower bound.
The upper bound follows from computations by rescaling and modifying
the eigenfunctions of (4.2) or (4.4). K
6. NUCLEATION
Throughout this section we always assume that the condition (1.5) holds
true. In the following we consider any two sequences [}] and [_] such
that }, _  + and
_<_*(}, H0), lim
}  +
}
_
=a, where 0a:0 (H0).
We shall show aa0 . Then, Theorem 1 follows.
For simplicity we set ==1- _}. Then,
}2
a+o(1)
=2
.
Rewrite the functional E by E=
E= (, A)=|
0 { |{(1=2) A | 2+
1
=4
|curl A&H0 |2+
}2
2
( ||2&1)2= dx
+|
0
# || 2 ds,
and set E(=)=inf(, A) # W E= (, A). Denote the minimizers by (=, A=).
Then, (=, A=) satisfy
{&{
2
(1=2) A =}
2 (1&||2) ,
curl2 (A&F)==2I( {(1=2) A ) in 0
(6.1)
and
({(1=2) A ) } &+#=0, curl (A&F)_&=0 on 0. (6.2)
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We call (=, A=) the minimal solution of (6.1) and (6.2). Due to the gauge
invariance of the GinzburgLandau system, we may always assume that
div A==0 in 0, A= } &=0 on 0.
As in [LP4] Section 3 we have
Proposition 6.1 (Global Estimates). Let (=, A=) be the minimal solu-
tions of system (6.1) and (6.2). Then, we have
& |{(1=2) A= =| &W1, 2(0)
C
=2
.
For any 1<p<+ and 0<:<1,
&A=&W 2, p(0)C( p); &A=&C1, :(0)C(:), (6.3)
where the constants C, C( p), and C(:) are independent of =.
Next, we consider non-homogeneous field H(x)=_H0 (x) and prove
that the order parameter concentrates at the minimum points of H0 (x). Let
:0=:0 (H0) be defined by (1.6). More precise information can be obtained
in the following two cases
(I) :0=min
x # 0
|H0 (x)|> min
x # 0
|H0 (x)| b ((x)),
(B) :0= min
x # 0
|H0 (x)| b ((x))>min
x # 0
|H0 (x)|.
We shall prove that if (I) holds then the interior nucleation occurs; if (B)
holds then the boundary nucleation occurs and the superconducting layer
is located in (0)m with peaks lying near the boundary within a distance
o(=).
Let x= # 0 be the maximum point of |=| and denote
*= &=&L(0)=|= (x=)|.
After passing to a subsequence, we may assume lim=  0 x==x0. Denote
\=|H0 (x0)| and h=H0 (x0)\. Define
.= ( y)=exp \& i= A= (x=) } y+ = (x=+=y).
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Using Proposition 6.1 and the rescaling arguments in [LP4] we obtain
Theorem 6.2 (Concentration of Order Parameter). Assume that (1.5)
holds. Then as =  0,
curl A=  H0 in C: (0),
&=&L(0)  0.
On the set 0 "(0m _ (0)m) it holds that
= (x)
&=&L(0)
 0. (6.4)
Moreover, If (I ) holds, then x0 # 0m , |H0 (x0)|=min0 |H0 (x)|, and (6.4)
holds on 0 "0m . After passing to a subsequence,
.=
&=&L(0)
 ,0 in C 2, :loc , (6.5)
where ,0 ( y- \) is an eigenfunction of (4.2).
If (B) holds, then x0 # (0)m , dist(x=, 0)=o(=), |H0 (x0)|=min0
|H0 (x)|, and (6.4) holds on 0 "(0)m . After straightening a portion of boundary
around x0 , .= &=&L(0) converges to , 0 , here , 0 ( y- \) is an eigenfunction
of (4.4) for *=b ((x0)).
Remark 6.1. If minx # 0 |H0 (x)|=minx # 0 |H0 (x)| b ((x)), then both
interior and boundary nucleations may happen.
Proof of Theorem 1 and Theorem 2. It follows from Theorem 6.2 and
the details are omitted here. We refer interested readers to [LP4] for
reference.
APPENDIX: ESTIMATES OF HC3
In this section we give estimates for HC3 . Assume the superconducting
material occupies a bounded smooth domain 0 in R3. Let the applied
magnetic field be H=_h, where h is a unit constant vector. Assume h is
tangential to 0 at P0 . Denote e1=(1, 0, 0), e2=(0, 1, 0), e3=(0, 0, 1).
After rotating the coordinate system we may assume P0 is the origin and
h=e1 .
A portion U of the surface 0 around the origin can be represented as
r=r(y), here and after we always denote y=( y1 , y2). Denote rj=j r( y),
rij=ijr( y), etc. Let n=r1 _r2 |r1 _r2 |. We may choose ( y1 , y2) such that
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n is the inward normal of 0, and n(0, 0)=e3 . Denote gij ( y)=ri ( y) } rj ( y).
Denote the elements of the inverse of the matrix (gij) by gij and denote
g=det(gij). We may choose the isothermal coordinates ( y1 , y2) such that
r1 (0, 0)=h=e1 , r2 (0, 0)=e2 , and
g12 #0, gij (0, 0)=$ ij , g ij, k (0, 0)#kgij (0, 0)=0 for all i, j, k.
(A.1)
Here $ij is the Kronecker symbol. Then g ii=1g ii and g= g11 g22 .
Denote by 0ij the coefficients of the second fundamental form of 0.
Denote by }1 and }2 the principal curvatures. In the isothermal coor-
dinates, if y1 - and y2 -curves are the lines of curvature, then 011=}1 ,
022=}2 , and 012=0.
To state our estimates for HC3 (}, h) we need to introduce several notations.
First we introduce a function Q(P) on 0
Q(P)=
1
254- 3 {0211, 1+_012, 2+
011, 1+022, 1
4 &
2
+_012, 1+011, 24 &
2
=
14
.
(A.2)
If y1 - and y2 -curves are lines of curvature, then
Q=
1
254- 3 { |1}1 |2+|1 Hr | 2+
1
4
|2}1 | 2=
14
,
here Hr is the mean curvature, and Q(P0)=0 if and only if |{}1 |+
|1 }2 |=0 at P0 . For a cylinder, if y1 -curve is in the direction of axis of the
cylinder, then Q(P)#0 on the surface. So in some sense Q(P0) measures
locally the non-cylindrical property of the surface near P0 .
Let u be the positive eigenfunction of (2.4) for z=z0 and ;=;0 . Denote
&u&22=|
+
0
u2 (z) dz
and
C1=
1
&u&22 {
u2 (0)
2
&|
+
0
(z+z0)3 u2 dz= ,
C2=
u2 (0)
2 &u&22
, (A.3)
C3=
1
2 &u&22 |
+
0
(z+z0)2 u2 dz.
Note that C1>0, see Lemma 2.3(4).
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Denote
E1= inf
‘ # C20 [0, 1)
10 [r|‘$(r)|
2+r5‘2 (r)] dr
10 r‘
2 (r) dr
,
(A.4)
E2= inf
‘ # C20 [0, 1)
10 [r|‘$(r)|
2+r7‘2 (r)] dr
10 r‘
2 (r) dr
,
where C 20[0, 1)=[‘ # C
2[0, 2]: ‘(1)=0]. Let ‘j be the minimizer of Ej and
denote
qk ( j)=2? |
1
0
tk+1‘j (t)2 dt. (A.5)
In the following propositions 0ij etc. take the values at P0 .
Proposition A.1. Assume h is a unit vector which is tangential to 0
at P0 . Assume 0211+0
2
12 {0 at P0 . Then for } large
HC3 (}, h)
}
;0
&
E1
2;530
(30211+40
2
12)
13 }13
+
1
;320
(C2 011+C1022&#)+O(}&13).
Proposition A.2. Assume h is a unit vector which is tangential to the
line of curvature of 0 at P0 . Let }1 be the principal curvature of 0 in the
direction of h.
(1) Assume }1 {0 at P0 , then
HC3 (}, h)
}
;0
&
E1
2 \
3}21
;50 +
13
}13+
1
;320
(C2}1+C1}2&#)+O(}&13).
(2) Assume at P0 we have }1=0, but |{}1 |+|1}2 |{0. Then
HC3 (}, h)
}
;0
+
1
;320 _C1}2+
C3q2 (2) }22
Q(P0) q0 (2)
&2Q(P0) E2&#&+O(}&12).
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(3) Assume at P0 we have }1=0, {}1=0 and 1 }2=0. Then when
}2 {0, for any m>0 fixed and } large we have
HC3 (}, h)};0+
C3 q2 (1) }22
;320 q0 (1)
(log })2m+
C1}2&#
;320
+O((log })&2m);
and if }2=0
HC3 (}, h)
}
;0
&
#
;320
+O(}&19).
Remark A.1. Note that in the estimates, the leading term does not
depend on the direction of the applied field, but the other terms do. The
estimates depend on the direction of h and the geometry of the surface 0
at the tangential point P0
Example 1. Assume 0 is a ball of radius R. From Proposition A.2(1)
we have
HC3 (}, h)
}
;0
&
E1
2 \
3
R2;50+
13
}13+
1
;320 \
C1+C2
R
&#++O(}&13).
Example 2. Assume that a portion of 0 is a cylindrical surface S
which is generated by a line L (the axis of the cylinder, which is parallel
to the x3 -axis) along a closed curve 1 in x1 x2-plane. Let }r be the relative
curvature of 1. When h is parallel to the axis L of the cylinder, we have
}1=0, Q(P)=0. In this case we can choose P0 to be the maximum point
of the curvature }r . Denote by }r* the maximum value of }r . Then from
Proposition A.2(3) we have
HC3 (}, h)
}
;0
+
C3q2 (1) }r*2
;320 q0 (1)
(log })2m+
C1}r*&#
;320
+O((log })&2m)
for any m>0. On the other hand, if h is orthogonal to the axis of the
cylinder, we can choose P0 the minimum point of }r . Denote by }r* the
minimum value of }r . Then from Proposition A.2(1) we have
HC3 (}, h)
}
;0
&
E1
2 \
3}2r*
;50 +
13
}13+
1
;320
(C2}r*&#)+O(}
&13).
This example shows that the direction of the applied field has an important
influence on the value of HC3 .
Now we begin to prove the propositions.
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Choose a vector field A such that curlA=h. By the gauge invariant
property of the GinzburgLandau functional, we may assume
A=(0, &x3 , 0).
We shall select a test function which is supported near the origin, and
calculate the energy. For this purpose we shall choose a new coordinates
( y1 , y2 , z) and carry out computations in the new coordinates. In the
following ( y1 , y2) are the isothermal coordinates on 0. Define a map
X=F( y, z)=r( y1 , y2)+zn( y1 , y2).
Then F is a diffeomorphism in a small neighborhood of 0. In the following
the indices i, j, k, l, m etc. run from 1 to 2, and we also take the summation
convention, that is, when the summation is taken over repeated indices, the
summation symbol is omitted. We use r j and nj to denote jr and jn. For
scalar functions, we use f , j to indicate the partial derivative in y j .
Since r1 , r2 are orthogonal everywhere, we have
r ij=1 sij rs+0 ijn, rijk=:
s
ijkrs+;ijkn, rijkl=#
m
ijklrm+_ijkln,
ni=&gss0isrs , n ij= pkijrk+qijn, n ijkq=t
l
ijkrl+{ijkn,
where 1 kij are the Christoffel symbols, and
: lijk=1
l
ij, k+1
s
ij 1
l
sk& g
ll0ij0kl ,
;ijk=0ij, k+1 sij 0sk ,
#mijkl=:
m
ijk, l+:
s
ijk1
m
sl &;ijk 0lmg
mm,
_ijkl =: sijk0 ls+; ijk, l ,
pkij=&g
kk, j0 ik& gkk0ik, j& gss0is 1 ksj ,
qij =&gss0is0sj ,
t lijk= p
l
ij, k+ p
s
ij 1
l
sk&qij0klg
ll,
{ijk= psij0sk+qij, k .
By Tailor expansion we get the following formulas
r( y1 , y2)= :
3
k=1
ak ek , ri ( y1 , y2)= :
3
k=1
bki ek , n( y1 , y2)= :
3
k=1
ckek ,
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where
ak= yk+
1
2
1 kij(0, 0) yiyj+
1
6
:kijl(0, 0) yiyj yl
+
1
4!
#kijlm(0, 0) yiyj yl ym+O( | y|
5),
a3=
1
2
0ij (0, 0) yiyj+
1
6
;ijl (0, 0) y iyjy l+
1
4!
_ ijlm (0, 0) yi yjylym+O( | y|5);
bki =$ik+1
k
ij(0, 0) yj+
1
2
:kijl(0, 0) yjyl+
1
6
#kijlm(0, 0) yjylym+O( | y|
4),
b3i =0ij (0, 0) yj+
1
2
;ijl (0, 0) yjyl+
1
6
_ijlm (0, 0) y jylym+O( | y| 4);
ck=&gkk (0, 0) 0kj (0, 0) yj+
1
2
pkij(0, 0) y iyj+
1
6
tkijl(0, 0) yiyj yl+O( | y|
4),
c3=1+
1
2
qij (0, 0) yiy j+
1
6
{ijl (0, 0) y iyjyl+O( | y| 4).
Here | y|=- y21+ y22 .
Write X=3j=1x jej . Recall that rj (0, 0)=e j and n(0, 0)=e3 . We have
xk=ak+ckz, x3=a3+c3z.
Next we calculate the first fundamental form of F.
1F=[1& g11011z]r1& g22012 zr2 ,
2F=&g11012zr1+(1& g22022 z)r2 ,
zF=n,
Hence
G11=1F } 1 F= g11[1& g11011z]2+ g22[012z]2,
G12=1F } 2 F=&2012[1&Hr z] z,
G22=2F } 2 F= g11[012z]2+ g22[1& g22022z]2,
G23=2F } zF=0,
G33=zF } zF=1,
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and
G=det(Gij)= g[1&2Hrz+Krz2]2.
Here Hr is the mean curvature of 0 and Kr is the Gauss curvature.
Now we see that, for the orthogonal coordinates ( y1 , y2) on the surface
0, ( y1 , y2 , z) are orthogonal coordinates in a neighborhood of 0 if and
only if 012 #0, that is, if and only if the y1- and y2 -curves are the lines of
curvature of 0.
Denote by Gij the elements of the inverse of the matrix (Gij). Then
G11=
G22
G
, G12=&
G12
G
, G22=
G11
G
, G23=0, G33=1.
For the vector field A=(0, &x3 , 0)=&x3 e2 , we denote
A ( y, z)=A(F( y, z))= :
3
i, j=1
GijaijF,
here 3=z , and
aj=A } j F=&(a3+c3 z) d 2j , j=1, 2, 3.
In the following we shall carry out computations for small =. For sim-
plicity in the following we denote gij (0, 0), 0ij (0, 0), 1 kij(0, 0), Hr (0, 0),
Kr (0, 0), etc. by gij , 0ij , 1 kij , Hr and Kr etc. Note that in the isothermal
coordinates we have, when ( y1 , y2)=(0, 0),
1 kij=0, :
l
ijk=1
l
ij, k&0ij0kl , ; ijk=0ij, k ,
pkij=&0ik, j , q ij=&0is0sj , {ijk=&0ks 0si, j&0js0si, k&0is0sj, i .
When =>0 small, we have the following expansions:
G(=y, =z)=1&4=Hrz+ f0=2+=3O( | y|3+|z| 3),
G(=y, =z)12=1&2=Hrz+ f1=2+=3O( | y| 3+|z| 3),
G(=y, =z)&12=1+2=Hrz+ f&1=2+=3O( | y|3+|z| 3),
G11 (=y, =z)=1&2=011 z+ f11=2+=3O( | y|3+|z| 3),
G12 (=y, =z)=&2=012z+ f12=2+=3O( | y|3+|z| 3),
G22 (=y, =z)=1&2=022 z+ f22=2+=3O( | y|3+|z| 3),
- G(=y, =z) G11 (=y, =z)=1+=[011&022] z+ p1=2+=3O( | y| 3+|z|3),
- G(=y, =z) G12 (=y, =z)=2=012z+ p2=2+=3O( | y|3+|z|3),
- G(=y, =z) G22 (=y, =z)=1+=[022&011] z+ p3=2+=3O( | y| 3+|z|3),
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here
f0= 12 [ g11, ij+ g22, ij] y iy j&4Hr, jy jz+[4H
2
r +2Kr] z
2,
f1= 14 [ g11, ij+ g22, ij] y iy j&2Hr, jy jz+Kr z
2,
f&1=&14[ g11, ij+ g22, ij] yi yj+2Hr, jyj z+[4H
2
r &Kr] z
2,
f11= 12g11, ijyiyj&2011, jyjz+[0
2
11+0
2
12] z
2,
f12=&2012, jyj z+2012Hrz2,
f22= 12g22, ijyiyj&2022, jyjz+[0
2
12+0
2
22] z
2,
p1= 14 [ g22, ij& g11, ij] y iy j+[011, j&022, j] yj z
+[0211&011 022+20
2
12] z
2,
p2=2012, jyjz+2Hr 012z2,
p3= 14 [ g11, ij& g22, ij] y iy j+[022, j&011, j] yj z
+[0222&011 022+20
2
12] z
2.
Write
iF=d ki ek+d
3
i e3 , zF=d
k
3 ek+d
3
3e3 .
Recall that we have chosen ( y1 , y2) to be the isothermal coordinates on 0.
We have
d k1=b
k
1&[ g
11011bk1+ g
22012 bk2] z
=$1k&[$1k011+$2k012+[$1k 011, i+$2k012, i] yi]z
+ 12 [1
k
1i, j&01i0jk] y iy j+| y|
2 O( | y|+|z| ),
d k2=b
k
2&[ g
11012bk1+ g
22022 bk2] z
=$2k&[$1k012+$2k022+[$1k 012, i+$2k022, i] yi]z
+ 12 [1
k
2i, j&02i0jk] y iy j+| y|
2 O( | y|+|z| ),
d 31=b
3
1&[ g
11011b31+ g
22012b32] z
=01iyi+01i, jyiy j&[01101i+012 02i] yi z+| y|2 O( | y|+|z| ),
d 32=b
3
2&[ g
11012b31+ g
22022b32] z
=02iyi+02i, jyjyk&[012 01i+02202i] y iz+| y|2 O( | y|+ |z| ),
d k3=ck ,
d 33=c3 .
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For the vector field A=(0, &x3 , 0)=&x3 e2 , we can compute aj now.
a1=012z2+012, jyjz+ 12[01i02j+0120ij&1
2
1i, j] yiyjz
+| y|2 O(| y|2+|z|2),
a2=&z+022z2& 120ijyiyj+! 3+! 4+| y|
2 O( | y|2+|z|2),
a3=02jyjz+ 1202k0ijyiyjyk
+02i, jyiyjz+| y|3 O( | y|+|z| ).
Here ! 3 and ! 4 are homogeneous polynomials,
! 3=&16 0ij, kyiyjyk+
1
2,ij yi yjz+022, jyjz
2,
! 4=&14 [0ij:
2
2lm+
1
6_ ijlm] y i yjyl ym+
1
6ijky iy jyk z+
1
2+ ijyiyjz
2,
and the coefficients are given by
,ij =022 0ij&q ij&:22ij=0220ij+02i 02j+0is0sj&1
2
2i, j ,
ijk=3022, k0ij+022; ijk&{ijk&#22ijk
=3022, k0ij+0220 ij, k+0ks 0si, j+0js0si, k+0is0sj, k&#22ijk ,
+ij =012 :21ij+022:
2
2ij+022, ij+ g
22
, ij022+qij
=012[1 21i, j&01i02j]+022[1
2
2i, j&02i02j]
+022, ij+ g22, ij022&0 is0sj .
Set
/= 1202j yjz
2& 16022y
3
2+
1
202i, j yiy jz
2+ 1202k 0ijyi yjyk z&
1
24022, 2y
4
2 . (A.6)
Then we introduce a vector field A =3i, j=1G
ija^i jF, where
ai=i/+a^i , i=1, 2, 3.
Then
a^1= 12012z
2+012, jyjz& 12 [2012, 1y1+(012, 2+022, 1) y2] z
2
& 12 [01i02j&1
2
1i, j] yiy jz+| y|
2 O( | y|2+|z|2),
a^2=&z+ 12 022z
2& 12011 y
2
1&012y1y2+!3+!4+| y|
2 O( | y|2+|z|2),
a^3=| y|3 O( | y|+|z| ),
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where !3 and !4 are homogeneous polynomials,
!3=&16 :
(i, j, k){(2, 2, 2)
0ij, k yiyj yk+ 12 [01i01j&1
2
2i, j] yiy j z
+ 12 [(022, 1&012, 2) y1+022, 2y2] z
2,
!4=&14 [0ij :
2
2lm+
1
6_ijlm] y iyj ylym+
1
6ijky iy jyk z+
1
2+ ij yiyjz
2. (A.7)
Set
bi ( y, z)=
a^i (=y, =z)
=
, i=1, 2, 3.
Then
b1== _12 012z2+012, jyjz&&
=2
2
[2012, 1 y1+(012, 2+022, 1) y2] z2
&
=2
2
[01i02j&1 21i, j] yiyjz+O(=
3)| y|2 ( | y| 2+|z|2),
b2=&z+
=
2
[022z2&011y21&2012y1y2]+=
2!3+=2!4
+O(=4)| y| 2 ( | y|2+|z| 2),
b3=O(=3) | y|3 O( | y|+ |z| ),
Now we choose a test function (x) such that in the ( y1 , y2 , z) coor-
dinates
=ei/( y, z), \y= ,
z
=+ , ,( y, z)=’( y) ’3 (z) exp(iz0y2) u(z), (A.8)
where u is the positive eigenfunction of (2.4) with z=z0 and ;=;0 . ’3 is
a smooth cut-off function such that ’3 (z)=1 for zR3 = and ’3 (z)=0 for
z>2R3 = for some R3>0. ’( y)=’(r), r=| y|. ’(r) is a smooth function
with compact support. Both ’ and ’3 depend on =. Denote
Uk=|
+
0
zku2 (z) dz,
Dk=2? |
+
0
rk+1 |’$(r)|2 dr,
Qk=2? |
+
0
rk+1 |’(r)|2 dr.
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Note that Dk and Qk depend on = through ’. In the following ’ is chosen
such that
Dk<<Dk+1 , Qk<<Qk+1 as =  0.
Recall that HC3_*, and +(
1
=2
A)=}2 for ==1- }_
*
. Hence to get a
lower bound of HC3 we need to derive an upper bound for +(
1
=2
A). Also
note that +( 1
=2
A)(I+#P)6, where
I=|
0
|{(1=2) A |2 dx
== |
R3+
:
3
j, k=1
- G(=y, =z) G jk (=y, =z)[ j ,&ibj ,][k,&ibk, ] dy dz,
6=|
0
||2dx==3 |
R3+
|,|2 - G(=y, =z) dy dz,
P=|
0
|| 2ds==2 |
R2
|,|2 dy.
Here we denote dy=dy1 dy2 . In the following computations we use
frequently the fact that u exponentially decays at . We have
I11#|
R3+
- G(=y, =z) G11 (=y, =z) |1,&ib1 ,|2 dy dz
=&u&22 D0+=(011&022) U1D0+=
2C11, 2Q2
+O \=2D2+=2Q0+=3D3+=3Q3+ :
7
j=4
= jQj+1+ , (A.9)
where
C11, 2= 12 |{012 |
2U2 . (A.10)
I22#|
R3+
- G(=y, =z)G22 (=y, =z) |2,&ib2,|2 dy dz
=&u&22 D0+Q0 |
+
0
(z+z0)2 u2 dz
+ :
4
j=1
= j |
R3+
u2A22, j dy dz+O \ :
11
j=5
= jQj+2+ ,
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here we use the notations
T1=(z+z0)[011y21+2012y1 y2&022z
2],
T2= 14 (011 y
2
1+2012y1y2&022z
2)2&2(z+z0) !3 ,
T3=&[011y21+2012 y1y2&022z
2] !3&2(z+z0) !4 ,
T4=!23&[011y
2
1+2012y1y2&022 z
2] !4 ,
A22, 1=’2[T1+(022&011) z(z+z0)2]+(022&011) z|’$|2,
A22, 2=’2[T2+(022&011) zT1+(z+z0)2p3]+|’$|2p3 ,
A22, 3=’2[T3+(022&011) zT2+ p3 T1]
+O( | y|3+|z|3)[’2 (z+z0)2+|’$|2],
A22, 4=’2[T4+(022&011) zT3+ p3 T2
+O( | y|3+|z|3)[T1&2(z+z0)]].
In the following computations for I22 we use frequently the fact
|
+
0
(z+z0) u2 (z) dz=0. (A.11)
Then we have
|
R3+
u2A22, 1 dy dz=&C22, 1Q0+(022&011) U1D0 ,
|
R3+
u2A22, 2 dy dz=C"22, 2 Q4+C $22, 2D2+C22, 2 Q2+O(Q0+D0),
(A.12)
|
R3+
u2A22, 3 dy dz=C22, 3U1Q4+O(Q3+D3),
|
R3+
u2A22, 4 dy dz=C22, 4Q6+O(Q5),
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where
C22, 1=011 |
+
0
z(z+z0)2 u2 dz+022 |z0 | |
+
0
z(z+z0) u2 dz,
C"22, 2 =
1
32
[30211+40
2
12] &u&22 ,
C $22, 2 =
1
8
[2g11&2g22] &u&22 ,
C22, 2=
1
8
[2g11+2g22+4(011 022&20211&0
2
22)] |
+
0
(z+z0)2 u2 dz
&
1
4
011022 U2 ,
C22, 3=
1
32
[2011[31 212, 1+1
2
22, 2]+4012[1
2
12, 2&1
2
22, 1]&90
3
11
(A.13)
+30211022&140110
2
12&40
2
12022],
C22, 4=
&u&22
Q6 |R2 {
1
36 _ :(i, j, k){(2, 2, 2) 0 ij, k yiyjyk]
2 ’2
+
1
4
(011 y21+2012y1y2) _0 ij:22lm+16 _ ijlm& y iyjyl ym
+
1
16
[011y21+2012y1 y2]
2 [ g11, ij& g22, ij] y i yj= dy.
Here, when computing C22, 2 , we used (A.11), and noted that, in the
isothermal coordinates, 1 221, 1= g22, 11 2, 1
2
22, 2= g22, 22 2.
From (A.12) we have
I22=&u&22 D0+Q0 |
+
0
(z+z0)2 u2 dz+=[&C22, 1Q0+(022&011) U1 D0]
+=2[C"22, 2Q4+C $22, 2D2+C22, 2Q2]+=3C22, 3U1Q4+=4C22, 4Q6
+O(=2Q0+=2D0+=3Q3+=3D3+=4Q5+ :
11
j=5
= jQj+2), (A.14)
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Next
I12=R |
R3+
- G(=y, =z) G12 (=y, =z)[1,&ib1 ,][2,&ib2 , ] dy dz
=&C12, 1Q1=2+O(=3)(Q3+D3),
(A.15)
I33=|
R3+
- G(=y, =z) |3,&ib3,|2 dy dz
=&u$&2 Q0&=C33, 1Q0+=2C33, 2Q2+O(=2Q0+=3Q3),
where
C12, 1=
0212
2 |
+
0
z3 (z+z0) u2 (z) dz,
C33, 1=2Hr |
+
0
zu$2 dz, (A.16)
C33, 2=
1
8
[2g11+2g22] &u$&2.
Summarizing the above we get
I
=
#
1
= |0 |{(1=2) A|
2 dx
=I11+I22+2I12+I33
=&u$&2 Q0+Q0 |
+
0
(z+z0)2 u2 dz+2 &u&22 D0&=[C22, 1+C33, 1] Q0
+=2[C"22, 2Q4+[C11, 2+C22, 2+C33, 2] Q2&2C12, 1Q1+C $22, 2 D2]
+=3C22, 3U1Q4+=4C22, 4 Q6+O(=2[Q0+D2+D0]+=3[Q3+D3]
+ :
7
j=4
= jQj+1+ :
11
j=5
= jQj+2).
Choose ’ such that Dk<<Dk+1 , Qk<<Qk+1 when =  0. So we get
I
=
=;0 &u&22 Q0+2 &u&22 D0&=[C22, 1+C33, 1] Q0
+=2[C"22, 2Q4+[C11, 2+C22, 2+C33, 2] Q2]+=3C22, 3 U1Q4+=4C22, 4 Q6
+O \=2[Q0+D2]+=3[Q3+D3]+ :
7
j=4
= jQj+1+ :
11
j=5
= jQ j+2+ . (A.17)
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Next we compute 6 and P.
6
=3
=|
R3+
|,|2 - G(=y, =z) dy dz
=&u&22 Q0&=C4, 1 Q0+=
2C4, 2Q2+O(=2Q0+=3Q3),
P==2 |
R2
|,| 2 dy==2 &u&22 Q0+O(=
4Q0). (A.18)
where
C4, 1=2Hr |
+
0
zu2dz, C4, 2= 18 [2g11+2g22]&u&
2
2 . (A.19)
Now we can to estimate the ratio (I+#P)6.
Recall that ’ has compact support. So we assume ’(r)=0 for r<\,
where \ may depend on =. Denote
’(r)=‘ \ r\+ .
Then ‘(t)=0 for t<1, and
Dk=dk \k, Qk=qk\k+2,
where
dk=2? |
1
0
tk+1 |‘$(t)|2 dt, qk=2? |
1
0
tk+1‘2 (t) dt.
Then
I
Q0=
=;0 &u&22&=[C22, 1+C33, 1]
+
1
q0\2
[2 &u&22 d0+=
2[C"22, 2q4 \6+(C11, 2+C22, 2+C33, 2) q2\4]
+C22, 3U1q4 =3\6+C22, 4q6=4\8]
+O \=2[q0+d2]+=3[q3 \3+d3\]
+ :
7
j=4
dj+1= j\ j+1+ :
11
j=5
d j+2= j\ j+2+ . (A.20)
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Case 1. 0211+0
2
12<0.
Let ‘ achieve E1 , where E1 was defined in (A.4). Choose
\=_ 2 &u&
2
2
C22, 2=2&
16
=
2=&13
[30211+40
2
12]
16 .
We get
I
Q0=
=;0 &u&22+
1
2
[30211+40
2
12]
13 E1 &u&22 =
23
&=[C22, 1+C33, 1]+O(=43)
6
Q0=3
=&u&22&C4, 1 =+O(=
43),
Hence the first eigenvalue
+ \ 1=2 A+
I+#P
6
=
1
=2 {;0+
1
2
[30211+40
2
12]
13 E1 =23&(M1&#) =+O(=43)= ,
where
M1=
1
&u&22
[C22, 1+C33, 1&;0 C4, 1]
=
011
&u&22 |
+
0
z[(z+z0)2 u2+|u$|2&;0u2] dz
+
022
&u&22 |
+
0
z[|z0 |(z+z0) u2+|u$|2&;0u2] dz.
Using the equation (2.4) and (A.11) we see that
M1=C2011+C1022 ,
where C2 and C1 were given in (A.3). So
+ \ 1=2 A+
1
=2 {;0+
1
2
(30211+40
2
12)
13 E1=23
&(C2 011+C1 022&#) =+O(=43)= . (A.21)
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Case 2. 011=0, 012=0.
Then C"22, 2 =C22, 3=0 and
C22, 4=
&u&22
36Q6 |R2 _ :(i, j, k){(2, 2, 2) 0ij, ky iyj yk&
2
’2 dy=2[Q(P0)]4 &u&22 ,
(A.22)
where Q(P) was defined in (A.2).
Subcase 2.1. 011=0, 012=0, Q(P0)<0.
Choose
\=
1
- Q(P0) =
.
Let ‘ achieve E2 , where E2 was defined in (A.4).
From (A.20) we get
I
Q0=
=;0 &u&22+= _&(C22, 1+C33, 1)
+
q2 (C11, 2+C22, 2+C33, 2)
q0 Q(P0)
+2E2Q(P0) &u&22&+O(=32),
6
Q0 =3
=&u&22+= _&C4, 1+ C4, 2q2Q(P0) q0&+O(=32).
Hence
+ \ 1=2 A+
1
=2 {;0&= _C1022+
M2
Q(P0)
&2Q(P0) E2&#]+O(=32)= ,
(A.23)
where
M2=
[;0C4, 2&C11, 2&C22, 2&C33, 2] q2
q0&u&22
=
q2
q0
[C30222&U22 &u&
2
2 |{012 |]
since 011=012=0. Here C3 was given in (A.3).
Subcase 2.2. 011=0, 012=0, Q(P0)=0. For simplicity we also assume
012, 1=012, 2=0. So M2=C3 q2 0222q0 .
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Subcase 2.2.1. If 022 {0, we choose
\=
1
- = _log \
1
=+&
m
, m>0.
Then
I
Q0 =
=;0 &u&22+
q2
q0
(C11, 2+C22, 2+C33, 2) = _log \1=+&
2m
&(C22, 1+C33, 1) =+
2 &u&22 d0 =
q0 _log \1=+&
2m+O \=32 _log \1=+&
7m
+ ,
6
Q0=3
=&u&22+
C4, 2 q2
q0
= _log \1=+&
2m
&C4, 1=+O \=32 _log \1=+&
3m
+ .
Hence
+ \ 1=2 A+
1
=2 {;0&
C3q20222
q0
= _log \1=+&
2m
&[C1022&#] =
+
2d0=
q0 _log \1=+&
2m+O \=32 _log \1=+&
7m
+= . (A.24)
Subcase 2.2.2. If 022=0, we choose
\==&a, 12<a<
3
5 .
Then
+ \ 1=2 A+
1
=2 {;0+#=+
2d0
q0
=2a+O(=5&7a)= .
Especially if we choose a=59, \==&59, then
+ \ 1=2 A+
1
=2
[;0+#=+O(=109)]. (A.25)
Proof of Proposition A.1. For fixed } we choose =<0 such that
1=2=_
*
}, where _
*
was defined in (2.3). Then }2=+( 1
=2
A).
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From (A.21) we get
=2}2;0+ 12 [30
2
11+40
2
12]
13E1=23&[C2011+C1 022&#] =+O(=43).
So
_
*
}

1
;0
&
1
2;20
[30211+40
2
12]
13E1=23+
1
;20
[C2011+C1022&#] =+O(=43).
and since HC3_* we get
HC3
}
;0
&
}13
2;530
(30211+40
2
12)
13 E1+
1
;320
(C2011+C1022&#)+O \ 1}13+ .
(A.26)
This proves Proposition A.1. K
Proof of Proposition A.2. Assume h is tangential to the line of curvature
of 0 at P0 . Then the y1 - and y2 -curves are the lines of curvature. Hence
012 #0, 011=}1 and 022=}2 are the principal curvatures of 0 at P0 .
When }1 {0, from (A.26) we get
HC3
}
;0
&
E1
2 \
3}21
;50 +
13
}13+
1
;320
(C2}1+C1}2&#)+O \ 1}13+ . (A.27)
So the conclusion (1) in the proposition follows.
Again assume h is tangential to a line of curvature at P0 , and assume the
principal }1 at this direction is zero, i.e. 011=0.
Assume Q(P0)<0. Since 012 #0 and 022=}2 , from (A.23) we get
+ \ 1=2 A+
1
=2 {;0&= _C1}2+
C3 q2}22
Q(P0) q0
&2Q(P0) E2&#&+O(=32)= ,
where C3 and C3 were given in (A.3). Again using HC3_* we obtain
HC3
}
;0
+
1
;320 _C1}2+
C3 q2}22
Q(P0) q0
&2Q(P0) E2&#&+O \ 1}12+ . (A.28)
So the conclusion (2) follows.
Assume {}1=0 and 1 }2=0. So Q(P0)=0.
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When }2 {0, from (A.24) we have
HC3
}
;0
+
C3q2}22
;320 q0
(log })2m+
C1 }2&#
;320
&
2d0=
;320 q0 (log })
2m
+O \(log })
7m
- } + . (A.29)
When }2=0, from (A.25) we get
HC3
}
;0
&
#
;320
+O \ 1}19+ (A.30)
So the conclusion (3) follows. Now Proposition A.2 is proved. K
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