A framework is presented for step-by-step implementation of weighted-residual methods (MWR) 
. However, software developed to implement these methods tends to fall into the categories of programs written for a specific implementation of one element of an MWR solution procedure (e.g., [4, 5] ), or software packages based on one of the MWR solution methods designed for solving a specific class of problems [6] .
Complete numerical solution and analysis of an engineering simulation problem frequently can involve a combination of MWR methods and other mathematical operations. The MWR solution techniques share common mathematical operations and follow similar steps in the implementation of the solution procedures: the overall method involves elementary steps including generating an orthogonal set of trial functions (e.g., from the solution of a Sturm-Liouville problem), various inner product calculations and projections, and other basic mathematical operations, most of which are common to all MWR. Realizing this, it became our goal to develop a set of MATLAB-based functions that have a one-to-one correspondence to these individual operations.
The methods we developed are based on two elementary principles. The first is that all functions corresponding to the different spatial, temporal, probability density, and other distributions over finite domains can be represented in terms of discretized functions, specifically, Lagrange interpolation polynomials. Because many special functions can be described in terms of convergent polynomial expansions [7] The constant a is described below; see [8] The solutions o (x) are subject to boundary conditions :
The value of a is determined by the specified problem geometry 'geom', the derivatives in (1) and (2) The results are shown in Figure 2 Figure 3 . Reactant gases are introduced into the reactor from two sources: a gas mixture of SiH4 and WF6 is injected through a slit-like nozzle on the side wall, and H2 is pumped in through a shower head at the top of reactor chamber. Gases mix in the chamber and react at the surface of a four-inch diameter wafer, which is supported by a slowly rotating quartz susceptor. A portion of the wafer near its outer edge is covered by a quartz guard ring to reduce edge heat loss. The wafer is heated to 600° K by a ring of incoherent tungsten-halogen lamps through the transparent shower head. The CVD runs last for approximately five minutes after the operating temperature is reached.
Initial simulation work on this system has focused on gas flow and reactor/wafer thermal dynamics for the case where horizontal gas flow dominates. The ULVAC CVD system was designed for low-pressure, laminar-flow processing conditions; therefore, it is possible to produce relatively accurate linear PDE models of the gas flow and temperature fields and solve these models using Galerkin and eigenfunction expansion methods based on globally defined trial functions. In our solution procedure, we discretize the three-dimensional gas temperature field using a collocation procedure in the span-wise direction and a two-dimensional eigenfunction expansion in the remaining physical dimensions; the eigenfunctions are generated by sl . m after three calls to pd . m. The residual produced by the eigenfunction expansion solution procedure is Figure 3) . Reduction of the gas-phase temperature solutions to overall gas/wafer heat transfer coefficients (using the differentiation arrays produced by pd . m) is made possible by this solution procedure. It was also interesting to find that the solution is relatively insensitive to the details of the gas flow field under these low-pressure conditions, justifying the assumption that detailed, CFD-type computations are unnecessary for this system. We can also conclude that because of the significant volume of the heatedgas plume seen in Figure 3 , the possibility of gas phase reactions is high. Finally, the wafer thermal dynamics have been modeled and discretized using the collocation and (Figure 4 ). The tower we considered is representative of the first stage in a heavy-water or other stable-isotope production process [16, 17] Figure 4 , where one of the most significant features of this column is observed: the extremely slow dynamic response of the column during startup transients. This is directly attributable to the long period of time required to collect the desired species in the column's steady-state concentration profile, a feature reflected in the extremely long start-up times observed in operating separation processes [17] . 5 Figure 5 . Air enters at atmospheric pressure though the inlet diffuser and is compressed by a sequence of stages consisting of alternating rows of stationary and rotating blades. Flow control is provided by a combination of adjusting rotor speed, angle of the first rows of stator and inlet guide vanes, and throttle valve opening (located downstream of the exit diffuser). Overall pressure rise is determined by downstream process requirements and throttle valve pressure drop. The maximum achievable pressure rise is limited by flow instabilities common to all compression systems. These instabilities include spatially uniform flow oscillations in time (surge) and spatially varying flow perturbations in the form of velocity distributions in the circumferential coordinate (stall).
A model for the dynamics of the axial component of the gas flow is discussed in [S, 18] ; we use it here to demonstrate our discrete analog to the Galerkin projection. The motivation for this simulation is to describe the growth of small (spatial) perturbations in Figure 5 . Chemical process axial gas compression system including the inlet and outlet duct and compression sections (left) and the compressor/throttle characteristics (right). Steady, uniform-flow solutions are found at the intersection of the two curves; these solutions are unstable left of the stall point. Op is the discharge-to-atmosphere pressure rise, ~,0 are the axial and angular coordinates, respectively, and f (V + vo) is the compressor static pressure rise characteristic, normally determined by rig tests. Additional modeling details can be found in [8, 19] . When the combined volume of the discharge diffuser and plenum is small relative to the compressor volume (this prevents surging flow [19] ), a material balance on the gas in the diffuser and plenum chamber gives V = 7~Ap where the throttle characteristic is used to represent the overall resistance to flow generated by the compressor and throttle valve (see Figure 5 ). The parameter yis proportional to the throttle opening and shifts the curve from right to left.
The numerical implementation of a semi-discrete Galerkin projection using MWRtools Figure 6 showing the growth of a small spatial disturbance to a fully developed stall cell in approximately 30 rotor revolutions. The simulation results presented here corroborate with published experimental observations of axial compressor stall [19] . Stall cell amplitude reduction using feedback of the first spatial mode amplitude to a (non-smooth) throttle valve controller is demonstrated after the control system is switched on at z = 35 rotor revolutions; details of the derivation of this nonlinear control method can be found in [20, 21] . 6 . Plasma EtchHigh-Degree Pseudo-Spectral Methods Low-pressure, weakly ionized, glow-discharge plasmas are used extensively for manufacturing integrated circuits (ICs) in both etching and deposition of thin films [22] . The discharges used in IC device manufacturing processes are characterized by interacting, nonlinear transport and reaction phenomena making firstprinciples simulation of a complete etch system virtually impossible. Therefore, researchers approach etch-system modeling problems by focusing on three submodels: the plasma physics (glow discharge), surface reaction, and electrically neutral species transport (plasma chemistry) models [23] . Among them, the plasma physics submodel is considered to be the bottleneck in the development of detailed simulators.
This model focuses on the ionization reaction kinetics and transport of the charged particles using modeling equations derived from the Boltzmann equations (e.g., [24] ). The first three moments of the Boltzmann equations are similar in structure to the Navier-Stokes equations, and can be numerically stiff because of the differences in magnitude of the contributions of the electric drift versus diffusion terms.
The glow discharge modeling equations can be written in terms of four differential and partial differential equations [26] . The Figure 7 for a self-sustained, stable, DC glow discharge simulation.
To date, results of these simulations have been used primarily as a tool for understanding the role physical assumptions and boundary conditions play in the stability of numerical algorithms developed for glow discharge simulation [25] . The results presented can, however, be translated into factors important for determining wafer etch rates, making these simple-toimplement discretization methods valuable for quick assessment of related glow discharge models and etch process optimization methods.
Conclusions
In this paper, we presented a set of MATLAB-based computational elements that simplify the implementation of weighted residual methods for the solution of boundary-value based simulation problems. Presented in the context of four industrially-relevant problems, we find that the MWRtools functions constitute a solution procedure framework that is made possible by the one-to-one correspondence of the functions with the computationally-common operations of the different MWR. The functions can be used for eigenfunction expansion, Galerkin-projection, and collocation-based discretization procedures, and allow rigorous discretization error assessment. The current library of functions can be obtained from the MWRtools project website located at http://www.ench. umd.edu/software/MWRtools. 
