In this study, event-triggered guaranteed cost control problem for discrete-time networked control systems (NCSs) with parameter uncertainties and time-varying transmission delays is studied. First, an event-triggering scheme for discretetime NCSs is proposed. Then by using a delay system approach, a unified model of event-triggered control systems with parameter uncertainties and state delay is established. By applying Laypunov functional method together with linear matrix inequality (LMI) technique, sufficient conditions for the existence of an admissible guaranteed cost controller are established, which ensure a specific quadratic cost function has an upper bound for all admissible uncertainties. The proposed stability and stabilisation conditions are formulated in the framework of LMIs, which can be solved efficiently by using existing optimisation techniques. Finally, a numerical example and a practical example are given to demonstrate that, under the proposed eventtriggering scheme, the advantage of reducing communication traffic in a control network without compromising the stability of the closed-loop system is preserved.
Introduction
As is well known, with the rapid development of networking communication technologies, networked control systems (NCSs) are becoming more and more popular in modern industry because of their successful applications in a broad range of areas such as mobile sensor networks, vehicles and crafts, communication networks and internet-based control [1] [2] [3] . Consequently, in the past few years, extensive research has been done in the area of stability analysis, controller synthesis and filter design of NCSs as described in [4, 5] ; see, for example, stability analysis [6, 7] , controller synthesis [8] [9] [10] [11] [12] [13] and filter design ( [14] and references therein).
As for the control systems, it expresses different features with the insertion of the communication channels. Among the three widely studied features, such as network-induced delays (or signal transmission delays), quantisation and data packet dropouts, the most significant feature is the networkinduced delays, which are usually caused by the limited bit rate of the communication, by a node waiting to send out a packet via a busy channel, or by signal processing and propagation [15, 16] . Moreover, the existence of the signal transmission delays generally brings the negative effects on NCSs, degrading the performance of the NCSs or even destabilising the NCSs. Due to this fact, many researchers are devoted to developing new techniques to studying the NCSs with different kinds of network-induced delays; see, for example, [17] [18] [19] [20] and references therein. On the other hand, because of the existence of error in the modelling process and/or the changing operating conditions of a practical system, it is usually impossible to build an exact mathematical model of the real physical system. The problem of designing robust controller for uncertain systems has received considerable attention in recent years, for example, [8, 21] . As pointed out in [16] , when controlling a realplant subject to parameter uncertainty over communication network, it is often desirable to design a controller that guarantees robust stability but also an adequate level of performance. One way to solve this problem is to resort to the so-called guaranteed cost control approach in which a fixed Lyapunov functional is used to establish an upper bound on the closed-loop value of a quadratic cost function [22] . Based on this idea, many valuable results on guaranteed cost control of NCSs are reported in literature such as [16, [23] [24] [25] [26] and references therein. However, all the above-mentioned works on guaranteed cost control of NCSs make use of timetriggering scheme (or periodic sampling), that is, at every sampling instant, the sampled signal is transmitted through the communication networks. It is worth noting that, in some cases, periodic sampling can be prohibitive to attain certain goals. For instance, the issues of limited resource and insufficient communication bandwidth for decentralised control of large-scale systems, or even the case of inadequate computation power for fast systems, are problems that often have to be dealt with [27] . Therefore naturally, it is meaningful to introduce a mechanism to reduce the unnecessary waste of communication resources and computation as in periodic fashion.
As stated in [28] , the so-called 'event-triggering' scheme is capable of reducing the amount of control task executions while guaranteeing a certain dynamic performance of closedloop system. Event-triggered control is a control strategy in which the control task is executed only when a certain event (generated by a specified event-triggering scheme) occurs [29] . Now, event-triggered approach has emerged as an attractive approach for studying NCSs within the limitations of the communication or/and computational resources. Nevertheless, so far, the theoretical analysis results on event-triggered control systems are relatively few despite its potential in practical applications [30, 31] . Moreover, the existing results on event-triggering schemes are mainly performed in the continuous-time frame; see, for example, [29, [32] [33] [34] [35] and references therein, very few works discuss the event-triggering scheme in discrete-time systems [27, 36, 37] . Also, although different event-triggering schemes are proposed in these works, one common feature is that the feedback gain of the controller must be prior known in the design of event-triggering condition except [34, 35, 37] . In other words, if the feedback gain of the controller is not known in advance, the methods proposed in those papers are no longer valid except [34, 35, 37] . Furthermore, the event-triggering conditions given in those works (e.g. [29, 32, 33] ) have to be monitored continuously, leading to a conservative usage of the communication bandwidth. Another point worth mentioning is that the design method for the event-triggering condition and controller proposed in [37] is a strict co-design method, which may not be directly applied to the event-triggered NCSs with timevarying network-induced delays (or transmission delays). Although the design method given in [34, 35] is not a strict co-design method, it can be used to deal with the eventtriggered NCSs with time-varying transmission delays. Thus, each solution has its advantages and disadvantages.
In this paper, motivated by the above results of guaranteed cost control of discrete-time NCSs with norm-bounded parameter uncertainties [16] , the counterpart of networked continuous-time systems [24] and the existing results on event-triggered control of NCSs [34, 35, 37] , we are mainly concerned with the problems of robust stability and robust event-triggered guaranteed cost control for a class of discrete-time NCSs with norm-bounded parameter uncertainties. Inspired by the results on event-triggering in NCSs without considering the effect of the networkinduced delays, we introduce the notion of guaranteed cost control for the event-triggered NCSs with time-varying transmission delays. The aim of this paper is to design a robust state-feedback guaranteed cost controller such that the resulting closed-loop system is robustly stable, and a specified quadratic cost function has an upper bound for all admissible uncertainties under the event-triggering scheme. Note that this problem is different from the conventional optimal control problem, where the optimal guaranteed cost controller that minimises the value of guaranteed cost for the closed-loop uncertain systems can be determined by solving a certain optimisation problem. The main contributions of this paper can be summarised as follows: (i) a unified model involving the trigger parameter, the network-induced delays and parameter uncertainties is proposed; (ii) sufficient conditions for the existence of robust state-feedback guaranteed cost controller are derived; (iii) a robust statefeedback guaranteed cost controller is designed such that the closed-loop event-triggered NCSs is robustly stable while a specific quadratic cost function has an upper bound for all admissible uncertainties. Two examples are given to demonstrate the effectiveness of the presented robust guaranteed cost control design for uncertain discrete-time NCSs with event-triggering scheme.
The rest of this paper is organised as follows. Problem formulation is proposed in Section 2. Section 3 presents the main results of this paper. An illustrative example is given to show the benefits and design procedure of the proposed approaches in Section 4. The conclusions are presented in Section 5.
Problem formulation
The framework of NCSs considered in this paper is shown in Fig. 1 . Suppose the controlled plant is given by the following discrete-time uncertain linear dynamic system
where x(k) ∈ R n is the state vector and u(k) ∈ R m denotes the control vector, which needs to be designed, A and B are constant matrices with appropriate dimensions, and x 0 x(0) is the initial state. The matrices A(k) and B(k) represent the time-varying uncertainties in the system, which satisfy the following assumption
where D, H 1 and H 2 are known matrices of appropriate dimensions, F(k) is an unknown matrix, which is Lebesque measurable and satisfies F T (k)F(k) ≤ I . It should be pointed out that the parameter uncertainty structure described by (2) has been widely used in the problem of robust control and stabilisation of uncertain systems; see, for example, [16, 24] , and can represent parameter uncertainty in many physical systems; see, for example, [38, 39] .
To reduce the number of the sensor data transmission in networks while preserving the desired system performance, different from the conventional NCSs considered in existing works such as [15, 16] , an event generator shown in Fig. 1 is constructed between the sensor and the controller. An eventtriggering algorithm (or condition or scheme), which will be presented in the sequel, is embedded in the event generator, which is used to decide whether or not to transmit new sensor measurement at every sampling instant. Moreover, the communication channels in both sides of the control loop are considered here, which is also different from the latest results on event-triggered NCSs [37] . Throughout this paper, it is assumed that (1) all the states of dynamic system (1) are measurable, transmitted with a single packet at each time step and time stamped; (2) the sampler is clock driven, the controller and the zero-order holder (ZOH) are event driven; (3) the logic ZOH is utilised to hold the control input packet when there is no new control packet arrived at the actuator [40] . Now, we are in a position to introduce an event-triggering scheme in the event generator (see Fig. 1 ), which is used to decide whether or not the current sensor measurement should be sent to the controller via network. To model the event-triggering scheme mathematically, we denote the current state of system (1) as x(k), whereas the latest transmitted state is denoted by x(s i ) (i = 0, 1, 2, . . . , ∞, s 0 = 0); then, the current state x(k) is transmitted only when the error between the system's current state x(k) and the latest transmitted state x(s i ) satisfies the following relation
where is a positive weighting matrix, k ∈ Z + , s i ∈ Z + , μ ∈ [0, 1).
Remark 1:
Under the event-triggering scheme (3), the set of release instants {s 0 , s 1 , s 2 , . . .} is a subset of the sampled instants {0, 1, 2, . . .}. In particular, when μ = 0, the event-triggering scheme (3) reduces to the common periodtriggering scheme. Moreover, the amount of {s 0 , s 1 , s 2 , . . .} depends on not only the parameter μ, but also on the variation of the system's state. Therefore the proposed eventtriggering scheme belongs to state-dependent triggering scheme.
Remark 2:
According to event-triggering condition (3), it can be concluded that if we use s i and s i+1 to represent the current event time instant and the next event time instant, respectively, then
In other words, in the sensor node, only parts of the sensor measurements need to be transmitted to the controller node for computation. Compared with the existing works such as [8, 16, 41] , the communication rate is reduced. In particular, in the wireless sensor/actuator system, this scheme can save the sending energy, and thus increase the lifespan of the battery of the sensor nodes.
In this paper, the networked controller is a state-feedback controller given by
Let τ k denote the signal transmission delay at time instant k. Suppose that the signal transmission delay is bounded, that is, τ k ∈ [0,τ ], whereτ is a positive integer. So, considering the effect of signal transmission delay, the released states x(s i ) (i = 0, 1, 2, . . . , ∞, s 0 = 0) will reach the controller node at the time instants s i + τ si . It should be noted that the relationship s i + τ si < s i+1 + τ si+1 − 1 is satisfied for i = 0, 1, 2, . . . , ∞ because of the role of the logic ZOH; hence, the state-feedback control law (5) with the event-triggering scheme (4) can be further expressed as
where K ∈ R m×n is the static feedback gain to be designed later.
Under the above analysis, the closed-loop system can be described by
In the following, for the sake of stability analysis and controller synthesis, we will convert system (7) to a equivalent time-delay system, which can be analysed by the well-developed time-delay system theory.
It follows from (8) that
where l ∈ Z + satisfying l ≥ 1. Since τ si ≤τ , it is easy to show that there exists a positive integer d satisfying
From (10)- (11), we have
It is seen from (13) 
From (14), we know that
From the definition of e i (k) and the event-triggering condition (3), it can be seen that, for
Based on the above analysis, for
, closed-loop system (7) can be further rewritten as
where φ(k) is the initial function of x(k). Associate with system (1), we define the following quadratic cost function
where W and V are given positive-definite symmetric matrices. Before proceeding further, similar to [16] , we first introduce the following definition.
Definition 1:
Consider the uncertain system (1) with eventtriggering scheme (3), if there exists a networked controller u * (k) and a positive scalar J * such that for all admissible uncertainties, the closed-loop event-triggered system (17) is robustly stable and the cost function (18) satisfying J ≤ J * , then J * is said to be a guaranteed cost and u * (k) is said to be a networked guaranteed cost controller for the uncertain event-triggered system (1).
Then, the problem of robust guaranteed cost control under event-triggering scheme (RGCCETS) to be addressed in this paper is expressed as follows:
Problem of RGCCETS: Consider the uncertain system (1), design a memoryless state-feedback networked guaranteed cost control law u(k) = Kx(k) with eventtriggering scheme (3) such that the closed-loop eventtriggered system (17) is robustly stable and satisfies the requirements on the cost performance, that is, J * exists such that J ≤ J * .
Main results
The following lemma is needed in the proof of our main results in this paper.
Lemma 1 [42] : Let 1 , 2 and 3 be real matrices of appropriate dimensions, with 1 =
First of all, let us solve the stability analysis issue of the closed-loop system (17) without considering parameter uncertainties. Sufficient conditions for the addressed problem are represented via LMI technique.
Theorem 1: For given parameter μ > 0 and feedback gain K, system (17) without considering parameter uncertainties (2) is asymptotically stable if there exist real matri-
Proof: Construct the following Lyapunov-Krasovskii function as
where
with P, Q, R are positive-definite matrices with appropriate dimensions. Along the solution of system (17) 
By using the free weighting matrix method and (16), we have (see (24)) where M > 0 and
Combining (21)- (24), we can obtain that
From (19) and using Schur complement, one can conclude that
we can see that system (1) without considering parameter uncertainties is asymptotically stable.
Based on Theorem 1 together with Lemma 1, we can obtain the robust controller design method for eventtriggered system (17) with parameter uncertainties, which is summarised as follows: (26) and (27)) where
Moreover, if the above conditions are feasible, a desired controller gain matrix is given by K =KS −1
.
Proof: Replacing matrices A and BK in (19) with A + A(k) and BK + B(k)K, respectively. For given μ > 0, the closed-loop NCSs (17) is robustly stable, according to Theorem 1, if there exist real matrices P > 0, Q > 0, R > 0, M > 0, > 0 and X , Y with appropriate dimensions such
that for all admissible uncertainties, (20) and the following LMI holds: (see (28)) where and are defined in Theorem 1, and
For presentation simplicity, define
Then, (28) can be further rewritten as
Pre-and post-multiplying (29) with
}, and defining some new variables as
E = diag{P −1 , P −1 , P −1 , P −1 }, S 1 = P −1 , S 2 = R −1 ,Q = P −1 QP −1 ,R = P −1 RP −1 , = P −1 P −1 ,M = EME, = E E,K = KP −1 .
Then (26) follows immediately by applying Schur complement and Lemma 1 to (29) and
Obviously, (30) is not strict LMIs because of the existence of the non-linear term S 1 RS 1 . Note that R > 0, then (S 2 − S 1 )R(S 2 − S 1 ) ≥ 0, which is equivalent to
Combining (30) and (31), (27) can be obtained. This completes the proof.
Remark 3:
Compared with the previous work in eventtriggered control, the implementation of our event-triggering strategy accounts for the unavoidable existence of model uncertainties in the stability analysis. Moreover, the problem considered in this paper has not been dealt with previously within the event-triggered approach; see, for example, [32, 33, 36] . Furthermore, we provide robustness to parameter uncertainties in the presence of time-varying transmission delays, which will be shown in the numerical example.
Based on Theorems 1 and 2, we can obtain the guaranteed cost controller design result for system (1) with event-triggering scheme (3), which is given in the following theorems without proof (The proof of Theorems 3 and 4 can be easily concluded, and hence omitted). 
where and are defined in Theorem 1, and
Now, we are in a position to solve the problem of guaranteed cost controller design for the uncertain system (1) with event-triggering scheme (3). 
where , , 21 
Remark 4: Note that Theorem 4 shows the guaranteed cost control problem is solvable for the addressed uncertain discrete-time NCS with event-triggering scheme. The merits of the obtained results are as follows: (1) network channels in both sides of the control loop are considered, and the effects of time-varying network-induced delays are involved in this paper, which is common and unavoidable in NCSs; (2) the event-triggering scheme is introduced in the uncertain discrete-time NCSs setting. Consequently, comparing with the existing results in literature, the developed theory results is more comprehensive and realistic to cover more general cases. However, the bound (34) obtained in Theorem 4 depends on the initial condition of system (1). It is desirable to remove this dependence. The method of removing such dependence can be seen in [16, 24] . Here, for completeness, we also give the solution to that problem. If the initial state of system (1) is assumed to be arbitrary but belongs to the set
, where T is a given matrix. Then, the cost function (34) satisfies
Remark 5: In this paper, since we mainly focus our attention on the modelling of uncertain discrete-time NCSs with event-triggering scheme by using delay system approach, we just choose one common Lyapunov functional when studying the stability and the guaranteed cost control for uncertain discrete-time NCSs with event-triggering scheme, which leads to conservatism to some extent. In fact, significant progress on analysis and synthesis for time-delay systems has been witnessed; see, for example, [43] and references therein, and lots of research attention have been paid to the selection of suitable methods to reduce the conservatism of the obtained results, such as using delay-partitioning approach [16] and free-weighting matrix method [44] . How to further reduce the conservatism for the main results of this paper is left for our future work.
Simulation results
In this section, we illustrate the presented theory using two simulation examples. We will show that by the eventtriggered control strategy, we can still guarantee stability for the event-triggered NCSs with larger inter-event times.
At the same time, we can also stabilise the unstable plant using guaranteed cost controller under the proposed eventtriggering scheme. By simple calculation, the eigenvalues of A are 0.96, 0.85 and 1, thus, the considered system is unstable. For this example, our aim is to design a robust state-feedback guaranteed cost controller (6) over a networked environment under the event-triggering scheme (3), such that the resulting event-triggered NCSs is robustly stable and a specific quadratic cost function has an upper bound for all admissible uncertainties. In what follows, we consider two cases: (36) is shown in Fig. 2 , from which it can be seen that the closedloop system is stable. The corresponding control input is pollted in Fig 3 . 
where the initial state x(0) x 0 is transmitted successfully.
To show the effectiveness of the proposed event-triggering scheme (38), we give some simulation results below. In what follows, in order to further show the relationships among the number of sensor data transmission (N ), the data transmission rate (p), the trigger parameter (μ), the upper bound of cost function (18) Next, similar to Example 1, our aim is to design a robust state-feedback guaranteed cost controller (6) over a networked environment under the event-triggering scheme (3), such that the resulting event-triggered NCSs is robustly stable and a specific quadratic cost function has an upper bound for all admissible uncertainties. In what follows, we also consider two cases: The state response of the closed-loop system is plotted in Fig. 7 . The initial state is given by x(0) = x 0 = −5 0 5 0 T and x(−j) = 0, j = 1, 2, . . . , 13. Here, the corresponding control input is not plotted for simplicity. 
The initial state is given by x(0) = −5 0 5 0 T and x(−j) = 0, j = 1, 2, 3, 4. The state response of the closedloop system is plotted in Fig. 8 . Fig. 9 shows the release instants and release intervals. From Figs. 7-9, it can be concluded that the proposed event-triggering scheme may have an advantage in the tradeoff between the number of data transmission and control performance.
Furthermore, in order to further verify the derived theory results of this paper, we perform the simulation investigation of the number of sensor data transmission (N ), the data transmission rate (p), the upper bound of cost function (35) (J * ) and the maximum value of the d M (d max ) against the trigger parameter (μ). The simulation results are presented in Table 2 (the other related parameters are omitted here for simplicity). From Table 2 , it can be seen that the percentage of transmitted samples to the total samples p is inversely proportional to the μ. In other words, the workload of data transmission reduced by the event-triggering scheme will increase with the parameter μ increasing, and vice versa. Other similar discussions conducted in Table 1 can also be applied to Table 2 ; here, detailed discussions are omitted to avoid repetition. Figs. 7 and 8) , it can be seen that there is not a clear difference between both system responses in both approaches (i.e. periodictriggering scheme and event-triggering scheme). However, as shown in Figs. 6 and 9, we can see that the number of sensor data transmission caused by event-triggering conditions (38) and (39) is reduced in comparison with the total number of sensor data transmission with periodic-triggering scheme. Therefore when the event-triggering scheme is applied, even the amount of communication between sensor and controller nodes is reduced, the desired stability of control system is not compromised. Moreover, from Tables 1 and 2, it can still be seen that larger μ leads to smaller N , which in turn leads to smaller p, smaller J * and smaller d M , thus the larger μ, the lower frequency of data transmission, which is better for the network, while the robustness to time-varying delays is degraded. On the other hand, smaller μ may lead to larger J * and d M , which is better for the whole system, while the frequency of data transmission in network is higher (p becomes bigger). Therefore we should choose a proper parameter μ so as to make a compromise between the data transmission frequency of sensor, system performance and the delay margin of the closed-loop system.
Conclusions
This paper is concerned with the guaranteed cost control problem for a class of uncertain discrete-time networked systems with a novel event-triggering scheme that has not been studied before. In particular, different from the previous work in event-triggered control, we formulated the resulting event-triggered networked system as a delay system, which allows us to use the well-developed theory on time-delay system to study the event-triggered control system with parameter uncertainties in the stability analysis and controller design of NCSs with time-varying transmission delays. This point has not been seen before. Based on delay system approach and Lyapunov-Krasovskii functional method together with LMI technique, sufficient conditions for the existence of the robust guaranteed cost controller and the trigger parameters have been derived in terms of LMIs, such that a specific quadratic cost function has an upper bound for all admissible uncertainties. Finally, two examples are given to illustrate the developed theory and show that, the proposed event-triggering can significantly reduce the utilisation of communication and computation resources compared with the time-triggering scheme.
