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Abstract
In this thesis we investigate equilibrium and nonequilibrium thermodynamic prop-
erties of Quantum Chromodynamics (QCD) matter at finite baryon densities. We begin
by constructing crossover models for the thermodynamic equation of state. These use
switching functions to smoothly interpolate between a hadronic gas model at low energy
densities to a perturbative QCD equation of state at high energy densities. We carefully
design the switching function to avoid introducing first-, second-, or higher-order phase
transitions which lattice QCD indicates are not present at small baryon chemical po-
tentials. We employ three kinds of hadronic models in the crossover constructions, two
of which include repulsive interactions via an excluded volume approximation while one
model does not. We find that the three crossover models are in excellent agreement with
accurate lattice QCD calculations of the equation of state over a wide range of tempera-
tures and baryon chemical potentials. Hence, the crossover models should be very useful
for parameterizing the equation of state at finite baryon densities, which is needed to
build next-generation hydrodynamic simulations of heavy-ion collisions. We next cal-
culate the speed of sound and baryon number fluctuations predicted by the crossover
models. We find that crossover models with hadronic repulsion are most successful at
reproducing the lattice results, while the model without repulsion is less successful, and
hadron (only) models show poor agreement. We then compare the crossover models
to net-proton fluctuation measurements from the STAR Collaboration at the Relativis-
tic Heavy Ion Collider (RHIC). The comparisons suggest baryon number fluctuations
freeze-out well below the chemical freeze-out temperature. We also search for signs of
critical fluctuations in the STAR data, but we find no evidence for them at this time.
Finally, we derive kinetic theory formulas for the shear and bulk viscosity and ther-
mal conductivity of hot hadronic matter. This generalizes previous works by incorpo-
rating baryon chemical potential and a vector mean field into the formalism. We show
that the theory is thermodynamically self-consistent and it obeys the Landau-Lifshitz
conditions of fit. The formulas should be very useful for predicting transport coefficients
in future heavy-ion collision experiments at RHIC and other colliders.
This thesis is based upon work published in Refs. [1, 2, 3].
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Chapter 1
Introduction
Quantum Chromodynamics (QCD) is the theory of quarks and gluons and the forces
between them. (Chromo refers to the color charge of QCD, whose values are called
red, green, and blue.) In the world around us, QCD confines quarks and gluons into
color neutral bound states—protons and neutrons—which form the centers atoms, from
which we are made. Interestingly, quarks and gluons can form different collective states
of matter when compressed to higher densities or heated to larger temperatures. For
instance, according to our current understanding of cosmology, in the first microseconds
after the big bang (approximately 13.8 billion years ago), the universe was too hot and
dense for protons or neutrons to stably exist—instead, the quarks and gluons in the
universe formed a quark-gluon plasma [4]. As the universe expanded and cooled below
a temperature1 of 150 MeV (nearly 2 trillion kelvin), it changed phase from a quark-
gluon plasma into a gas of bound states including protons, neutrons, pions, rho mesons,
and so forth. Collectively, these bound states are referred to as hadrons, and a weakly-
interacting collection of them is called a hadron gas. As the universe further expanded
and cooled, the unstable hadrons decayed, yielding an early universe filled with protons,
neutrons, leptons, and photons (along with dark matter).
Quark-gluon plasmas are also expected to form at cooler temperatures and greater
baryon densities. Furthermore, theoretical calculations suggest this may become su-
perconducting at very large baryon densities [5, 6]. This raises an obvious question of
whether or not neutron stars, whose cores may be nearly ten times more dense than
1 In this thesis, we use natural units such that ~ = c = kB = 1.
1
2atomic nuclei [7], are sufficiently dense to host exotic phases of quarks and gluons. This
is a topic of intense research [8].
Major research efforts are underway in the nuclear physics community aimed at
discovering and understanding these various collective phases of quarks and gluons.
This represents, in essence, a quest to understand the earliest moments of our ancient
past. Part of the challenge is elucidating the properties of the various phases of matter,
while another challenge is locating and characterizing the boundaries separating the
different phases. The conjectured phase diagram of QCD is illustrated in Fig. 1.1.
(See Ref. [9] for a review.) From the figure, we see the quark-gluon plasma exists
at high temperatures and baryon chemical potentials2 while the hadron gas occupies
lower temperatures and chemical potentials. The boundary separating the two phases
is believed to have interesting thermodynamic properties: theoretical modeling suggests
the phase boundary is a line of first-order [10, 11, 12, 13] phase transitions at large
baryon chemical potentials, while computational studies show the phase boundary is an
analytic crossover at zero baryon chemical potential [14, 15]. This suggests the first-
order line terminates at a critical point—a point of second-order phase transition—at
some critical temperature and chemical potential [16, 17]. The exact location of the
critical point is unknown, and its existence has not yet been experimentally confirmed.
Experimentally, the phases of QCD are probed using heavy-ion colliders—enormous
particle accelerators which collide large atomic nuclei at relativistic speeds. The violent
collisions convert the projectiles’ kinetic energy into thermal energy, forming a hot and
dense quark-gluon plasma not much bigger than an atomic nucleus, with maximum
temperatures reaching into the trillions of degrees; in essence, it is like a droplet of
the early universe. With no walls to contain the material, the fireball quickly expands
and cools until the quarks and gluons become confined into hadrons. Then, the fireball
expands and cools further until interactions between hadrons cease (an event called
freeze-out) and particles stream outwards, ultimately passing through sensitive particle
detectors. It is the goal of experimental physicists to reconstruct the properties of the
hot QCD phases formed early in the collision from observations of the leftover debris.
This is a challenging endeavor which requires careful comparison between experimental
2 Baryon chemical potential is the thermodynamic variable conjugate to baryon density. Large
baryon densities correspond to large baryon chemical potentials.
3Te
m
p
e
ra
tu
re
Baryon chemical potential
Figure 1.1: Conjectured phase diagram of QCD as a function of temperature and baryon
chemical potential.
data and detailed simulations.
Heavy-ion collisions have a long history, going all the way back to the Bevalac at
Lawrence Berkeley National Laboratory in the early 1970’s and the Alternating Gradient
Synchrotron (AGS) at Brookhaven National Laboratory in the 1980’s [18]. A major goal
was the creation of new forms of nuclear matter. Unfortunately, those early machines,
which collided nuclei at energies of a few GeV per nucleon, did not have sufficient
collision energy to create a quark-gluon plasma. Signatures of quark-gluon plasma were
later observed at the more powerful Super Proton Synchrotron (SPS) at CERN [19], but
some doubts remained. The Relativistic Heavy Ion Collider (RHIC) was constructed
at Brookhaven to settle the issue. Completed in 2000, RHIC began colliding nuclei
at ultra-relativistic energies of 200 GeV per nucleon pair, forming hotter and denser
fluids with initial temperatures of 300-600 MeV [20]—well above the phase transition
temperature. Within a few years, RHIC collisions had produced clear signs of a quark-
gluon plasma [21, 22, 23, 24]. One major discovery was that the quark-gluon plasma
behaved as a nearly ideal fluid [23, 25]. It has in fact been called a perfect fluid since
its specific shear viscosity (that is, shear viscosity divided by entropy density) is among
4the smallest of all known substances [26, 27, 28]. It is in fact very near a lower limit
conjectured by string theory [29], which raises many tantalizing questions. In any case,
hydrodynamic simulations with small but non-zero viscosities proved very successful at
reproducing heavy-ion collision data from RHIC. Other interesting discoveries were jet
quenching and collective flow [23, 25, 30, 31, 32]. These, along with the small specific
shear viscosity, indicated that QCD is strongly interacting in the quark-gluon plasma
formed at RHIC.
At the same time RHIC was making experimental breakthroughs, advances in com-
putational modeling known as lattice QCD showed that the QCD phase transition is an
analytic crossover at zero baryon chemical potential [14, 15], as opposed to the first-order
phase transition which is expected at large baryon chemical potentials [10, 11, 12, 13].
This suggests the first-order transition line may terminate at a critical point at some
unknown critical temperature and baryon chemical potential [16, 17]. With the quark-
gluon plasma’s existence confirmed, interest in recent years has turned towards locating
the critical point. Experimentally, a beam energy scan program at RHIC has searched
for signs of the critical point by colliding heavy ions at a variety of beam energies from
√
sNN = 7.7 GeV to 200 GeV [33]. Varying the energy changes the chemical poten-
tial and initial temperature of the medium (higher collision energies yield larger initial
temperatures and smaller baryon chemical potentials), enabling a scan across the phase
diagram. Some have argued that the data shows hints of a critical point [34], but at
present it is hard to claim any definitive signal. It seems that detecting the critical point
will require greater effort from physicists.
Already, a second beam energy scan at RHIC is in the planning stage which will
search for the critical point with greatly increased statistics and upgraded detectors [35].
Also, a new particle collider is under construction near Darmstadt, Germany. Called the
Facility for Antiproton and Ion Research (FAIR), it will search for the critical point at
even higher baryon chemical potentials than RHIC. To maximize the discovery poten-
tial, these experimental efforts must be accompanied by complementary improvements
in theoretical modeling of QCD matter at moderate temperatures and large baryon
chemical potentials, where the critical point is believed to lie. That is a major goal of
this thesis.
Theoretical modeling of QCD and its various phases is a highly non-trivial endeavor.
5Formally, it is straightforward to express thermodynamic properties of QCD matter
(like the equation of state) in terms of path integrals, as the QCD Lagrangian is well
known. However, no one knows how to solve the equations in general circumstances, and
only in special cases has progress been made. Due to asymptotic freedom [36, 37], the
QCD coupling constant weakens at temperatures far above the deconfinement transition
temperature, so perturbation theory has been successfully applied there to compute
various quantities, such as the equation of state. However, the coupling constant grows
near the phase transition temperature, causing perturbative calculations to diverge and
fail at lower temperatures.
In the special case where baryon chemical potential vanishes, the path integrals
simplify enough to enable Monte-Carlo integration known as lattice QCD. With this
technique, researchers use powerful supercomputers to solve the path integrals by dis-
cretizing space-time and numerically integrating over the fields. Thanks to the expo-
nential growth of computing power over the decades, known as Moore’s Law, lattice
QCD has revolutionized our understanding of the QCD phase diagram at zero baryon
chemical potential. For instance, it has identified the phase transition temperature as
T ≈ 150 MeV [38, 39, 40, 41] and shown us that the transition from a hadron gas to a
quark-gluon plasma is a smooth crossover at zero chemical potential [14, 15]. However,
lattice QCD suffers from the fermion sign problem [42] which renders calculations diffi-
cult to intractable at large baryon chemical potentials. There has been some progress at
evading the sign problem using, for example, re-weighting and Taylor series expansion
techniques, but in general they are only reliable for baryon chemical potentials smaller
than the temperature [42].
Thus, at large baryon chemical potentials and at temperatures below the deconfine-
ment transition, neither perturbation theory nor lattice QCD make reliable predictions
about QCD matter. Unfortunately, those are exactly the conditions expected at RHIC’s
beam energy scan and at FAIR. Hence, in this thesis, we focus on hadron gas models.
While these models are not derived directly from the QCD Lagrangian, they have been
shown to match lattice QCD predictions below the deconfinement phase transition [43].
Hadron gas models have an advantage over lattice QCD in that calculations are tractable
when baryon chemical potential is finite.
One goal of this thesis is to predict the thermodynamic equation of state of QCD
6matter at large baryon chemical potentials over a range of temperatures. This is an in-
teresting quantity for several reasons. First, state-of-the-art hydrodynamic simulation
codes have proven themselves invaluable tools for modeling heavy-ion collisions and en-
abling discoveries, and all hydro codes require knowledge of the equation of state. This
tells the program, for instance, how thermodynamic variables like pressure, energy den-
sity, temperature, etc., are related. In RHIC collisions at energies of 200 GeV, and in
heavy-ion collisions at the Large Hadron Collider (LHC) at CERN, chemical potentials
are tiny. (See for instance Ref. [44].) Hence, when modeling those collisions, hydro-
dynamic codes typically use an equation of state based on lattice QCD calculations,
which assumes baryon chemical potential is zero. However, baryon chemical potentials
are large in the RHIC beam energy scan, and they will be even larger at FAIR, and
that alters the equation of state—for instance, pressure rises with baryon chemical po-
tential. Hence, hydrodynamic codes need equation of state calculations which include
large chemical potentials to support those new experiments. A second motivation is
that the equation of state allows one to predict baryon number fluctuations. In Chapter
3, we compare our predicted fluctuations to experimental data from the STAR Collabo-
ration at RHIC. By fitting our models to the STAR data, we infer the temperatures and
chemical potentials at which fluctuations froze-out in collisions in the first beam energy
scan at RHIC. This gives us information about the final moments of heavy-ion collisions
as the fireballs disintegrate. Interestingly, we find that previous works may have over-
estimated the freeze-out temperatures. We also look for anomalously large fluctuations,
which could pinpoint the location of the critical point, but we see no evidence of those
in the current STAR data.
A second goal of this thesis is to develop a new framework for computing the shear
and bulk viscosity and thermal conductivity of QCD matter at large baryon chemical
potentials. These quantities are also needed for hydrodynamic simulations, but they
could be even more valuable: in many substances, shear viscosity is a minimum and
bulk viscosity a maximum at phase phase transitions [45]. Hence, it may be possible
to detect phase transition boundaries from changes in the transport coefficients. In any
regard, it is important to develop the mathematical tools to predict how the transport
coefficients of QCD matter change with temperature and baryon chemical potential.
The outline of this thesis is as follows:
7• In Chapter 2, we begin by reviewing the popular hadron resonance gas model,
which is a simple but effective description for QCD matter below a temperature
of 150 MeV. The hadron resonance gas model incorporates attractive interac-
tions, but it neglects repulsion—something which is important as temperatures
and baryon chemical potentials rise. We proceed to improve the model by incor-
porating repulsive forces through an excluded volume approximation, and we show
this gives superior results at higher temperatures and baryon chemical potentials.
For completeness, we also compare this to a similar excluded volume model found
in the literature. We next develop phenomenological equations of state which
use thermodynamic switching functions to smoothly interpolate from hadron gas
models at low temperatures to perturbation theory at high temperatures. These
crossover models are thermodynamically self-consistent, and we show that they
are remarkably successful at reproducing lattice QCD calculations. Finally, we use
the models to predict the equation of state at large baryon chemical potentials
where lattice results are unavailable.
• In Chapter 3, we employ the crossover models from Chapter 2 to compute the
speed of sound of QCD matter and the baryon number fluctuations. We then
compare the fluctuation predictions to experimental data from the STAR Collab-
oration, and we fit the model predictions to the STAR data to infer the fluctuation
freeze-out surface. An important discovery is that previous works may have over-
estimated the temperature at which baryon number fluctuations freeze-out. We
also look for signatures of a critical point in the STAR data, but we find no clear
signs of a critical point at this time.
• Finally, in Chapter 4, we derive a relativistic quasiparticle theory of transport
coefficients of hadronic gases at moderate temperatures and large baryon chem-
ical potentials. A novel contribution is showing how to incorporate attractive
and repulsive interactions via scalar and vector mean fields all while maintaining
thermodynamic self-consistency. We also show how to carefully obey the Landua-
Lifshitz conditions of fit, and we show that this ensures that transport coefficients
are non-negative, as thermodynamics requires.
Chapter 2
Equations of State
In this chapter, we develop models for calculating the thermodynamic equation of state
of Quantum Chromodynamics (QCD). The models use thermodynamic switching func-
tions to smoothly interpolate from a hadron gas phase at low temperatures and baryon
chemical potentials to a quark-gluon plasma phase at high temperatures and chemical
potentials. The resulting equations of state show remarkable agreement with lattice
QCD calculations. We then use the models to predict the equation of state at large
baryon chemical potentials where lattice QCD calculations become challenging due to
the fermion sign problem.
2.1 Introduction
The equation of state of Quantum Chromodynamics at finite temperature is studied
theoretically in a variety of ways. Starting from low temperatures one has a dilute gas
of pions and nucleons. With increasing temperature hadron resonances are created and
contribute to the equation of state. If the spectrum of resonances increases exponentially
with mass then one reaches a Hagedorn limiting temperature which experiments and
models suggest is about 160 MeV. This conclusion is based on the treatment of hadrons
as point particles, which they are not. Starting from extremely high temperatures
one can use perturbation theory to calculate the equation of state because QCD has
the property of asymptotic freedom whereby the effective gauge coupling decreases
logarithmically with temperature. As the temperature is lowered the coupling eventually
8
9becomes large and perturbation theory is no longer useful. The only reliable approach
for all temperatures is to do numerical calculations with lattice QCD.
The goal of this chapter is to find a means for switching from a hadron resonance
gas at low temperature, preferably treating the hadrons not as point particles but as
extended objects, to a plasma of weakly interacting quarks and gluons at high temper-
ature. We will construct a switching function that does just that. The parameters will
be adjusted to fit the lattice equation of state at zero chemical potentials. Then the
model can make parameter-free predictions for both finite temperature and chemical
potentials. Lattice calculations at finite chemical potentials face well-known problems
[42], but comparison to one of them at a baryon chemical potential of 400 MeV is quite
good. The equation of state constructed in this chapter can be used in hydrodynamical
models of high energy heavy-ion collisions. It has the advantage that at the moment of
freeze-out from fluid behavior to individual hadrons, one will know the chemical abun-
dance of all the hadrons which then can either be compared to experimentally observed
abundances or used as the initial condition for a cascade after-burner.
The outline of this chapter is as follows. In Sec. 2.2 we will review the hadron
resonance model of point particles. In section 2.3 we will review and extend two versions
of the excluded volume model which take into account the extended spatial size of
hadrons. In Sec. 2.4, we describe the most recent calculations of perturbative QCD and
compare it to the lattice equation of state to illustrate the problem we are addressing. In
Sec. 2.5 we will construct a switching function, and adjust its parameters and the other
parameters in the model by doing a chi-squared fit to both the pressure and the trace
anomaly/interaction measure. The resulting parameters provide physical information,
such as the size of hadrons and one optimum way to choose the scale of the running
gauge coupling as a function of temperature and baryon chemical potential. In section
2.6 we will compare with lattice results at a baryon chemical potential of 400 MeV. Our
conclusions are contained in section 2.7.
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2.2 Hadron Resonance Gas
The equation of state of the hadronic phase is usually assumed to be a hadron resonance
gas where all observed, and sometimes extrapolated, hadrons are included as free non-
interacting point particles. According to the arguments by Dashen, Ma and Bernstein
[46], this is a reasonable way to include attractive interactions. (Repulsive interactions
will be addressed in the next section.) In thermodynamic equilibrium, each hadronic
species labeled by a contributes to the pressure as
P pta (T, µa) = ga
∫
d3p
(2pi)3
|p|2
3Ea
1
eβ(Ea(p)−µa) ± 1 . (2.1)
(Note that we use natural units where ~ = c = kB = 1.) The sign is positive if the
hadron a is a fermion and negative for bosons. The factor
1
eβ(Ea(p)−µa) ± 1 (2.2)
appearing in Eq. (2.1) is the famous Fermi Dirac/Bose Einstein distribution function of
quantum statistical mechanics. The inverse of temperature is denoted by β and µa is
the particle chemical potential. The degeneracy of particle a of spin sa is
ga = (2sa + 1) . (2.3)
The energy Ea depends on momentum p and mass ma as
Ea(p) =
√
|p|2 +m2a . (2.4)
This is the standard energy equation of special relativity. Hence, Eq. (2.1) is valid at
relativistic particle energies. We assume chemical equilibrium and we assume strange
and electric chemical potentials vanish which is a good approximation for conditions
probed in heavy-ion collision experiments [47]. Hence, the particle chemical potential is
µa = baµ , (2.5)
where ba is the baryon charge of particle a and µ is the baryon chemical potential. Note
that ba is +1 for baryons, −1 for antibaryons, and 0 for mesons. The total pressure is
the sum of partial pressures:
Ppt(T, µ) =
∑
a
P pta (T, µa) . (2.6)
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The equilibrium number density of hadron species a is given by
npta (T, µa) = ga
∫
d3p
(2pi)3
1
eβ(Ea(p)−µa) ± 1 . (2.7)
Hence the equilibrium density of baryon charge is
npt(T, µ) =
∑
a
ba n
pt
a (T, µa) . (2.8)
The equilibrium energy density of the hadron gas is
pt(T, µ) =
∑
a
ga
∫
d3p
(2pi)3
Ea
1
eβ(Ea(p)−µa) ± 1 . (2.9)
Finally, the entropy density is found through the thermodynamic relation
spt =
1
T
(pt + Ppt − µnpt) . (2.10)
Following a well-trodden path, we include all hadrons appearing in the most recent
Particle Data Group compilation which consist of up, down, and strange quarks, with
the exception of the σ meson—it is omitted as its contribution to averaged thermal
observables is canceled by other repulsive channels [48]. For completeness, and for use
by others, we provide a table of particles in Appendix A.
2.3 Excluded Volume Models
Hadrons are not point particles, and repulsive interactions can be implemented via an
excluded volume approximation whereby the volume available for the hadrons to move
in is reduced by the volume they occupy, as first suggested in Refs. [49, 50, 51]. There are
at least two thermodynamically self-consistent versions of this model. Here we extend
one of these models, referred to as model I [52], which was originally formulated at
finite temperature, to include finite chemical potentials as well. Then we compare and
contrast it to what we refer to as model II [53], which appeared a decade later. Model II
has been compared to experimental data a number of times, such as in [54] and [55]. Our
arguments are phrased in terms of classical statistics, or Boltzmann distributions, for
clarity of presentation. However, this is not a limitation, and the extension to quantum
statistics is deferred to later.
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2.3.1 Model I
In the independent-particle approximation the partition function for a hadron of species
a is V za where V is the total volume of the system and
za = (2sa + 1)
∫
d3p
(2pi)3
e−β(Ea(p)−µa) . (2.11)
In the canonical ensemble the total number of particles is fixed, whereas in the grand
canonical ensemble only the average is. Let n denote the total number of species. The
partition function in the grand canonical ensemble in the point particle approximation
is
Zpt =
∞∑
N=0
∞∑
N1=0
· · ·
∞∑
Nn=0
δN1+···Nn,N
(V z1)
N1
N1!
· · · (V zn)
Nn
Nn!
, (2.12)
where N is the total number of particles irrespective of species. The excluded volume
approximation being applied here reduces the total volume V by the amount occupied
by the N hadrons
VexI =
1
0
 N1∑
j=1
E1(pj) + · · ·
Nn∑
j=1
En(pj)
 . (2.13)
The assumption is that the volume excluded by a hadron is proportional to its energy
with the constant of proportionality 0 (dimension of energy per unit volume) being the
same for all species. It is also assumed that hadrons are deformable so that there is no
limitation by a packing factor as there would be for rigid spheres, for example. This is
model I.
In the pressure ensemble [49, 50] the partition function is the Laplace transform of
the grand canonical partition function in volume space.
Z˜(T, µ, ξ) =
∫
dV Z(T, µ, V )e−ξV (2.14)
In the present context the relevant integral is∫ ∞
VexI
dV (V − VexI)Ne−ξV = N !
ξN+1
e−ξVexI . (2.15)
Then
Z˜exI(T, µ, ξ) =
1
ξ
∞∑
N=0
∞∑
N1=0
· · ·
∞∑
Nn=0
δN1+···Nn,N
N !
N1! · · ·Nn!
(
z˜1
ξ
)N1
· · ·
(
z˜n
ξ
)Nn
, (2.16)
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where
z˜a = (2sa + 1)
∫
d3p
(2pi)3
e−(β+ξ/0)Ea(p)eβµa . (2.17)
The factor
N !
N1! · · ·Nn!
is just the number of ways to choose N1 particles of type 1, N2 particles of type 2, etc.
out of a total of N = N1 + · · ·+Nn particles. Hence
Z˜exI(T, µ, ξ) =
1
ξ
∞∑
N=0
(
z˜1
ξ
+ · · · z˜n
ξ
)N
=
(
ξ −
n∑
a=1
z˜a
)−1
. (2.18)
In the pressure ensemble the pole ξp furthest to the right along the real axis determines
the pressure as ξp = βPexI(β, µ). Note that
n∑
a=1
z˜a = β∗Ppt(β∗, µ∗) , (2.19)
where Ppt is the point particle pressure with effective inverse temperature β∗ = β+ξp/0
and baryon chemical potential µ∗ = βµ/β∗. (The generalization to more than one
conserved charge is obvious.) This implies that the pressure in the excluded volume
approximation is expressed in terms of the point particle pressure as
PexI(T, µ) =
Ppt(T∗, µ∗)
1− Ppt(T∗, µ∗)/0 (2.20)
with the real temperature and chemical potential expressed in terms of the effective
ones by
T =
T∗
1− Ppt(T∗, µ∗)/0 (2.21)
µ =
µ∗
1− Ppt(T∗, µ∗)/0 . (2.22)
The baryon density, entropy density, and energy density are computed from the pressure
using the standard thermodynamic formulas:
nexI =
(
PexI
∂µ
)
T
(2.23)
sexI =
(
PexI
∂T
)
µ
(2.24)
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exI = −PexI + TsexI + µnexI . (2.25)
Note that this ensures the model is thermodynamically self-consistent. After tedious
algebra, we find
sexI(T, µ) =
spt(T∗, µ∗)
1 + pt(T∗, µ∗)/0
(2.26)
nexI(T, µ) =
npt(T∗, µ∗)
1 + pt(T∗, µ∗)/0
(2.27)
exI(T, µ) = −PexI(T, µ) + TsexI(T, µ) + µnexI(T, µ)
=
pt(T∗, µ∗)
1 + pt(T∗, µ∗)/0
. (2.28)
Note that in this model there is a natural limiting energy density of 0. The model is
solved using a numerical root finding algorithm to simultaneously solve Eqs. 2.21 and
2.22 for T∗ and µ∗ from the true T and µ, calculating the point particle properties with
these values, and then computing thermodynamic properties in the excluded volume
approximation.
It is rather tedious to present the derivation with quantum statistics. The result
is simply to calculate the point particle quantities with the inclusion of Bose or Fermi
statistics. The fundamental thermodynamic relations may easily be checked.
It is instructive to take the nonrelativistic limit with one species of particle with
mass m and with classical statistics. Using Ppt = nptT∗, pt = (m + 32T∗)npt, and
assuming T  m and nexIT  0, one finds the standard van der Waals equation of
state PexI(1− v0nexI) = nexIT where v0 = m/0.
2.3.2 Model II
Now let us consider a different version of the excluded volume approximation where a
hadron of species a has a volume va. This is referred to as model II. Following the same
procedure as for model I we find
z˜a = (2sa + 1)
∫
d3p
(2pi)3
e−βEa(p)eβ(µa−vaTξ) . (2.29)
Thus the chemical potential for species a is shifted by the amount
µa → µ¯a = µa − vaTξp = µa − vaPexII(T, µ) . (2.30)
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Thus the pressure must be calculated self-consistently from the equation
PexII(T, µ) =
n∑
a=1
P pta (T, µ¯a) (2.31)
using Eq. (2.30). Note that P pta (T, µ¯a) is the point particle pressure for species a with
effective chemical potential µ¯a. The application of standard thermodynamic identities
to Eq. (2.31) yields the following expressions
nexII(T, µ) =
∑
a ba n
pt
a (T, µ¯a)
1 +
∑
a van
pt
a (T, µ¯a)
(2.32)
sexII(T, µ) =
∑
a s
pt
a (T, µ¯a)
1 +
∑
a van
pt
a (T, µ¯a)
(2.33)
exII(T, µ) = −PexII(T, µ) + TsexII(T, µ) + µnexII(T, µ)
=
∑
a 
pt
a (T, µ¯a)
1 +
∑
a van
pt
a (T, µ¯a)
. (2.34)
One must pay attention to the notation used above: npta (T, µ¯a) is the number density
of particles of species a treated as noninteracting point particles, whereas the baryon
density for point particles is
∑
a ba n
pt
a (T, µa), with ba the baryon number of species a.
In this version of the excluded volume model, one first uses numerical root finding to
solve for the pressure PexII(T, µ) self-consistently using Eqs. (2.31) and (2.30). Note
that the true T and µ are used. Then, one uses PexII to compute the effective chemical
potential µ¯a for each particle species a and then finds the remaining renormalized ther-
modynamic properties. Note that the chemical potential for each species is additively
modified, not multiplicatively renormalized as in model I. Also, all of the shifts are
negative. For example, the effective chemical potential for nucleons is µ−vNPexII(T, µ),
for antinucleons it is −µ−vNPexII(T, µ), and for pions of any charge it is −vpiPexII(T, µ)
(always negative). Here we choose va to be proportional to the mass, namely,
va = ma/0 (2.35)
where 0 is a constant with units of energy per volume. This should give results very
similar to model I where the excluded volume is proportional to the single particle
energy. This choice is also consistent with the MIT bag model. We also remark that
with this choice there is only one free parameter (0), unlike in other published works
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where each va is an independent parameter. Hence, it will be easier to avoid over fitting
when estimating the parameters of this model using the lattice QCD data.
A derivation which includes quantum statistics is straightforward. The obvious
result is that one just calculates the point particle properties with the Bose-Einstein or
Fermi-Dirac distributions instead of the Boltzmann distribution.
Next, we compare the three hadronic models, including quantum statistics, with
lattice QCD calculations at zero baryon chemical potential. The lattice results to which
we compare were reported in Ref. [56]. They included 2+1 flavors of quarks (strange
quark heavier than up and down quarks). The temperature range sampled was from
100 to 1000 MeV, extending even beyond the highest temperatures expected at CERN’s
Large Hadron Collider (LHC). For both excluded volume models, we performed a chi-
squared combined fit to the pressure and the trace anomaly for T < 300 MeV. The
best-fit parameter for model I was 0 = (600.4 MeV)
4 with a chi-squared per degree
of freedom of 9.93. The best-fit parameter for model II was 0 = (550.0 MeV)
4 with
a chi-squared per degree of freedom of 8.94. The point model is parameter-free. The
pressures are displayed in Fig. 2.1 while the trace anomaly (− 3P )/T 4, also called the
interaction measure, is visible in Fig. 2.2. We see that the excluded volume models have
improved agreement with the lattice data at higher temperatures. However, all of the
hadron models fail to agree with lattice QCD at high temperatures where the system
transforms into a quark-gluon plasma.
2.4 Perturbative QCD
The equation of state of the quark-gluon plasma can be calculated using perturbation
theory in the gauge coupling. Many papers have contributed to this endeavor since the
first papers in the late 1970’s. Here we use the latest results from Refs. [57] and [58]
which computes the pressure including terms up to order α3s lnαs. We assume 3 flavors
of massless quarks. Note that both h4 and h6 depend on ln(αs/pi):
P =
8pi2
45
T 4
[
h0 + h2
(αs
pi
)
+ h3
(αs
pi
)3/2
+ h4
(αs
pi
)2
+ h5
(αs
pi
)5/2
+ h6
(αs
pi
)3]
(2.36)
where
h0 = 1 +
3Nf
32
(
7 + 120µˆ2q + 240µˆ
4
q
)
(2.37)
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Figure 2.1: Pressure normalized by T 4 for the three hadronic models. The point model
(pt) is parameter-free while the excluded volume models exI and exII were fit to lattice
results from Ref. [56].
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Figure 2.2: Trace anomaly normalized by T 4 for the three hadronic models. The point
model (pt) is parameter-free while the excluded volume models exI and exII were fit to
lattice results from Ref. [56].
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h2 = −15
4
[
1 +
Nf
12
(
5 + 72µˆ2q + 144µˆ
4
q
)]
(2.38)
h3 = 30
[
1 +
Nf
6
(
1 + 12µˆ2q
)]3/2
(2.39)
h4 = 237.223 +
(
15.963 + 124.773 µˆ2q − 319.849µˆ4q
)
Nf
− (0.415 + 15.926 µˆ2q + 106.719 µˆ4q)N2f
+
135
2
[
1 +
Nf
6
(
1 + 12µˆ2q
)]
ln
[(αs
pi
)(
1 +
Nf
6
(
1 + 12µˆ2q
))]
− 165
8
[
1 +
Nf
12
(
5 + 72µˆ2q + 144µˆ
4
q
)](
1− 2Nf
33
)
ln Mˆ (2.40)
h5 = −
√
1 +
Nf
6
(
1 + 12µˆ2q
)[
799.149 +
(
21.963− 136.33 µˆ2q + 482.171 µˆ4q
)
Nf
+
(
1.926 + 2.0749 µˆ2q − 172.07 µˆ4q
)
N2f
]
+
495
12
(
6 +Nf (1 + 12µˆ
2
q)
)(
1− 2Nf
33
)
ln Mˆ (2.41)
h6 = −
[
659.175 +
(
65.888− 341.489 µˆ2q + 1446.514 µˆ4q
)
Nf
+
(
7.653 + 16.225 µˆ2q − 516.210 µˆ4q
)
N2f
− 1485
2
(
1 +
1 + 12µˆ2q
6
Nf
)(
1− 2Nf
33
)
ln Mˆ
]
ln
[(αs
pi
)(
1 +
Nf
6
(1 + 12µˆ2q)
)
4pi2
]
− 475.587 ln
[(αs
pi
)
4pi2CA
]
. (2.42)
For QCD we have Nc = 3, CA = 3, and we take Nf = 3. The M is the renormalization
scale which we will discuss shortly. If µ is the baryon chemical potential then µq = µ/3
is the quark chemical potential. The hat denotes division by 2piT so that µˆq = µq/(2piT )
and Mˆ = M/(2piT ). We use the 3-loop coupling constant from the Particle Data Group
(PDG) [59] (we drop the b3 term)
αs =
1
b0t
[
1− b1
b20
ln t
t
+
b21(ln
2 t− ln t− 1) + b0b2
b40t
2
−b
3
1(ln
3 t− 52 ln2 t− 2 ln t+ 12) + 3b0b1b2 ln t
b60t
3
]
, (2.43)
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where
b0 =
33− 2Nf
12pi
b1 =
153− 19Nf
24pi2
b2 =
1
128pi3
(
2857− 5033
9
Nf +
325
27
N2f
)
. (2.44)
We will define the variable t shortly.
There are several issues with obtaining accurate numerical results. First, it was
observed early on that the series (2.36) in αs is oscillatory, so that at non-asymptotic
temperatures the results depend to some degree on where the series is terminated.
Second, one has some freedom in choosing the renormalization scale M for αs. In Ref.
[60] it was suggested to choose M2 roughly equal to the average three-momentum of the
quarks and gluons. For massless particles with quark chemical potential µq = µ/3 = 0,
one finds M ≈ 3T , the exact coefficient depending on whether they are bosons or
fermions. For massless particles with T = 0, one finds M ≈ µq. Another commonly used
argument for the choice of scale is that M = piT since that is the smallest Matsubara
frequency. We shall choose
M = CM
√
(piT )2 + µ2q (2.45)
and adjust the coefficient CM to best represent the lattice results. What is important
here is the relative proportion of T and µq, which is chosen on the basis of the above
arguments.
The quantity labeled by t which enters into the solution of the 3-loop beta function
for the running coupling (2.43) would usually be taken to be t = ln(M2/Λ2
MS
). This
results in a divergence of the running αs at small but finite values of the temperature
and chemical potential—the famous Landau pole—which causes unphysical behavior
in the pressure at small temperatures and chemical potentials. In reality one would
expect αs to remain finite even at zero energy scale, although its value is most likely
gauge-dependent. To address, this problem we choose
t = ln
(
C2S +M
2/Λ2
MS
)
, (2.46)
where CS is a constant used to eliminate the Landau pole; it will be adjusted to rep-
resent best the lattice results. The introduction of this constant does not change the
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behavior of the perturbative expansion at asymptotically high temperatures because the
applicability of perturbation theory is predicated on the assumption that M  ΛMS .
The elimination of the Landau pole is crucial to obtaining a smooth crossover from one
phase to the other, as we will see later. An alternative would be to take the running
coupling from lattice QCD calculations, but we do not pursue that here. We recover
the equation of state of Ref. [58] when CS = 0, and take ΛMS = 290 MeV as in that
paper.
It is straightforward to compute the other thermodynamic quantities like the en-
ergy, entropy, and baryon densities from derivatives of pressure (2.36) with respect to
temperature and baryon chemical potential. Due to the complexity of Eq. (2.36), there
are no convenient analytic formulas, so we simply evaluate these derivatives numerically
with finite difference formulas.
We next compare the perturbative QCD result with lattice QCD and the point
hadron model. Fig. 2.3 shows the pressure divided by T 4. The point hadron resonance
gas represents the lattice result very well up to about T = 200 MeV and then greatly
exceeds them. If we had included a full exponential spectrum of hadronic states, with
level density proportional to exp(m/TH) where TH = 160 MeV is the Hagedorn tem-
perature, the pressure would either end at a finite value or diverge at TH , depending on
the pre-exponential factor. This does not happen here because we include a very large
but still finite number of hadronic states. The perturbative QCD result represents the
lattice result very well down to a temperature of about 200 MeV. It appears from this
figure that doing a little matching between the two limiting forms of the pressure in the
vicinity of 200 MeV would achieve our goal.
Fig. 2.4 shows the trace anomaly (−3P )/T 4. The hadron resonance gas represents
the lattice result very well up to a temperature of about 150 MeV and then greatly
exceeds it. This is due to an increasing number of massive hadronic states with increas-
ing temperature, massively diverging from a free massless gas which has  = 3P . The
perturbative QCD result represents the lattice result very well down to a temperature
of about 220 MeV. It also massively deviates at lower temperature because the renor-
malization group running coupling is becoming large, reflecting the intrinsic QCD scale
ΛMS . Between these two limiting contributions there is a cusp around 190 MeV.
The perturbative QCD parameters were chosen by doing a chi-squared combined
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Figure 2.3: Pressure normalized by T 4. The dotted curve represents the parameter-free,
point particle hadron resonance gas. The solid curve represents perturbative QCD with
2 parameters adjusted to fit the lattice result taken from Ref. [56].
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Figure 2.4: Trace anomaly normalized by T 4. The dotted curve represents the
parameter-free, point particle hadron resonance gas. The solid curve represents per-
turbative QCD with 2 parameters adjusted to fit the lattice result taken from Ref.
[56].
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fit to the pressure and the trace anomaly for T > 200 MeV. For definiteness we fixed
ΛMS = 290 MeV, but it should be noted that the choice is irrelevant since the value of
CM can be adjusted accordingly. The result of the fit is CM = 3.293 and CS = 1.509
with a chi-squared per degree of freedom of 1.397. This value of CM is in the range
usually considered, namely, 1 ≤ CM ≤ 4 [57, 58].
It would appear from these results that one could just terminate the hadron res-
onance gas contribution somewhat below 200 MeV and the perturbative QCD contri-
bution somewhat above, and find an interpolating function to fill in the middle. The
problem is that eventually one will find that some n’th order derivative of P with respect
to T will become discontinuous at each of the matching points, leading to a phase tran-
sition of order n. This is unacceptable. We tried various matching functions, arguing
that if n is large enough it would have no practical effects for use in modeling heavy-ion
collisions, but we did not succeed. In addition, one would have to do this interpolation
as a function of µ, and the equation of state for arbitrary T and µ is not known from
lattice calculations.
2.5 Switching from Hadrons to Quarks and Gluons
In this section we study the problem of a smooth switching from a purely hadronic
equation of state at low temperatures to a purely quark-gluon equation of state at high
temperatures. We will introduce a thermodynamic switching function to accomplish
this. We will also deduce best-fit values for 0 in the two excluded volume models,
which is a physically interesting result in its own right.
The idea of a switching function has been used in atomic and molecular systems for a
long time, usually with limited success. For example, it was found in [61], in the context
of the properties of steam, that it is generally impossible to interpolate monotonically
all thermodynamic functions over a range where a system has a transition from one
phase to another. While it may be straightforward to make a switching function from a
free energy f1(T ) to f2(T ), either its first or second derivative will deviate greatly from
any kind of weighted average of the derivatives of f1 and f2 alone. Sometimes this is
physical: in a first-order phase transition, the first derivative of the free energy ∂f/∂T
is discontinuous at the transition temperature, corresponding to a discontinuous change
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in heat capacity as well as a latent heat for the phase transition. However, lattice QCD
calculations show no such discontinuities, at least for zero chemical potential, and the
switching has to be done with great care.
We begin by constructing a pressure P which includes a hadronic piece Ph, a per-
turbative QCD piece Pqg, and a switching function S.
P (T, µ) = S(T, µ)Pqg(T, µ) + [1− S(T, µ)]Ph(T, µ) (2.47)
Here Ph may be computed with any of the three hadronic models (pt, exI, exII). The
switching function must approach zero at low temperatures and chemical potentials and
approach one at high temperatures and chemical potentials. The switching function
must also be very smooth to avoid introducing first, second, or higher-order phase
transitions. We choose the following functional form
S(T, µ) = exp{−θ(T, µ)}
θ(T, µ) =
[(
T
T0
)r
+
(
µ
µ0
)r]−1
(2.48)
with integer r. This function is infinitely differentiable, and goes to zero faster than
any power of T as T → 0 (when µ = 0). It has three parameters. However, we will
choose µ0 = 3piT0. There are two reasons for this choice. First, it is consistent with Eq.
(2.45). Second, the crossover region at µ = 0 occurs around T = 170 MeV, whereas the
crossover or phase transition is estimated to occur around µ = 1.25 GeV when T = 0;
see Ref. [62].
The other thermodynamic variables must be calculated from the pressure like before.
We find
s = Ssqg + (1− S) sh + rθ
2
T
(
T
T0
)r
(Pqg − Ph)S (2.49)
n = Snqg + (1− S)nh + rθ
2
µ
(
µ
µ0
)r
(Pqg − Ph)S (2.50)
 = −P + Ts+ µn . (2.51)
Note that since we derived these quantities from the pressure using standard thermo-
dynamics formulas, we ensure that the crossover models are thermodynamically self-
consistent.
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We now have two parameters in the switching function, two parameters in the per-
turbative QCD equation of state, and one parameter in the excluded volume equation
of state (0 not necessarily the same for both models). We now do a search on the
parameters in each of the three models to obtain the best overall chi-squared fit to both
the pressure and the trace anomaly. Quantum statistics are used for the hadronic piece
of the equation of state. The results of the fit are shown in Figs. 2.5 and 2.6. The
switching function is shown in Fig. 2.7, and the best-fit parameters are shown in Table
2.1.

1/4
0 (MeV) r T0 (MeV) CS CM χ
2/dof
pt NA 4 145.33 4.196 2.855 0.558
pt NA 5 157.44 3.896 2.965 0.616
exI 306.50 5 177.12 4.281 3.352 0.342
exI 342.27 4 175.21 1.573 3.614 0.461
exII 279.71 5 177.65 4.325 3.351 0.343
exII 316.28 4 175.33 1.510 3.608 0.457
Table 2.1: First and second best-fit parameters for switching function equations of state
built with pt, exI, and exII hadronic models. Fitting was done at µ = 0 with lattice
data from Ref. [56]. The last column gives each fit’s χ2 per degree of freedom.
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Figure 2.5: Pressure of crossover models using those parameters from Table 2.1 that
minimize the χ2 per degree of freedom. Lattice data is from Ref. [56].
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Figure 2.6: Trace anomaly of crossover models using those parameters from Table 2.1
that minimize the χ2 per degree of freedom. Lattice data is from Ref. [56].
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Figure 2.7: Switching function.
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Some points to remark on follow.
(a) There is essentially no noticeable difference between the model I and model II
curves. The only physical difference between these models is whether the volume
excluded by a hadron is proportional to its total energy or to its mass. At low
temperatures, the particle number density is so low that the excluded volumes do
not matter, and both model I and II reduce to the point particle model.
(b) In excluded volume model I, 0 is the limiting energy density as T becomes large
while the pressure increases linearly with T . In model II, both the energy density
and the pressure grow slightly faster than T . Hence Ph/T
4 ∼ 1/T 3 at high
temperature. When multiplied by 1 − S the hadrons contribute much less than
the quarks and gluons, which behave approximately as Pqg/T
4 ∼ constant.
(c) The best fit for model I is obtained with 0 = 1.149 GeV/fm
3 and for model II it is
0 = 797 MeV/fm
3. These can be used to infer the hard core radius of the proton
or neutron to be 0.580 fm for model I and 0.655 fm for model II, very sensible
numbers.
(d) For the point hadron gas model the best fit is obtained with r = 4 while the
second best fit is obtained with r = 5. For the excluded volume models it is just
the opposite. However, the difference in the chi-squared between those two values
of r is very small.
(e) The value of T0 for the point hadron gas is about 30 MeV smaller than for the
excluded volume models. Thus the switching from hadrons to quarks and gluons
occurs at a lower temperature. The reason is that Ph for the point hadron model
grows much faster with T than for the excluded volume models; see Fig. 2.1
and point (b). That fast growth must be cut-off by the switching function. An
unnatural consequence is that there is a minor dip in the trace anomaly near a
temperature of 115 MeV.
2.6 Nonzero Chemical Potential
In Figs. 2.8 and 2.9, we compare the hadron (only) models with lattice results for
µ = 400 MeV. Similar to the case at µ = 0, we see good agreement at T < 150 MeV for
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all models, and excluded volume models perform better at higher temperatures.
Next, we compare the crossover models to lattice results for µ = 400 MeV in Figs.
2.10 and 2.11. We see the crossover models perform much better than hadron (only)
models. The two excluded volume crossover models agree very well with the lattice
results. The crossover model with point hadrons does not agree as well. It should
be emphasized that there are no free parameters in making these comparisons. All
parameters were fixed already using lattice data at µ = 0.
In Figs. 2.12 and 2.13 we show crossover model predictions for the larger value µ =
600 MeV. The difference between the two excluded volume crossover models continues
to be insignificant, but now there are large—factor of 2—differences between them and
the point hadron crossover model in the vicinity of T = 150 MeV.
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Figure 2.8: Pressure of hadron (only) models. Lattice data is from Ref. [63].
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Figure 2.9: Trace anomaly of hadron (only) models. Lattice data is from Ref. [63].
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Figure 2.10: Pressure of crossover models. Lattice data is from Ref. [63].
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Figure 2.11: Trace anomaly of crossover models. Lattice data is from Ref. [63].
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Figure 2.12: Pressure of crossover models.
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Figure 2.13: Trace anomaly of crossover models.
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2.7 Conclusion
In this chapter, we matched three semi-realistic hadronic equations of state at low
energy densities to a perturbatively computed equation of state of quarks and gluons at
high energy densities. All three hadronic equations of state include all known hadronic
resonances, which approximates attractive interactions among hadrons. The other two
include, in addition, repulsive interactions in the form of excluded volumes occupied
by hadrons of finite spatial extent. A switching function was employed to make the
crossover transition from one phase to another without introducing a thermodynamic
phase transition. A chi-squared fit to accurate lattice calculations at zero chemical
potentials, with temperatures 100 < T < 1000 MeV, fixes the various parameters in the
models. These parameters quantify the behavior of the QCD running gauge coupling
and the physical size of hadrons. Notably, the hard core radius of protons and neutrons
turns out to be 0.62± 0.04 fm, a very sensible range that lends credence to the models.
The most physically reasonable models include the excluded volume effect. Not only
do they include the effects of attractive and repulsive interactions among hadrons, but
they also represent the lattice results the best. As pointed out by [61], it is very impor-
tant to make the best possible approximation to the equation of state in two different
phases when attempting to match them, especially when there is no true thermodynamic
phase transition, but only a crossover.
The equations of state constructed in this chapter do not result in a phase transition,
at least not for the temperatures and baryon chemical potentials investigated. It might
be possible to introduce a thermodynamic phase transition with a different form of
switching function, one that has some singularities built into it. It remains to be seen
how well these equations of state will represent experimental data on high energy heavy-
ion collisions when implemented in hydrodynamic simulations.
Chapter 3
Fluctuations and Freeze-Out
In this chapter, we use the equations of state developed in Chapter 2 to investigate the
speed of sound and the baryon number fluctuations of QCD matter at finite temper-
atures and baryon chemical potentials. The speed of sound is important because its
prediction is needed to build next-generation hydrodynamic simulations—for example,
it dictates the velocity at which disturbances propagate through the fluid. Baryon num-
ber fluctuations are interesting because they could be used to locate the critical point,
which should induce large critical fluctuations. We compare fluctuations predicted from
our models (which do not contain a critical point) to data from the STAR Collaboration;
there is good agreement between the models and data, so we find no clear signature of
critical fluctuations.
3.1 Introduction
In Chapter 1, we discussed the motivation for the beam energy scan at the Relativistic
Heavy Ion Collider (RHIC), which is to search for a critical end point in the QCD phase
diagram. This is also a goal for the Facility for Antiproton and Ion Research (FAIR)
which is currently under construction in Germany. Various models and theoretical
arguments suggest that there is a curve in the plane of temperature T versus baryon
chemical potential µ representing a line of first-order phase transitions. This curve is
expected to terminate in a second-order phase transition at some critical Tc and µc.
There is no agreement on the numerical values, but the expectation is that Tc is less
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than 160 MeV and µc is greater than a few hundred MeV. (For reviews, see Refs. [16]
and [17].) More generally, one would like to create matter in heavy-ion collisions with
moderate temperatures and high baryon densities to study the type of matter that exists
in proto-neutron and neutron stars. The challenge is entropy. One needs high enough
collision energies to create matter at high energy density, but the collision energies
cannot be too high because the entropy per baryon also increases with collision energy
and that means high temperatures and low chemical potentials.
Recently, the STAR Collaboration at RHIC has reported measurements of the mo-
ments of net-proton (proton minus antiproton) multiplicity distributions in Au-Au col-
lisions during the first beam energy scan [33]. These moments have been proposed as
good observables for critical behavior [64, 65, 66]. The measurements were performed
at beam energies
√
sNN = 7.7, 11.5, 19.6, 27, 39, 62.4, and 200 GeV per nucleon pair.
This is remarkable as the two lowest energies are below the injection energy of 19.6
GeV. Here we focus on the most central collisions which are in the range 0-5%.
In Chapter 2, we constructed several equations of state which smoothly interpolate
between a hadron resonance gas with excluded volumes to a perturbative QCD plasma
of quarks and gluons as the temperature and/or chemical potential is raised. The
handful of parameters were adjusted to reproduce the pressure and interaction measure
(also called trace anomaly) calculated with lattice QCD for T between 100 and 1000
MeV with µ = 0. With no further free parameters the crossover equation(s) of state
represented the lattice results at µ = 400 MeV just as well. In this chapter we compare
the third and fourth moments of the baryon distribution from these crossover equations
of state to the STAR data. Fukushima [67] made a similar comparison using a point
particle hadron resonance gas and a relativistic mean field model with vector and scalar
interactions. Borsa´nyi et al. [68] compared their lattice QCD results to the second
moments at
√
sNN = 27, 39, 62.4, and 200 GeV and to the third moment obtained by
averaging over these energies.
The outline of this chapter is as follows. In Sec. 3.2 we briefly review the equations
of state used here. We also compare them to each other and to lattice QCD calculations
of the sound speed as a function of temperature, both for µ = 0 and µ = 400 MeV. We
make similar comparisons for the susceptibility and for the fourth moment, or kurtosis,
for µ = 0 in Sec. 3.3. In Sec. 3.4 we make comparisons to the STAR data assuming
35
that the fluctuations are determined at the time of average chemical freeze-out. In
order to represent the STAR data better, in Sec. 3.5 we consider the possibility that
the fluctuations are determined significantly after the average chemical freeze-out. Our
conclusions are contained in Sec. 3.6.
3.2 Speed of Sound
In Chapter 2, we constructed a pressure P (T, µ) which includes a hadronic piece Ph, a
perturbative QCD piece Pqg, and a switching function S:
P (T, µ) = S(T, µ)Pqg(T, µ) + [1− S(T, µ)]Ph(T, µ) (3.1)
The hadronic piece consists of a resonance gas comprising all the known hadrons as
presented in the particle data tables [59]; an explicit list may be found in the Appendix
A. In one case the hadrons were treated as point particles. We also used two excluded
volume models for the resonance gas. For model I, the assumption is that the volume
excluded by a hadron is proportional to its energy E with the constant of proportionality
0 (dimension of energy per unit volume) being the same for all species. For model II,
the assumption is that the volume excluded by a hadron is proportional to its mass m.
It is assumed in both models that hadrons are deformable so that there is no limitation
by a packing factor as there would be for rigid spheres, for example. We refer to these
three hadronic equations of state as pt, exI, and exII. Philosophically these excluded
volume models are similar but the mathematics to compute their partition functions is
rather different. Quantum statistics are used for the hadronic piece of the equation of
state.
For the perturbative QCD piece we use the latest calculation which is valid up order
α3s lnαs - see Eq. (2.36). This piece involves two parameters, both relating to the energy
scale used in the renormalization group running coupling.
The S(T, µ) is a switching function which must approach zero at low temperatures
and chemical potentials and approach one at high temperatures and chemical potentials.
The switching function must also be infinitely differentiable to avoid introducing first-,
second-, or higher-order phase transitions, which lattice QCD has shown are not present
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at small values of µ. The following functional form was chosen:
S(T, µ) = exp{−θ(T, µ)}
θ(T, µ) =
[(
T
T0
)r
+
(
µ
3piT0
)r]−1
(3.2)
with integer r. This function goes to zero faster than any power of T as T → 0 (when
µ = 0). It has two parameters, T0 and r.
We now have two parameters in the switching function, two parameters in the per-
turbative QCD equation of state, and one parameter in the excluded volume equation
of state (0 not necessarily the same for both models). We did a search on the param-
eters in each of the three models to obtain the best overall chi-squared fit to both the
pressure P/T 4 and the trace anomaly (− 3P )/T 4 to the data in Ref. [56]. The best-fit
parameters are listed in Table 2.1. From the table, we see that the value of T0 for the
point hadron gas is significantly smaller than for the excluded volume models, and so
the switching from hadrons to quarks and gluons occurs at a lower temperature. The
reason is that Ph for the point hadron model grows much faster with T than for the
excluded volume models, and that fast growth must be cut off by the switching func-
tion. An unnatural consequence is that there is a minor dip in the trace anomaly near
a temperature of 115 MeV in the point particle model. As we will describe shortly, this
unphysical artifact causes the point crossover model to make unrealistic predictions for
the speed of sound and baryon fluctuations which disagree with lattice QCD results.
Although we show some results with the point hadron resonance gas in what follows,
it has a second fatal flaw when used as the hadronic piece in a crossover equation of
state. If the point particle hadron resonance gas has a mass spectrum which grows
exponentially like a Hagedorn gas, rather than with a large but finite number of hadronic
resonances, then the hadronic piece has a pressure which either diverges or reaches a
maximum at the Hagedorn temperature TH ≈ 160 MeV. Then the crossover or switching
method of Eq. (3.1) fails to produce a smooth crossover. With the inclusion of excluded
volumes for the hadrons this is not the case.
A more sensitive test of the agreement between the crossover models and lattice
QCD is the speed of sound cs given by c
2
s = ∂P/∂, where the derivative is taken at
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Figure 3.1: The square of the sound speed as a function of temperature for zero baryon
chemical potential. The points are from lattice QCD [56]. The dashed line is for a
noninteracting massive pion gas. The top panel shows the sound speed for hadronic
resonance gases, including those for point hadrons and for the two excluded volume
models. The bottom panel shows the full crossover equations of state.
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Figure 3.2: The square of the sound speed as a function of temperature for a baryon
chemical potential of 400 MeV. The points are from lattice QCD [63]. The dashed
line is for a noninteracting massive pion gas. The top panel shows the sound speed for
hadronic resonance gases, including those for point hadrons and for the two excluded
volume models. The bottom panel shows the full crossover equations of state.
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constant entropy per baryon. In terms of the susceptibilities
χxy =
∂2P (T, µ)
∂x∂y
(3.3)
where x and y may be T or µ, it is
c2s =
n2χTT − 2snχµT + s2χµµ
w(χTTχµµ − χ2µT )
. (3.4)
Note that n, s, and w are the baryon, entropy, and enthalpy densities, respectively. (See
Appendix B for further details on the theory of sound.) Whereas the trace anomaly
depends on first-order derivatives of the pressure, the sound speed depends also on
second-order derivatives. A comparison to lattice QCD is shown in Fig. 3.1 for µ = 0
[56] and in Fig. 3.2 for µ = 400 MeV [63]. In both figures the top panel shows the
hadronic piece only; in other words, set S(T, µ) = 0. (It might be mentioned that the
excluded volume parameter 0 was adjusted to try to give a better fit to the pressure and
trace anomaly of lattice QCD.) The bottom panel shows the full crossover equation of
state. The crossover equation of state using point hadrons has an unnatural temperature
dependence around 115 MeV (see comment above) which causes unphysical behavior in
the speed of sound, so we do not show it in these figures. In both panels the dashed
curve shows the sound speed for a massive noninteracting pion gas, which is the natural
limit as the temperature goes to zero. The hadronic piece only gives a qualitative
representation of the lattice data, where the full crossover equation of state reproduces
it very well.
It is possible to switch smoothly between the excluded volume and the perturbative
QCD equations of state thanks to the existence of a region of overlap where both
equations of state match the lattice data. Ultimately, the switching is possible not
because of the choice of S(T, µ), but by the improved description of the physics of
hadronic gas, making it accurate to higher temperatures.
3.3 Susceptibility, Skewness and Kurtosis
LetQ represent some conserved charge (in this work we focus on the net baryon number.)
In an ensemble of events, Q will have a mean value M and a variance σ2. In equilibrium,
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these quantities may be computed from the grand canonical partition function Z, which
can be written very generally as a sum over quantum states s as
Z =
∑
s
e−β(Es−Qsµ) . (3.5)
For example, the first two moments of charge are
M = 〈Q〉 = (Z)−1
∑
s
Qse
−β(Es−Qsµ) = T
∂
∂µ
lnZ , (3.6)
〈
Q2
〉
= (Z)−1
∑
s
Q2se
−β(Es−Qsµ) = T 2(Z)−1
∂2
∂µ2
Z . (3.7)
Writing the fluctuation as δQ = Q−M , we can compute the variance as
σ2 =
〈
δQ2
〉
=
〈
Q2
〉−M2 = T 2 ∂2
∂µ2
lnZ . (3.8)
In equilibrium, the partition function and pressure are related by the identity
P =
T
V
lnZ , (3.9)
where V is the volume of the system. Hence, in equilibrium M and σ2 can be computed
directly from derivatives of the pressure, which is convenient since both the hadronic
models and crossover models predict the pressure. Recalling our definition of suscepti-
bility from Eq. (3.3), we find
M = V χµ (3.10)
and
σ2 = V Tχµµ . (3.11)
It is convenient to take ratios such that the volume cancels:
σ2
M
= T
χµµ
χµ
. (3.12)
The next higher moments are the skewness
S =
〈δQ3〉
σ3
(3.13)
and kurtosis
κ =
〈δQ4〉
σ4
− 3 . (3.14)
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For a finite-size system, such as the matter formed in heavy-ion collisions, it is convenient
and useful to consider the scaled skewness and kurtosis, which are intensive quantities.
For a system in equilibrium they are
Sσ = T
χµµµ
χµµ
(3.15)
and
κσ2 = T 2
χµµµµ
χµµ
. (3.16)
Again, these are easily evaluated for either the hadronic or crossover models since both
sets of models predict the pressure. One general statement that can be made is Sσ = 0
if the baryon chemical potential µ vanishes. The reason is that the pressure is an even
function of the baryon chemical potential, hence all odd derivatives vanish when µ = 0.
Consider a point particle hadron resonance gas. When Boltzmann statistics are
adequate for the baryons, the pressure takes the form
P (T, µ) = Pb(T ) cosh(µ/T ) + Pm(T ) , (3.17)
where Pm(T ) is the pressure contributed by the mesons, and Pb(T ) is the baryonic
pressure when µ = 0. Then Sσ = tanh(µ/T ) and κσ2 = 1. This is a very strong
prediction. For comparison, consider a noninteracting gas of massless quarks and gluons.
The pressure takes the form
P (T, µ) = a0T
4 + a2T
2µ2 + a4µ
4 , (3.18)
where a0, a2, and a4 are constants. Then Sσ = 12a4µT/(a2T
2 + 6a4µ
2) and κσ2 =
12a4T
2/(a2T
2 + 6a4µ
2). The dependence on the ratio µ/T is very different for these
two equations of state.
The kurtosis has been computed by lattice QCD [69] and the results are shown
in Fig. 3.3 (the skewness is obviously zero.) The top panel shows a comparison to
the point hadron resonance gas and the two excluded volume hadron resonance gases.
The kurtosis for the point particle hadron resonance gas is essentially 1, but deviates
very slightly with increasing temperature due to quantum statistics. The kurtosis for the
excluded hadron resonance gas does decrease significantly with temperature, but it does
not quantitatively reflect the lattice QCD kurtosis. Also shown in the top panel is the
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Figure 3.3: The kurtosis as a function of temperature for zero baryon chemical po-
tential. The points are from lattice QCD [69]. The top panel shows the kurtosis for
hadronic resonance gases, including those for point hadrons and for the two excluded
volume models. It also shows the purely perturbative QCD result for quarks and gluons.
The bottom panel shows the full crossover equations of state.
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Figure 3.4: The top panel shows the kurtosis as a function of temperature for zero
baryon chemical potential. The points are from lattice QCD [69]. The curve is the
same as the crossover from the previous figure. The shaded region shows the uncertainty
when fitting the crossover equation of state parameters to lattice QCD at zero chemical
potential. The bottom panel shows the susceptibility as a function of temperature for
zero baryon chemical potential. The dotted curve is the parameterization from the
lattice calculations in Ref. [63] while the points are from the HotQCD Collaboration
[70].
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kurtosis from perturbative QCD. Deviation from a noninteracting gas of massless quarks
and gluons is evident and is due to the running of the renormalization group coupling
αs with T and µ. Lattice QCD clearly shows the transition from a hadron resonance
gas at low temperature to a plasma of quarks and gluons at high temperature. The
bottom panel shows the comparison with the full crossover equations of state exI and
exII. Qualitatively the agreement is very good, the crossover equations of state having
the correct limits when T becomes small and when it becomes large. However, in the
intermediate region between 150 and 300 MeV, the kurtosis from the crossover equations
of state is too small compared to lattice QCD. This is due to the perturbative equation
of state lying below the lattice data. While this deserves further exploration, it is most
likely inconsequential for the following sections, where lower temperatures are relevant.
To see whether the discrepancy in the kurtosis can be resolved by the fitting proce-
dure to the pressure and trace anomaly, we show the band of uncertainty in the crossover
parameters in the top panel of Fig. 3.4. Clearly it cannot. Since the kurtosis involves
the fourth derivative of the pressure with respect to chemical potential, it is a very
sensitive measure of the equation of state. The discrepancy might be due to a slightly
inaccurate parameterization of the crossover between hadrons and quarks and gluons,
although the agreement with the pressure, trace anomaly, and sound speed at µ = 0
and µ = 400 MeV makes this problematic. In the bottom panel of Fig. 3.4 we show the
susceptibility in comparison to two lattice calculations. The dotted curve is from Ref.
[63], whereas here the data points come from the HotQCD Collaboration [70]. There is
good agreement between the two lattice calculations. The crossover equation of state is
also in good agreement at and below 200 MeV, which is what matters for comparison
with the STAR heavy-ion data. At temperatures of 250–350 MeV the crossover equation
of state gives a result too large, by about 10%, in comparison to lattice QCD. It should
be pointed out that a free gas of massless quarks and gluons gives χµµ/T
2 = 1/3. It is
easily shown that including a strange mass of order 100 MeV changes that value only
about 0.1%.
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3.4 Comparison to STAR Data: Chemical Freeze-Out
In this section, we compare to the data taken during the first beam energy scan at
RHIC by the STAR Collaboration [33]. In order to make the comparison we need to
have an estimate of the temperature and chemical potential at the time the fluctuations
are frozen out. Following Fukushima [67] we use the conditions at the time of average
chemical freeze-out as presented in Ref. [44]. The chemical potential is parameterized
as a function of
√
sNN by
µ(
√
sNN ) =
d
1 + e
√
sNN
(3.19)
and then the temperature by
T (µ) = a− bµ2 − cµ4 . (3.20)
The five constants in these parameterizations are a = 0.166 GeV, b = 0.139 GeV−1,
c = 0.053 GeV−3, d = 1.308 GeV, and e = 0.273 GeV−1.
In Fig. 3.5 we show the skewness as a function of beam energy. First, consider the top
panel which displays the hadronic and perturbative QCD pieces only. The perturbative
QCD piece is always small and goes to zero with increasing energy. The reason is that
the chemical potential goes to zero with increasing energy, and the skewness vanishes
for zero chemical potential as discussed in the previous section. The point particle
hadron gas closely follows the formula Sσ = tanh(µ/T ) with only a minor correction
for quantum statistics. Qualitatively it follows the trend of the data. The two excluded
volume models are similar but lie somewhat closer to the data. The bottom panel
shows the skewness from the full crossover equations of state with the excluded volume
approximations in the hadronic piece. (We do not show the crossover with point hadrons
for the same reason as with the sound speed.) These lie significantly below the data
and do far worse than the pure hadronic pieces only. Mathematically the reason for this
is that the switching function is reducing the hadronic contribution and increasing the
perturbative QCD contribution.
In Fig. 3.6 we show the kurtosis as a function of beam energy. The top and bottom
panels display the same equations of state as in Fig. 3.5. The kurtosis for the point
hadron resonance gas would be exactly 1 if classical statistics were used; it drops slightly
below 1 at low energy due to the slight effect of quantum statistics. It cannot be said
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to represent the data very well; certainly it does not have the dip that the data has at
the 19.6 GeV beam energy. The pure hadronic excluded volume equations of state lie
closer to the data but do not reproduce such a strong dip at the aforementioned energy.
As in the previous section, we show the band of uncertainty in the crossover param-
eters for exI in Fig. 3.7 for the skewness (top panel) and kurtosis (bottom panel). These
uncertainties are not large enough to explain the STAR data. As a final check, we also
plot the crossover model baryon number variance over the mean in Fig. 3.8. We again
find poor agreement between the crossover model and the STAR data.
This leaves us with a puzzle. The crossover equations of state exI and exII do an
excellent job of reproducing the pressure, the trace anomaly, and the sound speed as
calculated with lattice QCD as a function of temperature between 100 and 1000 MeV
and for a baryon chemical potential of 0 and 400 MeV. They also reproduce the lattice
results relatively well for the kurtosis for zero chemical potential. Yet they do not
adequately describe the STAR data as well as the purely hadronic equation of state,
which does a much worse job of reproducing the lattice results. Why is that?
3.5 Comparison to STAR Data: Post-Chemical Freeze-
Out
The lack of agreement between the crossover equations of state and the STAR data
is significant. We have already compared the crossover equations of state with lattice
QCD in detail previously, with very positive results. One possibility, which we explore
here, is that the baryon fluctuations are not frozen out at the same time as average
chemical freeze-out. Indeed, it is well known that kinetic freeze-out occurs after average
chemical freeze-out when the temperature is lower [71, 72]. A hint in this direction is that
both the skewness and kurtosis decrease with increasing temperature when the chemical
potential is fixed. To get closer agreement with the STAR data, we ought to consider
the possibility that the baryon fluctuations freeze-out occurs at lower temperatures than
assumed earlier.
As an example, consider changing the parameter a in Eq. (3.20) from 166 to 140
MeV. Such a lower temperature is roughly consistent with kinetic freeze-out [71, 72]. The
results are shown in Figs. 3.9 and 3.10 for the crossover equation of state exI (the results
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Figure 3.5: The skewness as a function of collision energy per nucleon pair. The points
are from STAR measurements. The top panel shows the skewness for excluded volume
hadronic resonance gases. It also shows the purely perturbative QCD result for quarks
and gluons. The bottom panel shows the full crossover equations of state. The energy
dependence of the temperature and chemical potential are determined by the conditions
at average chemical freeze-out as in Eq. (3.20).
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Figure 3.6: The kurtosis as a function of collision energy per nucleon pair. The points
are from STAR measurements. The top panel shows the kurtosis for excluded volume
hadronic resonance gases. It also shows the purely perturbative QCD result for quarks
and gluons. The bottom panel shows the full crossover equations of state. The energy
dependence of the temperature and chemical potential are determined by the conditions
at average chemical freeze-out as in Eq. (3.20).
49
101 102
Collision Energy(GeV)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
S
σ
exI
STAR data
101 102
Collision Energy(GeV)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
κ
σ
2
exI
STAR data
Figure 3.7: The skewness (top panel) and kurtosis (bottom panel) for the crossover
model exI. The shaded region shows the uncertainty when fitting the crossover equation
of state parameters to lattice QCD at zero chemical potential. The energy dependence
of the temperature and chemical potential are determined by the conditions at average
chemical freeze-out as in Eq. (3.20).
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for exII are nearly identical). Now the agreement is quite acceptable. The exceptional
points are the kurtoses at the three highest beam energies for which the theory is below
the data. This may very well be associated with the fact that the kurtosis for the
excluded volume crossover equations of state, at zero chemical potential, lie below the
lattice results, as shown in Figs. 3.3 and 3.4.
51
101 102
Collision Energy(GeV)
0
1
2
3
4
5
6
7
σ
2
/M
exI
STAR data
Figure 3.8: Ratio of variance to mean for the crossover equation of state compared
to the measurements by the STAR Collaboration. The energy dependence of the tem-
perature and chemical potential are determined by the conditions at average chemical
freeze-out as in Eq. (3.20).
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Figure 3.9: Ratio of variance to mean for the crossover equation of state compared to
the measurements by the STAR Collaboration. The energy dependence of the temper-
ature and chemical potential are determined as in Eq. (3.20) but with a temperature
which is 26 MeV lower than in Figs. 3.5 to 3.8 (a = 140 MeV).
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Figure 3.10: The skewness (top panel) and kurtosis (bottom panel) for the crossover
model exI. The shaded region shows the uncertainty when fitting the crossover equation
of state parameters to lattice QCD at zero chemical potential. The energy dependence
of the temperature and chemical potential are determined as in Eq. (3.20) but with a
temperature which is 26 MeV lower than in Figs. 3.5 to 3.8 (a = 140 MeV).
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It is interesting to plot the ratio κ/S2 since this is independent of the variance. The
result, using a = 140 MeV as in Figs. 3.9 and 3.10, is shown in Fig. 3.11. The agreement
at the four lowest beam energies is excellent. Again, the biggest discrepancies are at
the highest beam energies. As there is no discrepancy for
√
sNN = 7.7, 11.5, 19.6, and
27 GeV, and the crossover models lack a critical point, it would be difficult to argue for
a critical point in this energy range—at least under the assumptions made here.
Suppose that at each beam energy we wanted to fit the experimental measurements
of κσ2 and Sσ. Assuming an equation of state, one can always find a T and µ at each
energy to fit this data. Using the crossover equation of state exI, we show the results in
Fig. 3.12. Three features in Fig. 3.12 are notable. The first is that T initially increases
with µ. This feature is easily explained from the STAR data. From Fig. 3.6, we see
that as
√
sNN decreases below 200 GeV (hence, as µ increases), the experimentally
measured κσ2 decreases. From the lattice results shown in Fig. 3.3, we know that κσ2
is inversely related to T (at least for small µ). Hence, the inferred T should grow with
µ (for small values of µ). It is interesting to note that a similar behavior was found
in Ref. [73], where the point hadron resonance gas model was fit to the variance at all
but the lowest energy of
√
sNN = 7.7 GeV. The second feature is that T is definitely
smaller than inferred from the average chemical freeze-out. The third is that at large µ,
corresponding to small
√
sNN , there is a very large uncertainty in µ. This uncertainty
is a direct consequence of the experimental uncertainties. As a final point, we note
that one can perform a similar fit to temperature and baryon chemical potential using
κσ2, Sσ, and σ2/M . Now there are only two free variables for every three data points,
so a fit is not guaranteed. The results are shown in Fig. 3.13, albeit without fitting
uncertainties. As on can see, the additional data had no significant impact on the fitted
freeze-out surface.
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Figure 3.11: Ratio of kurtosis to the square of skewness for the two crossover equations
of state compared to the measurements by the STAR Collaboration.
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3.6 Conclusion
In this chapter, we compared crossover equations of state with lattice QCD results
and with the measurements of the first beam energy scan at RHIC. The previously
constructed crossover equations of state interpolated between perturbative QCD at
high energy density to a hadronic resonance gas at low energy density. The hadronic
resonance gas, with excluded volume effects included, gave excellent agreement with
the sound speed as calculated on the lattice. Unsatisfactory results were found when
hadrons were treated as point particles.
Skewness and kurtosis of the baryon number fluctuations are very sensitive measures
of the equation of state because they involve third and fourth derivatives of the pressure
with respect to the chemical potential. The crossover equation of state agreed best with
lattice QCD calculations when excluded volume effects in the hadronic sector were taken
into account. Henceforth we rejected the crossover equation of state with point hadrons.
The crossover equations of state are in qualitative agreement but in quantitative
disagreement with experimental measurements of the skewness and kurtosis when it is
assumed that the fluctuations were frozen out at the same time as average chemical
freeze-out. When baryon fluctuations are allowed to freeze out at lower temperatures,
much better agreement is obtained, except for the higher beam energies. This conclusion
is supported by other studies.
There are obvious questions that deserve further investigation. How accurate are
the lattice QCD results, especially at nonzero chemical potential? How accurately does
the crossover equation of state need be known to replicate the lattice QCD equation of
state, given that the skewness and kurtosis involve third and fourth derivatives of the
pressure? Our study does not include the requirement that the system have zero net
strangeness, which is probably not a major factor but still needs investigation. A serious
issue is the phenomenology connecting the experimental measurements to the equation
of state. For example, the experimental measurements have a lower momentum-space
cutoff for protons of 400 MeV. Such cutoff effects have been investigated in Refs. [74]
and [75]. However, in general these cutoff effects are not so straightforward when the
equation of state includes interactions.
Our study does not suggest evidence for a critical point, but clearly there is much
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work to be done, both theoretically and experimentally.
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Figure 3.12: A fit to the STAR measurements of the temperature and chemical potential
at each beam energy using the crossover equation of state exI.
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Figure 3.13: A fit (including σ2/M) to the STAR measurements of the temperature
and chemical potential at each beam energy using the crossover equation of state exI.
Fitting uncertainties are omitted.
Chapter 4
Quasiparticle Theory of
Transport Coefficients in
Hadronic Matter at Finite
Temperature and Baryon Density
In Chapters 2 and 3, we investigated the equation of state of QCD at finite baryon
chemical potentials µ. In this chapter, we derive new formulas to compute the shear
and bulk viscosities and thermal conductivity of hot hadronic matter with µ > 0.
To do so, we develop a flexible, thermodynamically consistent framework of hadronic
quasiparticles with medium-dependent quasiparticle masses and with a scalar and vector
mean field. This may be considered a natural generalization of Ref. [76] to incorporate
nonzero baryon chemical potential, along with the concomitant vector mean field which
is generated by large baryon densities.
4.1 Introduction
Transport coefficients of hot QCD matter, like the shear and bulk viscosities and ther-
mal conductivity, are especially interesting quantities to study for several reasons. First,
they are essential theoretical inputs for hydrodynamic simulations, which are critical
58
59
tools for interpreting heavy-ion collision data. In hydrodynamic simulations, the shear
and bulk viscosities influence the predictions of various observables, such as the elliptic
flow coefficients vn and the hadron transverse momentum (pT ) spectrum [77, 78, 79, 80].
Furthermore, the temperature and chemical potential dependence of transport coeffi-
cients may reveal the location of phase transitions: in many physical systems, the shear
viscosity is a minimum and the bulk viscosity a maximum at the phase transition [45].
A third motivation is investigating the KSS lower bound [29] on the shear viscosity to
entropy density η/s ≥ 1/4pi for strongly-coupled conformal theories and its implications
for QCD.
In principle, the transport coefficients can be computed directly from QCD using
the Kubo formulas [81]. However, QCD is strongly coupled at energies accessible to
heavy-ion collision experiments, complicating first-principles calculations. There were
some early attempts to employ lattice QCD [82, 83], but even today it is challenging
to achieve a large enough grid with a small enough grid spacing to accurately compute
transport coefficients. Furthermore, lattice QCD simulations are currently very difficult
at finite baryon chemical potential due to the well-known fermion sign problem. Hence,
many of the early works [84, 85, 86, 87] computed transport coefficients of quark-gluon
plasmas, or hadronic gases with a few species of particles, using the Boltzmann equation
in the relaxation time approximation. These early works did not include mean fields or
medium-dependent masses.
Later on, Jeon [88] and Jeon and Yaffe [89] computed the shear and bulk viscosi-
ties of a hot, weakly-coupled scalar field theory using perturbation theory. Amazingly,
they showed that their complicated perturbative calculation of transport coefficients was
reproduced by a simpler kinetic theory of quasiparticles with temperature-dependent
masses and a scalar mean field. The same conclusion was found for hot, weakly-coupled
QCD and QED [90, 91, 92, 93, 94, 95, 96, 97]. This was also consistent with an ear-
lier analysis of transport in a nucleon plus σ meson system, which similarly found
that renormalized quasiparticle masses were required [98]. Though astounding, this
makes intuitive sense: kinetic theory is widely used to model nonequilibrium systems,
and renormalized particle masses are ubiquitous in finite-temperature field theories.
(They are also present in Fermi liquid theory [99].) Also, temperature- and chemical
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potential-dependent masses allow quasiparticle models to generate more realistic, non-
ideal gas, equations of state [100]. Furthermore, as Gorenstein and Yang pointed out
[101], the scalar mean field is essential for maintaining thermodynamic self-consistency
when masses depend on temperature and/or chemical potential. Hence, it seems kinetic
theories of quasiparticles with medium-dependent masses and mean fields are powerful
theoretical tools, though thermodynamic consistency must be carefully maintained.
More recently, the conjecture of a lower bound on η/s by Kovtun, Son, and Starinets
from AdS/CFT [29] ignited a flurry of additional work. There were several more lat-
tice calculations [102, 103, 104, 105]. There were also many studies with Boltzmann
equations—most of them without medium-dependent masses or mean fields. Shear vis-
cosity was computed for pion-nucleon gases at low temperatures and varying chemical
potentials in [106, 107]. Bulk viscosity of cool pion gases was computed using chiral
perturbation theory in [107, 108]. Shear viscosity in mixtures of hadrons with excluded
volumes were calculated in [109, 110, 111].
There were a few attempts to employ the more powerful quasiparticle models with
medium-dependent masses to compute transport coefficients. In an early work, Sasaki
and Redlich applied kinetic theory and the relaxation time approximation to a quasi-
particle model to compute the bulk viscosity near a chiral phase transition [112]. Later,
Chakraborty and Kapusta developed a comprehensive theory of shear and bulk viscosi-
ties in hadronic gases [76]. That work included multiple hadron species with temperature-
dependent masses and a scalar mean field in a thermodynamically self-consistent way.
They derived formulas for shear and bulk viscosity and provided both relaxation time
approximation formulas and more general integral equations. However, they did not in-
clude chemical potentials, hence, thermal conductivity was not considered in that work.
Bluhm, Ka¨mpfer, and Redlich used a similar quasiparticle formalism to study the shear
and bulk viscosity of gluon matter in [113] (also without chemical potentials). Thus, a
natural question is, how does the formalism of [76] generalize to finite baryon chemical
potential? Also, what is the formula for thermal conductivity?
Several papers have tried different ansatzes for generalized viscosity formulas (in the
relaxation time approximation) when the baryon chemical potential is non-zero. Chen,
Liu, Song, and Wang calculated the shear and bulk viscosities of weakly-coupled quark-
gluon plasma at finite temperature and chemical potential in [114] using a quasiparticle
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model with medium-dependent masses and a scalar mean field. Khvorostukhin, Toneev,
and Voskresensky compared three ansatzes for the generalized bulk viscosity formula
[115] of a hadron gas with medium-dependent masses and a scalar mean field; see also
[116, 117]. Interestingly, Khvorostukhin’s quasiparticle model also included a vector (ω)
mean field [116, 115]; as is well known, they are important to account for repulsive forces
in hadronic matter with large baryon densities. This type of model is quite relevant for
studying the moderate temperature hadronic matter formed in the beam energy scan at
RHIC. It is also relevant for experiments at the Super Proton Synchrotron Heavy Ion
and Neutrino Experiment (SHINE) at CERN and at the future Facility for Antiproton
and Ion Research (FAIR). Given the usefulness of this kind of model, it is desirable to
put the results on a firmer theoretical foundation and (ideally) determine which of the
ansatzes presented in [114] and [115] are correct.
In this work, we present detailed derivations of the formulas for the shear and bulk
viscosities and thermal conductivity of a gas of hadronic quasiparticles. We include a
scalar and a vector mean field, where the mean fields and the quasiparticle masses de-
pend on temperature and baryon chemical potential. Generalization to multiple scalar
and vector fields is straightforward but not included here for clarity of presentation.
Starting from the quasiparticle dispersion relation, we obtain the Boltzmann equation,
and then use the Chapman-Enskog expansion to derive formulas for the transport co-
efficients. At each step we ensure that thermodynamic self-consistency is maintained,
and we carefully enforce the Landau-Lifshitz conditions of fit; we later show this is
vital to obtaining the correct results. We derive both relaxation time approximation
formulas and more general integral equations. Finally, we show that the formulas for
shear and bulk viscosities are straightforward generalizations of previous results [76, 89]
if one recalls that entropy per baryon is conserved in ideal hydrodynamics (neglecting
viscous effects). Classical statistics are used in the main text for ease of presentation,
but results which include quantum statistics are presented in Sec. 4.10, albeit without
detailed derivations.
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4.2 Quasiparticles
In this section we discuss quasiparticle dispersion relations for baryons and mesons. In
the simplest mean field approach all hadrons acquire effective masses in the medium.
In addition, baryons acquire effective chemical potentials. We will focus attention on
baryons since the inclusion of the baryon chemical potential is the new feature of this
work compared to Ref. [76].
The piece of the Lagrangian involving baryons is
Lbaryon =
∑
a
ψ¯a(i 6∂ −ma + gσaσ − gωa 6ω)ψa . (4.1)
Here a refers to the species of baryon. For simplicity of presentation we include only a
generic scalar meson σ and a generic vector meson ω. When evaluating the partition
function there enters an additional term of the form µψ¯aγ
0ψa, where µ is the baryon
chemical potential. Since we are using Dirac spinors both particles and antiparticles are
included. Baryons have chemical potential µ while antibaryons have chemical potential
−µ. Let ba denote the baryon charge, which is +1 for baryons, −1 for antibaryons and
0 for mesons. Then the chemical potential of hadron a is
µa = baµ . (4.2)
Note that hadrons contain electric and strange charges in addition to baryon charge,
so in principle this expression should contain additional terms. However, the electric
and strange chemical potentials are typically small in heavy-ion collisions [47], so those
extra terms are tiny; hence, we ignore them here.
For a uniform medium in thermal equilibrium the meson fields acquire space-time
independent nonzero mean values denoted by σ¯ and ω¯µ; in the rest frame of the medium
the spatial part of the vector field vanishes on account of rotational symmetry, ω¯ = 0,
but in a general frame of reference it does not. The dispersion relation for baryon a is
Ea(p) =
√
(p− gωaω¯)2 +m∗2a + gωaω¯0 (4.3)
and for antibaryon a¯
Ea¯(p) =
√
(p + gωaω¯)2 +m∗2a − gωaω¯0 . (4.4)
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The kinetic momentum p∗ is related to the canonical momentum p by
p∗a = p− gωaω¯ (4.5)
for baryons and by
p∗a¯ = p + gωaω¯ (4.6)
for antibaryons. Mesons do not couple to the vector field, so every meson a has gωa = 0.
Particles and antiparticles have a common mass m∗a. In this mean field approach it is
given by
m∗a = m
∗
a¯ = ma − gσaσ¯ , (4.7)
so we require gσa = gσa¯.
We can succinctly combine the dispersion relations for baryons, mesons, and their
antiparticles into a uniform set of expressions. For antibaryons a¯, we define gωa¯ = −gωa.
For mesons a we have gωa = 0. Then, for any particle or antiparticle a, we have
Ea(p) =
√
(p− gωaω¯)2 +m∗2a + gωaω¯0 (4.8)
and
p∗a = p− gωaω¯ . (4.9)
A more convenient way to think about the dispersion relations is to recognize a shift
in both the mass and chemical potential of quasiparticles and anti-quasiparticles. They
both have energy
E∗a(p
∗) =
√
p∗2 +m∗2a (4.10)
while the chemical potentials shift like
µ∗a = baµ− gωaω¯0 , (4.11)
where ba is the baryon charge of particle a. Mesons do not have a baryon charge or
couple to the vector field, hence meson formulas in the mean field approximation simplify
to
E(p) = E∗(p) =
√
p2 +m∗2 (4.12)
and
µ∗a = 0 . (4.13)
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Note that the kinetic and canonical momenta are the same for mesons. The effective
masses and effective chemical potentials can be found self-consistently once one fixes
the Lagrangian.
In equilibrium, the phase space density for a particle (or antiparticle) of type a is
given by
fa(x,p
∗, t) =
1
e(p
µuµ−µa)/T − (−1)2sa . (4.14)
Here sa denotes the spin and u
µ is the fluid four-velocity. These are relativistic versions
of Fermi-Dirac or Bose-Einstein distributions, depending on whether particle a is a
fermion or boson. In the fluid rest frame, pµuµ = Ea, so in that frame p
µuµ − µa =
E∗a − µ∗a. Thus in the rest frame
fa(x,p
∗, t) =
1
e(E∗a−µ∗a)/T − (−1)2sa . (4.15)
Later on we will simplify our results by using classical statistics, although that approx-
imation is not necessary. Results including quantum statistics are given in Sec. 4.10.
Momentum space integration will be abbreviated as
dΓ∗a = (2sa + 1)
d3p∗a
(2pi)3
(4.16)
indicating that the kinetic momentum is chosen as the independent variable, and the
spin degeneracy is included.
Once again, in this chapter we use natural units where ~ = c = kB = 1.
4.3 Boltzmann Equation
The general form of the Boltzmann equation for the distribution function fa(x,p
∗, t) is
dfa
dt
(x,p∗, t) =
∂fa
∂t
+
∂fa
∂xi
dxi
dt
+
∂fa
∂p∗i
dp∗i
dt
= Ca . (4.17)
Note that we use Einstein notation where repeated tensor indices (like i above) are
summed over. In this thesis, sums over Roman tensor indices like i, j, k run over spacial
coordinates 1-3 while sums over Greek tensor indices like µ, ν, α run over space-time
coordinates 0-3.
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The right-hand-side of Eq. (4.17) is the collision term which will be discussed later.
Here we focus on the left-hand-side. It involves the trajectory x(t) and p∗(t) between
collisions. This trajectory is in general not a straight line because the particle is moving
in a mean field which can be space and time dependent.
The velocity is
dxi
dt
=
∂Ea
∂pia
=
p∗i
E∗a
. (4.18)
The relativistic version of Newton’s Second Law is
dpia
dt
= −
(
∂Ea
∂xi
)
p
. (4.19)
Note that it is p that is held fixed, not p∗. The right-hand-side is(
∂Ea
∂xi
)
p
=
m∗a
E∗a
∂m∗a
∂xi
− gωa∂ω¯
j
∂xi
p∗j
E∗a
+ gωa
∂ω¯0
∂xi
. (4.20)
The left-hand-side of Newton’s Second Law can be written in terms of the kinetic
momentum as
dpia
dt
=
dp∗i
dt
+ gωa
dω¯i
dt
=
dp∗i
dt
+ gωa
(
∂ω¯i
∂t
+
p∗j
E∗a
∂ω¯i
∂xj
)
. (4.21)
The time derivatives of x and p∗ can now be replaced in Eq. (4.17) to put the
Boltzmann equation in the form
dfa
dt
(x,p∗, t) =
∂fa
∂t
+
p∗i
E∗a
∂fa
∂xi
− ∂fa
∂p∗i
{
m∗a
E∗a
∂m∗a
∂xi
+ gωa
[
∂ω¯0
∂xi
+
∂ω¯i
∂t
+
p∗j
E∗a
(
∂ω¯i
∂xj
− ∂ω¯
j
∂xi
)]}
= Ca . (4.22)
This can be simplified by making use of the kinetic four-momentum
p∗µa = (E
∗
a,p
∗) (4.23)
and the field strength tensor
ω¯αβ ≡ ∂αω¯β − ∂βω¯α . (4.24)
The final form is
dfa
dt
(x,p∗, t) =
p∗µ
E∗a
∂µfa −
[
m∗a
E∗a
∂m∗a
∂xi
+ gωa
p∗µ
E∗a
ω¯µi
]
∂fa
∂p∗i
= Ca . (4.25)
66
4.4 Energy-Momentum Tensor and Baryon Current
In this section we present the structure of the energy-momentum tensor Tµν and of the
baryon current Jµ. In terms of temperature, chemical potential, and flow four-velocity
uµ they are
Tµν = −Pgµν + wuµuν + ∆Tµν (4.26)
and
Jµ = nuµ + ∆Jµ , (4.27)
where P (T, µ) is the pressure, s = ∂P/∂T is the entropy density, n = ∂P/∂µ is the
baryon density,  = −P + Ts+ µn is the energy density, and w = + P is the enthalpy
density. In the Landau-Lifshitz approach, which we use, uµ is the four-velocity of energy
transport. Recall from special relativity, if v is the local three-velocity of the fluid, then
the four-velocity is defined as
uµ = (
1√
1− v2 ,
v√
1− v2 ) , (4.28)
where natural units have c = 1. Our metric (written as a matrix) is
g =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (4.29)
Note that gµν denotes the (µ, ν) component of the matrix. Together, these imply that
uµu
µ = gµνu
µuν = 1 . (4.30)
The ∆Tµν and ∆Jµ are the nonequilibrium (i.e., dissipative) parts. In the next
section, we will show they are given by
∆Tµν = η
(
Dµuν +Dνuµ + 23∆
µν∂ρu
ρ
)− ζ∆µν∂ρuρ (4.31)
and
∆Jµ = λ
(
nT
w
)2
Dµ
(µ
T
)
. (4.32)
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Here η, ζ and λ are the shear viscosity, bulk viscosity, and thermal conductivity, respec-
tively. The other symbols are
D = uρ∂ρ , (4.33)
Dµ = ∂µ − uµD , (4.34)
∆µν = uµuν − gµν . (4.35)
Physically, D represents a time derivative in the local rest frame of the fluid, Dµ becomes
a spacial gradient in the local rest frame of the fluid, and ∆µν is a projector that kills
components of a vector parallel to the fluid four-velocity. In the rest frame, we have
D = ∂0, Di = ∂i, D0 = 0, ∆0µ = 0, and ∆ij = δij .
Now that we have the forms of Tµν and Jµ in terms of macroscopic thermody-
namic variables, we must find the corresponding expressions in terms of the microscopic
quasiparticles and mean fields. One expression for the former is
Tµν =
∑
a
∫
dΓ∗a
p∗µa p∗νa
E∗a
fa + g
µνU(σ¯, ω¯ρω¯ρ) +m
2
ωω¯
µω¯ν . (4.36)
(Note that the sum over a runs over mesons, baryons, and their antiparticles.) The
first term is familiar as the kinetic contribution. The second term is the usual meson
field potential energy; it includes the mass terms 12m
2
σσ¯
2 and −12m2ωω¯ρω¯ρ, plus any
interaction terms which are more than two powers of the fields. Note that kinetic terms
for the mean meson fields are not included because they are second order in space-time
gradients and are not included in first-order viscous fluid dynamics. The last term is
not obviously of the form of Eq. (4.26). However, when one remembers that T 0i is the
energy flux in the direction i, and that Ea is the complete quasiparticle energy and not
E∗a, then one would write
Tµν =
∑
a
∫
dΓ∗a
pµap∗νa
E∗a
fa + g
µνU(σ¯, ω¯ρω¯ρ) . (4.37)
Using pµa = p
∗µ
a + gωaω¯
µ we get
Tµν =
∑
a
∫
dΓ∗a
p∗µa p∗νa
E∗a
fa + g
µνU(σ¯, ω¯ρω¯ρ) + ω¯
µ
∑
a
gωa
∫
dΓ∗a
p∗νa
E∗a
fa . (4.38)
68
The vector mean field is determined by its equation of motion. Assuming an inter-
action only with the baryons (this assumption is easily relaxed) it is(
∂2 +m2ω
)
ω¯ν =
∑
j
gωj〈ψ¯jγνψj〉 (4.39)
where the averaging refers to the quasiparticle distribution. Recognizing that the sum-
mation index j refers to both baryons and antibaryons, and dropping the d’Alembertian
because of first-order viscous fluid dynamics, we can write
m2ωω¯
ν =
∑
a
gωa
∫
dΓ∗a
p∗νa
E∗a
fa . (4.40)
(We remind the reader that the coupling gωa is opposite in sign for baryons and an-
tibaryons. It is zero for mesons.) Hence Eqs. (4.36) and (4.37) are the same.
In a similar way the scalar mean field is determined by its equation of motion. This
turns out to be
∂U(σ¯, ω¯ρω¯ρ)
∂σ¯
=
∑
a
gσa
∫
dΓ∗a
m∗a
E∗a
fa . (4.41)
(Note that the coupling to scalar mesons of particles and antiparticles has the same
sign, unlike the coupling to vector mesons.) In Appendix C, we show that conservation
of energy and momentum also requires, in addition to Eqs. (4.40) and (4.41), that the
potential U obeys the constraint
∂U(σ¯, ω¯ρω¯ρ)
∂ (ω¯ρω¯ρ)
= −12m2ω . (4.42)
The structure of the baryon current is readily deduced to be
Jµ =
∑
a
ba
∫
dΓ∗a
p∗µa
E∗a
fa , (4.43)
where ba denotes the baryon number of particle a.
The macroscopic conservation laws for energy and momentum and baryon charge
are written covariantly as
∂µT
µν = 0 , (4.44)
and
∂µJ
µ = 0 . (4.45)
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These originate microscopically in the conservation of energy, momentum, and baryon
charge in individual collisions between particles. One may describe this mathematically
using the general expression [118]∑
a
∫
dΓ∗aχaCa = 0 . (4.46)
The χa represents the contribution from quasiparticle a to any conserved quantity,
such as energy, momentum, or baryon number, while Ca is the collision integral. The
derivation of the conservation laws (4.44) and (4.45) from Eq. (4.46) is straightforward
but very lengthy and tedious, hence it is relegated to Appendix C. A key result is that
Eqs. (4.40)-(4.42) guarantee that energy and momentum are conserved in the model.
Not surprisingly, this is also crucial to maintaining the thermodynamic self-consistency
of the model, as we discuss further in Appendix C.
It is straightforward and much less tedious to show that the mean field equation of
state follows from the above expressions for Tµν and Jµ when the system is uniform,
time independent, and in thermal and chemical equilibrium.
4.4.1 Derivation of the Nonequilibrium Terms
The nonequilibrium terms of the baryon current and energy-momentum tensor are
uniquely determined in first-order hydrodynamics by the thermodynamic requirement
that entropy increase with time. Mathematically, this means that the divergence of the
entropy 4-current must be positive: ∂µs
µ > 0. For further details, see Weinberg [119]
and Landau and Lifshitz [120].
To start, we decompose the entropy current into the equilibrium part plus a devia-
tion:
∂µs
µ = ∂µ(su
µ) + ∂µ(∆s
µ) . (4.47)
Here s is the entropy density. Next, we seek an expression for ∂µ(su
µ). We start with
the energy-momentum tensor:
Tµν = −Pgµν + (+ P )uµuν + ∆Tµν (4.48)
= −Pgµν + (Ts+ µn)uµuν + ∆Tµν .
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Energy and momentum conservation requires that the divergence of this tensor vanish:
0 = ∂µT
µν = −∂νP + suµ∂µ(Tuν) + nuµ∂µ(µuν) (4.49)
+Tuν∂µ(su
µ) + µuν∂µ(nu
µ) + ∂µ∆T
µν .
We contract with uν and simplify using the following identities:
uνu
ν = 1 , uν∂µu
ν = 0 , uν∂
ν = D .
We find
0 = −DP + sDT + nDµ
+T∂µ(su
µ) + µ∂µ(nu
µ) + uν∂µ∆T
µν . (4.50)
The first line vanishes from the Gibbs-Duhem equation of thermodynamics. From con-
servation of baryon charge, we have
0 = ∂µJ
µ = ∂µ(nu
µ) + ∂µ(∆J
µ) . (4.51)
From the Landau-Lifshitz condition
uν∆T
µν = 0 , (4.52)
we find
uν∂µ∆T
µν = −∆Tµν∂µuν . (4.53)
Thus, Eq. (4.50) becomes
∂µ(su
µ) =
µ
T
∂µ(∆J
µ) +
∆Tµν
T
∂µuν . (4.54)
Using Eq. (4.54) with Eq. (4.47), we find
∂µs
µ = ∂µ
(
∆sµ +
µ
T
∆Jµ
)
−∆Jµ ∂µ
(µ
T
)
+
∆Tµν
T
∂µUν . (4.55)
We want Eq. (4.55) to consist of a sum of squares to ensure ∂µs
µ > 0, so we need
∆sµ = −µ
T
∆Jµ . (4.56)
At this point, we assume spacetime gradients are small, so in first-order hydrodynamics
∆Jµ must be linear in gradients like ∂µ(µ/T ). Since the baryon current must obey
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the Landau-Lifshitz condition uµ∆J
µ = 0, we see the baryon term must in fact be
proportional to Dµ(µ/T ):
∆Jµ = λ
(
Tn
w
)2
Dµ
(µ
T
)
. (4.57)
Here λ is the thermal conductivity and w = ( + P ) is the enthalpy density. ∆Tµν
must be symmetric and linear in terms like ∂µuν , and it must obey the Landau-Lifshitz
condition of fit uµ∆T
µν = 0. There are two possible combinations of gradients, so the
general solution is
∆Tµν = η
(
Dµuν +Dνuµ + 23∆
µν∂ρu
ρ
)− ζ∆µν∂ρuρ . (4.58)
Here η and ζ are the shear and bulk viscosities.
To verify that these results are correct, we now evaluate Eq. (4.55). To simplify the
expressions, we work in the local fluid rest frame where
D0 = 0 , Di = ∂i , (4.59)
and
∆0ν = 0 , ∆ij = δij , (4.60)
where δij is the Kronecker delta function. Thus in the rest frame, Eq. (4.55) simplifies
to
∂µs
µ =
η
2T
(
∂iu
j + ∂ju
i − 23δij∂ρuρ
)2
+
ζ
T
(∂ρu
ρ)2
+λ
(
Tn
w
)2 (
∂i
(µ
T
))2
> 0 . (4.61)
This is a sum of squares as claimed, so entropy production is clearly positive.
4.5 Thermodynamic Consistency of the Quasiparticle The-
ory
In this section we demonstrate that the quasiparticle model is thermodynamically self-
consistent. Thermodynamic self-consistency requires that the following identities hold:(
∂P
∂µ
)
T
= n (4.62)
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T
(
∂P
∂T
)
µ
= + P − µn . (4.63)
To start, we need an expression for the equilibrium pressure of the system in the fluid
rest frame. We must be careful to include contributions from both quasiparticles and
mean fields. Fortunately, the pressure is readily obtained from the spacial trace of
energy-momentum tensor:
P = 13
3∑
i=1
T ii . (4.64)
Using Eq. (4.36) for the energy-momentum tensor, and recalling that ω¯i = 0 in the rest
frame in equilibrium, we find
P =
∑
a
∫
dΓ∗a
|p∗a|2
3E∗a
f eqa − U . (4.65)
We will also need the energy density, which is given by T 00. From Eq. (4.37), this is
 =
∑
a
∫
dΓ∗aEaf
eq
a + U . (4.66)
4.5.1 Expression for the Baryon Density
We begin with the baryon density expression (4.62). From Eq. (4.65), we see(
∂P
∂µ
)
T
=
∑
a
∫
dΓ∗a
|p∗a|2
3E∗a
[(
∂f eqa
∂µ
)
T
− f
eq
a
E∗a
(
∂E∗a
∂µ
)
T
]
−
(
∂U
∂µ
)
T
. (4.67)
Next, we rewrite the derivative of the distribution function as(
∂f eqa
∂µ
)
T
= f eqa
∂
∂µ
[−β(E∗a − µ∗a)]
= −βf eqa
[(
∂E∗a
∂µ
)
T
−
(
∂µ∗a
∂µ
)
T
]
=
∂f eqa
∂E∗a
[
1
2E∗a
(
∂m∗2a
∂µ
)
T
−
(
∂µ∗a
∂µ
)
T
]
. (4.68)
We insert Eq. (4.68) into Eq. (4.67). Then, for the integral term containing
∂f eqa
∂E∗a
,
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we change the integration variable from p∗a to E∗a, integrate by parts, and change the
integration variable back to p∗a. After canceling terms, we obtain(
∂P
∂µ
)
T
=
∑
a
∫
dΓ∗af
eq
a
∂
∂µ
(µ∗a − E∗a)T −
(
∂U
∂µ
)
T
. (4.69)
We recall that (µ∗a − E∗a) = (µa − Ea) = (baµ − Ea). In Appendix C, we show that
energy-momentum conservation implies (Eq. (C.30)):(
∂U
∂µ
)
T
= −
∑
a
∫
dΓ∗a
(
∂Ea
∂µ
)
T
f eqa . (4.70)
Thus Eq. (4.69) becomes (
∂P
∂µ
)
T
=
∑
a
ba
∫
dΓ∗af
eq
a = n . (4.71)
The integral is clearly the baryon density n, so we confirm Eq. (4.62).
4.5.2 Expression for the Entropy Density
Next, we prove the entropy density identity (4.63). Starting with Eq. (4.65) we find(
∂P
∂T
)
µ
=
∑
a
∫
dΓ∗a
|p∗a|2
3E∗a
[(
∂f eqa
∂T
)
µ
− f
eq
a
E∗a
(
∂E∗a
∂T
)
µ
]
−
(
∂U
∂T
)
µ
. (4.72)
Proceeding like before, we transform the derivative term(
∂f eqa
∂T
)
µ
= f eqa
∂
∂T
[−β(Ea − µa)]
= −βf eqa
[(
∂Ea
∂T
)
µ
− β (Ea − µa)
]
=
∂f eqa
∂E∗a
[
1
2E∗a
(
∂m∗2a
∂T
)
µ
+ gωa
(
∂ω¯0
∂T
)
µ
− β (Ea − µa)
]
. (4.73)
We insert Eq. (4.73) into Eq. (4.72). Once again, we focus on the term containing
∂f eqa
∂E∗a
.
With that term, we again convert the integration variable from p∗a to E∗a, integrate by
parts, and convert the integration variable back to p∗a. After canceling terms we find(
∂P
∂T
)
µ
=
1
T
∑
a
∫
dΓ∗af
eq
a
[
Ea +
|p∗a|2
3E∗a
− µa − T
(
∂Ea
∂T
)
µ
]
−
(
∂U
∂T
)
µ
. (4.74)
74
We see the two right-most terms cancel if we use the identity (C.29) from Appendix C:(
∂U
∂T
)
µ
= −
∑
a
∫
dΓ∗a
(
∂Ea
∂T
)
µ
f eqa . (4.75)
Recalling that µa = baµ, we see the µa term leads to the integral for baryon density
(4.71), so we find
T
(
∂P
∂T
)
µ
=
∑
a
∫
dΓ∗af
eq
a
[
Ea +
|p∗a|2
3E∗a
]
− µn . (4.76)
Finally, we can see that the integral above is equal to (+P ) if we add Eqs. (4.65) and
(4.66). Thus we find
T
(
∂P
∂T
)
µ
= Ts = + P − µn . (4.77)
Thus we verified Eq. (4.63), so the theory is indeed thermodynamically self-consistent.
4.6 Departures from Equilibrium of the Quasiparticle Dis-
tribution Function
To first order in departures from equilibrium, we can express the quasiparticle distribu-
tion function as
fa = f
eq
a (1 + φa) (4.78)
where f eqa is the distribution function in thermal and chemical equilibrium. The nonequi-
librium part φa leads to the nonequilibrium contributions ∆T
µν and ∆Jµ, so φa must
contain the same space-time gradients as found in them. Therefore, φa must have the
form
φa = −Aa∂ρuρ −BapνaDν
(µ
T
)
+ Cap
µ
ap
ν
a
(
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
)
. (4.79)
The functions Aa, Ba and Ca only depend on momentum p while u
µ only depends on
space-time coordinate x.
The departure from equilibrium of the quasiparticle distributions can be used to
compute the departure from equilibrium of the energy-momentum tensor. It is conve-
nient to work in the local rest frame. The variation of the space-space part of expression
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(4.36) is
δT ij =
∑
a
∫
dΓ∗a
p∗ia p
∗j
a
E∗a
(
δfa − f eqa
δE∗a
E∗a
)
+ gijδU . (4.80)
To obtain the variation in the mean field potential we start with the expression for the
pressure P (T, µ) = P0−U . Here P0 is the kinetic contribution to the pressure from the
quasiparticles. The entropy density is obtained from s = ∂P (T, µ)/∂T . This has three
contributions: the first is from s0 which is the same functional form as for particles with
T - and µ-independent energies, the second is from the variation of the quasiparticle
energies due to variations in T and µ, and finally there is the contribution −∂U/∂T at
fixed µ. The mean field carries no entropy, therefore the second and third terms must
cancel. Using classical statistics for simplicity we have
P0 = T
∑
a
∫
dΓ∗af
eq
a (4.81)
and thus (
∂U
∂T
)
µ
= −
∑
a
∫
dΓ∗a
(
∂Ea
∂T
)
µ
f eqa . (4.82)
The same argument applies to differentiation with respect to µ, which gives the baryon
density. The mean field carries no baryon number, so similarly(
∂U
∂µ
)
T
= −
∑
a
∫
dΓ∗a
(
∂Ea
∂µ
)
T
f eqa . (4.83)
We remark that Eqs. (4.82) and (4.83) are simply Eqs. (C.29) and (C.30), which we
derived in Appendix C by a different argument; namely, from conservation of energy
and momentum.
Hence we conclude
δU = −
∑
a
∫
dΓ∗aδEaf
eq
a , (4.84)
where Ea = E
∗
a + gωaω¯
0 and
δEa =
m∗a
E∗a
δm∗a + gωaδω¯
0 . (4.85)
Now we come to the deviation in the quasiparticle distribution function. The fa in
general will have departures from the equilibrium form, but it can also change because
the quasiparticle energy departs from its equilibrium value. Let us denote E0a the
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equilibrium value and Ea the total nonequilibrium energy; it is the latter which is
conserved in the particle collisions. Similarly, we denote T 0 and µ0 the equilibrium
values. Then we write
fa(Ea, T, µ) = f
eq
a (E
0
a, T
0, µ0) + δfa ,
fa(Ea, T, µ) = f
eq
a (Ea, T
0, µ0) + δf˜a . (4.86)
The deviations are related to each other by
δfa = δf˜a +
(
∂f eqa
∂Ea
)
T 0, µ0
δEa = δf˜a − δEa
T
f eqa (4.87)
where the second equality follows when using classical statistics.
It is always the δf˜a which determine the transport coefficients. The reason is that
since Ea is conserved in particle collisions, the collision integral must be expanded about
E and not E0a. Therefore we express δT
ij in terms of δf˜a instead of δfa.
δT ij =
∑
a
∫
dΓ∗a
p∗ia p
∗j
a
E∗a
δf˜a −
∑
a
∫
dΓ∗a
p∗ia p
∗j
a
E∗a
(
δEa
T
+
δE∗a
E∗a
)
f eqa
+ δij
∑
a
∫
dΓ∗aδEaf
eq
a (4.88)
The integrand of the second term depends only on the magnitude of p∗a, apart from the
factor p∗ia p
∗j
a . Therefore, one may effectively make the replacement p∗ia p
∗j
a → 13 |p∗a|2δij .
Then the terms not involving δf˜a all have a factor of δ
ij . They can be written as a sum
of
δω¯0
∑
a
gωa
∫
dΓ∗a
(
1− |p
∗
a|2
3TE∗a
)
f eqa (4.89)
and ∑
a
δm∗a
∫
dΓ∗a
m∗a
E∗a
(
1− |p
∗
a|2
3TE∗a
− |p
∗
a|2
3E∗2a
)
f eqa . (4.90)
It can be shown that both of these integrate to zero using classical statistics. (For both
integrals, the trick is to change the integration variable from p∗a to E∗a, then rewrite
−f
eq
a
T
=
∂f eqa
∂E∗a
(4.91)
and integrate that term by parts, then convert the integration variable back to p∗a.)
Hence we find
δT ij =
∑
a
∫
dΓ∗a
p∗ia p
∗j
a
E∗a
δf˜a (4.92)
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as our final result.
The variation in the time-time component of the energy-momentum tensor, starting
with either Eq. (4.36) or (4.37), is
δT 00 =
∑
a
∫
dΓ∗aEaδfa . (4.93)
We use Eq. (4.87) for δfa. The variation of the local energy Ea
δEa =
δm∗2a
2E∗a
+ gωaδω¯
0 (4.94)
can be expressed in terms of the variations in temperature and chemical potential
δm∗2a =
(
∂m∗2a
∂T
)
µ
δT +
(
∂m∗2a
∂µ
)
T
δµ , (4.95)
δω¯0 =
(
∂ω¯0
∂T
)
µ
δT +
(
∂ω¯0
∂µ
)
T
δµ . (4.96)
The variations δT and δµ are not independent. They are related by the hydrodynamic
flow of the matter which to this order occurs at constant entropy per baryon σ = s/n.
(See Appendix B for further discussion.) Dissipation should not be included since it
would lead to second-order effects which are consistently neglected in first-order viscous
fluid dynamics. The relation can be expressed in various ways, including these:(
∂µ
∂T
)
σ
=
µ
T
v2s
v2n
=
1
T
[
µ+
1
v2n
(
∂P
∂n
)

]
=
χTT − σχTµ
σχµµ − χµT . (4.97)
Here v2x = (∂P/∂)x is the speed of sound at constant x. It is easily shown that
v2n =
sχµµ − nχµT
T (χTTχµµ − χ2µT )
,
v2s =
nχTT − sχµT
µ(χTTχµµ − χ2µT )
,
v2σ =
v2nTs+ v
2
sµn
w
, (4.98)
relationships that are independent of the specific equation of state. Of course waves do
not physically propagate at constant n or s, only at constant σ, but these definitions
are useful for various intermediate steps in various applications. The other symbol
represents the susceptibilities
χxy =
∂2P (T, µ)
∂x∂y
. (4.99)
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Rather than thinking of m∗a and ω¯0 as functions of T and µ we can think of them as
functions of T and σ. Then
δm∗2a =
(
∂m∗2a
∂T
)
σ
δT , (4.100)
δω¯0 =
(
∂ω¯0
∂T
)
σ
δT . (4.101)
Next, we need to relate the variations in T and µ to the variation δf˜a. The latter
variation is done at fixed Ea and is
δf˜a = f
eq
a
[
Ea − µa + T
(
∂µa
∂T
)
σ
]
δT
T 2
. (4.102)
(Recall that µa = baµ.) The term from Eq. (4.87) which needs to be rewritten is
δEa
T
f eqa =
1
E∗a
[
T 2
(
∂m∗2a /∂T 2
)
σ
+ gωaT
(
∂ω¯0/∂T
)
σ
E∗a
Ea − µa + T (∂µa/∂T )σ
]
δf˜a
=
[
T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
δf˜a . (4.103)
We reiterate that the temperature derivative of a function F depending on T and µ,
taken at fixed entropy per baryon, is(
∂F
∂T
)
σ
=
(
∂F
∂T
)
µ
+
(
∂F
∂µ
)
T
(
∂µ
∂T
)
σ
=
(
∂F
∂T
)
µ
+
µ
T
v2s
v2n
(
∂F
∂µ
)
T
. (4.104)
The final expression is therefore
δT 00 =
∑
a
∫
dΓ∗aEa
{
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
}
δf˜a . (4.105)
When the baryon density goes to zero this reduces to the formula known in the literature.
The time-space component has the very natural form
δT 0j =
∑
a
∫
dΓ∗a
p∗ja
E∗a
Eaδfa . (4.106)
To express this in terms of δf˜a, we note that the last term on the right-hand-side of Eq.
(4.87) is spherically symmetric in momentum space and therefore that term integrates
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to zero. This is not true of the other term because the deviation φa does have terms
that depend on the direction of the momentum. Therefore
δT 0j =
∑
a
∫
dΓ∗a
p∗ja
E∗a
Eaδf˜a . (4.107)
Lastly we need the variations in the baryon current. The steps are by now very
familiar. The results are
δJ0 =
∑
a
ba
∫
dΓ∗a
{
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
}
δf˜a (4.108)
and
δJ i =
∑
a
ba
∫
dΓ∗a
p∗ia
E∗a
δf˜a . (4.109)
4.7 General Formulas for the Transport Coefficients
Suppose that we know the scalars Aa, Ba, and Ca in Eq. (4.79) as functions of the
magnitude of the momentum p∗a. Then in the local rest frame we should equate the
hydrodynamic expression ∆T ij from Eq. (4.31) with the quasiparticle expression δT ij
from Eq. (4.92), the latter being
δT ij =
∑
a
∫
dΓ∗a
p∗ia p
∗j
a
E∗a
[
−Aa∂ρuρ −BapνaDν
(µ
T
)
+ Cap
µ
ap
ν
a
(
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
) ]
f eqa . (4.110)
The Ba integrates to zero by symmetry. In the local rest frame the derivative ∂ku0 = 0,
so the the summation over µ and ν is a sum over spatial indices kl only. In the Aa term
we can use
p∗ia p
∗j
a → 13 |p∗a|2δij
and in the Ca term we can use
p∗ia p
∗j
a p
∗k
a p
∗l
a → 115 |p∗a|4(δijδkl + δikδjl + δilδjk)
because in the local rest frame p = p∗. Equating the tensorial structures then gives us
the shear viscosity
η =
2
15
∑
a
∫
dΓ∗a
|p∗a|4
E∗a
f eqa Ca (4.111)
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and the bulk viscosity
ζ =
1
3
∑
a
∫
dΓ∗a
|p∗a|2
E∗a
f eqa Aa . (4.112)
For the baryon current we compare the ∆J i from Eq. (4.32) with the dissipative
part of Eq. (4.43) in the local rest frame. The latter is
δJ i =
∑
a
ba
∫
dΓ∗a
p∗ia
E∗a
[
−BapνaDν
(µ
T
)]
f eqa . (4.113)
Obviously the Aa and Ca terms integrate to zero on account of symmetry. After some
manipulation this results in an expression for the thermal conductivity
λ =
1
3
( w
nT
)2∑
a
ba
∫
dΓ∗a
|p∗a|2
E∗a
f eqa Ba . (4.114)
To solve for the functions Aa, Ba, and Ca we turn to the Chapman-Enskog method.
This entails expanding both sides of the Boltzmann equation (4.25) to first order in the
φa. It leads to integral equations which in general must be solved numerically.
Here we follow the notation of Ref. [76]. Including 2-to-2, 2-to-1 and 1-to-2 processes,
and using classical statistics (these restrictions are easily relaxed) the collision integral
is
Ca =
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d){fcfd − fafb}
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d){fcfd − fa}
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b){fc − fafb} . (4.115)
The W are given as
W (a, b|c, d) = (2pi)
4δ4(pa + pb − pc − pd)
2E∗a2E∗b 2E∗c 2E
∗
d
|M(a, b|c, d)|2 (4.116)
and
W (a|c, d) = (2pi)
4δ4(pa − pc − pd)
2E∗a2E∗c 2E∗d
|M(a|c, d)|2 . (4.117)
The use of E∗a instead of Ea in the denominators ensures that the phase space integration
is Lorentz covariant. Also note that, following Larionov [121], we use dimensionless
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matrix elementsM averaged over spin in both initial and final states. This is necessary
to balance the degeneracy factors in the dΓ∗a. We use chemical equilibrium (for example,
a+ b↔ c+ d gives f eqa f eqb = f eqc f eqd .) Then the collision integral becomes
Ca = f eqa
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
d f
eq
b W (a, b|c, d) [φc + φd − φa − φb]
+ f eqa
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d) [φc + φd − φa]
+ f eqa
∑
bc
∫
dΓ∗b dΓ
∗
c f
eq
b W (c|a, b) [φc − φa − φb] . (4.118)
This constitutes the right-hand-side of the Boltzmann equation.
The left-hand-side of the Boltzmann equation (4.25) is computed using the local
equilibrium form of the distribution function
f eqa (x,p
∗) = exp
[
−uα(x)p
α
a
T (x)
]
exp
[
µa(x)
T (x)
]
= exp
[
−uα(x)p
∗α
a
T (x)
]
exp
[
µ∗a(x)
T (x)
]
. (4.119)
Here the flow velocity, temperature and chemical potential all depend on x. Although
not explicitly indicated, pαa depends on x via the dependence of m
∗
a and ω¯
α on x, while
E∗a depends on x via m∗a only. The left-hand-side must be expressed in terms of the same
space-time gradients as φa, namely ∂ρu
ρ, Dν (µ/T ), and
(
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
)
.
The derivation is long and tedious; hence, it is left to Appendix D. Space-time derivatives
of T and µ are expressed in terms of the relevant tensor structures by using the ideal
fluid dynamics equations for conservation of energy, momentum and baryon number.
Some useful intermediate results are
DT = −v2nT ∂ρuρ ,
Dµ = −v2sµ∂ρuρ . (4.120)
To facilitate comparison to other works (e.g., Ref. [112]), we note that the prior equations
are often written in an equivalent form
DT = −T
(
∂P
∂
)
n
∂ρu
ρ ,
Dµ = −
[
µ
(
∂P
∂
)
n
+
(
∂P
∂n
)

]
∂ρu
ρ . (4.121)
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Thus we can also write
v2s =
(
∂P
∂
)
n
+
1
µ
(
∂P
∂n
)

. (4.122)
However, throughout this chapter we shall use Eq. (4.120) and forgo the forms found in
(4.121).
In Appendix D, we show that one form of the left-hand-side of the Boltzmann
equation (in the local rest frame) is
df eqa
dt
= f eqa
[ |p∗a|2
3TE∗a
+ v2nT
∂
∂T
(
Ea − µa
T
)
σ
]
∂ρu
ρ
+ f eqa
(
ba − nEa
w
)
pµa
E∗a
Dµ
(µ
T
)
− f eqa
pµapνa
2TE∗a
(
Dµuν +Dνuµ +
2
3
∆µν∂ρu
ρ
)
. (4.123)
Now Ea − µa in the first line could be replaced by E∗a − µ∗a, and Ea in the second line
could be replaced by E∗a + gωaω¯0. With a little manipulation this can be shown to
be equivalent to Sasaki and Redlich [112] who, however, did not include a vector field
nor the Dµ(µ/T ) term. Another form is to write out the derivatives in the first line
explicitly. This results in
df eqa
dt
= f eqa
1
3TE∗a
{
|p∗a|2 − 3v2n
[
E∗2a − T 2
(
∂m∗2a
∂T 2
)
σ
+ T 2
∂
∂T
(
µ∗a
T
)
σ
E∗a
]}
∂ρu
ρ
+ f eqa
(
ba − nEa
w
)
pµa
E∗a
Dµ
(µ
T
)
− f eqa
pµapνa
2TE∗a
(
Dµuν +Dνuµ +
2
3
∆µν∂ρu
ρ
)
. (4.124)
In the limit that the chemical potential goes to zero this reproduces the results of Jeon
and Yaffe [89] and of Chakraborty and Kapusta [76].
Now we subtract the right-hand-side from the left-hand-side and set the resulting
expression to zero. This leads to
Aa (∂ρuρ) + BµaDµ
(µ
T
)
− Cµνa
(
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
)
= 0 (4.125)
where
Aa = 1
3TE∗a
{
|p∗a|2 − 3v2n
[
E∗2a − T 2
(
∂m∗2a
∂T 2
)
σ
+ T 2
∂
∂T
(
µ∗a
T
)
σ
E∗a
]}
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+
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
d f
eq
b W (a, b|c, d) [Ac +Ad −Aa −Ab]
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d) [Ac +Ad −Aa]
+
∑
bc
∫
dΓ∗b dΓ
∗
c f
eq
b W (c|a, b) [Ac −Aa −Ab] (4.126)
and
Bµa =
(
ba − nEa
w
)
pµa
E∗a
+
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
d f
eq
b W (a, b|c, d)
[
Bcp
µ
c +Bdp
µ
d −Bapµa −Bbpµb
]
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
[
Bcp
µ
c +Bdp
µ
d −Bapµa
]
+
∑
bc
∫
dΓ∗b dΓ
∗
c f
eq
b W (c|a, b)
[
Bcp
µ
c −Bapµa −Bbpµb
]
(4.127)
and
Cµνa =
pµapνa
2E∗aT
+
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
d f
eq
b W (a, b|c, d)
[
Ccp
µ
c p
ν
c + Cdp
µ
dp
ν
d − Capµapνa − Cbpµb pνb
]
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
[
Ccp
µ
c p
ν
c + Cdp
µ
dp
ν
d − Capµapνa
]
+
∑
bc
∫
dΓ∗b dΓ
∗
c f
eq
b W (c|a, b)
[
Cap
µ
ap
ν
a + Cbp
µ
b p
ν
b − Ccpµc pνc
]
. (4.128)
Due to the tensorial structure of these equations the solution requires that Aa = 0,
Bµa = 0, and Cµνa = 0. These are integral equations for the functions Aa, Ba, and
Ca which depend on the magnitude of the momentum p
∗. In general, these integral
equations may be solved numerically to compute particular solutions for Aa, Ba, and
Ca.
4.8 Landau-Lifshtiz Conditions of Fit
The set of equations (4.126)-(4.128) are integral equations for the functions Aa, Ba, and
Ca. Consider the equation for Aa. If we have a particular solution A
par
a , we can generate
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another solution Aa = A
par
a − aEEa − aBba where the constant coefficients aE and aB
are independent of particle type a. The reason is that energy and baryon number are
conserved in the collision, decay, and fusion processes. Thus, if one inserts Aa into
Eq. (4.126), the Ea and ba terms are canceled out, so the equation is identical whether
using Aa or A
par
a . Thus, we need additional constraints to select a unique solution.
(Very loosely speaking, a similar phenomena occurs when solving differential equations:
one typically finds a family of solutions and requires initial or boundary conditions to
select a unique solution.)
Physically, this arbitrariness exists because of the freedom to define the local rest
frame or, equivalently, the flow four-velocity uµ. For example, using the Landau-Lifshitz
definition, fluid velocity is defined as the velocity of energy flow. In the alternative
Eckart definition, it is the velocity of baryon charge flow. We choose the Landau-Lifshitz
definition in this thesis.
Hence, we remove this arbitrariness from our equations by imposing the Landau-
Lifshitz conditions of fit. Mathematically, the conditions (in the rest frame) are
δJ0 = 0 (4.129)
δT 0ν = 0 . (4.130)
Requiring that δT 00 = 0 in the local rest frame results in
aE
∑
a
∫
dΓ∗aE
2
a
[
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
f eqa
+aB
∑
a
ba
∫
dΓ∗aEa
[
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
f eqa
=
∑
a
∫
dΓ∗aEa
[
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
Apara f
eq
a . (4.131)
Requiring that δJ0 = 0 in the local rest frame results in
aE
∑
a
ba
∫
dΓ∗aEa
[
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
f eqa
+aB
∑
a
b2a
∫
dΓ∗a
[
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
f eqa
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=
∑
a
ba
∫
dΓ∗a
[
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
Apara f
eq
a . (4.132)
Let us express these equations as
aEXE + aBXB = ZE ,
aEYE + aBYB = ZB . (4.133)
The solutions are
aB =
YEZE −XEZB
YEXB −XEYB ,
aE =
XBZB − YBZE
YEXB −XEYB . (4.134)
When these are substituted into the expression (4.112) for the bulk viscosity we get
ζ =
1
3
∑
a
∫
dΓ∗a
|p∗a|2
E∗a
f eqa Aa − TnaB − TwaE . (4.135)
It is not easy to find simple expressions for XE , XB, YE , YB when mean fields are
included, hence there are no simple expressions for aE and aB. Fortunately, the indi-
vidual expressions for aE and aB are not needed to find a simple expression for the bulk
viscosity. Returning to Eq. (4.112) we have
ζ =
1
3
∑
a
∫
dΓ∗a
|p∗a|2
E∗a
f eqa (A
par
a − aEEa − aBba) . (4.136)
Now the trick is to take a clever combination of the conditions of fit. Add T (∂µ/∂T )σ−µ
times (4.132) to (4.131). This gives
aB
∑
a
ba
∫
dΓ∗a
(
∂f eqa
∂T
)
σ
+ aE
∑
a
∫
dΓ∗aEa
(
∂f eqa
∂T
)
σ
= −
∑
a
∫
dΓ∗af
eq
a A
par
a
∂
∂T
(
Ea − µa
T
)
σ
. (4.137)
The coefficient of aB is just (∂n/∂T )σ, and from Eq. (4.93) the coefficient of aE is just
(∂/∂T )σ. Therefore we have
aB
(
∂n
∂T
)
σ
+ aE
(
∂
∂T
)
σ
= −
∑
a
∫
dΓ∗af
eq
a A
par
a
∂
∂T
(
Ea − µa
T
)
σ
. (4.138)
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Next, we need to derive the thermodynamic relations
Tv2n =
w
(∂/∂T )σ
=
n
(∂n/∂T )σ
. (4.139)
First, we derive the relation between the derivatives appearing in the above equations.
Using d = Tds+ µdn and ds = ndσ + σdn, we obtain(
∂
∂T
)
σ
=
w
n
(
∂n
∂T
)
σ
. (4.140)
Now for (∂n/∂T )σ we use Eq. (4.104), the third equality of Eq. (4.97), and the first
equality of Eq. (4.98) to obtain
T
(
∂n
∂T
)
σ
=
n
v2n
. (4.141)
Together with the previous equation we obtain the desired result (4.139). Using these
results in Eq. (4.138) we have
TnaB + TwaE = −v2nT 2
∑
a
∫
dΓ∗af
eq
a A
par
a
∂
∂T
(
Ea − µa
T
)
σ
. (4.142)
Making this substitution in Eq. (4.135) we obtain the expression
ζ =
1
3
∑
a
∫
dΓ∗a
[ |p∗a|2
E∗a
+ 3v2nT
2 ∂
∂T
(
Ea − µa
T
)
σ
]
Apara f
eq
a , (4.143)
This makes perfect sense because the modification of the integrand compared to Eq.
(4.112) matches the structure of the source of Aa in Eq. (4.126).
A similar arbitrariness arises in Eq. (4.127). Due to energy-momentum conservation,
if we have a particular solution Bpara we can generate another solution as Ba = B
par
a − b,
where b is a constant independent of particle species a. This freedom is resolved by the
Landau-Lifshitz condition of fit which requires that δT 0j = 0 in the local rest frame.
Starting with expression (4.107) we have
δT 0j =
∑
a
∫
dΓ∗a
p∗ja
E∗a
Ea
[
− (Bpara − b) p∗ia Di
(µ
T
)]
f eqa . (4.144)
Factoring out the spatial derivative, and making use of the momentum space isotropy,
we require that
b
∑
a
∫
dΓ∗a
|p∗a|2
E∗a
Eaf
eq
a =
∫
dΓ∗a
|p∗a|2
E∗a
EaB
par
a f
eq
a . (4.145)
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The integral multiplying b is just 3Tw so that
b =
1
3Tw
∫
dΓ∗a
|p∗a|2
E∗a
EaB
par
a f
eq
a . (4.146)
Substitution into expression (4.114) gives
λ =
1
3
( w
nT
)2∑
a
∫
dΓ∗a
|p∗a|2
E∗a
(
ba − nEa
w
)
Bpara f
eq
a . (4.147)
There is no ambiguity in the solution to Eq. (4.128) for Ca, so the expression for the
shear viscosity (4.111) is unchanged.
4.9 Relaxation-Time Approximation
At this point, it is convenient to derive the relaxation time approximation formulas for
the shear and bulk viscosities and thermal conductivity. We start with the Boltzmann
equation with the Chapman-Enskog expansion:
df eqa
dt
= Ca . (4.148)
The left-hand-side of Eq. (4.148) is given by Eq. (4.123) while Ca can be found in Eq.
(4.118). In the energy-dependent relaxation time approximation [76], we assume particle
species a is out of equilibrium (φa 6= 0) while all other particle species are in equilibrium
(φb = φc = φd = 0). Using Eq. (4.118), the collision integral Ca greatly simplifies, and
the Boltzmann equation becomes
df eqa
dt
= Ca = −f
eq
a φa
τa
(4.149)
where the relaxation time τa(E
∗
a) for species a is given by
1
τa(E∗a)
=
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
d f
eq
b W (a, b|c, d)
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
+
∑
bc
∫
dΓ∗b dΓ
∗
c f
eq
b W (c|a, b) . (4.150)
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Next, we replace the left-hand-side of Eq. (4.149) using Eq. (4.123). Into the right-
hand-side, we substitute φa using Eq. (4.79). Then we equate terms on the left- and
right-hand-sides by matching tensor structures, and we obtain particular solutions for
the functions Aa, Ba, and Ca from φa:
Apara =
τa
3T
[ |p∗a|2
E∗a
+ 3v2nT
2 ∂
∂T
(
Ea − µa
T
)
σ
]
, (4.151)
Bpara =
τa
E∗a
(
ba − nEa
w
)
, (4.152)
Cpara =
τa
2TE∗a
. (4.153)
Finally, we substitute Eqs. (4.151)-(4.153) into Eqs. (4.111), (4.143), and (4.147) and
obtain the desired relaxation time formulas:
η =
1
15T
∑
a
∫
dΓ∗a
|p∗a|4
E∗2a
τa(E
∗
a)f
eq
a , (4.154)
ζ =
1
9T
∑
a
∫
dΓ∗a
τa(E
∗
a)
E∗2a
[
|p∗a|2 + 3v2nT 2E∗a
∂
∂T
(
Ea − µa
T
)
σ
]2
f eqa , (4.155)
λ =
1
3
( w
nT
)2∑
a
∫
dΓ∗a
|p∗a|2
E∗2a
τa(E
∗
a)
(
ba − nEa
w
)2
f eqa . (4.156)
A few observations are in order. First, the transport coefficients computed with Eqs.
(4.154)-(4.156) are strictly non-negative, as they must be. Second, this non-negativity is
ensured by the squares in the integrands which came from enforcing the Landau-Lifshitz
conditions of fit. (Recall the derivation of Eqs. (4.143) and Eqs. (4.147).) This shows
that it is absolutely vital that the Landau-Lifshitz conditions are carefully enforced in
order to obtain the correct results. A third point is that Eqs. (4.154) and (4.155) are
obvious generalizations of the formulas obtained in previous works [76, 89] to finite
baryon chemical potential. The crucial insight is that entropy per baryon (σ = s/n)
is conserved in zeroth-order (ideal) hydrodynamics, so that variable that must be held
fixed when deriving the variations from equilibrium.
4.10 Quantum Statistics
In this section, we generalize the material from this chapter to include the effects of
quantum statistics. The limit of classical statistics is attained when |fa|  1.
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Departures from local kinetic and chemical equilibrium for particle species a are
once again expressed in terms of the function φa as
fa = f
eq
a (1 + φa) . (4.157)
We let δfa represent the deviation expressed in terms of the equilibrium energy E
0
a while
δf˜a represents the deviation expressed in terms of the total nonequilibrium energy Ea;
it is the latter which is conserved in local collisions and the one relevant for transport
coefficients. The deviations are related to each other by
δfa = δf˜a +
(
∂f eqa
∂Ea
)
T 0, µ0
δEa = δf˜a − δEa
T
f eqa (1 + daf
eq
a ) . (4.158)
Here the notation is da = (−1)2sa . We need to relate the variations in T and µ to the
variation δf˜a. The latter variation is done at fixed Ea and is
δf˜a = f
eq
a
[
Ea − µa + T
(
∂µa
∂T
)
σ
]
(1 + daf
eq
a )
δT
T 2
(4.159)
Here in what follows, the derivative is carried out at fixed entropy per baryon σ. The
factor from Eq. (4.158) which needs to be rewritten is
δEa
T
f eqa (1 + daf
eq
a ) =
[
T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
]
δf˜a . (4.160)
In terms of δf˜a the deviations in the energy-momentum tensor and baryon current are
as follows.
δT ij =
∑
a
∫
dΓ∗a
p∗ia p
∗j
a
E∗a
δf˜a (4.161)
δT 0j =
∑
a
∫
dΓ∗a
p∗ja
E∗a
Eaδf˜a . (4.162)
δT 00 =
∑
a
∫
dΓ∗aEa
{
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
}
δf˜a . (4.163)
δJ i =
∑
a
ba
∫
dΓ∗a
p∗ia
E∗a
δf˜a . (4.164)
δJ0 =
∑
a
ba
∫
dΓ∗a
{
1− T (∂Ea/∂T )σ
Ea − µa + T (∂µa/∂T )σ
}
δf˜a (4.165)
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In deriving the previous equations, one encounters generalized versions of Eqs. (4.89)
and (4.90):
δω¯0
∑
a
gωa
∫
dΓ∗a
(
1− |p
∗
a|2
3E∗a
(1 + daf
eq
a )
T
)
f eqa (4.166)
∑
a
δm∗a
∫
dΓ∗a
m∗a
E∗a
(
1− |p
∗
a|2
3E∗2a
− |p
∗
a|2
3E∗a
(1 + daf
eq
a )
T
)
f eqa . (4.167)
At first glance, these equations appear far more complex, so it is not obvious that they
vanish. However, we can rewrite the 1/T terms using
f eqa (1 + daf
eq
a )
T
= −∂f
eq
a
∂E∗a
(4.168)
and integrate by parts exactly as before, so indeed both integrals exactly vanish.
The collision term on the right side of the Boltzmann equation reads
Ca =
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d)
×
{
fcfd (1 + dafa) (1 + dbfb)− fafb (1 + dcfc) (1 + ddfd)
}
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
×
{
fcfd (1 + dafa)− fa (1 + dcfc) (1 + ddfd)
}
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b)
×
{
fc (1 + dafa) (1 + dbfb)− fafb (1 + dcfc)
}
. (4.169)
This expression explicitly includes 2 ↔ 2 and 2 ↔ 1 reactions. Higher order reactions
are included in an obvious way.
We now consider small departures from equilibrium, meaning that we keep terms
only linear in the φa. We use chemical equilibrium; for example, a+ b↔ c+ d gives
f eqc f
eq
d (1 + daf
eq
a )
(
1 + dbf
eq
b
)
= f eqa f
eq
b (1 + dcf
eq
c )
(
1 + ddf
eq
d
)
.
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Then the collision integral becomes
Ca =
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d)
×
{
f eqa f
eq
b
[(
1 + ddf
eq
d
)
φc + (1 + dcf
eq
c )φd
]− f eqc f eqd [(1 + dbf eqb )φa + (1 + daf eqa )φb] }
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
{
f eqa
[(
1 + ddf
eq
d
)
φc + (1 + dcf
eq
c )φd
]− f eqc f eqd φa}
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b)
{
− f eqc
[(
1 + dbf
eq
b
)
φa + (1 + daf
eq
a )φb
]
+ f eqa f
eq
b φc
}
.(4.170)
The left-hand-side of the Boltzmann equation is computed using the local equilib-
rium form of the distribution function. One form of the left-hand-side (in the local rest
frame) is
df eqa
dt
= f eqa (1 + daf
eq
a )
[ |p∗a|2
3TE∗a
+ v2nT
∂
∂T
(
Ea − µa
T
)
σ
]
∂ρu
ρ
+ f eqa (1 + daf
eq
a )
(
ba − nEa
w
)
pµa
E∗a
Dµ
(µ
T
)
− f eqa (1 + daf eqa )
pµapνa
2TE∗a
(
Dµuν +Dνuµ +
2
3
∆µν∂ρu
ρ
)
. (4.171)
Now we subtract the right-hand-side from the left-hand-side and set the resulting
expression to zero. This leads to
Aa (∂ρuρ) + BµaDµ
(µ
T
)
− Cµνa
(
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
)
= 0 (4.172)
where
Aa =
[ |p∗a|2
3TE∗a
+ v2nT
∂
∂T
(
Ea − µa
T
)
σ
]
f eqa (1 + daf
eq
a )
+
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d)
×
{
f eqa f
eq
b
[(
1 + ddf
eq
d
)
Ac + (1 + dcf
eq
c )Ad
]
− f eqc f eqd
[(
1 + dbf
eq
b
)
Aa + (1 + daf
eq
a )Ab
] }
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
{
f eqa
[(
1 + ddf
eq
d
)
Ac + (1 + dcf
eq
c )Ad
]− f eqc f eqd Aa}
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b)
{
− f eqc
[(
1 + dbf
eq
b
)
Aa + (1 + daf
eq
a )Ab
]
+ f eqa f
eq
b Ac
}
,
(4.173)
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Bµa =
(
ba − nEa
w
)
pµa
E∗a
f eqa (1 + daf
eq
a )
+
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d)
×
{
f eqa f
eq
b
[(
1 + ddf
eq
d
)
Bcp
µ
c + (1 + dcf
eq
c )Bdp
µ
d
]
− f eqc f eqd
[(
1 + dbf
eq
b
)
Bap
µ
a + (1 + daf
eq
a )Bbp
µ
b
] }
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
{
f eqa
[(
1 + ddf
eq
d
)
Bcp
µ
c + (1 + dcf
eq
c )Bdp
µ
d
]− f eqc f eqd Bapµa}
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b)
{
− f eqc
[(
1 + dbf
eq
b
)
Bap
µ
a + (1 + daf
eq
a )Bbp
µ
b
]
+ f eqa f
eq
b Bcp
µ
c
}
,
(4.174)
Cµνa =
pµapνa
2E∗aT
f eqa (1 + daf
eq
a )
+
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d)
×
{
f eqa f
eq
b
[(
1 + ddf
eq
d
)
Ccp
µ
c p
ν
c + (1 + dcf
eq
c )Cdp
µ
dp
ν
d
]
− f eqc f eqd
[(
1 + dbf
eq
b
)
Cap
µ
ap
ν
a + (1 + daf
eq
a )Cbp
µ
b p
ν
b
] }
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d)
{
f eqa
[(
1 + ddf
eq
d
)
Ccp
µ
c p
ν
c + (1 + dcf
eq
c )Cdp
µ
dp
ν
d
]− f eqc f eqd Capµapµa}
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b)
{
− f eqc
[(
1 + dbf
eq
b
)
Cap
µ
ap
ν
a + (1 + daf
eq
a )Cbp
µ
b p
ν
b
]
+ f eqa f
eq
b Ccp
µ
c p
ν
c
}
.
(4.175)
Due to the tensorial structure of these equations the solution requires that Aa = 0,
Bµa = 0, and Cµνa = 0. These are integral equations for the functions Aa, Ba, and Ca
which depend on the magnitude of the momentum p∗.
The solutions for Aa and Ba are not unique. Starting from particular solutions A
par
a
and Bpara , we can generate additional solutions
Aa = A
par
a − aE (1 + daf eqa )Ea − aB (1 + daf eqa ) ba (4.176)
Ba = B
par
a − b (1 + daf eqa ) . (4.177)
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These forms differ from those in Sec. 4.8 due to the altered form of the collision integral
(4.170) which now incorporates quantum statistics.
Once again, it is necessary to specify whether uµ represents the flow of energy
(Landau-Lifshitz) or baryon number (Eckart) in order to select unique solutions. We
enforce the Landau-Lifshitz conditions, which in the rest frame are δJ0 = 0 and δT 0ν =
0. The derivation proceeds in the same manner as in Sec. 4.8. The results for the
transport coefficients are
ζ =
1
3
∑
a
∫
dΓ∗a
[ |p∗a|2
E∗a
+ 3v2nT
2 ∂
∂T
(
Ea − µa
T
)
σ
]
Apara f
eq
a , (4.178)
λ =
1
3
( w
nT
)2∑
a
∫
dΓ∗a
|p∗a|2
E∗a
(
ba − nEa
w
)
Bpara f
eq
a , (4.179)
η =
2
15
∑
a
∫
dΓ∗a
|p∗a|4
E∗a
Cpara f
eq
a . (4.180)
We next generalize the energy-dependent relaxation time approximation. Again,
we assume that only one φa is nonzero and the others vanish. Then the Boltzmann
equation is approximated by
df eqa
dt
= Ca = −f
eq
a φa
τa
, (4.181)
where the relaxation time τa(E
∗
a) for species a is given by
1 + daf
eq
a
τa(E∗a)
=
∑
bcd
1
1 + δab
∫
dΓ∗b dΓ
∗
c dΓ
∗
dW (a, b|c, d)f eqb (1 + dcf eqc )
(
1 + ddf
eq
d
)
+
∑
cd
∫
dΓ∗c dΓ
∗
dW (a|c, d) (1 + dcf eqc )
(
1 + ddf
eq
d
)
+
∑
bc
∫
dΓ∗b dΓ
∗
cW (c|a, b)f eqb (1 + dcf eqc ) . (4.182)
The particular solutions are
Apara =
τa
3T
[ |p∗a|2
E∗a
+ 3v2nT
2 ∂
∂T
(
Ea − µa
T
)
σ
]
(1 + daf
eq
a ) (4.183)
Bpara =
τa
E∗a
(
ba − nEa
w
)
(1 + daf
eq
a ) , (4.184)
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Cpara =
τa
2TE∗a
(1 + daf
eq
a ) . (4.185)
Substitution gives the transport coefficients
η =
1
15T
∑
a
∫
dΓ∗a
|p∗a|4
E∗2a
τa(E
∗
a)f
eq
a (1 + daf
eq
a ) , (4.186)
ζ =
1
9T
∑
a
∫
dΓ∗a
τa(E
∗
a)
E∗2a
[
|p∗a|2 + 3v2nT 2E∗a
∂
∂T
(
Ea − µa
T
)
σ
]2
f eqa (1 + daf
eq
a ) ,
(4.187)
λ =
1
3
( w
nT
)2∑
a
∫
dΓ∗a
|p∗a|2
E∗2a
τa(E
∗
a)
(
ba − nEa
w
)2
f eqa (1 + daf
eq
a ) . (4.188)
These are clearly non-negative.
4.11 Conclusion
In this chapter, we developed a flexible relativistic quasiparticle theory of transport coef-
ficients in hot and dense hadronic matter. A major goal was the simultaneous inclusion
of temperature- and baryon chemical potential-dependent quasiparticle masses with
scalar and vector mean fields, all in a thermodynamically self-consistent way. Classical
statistics were used throughout to simplify the presentation, although complete results
with quantum statistics are given in Sec. 4.10. From the dispersion relations for the
quasiparticles, we derived the Boltzmann equation and then the transport coefficients
using the Chapman-Enskog expansion. Next, we derived compact analytic expressions
for the shear and bulk viscosities and thermal conductivity. These formulas can be
used with the relaxation time approximation; alternatively, we have provided integral
equations which may be solved for greater accuracy. We have shown that the transport
coefficients are non-negative in the relaxation time approximation (as they must be)
which is a direct consequence of carefully enforcing the Landau-Lifshitz conditions of
fit.
We also showed that previous bulk viscosity formulas (derived assuming zero baryon
chemical potential) generalize straightforwardly to finite baryon chemical potential if
one recalls that entropy per baryon is conserved in ideal hydrodynamics. This was the
crucial detail that allowed us to compute the variations from equilibrium and use them
to derive the bulk viscosity and thermal conductivity formulas.
Chapter 5
Conclusion and Discussion
In this thesis, we developed theoretical models to predict the equilibrium and non-
equilibrium thermodynamic properties of QCD matter, with an emphasis on modeling
QCD matter at finite baryon chemical potentials. The results of this work should be
useful, for instance, to improve state-of-the art hydrodynamic modeling of heavy-ion
collisions at finite baryon densities, and thus aid in the search for the QCD critical
point in upcoming experiments at heavy-ion colliders.
In Chapter 2, we modeled the QCD equation of state, which is a vital input for
all hydrodynamic simulations. To start, we reviewed the popular hadron resonance
gas model, which has been shown to accurately describe the QCD equation of state
at low temperatures below the deconfinement transition. That model neglects repul-
sive forces between hadrons, which become important at higher densities. Hence, we
derived a hadron gas model which included repulsive forces via an excluded volume
approximation. We next compared several hadron models to lattice QCD calculations.
We showed, for instance, that excluded volume models perform much better than the
point hadron resonance gas model, but they still fail at high temperatures above the
deconfinement transition. Next, we used thermodynamic switching functions to build
phenomenological equations of state which smoothly interpolate from a hadronic de-
scription at low temperatures and densities to a perturbative QCD equation of state at
high temperatures and densities. We carefully constructed a switching function which
would not introduce phase transitions, since lattice QCD suggests none are present at
small baryon chemical potentials. We next showed that these crossover equations of
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state are in excellent agreement with lattice QCD calculations, and they describe the
lattice results over a wider range of temperatures than either hadron gas or perturbative
QCD models do alone. Finally, we used the models to predict the equation of state at
larger baryon chemical potentials where lattice results are unavailable.
In Chapter 3, we continued our study of the hadronic and crossover models devel-
oped in Chapter 2. First, we computed the speed of sound, which is a sensitive measure
of the equation of state as it involves first and second derivatives of the pressure. We
compared the speed of sound to lattice calculations, and we again found that crossover
models were superior to hadronic (only) models. We found that crossover models which
incorporated hadronic repulsion (via excluded volumes) performed the best. Next, we
predicted baryon number fluctuations using our models, such as susceptibility, skew-
ness, and kurtosis. These are even more sensitive measures of the equation of state
which involve second through fourth derivatives of the pressure. Here, the crossover
models showed some disagreement with lattice QCD, especially near and above the de-
confinement temperature, but they nevertheless showed much better agreement than
hadron gas models. We also compared the predictions to net-proton fluctuations from
the STAR Collaboration at RHIC. Importantly, we find the best agreement if fluctu-
ations freeze-out significantly after chemical freeze-out. This suggests previous papers
may have over-estimated the fluctuation freeze-out temperature. We then used our
crossover models to infer the freeze-out surface, which again showed cooler freeze-out
temperatures. We saw no indications of the critical point in the STAR fluctuation data.
In Chapter 4, we turned towards a complementary task: computing the shear and
bulk viscosity and thermal conductivity of hot and dense hadronic matter. These quan-
tities determine, in essence, how sticky the fluid is and how readily heat flows through
it. Obviously, these are critical inputs for hydrodynamic simulations, in addition to the
equation of state and speed of sound. Again, the goal was developing results valid at
finite baryon chemical potentials. We built upon the work of Ref. [76] and developed a
relativistic quasiparticle theory of hadrons which included attractive and repulsive forces
via scalar and vector mean fields. The main contributions of this work were including
a baryon chemical potential and a vector mean field, both of which were neglected in
[76]. We then employed the Chapman-Enskog expansion to derive formulas for the shear
and bulk viscosity and thermal conductivity. Importantly, we showed how to maintain
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thermodynamic self-consistency in the presence of mean fields. We also showed how
to enforce the Landau-Lifshitz conditions of fit. Together, these ensured the transport
coefficients remain non-negative—a strict requirement of thermodynamics.
In closing, we mention several natural extensions to this work which merit further
study. First, the formulas developed in Chapter 4 provide a clear avenue for predicting
transport coefficients at finite baryon chemical potentials. In the future, these formu-
las will be applied to specific hadronic models to yield numerical predictions for the
transport coefficients, generalizing Ref. [76] which only considered zero baryon chemical
potential. These will then be incorporated into hydrodynamic codes. A second inter-
esting project would be adding additional mean fields and conserved charges into the
framework of Chapter 4. Finally, it would be interesting to build upon the ideas of
Chapters 2 and 3 and design switching functions which incorporate a first-order phase
transition line and a critical point. The resulting equations of state would facilitate
modeling the influence of the critical point on observables, such as baryon number fluc-
tuations, and would greatly aid in the search for the critical point.
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Appendix A
List of Particles in Hadronic Gas
Calculations
This appendix contains a listing of the hadrons included in the calculations in Chapters
2 and 3. The particles and their properties are taken from the Particle Data Group [59].
There are a few baryons whose spins are not known; in these cases we conservatively take
them to be spin 1/2. This table does not include hadrons with charm, bottom, or top
quarks, and is therefore the appropriate set of particles for comparisons of equations
of state with lattice QCD results including only up, down and strange quarks. The
table also omits the σ meson since its contribution to averaged thermal observables is
canceled by other repulsive channels [48]. The degeneracies of the hadrons includes
isospin degeneracy when the mass splitting is small (for example, for the ∆ baryons);
otherwise the hadrons are listed separately (for example, p and n). Antibaryons are not
listed in the table but are included in the calculations. The columns indicate, from left
to right, the hadron’s identity, mass, degeneracy, and baryon charge.
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hadron ma(GeV) degen ba hadron ma(GeV) degen ba hadron ma(GeV) degen ba
pi0 0.135 1 0 K∗02 (1430) 1.432 10 0 K
∗
3 (1780) 1.776 28 0
pi± 0.140 2 0 N(1440) 1.440 4 1 Λ(1800) 1.800 2 1
K± 0.494 2 0 ρ(1450) 1.465 9 0 Λ(1810) 1.810 2 1
K0 0.498 2 0 a0(1450) 1.474 3 0 pi(1800) 1.812 3 0
η 0.548 1 0 η(1475) 1.476 1 0 K2(1820) 1.816 20 0
ρ 0.775 9 0 f0(1500) 1.505 1 0 Λ(1820) 1.820 6 1
ω 0.783 3 0 Λ(1520) 1.520 4 1 Ξ(1820) 1.823 8 1
K∗±(892) 0.892 6 0 N(1520) 1.520 8 1 Λ(1830) 1.830 6 1
K∗0(892) 0.896 6 0 f
′
2(1525) 1.525 5 0 φ3(1850) 1.854 7 0
p 0.938 2 1 Ξ0(1530) 1.532 4 1 N(1875) 1.875 8 1
n 0.940 2 1 N(1535) 1.535 4 1 ∆(1905) 1.880 24 1
η
′
0.958 1 0 Ξ−(1530) 1.535 4 1 ∆(1910) 1.890 8 1
a0 0.980 3 0 ∆(1600) 1.600 16 1 Λ(1890) 1.890 4 1
f0 0.990 1 0 Λ(1600) 1.600 2 1 pi2(1880) 1.895 15 0
φ 1.019 3 0 η2(1645) 1.617 5 0 N(1900) 1.900 8 1
Λ 1.116 2 1 ∆(1620) 1.630 8 1 Σ(1915) 1.915 18 1
h1 1.170 3 0 N(1650) 1.655 4 1 ∆(1920) 1.920 16 1
Σ+ 1.189 2 1 Σ(1660) 1.660 6 1 ∆(1950) 1.930 32 1
Σ0 1.193 2 1 pi1(1600) 1.662 9 0 Σ(1940) 1.940 12 1
Σ− 1.197 2 1 ω3(1670) 1.667 7 0 f2(1950) 1.944 5 0
b1 1.230 9 0 ω(1650) 1.670 3 0 ∆(1930) 1.950 24 1
a1 1.230 9 0 Λ(1670) 1.670 2 1 Ξ(1950) 1.950 4 1
∆ 1.232 16 1 Σ(1670) 1.670 12 1 a4(2040) 1.996 27 0
K1(1270) 1.272 12 0 pi2(1670) 1.672 15 0 f2(2010) 2.011 5 0
f2 1.275 5 0 Ω
− 1.673 4 1 f4(2050) 2.018 9 0
f1 1.282 3 0 N(1675) 1.675 12 1 Ξ(2030) 2.025 12 1
η(1295) 1.294 1 0 φ(1680) 1.680 3 0 Σ(2030) 2.030 24 1
pi(1300) 1.300 3 0 N(1680) 1.685 12 1 K∗4 (2045) 2.045 36 0
Ξ0 1.315 2 1 ρ3(1690) 1.689 21 0 Λ(2100) 2.100 8 1
a2 1.318 15 0 Λ(1690) 1.690 4 1 Λ(2110) 2.110 6 1
Ξ− 1.322 2 1 Ξ(1690) 1.690 4 1 φ(2170) 2.175 3 0
f0(1370) 1.350 1 0 N(1700) 1.700 8 1 N(2190) 2.190 16 1
pi1(1400) 1.354 9 0 ∆(1700) 1.700 16 1 N(2200) 2.250 20 1
Σ(1385) 1.385 12 1 N(1710) 1.710 4 1 Σ(2250) 2.250 6 1
K1(1400) 1.403 12 0 K
∗(1680) 1.717 12 0 Ω−(2250) 2.252 2 1
Λ(1405) 1.405 2 1 ρ(1700) 1.720 9 0 N(2250) 2.275 20 1
η(1405) 1.409 1 0 f0(1710) 1.720 1 0 f2(2300) 2.297 5 0
K∗(1410) 1.414 12 0 N(1720) 1.720 8 1 f2(2340) 2.339 5 0
ω(1420) 1.425 3 0 Σ(1750) 1.750 6 1 Λ(2350) 2.350 10 1
K∗0 (1430) 1.425 4 0 K2(1770) 1.773 20 0 ∆(2420) 2.420 48 1
K∗±2 (1430) 1.426 10 0 Σ(1775) 1.775 18 1 N(2600) 2.600 24 1
f1(1420) 1.426 3 0
Table A.1: A list of hadrons included in calculations in Chapters 2 and 3. (Antibaryons
are omitted from the table but are included in the calculations.)
Appendix B
Details About the Speed of Sound
Abundant experimental evidence has demonstrated that the hot and dense matter
formed in high-energy heavy-ion collisions behaves as a fluid. Just like in familiar,
nonrelativistic fluids, sound waves can propagate through quark-gluon plasmas and
hadronic gases. The speed of sound through these forms of matter is an interesting
quantity in and of itself, but it is also a sensitive measure of the equation of state. It
is therefore useful to compare model predictions of the speed of sound to lattice QCD
calculations; see Chapter 3 for the results. In this appendix we provide additional de-
tails about calculating the speed of sound from thermodynamic models. We begin by
discussing the basic physics of sound. Then we derive the wave equation to obtain an
expression for the sound speed. Finally, we give technical details on how to calculate
the sound speed from the equation of state.
At a fundamental level, the phenomena of sound is a pressure wave which propagates
through a fluid. Typically, the compression and rarefaction of the fluid occurs fast
enough that negligible entropy is produced over one period of the wave—sound waves
are approximately adiabatic. Mathematically, this requires that the divergence of the
entropy four-current vanish. Using the notation of Chapter 4, we have
∂µs
µ = 0 . (B.1)
Since we are ignoring viscous effects, the entropy current in equilibrium is
sµ = suµ , (B.2)
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where s is the local entropy density and uµ is the fluid four-velocity. Recalling the useful
formulas
D = uµ∂µ (B.3)
Dµ = ∂µ − uµD , (B.4)
we can rewrite Eq. (B.1) as a continuity equation
Ds = −s∂µuµ . (B.5)
Physically, D is a time derivative in the local rest frame while Dµ is a spacial gradient
in the local rest frame: in the rest frame, D = ∂0, D0 = 0, and Di = ∂i. In equilibrium,
the baryon current is nuµ, where n is the baryon density. Baryon charge is exactly
conserved in QCD; its conservation law in ideal hydrodynamics is
Dn = −n∂µuµ . (B.6)
Note that while the total entropy and baryon number are conserved in an adiabatic
sound wave, the densities of those quantities do change as the fluid expands and con-
tracts. One quantity which is unchanged is the entropy per baryon
σ =
s
n
. (B.7)
We can see this from Eq. (B.7) using Eqs. (B.5) and (B.6):
Dσ = n−1Ds− sn−2Dn = (−sn−1 + sn−1)∂µuµ = 0 . (B.8)
Hence, σ is unchanged with time. This fact was used in Chapter 4 when deriving
deviations of the distribution function from equilibrium since entropy production was
negligible in that calculation.
We proceed to derive the wave equation. The energy momentum tensor in ideal
hydrodynamics is
Tµν = −Pgµν + (P + )uµuν . (B.9)
Conservation of energy and momentum requires ∂µT
µν = 0, which we can write as
0 = uν [D+ (P + )∂µu
µ] + [−DνP + (P + )Duν ] . (B.10)
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The first term is parallel to the fluid four-velocity uν while the second is orthogonal to
it; hence both terms independently vanish. For simplicity, we evaluate both in the rest
frame and take the nonrelativistic limit, where u0 ≈ 1 and ∂µuµ → ∂iui. We get
∂0 = −w∂iui (B.11)
∂iP = w∂0ui = −w∂0ui , (B.12)
where w = (P + ) is the enthalpy density.
We need one additional expression which we can find if we treat P as a function
of  and σ instead of the more typical T and µ. Since σ is constant during adiabatic
processes, we can write
∂0P =
(
∂P
∂
)
σ
∂0 . (B.13)
Next, we linearize the system assuming small perturbations around global equilibrium:
P (x) = P eq + δP (x) (B.14)
(x) = eq + δ(x) . (B.15)
Thus
∂0δP =
(
∂P
∂
)
σ
∂0δ = −w
(
∂P
∂
)
σ
∂iu
i . (B.16)
Differentiating again gives
∂0∂0δP = −w
(
∂P
∂
)
σ
∂i∂0u
i =
(
∂P
∂
)
σ
∂i∂iδP . (B.17)
This is the famous wave equation
∂2P
∂t2
=
(
∂P
∂
)
σ
∇2P (B.18)
with speed of sound cs given by
c2s =
(
∂P
∂
)
σ
. (B.19)
Note that we must hold constant the entropy per baryon σ when evaluating the deriva-
tive in Eq. (B.19).
The models presented in this thesis predict the pressure P (T, µ) as a function of
temperature T and baryon chemical potential µ, so we need a practical way to evaluate
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Eq. (B.19). We begin by deriving two useful thermodynamic relations. We start with
the thermodynamic identity
d = Tds+ µdn , (B.20)
where s and n are the entropy and baryon densities, respectively. Using σ = s/n,
ds = d(nσ), so
d = Tndσ + (Tσ + µ)dn
= Tndσ +
w
n
dn . (B.21)
Thus, at fixed σ,
d =
w
n
dn . (B.22)
Next, we note that if σ is fixed, then dσ = d(s/n) = 0 implies that
sdn = nds . (B.23)
Combining Eqs. (B.22) and (B.23) gives (at fixed σ)
d =
w
s
ds . (B.24)
Using Eq. (B.24) with (B.19), we find
c2s =
(
∂P
∂T
)
σ(
∂
∂T
)
σ
=
s
w
(
∂P
∂T
)
σ(
∂s
∂T
)
σ
. (B.25)
From the chain rule,
c2s =
s
w
[(
∂P
∂T
)
µ
+
(
∂µ
∂T
)
σ
(
∂P
∂µ
)
T
]
[(
∂s
∂T
)
µ
+
(
∂µ
∂T
)
σ
(
∂s
∂µ
)
T
] . (B.26)
To find the link between µ and T at fixed σ, we turn to Eq. (B.23), which we can
expand as
s
[(
∂n
∂T
)
µ
dT +
(
∂n
∂µ
)
T
dµ
]
= n
[(
∂s
∂T
)
µ
dT +
(
∂s
∂µ
)
T
dµ
]
. (B.27)
Solving for dµ/dT gives (
∂µ
∂T
)
σ
=
s
(
∂n
∂T
)
µ
− n ( ∂s∂T )µ
n
(
∂s
∂µ
)
T
− s
(
∂n
∂µ
)
T
. (B.28)
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The speed of sound is now readily calculable from Eqs. (B.26) and (B.28) since all of
the required quantities come directly from P (T, µ) or its first or second derivatives with
respect to T and µ. For completeness, we provide a few additional details. Recall the
thermodynamic identities for entropy density and baryon density:
s =
(
∂P
∂T
)
µ
(B.29)
n =
(
∂P
∂µ
)
T
. (B.30)
Let us also recall the susceptibility formula
χxy =
∂2P
∂x∂y
, (B.31)
where x and y are either T or µ. Combining Eqs. (B.26) and (B.28), we find
c2s =
n2χTT − sn(χTµ + χµT ) + s2χµµ
w(χTTχµµ − χTµχµT ) . (B.32)
If derivatives commute (as in this thesis, where there is no strong phase transition or
the accompanying discontinuities in thermodynamic derivatives), then
c2s =
n2χTT − 2snχµT + s2χµµ
w(χTTχµµ − (χµT )2) . (B.33)
The pressure derivatives appearing in Eq. (B.33) are readily evaluated using finite dif-
ference methods.
Appendix C
Deriving the Conservation
Equations
In this appendix, we outline the derivation of the conservation equations from their
microscopic origins. This is straightforward but requires a special identity involving the
Boltzmann equation. Then, we use the results to obtain constraints for the mean fields.
Finally, we highlight the close connection between energy and momentum conservation
and thermodynamic self-consistency.
The derivations in this section require frequent raising and lowering of vector indices
using the metric gµν = (+,−,−,−). To avoid potential confusion between particle labels
and vector indices, we will not write the particle label on momentum variables in this
section:
p∗µa → p∗µ . (C.1)
Then, for example, we can raise and lower vector indices like
p∗0 = p∗0
p∗i = −p∗i (C.2)
(and similarly for other vectors) with no confusion.
In QCD, baryon charge, energy, and momentum are conserved at a microscopic
level during collisions between particles. Let χa represent any such conserved quantity
carried by particle a. Then, for instance, in collision events a+ b→ c+ d, we will have
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χa + χb = χc + χd. One can show that for any conserved quantity χa,∑
a
∫
dΓ∗aχaCa = 0 , (C.3)
where Ca is the collision integral for the Boltzmann equation. For a proof, see Part
A, Chapter II.1 of de Groot’s book [118]. Note that while de Groot proves Eq. (C.3)
assuming classical statistics, it is easy to show that Eq. (C.3) is unchanged by the
inclusion of quantum statistics.
We can derive macroscopic conservation equations from Eq. (C.3) by replacing the
collision integral Ca with the left-hand-side the Boltzmann equation (4.25), which we
rewrite as
Ca = p
∗µ
E∗a
∂µfa +
(
∂iE∗a + gωa
p∗µ
E∗a
ω¯iµ
)
∂fa
∂p∗i
. (C.4)
Recall that the vector mean field ω¯µ(x) depends on the space-time coordinate xµ but
not momentum. The antisymmetric stress tensor is
ω¯µν(x) = ∂µω¯ν(x)− ∂ν ω¯µ(x) . (C.5)
Also recall that
E∗a =
√
|p∗|2 +m∗2a (x) (C.6)
depends on xµ via m∗2a and also depends on momentum p∗i.
First, we substitute Eq. (C.4) into Eq. (C.3). In the first term, we integrate by parts
with respect to the space-time variable x while in the second term we integrate by parts
with respect to momentum p∗. Note that the boundary term vanishes when integrating
by parts with momentum. Two useful intermediate results are
∂µ
(
p∗µ
E∗a
)
= ∂0(1) + ∂i
(
p∗i
E∗a
)
= − p
∗i
E∗2a
∂iE
∗
a
∂
∂p∗i
(
∂iE∗a
)
= − p
∗i
E∗2a
∂iE∗a =
p∗i
E∗2a
∂iE
∗
a . (C.7)
Also,
∂
∂p∗i
(
p∗µω¯iµ
E∗a
)
= ω¯ij
[
δij
E∗a
− p
∗ip∗j
E∗3a
]
= 0 (C.8)
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due to the product of antisymmetric and symmetric tensors. Thus Eq. (C.3) becomes
0 = ∂µ
(∑
a
∫
dΓ∗a fa
p∗µχa
E∗a
)
−
∑
a
∫
dΓ∗a fa
[
p∗µ
E∗a
∂µχa +
(
∂iE∗a +
gωap
∗
µω¯
iµ
E∗a
)
∂χa
∂p∗i
]
. (C.9)
This is a very general result for any conserved quantity χa, regardless of whether one
uses classical or quantum statistics.
As a practical example, let χa = ba be the baryon charge. Then all derivatives of χa
vanish, so Eq. (C.9) becomes
0 = ∂µ
(∑
a
ba
∫
dΓ∗afa
p∗µ
E∗a
)
= ∂µJ
µ . (C.10)
This is clearly the conservation law for the baryon current, just as expected.
Next, we consider energy conservation. Note that it is the full particle energy Ea
which is conserved in particle collisions. Hence let χa = Ea = E
∗
a + gωaω¯
0. To simplify
the result, we note that
p∗i p
∗
µω¯
iµ = E∗ap
∗
i ω¯
i0 (C.11)
since the antisymmetric and symmetric parts vanish upon contraction. Then, after
much simplification, Eq. (C.9) becomes
0 = ∂µ
(∑
a
∫
dΓ∗afa
p∗µE∗a
E∗a
)
−
∑
a
∫
dΓ∗afa∂
0E∗a
+ ω¯0∂µ
(∑
a
gωa
∫
dΓ∗afa
p∗µ
E∗a
)
+ ω¯µ0
∑
a
gωa
∫
dΓ∗afa
p∗µ
E∗a
. (C.12)
Next, we consider conservation of momentum pj , so let χa = p
j = p∗j +gωaω¯j . After
simplifying, Eq. (C.9) becomes
0 = ∂µ
(∑
a
∫
dΓ∗afa
p∗µp∗j
E∗a
)
−
∑
a
∫
dΓ∗afa∂
jE∗a
+ ω¯j∂µ
(∑
a
gωa
∫
dΓ∗afa
p∗µ
E∗a
)
+ ω¯µj
∑
a
gωa
∫
dΓ∗afa
p∗µ
E∗a
. (C.13)
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Upon examination, we see that we can combine Eqs. (C.12) and (C.13) into one
energy and momentum conservation law
0 = ∂µ
(∑
a
∫
dΓ∗afa
p∗µp∗ν
E∗a
)
−
∑
a
∫
dΓ∗afa∂
νE∗a
+ ω¯ν∂µ
(∑
a
gωa
∫
dΓ∗afa
p∗µ
E∗a
)
+ ω¯µν
∑
a
gωa
∫
dΓ∗afa
p∗µ
E∗a
. (C.14)
Analogously to the case of baryon current, this expression gives the divergence of the
energy-momentum tensor
0 = ∂µT
µν . (C.15)
Indeed, we recognize the first term on the right-hand-side of Eq. (C.14) as the kinetic
theory contribution to the energy-momentum tensor. Hence, the remaining terms must
originate in the mean fields. We can begin to see how by recalling the equation of
motion for the ωµ field from Chapter 4. In Eq. (4.40), we found that to first-order in
viscous hydrodynamics,
m2ωω¯
µ =
∑
a
gωa
∫
dΓ∗a
p∗µ
E∗a
fa . (C.16)
Hence, we may rewrite Eq. (C.14) as
0 = ∂µ
(∑
a
∫
dΓ∗afa
p∗µp∗ν
E∗a
)
−
∑
a
∫
dΓ∗afa∂
νE∗a
+ m2ωω¯
ν∂µω¯
µ +m2ωω¯
µν ω¯µ . (C.17)
Thus, we can immediately see the influence of the vector mean field.
To understand the effects of the scalar mean field, we must recall the form of the
energy momentum tensor used in Chapter 4. From Eq. (4.36), it was
Tµν =
∑
a
∫
dΓ∗a
p∗µp∗ν
E∗a
fa + g
µνU(σ¯, ω¯ρω¯ρ) +m
2
ωω¯
µω¯ν . (C.18)
We require energy and momentum are conserved, so Eq. (C.18) implies
0 = ∂µT
µν
= ∂µ
(∑
a
∫
dΓ∗afa
p∗µp∗ν
E∗a
)
+ ∂νU
+ m2ω (ω¯
ν∂µω¯
µ + ω¯µ∂
µω¯ν) . (C.19)
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By equating expressions (C.17) and (C.19) and canceling terms, we find that U must
be constrained by the equation
∂νU = −
∑
a
∫
dΓ∗afa∂
νE∗a −m2ωω¯µ∂ν ω¯µ (C.20)
We recall that in Chapter 4 we assumed hadron effective masses were shifted by the
scalar field σ¯ according to
m∗a = ma − gσaσ¯ , (C.21)
where ma is the bare mass and gσa is the hadron-sigma coupling constant. Then we can
rewrite Eq. (C.20) as
∂νU(σ¯, ω¯ρω¯ρ) =
(∑
a
gσa
∫
dΓ∗afa
m∗a
E∗a
)
∂ν σ¯ +
(−12m2ω) ∂ν (ω¯ρω¯ρ) (C.22)
From the chain rule, we see conservation of energy and momentum require that we
enforce the constraints
∂U(σ¯, ω¯ρω¯ρ)
∂σ¯
=
∑
a
gσa
∫
dΓ∗a
m∗a
E∗a
fa (C.23)
∂U(σ¯, ω¯ρω¯ρ)
∂ (ω¯ρω¯ρ)
= −12m2ω , (C.24)
in addition to Eq. (C.16).
In light of the constraint (C.24), we can split U into simpler independent parts
U(σ¯, ω¯ρω¯ρ) = V (σ¯)− 12m2ω (ω¯ρω¯ρ) . (C.25)
Now V (σ¯) must obey the constraint
dV (σ¯)
dσ¯
=
∑
a
gσa
∫
dΓ∗a
m∗a
E∗a
fa . (C.26)
We comment on a few practical considerations for numerical computations. In a
numerical calculation of transport coefficients, one would need to specify details of the
specific model under investigation, such as V (σ¯) and the particle-mean field coupling
constants. Then, one would need to determine the equilibrium state of the system: at
each temperature T and baryon chemical potential µ, one would simultaneously solve
Eqs. (C.16) and (C.26) numerically (in the rest frame) to obtain σ¯(T, µ) and ω¯0(T, µ).
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Note that one would use the equilibrium distribution function f eqa . Thus, since the
mean fields would obey the constraints (C.16) and (C.26), the model constructed would
conserve energy and momentum. (It would also be thermodynamically self-consistent,
as we will discuss shortly.) Then, one could straightforwardly compute the equilibrium
thermodynamic quantities like pressure, energy density, etc. After that, one could apply
the formulas from Chapter 4 to compute the shear and bulk viscosities and thermal
conductivity.
Eq. (C.25) is somewhat simple, so one may ask whether or not it is possible to
construct a more complicated potential U(σ¯, ω¯ρω¯ρ)? For instance, might one allow
extra terms in U containing products of σ¯ and ω¯ρω¯ρ? The answer is yes, one could
construct more elaborate forms of U , but one would need to add extra terms to the
energy momentum tensor (C.18). Furthermore, it would have to be done in such a way
that Eq. (C.14) still holds. This represents one potential avenue to generalize the model
of quasiparticles and mean fields developed in this thesis. Another avenue would be
inclusion of additional conserved charges and additional scalar and vector mean fields.
In either case, energy and momentum must be carefully conserved in order to build a
realistic model.
We conclude this section by illustrating the connection between energy momentum
conservation and thermodynamic self-consistency. As a bonus, this will prove that
several formulas used in Chapter 4 are unchanged by the inclusion of quantum statistics.
For simplicity, we work in the fluid’s local rest frame. Also, we shall work to first-order in
space-time gradients, which is consistent with the rest of this appendix. In equilibrium
and in the rest frame, only the ω¯0 component of is non-zero. (Otherwise ω¯i would break
rotational symmetry.) So we can say to first-order
ω¯µ∂
ν ω¯µ ∼= ω¯0∂ν ω¯0 = ω¯0∂ν ω¯0 . (C.27)
We substitute this result into Eq. (C.20). Then we use the equation of motion for ω¯µ
(C.16) to replace the term m2ωω¯
0. We obtain, to first-order accuracy,
∂νU = −
∑
a
∫
dΓ∗a ∂
ν
(
E∗a + gωaω¯
0
)
f eqa
= −
∑
a
∫
dΓ∗a ∂
ν (Ea) f
eq
a . (C.28)
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Hence, if we consider U(T, µ) a function of temperature and baryon chemical potential
and apply the chain rule to Eq. (C.28), we find(
∂U
∂T
)
µ
= −
∑
a
∫
dΓ∗a
(
∂Ea
∂T
)
µ
f eqa . (C.29)
(
∂U
∂µ
)
T
= −
∑
a
∫
dΓ∗a
(
∂Ea
∂µ
)
T
f eqa . (C.30)
These formulas were crucial for proving the thermodynamic self-consistency of the the-
ory in Sec. 4.5. Thus, we see that energy and momentum conservation are critical to
maintaining thermodynamic self-consistency—a well-known result [101, 113]. Since we
have not assumed classical statistics in this section, the last two formulas are equally
valid for quantum or classical statistics.
Appendix D
The Chapman-Enskog Expansion
In this appendix, we derive Eq. (4.123). Recall that we are we are working with first-
order hydrodynamics. This means that we assume space-time gradients are small, so
we keep terms up to first-order in gradients and neglect all higher terms. Practically,
this means that inside terms which are already first-order in gradients, we can use ideal
(zeroth-order) hydrodynamic equations to transform terms into equivalent forms.
The goal is to evaluate Eq. (4.25), which we can recast as
df eqa
dt
=
p∗µ
E∗a
∂µf
eq
a +
(
∂iE∗a + gωa
p∗µ
E∗a
ω¯iµ
)
∂f eqa
∂p∗i
. (D.1)
Recall that we use Einstein notation where we sum over repeated indices. Also, Greek
indices like µ run over space-time variables 0-3 while Roman indices like i run over
spacial variables 1-3. Also note that
ω¯iµ = ∂iω¯µ − ∂µω¯i (D.2)
is antisymmetric. We recall that the equilibrium distribution function takes the form
(using classical statistics)
f eqa = e
−β(pνauν−µa) . (D.3)
Also recall the identities
pν = p∗ν + gωaω¯ν(x) (D.4)
E∗a = p
∗0 =
√
p∗2 +m∗2a (x) . (D.5)
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Note that p∗i is an integration variable and has no x dependence while p∗0 = E∗a has x
dependence only through m∗a(x). We also have
µa = baµ , (D.6)
where µ is the baryon chemical potential and ba is the baryon charge of particle species
a. Also, µ∗a is given by
µ∗a = µa − gωaω¯νuν . (D.7)
In the following derivation, we will simplify results by working extensively in the
local rest frame. Hence, we recall a few useful formulas. First, the fluid four-velocity
uµ obeys the identity
uµu
µ = 1 , (D.8)
hence
uµ∂νu
µ = 0 . (D.9)
In the local rest frame where uµ = (1, 0, 0, 0) this becomes
∂νu
0 = 0 . (D.10)
We also note that one must be careful when working with terms containing uν . In the
local rest frame uν = (1, 0, 0, 0), but the gradients of uν in general are nonzero. Hence,
when derivatives are involved, one should first differentiate terms involving uν , and then
afterwards simplify using the rest frame expression uν = (1, 0, 0, 0). For example,
∂µ(p
νuν) = ∂µEa + p
ν∂µuν . (D.11)
We begin the evaluation of (D.1) starting with the rightmost term. Performing the
derivative, we find in the local rest frame
∂f eqa
∂p∗i
= −f
eq
a
T
p∗i
E∗a
. (D.12)
From our metric gµν = (+,−,−,−), we can raise and lower spacial indices with a sign
change: p∗i = −p∗i . Then Eq. (D.1) becomes
df eqa
dt
=
p∗µ
E∗a
∂µf
eq
a +
1
TE∗a
(
gωa
p∗i p
∗
µω¯
iµ
E∗a
− p∗i∂iE∗a
)
f eqa . (D.13)
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In p∗i p
∗
µω¯
iµ, we are contracting symmetric and antisymmetric tensors, so all but the
µ = 0 terms cancel. Thus
df eqa
dt
=
p∗µ
E∗a
∂µf
eq
a +
1
TE∗a
(
gωap
∗
i ω¯
i0 − p∗i∂iE∗a
)
f eqa . (D.14)
Next, we compute the space-time gradient term
∂µf
eq
a = f
eq
a
[
Ea
T 2
∂µT − 1
T
∂µEa − p
ν∂µuν
T
+ ∂µ
(µa
T
)]
. (D.15)
Using Eq. (D.10), we can rewrite
pν∂µuν = p
i∂µui . (D.16)
We also note that in the rest frame ω¯i = 0 in equilibrium, so to first-order accuracy
pν∂µuν = p
∗i∂µui . (D.17)
Thus we find
p∗µa
E∗a
∂µf
eq
a =
f eqa
E∗a
[
Eap
∗µ∂µT
T 2
− p
∗µ∂µEa
T
− p
∗µp∗i∂µui
T
+ p∗µ∂µ
(µa
T
)]
. (D.18)
Combining Eqs. (D.18) and (D.14) and simplifying, we find
df eqa
dt
=
f eqa
E∗a
[
Eap
∗µ∂µT
T 2
+ p∗µ∂µ
(µa
T
)
− E
∗
a∂0Ea
T
− gωap
∗i∂0ω¯i
T
− p
∗µp∗i∂µui
T
]
.
(D.19)
We note that in equilibrium, ω¯µ has no spacial components, so we write
ω¯µ = ω¯
0uµ , (D.20)
so to lowest order we have
∂0ω¯i = ω¯
0∂0ui . (D.21)
Thus, we find
df eqa
dt
=
f eqa
E∗a
[
Eap
∗µ∂µT
T 2
+ p∗µ∂µ
(µa
T
)
− E
∗
a∂0Ea
T
− Eap
∗i∂0ui
T
− p
∗ip∗j∂jui
T
]
. (D.22)
We can reorganize the terms to read
df eqa
dt
=
f eqa
E∗a
[
−E∗a∂0
(
Ea − µa
T
)
+ p∗i∂i
(µa
T
)
+
Eap
∗i
T
(
∂iT
T
− ∂0ui
)
− p
∗ip∗j∂jui
T
]
.
(D.23)
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Next, we derive a needed identity. From Eq. (B.10), we see conservation of energy
and momentum implies (to lowest order)
DνP = wDuν , (D.24)
where w = (P + ) is the enthalpy density. In the rest frame this equation is
∂iP = w∂0ui . (D.25)
Employing the Gibbs-Duhem thermodynamic equation, we find
∂iP = s∂iT + n∂iµ
=
w
T
∂iT + Tn∂i
(µ
T
)
= w∂0ui , (D.26)
or
1
T
(
∂iT
T
− ∂0ui
)
= − n
w
∂i
(µ
T
)
. (D.27)
Then recalling µa = baµ, Eq. (D.23) becomes
df eqa
dt
=
f eqa
E∗a
[
−E∗a∂0
(
Ea − µa
T
)
+
(
ba − Ean
w
)
p∗i∂i
(µ
T
)
− p
∗ip∗j∂jui
T
.
]
(D.28)
Next, we symmetrize the term
p∗ip∗j∂jui = 12p
∗ip∗j
(
∂iuj + ∂jui +
2
3∆ij∂ρu
ρ
)− p∗ip∗j 13∆ij∂ρuρ
= 12p
∗ip∗j
(
∂iuj + ∂jui +
2
3∆ij∂ρu
ρ
)− |p∗|2
3
∂ρu
ρ . (D.29)
(Recall that in the rest frame ∆ij = δij .) We next cast this into a more covariant form
by recalling that in the rest frame
D = ∂0
Di = ∂i
D0 = 0 . (D.30)
Thus Eq. (D.28) becomes
df eqa
dt
= f eqa
[ |p∗|2
3TE∗a
∂ρu
ρ −D
(
Ea − µa
T
)]
+f eqa
(
ba − Ean
w
)
p∗µ
E∗a
Dµ
(µ
T
)
−f eqa
p∗µp∗ν
2TE∗a
[
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
]
. (D.31)
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Note that, working to first-order in space-time gradients, we can swap
p∗µa Dµ → pµaDµ (D.32)
since the difference is second-order in gradients. (The reason is that in equilibrium, ω¯µ
is parallel to uµ which is orthogonal to Dµ.) Thus we find
df eqa
dt
= f eqa
[ |p∗|2
3TE∗a
∂ρu
ρ −D
(
Ea − µa
T
)]
+f eqa
(
ba − Ean
w
)
pµ
E∗a
Dµ
(µ
T
)
−f eqa
pµpν
2TE∗a
[
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
]
. (D.33)
Next, we recall Eq. (4.120) which came from ideal hydrodynamics
DT = −v2nT ∂ρuρ ,
Dµ = −v2sµ∂ρuρ . (D.34)
Also note that
v2n =
(
∂P
∂
)
n
(D.35)
as discussed in Sec. 4.6. Since entropy per baryon σ is conserved in ideal hydrodynamics,
we can write (to first-order accuracy)
−D
(
Ea − µa
T
)
= − ∂
∂T
(
Ea − µa
T
)
σ
DT
= v2nT
∂
∂T
(
Ea − µa
T
)
σ
∂ρu
ρ . (D.36)
Hence Eq. (D.33) becomes
df eqa
dt
= f eqa
[ |p∗|2
3TE∗a
+ v2nT
∂
∂T
(
Ea − µa
T
)
σ
]
∂ρu
ρ
+f eqa
(
ba − Ean
w
)
pµ
E∗a
Dµ
(µ
T
)
−f eqa
pµpν
2TE∗a
[
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
]
. (D.37)
Thus we have derived Eq. (4.123).
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We conclude this appendix by computing an alternative form of Eq. (D.37) which
generalizes results found in other published works. We start with Eq. (D.36) and employ
the chain rule to differentiate with respect to T and µ. We find
−D
(
Ea − µa
T
)
=
1
T 2
[
Ea − T
(
∂Ea
∂T
)
µ
− baµ
]
DT
− 1
T
[(
∂Ea
∂µ
)
T
− ba
]
Dµ . (D.38)
Next, we note that Eq. (D.34) is often written in an equivalent form [112] which is
derived using ideal hydrodynamics and hence also conserves entropy per baryon:
DT = −T
(
∂P
∂
)
n
∂ρu
ρ ,
Dµ = −
[
µ
(
∂P
∂
)
n
+
(
∂P
∂n
)

]
∂ρu
ρ . (D.39)
Inserting Eqs. (D.38) and (D.39) into Eq. (D.33), we find after simplification
df eqa
dt
=
f eqa
T
[
|p∗|2
3E∗a
−
(
∂P
∂
)
n
(
Ea − T
(
∂Ea
∂T
)
µ
− µ
(
∂Ea
∂µ
)
T
)
+
(
∂P
∂n
)

((
∂Ea
∂µ
)
T
− ba
)]
∂ρu
ρ
+f eqa
(
ba − Ean
w
)
pµ
E∗a
Dµ
(µ
T
)
−f eqa
pµpν
2TE∗a
[
Dµuν +Dνuµ +
2
3∆µν∂ρu
ρ
]
. (D.40)
Formally, this looks very similar to the result in Ref. [112]. However, Ref. [112] did not
include a baryon chemical potential nor a vector mean field (which is concealed inside
Ea in Eq. (D.40)). Hence, this result is in fact a generalization of Ref. [112].
