Let r, n > 1 be integers and q be any prime power q such that r | q n − 1. We say that the extension F q n /Fq possesses the line property for rprimitive elements if, for every α, θ ∈ F * q n , such that F q n = Fq(θ), there exists some x ∈ Fq, such that α(θ + x) has multiplicative order (q n − 1)/r. Likewise, if, in the above definition, α is restricted to the value 1, we say that F q n /Fq possesses the translate property. In this paper we take r = n = 2 (so that necessarily q is odd) and prove that F q 2 /Fq possesses the translate property for 2-primitive elements unless q ∈ {5, 7, 11, 13, 31, 41}. With some additional theoretical and computational effort, we show also that F q 2 /Fq possesses the line property for 2-primitive elements unless q ∈ {3, 5, 7, 9, 11, 13, 31, 41}. 
Introduction
Let q be a prime power and n ≥ 2 an integer. We denote by F q the finite field of q elements and by F q n its extension of degree n. It is well-known that the multiplicative group F * q n is cyclic; its generators are called primitive elements. The theoretical importance of primitive elements is complemented by their numerous applications in practical areas such as cryptography.
In addition to their theoretical interest, elements of F * q n that have high order, without necessarily being primitive, are of great practical interest because in several applications they may replace primitive elements. Accordingly, recently researchers have worked on the the effective construction of such high order elements, [10, 14, 15] , since that of primitive elements themselves remains an open problem.
With that in mind, we call an element of order (q n − 1)/r, where r | q n − 1, rprimitive, i.e., the primitive elements are exactly the 1-primitive elements. In this line of work, the existence of 2-primitive elements that also possess other desirable properties has been recently considered [8, 13] .
We call some θ ∈ F q n a generator of the extension F q n /F q if F q n = F q (θ) and, if θ is a generator of F q n /F q , we call the set
the set of translates of θ over F q and every element of this set a translate of θ over F q . We say that an extension F q n /F q possesses the translate property for r-primitive elements, if every set of translates contains an r-primitive element. In particular, for r = 1 we simply call it the translate property. A classical result in the study of primitive elements is the following. Theorem 1.1 (Carlitz-Davenport) . Let n be an integer. There exist some T 1 (n) such that for every prime power q > T 1 (n), the extension F q n /F q possesses the translate property.
The above was first proved by Davenport [9] , for prime q, while Carlitz [2] extended it to the stated form. Interest in this problem was renewed by recent applications of the translate property in semifield primitivity, [12, 16, 17] .
Let θ be a generator of the extension F q n /F q and take some α ∈ F * q n . We call the set
the line of α and θ over F q . An extension F q n /F q is said to possess the line property for r-primitive elements if every line of this extension contains an r-primitive element. When r = 1, we refer to this property as the line property. A natural generalization of Theorem 1.1 is the following, [5, Corollary 2.4].
Theorem 1.2 (Cohen) . Let n be an integer. There exist some L 1 (n) such that for every prime power q > L 1 (n), the extension F q n /F q possesses the line property.
The authors have recently [7] established the following extension of Theorems 1.1 and 1.2 to r-primitive elements. Theorem 1.3. Let n and r be integers. There exist some L r (n) such that for every prime power q > L r (n), with the property r | q n − 1, the extension F q n /F q possesses the line property for r-primitive elements. If we confine ourselves to the translate property for r-primitive elements, the same is true for some T r (n) ≤ L r (n).
A natural, but apparently challenging, related question is identifying the exact value of the numbers T 1 (n) and L 1 (n) for given n. Indeed, only a handful of these are known. In particular, the first author, in [3] , proved that T 1 (2) = L 1 (2) = 1 and, in [4] , that T 1 (3) = 37. Bailey et al. [1] proved that L 1 (3) = 37 and estimated T 1 (4) ≤ L 1 (4) ≤ 102829.
In this paper we consider the case in which r = n = 2 and establish complete existence results by proving the following theorems. Theorem 1.4. For every odd prime power q = 5, 7, 11, 13, 31 or 41 the extension F q 2 /F q possesses the translate property for 2-primitive elements. In particular, T 2 (2) = 41. Theorem 1.5. For every odd prime power q = 3, 5, 7, 9, 11, 13, 31 or 41, α ∈ F * q 2 and θ ∈ F q 2 \ F q , there exists some x ∈ F q such that α(θ + x) is 2-primitive. In particular, L 2 (2) = 41.
The above results are the fruits of combined theoretical and computational methods. Namely, first, by proving Theorem 4.1, we effectively estimate L 2 (2) and T 2 (2) theoretically by a sieving method, cf. [6] . This leaves a small number (around 100) of extensions unresolved, the largest prime power remaining being q = 3541. Then, we employ computational methods (extensive as regards the line property) to deal with the remaining extensions.
Preliminaries
We begin by introducing the notion of freeness. Let m | q n − 1, an element ξ ∈ F * q n is m-free if ξ = ζ d for some d | m and ζ ∈ F * q n implies d = 1. It is clear that primitive elements are exactly those that are q 0 -free, where q 0 is the square-free part of q n − 1. It is also evident that there is some relation between m-freeness and multiplicative order. Throughout this work, a character is a multiplicative character of F * q n , while we denote by χ 0 the trivial multiplicative character. Vinogradov's formula yields an expression for the characteristic function of m-free elements in terms of multiplicative characters, namely:
where µ stands for the Möbius function, φ for the Euler function, θ(m) := φ(m)/m and the inner sum suns through multiplicative characters of order d. Furthermore, a direct consequence of the orthogonality relations is that the characteristic function for the elements of F * q n that are k-th powers, where k | q n − 1, can be written as
We will use character sums to establish our results. For the following, see [5, Lemma 3.3 ].
Lemma 2.2 (Cohen) . Let θ ∈ F q 2 be such that F q 2 = F q (θ) and χ a non-trivial character. Set
Furthermore, let W (R) be the number of the square-free divisors of R. The following provides an efficient bound for this function. Lemma 2.3. Let R, a be positive integers and let p 1 , . . . , p j be the distinct prime
In particular, d R := c R,8 < 4514.7 for every R.
Proof. The statement is an immediate generalization of [6, Lemma 3.3] and can be proved using multiplicativity. The bound for d R can be easily computed.
Sufficient conditions
Observe that for our case, since 2 | q 2 − 1, we must further assume that q is odd, in which case, evidently, 4 | q 2 − 1. Now, let R ′ be the square-free part of the odd part of q 2 − 1 and take some R | R ′ and let Γ R be the characteristic function for R-free elements, that are squares, but not fourth powers. First, we will express Γ R with the help of characters.
With the notation of Section 2, Γ R can be expressed as
Moreover, a fourth power is also a square, hence, for x ∈ F * q 2 , w 2 (x)w 4 (x) = w 4 (x) and the latter yields
Furthermore, for every x ∈ F * q n ,
where, for δ | 4,
Finally, we insert the above and the expressions (1) and (2) into (3), and obtain
where x ∈ F * q n and (χψ) stands for the product of the corresponding characters, itself a character.
Next, fix some θ ∈ F q 2 such that F q 2 = F q (θ) and some α ∈ F * q 2 . Further, let N R (θ, α) stand for the number of R-free elements, that are squares, but not fourth powers, in the set
Clearly, for our purposes, it suffices to show that N R ′ (θ, α) = 0.
The above expression of N R (θ, α), combined with (4), yield
Moreover, let {η 1 , η 2 } be the characters of order 4; then the characters whose order divides 4 will be {χ o , η, η 1 , η 2 }, where η is the quadratic character, the character of order 2. With these in mind, we rewrite (5) as follows:
Now, we distinguish the cases q ≡ 1 (mod 4) and q ≡ 3 (mod 4). First, assume q ≡ 1 (mod 4). Then 4 ∤ q + 1, hence Lemma 2.2 implies that
If we assume that q ≡ 3 (mod 4), then 4 | q + 1 and Lemma 2.2 implies that
We insert the above in (6) and get the following.
Proposition 3.1. Let q, α, θ and R be as above and let R 1 be the product of the prime divisors of R that divide q + 1.
(1) If q ≡ 1 (mod 4), then
Our next aim is to relax the conditions of Proposition 3.1. For this purpose, we adapt the sieving techniques of Cohen-Huczynska, [6] .
In addition, let {r 1 , . . . , r s } be a set of divisors of m such that gcd(r i , r j ) = r 0 for every i = j and lcm(r 1 , . . . , r s ) = m. Then
Proof. For any l | R ′ , let S l be the set of l-free elements of the form α(θ + x), where x ∈ F q , that are squares, but not fourth powers. In other words, |S l | = N l (θ, α). Accordingly, we may work with |S l | instead of N l (θ, α).
We will use induction on s. The result is trivial for s = 1. For s = 2 notice that S r1 ∪ S r2 ⊆ S r0 and that S r1 ∩ S r2 = S m . The result follows after considering the cardinalities of those sets.
Next, assume that our hypothesis holds for some s ≥ 2. We shall prove our result for s + 1. Set r := lcm(r 1 , . . . , r s ) and apply the s = 2 case on {r, r s+1 }. The result follows from the induction hypothesis.
Write R ′ = kp 1 · · · p s , where p 1 ,. . . ,p s are distinct primes and ε := 1− s i=1 1/p i , with ε = 1 when s = 0. Further, suppose that p i | q + 1 for i = 1, . . . , r and p i ∤ q + 1 for i = r + 1, . . . , s. Finally, set ε ′ := 1 − r i=1 1/p i and let k 1 be the part of k, that divides q + 1. Proposition 3.3. Let q, α, θ and R ′ be as above. Additionally, let ε and ε ′ be as above and assume that ε > 0.
(1) If q ≡ 1 (mod 4) and
Notice that θ(kp i ) = θ(k)(1 − 1/p i ). It follows from (6) that
First assume that q ≡ 1 (mod 4). We repeat the arguments that led us to (7) for (10). If i = 1, . . . , r, i.e., p i | q + 1, then
The combination of (7), (9), (10) and the above bounds yields the desired result. The case when q ≡ 3 (mod 4) follows in the same fashion, but with (8) in mind.
We are now ready to proceed with the numerical aspects.
Numerical aspects
All the mentioned computations and algorithms were implemented with the SageMath software. Since, in some cases, finding a computationally efficient or viable way to perform our calculations was non-trivial, the basic steps of our calculations are described in detail. Furthermore, we note that a modern mid-range laptop can perform the computations of this subsection in less than two minutes.
We start with the simplest sufficient condition to check. This derives from (7) and (8) 
The above, with the help of Lemma 2.3, implies that the case q ≥ q 0 = (2 · 4514.7) 4 ≃ 6.65 · 10 15 is settled. Next, let t(q) stand for the number of prime factors of q 2 − 1. A quick computation reveals that, if t(q) ≥ 14, then q ≥ q 0 , i.e., the case t(q) ≥ 14 is settled. Let p(i) stand for the i-th prime (for example p(2) = 3). Based on Proposition 3.3, we employ the following algorithm that takes t 1 ≤ t 2 as input and goes through the following steps: If Algorithm 1 returns true, then the case 
Let us now explain the validity of Algorithm 1. Assume that the returned value is true for some t 1 ≤ t 2 . Take some q, such that t 1 ≤ t(q) ≤ t 2 and write q 2 − 1 = p s1 1 · · · p s t(q) t(q) , where the p i 's are the (distinct) prime factors of q 2 − 1 in ascending order. It is clear that W (q 2 − 1) = 2 t(q) . Thus a condition for our purposes, implied by Proposition 3.3, is
Of course, p i ≤ p(i), which impliess that ε 1 ≤ ε = 1 − s−1 i=0 1/p t1−i , and that t(q) ≤ t 2 , that is, the quantity q 1 computed in Step 2 is in fact larger than the right side of (11); hence, if q ≥ q 1 , then (11) holds. The number c in Step 3 stands for the maximum number of prime divisors a number not larger than q 2 1 − 1 can admit. Accordingly, if c ≤ t 1 ≤ t(q), then, (11) holds, which is exactly the test that is performed in Step 4.
We successfully apply Algorithm 1 for the pairs (t 1 , t 2 ) = (11, 13) and (10, 10) ; consequently, the case t(q) ≥ 10 is settled. Thus, we may now assume that t(q) ≤ 9 and focus on the case q ≤ (2 · 2 9 ) 2 = 1,048,576.
The interval 3 ≤ q ≤ 1,048,576 contains precisely 82,247 odd prime powers. We first exploit Proposition 3.1. A quick computation reveals that, in the interval in question, there are exactly 2,425 odd prime powers, where (7) or (8), respectively, do not hold when all the relevant quantities are explicitly computed.Among these, q = 1,044,889 is the largest.
We proceed to the sieving part, i.e., Proposition 3.3. Namely, we attempt to satisfy the conditions of Proposition 3.3 as follows. Until we run out of prime divisors of k, or until ε ≤ 0, we add to the set of sieving primes (that is, the primes p 1 , . . . , p s in Proposition 3.3) the largest prime divisor not already in the set. If, for one such set of sieving primes, the condition of Proposition 3.3 is valid, then the desired result holds for the prime power in question.
This procedure was successful, for all the 2,425 prime powers mentioned earlier, with the 101 exceptions of Table 1 . So, to sum up, we have proved the following. q # 3, 5, 7, 9, 11, 13, 17, 19, 23, 25, 27, 29, 31, 37, 41, 43, 47, 49, 53, 59, 61, 67, 71, 73, 79, 81, 83, 89, 97, 101, 103, 109, 113, 121, 125, 127, 131, 137, 139, 149, 151, 157, 169, 173, 181, 191, 197, 199, 211, 229, 239, 241, 269, 281, 307, 311, 331, 337, 349, 361, 373, 379, 389, 409, 419, 421, 461, 463, 509 Table 1 , α ∈ F * q n and θ ∈ F q 2 \F q , there exists some x ∈ F q such that α(θ+x) is 2-primitive. In particular, L 2 (2) ≤ 3541.
We note that the above implies Theorems 1.4 and 1.5 for any q not present in Table 1 . On what follows, we deal with these cases.
Direct verification of the translate property
With Theorem 4.1 in mind, we move on to check the remaining cases, namely the prime powers listed in Table 1 . First, we consider the translate property, i.e., we fix α = 1. Towards this end, we use Algorithm 2, which we implement in SageMath.
We explain the validity and the ideas behind Algorithm 2. First, a primitive element a ∈ F q 2 is found; so we represent F * q 2 as the powers of a and work mostly with the (integer) exponents, rather than the finite field elements themselves. Then, Algorithm 2 Explicitly verifying the translate property when r = n = 2.
1: input: q ⊲ It has to be an odd prime power 2: output: true or false 3: procedure NotInTranslate(j, A, q, a) 4:
for i ∈ A do 5:
if (a i − a j ) q−1 = 1 then 6:
return false 7:
end if 8:
end for 9:
return true 10: end procedure 11: a ← a primitive element of F q 2 12: A ← ∅ 13: for j ← 1, q 2 − 2 do 14:
if gcd(j, q 2 − 1) = 2 and NotInTranslate(j, A, q, a)=true then 15:
A ← A ∪ {j} 16:
if |A| = q − 1 then 17:
return true 18:
end if 19:
end if 20: end for 21: return false starting with the if statement in line 14, we build the list A, representing the exponents of a that correspond to 2-primitive elements of F q 2 such that any two of them belong to a different set of translates. Note that an exponent has a gcd with q 2 − 1 equal to 2 if and only if it corresponds to a 2-primitive element. Also, Procedure NotInTranslate (lines 3-10) checks whether a given exponent corresponds to some element whose set of translates has already been considered or not.
It follows that |A| represents the number of set of translates of F q 2 /F q that include a 2-primitive element. It is clear that the set F q 2 \ F q is, in fact, partitioned into the distinct sets of translates of F q 2 /F q . Additionally, |F q 2 \ F q | = q(q − 1) and, since every set of translates has cardinality q, it follows that there are exactly q − 1 distinct sets of translates. Thus, F q 2 /F q has the translate property if and only if, at some point, |A| reaches q − 1. This is checked in line 16. On the contrary, if this number never reaches q − 1, this extension does not have the translate property, see line 21.
We ran Algorithm 2 for all the 101 prime powers of Table 1 and it returned true, with the exception of q = 5, 7, 11, 13, 31 and 41. We note that for all these computations, a modern mid-range laptop spent about 2.5 hours of computer time. This completes the proof of Theorem 1.4.
Direct verification of the line property
We turn our attention to the line property. Fix some α ∈ F * q 2 and note that the lines of α and the various θ's over F q define yet another partition of F q 2 \ F q . For example, if α = 1 this partitioning coincides with the one that the sets of translates define. This partitioning, however, is not unique to every α ∈ F * q 2 , as we shall now demonstrate.
Let α 1 , α 2 ∈ F * q 2 be such that α 1 /α 2 = b 0 ∈ F q . It follows that an arbitrary line that α 1 defines, along with some generator θ of the extension F q 2 /F q , is of the form
that is, one of the lines that α 2 defines. Consequently, α 1 and α 2 are associated with the same partitioning.
Furthermore, set A :
and C := AB = {βb 0 : β ∈ A and b 0 ∈ B}. By looking at the multiplicative orders, it is clear that |A| = q + 1, |B| = q − 1 and A ∩ B = {±1}. It follows that |AB| = (q + 1)(q − 1)/2 = |F * q 2 |/2. In addition, if we write q 2 − 1 = 2 d q 0 , where q 0 is the odd part of q 2 − 1, it is clear that for odd q, d ≥ 3 and that, if ζ is a primitive 2 d -th root of unity, then ζ ∈ AB, while ζβb 0 ∈ AB for any β ∈ A and b 0 ∈ B. In short, ζAB ∩ AB = ∅ and |ζAB| = |AB| = |F * q 2 |/2, thus AB ∪ ζAB = F * q 2 . Moreover, observe that A = −A. It follows that, since q is odd, we may write A = {±β 1 , . . . , ±β µ }, where µ = (q + 1)/2 and β i = ±β j for i = j. Now, set A ′ := {β 1 , . . . , β µ }. Evidently, A ′ ∪ (−A ′ ) = A and, from the fact that −1 ∈ B, we deduce that A ′ B ∪ ζA ′ B = F * q 2 . From the above we conclude that, instead of the q 2 − 1 possible values of α, in order to check the existence of a 2-primitive element in every possible line, it suffices to check those lines corresponding to elements of the form γ, ζγ, where γ ∈ A ′ , i.e., the elements of A ′ ∪ ζA ′ . Vitally, this reduces the number of possible values of α that require consideration to q + 1.
From this observation, we use Algorithm 3 which is based on Algorithm 2. Let us now explain its validity. The NotInLine procedure is merely a generalization of the NotInTranslate procedure of Algorithm 2, wherein the element γ ∈ A ′ ∪ ζA ′ is now considered. The procedure CheckLines follows the same steps as the main procedure of Algorithm 2, with the difference that, instead of the sets of translates, the partition is now dictated by the lines that γ defines. Note that for γ = 1 the check that is performed in this step is identical to the one performed in Algorithm 2. Finally, the main procedure of Algorithm 3, begins by building the set G = A ′ ∪ζA ′ . Since a is primitive, a j+(q 2 −1)/2 = −a j ; so, in order to find a suitable A ′ , only the exponents 1, . . . , (q 2 − 1)/2 need to be considered. After the set G is built, the algorithm checks the output of CheckLines for all γ ∈ G.
We ran Algorithm 3 for all the 101 prime powers of Table 1 and it returned true, with the exception of q = 3, 5, 7, 9, 11, 13, 31 and 41. This completes the proof of Theorem 1.5.
Remark 1. By contrast to the residual computation described in Section 5 to establish Theorem 1.4, that for completing the proof of Theorem 1.5 turned out to be exceptionally expensive in terms of computer time. For example, q = 3541 required 45 days of computer time, q = 2729 required 20 days and q = 2029 required 14 days, all on our mid-range modern laptop. By way of comparison, the computer time consumed for smaller prime powers varied from 3-5 days, when q ≃ 1000 to a few seconds for q ≃ 100. The considerable cost for the larger numbers highlights the significance of strong theoretical methods that could minimize or, ideally, eliminate the computer dependency of our methods. For instance, a theoretical elimination of the two largest prime powers of Table 1 would reduce the computer time spent by more than two months. Algorithm 3 Explicitly verifying the line property when r = n = 2.
1: input: q ⊲ It has to be an odd prime power 2: output: true or false 3: procedure NotInLine(j, A, q, a, γ) 4:
if ((a i − a j )/γ) q−1 = 1 then 6:
return true 10: end procedure 11: procedure CheckLines(q, a, γ) 12:
A ← ∅ 13:
for j ← 1, q 2 − 2 do 14:
if gcd(j, q 2 − 1) = 2 and NotInLine(j, A, q, a, γ)=true then 15:
end if 19: end if 20: end for 21:
return false 22: end procedure 23: a ← a primitive element of F q 2 24: q 0 ← the odd part of q 2 − 1 ⊲ write q 2 − 1 = 2 d q 0 25: ζ ← a q 0 ⊲ a primitive 2 d -th root of unity 26: G ← ∅ 27: for j ← 1, q 2 −1 2 − 1 do 28:
if q − 1 | gcd(j, q 2 − 1) then 29:
G ← G ∪ {a j , ζa j } 30: end if 31: end for 32: for γ ∈ G do 33:
if CheckLines(q, a, γ) = false then 34:
return false 35: end if 36: end for 37: return true Remark 2. As the line property implies the translate property, the exceptional extensions appearing in Theorem 1.4 also appear in Theorem 1.5. Unsurprisingly, the opposite is not true as the extensions F q 2 /F q , for q = 3 and 9, possess the translate property but not the line property for 2-primitive elements.
