Let p be a monic hyperbolic polynomial and let H be the Bezoutian matrix of p and p ′ . Then H symmetrizes the Sylvester matrix associated with p. This fact is observed by E.Jannelli. We give a simple proof of this fact and at the same time show that the family of Bezoutian matrices of Nuij approximation of p gives quasi-symmetrizers introduced by S.Spagnolo. A relation connecting H with the symmetrizer which was used by J.Leray for strictly hyperbolic polynomial is given.
Symmetrization by Bezoutiant, a simple proof
Let p(ζ) = ζ m + a 1 ζ m−1 + · · · + a m be a monic hyperbolic polynomial of degree m, that is the roots of p(ζ) = 0 are all real. Denoting dp(ζ)/dζ = p ′ (ζ) consider
h ij ζ i−1ζ j−1 which is called the Bezoutiant (or Bezoutian form, see [11] ) of p and p ′ . It is shown in [4] , [8] that the matrix H = (h ij ), here called conveniently the Bezoutian matrix of p, is nonnegative definite and symmetrizes the Sylvester matrix A associated to p(ζ); Here following [8] we give a simple proof of this fact. Proposition 1.1. H is nonnegative definite and symmetrizes A and det H is the discriminant of p.
Proof. The fact that H is nonnegative definite is well known (see for example [2, Proposition 1.2] ). Indeed writing p(ζ) = m j=1 (ζ − λ j ) it is easy to see
First treat the case when p(ζ) is a strictly hyperbolic polynomial so that λ j , j = 1, . . . , m are different each other. Denote the elementary symmetric polynomials in (λ 1 , . . . , λ k−1 , λ k+1 , . . . , λ m ) by
Denoting by R the Vandermonde's matrix;
Denote by co R = (r ij ) the cofactor matrix of R and by ∆(λ 1 , . . . , λ k ) the difference-product of λ 1 , . . . , λ k . It is easily seen that r ij is divisible by
Since r ij and ∆ i are alternating polynomials in (λ 1 , . . . , λ i−1 , λ i+1 , . . . , λ m ) of degree m(m − 1)/2 − j + 1 and (m − 1)(m − 2)/2 respectively, as a result g ij is a symmetric polynomial in (λ 1 , . . . , λ i−1 , λ i+1 , . . . , λ m ) of degree
Therefore it follows that g ij is a polynomial in σ ℓ,i . Noting that ∆ i is of degree m − 2 and r ij (j = m) is of degree m − 1 respectively with respect to λ ℓ (ℓ = i), one concludes that g ij is of degree 1 with respect to λ ℓ (ℓ = i) which proves that
Thus denoting G = (g ij ) we have H = (h ij ) = t GG, here another proof of the nonnegative definiteness of the Bezoutian matrix H.
It is clear that GAG −1 is a diagonal matrix because both R −1 AR and D are diagonal matrices. Then
and hence
2 which is the discriminant of p and this completes the proof for strictly hyperbolic polynomial p(ζ).
Passing to the general case, following [10] introduce the polynomial
which is strictly hyperbolic for ǫ = 0. Let A ǫ be the Sylvester matrix associated with p ǫ and let H ǫ = t G ǫ G ǫ be the Bezoutian matrix of p ǫ . Obviously, as ǫ → 0, we have A ǫ → A, H ǫ → H and the discriminant of p ǫ converges to that of p since the coefficients of p ǫ (ζ) go to the ones of p(ζ). Letting ǫ → 0 we obtain the result.
Quasi-symmetrizers by Bezoutian matrices
The family of Bezoutian matrices H ǫ of p ǫ provides a family of quasi-symmetrizers introduced in [1] . We give a proof of this fact following [8] .
Proposition 2.1. Assume that the multiplicity of any root of p(ζ) = 0 does not exceed r. Let H ǫ be the Bezoutian matrices of p ǫ . Then there exists C > 0 independent of ǫ such that
Before starting the proof we make a closer look at Nuij's lemma (see [13] ).
Lemma 2.1.
Then there exists c > 0 independent of ǫ such that
For the sake of completeness we present a proof of the lemma in the end of the next section. Proof of Proposition 2.1: Since the multiplicity of the roots are at most r it is clear from Lemma 2.1 that
Note that one can invert
Then denoting by A and A ǫ the Sylvester matrix associated with p and p ǫ respectively, one has
where A j,ǫ is m × m matrix with zero entries except for the last row which consists of the coefficients of p
From (2.4) one has |z| ≤ C|R −1 ǫ z| then it follows from (1.5) and (2.2) that there is c > 0 such that |G ǫ z| ≥ c|ǫ| r−1 |z|. This implies
Finally note that one can write
It is easy to see from the definition that all entries of A j,ǫ R ǫ are zero except for the last row which is p
Recall that (1.5) gives
one can write
where K, K pq , K i1i2i3i4 are constant matrices independent of ǫ. Thanks to (2.1) and (2.4) one concludes
which ends the proof.
Rrmarks
Assume that p(ζ) is a strictly hyperbolic polynomial. From (1.2) it follows that R −1 AR is diagonal and hence symmetric which shows (R
. Then with S = R t R one sees that AS is symmetric. Since S is symmetric
is also symmetric. On the other hand, denoting S = (s ij ) it is clear that
which is a symmetric polynomial in (λ 1 , . . . , λ m ) and hence a polynomial in (a 1 , . . . , a m ). Denote B = (det S)S −1 then BA is symmetric and B is positive definite because det S = (det R) 2 = ∆ 2 > 0. Since B is the cofactor matrix of S then every entry of B is also a polynomial in (a 1 , . . . , a m ). This B is the symmetrizer which was used to derive energy estimates for strictly hyperbolic equations in [7] . From (1.5) one can write
u) the equation is reduced to D t U = AU where A is the Sylvester matrix A associated to p(ζ). Assume that the multiplicity of the roots of p(ζ) = 0 are at most r. Denote φ ǫ (t) = (H ǫ U (t), U (t)) with ǫ > 0 then
Fix T ≥ 1 arbitrarily and consider 0 ≤ t ≤ T . From (3.1) it follows that
though this follows from the explicit formula U (t) = U (0)e itA immediately and is obvious. If r ≥ 2 the discriminant of p vanishes and hence det H = 0. Assume
Ker H 2j where H 0 = H. Since H ǫ is a polynomial in ǫ one can write
Repeating the same arguments as above one obtains
which is less obvious. Symmetrizations by Bezoutiant or quasi-symmetrizers are applied to several problems by several authors, see for example, [3] , [4] , [5] , [1] , [6] , [12] , [9] . In particular, interesting results for the Cauchy problem for differential operators with time dependent coefficients are proved in [5] based on detailed study on H, while quasi-symmetrizers H ǫ is applied to the propagation of the analyticity for a class of semilinear weakly hyperbolic systems in [1] .
Finally we give a proof of Lemma 2.1. Since the proof for ǫ < 0 is similar to the case ǫ > 0 so we assume ǫ > 0. Write 
