Consider a finite graph Gthis context are the degree realization problem for (R) and the reconstruction conjecture for (U). We discuss the problems (R) and (U) for the degree sequence and the size sequence of induced subgraphs for undirected and directed graphs, concentrating on the complexity of the corresponding decision problems and their connection to a natural search problem on graphs.
Introduction
Consider a finite graph G( V, E). Let us associate to G a finite list P(G) ofinvariants, The list P(G) may consist of the degrees, of the cliques, of the family of one-vertex deleted subgraphs, it may be the chromatic polynomial or whatever you like. To any given set P of invariants, the following two natural problems can be raised:
(R) Realizability. Given P, when is P = P(G) for some graph G? In this case we call P graphic, and say that G realizes P.
(U) Uniqueness. Suppose P(G)= P(H) for graphs G and H. When does this imply G = H (or even G=H when the graphs are labeled)? In other words, when is P a complete set of invariants?
When P(G) = P(H) holds, then we call G and H hypomorphic (with respect to P), and write G ~ H. Hence the uniqueness question asks: When does G ~ H imply G ~ H?
Examples. The best studied questions in this context are probably the degree realization problem for (R) and the reconstruction conjecture for (U). In the first case, we are given n nonnegative integers d~ ..... d, and ask whether there is a graph with degree sequence (dl ..... d,). The reconstruction conjecture (in its vertex form) states: Suppose two graphs G and H have the same deck, i.e. there exists a bijection ~o:V(G)~V(H) such that G\u~-H\~ou for all u~V(G), then G'~H.
Clearly, we can ask similar questions for labeled graphs and for directed graphs, or more generally, for hypergraphs.
Consider a class of invariants ~, e.g. the class of all finite sequences (dl, ..., d,) for the degree problem. Ideally, we want to solve problem (R) completely, i.e. characterize the realizable sets P~:~. If this is out of reach, we may concentrate on three less ambitious questions: Similarly, we may relax the full uniqueness problem (U) for given sets of invariants as follows:
(U1) Find classes of graphs for which uniqueness can indeed be asserted.
(U2) Suppose G ~ H. If we cannot prove G -~ H (or ifG ~ H need not be true), what can be said about the likeness of G and H?
From work with these questions, the following heuristic observations about invariants can be made: Observation 1. If(R) is easy, then (U) is hard, in the sense that more or less anything can happen. In other words, G and H need not be alike at all. Observation 2. For many sets of invariants, the problems are from a complexity point of view easy for forests hard for arbitrary graphs interesting for bipartite graphs.
In the following sections we discuss the problems (R) and (U) for some natural sets of invariants, thereby lending some substance to our observations.
Neighborhoods
Consider a finite simple graphs G(V, E); we denote by N(u) the neighbors of u ~ V, and by d(u)=lN(u)l the degree of u. Two sets of invariants come into mind: (9) The degree sequence ~(G)=(d(u): u ~ V).
(jV') The neighborhood list .Ar(G)=(N(u): u~ V).
Degree sequences
Let us first discuss (9) . The above mentioned realizability problem was first solved by Erd6s and Gallai [12] . Their theorem reads as follows: Let dl ~>d2/> "" ~>d.~>0 be a sequence of integers. (d,/> .-. ~> d.) can be realized as the degree sequence of a graph if and only if di<.k(k-1)+ min(dj, k) for k= 1 ..... n.
i=l j=k+l A sequence which can be realized is called 9raphic. It was noticed by Ruch-Gutman [29] as well as by Eggleton [11] that the set of conditions in (1) is not minimal (see below). The Erdds-Gallai result implicitly contained the following characterization which was explicitly stated and proved by Havel and Hakimi (see [19, 21] The common strategy to practically all proofs was to consider the dominance lattice of number partitions. Consider the set of all partitions of m, where the summands are ordered in nonincreasing fashion, i.e. m= p, + ... + p~, p, >>, ... >~ Ps. By adding zeros at the end we may assume that p~ is defined for all i<~m. The length l(p) of P=(P~ >1 "'" >~Ps) is defined as the largest i such that p~>0. With this convention we define k k P'~P ~" ~ PI~<Z P~ for allk>~l,
where, of course, 57=, P[ = ~i"=, Pi =m.
It is well known that the set of partitions of m endowed with this order becomes a lattice ~(m). A very useful way to visualize ~q~(m) is the representation of the partition p by their Ferrers diagram which consists of l(p) rows with p~ boxes in row i. Fig. 1 shows 2P (6) with the corresponding Ferrers diagrams.
Which of the partitions in £~'(6) are graphic? Before answering this question let us take a closer look at £P(m) in general. Consider the Ferrets diagram ofp. By definition, p~ is the number of boxes in row i. Let us similarly denote by qj the number of boxes in column j, thus in particular q~ = l(p). The following is now immediate. Let p, p' • &°(m) with Pi, q~, Pl, q~ as just defined, then k k P'%P ¢*" ~ qJ>~ 2 qJ for k~>l,
where we again add qj=O (or qj=O) at the end if necessary, q=(q, ~qe ~ "") is, of course, the conjugate partition of p. The most useful description of ~ is obtained by the following simple observation: Suppose p covers p' in £f(m). Then there must exist p~, pj with p~>~pj+2 (where pj is possibly zero) and Pl = P~-1, pj = pj + 1, p~ = Pk for k 4: i, j. In the Ferrers diagram, this
corresponds to 'pushing boxes down' from p to obtain p'. Iterating this elementary step yields by transitivity the order ~.
Let (~ be the set of graphic partitions in £-°(m) where m is an even integer (equal to twice the number of edges). With our observation, we can immediately assert that ~ is a down-set in £~¢(m), i.e. p ~ ~, p' -< p implies p' e (¢. Indeed, let G realize p, and suppose p' is obtained from p as above. Let Vx, v2 .... be the vertices of G with d(Vk) =Pk. By assumption, d(vl)>.d(vj)+2. Hence there must be a vertex vs adjacent to vi but not to vj. Deletion of the edge vivs and insertion of vjvs yields a graph G' realizing p', thus p'~ff.
Hence all that remains is to characterize the maximal partitions of (~. To do this, we introduce another useful parameter. Letf(p) be the length of the largest square fully 
The reader can readily convince himself that the condition on the right-hand side of (5) is just the ErdSs-Gallai condition (1), where the last n-f (p) conditions in (1) are superfluous.
Looking once again at our lattice ~(6) we see by (4) that ff c ~c~°(6) has two maximal partitions (2, 2, 2) and (3, l, l, 1), and the five members offf are realized by the following graphs ( Fig. 2) .
In a similar way we can characterize the degree sequences of special classes of graphs, e.g. connected graphs, forests, threshold graphs or tournaments (where the numbers refer to the outdegrees). The method is always the same:
(a) Show that the partitions in question form a down-set (b) Characterize the maximal elements.
(See [1] for a thorough discussion.) Another well known result that is amenable to these methods is the famous theorem of Gale and Ryser, characterizing 0, l-matrices with given row-and column sums. The astute reader may already have noticed that (1) can be viewed as aflow-condition (and the usual proof of the Gale-Ryser theorem proceeds along these lines). This is indeed so, and we will return to this point later on.
The ErdSs~Gallai conditions (1) or (5) for the realizability problem (9) can obviously be checked in polynomial time. So the realizability problem (R) is easy. For the uniqueness problem, our observation 1 certainly holds true. A degree sequence has a unique realization (up to isomorphism) if and only if equality holds in (1) for all k. Such graphs are called threshold graphs and have been characterized in several ways, e.g. a graph is threshold if and only if there is a hyperplane seperating the characteristic vectors of the independent sets from the characteristic vectors of the nonindependent sets. Their degree sequences are just the extreme points of the polyhedron generated as the convex hull of the degree sequences of all graphs on a given vertex set. More information can be found in [20, 27] . However, very few things about hypomorphic graphs G ~ H can be said in general. Let us mention a few results in the spirit of (U2).
ErdSs-Jacobson-Lehel considered the clique-number {o for hypomorphic graphs G ~ H with respect to the degree sequences. Suppose {o(G)=2, how large can c~(H) be? If e)(H)>~Ln/2J+2, then the degree sequence dl>~d2>~-.. >~d, satisfies dt,,J2j+2>~Ln/2J+ 1. Hence among the neighbors of ul e V(G) with d(ul >~Ln/ZJ+ 1, there must be some u~ with d(u~)= d~ >>. L n/2 J + 1. Since u ~, u~ have a common neighbor, this would contradict co(G)=2. It is an easy matter to show that co(H)=Ln/2J+ 1 is possible except for n = 4, 6, 8. Let f2(n) = max(co(G)-co(H): G ~ H), then it was proved in [13] by means of Turfin's theorem that (2(n)<<.n-cn 2/3 for some constant c~> 1 and n>/no O(n) ~ n-2n 2/3 for infinitely many values of n.
The exact value of c is not known. Another variant of (U2) is to determine the extremal value of a parameter like co(G) or the stability number :~ (G) for a given degree sequence. In [28] , Rao determined the maximum clique number of a graph with given degree sequence which can be translated into a solution for the analogous problem for the independence number ~(G). As a lower bound, Favaron et al. [14] recently proved the inequality c~(G)~> R(G) where the residue R(G) of G is defined as follows: Given the degree sequence d~>>.d2>>.... >~d. of G, form the sequences H(d), H(H(d)) ..... where H is the operation appearing in the statement of the Havel-Hakimi theorem, until for the first time a sequence with all entries equal to zero remains. If you have to apply the operator H r times, then n-r = R(G) is the residue of G. For a short proof and a generalization of this inequality, see also [33] .
Neighborhood l&ts
Let us now turn to problem (JV'). In this case we must consider labeled graphs. So, the realization problem can be formulated as the following decision problem which we call NEIGHBORHOOD LIST (NL): Given a set Vand a list (multiset) JV" =(N1 ..... N,) of subsets of V. Is there a graph G with Jff=JV'(G)?
This problem was apparently first raised by Sds in [31] . such that for all i and j,
(1) i~Nj ,~ j~Ni, (2) i¢ N,.
If we write JV" as n x n-incidence matrix F with rows corresponding to the sets and columns to the vertices, then F is graphic if and only if there exists a permutation matrix R such that
It is clear that NL belongs to the class NP, and NP-completeness is shown by a transformation from the ORDER 2 FIXED-POINT-FREE AUTOMORPHISM problem (see [25] ). [] In the spirit of observation 2, we ask what happens, when we restrict the graphs to forests and bipartite graphs, respectively. Well, as expected for forests the problem is easy (in P). For bipartite graphs, the problem is polynomially equivalent to the problem BIPARTITE NEIGHBORHOOD LIST (BNL) which reads as follows: Theorem 2 (Aigner and Triesch [4] ). BNL is polynomially equivalent to the GRAPH ISOMORPHISM problem (GI). Proof (Sketch). We use the fact that GI is polynomially equivalent to HYPERGRAPH ISOMORPHISM (HI), and demonstrate the polynomial equivalence of BNL and HI. By identifying neighborhood systems as well as hypergraphs with their incidence matrices, we may assume that an input to BNL consists of n × m-matrix F and an (m x n)-matrix Y, n = I JV vl, m = I,/Vv [. The question therefore is: Do there exist permutation matrices P and Q of order n and m, respectively, such that (PF)X= Q Y? But (PF)X=QYiff FT=Q)7" iff the hypergraphs with incidence matrices F ~ and )"are isomorphic. The result follows.
Another interesting decision problem related to neighborhood lists is MATRIX

SYMMETRY (MS):
Input: An (n × n)-matrix A with 0, 1-entries. Question: Does there exist a permutation matrix P with PA =(PA)r?
It is easy to see that MS is GI-hard, but we do not know whether MS is NP-complete.
Let us turn to the uniqueness problem. We are given two labeled graphs G and H on the same vertex set V such that N~(u)=Nu(u) for all ue V. This looks like a very strong condition, and we might expect that G and H are isomorphic or may be even equal. But this is far from the truth. Fig. 3 shows the smallest example of G ,~ H but G # H. The edges of G are drawn in bold face, those of H are dashed lines. Of course, G and H are both isomorphic to the path Ps. With one more vertex, we obtain the smallest example of two nonisomorphic hypomorphic graphs (see Fig. 4 ):
G=C6, whereas H=K3wK3. We will see in a moment that this latter example is rather typical, when G is bipartite.
Let Indeed, by the definition of ~o, we have uveGc:,~ou, veH.
Since ~ouCNn(~ou)=N~(u) we infer u, cuCG.
For (B), we note
The converse is just as easy. Then ~o is an isomorphism from G onto H~.
Since any cycle in Ge gives rise to a cycle in G, we conclude the following uniqueness result.
Proposition 1 (Aigner and Triesch [4] ). If G is a forest, then G ~ H implies G ~ H. Now let G be an arbitrary connected bipartite graph. We have seen in Fig. 4 that G may have a nonisomorphic hypomorph of the form G ,~ H CJ H. The following result shows that this is essentially the only possibility. Proposition 2 (Aigner and Triesch [4] Proof (Sketch) . Let q~ be admissible for G. Since any two vertices of Vo (resp. V;) are connected in G by a trail of even length, we infer from (B) that H~ is either connected or consists of two components on Vo and V;, respectively. The first case is treated by applying Fact 3. In the second case, let H~ = How H6. Since uv ~ G iff ~ou, v s H~, we infer ~0ue V6 for u E Vo, and vice versa. Hence q~ restricted to Vo is a bijection ~o : Vo ~ V6. Identifying u with ~0u for u e Vo, i.e. regarding both Ho and H; as graphs on Vo, it is easily seen that ~ = ~p-2 is an admissible mapping of Ho giving rise to the hypomorph H;. The proof of the converse statement follows the same lines. [] By an argument similar to Theorem 1 one can show that the decision problem whether a connected bipartite graph has a non-isomorphic hypomorph is NP-complete (see [4] ).
Directed graphs
Let us look at a directed graph G(V,E). To every u e V we associate its outneighborhood N+(u)={ve V: (u,v)EE} and its in-neighborhood N-(u)={vs V: Let us consider the realizability problem (R) first. In the directed case we have three versions:
(~*) Given a sequence d+=(di ~ ..... d +) of nonnegative numbers. When is d + realizable as out-degree sequence of a directed graph? Obviously, (@-) is the same problem.
(~+) Given a degree sequence of pairs d + =((di ~, d;) ... .. (d + , dZ) ), when is there a graph G with d+(ui)=di +, d-(ul)=d[ for all i? (@+, 9-) Given two sequences d + =(di ~ ..... d+), d-=(di-..... d~-), when is there a graph G such that d + is the out-degree sequence (in some order) and d-the in-degree sequence?
In fact, we have six possibilities, depending on whether we allow loops or not. The following diagram sums up the results: In particular, all problems are easy (in P). Consider, e.g. the version (@ +) with loops. To realize a given sequence d + =(di+,d[) is clearly equivalent to constructing an (n x n)-matrix with 0,1-entries and given row sums d + and column sums d[ which is precisely the content of the Gale-Ryser theorem (see [17, 30] ). If we do not allow loops, then the realization problem is settled by applying a theorem of Fulkerson [15] on matrices with zero trace. In either case, a flow argument is used, showing that the problems are polynomially decidable. When we allow loops, then (JV +) is readily shown to be polynomially equivalent to the matrix symmetry problem which we only know to be GRAPH ISOMORPHISMhard. As a further example, (JV'+,JV "-) with loops is equivalent to HYPERGRAPH ISOMORPHISM which we know to be equivalent to GRAPH ISOMORPHISM.
An interesting unsolved problem arises when we consider tournaments. The degree problem (~+) was settled by Landau (see [24] ): d + =(d~->~d~->~-.. >~d +) is the outdegree sequence of a tournament if and only if ' Zd:'~\2J \ 2 fork=l ..... n i=1 (7) with equality for k = n. For the neighborhood problem, however, we do not know the answer. In terms of the incidence matrix F=(N + ..... N+) x the problem reads as follows./-is the incidence matrix of a tournament if and only if there exists a permutation matrix R with
where J is the all ones matrix. We know that the realizability problem is NP-complete when we consider arbitrary simple directed graphs, i.e. when the equality = in (8) is replaced by ~<. For the proof, we first show that the problem of deciding whether a given graph has an automorphism with minimal orbit length at least three is NP-complete and then use a transformation analogous to the proof of Theorem 1.
The degree problem for arbitrary simple digraphs is just a flow problem (polynomial), so we summarize our findings in the following diagram:
tournaments simple directed graphs
Induced subgraphs
In Section 2 we associated to a graph its list of neighborhoods and their sizes. Now, let us consider as our next system ofinvariants the set of induced subgraphs as well as their sizes (number of edges). Let S(G)=(S3 denote the sequence of different sizes of induced subgraphs.
Example. For the graph G = K 4-K 2 (the complete graph on four vertices minus an edge) we obtain S(G)= {0, 1, 2, 3, 5}.
Let J(G) be the multiset of maximal proper (unlabeled) induced subgraphs. Then J(G) consists of the so-called deck of G, the multiset of all one-vertex deleted subgraphs. The uniqueness problem (U) with respect to J(G) is one of the most famous open questions in graph theory, known under the name reconstruction conjecture: If G ~ H, then G ~ H (provided n~>3). See [7] for a thorough discussion.
The realizability problem (R) has been called the legitimate deck problem. It is known that (R) is GRAPH ISOMORPHISM-hard, but as far as we know it is unsettled whether (R) in NP-complete or not. In fact, there is some evidence that it is not (see [23] ). For recent results see [22] . Using the corresponding results for GI they show, e.g. that (R) is polynomially solvable for graphs of bounded degree or bounded genus.
Let us now look at the size sequences 5e(G). What can these sequences be like? As a start let us prove the following simple results, where we always assume that G has no isolated vertices. Proof. To prove (a) note first that G must be connected. Suppose G 4: K,, and let H be a largest complete subgraph. Since G is connected, there exists an edge uv with u ¢ H, v e H. But then u must be connected to all of H, a contradiction. If 3 ¢ 5 ¢, then G is a triangle-free, and every vertex has degree at most 2. G is thus a disjoint union of paths and cycles, from which G = C4 immediately follows.
Claim (c) is proved in a similar way. []
In the same fashion one can discuss the case 5 ¢ 5 p and conclude that 4, 5 ¢ 5P again imply that G = K, for 1El ~> 6. So it is plausible to surmise that long missing intervals in 5g imply G = K. whose sequence is {0 ) ..... (x)} That this is indeed the case has been shown by Damaschke. Proposition 4 (Damaschke [10] ). Suppose n >>. 2 and a are integers satisfying n2+ 1 <a~<(n+ 1)2+ 1 2 2
Then any graph with at least a edges contains an induced subgraph with edge number in the interval [a, a + n].
As an example, consider n = 3, 5 < a ~< 8. Then any graph with at least seven edges contains an induced subgraph of size 7,8,9 or 10. Notice that the result is in a sense best possible by considering a = ("~ 1), G = K, + z and that the case n = 1 is covered by Proposition 3(a).
Proof. Let G be a graph with edge-number e(G)= I E(G)[= e/> a. We define inductively graphs Gk starting with Go = G. Choose Vk as a vertex in Gk of minimal degree 6(Gk) and let Gk+ ~ = Gk--Vk. All graphs Gk are induced subgraphs and we want to show that a<~e(Gk)<~a+n for some k. Assume to the contrary that e(Gk+~)<a<a+n<e(Gk). Then 6=6(G)>~n+2 and e(Gk)>~(~+21). On the other hand, The sequence 5~ is related to an interesting search problem on graphs. Suppose we are given a graph G, and an unknown edge e*. A test consists in choosing a subset A ~ V of the vertices with the feedback:
1 if both endpoints of e* lie in A, 0 otherwise. The task is to determine sequentially a shortest sequence A1 ..... AL of tests which identify the unknown edge in the worst case. L = L(G) is called the (worst-case) search length of G.
Every test A corresponds therefore to a partition of G into subgraphs GA (answer 1) and Gv,,,A u GA,V,,A (answer 0) where GA denotes the induced subgraph with vertex set A and GA,V',,A the bipartite graph with vertex set V and all edges of G connecting A to V\A. To achieve an optimal search length, we are therefore interested in finding at each stage of the testing procedure an induced subgraph of about half the size.
The information-theoretic bounds shows L(G)>>,rlog21EI 7, and by applying Proposition 4, Damaschke demonstrated that the search length differs from the information-theoretic bound by at most 1.
Theorem 3 (Damaschke [10] ). For every graph G,
The proof shows that a sequence of at most I-log2 [El 7+ 1 tests finding the unknown edge can be constructed in polynomial time. Alth6fer and Triesch have shown a similar result for hypergraphs of bounded rank where the rank is the maximum cardinality of a hyperedge. They show that, for a similar search model, the information-theoretic bound is only missed by some constant depending only on the rank (see [5] ). Theorem 3 gives rise to a very intriguing problem. Call a graph optimal, if L(G)=[-log2 [El 7. Which graphs are optimal?
Example. The unique smallest nonoptimal graph is K 6. In this case IEI=15, but 5a= {0, 1, 3, 6, 10, 15}, hence there is no induced subgraph of size 7 or 8.
From our discussion of 5e, it is clear that long missing intervals may produce nonoptimal graphs, so complete graphs will be good candidates. In fact, Chang et al.
[9-1 have shown that both inequalities in I-log2 (~) ]4 L(Kn)~<[-log2 (~) -]+ 1 are satisfied with equality for infinitely many n. In particular, no K2m (m ~> 3) is optimal. It is, however, not known exactly which complete graphs Kn are optimal and which are not.
Let us discuss some results concerning optimality. To apply the recursive procedure of a search algorithm we consider classes of graphs which are closed with respect to subgraphs; let us call them hereditary classes. Examples are bipartite graphs, planar graphs or forests. As a first example we consider k-degenerate graphs. A graph G is called k-degenerate if its vertices can be arranged as vl, v2 ..... v, such that each vj is adjacent to at most k predecessors vi, i<j. Clearly, this class is hereditary, and a k-degenerate graph is k + 1-degenerate. It is well known that 1-degenerate graphs are precisely the forests. 
Open Question. Are all 3-degenerate graphs optimal?
Two other interesting unsolved questions are summarized in the following conjecture.
Conjecture. Planar graphs and bipartite graphs are optimal.
Notice that by Euler's formula, planar graphs are 5-degenerate. When we combine the two classes, then, the conjecture is resolved in the affirmative. Proposition 8 (M/iller and Triesch [26] ). Any planar bipartite graph is optimal.
Proof (Sketch) . Since planar bipartite graphs are 3-degenerate by Euler's formula, a rather lengthy case study analogous to Andreae's proof (see [6] ) yields the result. [] The conjecture on bipartite graphs, originally due to Chang and Hwang (see [8] ), is perhaps the most intriguing question in this connection. By an intricate recursive procedure, Chang and Hwang showed that complete bipartite graphs are indeed optimal (see [8] ). For the general case, we note that we may assume ]E(G)I=U by adding isolated edges. So we reformulate the conjecture as follows:
Conjecture. Any bipartite graph of size 2' contains an induced subgraph of size 2 t-1.
Note that it is not true that a bipartite graph of even size always contains an induced subgraph of half the size (see [8] ). As an example, take K5.9 on sets V, T plus an additional edge from a new vertex u to some ve V. Then IEI =46, and K5,9 would have to contain an induced (complete bipartite) subgraph of size 23 or 22. But since 23 is a prime and 22--2 • 11, this is not possible. Unfortunately, it can be shown that in the case rs+ 1 =2 t, K,,~ always contains an induced subgraph with 2 '-1 or 2 t-1 1 edges. So this construction does not yield a counterexample to the general conjecture. The next approach would be to bound the size of an induced subgraph around half the size of G as in Proposition 5. As a consequence of Proposition 4 we have:
Proposition 9. Any graph G of size m contains an induced subgraph of size in the interval 2 '2~-2-"
Here is an example showing that the bound in Proposition 9 is (in a sense) best possible: For K9, we have m=36, ~9°(K9)= {0,1, 3, 6,10,15, 21, 28, 36}, (m/2)--(,,/~/2) = 15, (m/2)+ (~/m/2)= 21, so the interval in Proposition 9 is attained at the bounds. Now let f=f(m) denote the smallest number such that any bipartite graph with m edges contains an induced subgraph of size in the interval [(m/2)-f, (m/2)+f]. Then it seems reasonable to conjecture thatf(m) grows much more slowly than x/re. The following construction, which was found independently by Zs. Tuza, shows, however, that f(m) tends to infinity. We have shown that forests are optimal, while for bipartite graphs the problem is open. What about the decision problem for arbitrary graphs? Is it difficult (NP-complete) true to Observation 2? Probably yes, as our final result suggests.
Theorem 4 (Triesch [32] ). The decision problem whether a graph of even size contains an induced subgraph of half the size is NP-complete.
Proof (Sketch). The proof provides a polynomial transformation from the wellknown VERTEX COVER problem (see [18] ). The details being rather involved, we confine ourselves to proving NP-completeness for a related but much easier result. Consider the following decision problem: For a graph G and some number mo, decide whether G has an induced subgraph with exactly mo edges.
So assume that some instance of VERTEX COVER is given, namely some graph G=(V,E) and an integer k with l~<k<lVI. We choose sets U and X with UnX= U~ V=X~ V=0 and I UI > IEI, IXl > IEI +kl UI. The graph H arises from G by adding all points in U w X and joining every point in U to all points in Vw X. Let mo= e(H)-(e(G)+ k l U I). We claim that H has an induced subgraph with mo vertices if and only if G has a vertex cover of cardinality k. In fact, if Y c Vis a k-element vertex cover in G, then its complement (V~ UuX)\ Y induces exactly mo edges. If, conversely, W is a subset of the vertices of H inducing exactly mo edges, then U c W by the definition of mo. It is readily seen from the structure of H that V\ W is a vertex cover of cardinality at most k for G which can, of course, be enlarged to a vertex cover with exactly k elements. This proves the claim and hence the (weaker) result.
[] A graph G of size 2 t is optimal if and only if we can find a sequence of tests where each test divides the set of edges which are compatible with the previous tests into two equally sized parts. We do not think that the existence of such a sequence is more easily checked than the graph halving problem of Theorem 4. So we close with a final conjecture.
Conjecture. Deciding whether a graph is optimal is NP-complete.
