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Abstract
Core-shell semiconductor nanowires (NWs) have gained increasing attention since the last
decade for their advances in multiple applications. This core-shell geometry is advantageous
because of the relatively short distance required for excited electron-hole pairs (EHPs) to
travel before being collected and the potential to eliminate surface recombination in the
core. It is essential to fully understand the electrical properties, including the minority
carrier diffusion length, depletion width, and doping level for optimization of growth and
improving the optoelectronic performance. For this purpose, a characterization technique
with high lateral and vertical spatial resolution, is needed. In this thesis, two types of core-
shell NWs, both with n-type GaAs NW cores but with shells of either a metal, Fe, or p-type
GaAs, were investigated using electron-induced-beam current (EBIC) measurements.
Epitaxial Fe shells were grown onto GaAs NWs via electrodeposition, potentially acting
as spin injectors or detectors. The radial Fe/GaAs barrier height was found to be 0.69
± 0.03 eV, by comparing the experimental I-V characteristics to simulated results using
various barrier heights. Both the axial and radial EBIC currents as a function of beam
position exhibit oscillations that were reproducible. These oscillations were attributed to
defects or oxides at the Fe/GaAs interface as recombination centers, showing the capability
of extracting highly-spatially-resolved information from the radial junction via EBIC.
In addition, axial and radial EBIC scans were carried out on unprocessed, free standing
core-shell GaAs NW tunnel diodes, showing high sensitivity to the three-dimensional shape
of the structure. The carrier kinetics in both the n-type core and the p-type shell were
determined by analyzing radial EBIC profiles as a function of beam energy and beam
direction. These profiles are highly sensitive to changes in depletion widths and minority
carrier diffusion lengths due to geometric effects. Due to the complex core-shell geometry
of our NWs, numerical calculations (Monte Carlo simulations) were employed to estimate
the minority carrier diffusion length and depletion width. By comparing the radial profiles
to simulations, minority carrier diffusion lengths were found to be 15 ± 5 nm and 50 ± 10
nm in the shell and the core, respectively. The relatively short hole diffusion length in the
core, can be attributed to bulk point defects originating from low-temperature growth (400
℃).
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Core-shell semiconductor nanowires (NWs) are an attractive alternative to planar devices
for multiple applications, including field-effect transistors [4–8], photovoltaic devices [9–13],
light-emitting diodes [14–16] and lasers [17–19]. Able to accommodate a large axial lattice-
mismatch, combined with a large surface area [20], the core-shell lateral junction geometry
enables electron- or photo-induced electron-hole pairs (EHPs) to be separated orthogonal
to the light absorbing path. Furthermore, since diffusion of EHPs inside the core is isolated
from the surface by a junction, the energy harvesting efficiency is in principle improved by
reduction of surface recombination effects.
Many III-V nano-materials, such as GaAs and GaN, have tunable, direct bandgaps
making them superior to Si-based materials in the field of optoelectronics. Some like GaAs
also have significantly higher carrier mobility. However, one of the most difficult challenges
that III-V materials have is the high density of surface states which leads to Fermi level
pinning and a decrease in the mobility due to nonradiative trapping [21, 22]. Therefore,
passivation shells synthesized by wider-bandgap materials are usually deposited onto the
NWs to reduce the interfacial and surface state densities and thus significantly increase the
minority carrier diffusion length, L, in the core.
There are numerous technologies and approaches to characterize the optoelectrical prop-
erties of a core-shell NW. Transport measurements detect the electrical response under
applied potential bias across the device [14, 23, 24]. The resulting current-voltage (I-V )
characteristics can be used to determine the degree of rectification of a junction, and to ex-
tract the electrical conductivity [25–31] and the barrier height [32–35]. By focusing a light
beam of a certain frequency on the NW, the photocurrent and the open-circuit voltage of
photovoltaic devices can also be extracted from their I-V characteristics [36–39]. Photocur-
rent microscopy measures the quantum efficiency of photovoltaic devices by comparing the
absorbed photon flux with the detected excess carrier flux [40–42].
These techniques provide measurement of the most important properties of the entire
device. However, they do not have the spatial resolution required for NW devices. For exam-
ple, I-V characteristics are obtained via contacts that are perhaps hundreds of nanometers
1
away from each other, and a focused laser beam used to generate photocurrent has a spot
size of over one micrometer [43–45]. For transport measurements with higher spatial resolu-
tion (nanometers), electron-induced-beam current (EBIC) measurement is a complementary
technique [2,46–49]. In this technique, excess carriers are excited by a focused electron beam
and collected as a function of beam position in a scanning electron microscope (SEM).
EBIC, also known as charge collection microscopy, was first used to locate bulk crys-
tal dislocations and to observe inversion layers and p-n junctions due to its sensitivity to
local electric fields [50]. Since then, it has been extensively used for similar types of qual-
itative research, including locating defects and dislocations [51–56], identification of p-n
junctions [57–59], and examining the homogeneity of dopant concentration [60–62], also
in quantitative determination of minority carrier lifetime and diffusion lengths in various
semiconductors (GaAs, GaN, Si, etc.) [47,49,63–73], and for the estimation of surface recom-
bination velocities [74–79]. In the past decade, more efforts have been focused on NW-based
devices [80–85]. The resolution of an EBIC measurement is limited by the interaction vol-
ume of the electron beam. Thanks to smaller spot sizes (2 to 10 nm in a field-emission gun
SEM) and lower beam energies, a spatial resolution on the order of dozens of nanometers
is feasible for characterizing NWs.
As described in the review paper by Leamy [2], there are essentially two types of junction
geometries for EBIC measurements, namely planar and perpendicular, where the beam
direction is perpendicular and parallel to the junction interface, respectively. When the
beam is scanned along the sidewall of a NW, the relatively large dimension in the NW
growth direction compared to the lateral electron range inside the material allows one to
extract L from an axial junction.
Gutsche et. al. carried out EBIC measurements on axial GaAs NW p-n junctions, con-
tacted via an e-beam lithography process [78]. The diffusion lengths of both electrons and
holes were extracted from the slope of EBIC current as a function of scanning position,
and found to be 60-120 nm and 40-150 nm, respectively, with doping concentrations of the
p-type and n-type sides estimated as 1×1019 cm−3 and 1.6×1018 cm−3, respectively. They
revealed that the diffusion length increased with NW diameter. The surface recombination
velocities vs, which is a measure of the rate at which EHPs diffuse to the surface to recom-
bine, were Sn = 3×105 cm/s and Sp = 4×106 cm/s on the n- and p-type sides, respectively,
extracted by fitting the diffusion length versus the effective NW diameter (the actual NW
diameter minus the surface depletion width).
Diffusion lengths of passivated NWs were often longer. InGaP shells were shown to
significantly lower vs from 3×106 cm/s to 5×105 cm/s for a p-type GaAs NWmeasured by a
nanoprobing technique [79]. The electron diffusion lengths of the corresponding unpassivated
and passivated p-type GaAs NWs were 40-110 nm and 100-220 nm, respectively. For Te-
doped n-type GaAs NWs, InGaP resulted in surface passivation that increased the hole
diffusion length by 6-fold. Besides axial homojunctions, Chen et. al. measured axial NW
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multi-heterojunctions identifying the positions of each junction and confirming the existence
of a type-III heterojunction with an accumulation layer instead of a depletion layer [83].
For an axial p-n junction, the EBIC current changes as the distance to the junction
changes with the beam position. However, for a radial p-n junction with a constant core-
shell diameter, such distance stays constant so that no axial variation in the EBIC current
is expected, assuming uniform doping. It is therefore more difficult to extract quantitative
diffusion lengths from position-dependent EBIC measurements. Wu and Wittry developed
a method to evaluate L by comparing measured EBIC current as a function of accelerating
voltage (Vacc) to theoretical values, with the beam staying on one spot of a planar Schottky
junction [66]. They showed that the EBIC current decreased almost exponentially with
accelerating voltage profile when Vacc > 10 kV, and that the slope of the logarithm of
current versus voltage decreased with L. However, this method cannot be applied to a radial
NW p-n junction if the NW is less than hundreds of nanometers in diameter, comparable
to the penetration depth (600 nm) of a 10 kV beam in GaAs, for example. In addition,
the 3-D structure of a NW also makes it very difficult to estimate L simply by increasing
the interaction volume, since side and back junctions become important. Therefore, a few
attempts estimating L were implemented by cleaving the NW along the growth axis, and
then scanning the beam on the cross-sectioned surface in the direction perpendicular to the
NW axis [86,87].
There are three main problems with this method. First, to obtain a current profile with
adequate spatial resolution, the NW of interest should have a large diameter, such that there
are regions where the interaction volume does not overlap with the depletion region directly.
Therefore, the NWs used in [86] and [87] had diameters of 1 µm and 3 µm, respectively,
larger than most of the NWs reported. Second, despite the large diameter, the EBIC current
is still a superposition of the signals from the cleaved junctions and those from the back
facets, which further limits the beam voltage that can be used. Third, the electron and hole
diffusion lengths, 57 nm and 15 nm, respectively, are significantly lower than expected from
bulk properties. This was attributed to enhanced surface recombination due to cleaving, and
that a large portion of excess carriers were generated closer to the surface due to the low-
voltage beam (4 kV) and therefore, more prone to surface recombination. This approach
actually turned a planar junction (i.e. e-beam incident on the shell) to a perpendicular
junction in terms of the EBIC measurement setup and in principle did not reveal actual
electrical properties of a functioning core-shell NW device.
Since it is nontrivial to interpret the EBIC signal from a core-shell NW, there have
been only a few reports of experiments carrying out EBIC scans on core-shell NWs without
cleaving. One inspiring and guiding work was carried out by Lavenus et. al., who investigated
the axial and radial EBIC profiles obtained from InGaN/GaN NWs and compared them to
simulations [88]. They estimated the depletion widths, W, by fitting the collection efficiency
(Σ) versus the accelerating voltage (Vacc) with a model assuming Σ was proportional to the
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overlap of the interaction volume and the charge collection region. However, their simulated
radial profiles at different Vacc did not match the experimental data well. This is partly
attributed to their assumption that L was negligible such that only the electron/hole pairs
(EHPs) generated in the depletion region were collected. Another reason was that the
interaction volume used in the simulations was a sphere with a uniform energy distribution.
The interaction volume is more accurately pear-shaped with most EHPs generated near
the surface in the beam axis. Therefore, a numerical simulation that considers both the
NW geometry and L is needed, where Ln and Lp can be estimated by fitting radial EBIC
profiles.
In this thesis, we will show and discuss the results of EBIC measurements carried out on
NW radial Schottky or p-n junctions, and establish a computational model to simulate radial
EBIC profiles to extract various information and properties of the device. These results
can help us understand remaining challenges towards optimization of their optoelectronic
properties. Chapter 2 introduces in detail the principles of each process in EBIC: generation,
diffusion, and collection of EHPs, and transport of majority carriers. Both the analytical
and numerical models (Monte Carlo) are discussed for the EHP generation process. In
Chapter 3, fabrication techniques and procedures are briefly introduced for the GaAs NW
with a p-type shell (metalorganic chemical vapor deposition (MOCVD)) or an Fe shell
(electrodeposition). These devices were characterized to study their material and structural
properties using transmission electron microscopy (TEM) and electrical properties via nano-
probing and EBIC measurements in situ in an SEM. In Chapter 4, the epitaxial Fe shell is
shown to form a Schottky diode with the GaAs NW with a barrier height of 0.69 ± 0.03
eV, essentially the same as the Au/GaAs junction at the top of the NW, by comparing
the experimental I-V characteristics to simulated results with various barrier heights as
input. Meanwhile, both the axial and radial EBIC profiles exhibit oscillations that were
reproducible regardless of the scan direction, beam spot size, dwell time (duration of the
beam on one spot), and accelerating voltage. The spatial frequency of these oscillations is
comparable to the interfacial Fe grain size and surface roughness, attributed to defects lying
at the Fe/GaAs interface as recombination centers. The EBIC results from radial GaAs NW
p-n tunnel junctions as a function of the beam orientation, scanning direction, and beam
voltage are described in Chapter 5. The EBIC current decreases axially from the upper part
of the NW towards the bottom, almost linearly, while radial scans show details associated
with the core geometry and orientation with respect to the shell. Later in Chapter 6, Monte
Carlo (MC) simulations were employed to simulate the carrier generation distribution, with
which the average collection efficiency in the GaAs/Fe core-shell NW was obtained. A model
was then established combining the numerical 3-D generation distribution and the analytical
expression of diffusion to simulate the radial profile by assuming a core geometry and using
parameters including dimensions of the NW, W, and L. The GaAs core was confirmed as
a truncated Reuleaux triangle via bright-field (BF) TEM images and simulations. W was
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found to vary depending on the facet. The short hole diffusion length (50 ± 10 nm) was
attributed to the presence of defects due to low-temperature VLS growth, or to interfacial




EBIC has been widely used since its invention in 1950s, when Everhart noted that the effect
was a result of "bombardment conductivity" due to an ionized beam "of any sort, energetic
particles or photons" that serve "to create mobile charge carriers" [89]. There are four main
steps to produce and collect the excess carriers as currents: generation of electron-hole pairs
(EHPs), diffusion of the minority carriers, separation of the EHPs, and transport of the
majority carriers. EHPs pairs are generated when a semiconducting sample with an energy
bandgap is bombarded by an electron beam in a scanning electron microscope (SEM). The
excess carriers diffuse to the surroundings from a initially high local concentration. During
diffusion, many of the generated minority carriers are trapped by majority carriers in the
semiconductor and recombine, and thus do not contribute to the EBIC current. Those that
successfully reach the junction experience an internal electric field that repels and attracts
the electrons and holes in opposite directions, completing the dissociation of EHPs. Drift of
majority carriers in the respective segments dominates the transport outside the depletion
region, with carriers collected by the outer contacts through a measuring unit.
2.1 Generation of electron-hole pairs
An interaction of high-energy (1-30 keV) electrons with matter occurs immediately when
an electron beam is bombarded on a surface. This interaction has two types, elastic and
inelastic scattering events that take place simultaneously. During elastic scattering, the
primary electrons do not lose their kinetic energy and experience large changes in the
angle of their trajectories due to the attracting force exerted by the nucleus. Some of the
electrons change their directions completely (i.e. at least 90°) and eventually leave the
specimen surface by which they entered. These electrons, called back-scattered electrons
(BSE) do not contribute to the generation of EHPs and are considered as reflection. In
an inelastic scattering process, the electrons impart energy to the surroundings, ionizing
specimen atoms with a very small deviation from their trajectories. Inelastic scattering
slows down the injected electrons, during which a variety of products are made: secondary
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Figure 2.1: Band diagrams illustrating generation of electron-hole pairs in (a) a direct and
(b) an indirect bandgap semiconductor. An electron gains energy from inelastic collision
with an injected electron and transitions to the conduction band through the band gap
from the valence band (a) directly or (b) with assistance of a phonon.
electrons due to the ejection of the loosely-bound outer-shell electrons, characteristic x-rays
resulting from ejection of tightly-bound inner-shell electrons, plasmons caused by waves
generated in a free-electron gas, phonons due to heating, and EHPs generated by valence-
band electrons promoted to the conduction band through the band gap. Fig. 2.1 shows band
diagrams illustrating the generation process of an electron-hole pair in direct and indirect
bandgap materials.
The generation rate (no. per second) is given by [2]:
G = VaccI(1− f)
Eeh
, (2.1)
where I is the beam current impinging on the sample surface, f is the fraction of the electron
beam energy that is reflected by the sample, and Eeh is the mean excitation energy per EHP
in the semiconductor. f can be calculated using Heinrich’s empirical equation [90]:
f = 12(−0.0254 + 0.016Z − 1.86× 10
−4Z2 + 8.3× 10−7Z3), (2.2)
where Z is the atomic number of a material. For binary materials such as GaAs, f is an
average using the weight fraction of each element [88]:
f = 0.48fGa + 0.52fAs. (2.3)
The acceleration voltage of an e-beam, Vacc, affects the penetration depth and therefore
the interaction volume with the semiconductor. This expression means that the number
of EHPs generated per second is equal to the total absorbed energy divided by the mean
energy needed to form a single pair. Empirically, Eeh is approximately three times the
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energy band gap Eg of the semiconductor, which is attributed to excitation from lower
states in the valence to higher states in the conduction band and transfer of excess kinetic
energy to the surrounding lattice via phonons [2,91,92]. It should be noted that Eeh is the
"mean energy" needed to create an EHP, not the actual ionization energy, as it includes
the energy loss induced by other inelastic scattering processes [93]. Measured Eeh versus
bandgap for different bulk semiconductors, plotted by Alig and Bloom, are shown in Fig.
2.2 [1]. The solid line, Eeh = 2.73Eg + 0.55 eV is the best fit for the selected points. In this
dissertation, GaAs is the semiconductor we are interested in. Since its band gap is 1.42 eV
at room temperature [94], the Eeh for GaAs used in our work was 4.43 eV, according to this
empirical fit. We did not find a more recent measurement of this value since 1965, when the
electron-induced Eeh was reported to be smaller than 4.6 eV [64].
Figure 2.2: Measured Eeh as a function of the band gap Eg. The solid line is the best fit for
some selected points. [1]
2.1.1 Analytical model
The region where the electron/matter interaction occurs is called the interaction volume,
whose shape and size are determined by elastic and inelastic scattering of electrons, respec-
tively. As mentioned in the first chapter, the evaluation of the minority carrier diffusion
length L heavily depends on the dimensions and carrier generation distribution of the inter-
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action volume, especially for planar junctions. In early EBIC work, the interaction volume
was considered as a point source and was spherically symmetric due to its relatively small
size compared to the device of interest [95]. Their simulations fitted regions that were 30
µm away from the junction really well, but failed to match the data when the beam was
closer. This is because this calculation was valid only when the size of the interaction volume
was negligible compared to both the junction size and the distance to the junction. Such
an assumption for the interaction volume is not realistic for most of the measurements on
nanoscale devices.
Later on, Berz and Kuiken proposed that the interaction volume was a uniform sphere.
In their model, the EHPs generation distribution was uniform inside the sphere and the
generation rate became zero elsewhere [96]. This is also not very realistic. With regards to
the shape of the interaction volume, Cohn and Caledonia showed that it should be pear-
shaped or tear-drop-shaped by conducting fluorescent measurements [97]. Although the
study object was N2 gas, whose density is much smaller than that of a semiconductor, it
did show the nature of the interaction of injected electrons and clusters of atoms.
On the other hand, excess carriers are not uniformly distributed inside the interaction
volume. The mathematical expression for the 3-D distribution of generated carriers was first




where g(r,z;R) is the normalized Gaussian, distribution function, r is the distance from the
impinging spot to a point in the interaction volume, R is the average electron penetration
depth, Λ(z/R) is the depth distribution function, and σ(z,R) is the standard deviation of
the distribution. Similarly, Eqn. 2.4 can also be projected onto the x-z plane and become
a 2-D distribution. The z-axis is the beam axis, so that the x-z plane is perpendicular to
the NW axis (y-axis). A NW has translational invariance along the growth axis, where it













2σ2 )dx = 1, (2.6)







where the standard deviation is
σ2(z,R) = 0.36d2 + 0.11z3/R, (2.8)
and d is the diameter of the impinging spot. The depth distribution is given by [99]:
Λ(z/R) = 1.14 exp(−7.5(z/R− 0.3)2). (2.9)
Therefore, the highest density lies 0.3R underneath the bombarded surface in the beam
axis. Substituting Eqn. 2.9 and Eqn. 2.8 into Eqn. 2.7 yields a pear-shaped distribution
function for the carrier generation.
Another widely accepted distribution model was proposed by Bonard et. al. [100]. Based
on experimental profiles from GaAs/Al0.4Ga0.6As [93], they concluded that the spatial gen-
eration is a sum of two Gaussian functions of x and z. The z-distribution here was weighted
by a second-order polynomial function, giving rise to a pear-shaped interaction volume. The










where σx and σz are the standard deviations in the x- and z-axis, respectively, dependent
on the beam energy and the material.
2.1.2 Numerical model: Monte Carlo
It is convenient to use the analytical expression of the generation distribution for simulating
the EBIC current. However, σx and σz used in Eqn. 2.10, which assumes a homogeneous
material, are usually obtained by experiments or numerical simulations. In addition, the
relatively small cross-section and the complex 3-D configuration of a NW result in a non-
analytic generation distribution. Therefore, it is necessary to numerically evaluate the gen-
eration distribution for more sophisticated and complicated structures, such as core-shell
NW radial junctions.
An injected electron interacts with atoms by elastic and inelastic scattering. This train
of scattering events is analogous to a random walk problem. The random-number sampling
was first massively used during the Manhattan project to study particle diffusion or the
probability of a missile striking an aircraft, and the technique was called "the MC method"
[101,102]. Although none of the simulated trajectories are "real", the model based on valid
physics behaviors would be statistically close to an actual experiment if a large number of
electrons (samples) are considered as a whole.
In order to simulate one particular trajectory of an electron, two pieces of basic informa-
tion are needed: the angle of deviation after each elastic scattering and the travel distance
with a certain initial kinetic energy. There are two main assumptions for MC simulations.
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First, the path chosen for an electron after a scattering event is dominated by elastic scat-
tering, which is caused by attraction and repulsion exerted by the positively charged nucleus
and orbiting electrons, respectively. This process results in an angle of deviation from a frac-
tion of a degree to 180°. On the other hand, a deflection caused by inelastic scattering is on
the order of ∆E/E (∆E is the energy loss through inelastic scattering), which is negligible
when ∆E is small [103]. Since the probability of inelastic scattering is inversely propor-
tional to ∆E, a large angular deflection only occurs occasionally. Thus, effects of inelastic
scattering on angular deviations are ignored, greatly reducing the computation complexity
at the price of a small systematic error. Second, the energy loss due to inelastic scattering is
assumed to be continuous, despite the fact that most of the losses are due to discrete events.
Averaging the effects from all types of inelastic scattering along the trajectory allows us to
describe the energy loss using only one variable.
A random walk problem describes a path consisting of numerous steps with arbitrary
lengths and angular deviations. The first problem in the simulation of a trajectory is to
describe a new position pn+1 after an elastic scattering event occurred at pn. The distance
between the two positions, and the angle of the current velocity with respect to either the
previous one or the fixed coordinates need to be defined. Fig. 2.3 depicts a path after elastic
scattering, showing the distance, s, from pn to pn+1 and the change in angle, where Φ and
Ψ are the scattering and azimuthal angles, respectively. cx, cy, cz and cx’, cy’, cz’ are the
direction cosines of the velocities at pn and pn, respectively.
Although s is not a constant between successive events, it is associated with the average
distance, namely the elastic mean free path, λ. λ is a function of the elastic cross section
σE and is given by: [104]
σE = 5.21× 10−21
Z2
E2





where E is the beam energy, Z is the atomic number, and α is a function of Z and E





where A and ρ are the atomic weight (g/mole) and the density (g/cm3) of the material,
respectively, and Na is Avogadro’s number (atoms/mol). It can be seen that when the
material has a higher A, λ is shorter, indicating that scattering is more frequent. The
actual distance s between two successive elastic-scattering events is, even though random,
a function of λ. A random real number (between 0 and 1) needed in the simulation can be
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= 1− exp(−s/λ), (2.14)
where exp(−s/λ) is the probability of an electron traveling a distance s. This yields:
s = −λln(1−RND) = −λln(RND). (2.15)
Since 1-RND is a random number between 0 and 1, it can be replaced by RND which has the
same range. There is more than a 60% chance of drawing a RND, resulting in s 6 λ, while
only a 10% chance each of s > 2.3λ and s 6 0.1λ. This indicates that an electron is likely
to scatter before traveling too far due to impurities and defects. Nevertheless, averaging s
results in λ.
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The scattering angle Φ is in correlation with the angular derivative of σE and is written
as: [106]
σ′ = dσ




( E + 511
E + 1024)
2 1
(sin2(Φ2 ) + α)
2
. (2.16)









cosΦ = 1− 2αRND
′
1 + α−RND′ . (2.18)
Therefore, Φ ranges from 0 to 180°, with a much greater chance of being a small angle (i.e.
6 10°). Besides changes in the scattering angle, an electron can freely travel to any point
on the circle determined by Φ through the cone surface, as depicted in Fig. 2.3. Ψ is given
by:
Ψ = 2πRND. (2.19)
We now have obtained the mathematical expressions for the travel distance, s, and angular
changes, Φ and Ψ. Therefore, it is a pure 3-D-geometry problem to find out the relationships
between cx, cy, and cz and cx’, cy’, and cz’ [107]. The associated equations are not listed
in this thesis.
As mentioned above, to reduce the complexity of simulations, all the effects from inelastic
scattering are averaged and the energy loss along the path of an electron is assumed to be
continuous. This means that the initial energy decreases as a function of s at a certain rate.
The rate of energy loss can be described by the Bethe expression: [108]
dE
ds





where J is the "mean ionization potential", and is given by [109]:
J = (9.76Z + 58.5Z−0.19)× 10−3. (2.21)
This relation shows that J increases almost monotonically with the atomic number.
Therefore, dE
ds
, also known as the stopping power (SP) of the target, is proportional and
inversely proportional to the initial electron energy and the atomic number, respectively.
Eqn. 2.20, however, does not capture the behaviors of the SP at lower beam voltages (E 6
2kV ), since dE
ds
changes its sign when 1.166E 6 J . J typically falls in the range of 0.3
to 0.6 keV, significantly influencing the simulation of the end part of a trajectory. This is
problematic for an e-beam with a lower initial energy (e.g. 1-3 keV) since many trajectories
will not be simulated correctly. Therefore, there have constantly been efforts of improving
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and modifying the Bethe expression, trying to be more accurate for the low energy regime
[110]. Nevertheless, the total travel distance can be evaluated by integrating dE
ds
from the
initial energy to 0.
With all the parameters and information obtained above, we are then able to carry out a
MC simulation for a single electron, by repeating the following procedures until the energy
dissipates completely or the electron escapes from the surface: Set an initial electron energy
E ; set up a Cartesian coordinate system based on the specimen and the incident angle of
a beam; simulate the step length after determining the elastic mean free path and find the
angular deviations Φ and Ψ; and find the next position. In this dissertation, all of the MC
simulations were carried out by using the simulation program, Casino v2.52. [111]
Fig. 2.4 shows (a) MC simulation graph for 5000 trajectories and (b) cathodolumines-
cence (CL) intensities (%) from 200,000 5 keV electrons incident normal to a GaAs surface.
In Fig. 2.4(a), the blue and red lines represent the trajectories of injected and backscattered
electrons, respectively. It is hard to evaluate the carrier generation distribution only from
the trajectory diagram. EHPs are excited by an electron beam in both EBIC and CL, while
photons emitted from band-to-band recombination are collected as signal in CL. In our
simulations, the materials are assumed to be defect-free, meaning that band-to-band re-
combination is the only recombination process at a moderate doping level (ignoring Auger).
Later in the thesis we will show that the band-to-band recombination rate is determined
by the minority carrier concentration. Therefore, CL intensity, which is proportional to ra-
diative recombination rate [112], is also proportional to the number of EHPs created in our
case. The spatially-resolved CL intensities, as shown in Fig. 2.4(b), represent the distribu-
tion of the generation rate in the axial and radial directions. Similar to analytical models,
the highest value of the distribution is slightly below the surface in the beam direction, and
is at the center in the radial direction.
2.2 Diffusion of minority carriers
An EHP diffuses through the lattice in response to concentration gradients. Steady-state
diffusion can be described as:
D∇2∆p(x,y,z)− 1
τ
∆p(x,y,z) +G(x,y,z) = 0, (2.22)
where ∆p(x,y,z) is the excess minority carrier density, and D and τ are the minority carrier
diffusion coefficient and lifetime, respectively. τ is the average lifetime of an excess carrier
from generation to recombination, a process where an electron and a hole annihilate each
other and disappear. There are primarily three types of recombination: band-to-band, trap-
assisted and Auger, as shown in Fig. 2.5.
Band-to-band recombination, as shown in Fig. 2.5(a), mostly occurs in direct-bandgap
semiconductors. An electron from the conduction band falls into a lower energy state in
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Figure 2.4: (a) MC simulations showing 5000 trajectories, injected electrons (blue) and
backscattered (red) electrons and (b) the axial (red) and radial (black) CL intensities as a
function of position.
Figure 2.5: Carrier recombination mechanisms in semiconductors.
the valence band and recombines with a hole, or the electron of an exciton recombines
with its corresponding hole in the valence band, emitting a photon of an energy equal to
or greater than the bandgap. Hence, it is a radiative process. At thermal equilibrium, the
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recombination rate is equal to the generation rate in a perfectly pure crystal and is given
by:
Rbb = α(np− n2i ), (2.23)
where α is a constant associated with a semiconductor, [113] np is the product of the
total concentrations of electrons and holes in a doped semiconductor, and n2i = np is the
square of the carrier concentration of an intrinsic semiconductor. When a semiconductor
is excited by an e-beam, excess carriers are generated, resulting in a finite net band-to-
band recombination rate. Such a recombination rate is determined by the concentration of
minority carriers.
Defects exist inevitably in real semiconducting materials and form discrete energy states
Et, also called traps, in the forbidden energy gap. The traps, neutral or charged, act as
recombination centers, facilitating either electrons or holes to go through a two-step re-
combination process, known as Shockley-Read-Hall (SRH) recombination, as shown in Fig.
2.5(b). There are four possible processes that may occur at a single trap: an electron/hole
falls from the conduction/valence band into a trap or an electron/hole is emitted from a
trap back into the conduction/valence band. Since there are no photons but only phonons
created during SRH recombination, this is a non-radiative process.
A widely accepted expression for the SRH recombination rate is given by: [114]
RSRH =
np− n2i
τpo(n+ n′) + τn0(p+ p′)
, (2.24)
where n and p are the total electron and hole concentrations, including the excess carri-
ers, in the conduction band and valence band, respectively, and τn0 and τpo represent the
excess minority carrier electron and hole lifetimes, respectively. Under the low injection
condition (the concentration of excess carriers is negligible compared to the majority car-
rier concentration), τn0 and τpo are inversely proportional to the product of their respective
carrier-capture cross-section and the total concentration of traps in a crystal. In Eqn. 2.24,










where Nc and Nv are the effective densities of states in the conduction and valence bands,
respectively. It should be noted that RSRH reaches a peak when Et lies near the middle of
the bandgap, indicating that such defects are very strong recombination centers.
SRH recombination is also observed at the surface of a semiconductor, especially III-V
materials as mentioned in the first chapter. The surface of a semiconducting device is a
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boundary that defines a sharp transition from continuous arrays of atoms in the solid to
the air or a vacuum. This results in dangling bonds near the surface. This discontinuity
of the periodic potential in the crystal gives rise to a distribution of allowed energy states
in the bandgap. Impurities that are introduced during and after growth and at the sur-
face/interface act as recombination centers and increase the surface recombination velocity.
Such a high recombination rate in the vicinity of a surface leads to constant diffusion of





where n̂ is a unit vector normal to the surface, δp is the excess hole concentration at the
surface, and s, in units of cm/s, is the surface recombination velocity, which is the most
important factor that describes the surface recombination process. δp is always smaller
or equal to the excess minority carrier concentration in the bulk region. Assuming the
x-axis points from the surface inwards, d(δp)
dx
is a positive value and becomes larger as
δp decreases, meaning that s increases. Surface recombination has significant impact on
electrical properties of lower-dimension devices, such as 1-D NWs and 0-D nanoparticles,
due to their high surface-to-volume ratios.
Auger recombination is also a non-radiative process, as shown in Fig. 2.5(c). Some energy
is released when an electron falls into the valence band and annihilates with a hole, and is
transferred to another majority carrier instead of turning into a photon. After absorbing the
transferred energy, an electron or a hole, depending on the doping type, gains some kinetic
energy to either promote higher in the conduction band or to go deeper in the valence band.
It then slowly relaxes back to the band edge by losing energy to phonon emission.
Since Auger recombination involves energy exchange among either e− − h+ − e− or
e− − h+ − h+ for a n-type or p-type semiconductor, respectively, the recombination rate is
proportional to the product of their concentrations, as RA = Bn2p or RA = Bnp2. B is the
Auger coefficient (in units of cm−6s−1), which varies with material. A summary of B for
different materials can be found in [115]. The squared concentration of majority carriers in
RA indicate that Auger recombination becomes significant at higher doping levels (e.g. >
1018 cm−3), There are other types of Auger recombination that is trap-assisted, meaning
their recombination rates are proportional to the density of defects [115].










indicating that τ is dominated by the smallest recombination lifetime. SRH recombination
is the dominating term when the density of traps is comparable to relatively low doping con-
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centration (e.g. < 1017 cm−3). Radiative and Auger recombination become more important
as the doping concentration increases.
The mean distance that a minority carrier can diffuse before recombination is called the
minority carrier diffusion length L, which is an important property that directly influence
the efficiency of a solar cell. In EBIC measurements, L is associated with the probability of




where D is the diffusion coefficient dependent on the carrier type and the material. This






where µ is the electron or hole mobility in a semiconductor that is inversely proportional
to the doping concentration, k is the Boltzmann constant, T is the temperature and q is
the elementary charge. Therefore, L is very sensitive to not only the quality but also the
doping level of a semiconductor.
2.3 Collection of EHPs
Most EBIC studies assume that an EHP is separated as soon as it arrives at a junction
boundary, because the mobility (cm2V−1s−1) of a carrier in an electric field is much higher
than its diffusion coefficient (cm2s−1). We have also adopted this assumption in this thesis.
After separation, electrons and holes drift in opposite directions towards their corresponding
quasi-neutral regions, where they become majority carriers. Their arrival at the other side
of the junction causes a non-equilibrium distribution. To maintain the neutral state with
no net electric field, other majority carriers move out to compensate the non-equilibrium




seconds (εs is the permittivity). Since τd of majority carriers is generally much shorter than
the lifetime for radiative recombination, majority carriers adjust the field via the contacts
instead of annihilation due to recombination [64]. Thus, the process is captured as EBIC





In this chapter, an overview of the experimental methods used in fabrication and charac-
terization of core-shell NW junctions is presented. Two types of core-shell structures are
discussed in this thesis, both with n-type GaAs NW cores but with shells of either a metal,
Fe, or p-type GaAs. The metal shells were grown via electrodeposition, while the GaAs was
grown continuously in the chamber after core growth. Semiconductor synthesis was car-
ried out via metalorganic chemical vapor deposition (MOCVD) by our collaborators, the
Simon Watkins’ group, and will be introduced briefly. Based on as-grown, Te-doped n-type
GaAs cores, shells were fabricated with the help of insulating layers grown by atomic layer
deposition (ALD). Such insulating layers were made by Ga2O3 or Al2O3 and prevented
parasitic junctions forming between the shell and the GaAs substrate. The structural char-
acterization tools included scanning electron microscopy (SEM) for surface morphology,
and transmission electron microscopy (TEM) for cross-section imaging and investigations
of the crystalline structure. In this thesis, both I-V and EBIC measurements were carried
out using nano-probing technique in situ in an SEM.
3.1 GaAs NW synthesis
The procedures that were carried out to grow electrically-isolated GaAs NWs are illustrated
in Fig. 3.1 [117]. A 5.5 nm thick Au film was evaporated onto a (111)B-oriented, Si-doped
GaAs substrate (Fig. 3.1(a)) and loaded into a MOCVD reactor, followed by annealing at
450 ℃ under H2 and tertiarybutylarsine (TBAs) to form Au-Ga nanoparticles (Fig. 3.1(b)).
GaAs pedestals were then grown to approximately 1 micron in length with varying diam-
eters by the vapour-liquid-solid (VLS) method (Fig. 3.1(c)). This growth took place at 50
Torr and 400℃ and under a total flow rate of 3 L/min. The source gases were trimethylgal-
lium (TMGa) and tertiarybutylarsine (TBAs), with molar flows of Ga and As being 17.1
µmol·min−1 and 164 µmol·min−1, respectively. Diethyltellurium (DETe) was used to pro-
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vide Te as an n-type dopant with a concentration of 100 ppm in hydrogen gas such that the
DETe molar flow rate was 0.13 µmol·min−1. After the first growth step, the NW pedestals
were cooled to room temperature under H2 and transferred in air to the atomic layer depo-
sition (ALD) system where they were coated in a conformal insulating layer, either Ga2O3
or Al2O3, at 250℃ (Fig. 3.1(d)). Samples were then returned to the reactor and annealed
at 550℃ under TBAs and H2 for 180 seconds, resulting in cracking of the oxides at the
top of the Au NPs (Fig. 3.1(e)) [118]. A subsequent restart of axial growth, or regrowth, of
the GaAs NWs occurred at 400℃ for 300 seconds under the same conditions as the initial
pedestal growth (Fig. 3.1(f)) [117]. Finally, the NWs were cooled to room temperature under
H2 gas. Shell layers either electrodeposited metal (Fe) or p-type GaAs were subsequently
deposited onto these isolated NWs.
Figure 3.1: Schematic illustration of the growth procedures for GaAs NWs with an oxide
isolation layer and a regrowth process. (a) A thin film of Au is thermally deposited onto a
(111)B, Si-doped GaAs substrate and then (b) forms Au nanoparticles after annealing. (c)
Growth of GaAs NWs of approximately 500 nm in height. (d) A thin layer Ga2O3 (10 nm)
or Al2O3 (2 nm) is deposited via ALD and then (e) cracked open at the top of the Au NPs,
followed by (f) a regrowth of GaAs NW.
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Fig. 3.2 illustrates the subsequent growth of p-type GaAs shells. An undoped GaAs NW
segment is grown axially extending the n-type core with a complete purging of Te dopants
from the Au NP. This is done by shutting down the Te source under TBAs, which leads
to evaporation of Te. Finally, a degenerately-doped p-type shell is grown using diethylzinc
(DEZn) and triethylgallium (TEGa) with a molar flow of 0.4 µmol/min and 1.78 µmol/min,
respectively at 400 ℃. During this process VLS axial growth of p-type NW also occurs
simultaneously, forming an axial p-i-n junction [117].
Figure 3.2: Schematic illustration of (a) axial growth of i-segments extending the cores and
(b) radial growth of p-type shells with some residual growth in the axial direction.
3.2 Electrodeposition of Fe shells
3.2.1 Electrodeposition
Electrodeposition, also known as electroplating, is a chemical reaction that occurs in an
electrolytic cell, where the desired cations in the aqueous bath diffuse to the substrate
(cathode) and form a thin film by gaining electrons from the cathode (reduction). A typical
electroplating cell for deposition of Fe, for example, is shown in Fig. 3.3. A Pt wire is the
anode. The rectangle on the substrate is the deposition window defined by either photoresist
patterning or an electrochemical sample mask.
A power supply is required to apply an overpotential (operating potential minus the
equilibrium potential of the cell), which provides excess energy to drive the electrode reac-
tions at a certain rate. The electrochemical reactions can be written as:
Fe2+(aq) + 2e− → Fe(s),
2H+(aq) + 2e− → H2(g),
at the cathode (substrate) and
4OH−(aq) → O2(g)+2H2O(l)+2e−
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Figure 3.3: Electrodeposition of Fe in an electrolytic cell in an open beaker with Fe2+ as
the desired cations. The anode was a Pt wire.
at the anode (Pt wire). The hydrogen evolution reaction (HER) occurs when the overpo-
tential exceeds a certain value (1.23 V), after which the HER starts to compete with the Fe
deposition and will slow down the deposition rate. There are two types of electrodeposition
in terms of the controlled power source: potentiostatics and galvanostatic, where the poten-
tial of the cathode with respect to the anode or to a reference electrode and the current in
the cell remain constant, respectively. Since a Pt wire will react slowly with an acidic so-
lution, galvanostatic electrodeposition was carried out in this thesis to maintain a constant
current density at the cathode. The half-cell potential, which affected the deposition rate,
can be derived by considering the chemical potentials at equilibrium. By subtracting the
oxidation potential from the reduction potential, the electrical potential of the cell can be
written as the Nernst equation:















where R = 8.314 JK−1mol−1 is the universal gas constant, F = 9.65 ×104 mol−1 is the
Faraday constant, a is the chemical activity for the relevant species, ve is the number of
electrons involved in the redox reaction, T is the temperature, and Q is the relative chem-
ical activity of the redox species. Therefore, deposition occurs when the applied potential
between the cathode and the anode exceeds Ecell. It should be noted that a few monolayers
of metal can still be deposited onto the substrate, even when the applied potential is less
negative than the required equilibrium potential for the reduction, namely underpotential.
This is because the interaction between the metal and the substrate is more energetically
favorable than the interaction among the metal atoms themselves.
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3.2.2 Electrodeposition of Fe onto GaAs NWs
Fe is electrochemically deposited onto the regrown NWs using a PMMA mask to define
deposition areas (5 mm diameter), with a patch of In-Ga alloy applied on the back side of
the substrate as an ohmic contact. The native oxide of the exposed GaAs surfaces is etched
by immersing the sample in 10% aqueous ammonium hydroxide ((NH4)OH) for 12 s and in
de-ionized (DI) water for 10 s, just prior to the initiation of the electrodeposition. Galvano-
static electrodeposition is then carried out in an open glass beaker using a Pt wire, counter
electrode and a static aqueous electrolyte (0.1 M FeSO4 and 0.3 M (NH4)2SO4) at room
temperature. (NH4)2SO4 is an additive that enhances the conductivity of the electrolyte
and improves the surface morphology of the deposited film [119]. The electrodeposition is a
two-step process consisting of an initial potential pulse followed by a constant current den-
sity (8.25 mA/cm2) at a lower voltage for 30 s. The initial potential pulse of -4 V was the
result of a rapid plunge of the pre-polarized substrate into the electrolyte (“hot plunging”).
With a given concentration of Fe2+ ions, the required cell potential for deposition is given
by the Nernst equation:




0.1) = 0.44− 0.4 +
0.0256
4 ln(10) = 0.85 V. (3.2)
Besides utilizing a Al2O3- or Ga2O3 ALD layer as isolation, a photoresist, SU-8 (2000.5;
14.1% solid), was also used to fill in between bare NWs to isolate the top half from the
substrate. The SU-8 was applied via spin coating onto wafer pieces with a spin rate of 4300
rpm for 120 s followed by heating in air to evaporate the solvent on a hot plate at 95 ℃ for 3
minutes. In order to remove residual uncured SU-8 on NW sidewalls, each sample was then
treated to an Ar-O2 (10:1) plasma for 2 minutes, followed by cross-linking via exposure to
UV light of 350 nm for 3 minutes, and finally a post-baking at 95 ℃ for 3 minutes. The
effect of plasma etching on the electrical properties of radial Fe/GaAs junctions will be
discussed in the next chapter.
3.3 in situ SEM electrical measurements
SEM was carried out using a dual-beam (Ga ions or electrons), with a field-emission electron-
gun system (FEI, DB235, spatial resolution 3 nm). Secondary electron (SE) images were
obtained typically using an accelerating voltage of 5 kV. As introduced in Chapter 2, SE
of very low energies are the result of inelastic collisions between the incident beam and the
material. The SEs are collected by a detector located either at the back of the chamber
(Thornley-Everhart type) or at an in-lens location directly above the sample surface. SE
images are very surface-sensitive since the SEs generated deeper in the sample are re-
absorbed by the specimen before they escape from the surface. The spatially-resolved SE
signals reflect not only the surface morphology, but also the doping level. In a p-n junction
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device, the p-type region is always brighter than the n-type region, due to a difference in
the escape barrier height for SEs. Hence SE contrast has been widely used to distinguish
the dopant type in a semiconductor device [120,121].
The instrument is equipped with a tungsten (W) wire probe that can be pneumatically
inserted to a fixed position in the SEM chamber. Fig. 3.4 shows an image of the bottom lens
pole piece inside the SEM with the W probe visible, as well as the electron and ion guns,
and the energy dispersive spectroscopy (EDS) detector. This nano-probe technique enabled
us to carry out in situ two-terminal electrical measurements, including I-V and EBIC.
Figure 3.4: Snapshot of the interior of the DualBeamTM Strata 235 SEM, where a W probe
is on the left and injected at a small glazing angle. The ion (left) and electron (right) guns,
and the EDS detector are also visible.
3.3.1 I-V measurements
For a successful EBIC scan, reliable, low-resistance or ohmic contacts are required to min-
imize electrical fluctuations from the outer circuit. It is undeniable that a microchip with
NWs embedded inside provides the most stable and reproducible environment, where either
deposited terminals or scanning probe microscopy (SPM)-based probes are used [122,123].
However, lithography-assisted microchip fabrication not only is time-consuming, but also
introduces surface modification to NWs. Therefore, as-grown, free-standing NWs were mea-
sured by contacting either Au NPs or Fe shells with a W probe to minimize damage and
contamination.
As illustrated in Fig. 3.5, an I-V measurement was carried out using a W probe and
the substrate as the top and backside contacts, respectively. A Keithley 4200-SCS charac-
terization unit provided a voltage source and an ammeter connected to the sample via the
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W probe. The substrate was mounted on the SEM stage which was grounded together with
the characterization unit by connecting through the chamber door. EBIC measurements
were not carried out when the e-beam was on. The voltage source can sweep at a stepsize
of 50 µV, resulting in current measurements with a resolution of 0.1 pA thanks to its high
input impedance of > 1013 W. The I-V measurements in this thesis were all carried out by
sweeping the voltage with a constant stepsize (0.01 V) from -1 V to 1 V or from -1.5 V to
1.5 V, depending on the melting voltage of the measured NW. At relatively high forward
bias, some of the NWs were observed to deform, resulting in a sudden decrease in current.
Figure 3.5: Schematic circuit diagram of nano-probing technique carried out in situ in the
SEM, with a W probe and the substrate as the top and backside contacts, respectively. The
Keithley 4200 characterization unit provides a potential to the W probe with an ammeter
in series.
The reliability of two-terminal measurements was another concern. If the contacts have
high resistance or form Schottky diodes with the NW, the measured I-V characteristics
will be significantly influenced by the contacts. The bias applied to the NW is then lower
than expected due to other resistors in series. For this reason, a four-terminal measurement
is advantageous for measuring the bulk resistance of a NW [124, 125]. In a four-terminal
resistance measurement, current is supplied via the two outer probes, generating voltage
across the two inner contacts which is measured by a high-impedance voltmeter. The contact
resistance is then eliminated due to separation of current transport and voltage sensing.
However, this approach requires measuring NWs using 4-terminal technique. All of the I-V
and EBIC measurements were carried out with the two-contact approach in this thesis, with
attention paid to minimizing the resistance of the probe and substrate contacts.
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A large-area, ohmic contact between the backside of a substrate and a 45° SEM stub
was formed via silver paste of low resistivity (10 µm W·cm). Prior to attaching the W probe
to a NW, tungsten oxide was removed by a focused Ga ion beam (FIB), operating at 30 keV
and 300 pA. This procedure was found to be necessary every time the probe was exposed to
air. Another possible factor that would increase the contact resistance was a gallium oxide
shell covering the Au NP. Fig. 3.6 shows semi-log I-V characteristics of the same Au/GaAs
NW Schottky diode with different W/Au contacting procedures. The red curve resulted
from a non-ideal W/Au contact, where the W probe was barely touching the Au NP. The
black curve was obtained with the W probe poking into the Au NP through the tough oxide
shell, which resulted in the lowest-resistance contact. This oxide shell might originate from
oxidation of residual Ga atoms in the Au NP.
Figure 3.6: Semi-log I-V characteristics of the same Au/GaAs NW Schottky diode with
(black) and without (red) the W probe physically penetrating into the Au NP.
3.3.2 EBIC measurements
As mentioned in Chapter 1 and 2, there are typically two junction geometries in EBIC
measurements: perpendicular and planar, depending on whether the beam axis is perpen-
dicular or parallel to the junction direction, respectively. Fig. 3.7 shows perpendicular and
planar, Schottky and p-n junctions. Our structures of interest in this thesis, radial Fe/GaAs
NW Schottky junctions, and core-shell GaAs NW p-n tunnel junctions, correspond to the
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geometries in Fig. 3.7(b) and (d), respectively. EBIC currents are amplified and detected
with a potential applied to the sample.
Figure 3.7: Schematic diagrams of EBIC measurement configurations, re-plotted from [2].
(a) Perpendicular and (b) planar Schottky junction geometries, (c) and (d) the equivalent
p-n junction geometries. The e-beam is incident along the z-axis. The orange crossing-hatch
regions denote the space charge regions, with a width of w.
Since our EBIC scans were carried out on the NW sidewalls, NWs were mounted on a
45° SEM-stub. Since the SEM stage could be tilted a maximum of 52 degrees about one in-
plane axis, depending on how the sample was rotated on the stub, a chosen facet orientation
could be aligned normal to the beam with a further tilt of 45 degrees. It should be noted
that rotating the SEM stage when using a 45° stub also leads to tilting of the sample with
respect to the beam, as shown in Fig. 3.8. Thus, one cannot rotate a particular NW from
{110} to {112} normal to the beam, for example, without tilting the stage. Considering
the tilting limit of the stage (52°), we chose to rotate each sample at a certain angle before
being fixed onto a SEM stub, if other orientations were desired.
In contrast to an I-V measurement, the applied bias was unchanged during an EBIC
scan. A line scan was implemented in parallel with energy dispersive x-ray spectroscopy
(EDX) with a spot size of 2 nm, assuming the beam was well focused on the sample surface.
The dwell time, which is the duration of the beam on each spot, was set to 100 ms, 500 ms,
or 1000 ms. The spacing between successive impinging spots was inversely proportional to
image magnification. The step sizes were 4 nm and 2.6 nm under 65,000X and 100,000X
magnifications, respectively. The excess current as a function of beam position on the NW,
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Figure 3.8: Schematic diagram of a NW mounted on a 45° stub. The beam is normal to the
NW’s sidewall when the stage is at 45° tilt. Rotation of the stage leads to movement of the
NW on the surface of the cone.
beam voltage and scan direction were obtained simultaneously with the EDX line scan and
recorded by the ammeter in the semiconductor measurement unit (SMU) (Keithley 4200).
Since the EDX line scan and the current recording are two separate processes, they were
initiated and ended simultaneously in order to synchronize the time-dependent current to
beam positions. It is important to minimize the shear force that was applied to the measured
NW by the W tip, which was approximately 45° with respect to the NW. This ensured, for
example, each axial line scan stayed in the middle of the NW, such that the highly position-
dependent EBIC measurement was reproducible. Since there is no auto-adjustment for the
scan line in correspondence to the NW shift, one has to redo the measurement if the NW
is shifted from its original position.
A plot of impinging beam current as a function of accelerating voltage (1 kV to 15 kV)
for spot size 3 is shown in Fig. 3.9. The current was measured using a second picoammeter
connected to the stage, on which an e-beam was focused. Note that no sample was used in
this measurement. The increase of current is almost linear at the beginning and increases
more slowly above accelerating voltages of 10 kV, indicated by the two dashed lines. There
were minimal thermal effects on a NW even at 15 kV due to the relatively small impinging
current and the high thermal conductivity of GaAs (55 W/m·℃). Damages to the NW
junction by the bombardment of the e-beam at the same locations were observed after
multiple measurements, as the overall current became lower.
28
Figure 3.9: Impinging current on the stage (no sample) as a function of the accelerating
voltage for spot size 3. The two dashed lines illustrate the larger slope of the lower voltage
region (< 10 kV) and the smaller slope of the higher voltage region (> 10 kV).
3.4 Cross-section TEM
Compared to planar devices, the preparation of NWs for cross-section TEM was considerably
simpler: Either rub a carbon-coated TEM grid gently on the NW substrate or scrape the
surface of the substrate near a grid. NWs are then randomly dispersed over the carbon
membrane and are ideal for TEM imaging. Van der Waals forces keep the NWs attached to
the grid surface. On the other hand, TEM sample preparation for an axial-view included
the following steps. The sample was first spin-coated with SU-8 (2000.5; 14.1% solid), which
has a viscosity that will fill up all the empty space without cracking the NWs while it cross-
links. The substrate was then mechanically polished to approximately 100 microns, with
the NWs protected by the UV-cured photoresist. A 3 mm diameter piece was epoxied onto
a Cu donut TEM grid facedown. Dimpling of the backside substrate was then carried out
using SiC polishing. The sample was then Ar ion milled (5eV) on one side until a hole was
formed. The top side was milled depending on the length of the NWs.
Transmission electron microscopy (TEM) utilizes high energy electrons to transmit
through a specimen and collects signals as a function of atomic mass, sample thickness,
and crystallography. It is a very useful technique for identifying a material phase, investi-
gating crystallinity, and locating defects. In this thesis, TEM bright field (BF), dark field
(DF), high-magnification, lattice imaging (LI), and diffraction patterns (DP) were collected.
The diffraction and imaging modes of a TEM can be switched by automatic controls on
lens excitation. Fig. 3.10 is a replot of the schematics from [3], which illustrate a simplified
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instrument configuration (specimen and imaging components; the illumination component
is not included) under (a) the diffraction mode and (b) the imaging mode.
Figure 3.10: Replotted schematics from [3] of the two basic operations of a TEM: (a) diffrac-
tion mode and (b) image mode. In each case, with the sample at the focal point of the
objective lens, the intermediate lens 1 selects either the diffraction pattern (A) or the image
plane (B) of the objective lens as its object.
The illuminating electron-source consists of a gun, field-emission for greater brightness
and spatial coherence, that generates an electron beam, and two electromagnetic condenser
lenses that control the size and convergence of the beam. The objective lens focuses the
illumination onto the sample positioned at its focal length for maximum magnification. The
diffraction pattern (reciprocal space) and the image (real space) of the specimen coexist in
the chamber at the back focal point and image positions of the objective lens, respectively.
To switch the mode, the strength of the intermediate lens is changed. In the diffraction
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mode, a selected-area aperture is inserted at the first intermediate image plane to block
electrons diffracted from regions outside the area of interest. A BF image is acquired with
the selective aperture removed and the objective aperture inserted, located at the back
focal plane of the objective lens. This blocks the diffracted beams and only allows the
primary beam to pass. In this case, the image contrast contains amplitude information,
related to effects of thickness and atomic mass, on scattering from the sample. A lattice
image is obtained at high magnification when interference between scattered beams gives
atomic-scale phase contrast. Thin samples are required with strong multi-beam diffraction.
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Chapter 4
Electrical properties of Fe/GaAs
core-shell NW junctions
Semiconductor-based devices are invaluable for not only optoelectronics but also spintron-
ics, such spin injectors and detectors. [126–128] Spintronics is a next-generation nano-scale
technology that utilizes spin degrees of freedom of electrons or holes, instead of or in addition
to charge degrees of freedom. The injection of spins polarized by a magnetized ferromag-
netic contact (e.g. Fe, Co, Ni, etc.) to a semiconductor, can be the first step in creating a
spintronics circuit. In particular, the GaAs/Fe heterostructure is a promising candidate for
spin injection because of the considerably long spin lifetime in GaAs (5-15 ns [129, 130]),
the relatively large spin-diffusion length of about 5 µm [131], and the small lattice mis-
match (1.4%) [132]. It is crucial that the Fe/GaAs interface be abrupt and epitaxial, for
the purpose of enhancing the spin injection efficiency [129, 133]. It has been reported that
high-temperature synthesis, molecular beam epitaxy (MBE) for example, results in an in-
termixture or interdiffusion at the Fe/GaAs interface, in the form of Fe3Ga2−xAsx [134].
Electrodeposition, on the other hand, is a room-temperature, low-energy, and vacuum-free
deposition approach, which enables the fabrication of an abrupt Fe/GaAs interface [119]. In
addition, the Schottky diode formed from electrodeposited Fe on a planar GaAs substrate
was reported to demonstrate spin injection capabilities [135].
With previous successful applications using planar structures, it is important to consider
the possibility of fabricating NW-based spintronics. Such a 1-D structure has the advan-
tage of confining spin rotations to a single axis by the 1-D channel, which enables a 1-D
electron gas with high mobility to exist in the quantum well of a heterostructure [136], and
the reduction of phonon scattering due to the relatively low density of states [137]. Ferro-
magnetic contacts can be deposited onto a single NW to form a spin injector and a spin
analyzer simultaneously, similar to the configuration of NW-based FETs. However, a clean
and abrupt metal/semiconductor interface is not easily achieved when e-beam lithography
is required. The relatively long spin diffusion length in GaAs and the small and adjustable
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spacings (e.g. 500 nm) between NWs provide a possibility of using one Fe/GaAs NW as the
spin injector and an adjacent one as the analyzer.
In our research, Fe contacts were electrodeposited onto SU-8-isolated and Al2O3-isolated
GaAs NWs, in a manner free from e-beam lithography and electrically selective. A spin-
coated SU-8 photoresist layer or a thin ALD-grown Al2O3 shell covered the bottom part of
NWs as well as the substrate, preventing parasitic junctions from forming between the Fe
shells and the substrate [118]. Since carrier transport through the Schottky barrier plays an
important role in determining the spin injection efficiency, it is fundamentally interesting
and necessary to estimate the barrier height of the GaAs/Fe NW core-shell Schottky diode
and investigate carrier recombination occurring at any interfacial defects.
A variety of composition and structural characterization methods were applied to con-
firm the existence and epitaxy of the electrodeposited Fe shell, and were reported in a
previous work [138]. With knowledge of the structural properties of the Fe shells, we could
correlate this information with the electrical properties of the Fe/GaAs Schottky junction.
The barrier height of such diodes, however, cannot be simply extracted from a current-
voltage (I-V ) curve due to the non-uniform current density in the axial direction of the
NW. Consequently, simulations of I-V characteristics were carried out by assuming pure
thermionic emission and varying the Fe/GaAs barrier heights. The barrier height was then
obtained when the simulation fitted the experimental data, as discussed in later sections.
Interfacial defects are hard to locate via any microscopic imaging due to their small size
and much lower density compared to the host materials. Electrical measurements such as
EBIC are able to directly detect these defects as they influence the electrical properties at
a measurable level. We have carried out EBIC measurements of GaAs/Fe core-shell NW,
radial Schottky junctions that were isolated from the GaAs substrate using a thin Al2O3
layer. Reproducible oscillations in the EBIC profiles as a function of the beam voltage,
scan direction, beam spot size, and dwell time were shown to be the result of interfacial
defects, which acted as recombination centers. Although there have been numerous reports
of EBIC measurements on different nanostructures, our work was the first to report EBIC
measurements from conformal NW, core-shell GaAs/Fe contacts, potentially useful as spin-
injectors. It also provided a fundamental understanding of radial transport properties of
minority carriers and revealed the sensitivity of EBIC signals to changes at core-shell NW
interfaces.
4.1 Orientation of the Fe/GaAs structure
Reports have shown that the orientation of an Fe/GaAs interface affects spin injection
[129, 139]. Fig. 4.1 shows (a) an SEM image and (b) a planview <111> BF TEM image
with (c) the corresponding DP of Fe/GaAs NWs. The sidewall facets, whose orientations
are highlighted by the yellow lines, are differentiated by the vertical lines. In Fig. 4.1(b), the
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surfaces of the Fe shell are {110} facets, and the facets of the GaAs core are {112}, as seen
from the associated electron diffraction pattern in Fig. 4.1(c). The The {110} surfaces of
the shell are always 30 degrees with respect to the core surfaces. Therefore, the interaction
of the beam with the core/shell structure was independent of which particular surface the
beam was incident on. facet polarities A and B of the GaAs core will be discussed in Chapter
5.
Figure 4.1: (a) SEM image of a Fe/GaAs NW showing different facets of the sidewall, judged
by the contrast and the different orientations of the surface facet. (b) TEM BF image of
an Ar-ion-milled Fe/GaAs NW with the beam along a <111> direction. (c) Corresponding
selected-area diffraction pattern with arrows indicating the diffraction vectors and facet
orientations of the GaAs and Fe in (b).
4.2 Barrier height of the radial Fe/GaAs junction
Fig. 4.2 shows energy band diagrams for a metal and a n-type semiconductor (a) before
and (b) after forming a Schottky diode at zero bias, (c) reverse bias and (d) forward bias.
The work functions (the energy needed to promote an electron from the Fermi level to the
vacuum near the surface) of the metal and the semiconductor are denoted as φm and φs,
respectively. The electron affinity, denoted as χs, is the energy difference between the bot-
tom of the conduction band and the vacuum level near the surface. When the metal and the
semiconductor are put into contact, their Fermi levels become equivalent due to the equi-
librium electrochemical state, established by diffusion of electrons from the semiconductor
conduction band into the metal. The energies of the semiconductor are shifted down at the
junction, leading to a built-in voltage, Vbi, Fig. 4.2 (b). The Schottky barrier height φb is
defined as φm−χs, representing the potential barrier experienced by the electrons that try
to go from the metal into the semiconductor. When negative bias is applied to the metal
side, Fig. 4.2 (c), the potential energy of the electrons in the semiconductor will decrease,
resulting in a higher barrier to thermionic emission in the semiconductor to metal direction
and a wider depletion region. Consequently, very few majority carriers in the semiconductor
can overcome the enhanced barrier and cross the junction, while minority carriers remain
unaffected (only influenced by temperature). On the other hand, in forward bias, a positive
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bias is applied to the metal, as shown in Fig. 4.2 (d), the built-in voltage becomes smaller at
forward bias and eventually vanishes when the bias exceeds the original built-in potential.
The electrons with sufficient thermal energies in the semiconductor can get over the barrier
to the metal, resulting in a current which increases exponentially with bias.
Figure 4.2: Energy band diagrams of a metal and a n-type semiconductor (a) before and
(b) after forming a Schottky junction at zero bias, (c) reverse bias and (d) forward bias.
Figure 4.3(a) shows current-voltage (I-V ) characteristics obtained from representa-
tive Au/GaAs NWs: as-grown (red), SU-8 coated and plasma-etched (green), and Fe-
electrodeposited (black). There were ten measurements for each type of NW. The particular
results shown were from NWs with the maximum and minimum current measured at high
bias (> 1 V) for each case. It is clear that all contacts were rectifying metal/n-type semicon-
ductor diodes, as expected. The Fe contacts show an increase in the current everywhere due
to the larger contact area compared to the Au contact area and a smaller overall resistance
resulting from the shunt resistance of the Fe shell. In all cases, the characteristics are found
to be within a narrow range of current except at high bias where there was a much greater
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variation after plasma etching. The resistances extracted at high bias indicate the bulk NW
resistivity.
At higher forward bias when the built-in voltage is exceeded, current is primarily con-
trolled by the series resistance, R, of the NW. This is based on the assumption that all other
resistances in the circuit, including the resistance of the leads, the NW/substrate junction,
and the substrate were negligible compared to the bulk resistance of the NW. The average R
of the as-grown Au/GaAs diodes was 40 ± 20 kΩ while those of the plasma-etched Au/GaAs
and Fe-deposited Au/GaAs diodes were 80 ± 100 kΩ and 100 ± 120 kΩ, respectively. These
large errors are likely due to different levels of surface modification introduced by Ar plasma,
as some of the NWs had thicker photoresist coatings that prevented plasma from damaging
the NW surfaces. In the case of Au/GaAs diodes, the NW diameters, cross-sectional areas,
A, and lengths, L, were known directly from the SEM images. Therefore, neglecting sur-
face depletion, the original NW average resistivity, ρ = RA/L would have been 200 ± 150
mΩ·cm. However, this resistivity corresponds to an improbably low dopant concentration
of (8 ± 4) × 1015 cm−3. Hence, surface depletion must be considered. Assuming surface
pinning at 0.8 eV below the conduction band, the average n-type NW carrier concentration
was estimated as (13 ± 7) × 1016 cm−3 with a surface depletion layer of 110 ± 40 nm,
corresponding to the actual resistivity, 20 ± 10 mΩ·cm [140].
After plasma etching, the average ρ for the Au/GaAs diodes doubled to 40 ± 30 mΩ·cm,
no doubt related to etching damage. The plasma likely increased the surface GaAs oxide
thickness as well as introduced a greater density of surface traps both near the Au interfaces
and along the GaAs sidewalls. This would give rise to an increase in the surface depletion
layer thickness, and a decrease in the effective radius of the NWs [141, 142]. As a result,
at high forward bias, the plasma-etched (green) curves show, on average, lower current
compared to the as-grown NWs (red). Since the thickness of residual SU-8 on the sidewalls
after spin-coating, likely varied, there was also a distribution in the degree of damage.
In comparison, there was no detectable difference in the I-V curves when probing the
top compared to the middle portions of an Fe-deposited NW, indicating that the deposited
Fe had low resistance. Therefore, the increase of the current at both reverse and forward
bias for some of the Fe/GaAs NWs was due to the shunt resistance of the Fe shell that gave
rise to a decrease in the overall resistance. Although the size of each probed Fe/GaAs NW
cannot be measured directly via SEM, the average ρ of the Fe-deposited GaAs NWs can
be assumed to be the same as the isolated Au/GaAs diodes. This means that the original
GaAs diameter of a particular Fe/GaAs NW can be estimated from its R.
To extract the ideality factor and barrier height from the I-V curves, we assume a
metal/semiconductor Schottky junction relies on the thermionic emission process to create







Figure 4.3: Semi-log current-voltage I-V curves obtained from representative GaAs NWs:
as-grown (red), SU-8 coated and plasma-etched (green), and Fe-electrodeposited (black;
90 s deposition). The red and black dashed lines are simulations for the Au/GaAs and
Fe/Au/GaAs diodes, respectively, assuming thermionic emission.
where q is the elemental charge, V is the applied bias, n is the ideality factor, and Iss is the
extrapolated saturation current at zero bias. n, which describes how close a Schottky junc-
tion is to an ideal junction with pure thermionic emission, is close to unity when the doping
level is relatively low (< 1017cm−3). As the doping level increases, the depletion width
shrinks, and thus more electrons can tunnel through the barrier. This is called thermionic
field emission (TFE), where n is greater than 1. An increase in n can also be attributed to
recombination of electrons with defects and impurities in the junction. Iss is given by:




where A∗ is the Richardson constant, A is the contact area, and φb is the barrier height. The
Richardson constant is one of the most important parameters in the thermionic emission





, v = n,p (4.3)
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where mv is the effective mass of the semiconductor. For a typical III-V semiconductor,
such as n-GaAs, the effective mass is 0.067me (me = 9.1 × 10−31 kg is the electron rest
mass), yielding A∗ = 8.16 Acm−2K−2. Taking into account the series resistance of the NW,











) + IR. (4.5)
The contact area A of the Au/GaAs junction was measured by SEM images. φb and n,
for the as-grown and plasma-etched Au/GaAs diodes were found to be 0.69 ± 0.02 eV and
1.32 ± 0.05, and 0.68 ± 0.03 eV and 1.38 ± 0.08, respectively by fitting Eqn. 4.5 to the I-V
characteristics in the lower bias regions. The φb did not change after plasma etching while n
increased slightly, consistent with an increase in the surface oxide thickness or surface state
density. Nevertheless, the Au/GaAs junction was not heavily damaged by the plasma, since
most of the junction interface was buried inside the NW where the Ar/O2 plasma could
not reach. Compared to reported values for evaporated Au/GaAs, 0.8 - 0.9 eV, φb is lower.
Since the doping density of the GaAs NWs was estimated as (13 ± 7) × 1016 cm−3, this
lower φb was not likely due to tunneling. Rather, the expected φb for Au catalyst particles
on GaAs NWs depends upon the fraction of Ga leftover from the growth. Lower φb are
usually found for higher Ga concentrations [145, 146]. In our case, the NWs were cooled
under H2, rather than TBAs, which left a greater fraction of Ga and a lower expected φb,
as was observed [144].
In contrast to Au/GaAs diodes with a presumed uniform current distribution over the
interface, our Fe/GaAs NW radial junctions were expected to have a highly non-uniform
current distribution in the axial direction. This non-uniform current distribution was mainly
due to the complex 3-D structure and the fact that the GaAs core had a much higher
resistance than the Fe shell, hereby giving rise to a potential drop in the axial direction. As
a result, the current density J and the saturation current density Jss for an Fe/GaAs NW
were functions of the axial position, corresponding to a local applied potential at the diode.
Hence, directly fitting Eqn. 4.4 to the I-V curves of the Fe/GaAs will lead to incorrect φb and
n. To overcome this problem and continue using Eqn. 4.5 to obtain the electrical properties,
we can consider dividing the entire Fe/GaAs diode into n equivalent elementary cells in
parallel. Each elementary cell consists of a Fe/GaAs Schottky junction with an equivalent,
small area and two resistors from the GaAs core and the Fe shell. The interfacial area of
each elementary cell is considerably small such that the current density within the cell can
be assumed as uniform axially. Therefore, Eqn. 4.4 is valid for each elementary cell. The
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To model our device more rigorously, three-dimensional simulations of the charge trans-
port as a function of the applied bias assuming thermionic emission were carried out by
using COMSOLTM . The input parameters, including the NW dimensions, the NW carrier
concentration, and the Au/GaAs Schottky barrier height (0.69 eV) were set equal to the
values obtained from the Au/GaAs NW analysis and only the Fe/GaAs Schottky barrier
was varied. The GaAs core and the Fe shell were set to be coaxial cylinders (their actual
shapes were shown in Fig. 4.1). A potential sweep from 0 V to 1.3 V was applied to the
equipotential metal shell. It should be noted that the simulation program did not consider
possible GaAs surface states, hence there were no surface depletion regions at the bottom of
the NWs. As a result, the NW diameter used in the simulations was scaled down to match
the effective diameter considering the depletion width calculated above. Even though this
modification might not precisely result in the actual resistivity of a NW, it in principle
should not impact the simulated φb and n.
Fig. 4.4(a) is a snapshot of the model result at a particular forward bias, 0.6 V, showing
a three-dimensional diagram of the current as a function of position for an Fe/Au/GaAs
NW (400 nm in diameter; 1500 nm and 2700 nm in length for the Fe shell and the entire
NW, respectively). Au/GaAs and Fe/GaAs Schottky diodes were defined on the top and
the sidewall interfaces, respectively. In this diagram, both the Au NP and the Fe shell are
invisible, but the interfaces are labeled. The red region is the portion of the NW buried in
the SU-8 and the surface of this part was assumed to be in the vacuum. With a potential
applied to the Fe shell, the current did increase towards the bottom with the majority of
it flowing through the junctions there, as we expected. The resistance of the GaAs core
was significantly higher than that of the Fe shell, enabling the shunting effect of this metal
contact.
Figure 4.4(b) shows the simulated semi-log I-V characteristics as a function of the
Fe/GaAs barrier height (ranging from 0.57 eV to 0.77 eV) assuming the Au/GaAs φb as
0.67 eV. The lowest curve (dark blue) was obtained without the Fe contact. It can be seen
that the current in the lower bias region exhibits linearity, similar to the behaviors of a
planar junction. This linear region shifts up and down depending on the Fe/GaAs φb, as
the currents are larger when φb is smaller. The shifts are parallel in the semi-log scale due
to the same ideality factor. The curve of φb = 0.77 eV coincides with the one without an
Fe shell, with the contact area increasing significantly from only the Au/GaAs interface to
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Figure 4.4: (a) 3-D model of the current distribution in a Fe/Au/GaAs NW with a Au/GaAs
interface at the top and an Fe/GaAs interface on the upper sidewalls. The current is crowded
at the bottom of the Fe contact due to the shunting effect. (b) Simulated semi-log I-V char-
acteristics as a function of the φb for the Fe/GaAs junction, assuming thermionic emission
and φb = 0.67 eV for the Au/GaAs junction. The lowest curve is for a Au/GaAs NW without
an Fe shell.
the Au/GaAs plus Fe/GaAs interfaces. Since the barrier heights should not affect the series
resistance, all the curves with an Fe shell converge at 1.3 V, when the Fe/GaAs barrier is
entirely exceeded by the applied bias and becomes irrelevant.
The best fit occurred when the I-V curve matched the lower bias region (i.e. 0 - 0.4 V)
of the experimental data. In Figure 4.3, the red and black dashed lines are the best fits to
the I-V curves of Au/GaAs and Fe/Au/GaAs NWs, respectively. At high bias, the black
dashed curve shows a resistance 2.5 times higher than the red dashed curve, consistent with
the decrease in the bulk resistance due to a shorter path for the carriers by the same factor.
At low bias, it is the barrier resistance that determines the transport. The best fit value
for the Fe/GaAs Schottky barrier was found to be 0.69 ± 0.03 eV, the same as for the
pre-estimated value of the Au/GaAs diode. The theoretical value of φb for the Fe/n-GaAs
junction would have been smaller than 0.43 eV, if only considering the work function of
and Fe (4.5 eV) and the electron affinity of GaAs (4.07 eV). Our simulated value appears
to be more rectifying. This suggests that the Fermi levels on the surface of our GaAs NWs
were pinned 0.69 ± 0.03 eV below Ec, regardless of the contacted metal. Fig. 4.5 depicts
the Fermi level effect, which is due to the high density of states on the surface or at the
interface, in the case of an Fe/GaAs Schottky junction.
A variety of φb values for Fe/GaAs are listed below in Table 4.1. Most of the previous
work involved a (100) GaAs substrate and thermally-deposited Fe contacts. The value ob-
40
Figure 4.5: Fermi level pinning by high-density surface states in GaAs.
tained from the electrodeposited Fe contacts, 0.89 eV, was greater than all the other reported
Fe/GaAs φb, indicating perhaps a more abrupt interface [119]. The φb in this work is con-
siderably lower than that of a planar Fe/GaAs junction using the same deposition approach
as ours in [119]. No experimental work has been done on a Fe/GaAs(110) junction, whose
φb was calculated theoretically as 0.94 eV using density functional theory (DFT) [149],
suggesting that the crystal orientation of GaAs was not the cause for the reduction in φb.
Therefore, we attribute the lower value of φb to the plasma-etching damage [147, 148], the
3-D cylindrical interface, and possible tunneling due to current accumulating at the bottom
of the NW. In addition, the sidewalls of the GaAs NW were (110) surfaces, which might
have an impact on the barrier height due to a different surface structure and effective mass.
From the slope of the fit for the Fe/GaAs diodes at low bias, the ideality factor was 1.48 ±
0.02, slightly higher than that of Au/GaAs contacts.
Barrier height (eV) Fe fabrication method Orientation of GaAs Reference
0.69 ± 0.03 Electrodeposition 110 This work
0.94 Theory (DFT calculation) 110 [149]
0.89 Electrodeposition 100 [119]
0.8 MBE 100 [150]
0.72 Metal evaporation 100 [151]
0.5 MBE and chemical etching 100 [152]
0.60 – 0.75 Metal evaporation 100 [153]
Table 4.1: Reported Fe/GaAs barrier heights using different Fe fabrication approaches and
on (100) or (110) GaAs substrates.
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4.3 Oscillations in the EBIC profile
In the last section, we discussed the I-V characteristics of electrodeposited-Fe/GaAs NWs
measured by the nano-probing technique, in situ in an SEM. Some electrical properties
of the entire device, including the resistivity, the doping concentration, the barrier heights
and the ideality factor were extracted and simulated. To have a better understanding of
the Fe/GaAs NW Schottky diodes, EBIC measurements as a localized detection tool were
carried out. As mentioned previously, EBIC measurements have been widely used to identify
and locate the defects and inhomogeneity of planar devices. Our GaAs/Fe core shell NWs
were well suited for such characterization, thanks to the metal shell leading to a relatively
uniform Schottky junction along the NW.
We have known that the plasma etching to remove the residual photoresist on the NW
resulted in surface damage reducing the Fe/GaAs junction quality. To avoid introducing
more defects to the junction, a cleaner method involved with regrowth of the GaAs NW
after an ALD oxide deposition onto the GaAs pedestal as well as the substrate, was used. The
growth process was introduced in Chapter 3. Either ALD Ga2O3 or Al2O3, had adequate
resistivity to prevent Fe from electrodepositing on the bottom of NWs and the substrate,
similar to the role of the photoresist.
Figure 4.6 shows representative SEM secondary electron (SE) images of NWs before (a)
and after electrodeposition (b) and (c). The as-grown Au/GaAs NWs in (a) are uniform
in diameter, ranging from 90 to 200 nm. The deposited ALD oxide layer is identified by
the brighter secondary-electron emission visible from the bottom section of each NW. The
initial MOVPE growth resulted in NW pedestals with a uniform height of 800 nm [118].
During the second MOVPE growth, only those NWs with diameters greater than 160 ± 25
nm were able to successfully regrow through the ALD oxide layer on the Au NPs. The red
arrows in Fig. 4.6 indicate where the regrowth was initiated by thermally-induced fracture
of the oxide shell around the Au nanoparticle [118].
The morphology of the Fe deposit depended on the rate of its initial nucleation. Fig.
4.6 (b) shows NWs where the thickness of the Fe shell is 72 ± 3 nm at the top Au/GaAs
junction and reduces to 4 ± 1 nm at the regrowth junction, in a reverse tapering of 7.7
± 0.2 %. The Fe nucleated faster on the Au particles, with a reduction in rate along the
GaAs, forming a tapered shell. Fig. 4.6(c) shows NWs from the same substrate, where a
more uniform Fe shell thickness, 67 ± 3 nm, formed down to the ALD layer. These NWs
were located at the bottom part of the deposited region that contacts the electrolyte first
during the “hot plunging” process. They experienced a much higher initial current density
that led to a rapid nucleation and thus a relatively uniform Fe shell. Note that the Fe did
not grow on the Al2O3-coated areas, including the short pedestals and the bottom section
of the NWs. It always grew epitaxially-aligned with the underlying single-crystalline (110)
GaAs NW sidewall orientation, as we have previously reported [154].
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Figure 4.6: SEM secondary electron (SE) images of Al2O3-coated, uniform-diameter, n-type
GaAs NWs (a) before, and after Fe electrodeposition with (b) tapered and (c) untapered
(plunged) Fe shells (45° tilt) and (d) I-V curves for NWs before (black, open circles) and
after (red, filled triangles) Fe electrodeposition. The arrows indicate the locations of the
beginning of the regrowth process
Figure 4.6(d) shows typical semi-log, I-V characteristics from as-grown (black, open
circles), and corresponding Fe-electrodeposited (red, filled triangles) Au/GaAs NW diodes.
Both sets are rectifying. The Fe-deposited NWs show a higher overall current and smaller
I/V slope at higher bias compared to the Au/GaAs NWs, expected from the larger contact
areas and the lower-resistance current path in the Fe shell. The barrier heights and ideality
factors of the Au/GaAs diodes for the as-grown NWs were estimated as 0.54 ± 0.03 eV
and 1.52 ± 0.03, respectively, based on thermionic emission theory [143, 155]. This barrier
height is lower than that in the last section due to higher doping concentrations. The bulk
resistance R of the NWs was extracted from the high forward bias region (0.7 V — 1 V)
where the junction barrier is exceeded. The average resistivities ρ = RA/L were calculated
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as 21 ± 2 mΩ·cm, and the corresponding dopant concentrations were then estimated as (9
± 1) × 1017 cm−3, leading to surface depletion widths of 30 ± 2 nm [140].
4.3.1 Minority carrier diffusion length of Au/GaAs NWs
The EBIC measurement configuration for the Au/GaAs NW and Fe/Au/GaAs NW Schot-
tky diodes are shown in Fig. 4.7. Despite the relatively small size of the NW along the beam
direction, the Au/GaAs diode is similar to the perpendicular junction geometry introduced
in Fig. 3.7(a). When the beam is incident on the GaAs NW sidewall, the generated EHPs
diffuse to the surroundings and only those that reach the Au/GaAs Schottky junction are
separated by the electric field, otherwise they recombine. Note that due to the high surface-
to-volume ratio, surface recombination is expected to play an important role in determining
the number of EHPs that successfully reach the axial junction. When the bombardment
occurs on the Au NP and close to the metallurgical junction, there should also be some
EBIC currents detected as some injected electrons are scattered by the Au atoms into the
GaAs NW. The collected EBIC current then decreases exponentially as a function of the
distance away from the junction, on the basis of the minority carrier diffusion length.
Figure 4.7: Schematic diagram of the EBIC configurations for (a) the Au/GaAs NW and
(b) the Fe/Au/GaAs NW.
Figure 4.8 shows an SEM SE image and associated EBIC profiles obtained from an as-
grown Au/GaAs NW with a diameter of 173 ± 2 nm. The current is plotted as a function of
axial beam position along the center of the NW (reverse bias 0.2 V) for two beam energies,
5 keV (black) and 10 keV (green) beam. The dashed red lines in the SEM image indicate
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the maximum-current positions for the two profiles. They are seen to be shifted from the
Au/GaAs interface, further into the GaAs for the 10 keV beam compared to the 5 keV
beam, resulting from the larger interaction volume of the 10 keV beam. The maximum
current magnitude from the 10 keV beam is somewhat lower than that of the 5 keV beam.
This is due to the penetration depth of the 10 keV beam in GaAs being greater than the
diameter of the NW, resulting in a lower absorbed beam energy. The little valley associated
with the gold is due to scattering from surface metal contaminant particles. Note that the
currents are negative, as expected from the built-in field direction within the Fe/GaAs
junction. Thus, the valleys in the EBIC current have the highest absolute currents.
Figure 4.8: SEM SE image of an as-grown Al2O3-isolated Au/GaAs NW and the associated
EBIC profile as a function of the beam position and energy (black 5 keV, green 10 keV). The
inset is a magnified log plot of the data in the valley region from the 5 keV - the absolute
current value profile (between the two double-arrows, background subtracted) with the red
line showing a linear fit.
Notice that the finite current background when the beam was on the Au NP or away
from the junction was a result of the total integrated leakage current of the device at reverse
bias. A small reverse bias (e.g. -0.2 V) was always applied in our research to avoid systematic
errors occurring near the zero current, at a price of slightly increasing the depletion width
depending on the doping concentrations. This is because the amplifier of our measurement
unit had difficulties in correctly amplifying the current when it was fluctuating around zero.
The EBIC current, I, as a function of distance from a junction, x, neglecting surface
trapping and recombination, is given by [2] . This is a 1-D solution to the following
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∇ · Jp = 0, (4.8)
where G is the EHP generation rate (cm−3s−1), Rp is the recombination rate for the holes
(cm−3s−1), and Jp is the hole current density (A·cm−2). This describes carriers, that are
lost in a region due to diffusion, drift or recombination. These must be compensated by
freshly generated carriers, at steady state. Assuming a 1-D structure, the total hole current
density Jp, due to hole diffusion and drift, obeys Ohm’s and Fick’s laws:




where p is the hole concentration, µp is the hole mobility (cm2/V·s), E is the electric field,
and Dp is the diffusion coefficient (cm2s−1). Therefore, assuming a quasi-neutral region











Replacing Dp with L2p/τp, a solution to Eqn. 4.10 is as follows:
I = I0e−x/L (4.11)
where I0 is the maximum current, hereby expressing the EBIC current as a function of the
beam position with respect to the junction.
The inset in Fig. 4.8 shows a magnified semi-log plot of the 5 keV current profile, where
the red line is the best linear fit. Since the background current was leakage current due
to the shunt resistance of the circuit, it needs to be subtracted from the overall current
prior to fitting using Eqn. 4.11. The left wing of the peak near the Au in the inset seems
linear. However, it does not contain information about minority carrier diffusion, since it
was solely due to the variation in the generation volume inside the GaAs as a function
of the beam position. On the GaAs side, the slope near the peak does not yield actual L
either. The estimation of L is precise only when the beam is distant from the junction,
since the derivation of Eqn. 4.11 assumes G = 0 as mentioned earlier. From the slope of
the best fit, L is 20 ± 3 nm, considerably lower than the reported range, 60 - 120 nm for
moderately-doped n-type GaAs NWs (4 × 1017 cm−3) [79]. We attribute this small value
to effects of the higher dopant concentration of our NWs (9 × 1017 cm−3), including more
recombination centers for EHPs. It might also be due to the significant impact of surface
recombination on NWs of small diameters, 130 - 185 nm.
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It is necessary to check whether the low injection condition (Rp =
∆p
τp
) was met. This
means ensuring that the carrier lifetime was controlled by the minority carrier recombination








If this is true, therefore, L ≈
√
Dpτp under low injection conditions. Given that f and Eeh
for GaAs are 0.16 and 4.43 eV, respectively [90], the effective generation rates Gh in the
NW were estimated as 3.2 × 1011 s−1, 3.0 × 1011 s−1 and 3.2 × 1011 s−1 for Vacc = 5 kV
(impinging current I = 70 pA), 10 kV (100 pA) and 15 kV (140 pA), respectively. Since
the penetration depths of the 10 kV and 15 kV beams are 600, and 1200 nm, significantly
greater than the NW diameter (190 nm), the actual generation distribution inside the NW
was taken into consideration for the estimation of Gh, to be discussed later in Chapter 6.
Knowing Lp (20 ± 3 nm), the hole lifetime τp = L2p/Dp was calculated as 0.6 ± 0.2 ps,
where Dp = µp
kT
q
= 5 cm2/s−1 assuming a hole mobility µp = 200 cm2V−1s−1 for our
NWs [157]. Therefore, the calculated ∆ρ = G0τV , where V is the actual interaction volume
inside the NW, varies with beam voltage, yielding (270, 15, and 7) × 1012 cm−3, for Vacc
= 5, 10, and 15 kV, respectively. Thus, the low injection condition ∆ρ  n0 was indeed
satisfied for our NW (n0 = (9 ± 1) × 1017 cm−3).
4.3.2 EBIC line scans on Fe/GaAs NWs
With a fundamental understanding of our GaAs NWs, the local electrical properties of the
Fe/GaAs contacts could be extracted from the EBIC line scans as a function of the scan
direction, the duration of a beam on one spot, the beam voltage, and the applied potential.
Fig. 4.9 shows an SEM SE image with associated EBIC profiles (5 keV) for a GaAs/Fe NW
with a tapered Fe thickness, plotting current as a function of the beam position (reverse
biased 0.2 V). The Fe shell was 76 ± 2 nm in thickness at the Au/GaAs junction, reducing
to 5 ± 1 nm at the regrowth junction, with a reverse tapering of 7.5 ± 0.1 %. The Fe
thickness was measured by comparing the NW diameter of the Fe-deposited region to that
at the bottom where a thin layer of Al2O3 (2 nm) was coated. A schematic diagram of this
Fe/Au/GaAs NW Schottky junction is shown underneath aligned with the SE image. The
patterned areas inside the GaAs core represent the depletion regions (not to scale). Results
from two scans are shown, from the Au top to the bottom (black) and from the bottom to
the top (red). Despite the extra Fe shell compared to the bare Au/GaAs NW in Fig. 4.8,
the current profiles at the Au/GaAs junction are rather similar, both due to the increasing
amount of EHPs scattered into the GaAs core.
As the beam scanned towards the bottom, in contrast to the exponential decrease in
Fig. 4.8, the current increased almost linearly with fine scale variations averaging 10% of the
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Figure 4.9: EBIC profiles of a tapered Fe-shell/Au/GaAs-core NW and corresponding SEM
SE images using a 5 keV beam (reverse biased 0.2 V), scanned from the Au top down (red)
and from the bottom up (black). A schematic diagram of the NW is shown underneath
the SEM image, with the same size. The red cross-hatching regions inside the core are the
depletion regions of the Schottky junctions.
current. The average period of the oscillations is 31 ± 4 nm, comparable with the average
size of the surface facets, 30 ± 6 nm. In the main body of the GaAs/Fe NW, the minority
carriers were collected by the radial Fe/GaAs junctions. Hence, in principle, the collected
EBIC current should have been uniform along the NW if the same number of EHPs were
generated and collected equally at every impinging position. We will discuss the cause of
the linear variation and periodic oscillations later. At 600 nm away from the Al2O3 the
current began to decrease, likely due to regrowth dislocations and stacking faults. In the
ALD coating region, the current decreased exponentially, which can be used to extract the
hole diffusion length. The current profile could be fitted with the following equation for a
planar Schottky junction geometry with the beam scanning laterally away from the junction
: [65,158–160]
I = I0e−d/Ldα. (4.13)
where d is the distance between the impinging position and the junction, α is an expo-
nential factor reflecting surface recombination conditions. α = −12 or −
3
2 when the surface
recombination velocity, s = 0 or∞, respectively. The additional term dα, compared to Eqn.
4.11 which applies to the perpendicular junction geometry, describes the extra distance
that EHPs have to diffuse from underneath the junction. L was then extracted as 58 ± 6
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nm or 55 ± 3 nm with zero or infinite vs, respectively. This is considerably larger than L
that was obtained from the Au/GaAs junctions, indicating that surface recombination was
suppressed via the oxide coating on the pedestal.
Linear variations
In Fig. 4.9, the linear variation in the current profiles imply that the NW had a certain
degree of asymmetry, structural or electrical. It could be attributed to a much higher charge
collection near one end than the other. However, the NW length, approximately 2700 nm,
is two orders of magnitudes longer than the hole diffusion length in the GaAs core. This
suggests that even if there were charge collection discrepancies at two ends, the change would
not have been continuous throughout the NW. Another possible explanation is that if there
was a doping gradient along the NW, L and the depletion width would have changed. Given
that the estimated L is rather short compared to not only the length but the diameter of the
NW, it is possible for the EBIC current to vary at a noticeable level in the axial direction.
Lastly, the linear variation could also be attributed to varying attenuation from the shell
due to tapering.
Since the penetration depth of a 5 kV beam is smaller than the NW diameter in Fig.
4.9, the Fe thickness variation was expected to have impacted the carrier distribution inside
the NW. Thus, beams of higher voltages, 10 kV and 15 kV with much larger penetration
depths were also used for the axial line scans, as shown in Fig. 4.10, for investigating
changes in the interaction volume inside the NW as a function of the Fe shell thickness.
The black, green and blue curves are EBIC signals for beam energies of 5 keV, 10 keV
and 15 keV, respectively. The penetration depths of these beams (5, 10, and 15 kV) in Fe
and GaAs are 130, 440, and 820 nm and 190, 600, and 1200 nm, respectively. Note that the
maximum EBIC current occurred for the 10 keV beam with a reduction occurring for the 15
keV beam, consistent with the model we presented before that the generation rate density
is lower for higher energy beams in a NW of relatively small diameter. The valley that
appears at 150 ± 10 nm away from the regrowth region for all three beam energies, can be
attributed to a large recombination center at that position. In comparison to the 5 kV EBIC
profile, the higher energy beams resulted in a laterally-uniform EBIC signal within the main
body (approximately between Fe thickness 25 nm to 55 nm), and much smaller amplitude
oscillations that were dependent on the beam position. This is because the higher energy
beams penetrated through the Fe shell losing a small fraction of total energy regardless of the
Fe thickness (within a certain range), leading to a relatively constant minority generation
distribution inside the NW at each impinging position.
To visualize the minority generation distribution inside the NW and quantitatively sim-
ulate the EBIC current as a function of the different beam energy (5, 10, 15 kV for (a) (d),
(b) (e), and (c) (f), respectively) and Fe thickness, 2-D energy loss distribution diagrams
were obtained using MC simulations, as shown in Fig. 4.11. The energy loss of electrons in
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Figure 4.10: EBIC profiles of a GaAs/Fe NW as a function of the beam energy: 5 keV (black),
10 keV (green) and 15 keV (blue) beams, at reverse bias of 0.2 V, with a corresponding SEM
SE image. The first and third dashed lines indicate the positions of the Au/GaAs interface
and the beginning of the regrown GaAs, respectively. The second dashed line marks the
location of a large defect acting as a recombination center at the pedestal region.
an area between two successive contours equals the percentage of the outer contour sub-
tracting from that of the inner contour. The structure used in the simulations is a planar
Fe/GaAs/Fe sandwich, whose boundaries are marked by the horizontal dashed lines. The
top layer varies in thickness: tFe = 25 nm for (a) to (c) and tFe = 55 nm for (d) to (e). The
GaAs layer is 140 nm thick, analogous to the cross section of a NW core. The bottom Fe
layer was set as a substrate of infinite size, even though in real experiments a high-energy
beam will transmit through the back Fe shell of a NW into the vacuum. This is because a
vacuum cannot be defined by the software (Casino). Nevertheless, the back Fe shell does
not affect the generation volume inside the core, which is of interest.
The areas included within the 5% contours are rather different in (a) and (d), showing a
strong impact from the shell thickness on the beam at Vacc = 5 kV, as expected. On the other
hand, the Fe attenuation does not seem to affect the areas within the 5% contours at Vacc
= 10 and 15 kV by comparing (b) with (e) and (c) with (f), respectively. By integrating the
areas of respective energy loss in the GaAs layer, the energy absorbed by GaAs to generate
EHPs was estimated as 46 ± 3 % and 21 ± 2 % at Vacc = 10 and 15 kV, respectively,
independent of the top-Fe-layer thickness; the energies were 16 ± 2 % and 3 ± 1 % for tFe
= 25 nm and 55 nm, respectively, at Vacc = 5 kV. Therefore, if the dopant concentration
was uniform in the axial direction for our NWs, the collected EBIC current at higher beam
50
Figure 4.11: 2-D Energy loss diagrams in a planar Fe shell/140 nm GaAs/Fe substrate
structure with the Fe shell being (a) to (c) 25 nm and (d) to (f) 55 nm. The beam voltages
used were 5, 10, 15 kV for (a) (d), (b) (e), and (c) (f), respectively. The dashed lines are
the Fe/GaAs boundaries.
voltages should not be affected by variations in the Fe shell thickness (in the range of 25-55
nm), as was observed.
The doping homogeneity was investigated via EBIC line scans on NWs with uniform Fe
shells. Fig. 4.12 shows axial line scan EBIC profiles (5 kV beam; -0.2 V bias) and respective
SEM images of two representative Fe/GaAs NWs with uniform Fe shells (73 ± 3 nm in (a)
and 40 ± 4 nm in (b)). The doping concentrations of the NWs were estimated as (9 ± 1) ×
1017 cm−3 and (2 ± 1) × 1017 cm−3 in (a) and (b), respectively, via resistivity calculations
at higher bias [154]. The Fe shells on both of the NWs were electrodeposited with a high
initial potential pulse (-20 V). Instantaneous nucleation occurred under the high potential
and high current density condition, resulting in dense and equally distributed Fe islands at
the initial stage. The growth rate was rather fast such that the deposition was limited by
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Figure 4.12: EBIC profiles (5 kV beam; -0.2 V bias) and respective SEM images of two
Fe/GaAs NWs with uniform-thickness Fe shells. The doping concentration of the NW in
(a) is several times higher than that of the NW in (b).
ion diffusion, which was uniform over the sidewalls due to adequate spacing between NWs.
Despite the fact that the current oscillations in (a) and (b) have different magnitudes and
periods, both EBIC profiles are relatively uniform over the Fe/GaAs junctions. Note that
the Fe shell in (b) exhibits tapering to some extent, consistent with the small slope in the
current profile. Therefore, the doping concentrations should be uniform along the NWs with
relatively constant GaAs core diameters, otherwise the current profiles would have varied
axially. Therefore, the linear current variations in Fig. 4.9 and 4.10 were predominantly due
to energy loss within the Fe shells.
Reproducible oscillations
Oscillations in EBIC current profiles were observed from the sidewall of Fe/GaAs junctions
in our work. Other EBIC studies have also observed similar oscillations in the currents from
axial scans on core-shell GaAs NWs [161] or core-shell InGaN/GaN NWs [88]. However, nei-
ther of these reports addressed the question of whether the oscillations were due to noise or
from characteristics of their NWs. To answer this question, we carried out separate axial line
scans in opposite directions, as shown in Fig. 4.9. It can be seen that they were reproducible,
at the same positions and amplitude, regardless of the scanning direction. Therefore, these
oscillations with rather high amplitudes (approximately 10% of the currents) must not be
noise but include some information about the NW. Note that extra precaution was taken
to reproduce scans along the same line due to possible drift of the NW during an average
150-second measurement. This drift was a result of the shear force exerted by the attached
W probe, whose injection angle was controlled by the tightness of four screws onto an o-ring.
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As mentioned in the last chapter, this shear force was minimized by moving the NW in the
z-direction instead of x- and y-directions to approach and attach to the W tip.
A logical hypothesis is that these oscillations can be attributed to the Fe surface rough-
ness that appeared on all the Fe/GaAs NWs of interest. For a planar Fe/GaAs junction, the
Fe layer roughness, oriented in the <110> direction, was likely due to secondary growth at
grain boundaries of the Fe film [119]. In our case of Fe/GaAs NWs, no secondary growth was
observed on the sidewalls, suggesting that the surface roughness is due to primary nucleated
islands that were oriented in <111> directions (Appendix A).
Fig. 4.13 shows line scans (a) along and (b) perpendicular to the long axis of the grains
with corresponding SEM images (dashed lines indicate the scanning trace). In principle,
there should be far fewer bumps when the beam scans in the <111> direction, which is
parallel to the long axis of a surface facet. Oscillations only occurred where the surface
facets are perpendicular to the scanning direction in both (a) and (b). In addition, the
spatial frequency of current oscillations is consistent with that of the surface roughness, as
shown in Fig. 4.12. The spatial frequencies of surface bumps, measured via SEM images,
are 47 ± 3 nm and 102 ± 2 nm, while the corresponding current oscillations have spatial
frequencies of 48 ± 2 nm and 105 ± 5 nm in Fig. 4.12 (a) and (b), respectively. This indicates
a possible correlation between current oscillations and Fe shell facets.
Figure 4.13: EBIC line profiles of a GaAs/Fe NW with the beam scanned along the dashed
lines (a) parallel and (b) perpendicular to the Fe surface facets at Vacc = 5kV and a reverse
bias of 0.2 V, with a corresponding SEM SE image. Fewer oscillations in the currents are
present in (a) than (b).
Fig. 4.14 shows two TEM BF images that are tilted 1.5° about the axis perpendicular to
the growth direction {111} with respect to each other. The contrast of the Fe shell is due to
misorientation of the grains, which caused more dynamic scattering. Hence, tilting the NW
in (b) made the darker contrasts in (a) disappear and reappear in other regions. The grain
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size, measured by the lengths of the darker contrast patches along the {111} direction, is
30 ± 3 nm, consistent with the spatial period of oscillations shown in Fig. 4.10.
Figure 4.14: TEM BF images of a Fe/GaAs NW (a) 1.5° tilted about the axis perpendicular
to the growth direction {111} with respect to (b). The insets are magnified images of the
same select area. The arrows indicate some of the grains.
Other evidence has shown that the Fe shell roughness was not the direct cause of the
current oscillations. For example, tilts about the axis orthogonal to the NW growth axis
did not affect the oscillation period nor phase. Figure 4.15 shows a replot of the 5 keV
scan in Fig. 4.10 (solid line) overlaid with a scan obtained from the same NW tilted 45°
(dotted line). Since the EBIC profile was squashed for the tilted NW compared to the
perpendicular case, positions were re-scaled. Tilting increased the effective thickness of the
Fe shell in the path of the beam and therefore further attenuated the beam compared to
the perpendicular surface, leading to a smaller EBIC current. This is because the 5 keV
beam was sensitive to the variations of the Fe thickness as shown in Fig. 4.10. Nevertheless,
compared to the solid line, the valleys and peaks in the dashed line of the tilted sample are
very similar in shape and phase. Fig. 4.15 (b) and (c) show schematic diagrams illustrating
the possible effect of magnified surface facets on the interaction with the Fe. Assuming the
facets are symmetric triangles in geometry, the two distances A and B are equal in (b) for a
perpendicular incidence, whereas A is wider and B is compressed at a non-negligible scale
when the beam is incident at 45° as shown in (c). If it was the surface facets that exclusively
led to the oscillations in EBIC current, A and B would correspond to the two shoulders of
a single peak. As a result, the peaks and valleys would have been distorted when tilting the
NW. However, the oscillations did not show changes in periodicity, neither expansion nor
compression.
In addition, it is notable that oscillations remained visible and at the same spatial
locations for higher beam energies, although with much smaller amplitudes in Fig. 4.10.
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Figure 4.15: (a) EBIC profiles of a GaAs/Fe NW as a function of the sample tilt about the
NW axis: perpendicular (solid line) and 45° tilted (dashed line) with respect to the electron
beam, with a corresponding SEM SE image. The diagrams in (b) and (c) illustrate the beam
sample interaction for a faceted Fe surface as viewed along the NW axis cross-section given
the NW is (b) perpendicular or (c) 45° tilted with respect to the beam. A and B are the
effective facet periods.
The EBIC currents for Vacc = 10 kV and 15 kV were relatively constant from 55 nm to 25
nm Fe, indicating the beam energies were so high that the attenuation by the Fe shell was
negligible. Therefore, surface roughness would have had to have been larger than 30 nm in
height in order to affect the current for the higher-energy beams. However, given that the
magnitude of the surface roughness was no greater than 5 ± 2 nm (from cross-sectional
SEM images), variations in the Fe thickness were ruled out as the sources of the oscillations
in the current.
Another example are scan results as a function of the dwell time, the duration that
the beam stays on one spot. Fig. 4.16 shows EBIC profiles (-0.2 V bias, 5 kV beam) of
a GaAs/Fe NW with different dwell times: 100 ms (green), 500 ms (black) and 1000 ms
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Figure 4.16: EBIC profiles of a GaAs/Fe NW as a function of the dwell time: 100 ms
(green), 500 ms (black) and 1000 ms (red), at reverse bias of 0.2 V, with a corresponding
SEM SE image. Offsets were applied to the curves to deliberately separate them for a clearer
comparison.
(red). Vertical offsets were applied to the current profiles to deliberately separate them for
a clearer comparison, since their background currents were the same. While oscillations in
the currents of 500-ms and 1000-ms dwell times are rather similar regarding the magnitudes
and positions, the 100-ms current profile has fewer oscillations, as some of the valleys and
peaks are absent compared to the other two profiles. In addition, oscillations of the 100-ms
profile appear to be rather coarse with a spatial frequency of 74 ± 8 nm, double that of the
other two profiles. Since the travel time for electrons to transmit through the Fe shell was
negligible compared to the dwell times, the oscillation period should not have changed with
the dwell time if the surface roughness was the cause. Instead, changes in oscillations with
the dwell time might be due to a charging effect of either interfacial oxides or the Schottky
junctions, whose time constant τ = RC can be milliseconds or even seconds.
Since the deposition of Fe took place in an aqueous solution that contained a fair amount
of dissolved oxygen, iron oxide or gallium oxide was likely to form before Fe islands coalesced.
The oxides existed at the grain boundaries extending from the Fe/GaAs interfaces towards
surface. Oxides might also segregate at dislocations that caused by the strains in the 3-D
Fe shell after the electrodeposition [162]. Despite that EBIC results found no significant
changes for a sample after exposing to air for several months, whether the oxides were
formed during the electroplating or due to contamination afterwards is unknown. N2 gas
bubbling can be used to minimize the oxygen concentration in the solution. Consequently,
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the EBIC oscillations would have been much weaker if it was the dissolved oxygen that
contributed to the interfacial oxides.
Since there were barely any changes in the oscillations for the 500 ms and 1000 ms
dwell times, the time constant of the dominating component in the circuit was between
100 ms and 500 ms. If it was the radial junctions that were unable to be fully charged
in 100 ms, the charging effects should have appeared evenly on every scan step, leading to
current oscillations with the same spatial frequency as that of the scan step, 4 nm. However,
current oscillations in Fig. 4.16 had much larger spatial frequencies. Thus, it is likely that
the oxides charged positively by the electron-beam, and then acted as recombination centers
for negatively charged carriers, reducing the collected EBIC current. The recombination rate
of the oxides would be proportional to its charge density.
The EBIC current is mainly attributed to holes generated within the depletion regions
(30 ± 2 nm) plus some fraction that were within a diffusion length (55 ± 5 nm). Any
changes to the electronic structure at the Fe/GaAs interfaces would impact the detected
current. The axial energy distribution or axial dose function at fixed depth are Gaussian in
shape with a standard deviation that increased with accelerating voltage (5 kV to 15 kV).
The oscillations in current result from a convolution of the generated hole distribution near
the interface (in the depletion region) with any periodic interfacial changes. The interfacial
structure must have a period of approximately 30 nm, directly associated with the Fe surface
facets and consistent with the spatial period of the oscillations in the current. This is likely
related to a charged oxide layer that varies laterally in thickness, perhaps greater at the
original coalescence boundaries of the Fe film. This would cause lateral variations in the
resistance, barrier potential, and density of recombination traps.
The amplitude of the EBIC oscillations decreased with increasing beam voltage, as
shown in Fig. 4.10. As a percentage of the current, this was a decrease from 5% to 2% and
1% for Vacc = 5 kV, 10 kV, and 15 kV, respectively. This is consistent with the fraction of
e/h pairs generated near the interface, decreasing with increasing beam energy. Moreover,
the oscillation amplitudes are smaller in Fig. 4.12(b) where the Fe shell was thinner, while
larger in Fig. 4.12(a) and at the bottom of the NW in Fig. 4.10 at for Vacc = 5 kV where
the shells were thicker. This shell-thickness-independent phenomenon might be due to fewer
oxides in Fig. 4.12(b), since the Fe shell had better lateral growth without growing too fast
vertically on a lower-doped GaAs NW. Whether it was the high resistance of the NW or
the slower electron exchange rate that resulted in a better coalescence of the Fe shell needs
to be investigated further and is beyond the scope of this thesis.
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Chapter 5
Geometric effects on the charge
collection in GaAs NW radial
tunnel diodes
Multiple junction or tandem solar cells absorb more of the light harvesting spectrum and
have been widely investigated in planar and NW structures [163–166]. Tunnel diodes for
low resistance connections between junctions are one of the key factors that enable these
devices to function efficiently [163,167–170]. Moreover, tunnel diodes as part of NW-based
FETs enable low subthreshold swings (< 60 mV/decade) with high on/off current ratios
(> 105) under relatively low operation voltages [171,172]. The subthreshold swings reflects
the gate voltage needed to increase the drain current by one order of magnitude when
operating in the subthreshold region, and is greater than 60 mV in traditional transistors
using thermionic injection [172]. High drain currents are attained by employing a core-shell
structure due to the enlarged area of current transport [173,174].
In this chapter, we will first show the morphology and crystal structures of our core-shell
GaAs NW, p-n tunnel junctions via SEM and TEM images, revealing the 3-fold symmetry
and facet polarity of the shell. We will then determine carrier kinetics at radial NW tunnel
junctions using EBIC. In order to obtain a complete 3-dimensional map of carrier kinetics,
axial scans and radial scans as a function axial position along the NW with the beam in
the <112> and <110> facet normal directions were carried out on free-standing NWs. By
varying the electron-beam energy, we controlled the volume of beam-matter interactions,
and the number of carriers generated within the shell or the core.
5.1 Morphology and crystal structures
Fig. 5.1 (a) shows a cross-sectional diagram depicting the basic design structure of each NW,
adapted from a previous report [117]. As mentioned, the presence of the Ga2O3 coating on
the substrate and the lower regions of the NW served to prevent the formation of a parasitic
planar junction. The intrinsic core segment (i-GaAs) prevented the formation of an axial p-n
58
tunnel junction ensuring that the currently flow is primarily from the n-type core to the p+
shell. During growth of the p-type shell, a short axial p-type segment grew at the end, which
tapered towards the Au NP at the top. Residual radial growth of n-type GaAs during the
VLS axial growth of the n-type core meant that a very thin tapered, degenerately-doped,
n++ shell was also expected at the interface with the p-type shell. The lateral growth rate of
GaAs using TMGa as the precursor was known from earlier work to be approximately 0.02
nm/s at 400 ℃ [33]. This yields an expected maximum thickness of 15 nm at the bottom of
the NW that tapered to close to zero at the top of the n-type axial segment, independent
of the NW diameter.
Figure 5.1: (a) Schematic diagram of Au-catalyzed GaAs:Te/GaAs:Si core-shell NWs, (b)
SEM top view of representative NWs showing a truncated-triangular shell with three wider
facets ((211)B) and three narrower facets ((112)A). The III-V and Au particles were arti-
ficially colored purple and yellow, respectively. (c) and (d) are cross-sectional SEM images
taken in the <112> and <110> directions, respectively, as indicated in (b).
Fig. 5.1 (b) shows a top view SEM image of typical NWs showing approximately hemi-
spherical Au catalysts surrounded by a truncated triangular III-V morphology with alter-
nating wide and narrow facets. The Au NPs and the NWs were colorized with yellow and
purple, respectively, to aid in their identification. The NWs ranged in average diameter from
150 to 500 nm. The observed 3-fold rotational, facet structure is known to be due to the
effects of zincblende crystal polarity [175–177].
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Fig. 5.1(c) and (d) show SEM side views along <112> and <110> directions, respec-
tively, as indicated in (b). The ALD-deposited pedestals, 710 ± 35 nm in height, are dis-
tinguished from the uniform-diameter upper portions of the NWs (purple coloration) by a
rougher surface due to the gallium oxide ALD layer. As expected at the top, the shell is
tapered towards the Au catalyst over the last section where residual axial growth of p+-
GaAs occurred, simultaneously with the residual radial growth of p+-GaAs. The p-type
shell maintains a constant thickness in the axial direction covering the intrinsic and n-type
segments. The boundaries of the axial segments (i.e. p+/i/n) are near the dent-like defects
on the side walls, as indicated by the arrows in Fig. 5.1(d). In Fig. 5.1(c), the facets of the
shell are rather distinct with the boundaries of a brighter contrast. This is different from
a bare n-type GaAs NW (e.g. Fig. 4.6) where no obvious faceting on the sidewall was ob-
served. The defects at the bottom of the NWs visible in the SEM images, that are oriented
30° with respect to the NW growth direction at the bottom of the NWs, are {111} stacking
faults. These originated during the interruption of the VLS core growth and extended into
the p-type shell. [117]
Bright field (BF) TEM image and diffraction patterns, from the same side-view direction
as in the SEM images, are shown in Fig. 5.2. The strong fringes in the images are due to
dynamical diffraction effects from the varying thickness in the beam direction in both cases.
Assuming our NWs grew in the same orientation as the substrate (111)B, the diffraction
spot in the growth direction is indexed as (111). (B refers to the anion surface termination).
It then follows from the crystallography of zincblende structure that the beam direction in
Fig. 5.2(d) was [11̄0] and the red arrow pointing left (tapered side in Fig. 5.2(c)) refers to
[1̄1̄2]A, as indicated by the arrows in Fig. 5.1(b). Triple and double spots are observed in
the diffraction patterns in Fig. 5.2(b) and (d), respectively, due to the tilted beam-entrance
surfaces, which also means tilted reciprocal lattice rods. Diffraction spots are shifted from
those seen for a planar surface. The inset in (d) is a lattice image taken from the edge of
the thicker shell, marked by the red rectangle in (c). The atomic spacings in the inset were
measured as 3.37 ± 0.04 nm, consistent with the GaAs (111) planar spacing (5.646/
√
111
= 3.26 Å) indicated in (c).
It is also clear from both the SEM and TEM side-view images, that the wide facets
extend from the Au NP to the bottom of each NW, whereas the narrow facets are tapered
at the top near the Au NP. As shown in Fig. 5.1(b), the narrow and wide facets were {112}A
and {112}B oriented, respectively, similar to previous reports [175–177]. If we assume that
the Au NP diameter is like that of the GaAs core, then the shell was much thinner in
the <112>B directions compared to that of <112>A. This is consistent with the known
differences in radial growth rates for the two facet polarities [175–177]. While the thickness
of the p-shell for the thinner facet cannot be estimated using SEM images, that for the
thicker facet was 50 ± 5 nm, estimated by subtracting the Au interfacial diameter from the
whole NW diameter. This corresponds to an average radial growth rate of 0.3 nm/s for the
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Figure 5.2: Bright field TEM, and associated diffraction pattern images taken along the
(a)(b) [112̄] and (c)(d) [1̄10] zone axes. The inset in (d) is a lattice image taken from the
red rectangle on the thicker shell in (c).
deposition time of 300 s. Notice that the shell thicknesses in the <112>A directions are
rather similar, independent of the NW size.
We can further understand the facet polarity of the p-type shell via the atomic crys-
tallography of a [110]-projected GaAs NW, whose growth direction is [111], similar to the
NW in Fig. 5.2(c). Fig. 5.3 shows the atomic structure of such a NW. The red and blue
dots represent Ga and As atoms, respectively, indicating that the As-terminated and Ga-
terminated facets are on opposite sides. Note that in this crystallographic model Ga and
As atoms cannot be interchanged due to the NW growth direction; and the crystal cannot
be rotated 180° about the growth axis because the [1̄1̄1] direction must point to the left
to be consistent with the (1̄1̄1) diffraction spot in Fig. 5.2(d). Therefore, the left and right
surfaces are determined as Ga- and As-terminated, respectively.
We now know the polarity of the shell facets, but the cause of the non-uniform radial
growth rate depends on whether it is VLS or VS growth. For VLS growth, the formation of
{112}A facets is the most favorable in terms of the surface energy of the growth front [175].
61





Thus, the growth rate of A facets is higher than B facets. On the other hand, for VS
growth, the radial growth rate is mostly determined by the available sites on the surface for
deposition, as explained in [176]. If the concentration of As species is significantly higher
than that of the Ga species in the environment during growth, which is our case, any
exposed unbound Ga atoms would be quickly bonded again with As atoms. This results in
semi-equilibrium {112} surfaces all covered by As atoms with broken bonds available for
Ga atoms. There are three types of unbound As sites: type I, II, and III on which a Ga
atom can recover 3, 2, and 1 broken bonds, respectively. It is more energetically favorable
for Ga atoms to occupy type I sites, which are mostly on {112}A surfaces, resulting in a
higher growth rate.
5.2 Tunnel junction characteristics
As noted earlier, the p-type GaAs shell was degenerately-doped (3 × 1019 cm−3), forming
a radial tunnel junction with the moderately doped (3 × 1017 cm−3) n-type core aided
by the residual unintentionally-doped (1-2 × 1019 cm−3) n-type interfacial layer. Fig. 5.4
shows energy band diagrams of a tunnel junction at (a) equilibrium state (V = 0), and (b)
lower and (c) higher forward bias. Since the semiconductors on both sides are degenerately-
doped, the Fermi level lies inside the valence band and conduction band on the p-side and
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n-side, respectively, giving rise to empty states at the bottom of the valence band and free
carriers (electrons) at the top of the conduction band. When no external potential biases
are applied, electrons on the n-side cannot easily go to the p-side over the large potential
barrier. The quasi-Fermi level on the n-side, Efn, starts to rise above the quasi-Fermi level
on the p-side, Efp, at low forward bias. The quantum tunneling phenomenon involves the
Heisenberg uncertainty principle and the wave–particle duality of matter, and describes the
disappearance and reappearance of a carrier on either side of a junction without changing
its energy. Thus, some electrons in the conduction band are now at the same energy level as
the empty states in the valence band on the p-side and able to tunnel through the barrier.
The tunnel current increases with the applied voltage as more empty states are available.
At a certain voltage (e.g. 0.4 V), with the quasi-Fermi levels on both sides being further
apart, the current starts to decrease since the allowed energy states in the valence band for
tunneling are fewer. This becomes a negative resistance region. Finally, as shown in Fig.
5.4(c), the bottom of the conduction band on the n-side is higher than the top of the valence
band, and normal p-n junction forward current processes with carrier transport over the
conduction and valence band barrier begin to dominate.
Figure 5.4: Energy band diagrams of a tunnel junction (a) at equilibrium (b) at lower
forward bias enabling electrons in the conduction band of a n-type semiconductor to tunnel
to the empty sites in the valence band of a p-type semiconductor and (c) at higher forward
bias inhibiting tunneling.
The depletion width of a tunnel junction is usually rather small due to the extremely high
density of carriers accumulated at the junction boundaries giving rise to a large electric field.
Assuming an abrupt junction consisting of uniformly-doped semiconductors, the depletion
width W can be written as: [114]





where Va is the applied voltage, and Na and Nd are the concentrations of acceptors and
donors, respectively. We can see that W gets smaller with a positive Va, referring to
Fig. 5.4(b) and (c). To calculate W precisely, we need to find the built-in potential for
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E − Ec is the allowed electronic energy state density in the
conduction band, fF =
1
1 + exp (E − EF )
kT
is the Fermi-Dirac distribution function, and m∗n
is the effective mass of an electron. When the semiconductor is not degenerately-doped,
(Ec − EF )  kT , so that fF reduces to the Boltzmann approximation and approximately
equals to exp −(E − EF )
kT
. This enables us to analytically integrate n0 in Eqn. 5.2. However,
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Assuming all of the dopants are active, n0 is equal to Nd. Hence, the position of the Fermi
level with respect to the bottom of the conduction band can be calculated by solving Eqn.
5.3, given the dopant concentration. The effective density of states in the conduction band
for GaAs is 4.7 ×1017 cm−3. A mathematical computational tool (Walfram Mathematica)
was used to numerically solve the complex Eqn. 5.3. In our case, N ′d = 1 − 2 × 1019 cm−3
and Nd = 3× 1017 cm−3 for the unintentionally doped n-layer and the n-core, respectively,
yielding ηF = 9.2 - 14.7 kT and -0.2 kT, respectively. This means that the Fermi level is
305 ± 70 meV above and 5 meV below Ec for the n++ layer and the n-core, respectively.
Similarly, the relative position of EF with respect to Ev for the p-shell was found to be 59
meV below the top of the valence band, by solving Eqn. 5.3 where n0, Nc and Ec are replaced
with p0, Na (3 × 1019 cm−3) and Ev, respectively. Therefore, given that the bandgap of
GaAs is 1.42 eV, Vbi are 1.79 ± 0.07 V and 1.48 V for the p+/n++ and p+/n junctions,
respectively. The widths of these two junctions were then calculated as 16 ± 2 nm and 84
nm, respectively, by plugging Vbi into Eqn. 5.1.
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The residual radially grown n++ interfacial layer, as we have mentioned, had a thickness
as a function of the axial position along the NW. Assuming the p+, n++ and n depletion
regions abruptly end at x = −xp (xp > 0), x = x′n and x = x′n +xn, respectively, by solving
the 1-D Poisson equation we can derive the following relation:
Naxp = N ′dx′n +Ndxn. (5.7)
Therefore, to ensure the same number of carriers in the space charge regions on both sides,
xn changes accordingly in response to the variation of x′n. Fig. 5.5 shows energy band
diagrams for a p+/n++/n junction with the thickness of the n++ interfacial layer being
(a) 50 nm (b) 14 nm (c) 12 nm and (d) 2 nm. These diagrams are plotted using the 1-D
Poisson/Schrödinger solver program developed by Greg Snider [178]. If the n++ shell is
significantly thicker than the depletion width of the p+/n++ junction, as shown in Fig.
5.5(a), p+/n++ and n++/n are two separate junctions. However, since the n++ layer was
estimated to be only 15 nm in maximum thickness, there were insufficient electrons in
this region to maintain a thermal equilibrium state with holes in the p+ shell. Thus, the
depletion width decreases with the n++ layer thickness, leading to a narrower and shallower
potential well, as shown in Fig. 5.5(b). The extraction efficiency of EHPs is reduced when
the potential well is deeper [86]. In this case, EHPs would stay longer, and therefore are more
susceptible to recombination at the interfacial defects, resulting in a lower EBIC current.
Then at a point where the electrons in the n-core start forming a junction with the p-shell
through the n++ layer, the total depletion width increases again. As mentioned in earlier
chapters, the collection efficiency of EHPs are assumed as unity inside the depletion region,
so that a higher EBIC current is expected with a larger depletion region when the n++ layer
is considerably thin. In addition to the variation of the depletion width, Fig. 5.5(c) and (d)
show that the band bending of the n++/n junction switches from downward to upward.
Fig. 5.6 shows current density-voltage (J-V ) characteristics of representative NWs with
linear fits overlaying the data at reverse bias. The inset graph is a magnified view of the
current densities from 0 V to 0.5 V, highlighting the region of negative differential resistance
(lines connecting data points to help the eye). Current densities were calculated from the
cylindrical area of the core-shell p-n junction. Its axial length was measured in the SEM
images between surface defects located at the intrinsic to n-type (i/n) axial interface down
to the top of the Ga-oxide isolation layer. The equivalent circumference was assumed equal
to that of the Au NP interfacial diameter. The linearity at reverse bias, as well as the
negative differential resistance at forward bias, are strong evidence for the existence of
tunnel junctions. The current densities were similar for different diameter NWs indicating
that a radial p-n junction was the best model for the transport properties. The forward-bias,
peak-to-valley ratios were relatively small (up to 1.2) and the peak of the tunnel current
varied between 0.24 V and 0.35 V. These might be attributed to that tunneling did not
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Figure 5.5: Energy band diagrams for the p+/n++/n junction with the thickness of the n++
interfacial layer being (a) 50 nm (b) 14 nm (c) 12 nm and (d) 2 nm. The depletion width
increases and the band bending of the n++/n junction changes from downward to upward
as the thickness of the n++ layer decreases.
occur everywhere along the sidewall. It took place mostly at the lower part of a NW where
the n++ layer was sufficiently thick to form a tunnel junction with the p+ shell. The portion
of a NW that had a working tunnel junction also varied with the NW length. On the other
hand, the VS-grown n++ layer had a much faster growth rate on the {112}A facets than
on the {112}A facets, meaning that tunneling was non-uniform azimuthally, which further
lowered the overall tunnel behavior.
5.3 3-D carrier kinetics
In this section we will demonstrate 3-D carrier kinetics of the core-shell NW p-n junction
via EBIC profiles, which were taken along or orthogonal to the NW growth direction. In
addition, as shown in 5.1, the p-shell was a truncated triangle with 3-fold symmetry, and so
was the n-core according to the TEM BF image shown in Chapter 4, Fig. 4.1 and supported
by a previous report [175]. Thus, in order to obtain a complete 3-D map, the sample was
intentionally rotated and fixed to a 45-degree SEM stub prior to the measurements for
the {112} facets to be either perpendicular or parallel to the beam. Fig. 5.7 shows a 3-D
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Figure 5.6: J-V characteristics assuming cylindrical junction areas with best-fit lines at
reverse bias. Inset graph is a magnified view of the negative differential resistance region.
schematic diagram of the p-shell (only the part covering the n-core) with different beam and
scan directions. It can be seen that both of the axial scans are along the <111> direction.
On the other hand, radial scans with the beam in the <112> and <110> directions are
expected to result in symmetric and asymmetric EBIC profiles, respectively, due to the
3-fold symmetry of the NW.
Figure 5.7: 3-D schematic diagram of the p-shell with the beam incident in the <110> or
<112> direction, scanning along the <111> and <112>, or <111> and <110> directions,
respectively.
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5.3.1 EBIC profiles with the beam in the <112> direction
We will first show the EBIC results with the beam normal to the {112}A surface. Fig. 5.8
shows results from axial EBIC scans on the individual NWs shown in the SEM images. The
plots are EBIC currents as a function of position for three beam energies, 3 kV, 5 kV and
15 kV (red, black and green, respectively), at an applied bias of -1 mV. Compared to the
NWs in Chapter 4, the GaAs NW p-n junctions had very low resistivity, suggesting that
the background current can be too high to override the EBIC current if the applied bias
is as high as -0.2 V in Chapter 4. The beam was scanned in (a) either along the middle of
a {112}A facet or on a tilted {112}B facet (60°) as indicated by the dashed lines, P1 and
P2, respectively; and in (b) along the middle of a {112}B facet at normal incidence. These
beam directions are also illustrated in the inset in (a) showing a top view SEM image of
a NW. The EBIC current in this work was always negative, as expected, resulting from
separated electrons and holes transporting to the grounded substrate via the n-core and
probe terminal via the p-shell, respectively.
When an e-beam hits a core-shell NW p-n junction, the energy of the incident elec-
trons will transfer to crystal atoms via inelastic collisions, generating EHPs and inducing a
higher local conductivity. The generated minority carriers diffuse away from the beam loca-
tion into the surroundings, due to the concentration gradient, and drift from local electric
fields. Those generated in the depletion region or within a diffusion length of the junc-
tion are separated and give rise to an EBIC current. In contrast to an axial p-n junction
(where the distance to the junction changes with the beam position) no axial variation in
the EBIC current is expected for a radial p-n junction, assuming the NW diameter, the
doping concentration, and the density of defects are constant in the axial direction. It is
therefore more difficult to extract quantitative diffusion lengths from position-dependent
EBIC measurements.
In both Figs. 5.8 (a) and (b), the current starts from zero at the Au NP and increases
rapidly up to the i/n GaAs boundary. The strong suppression in the EBIC current in the
intrinsic region is attributed to the presence of uncompensated traps. After reaching a peak
at the i/n boundary, the current starts to decrease almost linearly, in all cases, except for
that of the lowest beam voltage (3 kV) (line P1, Fig. 5.8(a)), where the current is almost
constant or slightly increasing. The degree of beam penetration into the depletion regions
and the n-type core varied with beam energy. MC simulations predict that the maximum
electron penetration depths in GaAs, for 3 kV, 5 kV and 15 kV beams, are 90 nm, 190
nm, and 1200 nm, respectively. The EBIC current of the 3 kV beam normal to the {112}A
surface showed little dependence on the axial position, consistent with the least penetration
and a uniform thickness shell. In all the other cases where the penetration depths were
larger than the corresponding shell thickness, the EBIC current has an axial reduction
with position towards the substrate, suggesting that there were axial variations in either
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Figure 5.8: EBIC current as a function of axial spatial position and beam energy (red, black
and green circles for 3 kV, 5 kV, and 15 kV, respectively) with the beam scanning along (a)
the center of the {112}A facet (P1) or the {112}B facet at 60° (P2) and (b) the center of
the {112}B facet, all at an applied bias of -1 mV. A corresponding SE image of the NW
is aligned spatially with the EBIC data. The dashed lines indicate the scanning positions.
The inset in (a) is a top-view SE image of a representative NW showing the facets that the
beams were incident upon in (a) and (b).
the charge collection or carrier transport associated with the radial junctions. This will be
discussed in more detail in the next chapter.
The increased current valleys that appear near 3200 nm for the 3 kV and 5 kV beams,
along line P1, were the result of a visible structural defect in the shell. This likely exposed
more n-type core to the beam, reducing the attenuation from the shell. In comparison, the
current from the 15 kV decreased at this defect due to its significantly larger penetration
depth and volume of interaction compared to the shell.
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Scans orthogonal to the NW growth direction were also carried out. Fig. 5.9 (a) and
(b) show SEM images of the same two NWs and facet orientations, as those of Fig. 5.8, (a)
{112}A and (b) {112}B. There are schematic diagrams depicting the beam sample geometry
that best explains the EBIC profiles plotted underneath, with vertical blue dashed-lines
indicating the ranges of the {112}A and {112}B facets of the core in (a) and (b), respectively.
The experimental EBIC currents are plotted against the radial spatial coordinate for beam
voltages of 1 kV, 3 kV and 5 kV (blue, black and red circles, respectively). SEM SE images
of the areas in which the scans were carried out, are overlaid with the EBIC profiles with
the same spatial coordinates, in order to associate changes in EBIC current with structure.
The solid lines are simulated results that will be discussed in Chapter 6.
In the schematic diagrams, the purple and yellow regions (including the hatched areas)
represent p-type shells and the n-type cores, respectively, with sizes that match the spatial
coordinates of the EBIC profiles and are consistent with the diameter of the Au catalyst
particle. Our previous study revealed that the shape of the n-type GaAs core under the
same growth condition as truncated Reuleaux triangular, as shown in Fig. 4.1. We define
a truncated Reuleaux triangle as an equilateral triangle with curved sides and all three
vertices truncated. The truncated planes are parallel to the opposing sides. The vertical
dashed blue lines in Fig. 5.9 (a) and (b) indicate the facet boundaries of the shell, aligned
with the brighter contrast lines in the SEM images. The yellow hatched areas schematically
represent the depletion regions, which are predominantly in the core due to a much higher
doping concentration in the shell than the core. The red dashed-lines in the SEM SE images
of the NWs to the right, indicate the positions of the line scans in the p/n junction regions.
The side facets in both SEM images are not identical in width, explained by a slight axial
misalignment of the sample’s facet edge away from normal beam incidence in the SEM. The
schematic diagrams have been rotated accordingly.
Both sets of radial EBIC profiles in Fig. 5.9 exhibit intriguing details that reflect not
only the geometries of the core-shell structure but also the carrier collection kinetics. In (a)
the beam was scanned from the tilted edge of the left {112}B facet and approached the
junction, with an increasing portion of the beam being absorbed by the shell, resulting in
an increasing current. The current reaches its maximum near the center of the left {112}B
facet, after which it begins to decline to a lower uniform current as the beam was scanned
normal to the {112}A facet. The current in the middle is considerably lower than that at
the center of the {112}B facet, consistent with a thicker shell in the <112>A direction
as seen via SEM and TEM. The thicker shell means that for these beam conditions, most
of the minority carriers are generated within the heavily-doped p+ shell, where Ln is very
short.
In Fig. 5.9(b), the current profiles on the tilted {112}A facet and normal {112}B facets
are similarly explained with the current strongly influenced by the corresponding shell
thicknesses, with the highest magnitudes at the top core {112}B facets. The EBIC profile
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Figure 5.9: Radial EBIC current profiles as a function of beam voltage (blue, red and black
circles for 1 kV, 3 kV, and 5 kV, respectively) with the beam scanning orthogonal to the
growth direction and normal to (a) {112}A facet and (b) {112}B facet at an applied bias of
-1 mV. The schematic diagrams depict the cross-sectional shape of the NWs as a truncated
Reuleaux triangle for both the p-type shells (purple) and the n-type cores (patterned and
opaque; yellow). The hatched areas represent the depletion regions predominantly located
in the core. The background image in the EBIC current plots are SEM SE images of the
associated NWs, with the vertical dashed-lines indicating facet boundaries. The horizontal
dashed-lines in the SEM SE images of the NWs on the right are the positions where the
beam was scanned. The solid curves are the simulated results for the respective beam energy.
of the 1 kV beam in Fig. 5.9(b) is relatively uniform at the center, where the {112}B core
facet is located. This is an indication of a flat {112}B junction. It should be noted that small
current dips in the middle of the scan were present for both the 3 kV and 5 kV profiles in
Fig. 5.9(b). Simulations will show that this is due to a more efficient overlap of the generated
EHP distribution with the depletion regions of the core when the beam was at the edge
of the {112}B core facet compared to the center. Since the heavily-doped shell had little
effect on the EBIC current on the {112}B facet due to its small thickness and short L, the
current dip gives us a method of estimating Lp in the core. It should be noted that we will
not estimate Lp from the EBIC profiles in Fig. 5.9(a), because the beam incident on the
{112}B facets at 60° led to a low lateral resolution. Nevertheless, the parameters estimated
from Fig. 5.9(b) will be used to generate simulation profiles that fit the experimental data
in (a) to verify our simulation method.
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Fig. 5.10(a) shows EBIC radial current profiles (open circles), for axial locations P1 to
P4 as labeled on the NW SEM image shown in (b). The EBIC measurements were carried
out with the Vacc = 3 kV beam incident normal to the {112}B facet. The solid lines are
simulated profiles to be described in the next section. Offsets were applied to currents for
better comparisons. The overall EBIC current magnitudes decrease towards the bottom of
the NW, from P1 to P4, consistent with the axial scan results. In the same direction, the
current dip at the center of the scan became deeper along with an increasing spacing of the
two humps. MC simulations will show that this is due to an increase in the {112}B facet
width of the core. The middle profiles are asymmetric, with one hump greater in magnitude
than the other. This is partially due to the facet not being perfectly perpendicular to the
beam, but may also be due to non-uniform electrical properties (e.g. depletion width or
minority carrier diffusion length). It should be noted that the 3 kV beam rather than 5 kV
was used specifically to increase the lateral resolution while still fulfilling the low injection
criteria [179]. This beam voltage also lowered the degree of back side collection, restricting
analysis to charge collection kinetics at the front facets.
Figure 5.10: (a) EBIC current profiles (Vacc = 3 kV) as a function of radial position at an
applied bias of -1 mV at four locations (P1 to P4) on the NW as shown in (b) the SEM
image underneath. Plots are offset vertically to aid in comparison.
5.3.2 EBIC profiles with the beam in the <110> direction
Fig. 5.11 shows axial EBIC profiles with different beam energies (red, black, blue, and green
for 3 kV, 5 kV, 10 kV, and 15 kV respectively) at an applied bias of -1 mV on the NW shown
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in the SEM image. The beam was incident in the <110> direction, parallel to two of the
{112} facets. Vertical offsets were applied by subtracting the background currents (at the
Au NP) for a better comparison. The beam was scanned in the middle of the NW on the
tilted {112}B facet (60° with respect to the beam). This axial scan is similar to the scan
at P2 in Fig. 5.8, with the beams both incident on the {112}B facet but at different angles
(30° off).
Every EBIC profile exhibits a continuous decrease towards the bottom of the NW once
the beam passed the i/n boundary. It can be seen that in the same direction the slope
also increases until the <111> stacking faults near the bottom, where the current becomes
relatively uniform and small. The current valley shifts away from the i/n boundary as the
beam voltage increases. On the other hand, when the beam voltage is high (e.g. 15 kV),
the electron penetration depth would be greater than the NW cross section, giving rise to
a lower effective minority carrier generation rate and thus a lower EBIC current compared
to a lower beam voltage (e.g. 10 kV), similar to Fig. 4.10. Intriguingly, the average slope
of the current profile in the n/p+ segment increases with the maximum current for each
voltage. The 5 kV and 15 kV profiles have similar maximum currents and similar slopes in
the main body of the NW, implying that the percentage of the current variation from the
i/n interface to the bottom is constant, regardless of the beam voltage.
Figure 5.11: (a) EBIC current profiles as a function of axial position at an applied bias of
-1 mV for four accelerating voltages (red, black, blue, and green curves for 3 kV, 5 kV, 10
kV, and 15 kV, respectively) on the NW shown as the corresponding SEM image. Plots are
offset vertically to aid in comparison.
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Radial scans were carried out with the beam scanning from the edge of a {112}A/B
facet to the edge of the adjacent facet, resulting in asymmetric current profiles. Radial
EBIC profiles as a function of the beam voltage (red, black, and blue for 3 kV, 5 kV, and
15 kV, respectively) at an applied bias of -1 mV are plotted in Fig. 5.12(b). Fig. 5.12(a)
is a cross-sectional schematic of the NW in (b), where the blue tear drop represents the
interaction volume of a 5 kV beam. The diagram is aligned with the current profiles and the
cropped SEM image in the background such that the boundary of the {112}A and {112}B
facets is aligned with the left yellow dashed lines in (b). The green dashed lines in (b) are
tangent to the Au NP and parallel to the {112} facets, roughly marking the position of the
core.
Figure 5.12: (a) Cross-sectional diagram of a NW with the beam incident along the <110>
direction. (b) EBIC current profiles of different accelerating voltages (red, black and blue
curves for 3 kV, 5 kV, and 15 kV) as a function of radial position at an applied bias of -1 mV,
with the corresponding cropped SEM image of the same spatial scale in the background.
The diagram in (a) is aligned with the SEM image and the current profiles in (b). The
yellow and green dashed lines in (b) represent the boundary of the {112}A and {112}B
facets and roughly the position of the core based on the Au NP size. (c) Semi-log plot of
EBIC currents against the radial position with the red line as the best fit.
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When the beam started scanning on the edge of the {112}A facet, very few EHPs
generated in the shell for the 3 kV beam (90 nm penetration depth) were collected by the
radial p-n junction due to the supposedly short electron diffusion length, resulting in no or
negligible EBIC currents. The 5 kV and 15 kV beams, on the other hand, had large enough
penetration depths, 190 nm and 1200 nm, respectively, for the electrons to interact with the
core, leading to higher EBIC currents. Since the radial generation function is Gaussian-like,
only a small portion of the generation volume for the three voltages overlapped with the
junctions or were within a diffusion length when the beam was near the edge of the right
{112}B facet. This is because the shell thickness is relatively large in the <112>A direction,
as measured via SEM images. It can be seen that in Fig. 5.12(b) the currents on the left
side are rather diverging and increases with voltage, while the currents almost converge on
the right.
As the beam scanned towards the middle of the NW, the EBIC currents increase due
to the increasing interaction volume inside the semiconductor. The maximum currents are
present closer to the left at higher voltages (Vacc = 5 kV and 15 kV), indicating asymmetric
current profiles. Intriguingly, the EBIC profile is rather symmetric at the lower voltage (Vacc
= 3 kV), similar to the case where the beam was along the {112} direction. This shifting
of the maximum current with the accelerating voltage reveals the sensitivity of the electron
beam as a probe. When the beam energy is small, the EBIC profile is a reflection of the
distance from the surface to the junction. In the next chapter we will show how to utilize
this information to reconstruct the real shape of the buried core via simulations.
In Fig. 5.12(b), despite the fact that the right wings of the curves seem to be exponential,
they cannot be used to extract the minority carrier diffusion length using Eqn. 4.11, due
to the relatively large lateral electron extensions, 70 nm and 520 nm for the 5 kV and 15
kV beams compared to the size of the shell in the {112}A direction (110 ± 10 nm). This
is because Eqn. 4.11 is only applicable in the region where the distance between the beam
position and the junction is significantly larger than the radius of the interaction volume.
Therefore, one can only extract L using Eqn. 4.11 from the 3 kV profile, where the lateral
electron extension is 30 nm. Fig. 5.12(c) is a log-scaled version of the red curve in (b) after
subtracting the relatively constant current on the left (on the {112}A facet). The red line
is a best-fit using Eqn. 4.11, yielding L = 30 ± 5 nm. This is a reasonable value given the
high dopant concentration of the p-shell and will be used as a reference in later simulations.
Similar to the last section, we also carried out a series of radial scans as a function of
the axial position, with Vacc = 3 kV, and an applied bias of -1 mV, as shown in Fig. 5.13. In
Fig. 5.13 the axial locations of the EBIC profiles are labeled by the arrows pointing to the
SEM image of the NW on the right. The two dashed-lines in the SEM image represent the
starting and ending positions for each scan. The overall current magnitude is the highest
near the i/n boundary and decreases towards the bottom and the top. Despite the fact that
the profiles are not perfectly symmetric, the highest current occurs near the center of the
75
Figure 5.13: Radial EBIC current profiles (Vacc = 3 kV) at different axial positions along
the NW at an applied bias of -1 mV. The locations where these scans were taken are labeled
by the arrows pointing to the SEM image of the corresponding NW on the left.
NW for every profile, consistent with the 3 kV profile in Fig. 5.12(b). Intriguingly, the hump
of the current profile tends to be wider towards the bottom, similar to Fig. 5.10 where the
spacing and the width of the humps are larger in the same direction. Eventually, the hump
splits into two almost identical humps at the very bottom of the n-core (above the regrowth
region), similar to the profiles in Fig. 5.10. These details indicate that there must have been
an axial variation in the NW independent of the beam direction, which will be discussed in




In previous chapters, we have demonstrated several EBIC results with sophisticated details
that reveal the nature of the core-shell NW p-n junctions. We have also correlated SEM and
TEM images with radial and axial EBIC profiles, from core-shell GaAs NW homojunctions.
Unlike heterojunctions, [4, 180] these homojunctions did not contain detectable structural
deformation nor composition variations that might help in mapping their buried depletion
region geometries and widths, W. In addition, the minority carrier diffusion lengths cannot
be directly extracted from the EBIC profile due to the complex 3-D junction structure and
the small lateral dimensions of the NWs. To extract this information, we have computed
radial current profiles as a function of axial position and beam energy, and fit them to the
experimental data. A simulated distribution of minority carriers was obtained from MC
calculations [111] combined with the cross-sectional structure of the core-shell NW.
In this chapter, we will first introduce the simulation process, emphasizing the ultimate
expression of the EBIC current integrated with MC simulations, the mathematical con-
struction of junction boundaries, and the algorithm used in Python. Most importantly, we
will show how to estimate the parameters of the core-shell GaAs NW radial junctions by
fitting the simulated EBIC profiles to the experimental data. The effects of various input
parameters on the current profile will be demonstrated. In this way, we acquired meaningful
information about the parameters, which can help us better understanding the device and
to synthesize higher-quality core-shell NW solar cells in the future. The overall collection
efficiency of the EHPs as a function of the accelerating voltage in the Fe/GaAs NWs was
also obtained by comparing the simulated EBIC currents to the theoretical values.
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6.1 Introduction to the simulation process
6.1.1 Expression of the EBIC current
Given that the EBIC current as a function of the beam position is the goal of the simulation,
we first express the collected excess EBIC current in its original form:
IEBIC = q ×G× Σ, (6.1)
where q is the elementary charge, G is the generation rate of the EHPs excited by the
injected e-beam, and Σ is the collection efficiency. Σ is affected by surface recombination,
L, and the distance between the junction and the location where the EHP is generated.
Therefore, if we can obtain the effective G and Σ at each beam impinging position, the
current profile can then be simulated.
Recall that the total generation rate of the EHPs in an infinite-size material is given
by Eqn. 2.1. The acceleration voltage of an e-beam, Vacc, affects the penetration depth and
thus the interaction volume in the semiconductor. For example, the total G in bulk GaAs
at Vacc = 3 kV (I = 23 ± 3 pA), 5 kV (I = 52 ± 4 pA) and 15 kV (I = 108 ± 5 pA) are
calculated as (8.5 ± 1.0 )× 1010 s−1, (3.2 ± 0.3 )× 1011 s−1, and (2.0 ± 0.1 )× 1012 s−1,
respectively, given that f and Eeh for GaAs are 0.16 and 4.43 eV, respectively [90]. The
generation rates here are for the entire generation volume, thus in units of s−1. However,
we cannot directly use G for a complex NW structure with a small diameter. Therefore,
considering the space-dependent EHP generation rate per unit volume, g(x,y,z), in units of




Each unit volume inside the semiconductor along the trajectory of the injected electrons
can be treated as a point source that has its own EHP pair generation rate g(x,y,z) and
associated collection probability Σ(x,y,z) for EHPs to successfully diffuse to the junctions.
For simplicity, since the NW has translational invariance along the growth axis (y-axis), we
consider the 2-D distribution g(x,z) that is projected onto the x− z plane (beam incidence
along z-axis) from g(x,y,z).
To express g(x,z), a 2-D model of the generation distribution was proposed by Bonard,
as introduced in Chapter 2 [93,100]. To pursue more precise simulations, instead of using the
analytical expression, a 3-D distribution was obtained via MC simulations using a software
(Casino v2.52). The 3-D generation volume generated is a cuboid with equal lengths in the
x and y directions (lateral) and the penetration depth in the z direction [111]. The size of
the cuboid is determined by the farthest positions that the electrons can travel to, which
is the end of the trajectories. The spatial resolution of the 3-D distribution is determined
by the number of divisions, n, m, and l in the x, y, and z directions, respectively. Although
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increasing the division numbers would have resulted in better resolutions, to avoid the
drastically increased computational expense with a higher resolution during both of the
MC and EBIC simulations, only 50 divisions was used in each direction, giving rise to 503
unit volumes independent of the beam voltage. The lateral and axial resolutions for the 3
kV and 5 kV beams were then no greater than 0.6 nm and 2 nm, and 1 nm and 4 nm,
respectively, sufficient for our NWs of around 400 nm in diameter.
The 3-D distribution results are exported as m (division number in the y-direction)
series of x-z matrices [181]. Since we assumed the NW is translational invariant along the
y-axis, all the distribution densities ρij at (xi, zj) (i, j = integer & 1 6 i, j 6 n = m) along
the y-axis were added up using Python codes to eventually form a 2-D density matrix on
the x-z plane, in units of %. Therefore, g(x,z) is a product of the density matrix and G.





Σ(xi,zj) is assumed to be unity for all EHPs generated in the depletion regions where they
are collected via drift, less diffusion. When excitation occurs in the quasi-neutral region, we
applied the simple 1-D expression Σ(r) = e−r/L to the 2-D space where r is the distance
from a point source in the interaction volume to the nearest junction boundary. It should
be noted that surface recombination factors were neglected in the collection efficiency. Since
the heavily-doped shell had a rather short L, this meant that surface recombination had
little effect on the recombination current in the shell; and in the core, surface recombination
was eliminated since there was no surface. For a more complete and accurate simulation, the
collection efficiency should be derived using the diffusion equation with the actual truncated
triangular junction structure. However, that was beyond the scope of this thesis.
6.1.2 Defining the core-shell NW p-n junction structure
The collection efficiency for a unit-volume cuboid within the interaction volume is a function
of the relative position with respect to the nearest junction. It is zero outside the NW,
unity in the depletion regions, and e−r/Ln and e−r/Lp in the neutral regions of the shell and
the core, respectively. Therefore, it is of significance to define the boundaries of the NW
junctions. Here, we will use a core-shell NW p-n junction as an example, to demonstrate
how we constructed and expressed the geometry, mathematically.
Fig. 6.1 shows a schematic diagram of a NW cross-section with (a) straight and (b)
curved core {112}B facets. The diagram in (b) is based on (a) with some modifications (blue
opaque and hatched circular segments) applied to the core. A Cartesian coordinate system
originates at the center of the bottom {112}B facet, with the z-axis perpendicular to the
bottom {112}B facet. The purple and yellow regions (including the hatched areas) represent
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Figure 6.1: Schematic diagram showing cross-sections of a truncated triangular core-shell
NW with (a) straight and (b) curved core {112}B facets, overlapped with a Cartesian
coordinates system. The labeled parameters are the geometric variables in the simulations.
p-type shells and the n-type cores, respectively. The hatched areas are the depletion regions.
Since the depletion width on the p-side is negligible, we assumed all of the depletion regions
are inside the core. The labeled parameters are the geometric variables in our simulations,
coded via Python. lsa and lsb represent the widths of the {112}A and {112}B shell facets,
respectively, which were measured directly via SEM images. t is the shell thickness in the
<112>A direction. lcb is the width of the {112}B core facet. WA and WB are the depletion
widths in the <112>A and <112>B directions, respectively. R is the radius of curvature of
the {112}B core facets in (b).
Focusing on Fig. 6.1(a), the shell, the core, and the neutral region of the core are coaxial
truncated equilateral triangles. Hence, all inner angles are 120°, indicating that the facets
are either parallel to or at a 60° angle with respect to the x-axis. The line on which each
boundary lies can be described by the following equation:
z = auvx+ buv (6.4)
where u = 1, 2, 3, representing the shell facets, the core facets, and the depletion/neutral
region boundaries of the core, and v = 1, 2, . . . , 6 with 1 indicating the bottom {112}B
facet, 2 the {112}A facet on the right, and so forth in a counter-clockwise direction. auv
and buv are functions of the geometric variables (lsa, lsb, lcb, WA, WB, and t) using basic
geometric relations between facets, and are listed below in Table 6.1 for the respective facet.
The positions of the vertices were calculated via Python, by solving the linear equations of
the adjacent boundaries. Now a truncated triangle is defined.
We have proposed previously that the core shape is likely a truncated Reuleaux triangle.
In principle, a Reuleaux triangle is the overlapping area of three circular disks, whose centers
are on the boundaries of the other two. This means that the curvatures of the boundaries are
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Table 6.1: Expressions for auv and buv that are in the equation z = auvx+ buv to define the
lines where the boundaries are in Fig. 6.1
identical and unchangeable for a given radius of the disks. However, since we would like to
vary the curvature for a best fit, the truncated Reuleaux triangle in our case is a truncated
equilateral triangles with three circular segments (blue areas) added to wider facets, as
shown in Fig. 6.1(b). The center of the circle, which overlaps with the arc of the respective
circular segment, lies on the central line of the respective facet. The position of the circle
center, (xcl, zcl), is a function of R and the positions of the vertices of the respective {112}B
facet. The core {112}B facets can then be expressed as
√
(x− xcl)2 + (z − zcl)2 = R = 1/κ
(l = 1, 2, 3 representing three curved facets).
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6.1.3 EBIC-profile simulation process
With the boundaries defined, we can now determine the relative position of a spot in the
interaction volume inside the NW. First, another frame of reference is used for the density
matrix, as each spot is denoted as (x′i, z′j) (i, j = 1, 2, 3, · · · ) with respect to the beam








2 lsb ,−(lsb + lsa)/2 6 x0 < −lsb





2 lsb , lsb < x0 6 (lsb + lsa)/2,
(6.5)
when the beam is incident on the bottom facets along the z-axis, as shown in Fig. 6.2(a).
In this case, z′j is positive, indicating that the spot position is (x0+x′i, z0+z′j), noted as (xi,
zj), in the frame of the NW. Similarly, the spot position becomes (x0+x′i, z0-z′j) when the
beam is incident downward on the upper facets in Fig. 6.2(a).
Figure 6.2: Schematic diagram of a NW cross-section with the beams incident (a) upward
and downward on the lower and upper facets, respectively, and (b) at a tilted angle on the
{112}B facet. The spatial coordinate of the beam on the x-axis changes as a function of the
tilting angle, θ, projected on the x’-axis.
The calculation of the distance, r, of a spot in the interaction volume to the closest
junction depends on which area it is in. The distance Ds from (xi, zj) to a straight {112}B
facet z = auvx+ buv can be written as:
Ds =
|auvxi − zj + buv|√
1 + a2uv
(u = 3 & v = 1, 3, 5). (6.6)
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On the other hand, the distance Dc from (xi, zj) to a curved {112}A facet is given by:
Dc = |
√
(xi − xcl)2 + (zj − zcl)2 −R| (l = 1, 2, 3). (6.7)
For a spot inside the core, r is the minimum among all of the Ds and Dc, judged automat-
ically by the Python code. However, it becomes not so simple for the shell region as a spot
might be closer to the extension of a facet but distant from the actual facet, suggesting
that the same logarithm used in the core cannot be applied here. To solve this problem,
we need to know which facet a spot is closest to. If it is in an area enclosed by a {112}B
facet and two lines extending from the vertices and perpendicular to the facet, then r is the
respective Ds. Similarly, if it is in an area enclosed by a curved {112}A facet and two lines
intercept the center and the vertices of the arc, r is the respective Dc. However, there are
areas that are not included, where r is the distance from (xi, zj) to the closest vertex.
With r determined, we can then multiply the generation density, ρij , of a unit-size cuboid
with the corresponding Σ depending on its location. As defined earlier, Σ is 0 outside the
NW, 1 inside the junctions, e−r/Lp in the quasi-neutral region of the core, and e−r/Ln in
the quasi-neutral region of the shell. The EBIC current at an impinging location is then
obtained by adding up the products from all of the cuboids in the interaction volume and
then multiplying by q and G. Finally, the radial profile is simulated by increasing the
impinging position x0 by a step of 2 nm and recording each EBIC current.
One thing to consider is the reproducibility of the MC simulation results, as only one
3-D density matrix obtained from MC is used for the entire scan, potentially introducing
a systematic error. This is because MC simulation is a mathematical process that does not
represent any real events of electron scattering, indicating that the output from a different
simulation should be different. Therefore, without compromising too much computation
efficiency, 200,000 electrons were simulated by MC to significantly increase the statistics
and lower the error [2]. In this way, the 3-D density matrices obtained were similar, making
the application of g(x,z) more reliable, despite the fact that the simulated trajectories were
all distinctive and irreproducible for every simulation.
When the beam is not along the z-axis, the entire 2-D distribution matrix was rotated
about the impinging point (x0, z0), as shown in Fig. 6.2(b). Recall that (x′i, z′j) is a spot in
the interaction volume with respect to (x0, z0). A rotational transformation was applied to









x′2i + z′2j × cos(β + θ)
z′′i =
√
x′2i + z′2j × sin(β + θ).
(6.8)
In this case, the actual position of the beam in the EBIC current profile was the projec-
tion of x0 onto the x′-axis, which is at θ with respect to the original x-axis. Assuming that
x′t is the new spatial coordinate used in the EBIC profile, it was given by:
x′t =

(x0 + lsb/2)× (cosθ +
√
3× sinθ)− lsb/2× cosθ ,−(lsb + lsa)/2 6 x0 < −lsb
x0 × cosθ ,−lsb 6 x0 6 lsb
(x0 − lsb/2)× (cosθ −
√
3× sinθ) + lsb/2× cosθ , lsb < x0 6 (lsb + lsa)/2
(6.9)
6.2 Overall collection efficiency in Fe/GaAs NWs
The overall collection efficiency in a NW can be estimated by comparing the data to the






In this section we will use the GaAs/Fe core-shell NW in Fig. 4.10 as an example, taking
advantage of the known thickness (via SEM images) and negligible resistance of the Fe shell.
Later we will show that the higher resistance of the shell in the core-shell NW p-n junctions
limited the transport of majority carriers, thus altering the collected current. It is therefore
harder to estimate the accurate overall collection efficiency at a specific position of a NW.
The boundary expressions described in last section need to be modified according to the
orientation of the Fe/GaAs core-shell structure in Fig. 4.1. The NWs in Fig. 4.1(a) and Fig.
4.10 are essentially the same in terms of the crystalline structure and both appear symmetric,
indicating that the beam was in the <110> direction for the EBIC measurements.
Fig. 6.3 shows a comparison of the simulations to the experimental data from Fig. 4.10
for the beam hitting the 5 nm Fe/160 nm GaAs NW near the ALD end. This position with
a rather thin Fe shell was chosen for the comparisons to minimize the electron scattering
from the shell. It can be seen that the experimental IEBIC = 46 nA, 37 nA, and 28 nA
for Vacc = 5 kV, 10 kV, and 15 kV, respectively, after subtracting the background current,
exhibiting a decreasing trend with the beam voltage. On the other hand, the decrease in
simulated EBIC current at higher Vacc predicted by the non-uniform energy distribution
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model with increasing beam energy is consistent with the experimental data, shown by the
solid black line. These simulations show higher currents than the experiments, while the
overall trends are similar.
Figure 6.3: EBIC current as a function of the accelerating voltage, obtained from the experi-
mental data (background current subtracted) (black line) and simulations using non-uniform
(red, dotted) energy distribution model assuming Σ = 1.
The discrepancy between the simulations and the experimental data can be explained
by the following factors. The collection efficiency in the above model was assumed to be
1 everywhere, whereas in reality the quasi-neutral regions would have a lower collection
efficiency compared to the depletion regions. Moreover, the MC simulations were carried
out assuming the sample was amorphous, while the Fe and GaAs NWs are crystalline,
resulting in likely a longer penetration depth from channelling compared to the simulations.
Consequently, the simulated generation rates inside the NW and EBIC currents were higher
than the experimental data. To fit the simulations with the experimental data the actual
average Σ can be estimated as 0.65, 0.57 and 0.55 Vacc = 5 kV, 10 kV and 15 kV, respectively.
Σ is lower for higher beam energies likely due to their higher energy distribution in the
quasi-neutral regions where the collection efficiency is rather low.
6.3 Simulated properties of the buried core
As we mentioned above, EBIC profile modeling is to estimate the geometrical and electrical
properties of the core-shell NW, especially the GaAs NW p-n junctions, by fitting the radial
EBIC current profile with fine details, such as those in Fig. 5.9 and Fig. 5.10. Despite no
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direct images of the n-cores of the GaAs NW p-n junctions, we proposed that they were
truncated Reuleaux triangular, the same as the core of an Fe/GaAs NW, as shown in Fig.
4.1. In addition, this shape of n-type GaAs NWs was also observed in [175]. Thus, the
boundary expressions in Section 6.1 were then reliably used for the GaAs NW radial p/n
junctions. Fits to the radial profile data were obtained by varying the parameters including
the depletion widths in the 〈112〉A and 〈112〉B directions, WA and WB, respectively, Lp,
Ln, the length of the {112}B core facet surface, SB, and the radius of curvature R of the
{112}A core facet. The resulting profiles have been overlaid with the experimental EBIC
profiles in Figs. 5.9 and 5.10. Using the same values of these parameters, our simulations
matched the experimental profiles, including small details, for both beam voltages, 3 kV
and 5 kV.
6.3.1 Effects of input parameters
We found that different regions of the simulated radial profiles were strongly affected by
a few parameters, due to the geometric effects of our NW structure (considerably thick
{112}A shells and thin {112}B shells). A simulated EBIC profile for a beam incident on the
{112}B facet, for example, is shown in Fig. 6.4. Fig. 6.4(a) shows the schematic diagram of
a NW cross-section with various input parameters labeled that influenced each part of the
simulated EBIC profile in (b). The diagram was drawn to scale using the parameters from
(b): the {112}A and {112}B facet widths of the shell, 145 nm and 285 nm respectively, the
shell thickness in the 〈112〉B direction, tB = 10 nm, SB = 110 nm, WA = 40 nm, WB =
10 nm, R = 500 nm, Lp = 80 nm, and Ln = 15 nm. These particular values were chosen
since the simulated current profiles then exhibited the same details, including a dip in the
middle and two small current bumps at both sides, as those in Fig. 5.9(b) and Fig. 5.10.
We assume that the beam starts scanning from the edge of the left {112}A facet. As
shown in Fig. 6.4(b), we named the peaks in zone II as “humps”, the slight increases in zone
I as “bumps”and the profiles in between the two regions as “shoulders”. In zone I, because
of the relatively large shell thickness, compared to the interaction volume of the 3 kV beam,
the EBIC current was exclusively affected by the properties of the shell, including the shell
thickness in the 〈112〉A direction tA, R, and Ln. Hence, the EBIC current is essentially a
function of the distance from the surface to the junction. Note that the bump is the result
of the distance between the {112}A shell facet and curved core facet, which undergoes a
minimum at a certain beam position. If the core {112}A facets had been flat, then the
distance between the beam entrance point and the junction would have been constant for
a scan on the {112}A facet, resulting in more uniform currents in zone II.
MC simulations show that the generation density is the highest approximately 20 nm
underneath the impinging point for the 3 kV beam. Therefore, as the beam scans from the
shoulder region towards the center where the shell is rather thin, a higher percentage of the
interaction volume which includes the portion with the highest generation density, overlaps
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Figure 6.4: (a) Schematic diagram of the proposed cross-sectional structure of a NW. The
parameters labeled in (a) (the hole diffusion length Lp in the core, the electron diffusion
length Ln in the shell, the depletion widthsWA in <112>A andWB in <112>B, the length
of the {112}B surface of the core SB, and the curvature of the {112}A surface of the core)
were variables in the simulations. (b) Simulated radial EBIC profile with the beam normal
to the {112}B surface, showing the regions of the profile that are strongly affected by the
given parameters.
with the {112}A depletion region. This leads to a continuous increase in the current. Since
the injected electrons mostly interact with the shell and the {112}A depletion region in the
shoulder area, the profile is still dominated by tA, R, and Ln, and only gently influenced
by WA. Note that the part of the interaction volume in the neutral region of the core has
little effect on the collected current due to the rather low generation density at 3 kV.
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In zone II, since the estimated shell thickness on the {112}B facet, tB, is expected to
be much smaller than the penetration depth of a 3 kV beam (90 nm), the current profile is
dominated by the properties of the core. The EBIC current reaches its maximum when the
beam is near the edge of the {112}B core facet (whose position is determined by SB). In this
case, the interaction volume overlaps most efficiently with the left {112}A depletion region.
The magnitude of the maximum current is significantly affected by WA, which determines
the percentage of the interaction volume overlapping with the left {112}A depletion region.
In addition, WA also affects the peak current position by changing the overlapping volume
of the {112}A depletion region (whose junction interface is approximately 30° with respect
to the beam axis) with the interaction volume in the lateral direction. The peak positions
shift towards the center with a larger WA. As the beam continues to scan towards the
other edge of the NW, the percentage of the interaction volume overlapping with the left
{112}A decreases while that with the top {112}B depletion regions increases. In order for
a significant current dip to exist at the center, WB and Lp should be small. This is because
the efficient overlap of the interaction volume with the depletion regions would be smaller
and fewer EHPs would successfully reach the space charge regions and be collected when
the beam is at the center, only intercepting the {112}B top depletion region.
Despite the fact that one feature is affected by two or more parameters, the effects of the
parameters are different, enabling us to differentiate them and estimate their values. For a
better understanding of the effect of each structural or electrical parameter on the radial
EBIC current profile, we have conducted simulations using the same set of parameters while
changing only one variable each time, as shown in Fig. 6.5. The {112}B and {112}A facets
of the shell were 285 nm and 145 nm, respectively, matching the dimensions of the NW in
Fig. 5.9(b). The basic parameters that were used in these plots are as follows: shell thickness
in the 〈112〉B direction tB = 10 nm, WA = 40 nm, WB = 10 nm, SB = 110 nm, R = 500
nm, Lp = 80 nm, and Ln = 15 nm. The choice of these parameters with relatively large
dimensions and small electrical properties was for a better visualization of the changes. The
variable in Fig. 6.5(a)-(h) are tB, SB, WA, WB, Lp, Ln, κ, and the tilting angle θ of the
beam with respect to the 〈110〉 direction, respectively.
It can be seen that the overall current magnitude decreases and the current dip vanishes
quickly with the shell thickness, as shown in Fig. 6.5(a). The minority carrier diffusion
length is expected to be considerably shorter in the shell than in the core and the majority
of EHPs are generated underneath and close to (20 nm for Vacc = 3 kV) the impinging
surface. Thus, tB plays an important role in determining the collected current magnitude.
On the other hand, when tB is relatively large, the generation density inside the core is
rather low and equally distributed. In this case, the radial resolution and the sensitivity
to the geometrical effect of the core would decrease, since the difference in the efficient
overlapping volume between different beam position would be considerably smaller. Even
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Figure 6.5: Effects of different parameters on the radial EBIC current profile: (a) shell
thickness tB in the <112>B direction (b) length of the {112}B core facet (c) depletion width
in the <112>A direction (d) depletion width in the <112>B direction (e) hole diffusion
length in the core (f) electron diffusion length in the shell (g) curvature of the {112}A core
facet and (h) tilting angle θ of the beam.
when the shell is as thin as 20 nm, the current dip almost disappears, indicating that the
actual tB should be smaller than this value.
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SB is an important parameter of the core which cannot be measured directly via SEM.
It not only is the dominant factor that affects the positions of the humps, but also deter-
mines the shell thickness in the 〈112〉A direction with a given tB. Fig. 6.5(b) shows that
as SB increases, the two {112}A depletion regions move away from each other, leading to
an increase in the spacing between the humps and a larger current dip. In addition, the
shoulders also shift to both sides in a rather linear manner without changing the slope.
The increasing magnitude of the bumps is attributed to the thinner shell in the {112}A
direction.
Fig. 6.5(c) shows rather intriguing changes to the profile with WA. The shape of the
humps changes drastically, while the current dip gets deeper first then shallower again
with WA. The broadening of WA directly increases the portion of the interaction volume
that is inside the depletion region, mainly in the lateral direction, giving rise to a greater
overall magnitude and a bigger full width at half maximum (FWHM) for the humps. In the
meantime it shortens the distance from a point source in the neutral region to the nearest
junctions, decreasing the level of the current reduction at the center. Therefore, the varying
degree of the dip is a competition between these two factors. It should be noted that WA
also influences the positions of the humps, making it more difficult to estimate SB from the
current profile. The spacing of the humps whenWA = 10 nm is close to SB, and it decreases
with WA. The influence of WA on the hump spacing is limited by the lateral electron range
of a 3 kV beam. In addition, since SB and WA have different impacts on other parts of the
profile, it is still plausible to differentiate and extract SB and WA in our simulations.
Despite the fact that WB and Lp are totally different properties, both of them flatten
the current dip as they increase. It should be noted that while the change in the profile with
WB in Fig. 6.5(d) is almost linear, the changing rate quickly drops with Lp, as shown in
Fig. 6.5(e). To better explain these behaviors, assuming that the increment in WB is ∆w,
the local collection efficiency becomes:
Σ(r) = e−(r+∆w)/Lp = e−∆w/Lp × e−r/Lp . (6.11)
Therefore, the magnitudes of the dips are approximately a geometric sequence with a com-
mon ratio e−∆w/L. Note that this is only an approximation as not all the EHPs diffuse to
the {112}B junction. Similarly, assuming that Lp increases by ∆L, Eqn. 6.11 is rewritten
as:
Σ(r) = e−r/(Lp+∆L). (6.12)
This shows that when Lp  ∆L, Σ(r) only changes very little by varying Lp, suggesting
that the accuracy of estimating Lp is rather low if Lp is relatively large (e.g. 150 nm).
Ln and R exclusively affect the features in zone I, as shown in Fig. 6.5 (f) and (g). The
shoulder region is between the corner of the {112}B shell facet and {112}B core facet, where
the majority of EHPs can only diffuse to the core-shell {112}A junction and the surface.
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This is analogous to the tilted perpendicular junction geometry, thereby the EBIC current
IEBIC ≈ AI0e−r/Ln , where A is a factor due to the tilting of the junction and affected by
R. Therefore, the slope of the shoulders decreases with Ln and R. On the other hand, while
both Ln and R increase the overall magnitude of the humps, R also alters the curvature.
If the core {112}A facet is flat, the distance from the shell surface to the {112}A junction
would be constant, indicating that the bump would disappear.
Figure 6.6: Radial EBIC profile at the very bottom of Fig. 5.13 and the corresponding
simulated profile, with a schematic diagram of the cross-sectional NW structure aligned in
the <110> direction.
In most scans the beam was not perfectly along the {112} direction, generally 3°– 5°away
by comparing the projected facet lengths on both sides (e.g. {112}B and {112}A facets in
Fig. 5.9(a) and (b), respectively). Fig. 6.5(h) shows the changes in the profile with the tilt
angle θ up to 15°. It can be seen that the curvature of one bump is greater while the other
one is smaller. On the other hand, no noticeable changes occur to the features in zone II,
as the two humps remain almost unchanged. This is rather intriguing because one would
expect the tilting of the two {112}A junctions would give rise to adequate changes, which
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could possibly explain the non-identical humps in Fig. 5.10. One example to show this
phenomenon is when the beam is along the <110> direction which is 30°with respect to the
<112> direction. Fig. 6.6 shows the experimental EBIC profile at the very bottom of Fig.
5.13 and the corresponding simulated profile, with a schematic diagram of the cross-sectional
NW structure aligned in the <110> direction. The diagram was drawn accurately based on
the dimensions of the NW measured via SEM and the parameters used in the simulation.
The humps, whose positions are highlighted by the vertical dashed lines, are aligned with
the parts of the {112}A junctions close to the {112}B facet. Even in this extreme case where
θ is 30°, the middle humps do not have any significant differences, proving the reliability
of our model. Comparing Fig. 6.6 to Fig. 6.5(h), the curvature of the bump on the left
decreases with θ and eventually this current bump will disappear.
6.3.2 Estimation of properties
Now that we know which parameters contribute to a specific detail of the current profile,
the properties of the core-shell NW can be estimated by fitting to the radial current profiles
in Fig. 5.9(b) and Fig. 5.10. It is critical to first estimate the dimensions of the core, which
can be determined if we know tB and SB, because they affect the entire current profile.
On one hand, tB must be less than 20 nm, which is the penetration depth of a 1 kV beam
inside GaAs. This is because in Fig. 5.9(b) the EBIC current in the middle at Vacc = 1
kV was 2 nA, the same as the value calculated using Eqn. 6.1 and Eqn. 2.1 assuming a
100% collection of EHPs. In all simulations, tB was assumed as 10-15 nm. On the other
hand, as mentioned earlier, the spacing of the humps should be slightly smaller than the
{112}B core facet width due to the presence of the {112}A junctions with finite widths. SB
can then be estimated as 80 nm ± 10 nm in Fig. 5.9(b) and at position P1, in Fig. 5.10,
both of which are near the i/n boundary, while it increased to 125 nm ± 5 nm at position
P4, in Fig. 5.10, at the bottom of the NW. This is in agreement with the faster growth
rate in the 〈112〉A direction. The {112}A shell thickness tA and core facet width SA were
then calculated using the estimated tB and SB due to the 3-fold symmetry of our core-shell
structure. The calculated values of SA were always larger than the respective SB, indicating
that the core had the opposite facet morphology compared to the shell.
Knowing the dimensions of the core-shell structure, by fitting the features in zone I (small
bumps and the shoulders) of the EBIC profile in Fig. 5.9(b), R and Ln can be estimated as
500 ± 100 nm and 20 ± 5 nm, respectively. This small Ln value is not surprising considering
the degenerate p-type doping concentration in the shell. And it is close to the value extracted
from the line scan carried out with the 3 kV beam along the 〈112〉 direction. On the other
hand, the finite curvature of the {112}A core facets, combined with the fact that SA was
larger than SB, indicate that the core in this work was a truncated Reuleaux triangle,
consistent with Fig. 4.1.
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Similarly, by fitting the profiles in zone II for the EBIC scans taken at two voltages (Fig.
5.9(b)), WA, WB and Lp were found to be 40 nm ± 15 nm, 10 nm ± 5 nm, and 85 nm ± 35
nm, respectively. It should be noted that a larger WA (e.g. 55 nm) corresponds to a smaller
Lp (e.g. 50 nm), and vice versa. This can be interpreted as either a small WA with a long
Lp or a larger WA with a shorter Lp, both cases should have a small WB. We already knew
that the magnitude of the humps increases with WA, and WA, WB and Lp all flatten the
dip as they increase, while the first two factors (i.e. WA and WB) have a greater impact.
Therefore, there were numerous solutions for fits to the weak current dips in Fig. 5.9(b),
giving rise to imprecise estimations.
The accuracy of estimation was the greatest for the fitting to the current profile at
P4, Fig. 5.10, attributed to the large current dip in the middle. In this case, the {112}A
depletion regions from both sides must not overlap, meaning that the interaction volume
only overlapped with the thin {112}B depletion region and was far from the other depletion
regions when the beam was at the center. The values of these parameters were then narrowed
to smaller ranges. The simulated WA was as large as 40 ± 5 nm (left) and 55 ± 5 nm
(right), and Lp was as small as 50 ± 10 nm, while WB remained as small as 15 ± 5 nm.
In contrast, the estimated values of the parameters were less accurate at P1 due to the
insignificant current dip, as WA was 30 nm ± 15 nm (left) and 40 nm ± 15 nm (right),
with an associated Lp of 85 nm ± 35 nm. Note that the upper limits of WA at the top (P1)
are similar to the estimated WA at the bottom (P4). This suggests that since the depletion
width must not have increased towards the bottom due to the increasing width of the n+
layer, WA was most likely uniform, 40 ± 5 nm (left) and 55 ± 5 nm (right), in the axial
direction. It was calculated earlier that W = 84 nm for a p+-n junction (Na = 3 × 1019
cm−3 and Nd = 3 × 1017 cm−3). Therefore, according to Fig. 5.5, the reduced valued of
WA was likely due to the presence of the radial n++ shell.
In addition to the uniform depletion regions, Lp was constant in the axial direction
as expected if the axial doping concentration in the core was uniform. [179]. Hence, the
best-fit Lp for the entire NW can be determined as 50 ± 10 nm. With our NW geometry
(small tB and WB, and larger WA), a current dip always exists as long as Lp is less than
double SB. This provides us a method to quickly evaluate Lp with a radial scan. This
surprisingly small Lp considering bulk values, is similar to reported values from unpassivated
axial p-n GaAs NWs (60-120 nm) [78, 79]. Since surface recombination centers are not a
factor in the core of this NW, this scattering may be due to point defects created during
crystal growth (low temperature growth, 400 ℃). Atoms were unable to reach their lowest-
energy states forming perfectly aligned arrays without adequate thermal energy, leading
to the formation of vacancies, whose density was unknown. An alternative explanation
is interfacial recombination at traps at the p-n junction. The very high doping of the p-
type shell coupled with the low growth temperature may result in a large concentration of
recombination traps at the junction. As evidence we note the relatively low ideality factor
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reported for these devices, which was 2.5 ± 0.1 [117]. Note that in principle Lp should be
radially anisotropic due to different interfacial recombination rates in the A or B directions.
However, it requires a more vigorous diffusion model in such a complex structure to properly
include the interfacial recombination effects in the expression of the collection efficiency for
EHPs. We thus assumed Lp was a constant value at a given axial position.
Different depletion widths were obtained for the 〈112〉A and 〈112〉B directions. This
may be due to the different incorporation efficiencies of group II and group VI dopants on
A and B surfaces [182]. Zn dopant incorporation in MOCVD is enhanced on {112}B GaAs
surfaces relative to {112}A, while the opposite is true for group VI dopants such as Se or
Te [183]. In our case, since Na  Nd, W was dominated by Nd, as W was smaller with
Nd. This may explain the smaller value of WB compared to WA. The considerably small tB
(< 20 nm) also contributed to reducing WB. Furthermore, differences in depletion widths
existed not only between A and B facets but also between facets with the same polarity,
which resulted in the asymmetric profiles at the center in Fig. 5.9(b) and Fig. 5.10. This
is because the magnitude of the middle humps was exclusively sensitive to WA, while the
slight rotation of the NW and L had only minor impact. This intriguing feature indicates
that the dopant concentration was different in different 〈112〉A directions.
It can be seen that there is an increase in the maximum current from position P4 to P1
(Fig. 5.10), consistent with the 50% decrease in the EBIC currents for the higher energy, 5
kV and 15 kV beams, scanned towards the NW bottom when incident normal to the {112}B
facet (Fig. 5.8). This axial EBIC behavior might be attributed to an axial variation in the
depletion width. However, this is contradictory to our previous simulation results, since
the axial depletion width should be relatively constant. Simulations also indicate that axial
EBIC profiles will be affected if the shell has a higher resistance compared to the core [88].
The shell in our case was degenerately-doped and was expected to have a low resistivity.
However, the {112}B facets were very thin and not as heavily doped as the {112}A facets.
Besides, the presence of a degenerately-doped ((1-2)×1019 cm−3, [144]) unintentional radial
shell layer would have increased the degree of depletion in the shell. Therefore, it is possible
that the 〈112〉B shells were more and more depleted towards the bottom, leading to a higher
resistance for transport to the top contact. Thus, overall, the axial EBIC current variation
was likely due to a high-resistance shell on the {112}B facets rather than due to a significant
change in the radial depletion width in the NW growth direction.
An alternative explanation is that interfacial recombination, which was more severe for
a thicker n++ shell at the bottom, lowered the current whenever the beam interacted with
the depletion region. The negatively-charged traps at the junction recombined the holes
from the core. But they barely affected the holes that were generated in the shell, and that
only traveled a small distance in the junction before being swapped back to the shell. This
interfacial effect was larger at the bottom of the NW, where the extraction efficiency of
carriers was lower due to the deeper potential well formed by the thicker n++ layer. The
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longer it took for carriers to extract from the potential well, the more susceptible they were
to recombination at the interface.
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Chapter 7
Conclusions and suggestions for
future work
In this thesis, as-grown, free-standing GaAs/Fe and GaAs p-n core-shell nanowires (NW)
were characterized via in situ SEM measurements. In particular, we have utilized electron-
beam-induced current (EBIC) to investigate and estimate geometric and electrical proper-
ties of NW radial junctions, including interfacial defects, the degree of homogeneity in the
doping density in the axial and radial directions, the shape of the buried core, depletion
widths, and minority carrier diffusion lengths in both the core and the shell. EBIC is a
highly spatially-resolved and sensitive technique, widely used on NW axial junctions but
seldom on radial junctions.
We have fabricated epitaxial, single-crystalline Fe-shell contacts onto Al2O3-isolated, Te-
doped n-type GaAs NWs using galvanostatic electrodeposition. Comparing the experimental
I-V characteristics to simulations using COMSOL and assuming thermionic emission, an
average Fe/GaAs diode barrier height of 0.69 ± 0.03 eV was found, essentially unchanged
from the underlying Au/GaAs contact at the catalyst tip, 0.69 ± 0.02 eV. The minority
carrier diffusion lengths L in bare axial Au/GaAs NWs and the oxide-coated region of
Fe/GaAs NWs were measured as 17 ± 3 nm and 55 ± 5 nm, respectively. The former
value is considerably smaller when compared to a previous study [79], which we attribute
to higher doping concentrations and enhanced surface recombination effects. EBIC current
from diffusion of holes within the n-GaAs core to the Fe shell was successfully detected.
The signal depended on interfacial effects as seen by conducting EBIC measurements as a
function of the beam energy, the tilt angle of the NW, and the dwell time of the beam. The
homogeneity of dopant concentration along the NW was confirmed by scanning NWs with
uniform Fe thickness and by choosing a higher beam energy such that the EBIC profile was
uniform in the main body of the NW.
Fine oscillations detected in the measured EBIC current as a function of axial position
were reproducible, most evident at lower electron beam energies. We believe that these oscil-
lations originated from interfacial spatial variations in the hole conductivity at the Fe/GaAs
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interface, likely due to changing recombination rates or resistance from the presence of ox-
ides at the Fe nucleation grain boundaries, whose spatial frequency was comparable to that
of the oscillations.
We have also carried out axial and radial EBIC measurements on radial GaAs NW p-n
tunnel junctions in situ with the beam normal and parallel to the {112} facets. EBIC signals
were collected as a function of spatial position and beam voltage and the 3-D carrier kinetics
in the NW was obtained. A model including 2-D spatial distributions of excess carrier
generation and a 3-D structure of the core-shell NW was fit to the experimental radial EBIC
scans. Collection efficiency was calculated as an exponentially decaying function dependent
on the distance from the EHP generation point to the nearest depletion region. An average
collection fraction, Σ = 0.6 was estimated for a Fe/GaAs core-shell NW, by comparing
the experimental EBIC currents to the simulated values assuming a 100% collection of
EHPs. It was confirmed that the moderately-doped n-type core was Reuleaux shaped with
wider {112}A facets and narrower {112}B facets while the shell exhibited the opposite.
This provided a non-destructive method to detect the geometry of the core in a radial
homojunction.
The relatively small value measured for the hole diffusion length, Lp (50 ± 10 nm) is
attributed to the presence of bulk point defects due to the VLS growth at low temperature,
or to recombination at interfacial point defects present due to growth of the heavily-doped
p-shell. The EBIC radial profiles revealed lower doping concentrations in the 〈112〉A direc-
tions than the 〈112〉B directions, and different doping levels even among the same polarity
({112}A facets). the high-resistance of very thin {112}B shell facets or interfacial recombi-
nation limited the EBIC current. Radial EBIC scans were shown to be a powerful tool to
optimize recombination kinetics in core-shell NW devices.
To extend the work in this thesis, the following experiments are suggested in the future:
1. Scanning transmission electron microscopy (STEM) can be carried out on Fe/GaAs
NWs that are carefully FIB-thinned along the growth direction. Since no direct evidence in
this thesis to attribute EBIC current oscillations to interfacial defects, it would be interesting
and necessary to verify the existence of oxides at the interface.
2. Top-view BF TEM images of bare n-type GaAs NWs should be taken to investigate
the shape. In addition, atom probe tomography can be employed to NWs with different
diameters, finding out any possible correlations between the {112}A shell thickness and the
facet widths and if the {112}B shell remains thin independent of the NW diameter.
3. In Chapter 6, the thin {112}B shell limiting the carriers might result in the axial
variation in EBIC currents. This can be verified by EBIC measurements on core-shell GaAs
NWs with thicker {112}B shells. These NWs can be grown at higher temperature during
shell growth.
4. Another explanation for the axial current variation is that there were different ex-
traction efficiencies of carriers inside the potential well along the NW due to the varying
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thickness of the n++ layer. Cathodoluminescence measurements, which are also sensitive to
recombination, are complementary to EBIC measurements in revealing if the axial current
variation was due to interfacial recombination.
5. One of the key factors for the existence of the current dips is the relatively wide
{112}B facet of the core compared to L, as shown in Fig. 5.10, where the disappearance of
the current dip was attributed solely to smaller {112}B core facet near the i/n boundary. I
suggest carrying out EBIC measurements on core-shell GaAs NWs of various diameters or
NWs grown intentionally with larger core diameters.
6. Growth of core-shell GaAs NWs with various n-type doping at higher temperature.
EBIC scans on NWs grown at higher temperature can reveal if the presence of defects due
to low-temperature VLS growth was the origin of the short hole diffusion length in the core.
On the other hand, we can find out if the radial EBIC current profile is able to distinguish
different minority carrier diffusion lengths.
7. EBIC scans on core/multishell GaAs NW p-i-n junctions would be a good comparison
to the EBIC results from core-shell GaAs NW p-n junctions in Chapter 5. By applying
various external potentials during EBIC scans, we can investigate the charge transport in
both of these structures.
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Appendix A
Direction of the surface grains of
the Fe shell
Figure A.1: TEM BF image and associated DP of a thinned Fe/GaAs NW along the [110]
beam direction. The red arrows in the [111] direction are parallel to the Fe surface grains.
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