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A novel experimental set-up was installed at the University of Surrey Ion Beam Cen­
tre for the purpose of producing 3D quantitative elemental maps of biological sam­
ples by combining simultaneous Proton Induced X-Ray Emission Tomography (PIXE- 
T), On/Off-Axis Scanning Transmission Ion Microscopy-Tomography (STIM-T) and 
Rutherford Backscatter Spectrometry (RBS).
A tomographic sample holder was designed and built and a scattering system de­
veloped for On/Off-Axis STIM.
2D PIXE and off-STIM analysis of leukocytes was performed to complement con­
current research and to identify problems with the very recently installed proton mi­
crobeam at the Ion Beam Centre. The other major aim was to see if  a leukocyte would 
be a suitable sample for tomographic analysis and to study the damage induced by the 
beam on biological samples.
Instrumental Neutron Activation Analysis (INAA) was performed on hair samples 
collected from MSc students at the University o f Surrey and a database compiled of all 
elemental analysis of hair performed at the University.
This complemented the tomographic analysis performed on a section of a strand of 
hair. Si, S, Cl, K, Ca, Fe and Zn were mapped using simultaneous PIXE-T, On/Off- 
Axis STIM-T and RBS.
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Chapter 1
Introduction
The combination of Scanning Transmission Ion Microscopy Tomography (STIM-T) 
and Proton Induced X-ray Emission Tomography (PIXE-T) is a new method for quan­
titative 3-D elemental analysis. This thesis focuses on attempts to make feasible this 
method and install the necessary equipment and software in order to perform 3D analy­
sis routinely at the University of Suuey. Restrictions on the feasibility include time for 
analysis and limits of the accuracy o f sample reconstruction especially as the sample 
is damaged during analysis.
Proton Induced X-ray Emission (PIXE) is a powerful technique for quantitative and 
qualitative multi-elemental analysis. A beam of protons ionises inner-shell electrons 
resulting in the emission of characteristic X-rays as electrons from higher shells fill the 
gap left by the inner shell electrons. The intensity o f these X-rays can be detected and 
used to determine elemental quantities. In 1958 Merzbacher and Lewis [3] developed 
the plane wave Born Approximation, the theory behind PIXE. It was not until the 
arrival of Si(Li) detectors with its high resolution that PIXE could be demonstrated to 
be a highly sensitive method o f trace element analysis. In 1970 Johansson et al. [4] at 
the Lund Institute of Technology demonstrated PIXE analysis and were able to detect 
quantities of elements as low as 1 0 “ ^^g.
Scanning Transmission Ion Microscopy (STIM) is the mapping of samples by the 
measurement of proton energy loss having passed through the sample. As the protons 
traverse the sample they lose energy, the amount of which is related to the electron 
density; with knowledge o f the matrix (bulk) composition, the areal density can be 
determined. By measuring the energy loss and X-rays produced trace elemental con­
centrations can be deduced. Light elements such as carbon, nitrogen and oxygen, of 
which biological samples are mainly composed, produce X-rays at too low an energy 
to be detected using the set-up used. Rutherford scattering, where the energy and 
quantity of scattered protons are measured, can provide this bulk matrix composition; 
incoming protons collide with nuclei, the deflection angle probability and energy loss
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of the proton due to the collision is characteristic of the target element.
With a reduction in beam size and beam aberrations, scanning of the beam over a 
sample can produce true quantitative elemental maps - scanning /x-PIXE. The ability 
to produce multi-elemental quantitative maps of very small samples is one of several 
advantages /z-PIXE has over other analytical techniques. Although the spatial resolu­
tion may not be as high as electron beam techniques, the reduction in bremsstrahlung 
allows for analysis of sub-cellular compartments with a high sensitivity. It is possi­
ble to perform several other analytical techniques alongside PIXE, such as Scanning 
Transmission Ion Microscopy (STIM), Rutherford Backscatter Spectrometry (RBS), 
Rutherford Forward Scattering and Proton Induced 7 -ray Emission (PIGE). Legge [5] 
produced a good review of the history of the ion beam in analysis, and Jamieson [6 ] 
looks at recent research areas in nuclear microprobe systems.
When protons interact with matter energy can be dispersed through various pro­
cesses. The number of characteristic X-rays detected is related to the elemental con­
centrations in the sample. The X-ray yield is dependent on the energy of the proton; 
the energy of the proton is dependent on the initial energy and the amount and compo­
sition of the material it has already travelled through (which we intend to measure); the 
number of counts detected depends on the attenuation of the X-ray, which depends on 
the amount and composition of the sample it has travelled through, and the efficiency 
of the detector, both of which depend on the energy of the X-ray. STIM and RBS 
are required to determine the bulk matrix composition, the mass density and matrix 
composition, which is required for accurate trace elemental quantification.
’Tomography is the study of the reconstruction of two- and three-dimensional ob­
jects from one-dimensional slices.’ [7] i.e. 2D PIXE maps taken from many angles 
can be reconstructed to produce three-dimensional maps and line scans can be taken 
to create two-dimensional slices of an object. This thesis focuses on producing quan­
titative three-dimensional elemental maps by taking many 2D PIXE and STIM maps 
from many equally spaced angles.
The tomographic reconstruction is complicated by the non-linear physics involved 
in PIXE and STIM. 2D analysis only gives depth-averaged information; the non-linear 
energy loss of protons and the non-homogeneous distribution of trace elements mean 
that it is not possible to accurately determine the relation between X-ray yield and 
elemental mass in inhomogeneous samples. Hence the accuracy of 2D analysis, es­
pecially with intermediate to thick samples where energy loss may significantly affect 
the X-ray yield production at greater depths along the sample, can be significantly less 
than with 3D analysis. However the non-linear contribution of X-rays from voxels 
of same density and the discrete pixel-based data, along with technical inaccuracies, 
violate the Radon Transform, the basis of tomographic reconstruction.
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Tomography has considerable advantages over 2D analysis. 2D analysis gives 
depth-averaged information while tomographic analysis allows the accurate locali­
sation of trace elements in microstructures without the need for sectioning therefore 
potentially damaging and exposing subcomponents to sources of contamination. Fine 
structures can be determined that can be easily masked by 2D analysis. Tomographic 
analysis does not only have applications to medical research but all fields where the 
composition of microstructures are important although this thesis is focussed towards 
biological samples.
While ion beam tomography has been developed over a period of over 20 years [8 ] 
[9], the complexities in reconstruction, the computing power required, and microprobe 
technology has hindered advances meaning experiments are still rare; the problems 
encountered has limited tomography of cells to only a couple experiments.
In 1999 Michelet and Moretto [10] demonstrated impressive PIXE-T of a cultured 
human ovarian adenocarcinoma cell however with a basic reconstruction method and 
a limited number of major elements were identified due to the relatively inefficient 
experimental set-up. STIM-T of cartilage has been performed [11] and the data re­
constructed using an iterative tomographic reconstruction method developed in Mel­
bourne by Arthur Sakellariou [12], the Discrete Image Space Reconstruction Algo­
rithm (DISRA). STIM-T allows the localised mass in a sample to be accurately deter­
mined to within a few percent. By measuring the residual energy and with knowledge 
of the composition, the density of a voxel can be determined. In combination with 
PIXE-T, quantitative three-dimensional elemental maps can be produced and correla­
tions of elements are much more meaningful especially when trace elements of interest 
are not homogeneously distributed.
To perform accurate STIM-T the proton needs to be transmitted through the sample 
with a residual energy greater than approximately IMeV. The benefit of STIM over 
RBS, say, in determining the density of a sample is the acquisition rate - without a large 
array of detectors RBS Tomography may take a very long time while STIM requires 
only a few protons per pixel. However, this is assuming the matrix composition of the 
sample is known, either assuming homogeneous or local distribution (in reconstructing 
the data, a map of the local matrix composition can be built). By performing On/Off- 
axis STIM, both PIXE and quantitative STIM can be performed simultaneously and 
both data sets (STIM and PIXE) can be accurately mapped.
A 2D scan of the sample is taken for PIXE and On/Off-axis STIM simultaneously. 
By assuming a homogeneous (from RBS analysis) matrix composition (or use of a 
computer model phantom  o f local matrix composition) the STIM data can be converted 
into areal density. By rotating the sample and taking many 2D PIXE and STIM maps, 
the data can be reconstructed to produce a 3D quantitative elemental map.
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DISRA is an iterative reconstmction program being continually developed by var­
ious groups, including in this present work. Real experimental data is reconstmcted 
using Filtered Back Projection (FBP). This is a poor method hence a computer model 
(phantom) o f the sample is created based on the reconstmcted data (tomogram). It 
simulates the experiment and determines the proton energy loss for each path, the X- 
ray production and attenuation from every voxel to each detector for every projection 
(2D map). The detector is divided into pixels and the X-ray paths from the voxel are 
calculated for each pixel. I f  the differences in the simulated projection data set and the 
experimental projection data set are low enough, the program returns the phantom; if  
not the simulated data is reconstmcted using FBP, and a comparison of the two tomo­
grams is used to modify the phantom and the experiment is simulated again until the 
two data sets converge. This is discussed further in chapter 3.
The geometric efficiency used in this thesis is relatively high and to further re­
duce the time required STIM-T is performed simultaneously with PIXE-T by using 
the On/Off-axis configuration; on-axis protons (taking a straight path through the sam­
ple) are scattered through a thin foil and detected by an offset detector. This also allows 
PIXE-T and STIM-T data sets to be mapped accurately, thus density correlates with 
elemental masses. This is the first time Tomography has been performed using this 
configuration. To enable routine tomography, a sample holder and a unique modified 
set-up were installed at the University of Surrey’s ion microbeam line.
One major factor affecting the accuracy of PIXE data is the charge (number of 
protons) per pixel. To solve this problem, since there are no facilities at the University 
of Surrey to measure the charge per pixel directly using the Faraday cup, the PIXE data 
were normalised to the STIM counts; this is discussed further in chapter 3.
The first stage of the PhD was to investigate possible samples and to collaborate 
with concurrent research. 2D mapping o f leukocytes was performed in order to test the 
newly installed /^-beamline and accelerator and also to test the suitability of the cells 
for tomographic analysis.
Due to the ease of preparation, high levels of trace elements and the large amount 
of research using hair analysis at the University it was decided to perform tomography 
of hair. The levels of trace elements in hair are affected by the preparation method and 
performing tomography on hair may help resolve some issues regarding hair analysis 
without risk of contamination. PIXE-T and STIM-T of a section from a strand of hair 
was performed. Complementing this bulk analysis of hair using Instrumental Neutron 
Activation Analysis (INAA) was performed. An online database of all the hair analyses 
performed at the University over the last 30 years was produced.
Three-dimensional maps bring many benefits compared to standard 2D analysis. 
The data produced is not depth averaged information and X-ray production can be
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more accurately determined, hence concentrations, by locating where in the sample 
the X-rays are generated. The correlation of elements can be more localised, in par­
ticular structures within the sample such as the cell nucleus without interference from 
extra-cellular material and the membrane, for example. Delicate and inhomogeneous 
samples can be analysed without sectioning, which may introduce contamination or 
cause structural damage. This is a great advantage when analysing biological samples.
1.1 Nuclear Microscopy
Nuclear microscopy is commonly used to denote the collective microanalytical tech­
niques using an ion microbeam (or microprobe). Many analytical techniques exist 
under the umbrella of nuclear microscopy. The diagram below illustrates a few of the 
measurable interactions of a proton beam with a sample:
X-Rays Secondary Electrons
Backscattered Protons Forward Scattered Protons
Proton Beam
Transmitted Protons
Figure 1.1: Some Measurable Interactions of Protons with Matter
Some of the techniques of interest to biological tissue analysis are:
• Scanning Transmission Ion Microscopy (STIM) - STIM is used for both imag­
ing and determining the density of the sample, although the composition of the 
sample is required to determine the density accurately as this determines the 
stopping power of the sample. The energy loss of protons through the sample 
is related to the electron density of the beam path. On-axis STIM is both quick 
and gives a low dose to the sample. As energy straggling is small compared to
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the resolution of the STIM detector and as only the median channel is required 
only a few detected protons are required per pixel, the brightness of the beam is 
not of importance therefore the beam spot size can be reduced considerably. On- 
Off-axis STIM can be performed by scattering the collimated on-axis protons by 
a thin foil and positioning the detector off-axis.
© Rutherford Backscattering Spectrometry (RBS) - The number and energy of back- 
scattered protons, as they interact with the nuclei o f the sample atoms, can be de­
tected and be used to determine the matrix composition of biological materials. 
Hydrogen, however, cannot be detected. The cross-section is very much depen­
dent on the angle of scatter and as the protons interact with the proton nuclei of 
hydrogen, the proton is very much likely to be scattered at an angle of approx­
imately 15°, ie forward. Therefore Forward Scattering can be used to measure 
hydrogen.
The cross-section is relatively low therefore STIM is much more preferable than 
RBS for tomography, however RBS is required to determine the stopping power 
and hence to relate the STIM energy-loss measurements to sample density.
® Nuclear Reaction Analysis (NRA) - For high energy beams, the probability of 
proton absorption and subsequent emission of a reaction product can be used for 
analysis.
® Proton Induced 7 -Ray Emission (PIGE) - inelastic scattering of protons with 
nuclei results in measurable and characteristic 7 -rays.
® Proton Induced X-ray Emission (PIXE) - Protons knock-out inner-shell electrons 
and the gap produced is filled by an outer-shell electron. This results in the 
emission of an X-ray o f energy characteristic of the target element.
Chapter 2
Scanning Transmission Ion 
Microscopy (STIM ), Proton Induced 
X-ray Emission (FIXE) & Rutherford 
Backscattering Spectrometry (RBS)
2.1 Scanning Transmission Ion Microscopy (STIM )
2.1.1 Introduction
STIM tomography allows the localised mass in a sample to be determined. This is 
required to correct PIXE data for X-ray attenuation and to convert trace elemental mass 
into concentration. The energy loss of protons through the sample are measured and 
with prior knowledge of the major elements that the sample is composed of (the matrix 
composition, determined by Rutherford Backscatter Spectrometry) the rate at which 
the sample causes the proton to lose energy (the Stopping Power) can be determined at 
each point in the sample using a suitable model.
In STIM a raster scan (pixel by pixel mapping) of the sample is taken and the 
residual proton energy is measured using a suitable ion detector, such as a Si p-i-n 
photodiode. This can be used for rapid imaging and locating of the sample and also for 
quantitative analysis. The measured proton energy is converted into energy loss maps 
from which the areal density can be determined. However it does not determine mass 
density unless the thickness (in pm) is Icnown. By extending STIM to a tomography 
experiment, by taking maps at many angles, 3D mass density maps can be produced as 
the thickness is measured.
STIM using protons has been in use for over 20 years with early examples of map­
ping performed by Overley [13] and Sealock[14]. Applications to thin biological sec­
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tions soon came into use especially with mono-layers of cells. Although the spatial 
resolution is not as high as with Scanning Electron Microscopy, the imaging and loca­
tion of samples complements PIXE analysis. However, the major benefits of STIM are 
the low counts required as the detector is practically 1 0 0 % efficient and will measure 
the energy loss of all protons in the path of the detector. Deves [15] compares areal 
density determinations with RBS; although RBS tomography is possible, a very large 
soUd angle is required due to the low cross-section. Moreover, with on-axis STIM the 
dose to the sample is low (a few protons per pixel) and the beam-spot can be reduced 
to below 50nm as a high beam current is not required. Noise (from scattering, pile-up 
and straggling) is low with energy straggling generally very low relative to the detec­
tor resolution; not many counts are required to determine density information. These 
benefits have meant STIM has been used to complement two-dimensional analytical 
techniques by allowing the on-line imaging of samples in order, for example, to locate 
a cell and determine the undamaged morphology and density.
The speed and low dose at which STIM-tomography can be performed means it 
is preferable over RBS to determine both the mass density. However, this also means 
that the matrix composition has to be determined in order for the 2D STIM energy loss 
maps can be converted into 3D mass-density maps.
2.1.2 Proton Energy Loss
To determine the density from STIM data, the stopping power of the sample is re­
quired. Energy is transferred from the proton by collisions with the sample nuclei and 
electrons. This energy is dissipated to electrons and nuclei, causing heat, and through 
Bremsstrahlung radiation. Some electrons are ionised; this can cause characteristic 
X-rays and secondary ionisation as the free electrons travel through the sample dissi­
pating the energy fuidher. The secondary electron (free electron) Bremsstrahlung and 
further characteristic X-rays are produced and the X-rays themselves can cause further 
ionisation and secondary fluorescence.
The amount of energy transferred to the nuclei compared to the electrons is depen­
dent on the energy of the protons. The forces due to the nuclei are very small above 
IMeV compared to the forces from the electron shells (Coulombic forces), as shown 
in Fig. 2.1, therefore there is a far greater probability of the protons transferring the en­
ergy to electrons. If  we know the ratio o f electrons to nuclei (by determining the matrix 
composition), we can relate electron density to mass density as long as the energy loss 
is Coulombic.
Total Stopping Power, S  =  Electronic S.P., Se P  Nuclear S.P .,S n  (2.1)
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Figure 2.1: Nuclear and Electronic (Coulombic) Stopping Power Varying With Proton Energy
The Stopping Power is the rate of loss of energy over a certain distance; however, 
the proton path is not straight due to uneven forces acting on it, therefore the path is 
longer than the thickness of the sample. At energies below IMeV, this is even more 
pronounced, therefore for accurate density measurements, the residual energy of the 
protons must be in excess of IMeV (as well as the influence of nuclear forces).
d E /d x  is the rate of proton energy loss. As the velocity of the proton decreases, the 
rate of energy loss increases due to the longer interaction time between the projectile 
and electron. In a compound sample this can be calculated using Bragg’s rule, an 
adapted form of the Power-Bethe formula:
(2.2)
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i) - (")
(2.4)
I = ionisation potential
z = projectile charge (= 1  for proton)
Z, A = atomic number and weight o f target element.
NA = Avogadro’s Number.
u)i -  Weight fraction o f element (weighting)
Various semi-empirical formulas have been proposed including the Ziegler and 
Anderson model [16], computationally efficient empirical formulas for various proton 
energy ranges to determine the stopping power using tabulated values based upon large 
amounts of experimental data. The model, equation 2.5, contains 6  coefficients, a to 
h, per element and applies to proton energies from 25keV to lOMeV. The errors range 
from 2% in the energy range l-4MeV to 5% in 0.5-10MeV range (excluding l-4MeV).
S A E )  =  (2.5)■^ Z OL +  Dh
where 6 "^  is the stopping power of element Z and:
SL =  aE’ +  cE'^  (2,6)
-  ( l ? )  ( f  ) (2.7)
Using Bragg’s rule for compounds, the total compound stopping power, S c  {E), is 
the weighted addition, by the Atomic Weight Fractions (wz), of the individual stopping 
powers:
S c { E )  =  J ^ w z S z { E )  (2.8)
Z t C
The error is less than 10% for energies greater than a few hundred keV using this 
method.
The Residual Proton Energy, Er, is the original proton energy, E q, minus the sum­
mation o f the stopping along the whole path length:
Where L is the path length through the sample. In simulating this, the summation
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of voxels and stopping power at each voxel is used.
CE ^  (2 .1 0 )
The Areal Mass Density, pA> is the summation of all the density along the path 
length:
pT{x,y)
jPACsaO =  /  P (%,3A (2 .11)Jo
And T, the thickness is:
pEr
■dE =  j  p{x, y, z)dz  =  pa{x, y) (2.12)J bo S c {E)
However, using Bragg’s rule o f addition for compounds is disputed as the chemical 
state also affects the stopping power. SRIM (Stopping Power and Range of Ions in 
Matter) [17], a computer program produced by Zeigler to simulate the transport of ions 
through matter offers corrections for water. However, as will be discussed in further 
detail later, the samples are dehydrated and the heat induced by the proton beam breaks 
up trapped water and other molecules. This needs to be corrected for appropriately.
For the calculations used in this thesis, a tabulated form of stopping powers was 
used and Bragg’s rule applied.
2.1.3 Detection, Straggling & Noise
The ion beam can be damaging, therefore photodiode detectors can be an economical 
alternative to Si barrier detectors. We used Si p-i-n photodiodes for STIM detection.
Some of the sources o f noise in STIM spectrums come from imperfect areas on the 
detector surface, giving rise to ghost peaks of low energy. Pile up is detected when two 
protons are detected at once therefore a count is detected which is equal to the sum of 
the two energies. Electronic noise is visible at low energies and at regular points in the 
spectrum; this could seriously affect the count rate as it occupies the data acquisition 
computer thus increasing deadtime. As the spread of noise is not even, it is suggested 
that a median value (rather than say mean) of energy loss is taken as suggested by 
Pontau [18], although a window of the spectrum is also taken to eliminate the influence 
of pile-up and low-energy noise etc.
In theory, only one proton measurement is required to determine the areal density. 
However, straggling, scattering, and pile-up mean more counts are required. It is im­
portant to note that this is a stochastic event; i.e., the loss of energy and neutralisation 
are based on probability; path lengths and scattering inside the sample vary for protons
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of the same initial kinetic energy. This leads to straggling in length through the sample 
and straggling of the beam laterally. Straggling can be categorised into three parts [19];
® Angular Straggling: Also known as beam broadening, uneven forces on the pro­
ton at each point within the sample cause slight shifts in the direction of the 
proton. If a proton beam traverses regions outside of the optimum pencil beam 
region of different density, more pealcs may be produced.
® Transverse Straggling: the spread o f protons transversely through the sample.
# Energy Straggling: The beam may have intrinsic variations in the energy, how­
ever, the slight difference in interactions within the sample result in a broadening 
of the energy range. If  a broad peak is produced, more protons are required to 
estimate the centroid. This is more pronounced when large amounts of energy 
are lost, the energy is low and when the high-Z matrix materials are analysed.
The protons in the sample occupy a conical ’interaction volume’ due to the spread­
ing of the beam. The initial beam can be thought of as cylindrical and described in 
terms of energy spread and density as Gaussian. The cylindrical volume can also be 
described as Gaussian and the increase in FWHM can be compared.
Broadening and noise is also introduced by scattering along the beamline and due 
to an imperfect vacuum.
Straggling increases rapidly below IMeV and one reason why the residual energy 
is kept above IMeV. Above IMeV the Stopping Power is predominantly due to the 
electron interactions, through the Coulombic force, therefore directly related to density 
if  the matrix composition is accurately known. For thick samples resolution is affected 
by lateral straggling and uncertainty in energy of a proton at a point in the sample. By 
increasing the energy of the proton a straighter beam is achieved. However, the energy 
loss resolution is higher as the energy tends towards IMeV therefore the density can 
be more accurately determined.
Although beam straggling can be minimised along the beamline, it occurs through 
the sample. Michelet, etc [20] noted SRIM (Stopping and Range of Ions in Matter) un­
derestimates beam broadening by up to 40%, while simulations using the Monte Carlo 
program Geant4 [21] agree much more with experimental data. However, this may not 
include the effect o f morphology and scattering at the sample-vacuum interface.
However, as can be seen in figure Fig. 2.1, the greatest density resolution can be 
achieved when the energy loss per density gradient is greatest. Hence materials with a 
high stopping power produce mass density tomograms of higher density resolution and 
decreasing the proton energy to maximise energy loss can also improve the resolution, 
although straggling is increased. Also it assumes the stopping power calculations are 
accurate at IMeV energies, where nuclear forces play a greater role.
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Deterioration in spatial resolution of STIM mapping can be limited by decreasing 
the detector solid angle therefore measuring only forward scattered protons. The accu­
racy can be improved by improving the initial beam with no scattering and improved 
vacuum. In addition, and as mentioned earlier, detectors are easily damaged by protons 
and this can be seen by a change in the channel detected using On-Axis STIM.
Experimental Configurations
There are several possible experimental set-ups for STIM:
• Off-Axis STIM
The deteetor is not in the direct path of the beam but off-set by several degrees 
therefore scattered ions are measured. The benefit of this is that STIM can be 
performed simultaneously with PIXE without concerns for excessive count rate 
or detector damage. The scattered protons hit the detector all over the surface, 
rather than concentrated on the path of the beam. Unfortunately, the resolution is 
that of the beam spot-size required for PIXE analysis (to make PIXE feasible, the 
current required limits the spot-size of the beam). Also, the spectrum produced 
is of scattered protons, and may be influenced by the forward scattering spectrum 
of hydrogen, which is at a maximum at 15°. The path through the sample is not 
straight therefore maps produced are not true areal-density maps.
RBS detector
Proton Beam
Faraday Cup
STIM  detector
Figure 2.2: Off-Axis STIM Geometry
• On-Axis STIM
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By lowering the current to fA levels, in order not to damage the detector and 
for a measurable count rate without excessive pile-up, on-axis STIM can be per­
formed. To reach such a low current, the object slits are more ’closed’ than 
that used for PIXE, hence a higher spatial resolution can be achieved as a high 
number of protons is not required. True high-resolution areal-density maps can 
be produced in a very short period of time but not simultaneously with PIXE 
analysis.
Sample 
Proton Beam 
STIM detector■
Figure 2.3: On-Axis STIM Geometry
Using a very low beam current, a high resolution on-line image of the sample 
can be produced prior to other analysis, allowing for repositioning of the sample 
if necessary. Any damage to the detector can be observed and the detector can 
be moved to avoid using any hot-spots on the detector surface.
•  On/Off-Axis STIM
This combines some of the benefits of both. By collimating the transmitted pro­
tons and scattering by a very thin mono-elemental foil, the detector can be placed 
in a off-axis position yet protons that have travelled in a straight path through can 
be measured without concerns for detector damage or excessive count rate (the 
position of detector, namely the degree of off-set, can be used to determine the 
count rate). Thus, nearly true areal-density maps can be produced, providing 
the errors induced by the scattering foil are not excessive, simultaneously with 
PIXE thus saving a considerable amount of time both producing the STIM maps 
and reducing and increasing the beam current for the separate PIXE and STIM 
experiments. However, the spatial resolution is not as high as can be achieved 
using on-axis STIM.
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Faraday Cup
Gold Foil STIM detector
Figure 2.4; On/Off-Axis STIM Geometry
Considering that tomography experiments take a considerable amount of time, the 
On/Off-axis configuration is the most desirable method. Moreover, it eliminates any 
problems mapping the STIM-T data with PIXE-T data. Sample damage may be moni­
tored using STIM throughout the experiment. However a tomogram of an undamaged 
sample can be produced by performing STIM-T prior to PIXE-T using a low current 
and smaller beam spot size. Due to a lack of time stand alone STIM-T was not per­
formed; the beam spot size could not be reduced and increased rapidly and a vertical 
vibration hindered this. However, for a PIXE-T experiment to be done in a feasible 
time-scale (of course, this is very much a subjective point) the method proposed is 
both unique and rapid.
2.2 Proton Induced X-ray Emission (PIXE)
2.2.1 Introduction
Proton Induced X-ray Emission (PIXE) is a powerful technique for quantitative and 
qualitative trace element analysis. A beam of protons ionises inner-shell electrons re­
sulting in the emission of characteristic X-rays as electrons from higher shells fill the 
hole left by the inner shell electrons. The intensity of these X-rays can be detected and 
used to determine elemental quantities. The plane wave Bom Approximation devel­
oped by Merzbacher and Lewis in 1958 [3] proposed a probability of X-ray emission 
induced by charged particles - hence it is able to relate X-ray counts to number of target 
atoms. In the early 1970’s, with the arrival of Si(Li) detectors, and its high resolution.
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PIXE could be demonstrated to be a highly sensitive method of trace element analysis. 
In time, the beamspot size was reduced and scanning of samples introduced, leading 
to a variety of nuclear microscopic techniques.
2.2.2 PIXE Equation
The Coulombic interaction between the monoenergetic proton and the inner shell elec­
trons may cause inner shell electrons to be ejected (ionisation) leading rapidly to the 
rearrangement of the electronic structure in order to reach a stable lower energy state. 
The transition of the electrons from higher orbits to the K-shell (or higher) orbit results 
in an X-ray of energy which is characteristic of the element (fluorescence) - the energy 
corresponds to the energy gap between the two orbits. By measuring the intensity of a 
characteristic X-rays, the mass of the element in the sample can be determined.
Electron
Proton
Figure 2.5: Proton Induced X-ray Emission
However, in order to translate measured X-ray counts into mass. X-ray attenuation 
from the source voxel (3D pixel) to the detector needs to be determined and the X- 
ray production cross-section is dependent on the energy of the proton which decreases 
as it traverses the sample. Equation 2.13 is the equation used to translate counts into 
elemental mass, taking into account X-ray production, attenuation and detection effi­
ciency. The sample is described by the coordinates (x,y) , the beam by (p,s) (where p  
is perpendicular to the beam) and the projection data by the polar co-ordinates (r, 0 ).
^det (r,0) - NpNA^det i ^Xz ) f  C z  (x, y) w z h z ^ z  {E  (p , s)) p{x,  y )e  ^^ 2JLi (2.13)
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where Np = Number of Protons 
N a = Avogadro’s Number 
A z  ~ Atomic Mass of Element Z
^det ~ detection efficiency, including geometric efficiecny.
C z = Concentration of Element Z
zuz = Fluorescent Yield
bz = Branching Ratio
az  = Ionisation Cross-Section
p{x, y) = mass density of voxel (x,y)
p ix , y) = mass attenuation factor in voxel (x,y)
and Li is the path of the proton to the voxel and L 2 is the path of the X-ray from 
the voxel of production to the detector.
The Ionisation Cross-section, Œz ( E )
The ionisation cross-section is a measure of the probability of removal of an electron 
from an atom. The probability depends on the relative velocity of the projectile and 
electron, with the greatest probability achieved when velocities are the same. There are 
three main methods of determining the cross-section, cr; the plane wave Bom approx­
imation (PWBA), the semi-classical approximation (SCA), and the binary encounter 
approximation (BEA). The ECPSSR is a modified version of the PWBA [22]and has 
been modified for energy loss (E), Coulombic deflection (C), perturbed stationary state 
(PSS), and relativistic effects (R), and is known as ECPSSR. This method matches 
experimental values well and are applied by producing effective proton energies and 
effective electron binding energies.
In the reconstmction program used in the thesis, the data published by Paul and 
Sacher [23] are used to calculate the K-shell a. The data is based on an analysis 
o f 7800 measured cross sections for K-shell X-ray or Auger electron production and 
normalized to the ECPSSR. The estimated uncertainties in the reference cross section 
are less than 4% in the energy range of 1-5 MeV and for elements above Si.
Strivay and Weber [24] have produced an empirical formula based on all data col­
lected from 1973 to the present. L-shell calculations are used for higher Z elements 
where binding energies are comparable to the binding energies of lower Z K-shell 
electrons.
The highest sensitivities for 2-4MeV protons lie in the Z=20-40 range for K-shell 
transitions and Z=75-92 for L-shell transitions where the binding energies range from 
around 5 to 20keV.
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Branching Ratio, b
Elements can produce characteristic X-rays of various energies depending on which 
transition occurs. The diagram below shows the major transitions. These can be further 
divided depending on the subshells although the energy difference is small. The K- 
shell is the lowest orbit and if  ionised the most probable transition is from the L-Shell 
producing a K a  peak in the spectrum.
The branching ratio is the relative probability of the transition occurring. The tab­
ulated values used by DISRA are the same as used by GeoPIXE [25] PIXE anlysis 
program.
For values below Z=20, the theoretical data by Scofield [26] [27] is used. 
Fluorescent Yield, w
The fluorescent yield is defined as the ratio of characteristic X-rays and the number 
of primary vacancies created in the shell. If  a proton induces the removal of an elec­
tron from an atom, there is a finite probability that the energy may not be emitted 
by a characteristic X-ray; an electron in an outer shell, which is therefore less tightly 
bound, may be removed as though the electron has absorbed the characteristic X-ray 
before escaping the atom. However, X-rays are emitted as the electronic configuration 
still changes due the vacancies arising fi*om the transition of electrons to the primary 
vacancy and secondary vacancy.
The fluorescent yield can be further defined depending on the shell of the removed 
electron, i.e.; w k  is the fluorescent yield of characteristic X-rays produced from the 
removal of electrons from the K-shell. Higher shell ionisation is complicated further 
by the various subshells. However, the resolution of Si(Li) detectors makes it difficult 
to determine the difference between X-rays emitted firom various sub-shells. Chemical 
state analysis in the fine structure of the spectrum is possible with a wave-dispersive 
detector system but with an increase in the number of channels the acquisition time 
also increases.
The semi-empirical formula by Bambynek [28] is used to determine the Fluores­
cent Yield:
^  \  1/4  3
- ^ 1  (2.14)
Each element is defined by four coefficients. This is used for elements Z-20  and 
above. As for the branching ratio, for values below Z=20, the theoretical data by 
Scofield [26] [27] is used.
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X-ray Production Cross-Section, a (E)
The Branching Ratio, the Fluorescent Yield and Ionisation Cross-section can be com­
bined to give the X-ray Production Cross-Section:
a  (E) = b.Wz.cTz (E) (2.15)
Although there are many L-shell X-ray energies possible, with the limited resolu­
tion o f the Si(Li) detector, only five lines are considered by DISRA (some combined),
L p 2 ,  L ^ 1 , 5  E j 2,3>
For the X-ray production cross-section for all these X-rays, Reis and Jesus’ data 
[29] is used. The energy of these X-rays is taken from GeoPIXE [25].
X-ray Attenuation
X-ray attenuation occurs in the sample as atoms absorb X-rays produced by PIXE as 
they travel through the sample. X-ray yields need to be corrected for transmission of 
X-rays through the sample and filters between the sample and detector crystal.
Generally, lower energy X-rays are more attenuated and heavier elements attenuate 
more. The Mass Attenuation Coefficient is the measure of an element’s attenuation of 
an X-ray of a particular energy.
The theoretical data published by Berger and Hubbell [30] are used to obtain the 
mass attenuation coefficients of every element for X-ray energies above 1 keV.
Detection Efficiency
Although X-rays may be produced and detected, not all are detected. There are three 
components to the efficiency, the intrinsic, the transmission and the geometric. A 
detector will only absorb a percentage of X-rays of a certain energy and there is a 
probability that energy may be lost by ionisation in the detector, quantified for instance 
by the Si X-ray escape probability for the Si(Li) detector. The X-ray is attenuated firom 
the point of ionization, through the sample, any filter that may be used and anything 
else that may attenuate (such as ice forming on the detector). The detector crystal area 
only occupies a certain percentage of the volume, hence the geometric efficiency, eq, 
is:
G eo m e tr icE f fic iency .e  = ^  (2.16)47T
where H is the solid angle subtended by the detector. Accurate modelling of in­
trinsic and geometric efficiency is required and is discussed further and determined in 
chapter 8 .
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2.2.3 Spectrum Analysis, Background Radiation & Noise
Introduction
To reduce the minimum detectable limits for the elements of interest, unwanted radia­
tion must be reduced. As well as masking peaks of interest, dead-time also increases 
with increased count rate, and when the minimum amount of detection time is prefer­
able, unwanted radiation can be a serious problem.
Detection
A suitable detector o f high efficiency in the energy region of interest and a high possi­
ble count rate and area size is desirable. Silicon Lithium drifted (Si(Li)) detectors are 
the most common detector of high efficiency in the l-20keV range where the elements 
Na to Se, of interest in biological analysis, can be detected from the K-Shell X-rays, 
although thin window versions capable of detecting X-rays down to C (as used in this 
thesis) and high resolution Ge detectors have been used.
To detect trace elements such as Zn and Cu in biological samples, it is preferred to 
reduce the contribution to the counts from major elements and bremsstrahlung there­
fore reducing deadtime and pile-up. A filter is usually placed on the detector reshaping 
the efficiency curve to lower the efficiency of lower energy X-rays. It also protects the 
detector from any scattered protons. In this thesis, a ’funny’ filter is used. It is a 1mm 
thick Perspex disc with holes in it allowing 2% of X-rays to be unfiltered.
Bremsstrahlung
There are two types of X-rays - characteristic and bremsstrahlung. Characteristic X- 
rays are produced from transitions in electron shells and are discrete. Bremsstrahlung, 
or braking radiation, is emitted by a particle as it continuously changes energy state. 
While characteristic X-rays are produced by the change between two distinct wave 
functions, bremsstrahlung is continuous.
In ten s ity  (2.17)
where M is the mass o f the particle emitting bremsstrahlung radiation. As the equa­
tion suggests, one of the main advantages of a proton beam compared to an electron 
beam is the reduced bremsstrahlung as the intensity is inversely proportional to the 
square of the mass, M, of the particle, however, bremsstrahlung is still produced by 
ejected electrons.
A continuous radiation spectrum is produced, containing:
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® Proton Bremsstrahlung Radiation - As mentioned, one of the main benefits of 
using a proton beam over an electron beam is the reduced bremsstrahlung ra­
diation, as the intensity is proportional to the inverse square o f the mass of the 
incident charged particle.
® Secondary Electron Bremsstrahlung (SEB) - While the proton bremsstrahlung 
radiation is low, background radiation is produced from electrons ejected from 
atoms by the beam, then losing energy due to their Coulombic interaction with 
the target nuclei, hence SEB. SEB can be used to determine the sample density.
® Quasi-free Electron Bremsstrahlung - If  the proton velocity is much greater than 
the velocity of orbital electrons, the electrons can be regarded as free and at rest 
therefore can be scattered by the proton’s Coulomb field.
® Atomic Radiation - A bound electron is excited to a non-bound continuum state, 
then de-accelerated to a bound state, therefore releasing radiation. Produced by 
Rayleigh scattered electrons.
® Gamma Radiation - this is due to the Compton tail produced by nuclear reac­
tions.
® Matrix Factors - for biological samples especially, the high presence of organic 
tissue increases the X-ray intensities from components of little interest. Freeze 
drying samples is necessary to remove water.
For eliminating specific matrix elements, single element foils may be placed in 
front of the detector to block X-rays fi*om the matrix element. A foil with an atomic 
number of two less than the unwanted matrix element is recommended [19]. Bremsstrahlung 
may be angle dependent, therefore the detector angle may be of some importance; min­
imum bremsstrahlung has been shown to be at 135% to the beam. The detector angle 
is also of importance in avoiding scattered particles.
Secondary Flourescence
X-ray Fluorescence is due to primary X-rays causing other elements to emit character­
istic X-rays. The probability of an X-ray of a particular energy is given by the X-ray 
Induced X-ray Production Cross-Section and is maximized when the primary X-ray 
is close to the binding energy of the electron shell. The effect on spectrum is notable 
from K-shell energies just below high intensity X-rays. For example, Ca characteristic 
X-rays has been shown to increase K, Cl, S and P peaks in teeth [31]. This is a concern 
for analysing hair which has a very high sulphur content.
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Charge build-up
By bombarding the sample with positively charged protons and with the ejection of 
electrons, charge build-up in the sample may occur and any discharge will result in 
a discrete emission of high intensity bremsstrahlung radiation. To reduce this effect, 
precautions may be talcen:
® Lower beam current, however this increases the analysing time.
® Ensuring a conducting path from the sample to the sample holder, such as apply­
ing a conducting coating, but with the risk of contamination.
® Mix a conductor into a sample pellet, however this is for thick-target homoge­
neous samples.
® Use an electron gun to neutralise positive charge.
® Increase chamber pressure, therefore reducing charge build-up
2.3 Rutherford Backscattering Spectrometry (RBS)
To determine the major elements in the sample Rutherford Backscattering Spectrom­
etry (RBS) is employed. The vast majority transmit through the sample (or implant if  
the sample is thick enough and stops the proton) however a small number are backscat- 
tered by the Coulombic forces between it and atomic nuclei in the sample. Nuclei are 
extremely small and very spaced apart while the Coulombic field has a short range, 
therefore the cross-section (probability of collision) is extremely small. Assuming an 
elastic collision a certain amount of energy is transferred from the proton to the nuclei 
which can be modelled classically; this depends on the mass of the nuclei (therefore 
element). The proton also loses energy moving through the sample, both to the nuclei 
and back out again.
A detector is placed above the incoming proton beam detecting the energy and 
number of backscattered protons, as shown in figure Fig. 2.4
Fig. 2.6 shows the spectrum for a typical biological sample, in this case hair, the 
major elements being C, N and O. The RBS spectrum of an element contains the ele­
ment edge, where the element at the surface of the sample has backscattered the proton 
but no energy has been lost through travelling through the sample. Lower energy pro­
tons are detected as they have been scattered fiorther in the sample. Therefore elemen­
tal concentrations with depth can be determined. The amount of energy transferred is 
given by the kinematic factor, equation 2.18
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Figure 2.6: RBS Spectrum of Hair
K  = ^ sca ttered
^ in cid en t
1 - \  2 M  ^sinO jM2 J
1/2
+ M  ^cos6 M2
i  +  t
(2.18)
It is interesting to note that, although the cross-section is less, more energy is trans­
ferred to nuclei of closer weight to the proton, ie lighter elements such as C,N and O. 
The total amount of energy difference between the measured energy (by the RBS de­
tector) and the initial proton energy is the sum of the transferred energy and the energy 
loss due to the stopping power of the sample which is dependent on the depth of the 
atom.
The probability of backscatter into a given solid angle (that subtended by the de­
tector) is given by the scattering cross-section, equation 2.19.
5(7
i E
M l sinO Ms -4- cos9
' siiY^O M l sinO Ms
(2.19)
The height of the edge is related to the mass while the thickness of the elemental 
peak is related to the sample thickness (mass, not spatial thickness). By normalising to
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the scattering cross-section, the ratio of elements along the depth of the sample can be 
determined.
The low scattering cross-section limits the use of RBS tomography. A high cur­
rent is required and a very large solid angle. Also, due to energy straggling affects, the 
spatial resolution is affected in deeper parts o f the sample and as the proton is backscat­
tered, the depth is limited due to the proton range being short therefore limiting the size 
of the sample. STIM, however, requires only a very low doses, substantially quicker 
than RBS and energy straggling is not a significant problem as median (or other) fil­
tering is applied.
However, the matrix composition is still required. If inhomogeneous, a model of 
various parts of the sample can be built for tomographic reconstruction. Simultaneous 
RBS analysis gives the matrix composition and limited depth profile. However, as 
will be explained in later chapters, many biological samples have near homogenous 
matrix composition and the reconstmction program, DISRA, can overcome some of 
these problems.
2.4 Data Analysis
For all 2D analysis, the program Dan32 [32] was used. It fits RBS data and uses 
the results to determine elemental concentrations using Gupix [33], the Guelph PIXE 
Software Package.
2.4.1 RBS
The elemental matrix composition and thickness is estimated and the RBS spectmm is 
simulated using information supplied in the header files of the Imfs (charge, deadtime, 
detector configuration etc). RBS Fit attempts to improve the fit in the region of the 
spectrum selected. For example, in figure Fig. 2.7, the part of the spectmm containing 
the C, N  and O edges has been selected and DAN32 has attempted to fit the relative 
composition in this region only. By expanding the spectrum the thiclaiess can be fitted. 
In this example, the sample is assumed to be homogeneous and the thickness of the 
carbon peak indicates the sample thiclaiess. More than one layer can be fitted; for 
example cells on a backing film comprises two layers.
The area produced by the RBS spectmm is proportional to the charge deposited on 
the sample since the number of counts is proportional to the charge and there is no at­
tenuation factors. For example, if  a scan area larger than the sample or the sample is of 
mixed thickness, the tme charge imparted to the sample can be determined by measur­
ing the area of the RBS spectmm. The Q-Factor compares a simulated spectmm based
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Figure 2.7: Dan32 Fit of RBS Spectrum showing the C, N and O Edges and the fits as deter­
mined by Dan32
upon the charge measured by OMDAQ and the matrix composition and thickness. The 
difference in the area is the Q-factor and is used to correct for the PIXE calculations.
The major problems encountered is that the thickness of intermediate thick samples 
may not determined using RBS if scattered protons do not have sufficient energy to 
scatter back along the whole sample. The threshold applied to the RBS detector, to 
remove noise, causes an abrupt stop in the spectrum that may change the Q-Factor 
values. Samples of mixed thickness, such as cells on a backing film, produce a collage 
of spectrums that cannot be separated. Instead of two distinct layers, the spectrum is 
complex.
Masking some of the map to produce new spectra can partially compensate for 
some of these problems, but when analyzing the PIXE spectrum based upon RBS anal­
ysis, X-ray attenuation for inhomogeneous and non-fiat samples can not be accurately 
determined.
2.4.2 PIXE Spectrum Analysis
To determine trace elemental masses/concentrations, Gupix [33], the Guelph PIXE 
Software Package, is employed by DAN32 to determine the PIXE spectrum based upon 
the charge determined by the Q-Factor and information supplied by the Im f (listmode 
file) headers and filters and detectors.
The IAEA produced a report in 2000[34], although now some years out of date.
26 CHAPTER 2. STIM, PIXE & RBS
comparing the major PIXE software and gives a good indication as to the accuracy of 
Gupix. Some underestimation of the error are given by all packages.
Features in FIXE spectrum are identified and explained, such as:
• Bremsstrahlung background
• Silicon K Escape Peak - sitting 1.742 to 1.752KeV to the left of a main peak, 
this is due to the ionisation of Si within the detector. This can be clearly seen in 
mono-elemental foils, as shown in figure Fig. 2.8.
Log Counts
Ka Peak
K3 Peak
Si K Escape Peak
Enercy, keV
Figure 2.8: PIXE Spectrum of 25//m Fe Foil
•  Incomplete charge collection causes a slope left of the peak. The degree of 
the slope depends on the detector properties which can be described for each 
detector and is a function of X-ray energy. This can be determined by analyzing 
mono-elemental foils.
To extract the net peak counts, the background is removed by identifying the peaks 
by doubly differentiating the spectrum, therefore sharp curves are highlighted, and 
applying a top-hat filter to ’zero’ the background. Peak shapes are identified as being 
Voigtian, which is a convolution of the Gaussian detector response and the Lorentzian 
X-ray line. Although this component is considered small it can be important if the 
peak is very large, as are the sulphur peaks for samples of hair.
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The detectors and filters can be modelled accurately, including tails, resolution and 
any ice build-up. The efficiency determination is discussed later.
One of the easiest ways to determine elemental concentrations is to use the com­
parative method. For bulk analysis a reference material can be analysed and a ratio 
of normalised peak counts used to determine the concentration. A known amount of 
an elemental marker, not present in any detectable amount, may be added (although 
with the risk of contamination) and concentrations determined assuming the relative 
efficiency is correct.
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Chapter 3 
Tomographic Reconstruction and the 
Discrete Image Space Reconstruction 
Algorithm
3.1 Introduction
Tomographic reconstruction is the act of determining a 3D data set {image or tomo­
gram) from many 2D data sets (projections) of the same object taken over many an­
gles. The projections are sorted into sinograms', each sinogram represents a ID line 
scan over every angle. One sinogram can be reconstructed to produce a 2D slice. By 
stacking all the sinograms, a 3D image can be produced. In the case of PIXE and 
STIM tomography, many 2D maps of X-ray counts and energy loss are converted into 
3D images of elemental concentrations and density.
To understand the principles behind tomographic reconstruction the parameters are 
first defined. Fig. 3.1 shows the coordinate system employed to describe the sample, 
projected images, beam and reconstruction.
3.2 Filtered Back Projection and the Radon Transfor­
mation
f { x , y )  describes the elemental weight fractions and density of the sample, or in gen­
eral terms it is the physical property of interest. The beam itself is described by the 
path, L{s),  over every increment through the sample, ds. The data produced is the 
projection, p{l, 9), where 0 is the angle relative to the object y-axis and 1 is distance 
from the central coordinate of the object. The reconstructed (tomogram) is described 
by I(x,y), the image produced which is an approximation o f f {x , y ) .
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Figure 3.1: Tomographic Coordinate System
The projected data is the summation of all the contributions from the voxels along 
the path of the protons - the raysum.
ds (3.1)
Therefore the inverse must be true. This can be solved by inverting the 2D Radon 
Transformation, proposed by Radon in 1917 [35]:
% [/ (x, y)] = p[l ,0)  = f  {IcosO — ssinO, IsinO — scosB) ds (3.2) 
J l { 1 , 6 )
The inversion to derive f(x,y) from p(l,^), is:
fiP (Z,#) :dl (3.3)Loo  ^~  xcos9 — ysin9  
Determining the inversion of the Radon Transformation is a complex calculation
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and assumes a non-discrete projection data set and equal contributions, or weighting, 
from all the voxels in the object, i.e. it assumes equal X-ray production probability and 
X-ray attenuation. The Inverse Radon Transform is true although the non-discrete pro­
jection data can cause serious problems unless there are sufficient projections. Other 
problems arise due to the assumption of technical perfection - any divergence can cause 
substantial errors [36]. Many implementations and solutions have been proposed and 
largely based upon approximations.
The implementation of the Radon transformation in tomography could never be 
realized until the development of computers and the developers of CT were even un­
aware of Radon’s contribution when developing CT. Instead an analytical solution, an 
approximation, can be made using back projection (BP). A rough image can be pro­
duced from summing all the rays that pass through a voxel.
 1 i ' 2 t t  p o o
f { x , y )  = ^ J  J  f  (1,0) d m  (3.4)
This is implemented by:
N
(3.5)
I(x,y) describes the approximated image, not the true value, f(x,y), and it is a dis­
crete summation and not an integral. The major problem with BP is that high density 
regions will affect surrounding regions; as f(x,y) is affected by all voxels along the 
ray, artificially high levels from many raysums, p, are high due to one local voxel that 
shares many raysums. This leads to a spreading of bright points that is proportional to 
1/r in the back-projected image. In order to remove some of the aberrations the image 
can be smoothed before backprojecting. This is done by convolving p(l,0) with a filter 
function.
Fourier space of the projection data is a description of the wave components of the 
function p. If  F(k,6>) is the Fourier space of f(l,^), the inverse Fourier transfoim is:
=  F(k,0)e->-‘'^dk (3.6)
by multiplying by 6/61 and substituting into equation 3.3 one can extract a convo­
lution of p(I,i9) with a function based upon k, the spatial firequency (equivalent to 1/r in 
real space). This function can be modified to limit the allowed values of k.
—1 r /*°°= /  p { h 0 ) g { l - x c o s e - y s i n 9 )
t /  0  „ • /—oo
«27T
dZ (3.7)
FBP is implemented in three sections. A suitable filter function is chosen to pro-
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duce g(..); the new projection data p*(l,0 ) Is formed by convolving p with the filter 
function, g{xcos6 + ysinB — I). This new function is Backprojected to form the image, 
l(x,y).
The filter function can be expanded and an apodising function added to give:
P O O
g( m)  = U w (k) ke^'^ 'idk  (3.8)
Jo
where m is equal to xcosB +  ysinB — I. w(k) is the apodising function which shapes 
the allowed values of k
By limiting the values of k the blurring in the BP (oc 1/r) can be limited as nearby 
voxels will not have the high jumps when sharing a ray with a nearby high-value voxel. 
Low values get rid of noise (sharp spikes) but blur or smooth the image as only a few 
components of the function are included. High values have increased resolution as 
more rapid changes are included but this includes noise and increases the star-shaped 
’ 1 /r’ aberration, know as the skirt.
There are several classes of apodising functions, or filters, such as the BUTTER 
(Butterworth filter), HAN (Hanning filter), HAM, PARZAN and RAMP (Ram-Lak 
Convolver, Shepp-Logan convolver). In DISRA the Ram-Lak apodising function [37] 
is used, which is given by:
The value of b can be adjusted in DISRA.
If  there are P  projections the contribution of a pixel to the projected image {sino­
gram) is P-dimensional therefore the density (mass density or weight fraction) of a 
pixel is proportional to an Pth dimensional vector in the projection (the contribution is 
zero when the ray is not intersecting pixel j)
Filtering removes some spatial fi-equencies that indicate noise - sudden changes in 
p - but FBP just adds all the ray sums that intersect a pixel, not taking into account the 
non-linear contribution of voxels.
One can determine the voxel size and errors in several ways. Huesman’s model 
[38] for determining the average voxel error assumes the voxel size to be twice that 
of the pixel size (beam width), D=2d. If  ’N ’ 2D maps are taken over 180° or 360° at 
equidistant angles, assuming a circular sample, the number of voxels, n, in a slice of 
width W with a beam width, d, is:
n  =  ^  (3.10)
And the average voxel uncertainty is given by
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where Ur is the total number of rays and M is the mapping of the rays and voxels. 
Pontau approximates this assuming D = d but with a Hanning filter cutoff of below 
O.Stt therefore blurring the voxels making it similar to D==2d.
DISRA is an iterative technique; it does not attempt to directly solve the Radon 
transfoimation. Instead it attempts to reconstruct the data and uses the tomogram to 
produce a phantom of the sample and the experiment is simulated. The results of the 
experimental and simulated experiments are compared and the sample is modified after 
each iteration. The results can converge as the phantom is improved, although noise 
can be exaggerated after each iteration.
3.3 Reconstruction in PIXE-T and STIM-T
The PIXE equation applied to tomography is given by:
^det (z, 0) = {^Xz)  f  wzhzCTz {E  (p, 5 )) pipe,Z J Li
(3.12)
However by applying equation 3.12 to Fourier space, FBP is unable to compen­
sate for proton energy loss and X-ray attenuation. Iterative reconstruction relies on the 
redistribution of trace elements after simulating the response for each ray-sum with 
an even distribution and then comparing with the measured results. By altering the 
weighting factor, representative of the concentration, for each pixel, the actual con­
centration can be determined. As the simulation takes into account proton energy loss 
and X-ray attenuation an iterative method is recommended for PIXE-T. A comparison 
of techniques for STIM-T found FBP to be considerably more accur ate than both the 
Maximum Likelihood Expectation Method (MLEM) and the Algebraic Reconstruction 
Technique (ART).
The first attempts of PIXE-T were in 1982 by Huddleston et al [39] in a time when 
multielemental analysis was complicated by the lack of data acquisition technology. 
Ito [9] et al were the first to produce 2D STIM tomography in 1984. Pontau et al [40] 
introduced Ion Microbeam Tomography to produce 3D STIM density maps; by using 
homogenous samples of known matrix composition, local density can be determined. 
The problems associated with accurate and rapid collection and labelling events were 
highlighted and also reconstruction of data.
Pontau produced two papers in 1990 and 1991 [41][18] referring to experimen­
tal and reconstruction sources of error and reduction of these errors. Using FBP, the
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Hanning filter with a 0.457T cutoff proved superior to the Butterworth filter.
Schofield and Lefferre [42] proposed Ion Beam Tomographic Elemental Micro­
analysis (ITEM), a SPECT-based method which corrects for X-ray attenuation, proton 
slowing etc. It determines the effective attenuation at each voxel which was later de­
veloped by Antolak [43] for inhomogenous samples to give equation 3.13
\Eo)
where A is the effective attenuation at the voxel (x,y) at an angle 9 consisting of 
the attenuation of the X-ray production, a, and X-ray attenuation, p
However, ITEM assumes a point detector. As a point detector method, the X- 
ray attenuation is assumed to only attenuate along the slice the X-ray is generated, 
therefore highly inaccurate if  a large solid angle is used (assuming a square or circular 
detector). The detector needs to be placed at a distance and is therefore inefficient.
Liew [44] proposed the Maximum Likelihood Expectation Method (MLEM) for 
PIXE-T. TTPIXAN [45] incorporates 3D reconstruction using the MLEM method. 
Using as little as four projections, an MLEM reconstruction of a biological phantom 
was produced although it was stated that a lot more needs to be done to investigate 
the optimum number of iterations as MLEM is very slow to converge. It assumes 
prior knowledge of the major elemental distribution and does not incorporate STIM-T. 
It is an iterative method incorporating a model of PIXE similar to DISRA however 
this is a point-detector method; the solid angle is assumed to be small enough to treat 
the detector as a point in the simulation and only one X-ray attenuation calculation is 
performed per voxel. The X-ray path is a straight line between the voxel and point 
detector.
3.4 Discrete Image Space Reconstruction Algorithm
All of the above are limited in the accuracy for PIXE-T by assuming a point detector 
and are unable to accurately reconstruct chemically inhomogeneous samples. As an 
all-purpose system is being set-up at Surrey, DISRA has been chosen, moreover STIM- 
T has been applied to inhomogeneous biological samples using DISRA [46].
DISRA, the Discrete Image Space Reconstruction Algorithm by Arthur Sakellar- 
iou [47], is the only current program that takes into account X-ray attenuation in three- 
dimensions allowing large detector areas without large assumptions in X-ray attenua­
tion. Inhomogeneous samples can be analysed and attenuation calculated over many 
possible paths from the point of X-ray production to the detector.
Based upon the Image Space Reconstruction Algorithm, proposed by Daube-Witherspoon
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and Muellehner in 1986 for Positron Emission Tomography [48], DISRA applies the 
FBP (as opposed to using the adjoint of the Radon Transform as in ISRA) on the mea­
sured and simulated projection data. Accumulated noise, introduced by repeatedly 
applying the FBP, is reduced by allowing only values that fall into discretised bins, the 
size of which get smaller with each iteration. Thus, regions of similar value tend to­
wards a joint value, therefore boundaries between regions are distinct and highlighted. 
This discrete version has been shown to be significantly more accurate than ISRA or 
other methods employed for PIXE-T.
The DISRA package composes of many programs controlled by shell-scripts. This 
helps significantly when improving, omitting or adapting steps in the reconstruction.
The accuracy of the X-ray attenuation calculations can be adjusted to optimise the 
computation time. X-ray attenuation calculations can be very time consuming. As 
well as the reconstruction, DISRA contains many pre- and post-processing utilities to 
correct for noise.
For mass density tomograms, the accuracy, assuming the given matrix composition 
is correct, is 0 .0 2 % for the optimal number of projections and 0.26% for the half­
optimum number of projections after 8  iterations [12]. More interesting is that if a 
homogeneous matrix composition is assumed, in regions with that exact composition, 
the density will be correct in those regions even if  wrong in the other regions.
For PIXE-T, the accuracy is in the region of 4-12% if  the optimum number of 
projections is used and the STIM and PIXE beam spot size are equal. This deteriorates 
considerably when the PIXE beam spot size is twice the size of the STIM spot size. 
Since we are using On/Off-axis, the errors should be less.
3.4.1 Preprocessing
In order for the data to be reconstructed accurately, various processes need to be applied 
to the data before reconstruction using the core DISRA program. For PIXE data, the 
program requires the peaks to be identified, calibrated and normalised for efficiency 
and charge. For STIM, the data needs to be energy calibrated and filtered. The data is 
centred, therefore rotating around the centre of the map, and any spikes are removed 
and data smoothed to remove missing or adverse data.
The data produced by OMDAQ are separate list mode files (Imfs) for each projec­
tion that are incompatible with DISRA. Therefore they are converted into ev^-format 
{event) files required by DISRA using ListView3D a utility included in OMDAQ [49]. 
DISRA was further modified to accept the new format of the data.
There are many pre-processing programs available in the DISRA package but not 
all are required due to the experimental conditions. Also, some have been modified
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and some written for our setup.
STIM
® Collate and Filter evt files.
St jmedian-Collate projections xsizeysize mch station medfiile evt files
The above program median filters each pixel ignoring channel values above 
mch, the maximum channel, set to ignore events due to pile-up. Projections 
is the number of projections and xsize and ysize is the number o f pixels in the 
scan area. Station is the adc label of the detector. The resultant file is saved to 
medfile.
® Set Voxel Size 
m6-preprocess 1 SzSy Sx m edfile
The above program enters the voxel size into the header of the collated med_file.
® Energy Calibrate
S t-energy-calib acofbcofEres Ebeam medfile measuredSI.dat
This program converts channel into energy loss in MeV. Using well charac­
terised elemental foils, the energy loss can be calculated and measured. This 
is described in depth in chapter 9. The calibration is assumed to be linear, ie
Energy = acof x Channel +  bcof.
The initial proton beam is set by Ebeam and the data is converted from Energy 
to Energy Loss. The program attempts to identify the sample. Any pixels with 
energy loss less than Eres is set to 0 as is any pixel outside the identified sample 
area.
® Alignment, Centre Projection Data 
spa-align shift-dat measuredSI.dat measuredS2.dat
The sample may rotate anywhere in the scanning area. For accurate reconstruc­
tions the data is shifted to rotate around the central axis. The first step is to shift 
the data so there is equal space either side of the data in the projection. The 
data is then converted into a sinogram, each projection in shifted in order for the 
voxels containing the median energy loss value, an approximation of the centre 
of mass, fits a sinosoidal curve. This is 3D therefore each projection is shifted 
and so the median value lies in a vertical slice of the projection data. This later 
part of the alignment is performed after the rest o f the pre-processing.
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The PIXE data is aligned manually using spajnanual. This allows each pro­
jection to be shifted manually. The PIXE data is shifted to overlap the STIM 
projection data.
® Remove Spikes
spa-removespikes threshold measuredS2.dat measuredS3.dat
This helps smooth data from adverse spikes. If  a value at a pixel is greater than 
threshold x average of the 3x3 surrounding pixels, the value at the pixel is set 
to the average.
# Smoothing
Data can be ftirther smoothed using several algorithms.
FIXE
® Collate and Analyse Complete Spectrum
The projections (evts) are collated into one spectrum using mp-extractspectrum. 
The program pt-deconvolute determines the Gaussian parameters for each peak: 
Amplitude, A; width, and location, xq.
(3.14)(jv27r
Note, this is not the same method as used by GUPIX, which includes the Loren- 
ztian contribution to the peak shape.
The peak information is saved to a file. The peaks of interest are kept for the 
tomography experiment - any small peaks can be ignored if  assumed to be too 
small and not contributing to the calculations in any significant way.
© Energy Calibration
Using a copper grid, mp-deconvolute is used to analyse the spectrum of the re­
sulting Kck, K/? and L peaks to fit into the linear calibration equation:
E nergy {keV)  =  CK * chn -P (5 (3.15)
* Data Extraction
Using the parameters o f equations 3.14 and 3.15 determined beforehand, the 
evt files are collated and elements mapped into one file, measuredP.dat, using
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pt-map-elements. For each pixel, a spectrum is produced and a chosen num­
ber, usually one, is assumed to be due to background and taken away from any 
channel that contains counts. This has been adjusted considering the background 
levels.
Ô Charge Normalisation
The University of Surrey has no charge/pixel measuring capability, therefore 
the PIXE counts were normalised to STIM counts, assuming charge and STIM 
counts to be proportional. Each pixel in the experiment is normalised to the pixel 
with the highest pixel count.
N orm alised Cpa:,y,e = Cp :^,y,e x (3.16)
^  s m a x
Where Cp is the PIXE counts in a channel and Cs is the STIM counts. A program 
stjstim-count was written to produce a map of number of STIM counts. The 
programptmorm-elements normalises the collated measuredP.dat file with the 
map of STIM counts.
The ratio of the normalised STIM counts and actual STIM counts is used to 
determine the new charge/pixel. However, this assumes the system deadtime has 
the same profile as the Si(Li) deadtime. Since the system deadtime is largely 
based upon the computer processing time, therefore it is close to the number of 
PIXE events. This is a good estimate, as can be seen in Fig. 3.2.
Q = (3.17)Cpx,y,e
Where Qo is the original measured charge. The Fig. 3.2 shows the much im­
proved smooth profile after normalisation. The number of STIM counts, how­
ever, is dependent on probability of scattering onto the detector. The higher the 
energy, the lower the probability of scattering.
According to Simon [50], the beam is much more stable as the data suggests. 
This is due to the system deadtime.
® Spatial Calibration: m6-preprocess 1 puts in the header of the collated evt files 
the physical size of each pixel.
® Alignment: Various subprograms are utilised to align the data around the centre
of mass (CoM) therefore reduce aberrations in the reconstruction. Optimum
reconstruction is when the sample rotates around the CoM. Using the STIM 
energy loss measurements, this is implemented.
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Figure 3.2: Normalisation of PIXE Counts in Hair to the Number of STIM Counts 
3.4.2 Reconstruction and Simulation
Parameters required by DISRA are supplied by four files: simulP.par, simulS.par, re- 
conP.par, and recons.par. Fig. 9.13 are examples of input files. The pre-processed data 
is in files measuredS.dat and measuredP.dat.
Fig. 3.3 shows the steps involved in the reconstruction. The data is converted into 
sinograms, sinoSE.dat and sinoPE.dat.
FBP is applied to the sinograms producing files reconSE.dat and reconPE.dat and 
the two are then merged into reconE.dat. Corrections are applied, such as scaling of 
voxel size if the two data sets are taken separately and the beam spot sizes are different. 
However in this thesis STIM and PIXE are performed simultaneously therefore there 
is no mapping corrections needed.
A program sp tjndl compares the STIM sinogram and reconstruction to determine 
where the edges of the sample is in the reconstruction. Any value outside the width of 
positive values in the sinogram is set to zero.
sptjndl also determines the possible minimum detectable limits (mdl) values. The 
star shaped aberrations in the reconstruction is wave like oscillating between positive 
and negative values. This aberration is a result of areas with low or no counts. The 
frequency is a result of the bandwidth value and the mdl is located between the two 
highs and lows. Any voxel that is in this region is set to zero.
sptJnitialise creates an initial tomogram tomo0.dat based upon this values. The 
a priori data, the matrix composition, can be supplied by either assuming a global
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Projection Data
Reconstructions 
&
Initial Tomograms
Figure 3.3: Steps in Reconstruction of Tomography Data Illustrated With a Computer Phan­
tom Left: Energy Loss Projection Data (STIM) produces Density Tomograms. Right: Zinc 
PIXE Projection Data produces Zinc Tomograms
a priori (GA) or local a priori (LA) matrix composition; if GA is assumed all the 
voxels identified as being part of the sample are filled with the ReconE.dat) values and 
the remaining weight fraction is filled with GA values or LA values if supplied by 
a phantom of matrix composition. If a priori values are available they override any 
measured value. The number of allowed values are restricted by a number of bands 
which is set by the user. With each iteration the range of allowed values is reduced.
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Reconstructing STIM data can produce unrealistic values therefore simulating the 
phantom would cause values to be below IMeV and cause the program to stop pre­
maturely. These unrealistic values can be scaled, set by INITJSCALE^ into a range 
which can be simulated. These values are simulated using sptsimulation  which only 
simulates the STIM data and not the PIXE data. The measured and simulated projec­
tion data sets are eompared and tomo0.dat values are normalised to produce tomol.dat 
values that have realistic density values.
The new tomogram has both STIM and PIXE projection data simulated and the 
new PIXE and STIM data sets are compared. There are three choices of comparison 
between the two data sets, the average error, normalised Root Mean Square (RMS) 
error or the Normalised Absolute Error (NAE). The last comparison, NAE, highlights 
small errors.
The simulated projected data SQXsprojN.dat, where N  is the iteration number, are 
reconstructed and the new tomogram, tomoN+1, is created by taking the average of 
each value in the measured and simulated reconstruction values:
Tn +i (æ, y, z) = Tn  (x , y, z) (3.18)H n+1 [X, y, z)
If  the error is not less than the user-set threshold, the new tomogram is simulated 
otherwise DISRA returns the new phantom.
Allowed values of the new tomogram are restricted by the size of the bins which are 
reduced with each iteration. This produces regions of similar value in the tomogram 
maldng areas of different composition more distinct.
The difference between the bands for mass density is:
A D =  10 X 2-2+^ (3.19)
And for weight fractions:
A D  =  0.5 X 2“^+^ (3.20)
This results in initial band sizes (N=0) of 2.5gcm"^ and weight fractions of 0.125gy . 
With each iteration the band sizes decrease. N can be set manually to increase the res­
olution but the highest resolution possible is lOOppm.
3.4.3 Post-Processing
Various sub-programs exist that further identify regions. A chemical database can be 
constructed and regions with similar values can be identified.
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3.4.4 Noise and Corrections
Experimental Sources of Noise
As mentioned previously, artefacts can be seen in the projection data set. The most 
prominent are a result o f fast scanning and magnetic interferences. These can be cor­
rected for as discussed in the Pre-Processing section.
For accurate reconstruction using FBP the centre of rotation needs to be accurately 
Imown. Azevedo [51] determines the error in reconstructions when off-set by a num­
ber of ray sums. "Tuning-fork’ artefacts are noticeable in the reconstruction but while 
rotation about 360° removes this artefact thus reducing the Root Mean Square error 
it does however spread the centering error over the reconstruction, causing significant 
increases in RMS error with deviation from the centre of mass (CoM).
spa-align adjusts the sinogram so the CoM lies on a sine-curve - the CoM being 
estimated as the same as the median energy loss in the STIM data. The total energy 
loss in a STIM sinogram is equal either side of the determined centre of rotation. The 
PIXE data is shifted by the same degree.
This is corrected for in pre-processing. The sample needs to rotate parallel to the 
horizontal line scans - i.e., the voxels cannot drift up or down into other horizontal 
planes as each plane is reconstructed individually with FBP. Measurements to detect 
both fast-scanning artefacts and rotational accuracy are attempted although in the to­
mography experiment the pixel dwell time is sufficiently long enough to ignore any 
mislabelling o f events.
3.5 MDL and Accuracy
Already mentioned with regards to STIM-T, Huesman gives an average error for den­
sity measurements by equation 3.11. If  this is the error in density, the error in PIXE-T 
needs to be added to determine the error in elemental concentrations.
Fig. 3.4 shows the STIM spectrum produced by one pixel. The majority of noise 
is below the centre. It may be advisable not to use a median filter as it would bias 
it to the lower energies, especially as energy loss through hair produces considerable 
energy straggling therefore uncertainty in determining the median channel. It may be 
that by using an algorithm excluding unclustered low energy counts this would be more 
suitable.
The minimum detectable limit (mdl) in spectrometry is set using equation 3.21
MDZ/ =  3 X VB (3.21)
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Figure 3.4: Spectrum of One Pixel of a Hair Scan
Therefore the mdl o f an element is dependent on the rate of the background due pri­
marily to bremstrahlung from secondary electrons. This is angle dependent therefore 
the mdl is both dependent on the secondary electron-produetion o f the matrix material, 
being high for light elements, and also the detector configuration, which is high at 90°.
The collated spectrum of all projections produced by the tomography experiment 
was analysed and the mdl limit determined for 2D analysis.
To produce a true 2D elemental map each pixel is required to have sufficient statis­
tics. The beamspot size (BSS) determines the number of pixels to cover the sample 
and also the current, therefore a mdl limit is very much dependent on experimental 
parameters.
For tomographic experiments, each voxel requires sufficient statistics therefore the 
time required to gather statistically significant counts increases rapidly. On top of this, 
reconstruction techniques such as FBP generate significant noise. For light elements, 
attenuation can be significant. As can be seen by zinc projection data in Fig. 3.3, few 
counts are detected by central voxels. By taking projections over 360° attenuation from 
either side of the sample ean be detected, but there is high noise in the central voxels 
due to the few counts detected. Many reconstruction techniques generate noise from 
areas of low statisties. In a simulated experiment with hair, noise can be seen in eentral 
voxels when compared to the phantom.
When FBP is applied, the values produced do not correspond accurately to the
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mass density or weight fractions and scaling is required to convert these values. How­
ever, the morphology and shape can be identified however this requires noise to be 
identified. As can be seen by Fig. 3.3, voxels with no counts have non-zero values, and 
vacuum voxels appear to oscillate in a star foimation between positive and negative 
values, the frequency and spread are affected by the reconstruction parameters (filter 
bandwidth). While small positive values may indeed be low values, negative values 
are not; therefore a threshold is determined firom the negative values. The threshold is 
determined by
Chapter 4 
University of Surrey Ion Beam Centre 
Facilities
4.1 Introduction
The University of Surrey Ion Beam Centre uses a 2MeV Tandetron accelerator (EPSRC 
research grant, Mar 2000, ’’the enhancement of UK ion beam facilities for key strategic 
materials” B. Scaly, M. Breeze, A, S. Clough, C. Jeynes, N. M. Spyrou and R.Webb). 
This was installed in 2002 providing beams of H+ up to 4MeV; Helium ions are also 
provided. There are several beamlines providing facilities for a range of analytical 
techniques and types of sample, from cells to very large and delicate samples (such as 
paintings) which require in-air analysis. Simon [50] describes the facilities in depth. 
The tomographic equipment was designed for use in the microbeam line although this 
could be transferred to a new nanobeamline currently under construction.
The microbeam can produce a beam brightness (or current density) of 
m rad~‘^ M e V for 2MeV protons although this has been observed to be much higher 
[50].
4.2 Accelerator
The accelerator is a new 2MV tandetron [52] accelerator from High Voltage Engineer­
ing Europe. It is capable of running H+ ions up to 4MeV. The beam energy fluctuates 
by 1% over five minutes and less than 5% over several hours [50].
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4.3 Microbeamline
The microbeamline is able to produce a micron-scale beam spot size with sufficient 
current for praeticable PIXE analysis. The majority of components are from Oxford 
Microbeams Ltd, and Fig. 4.1 shows a schematic of the beamline. The accelerator 
produces a large beam of protons that is directed into the beam line using a beam 
steerer. The shape of the beam is defined using an object aperture and a straight beam 
produced by the collimator slits. The scanning coils scan the beam over the sample 
and the magnetic lenses focus the protons onto the sample.
Object
Slits
Coliimator Scanning Magnetic Lenses 
Slits Plates
Chamber
Concrete
Block
Concrete
Block
Figure 4.1: Microbeamline
Much of the apparatus is controlled via computer, allowing easy adjustments to op­
timise the current entering the beamline. As the accelerator heats up the beam direction 
may change therefore the current entering the beamline may alter. Readjustment using 
the beam steerer is required. If PIXE is required it is desirable for the highest density of 
protons to enter the beamline. Much of the apparatus sits on massive concrete blocks 
to reduce vibrations hence allowing accurate mapping of samples and the turbo pump 
for the vacuum chamber is magnetically levitated. However, a 2 fim  vertical vibration 
still persisted during the experiments.
• Beam Steerer: The beam of protons is steered from the exit of the aceelerator 
into the direction of the beamline.
•  Object Aperture: Adjustable slits that defines the shape and size of the beam. In­
creasing the hole size will inerease the number of protons entering the beamline 
but the demagnification is set by the magnets and unless adjusted the beam size 
will increase.
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• Collimator Slits: Situated far down from the object slits, this prevents any diver­
gent protons from entering the chamber.
• Scanner: Eleetrostatic scanning plates allow for very fast scanning of samples 
without any Tagging’ effects (discussed in later chapters).
• Magnets: triplet Quadrupole foeusing system [53], consisting of three magnetic 
lenses, focus the beam down from the size determined by the objeet slits to the 
micron scale. Thus, an homogeneous mono-energetic beam is produeed. This is 
vital for aecurate quantitative analysis and for accurate spatial mapping.
4.3.1 Scanner
Scanning coils rapidly move the proton beam allowing aeeurate mapping of samples.
The central pixel cannot be adjusted and the scanner always seans 256 by 256 
pixels, in vertical lines as shown in Fig. 4.2.
Figure 4.2: Scanning Pattern
The size of the scan is adjusted by only one amplifier, thus the scan is always a 256 
by 256 square scan. To prevent overlapping or gaps between the pixels, a square beam 
is very much desired and the amplifier is set according to the pixel size:
ScanningArea = B eam SpotS ize  x 256 (4.1)
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With OMDAQ an area within the 256 by 256 area can be selected (a mask) by 
OMDAQ therefore the scanner dwells and collects data only on the pixels of interest 
although the scanner still sweeps the whole 256 by 256 scan area. The x and y coordi­
nates in the Imfs therefore are the position relative to the whole scan area (256 by 256) 
and not just the masked area.
4.4 Target Chamber
Fig. 4.3 shows a schematic of the setup used for tomography and Fig. 4.4is a pho­
tograph of this set-up. The octagonal chamber is designed and built by Oxford Mi­
crobeams. An airlock separates the chamber from the beamline. A roughing, mechan­
ical pump is used to create a rough vacuum, down to approximately 2 .1 0 “  ^ mbars. 
This is turned off and a turbopump reduces the vacuum down to 10~® mbars.
The beam enters in the Beam In port. A viewing port is at 315° to the beam - 
a cover is removed to allow a close view of the equipment, which is very useful for 
positioning detector etc. A microscope port is at 45° to the beam. The microscope is 
attached to a monitor to help adjust the position of equipment and to locate the beam 
on luminescent material and quatz.
Beam  In and  BBS Detector
Si(LI) Detector
BBS Feedthro’s
* Sam ple
“ Top-Down Sam ple Holder 
(with collimator and gold foil)^  STIM an d  Faraday Cup
Figure 4.3: Diagram of Chamber Setup for Tomographic Analysis
Placed above the entrance is a particle detector for RBS, which in this case was 
a Si surface barrier detector. It is placed a a distance of 55mm and at and angle of 
0  =  165° with a solid angle,0 =  16.5msr.
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Figure 4.4: Photograph of Chamber Setup for Tomographic Analysis
A rotating flange is attached to the rear port which holds the Faraday cup (FC) and 
STIM detector and can be rotated in order to place either the STIM detector or FC in 
the path of the beam. When the FC is in the path of the beam the STIM detector is 
in an ofif-axis position. The STIM detector is a relatively cheap Hamamatsu Si p-i- 
n photodiode. As protons can easily damage detectors, a cheap option is preferable 
(each detector costs a few pounds). In standard analysis at the University an 80mm^ 
Si(Li) detector is used for PIXE analysis at an angle of 315° to the beam. In this 
thesis two detectors are used in the preliminary experiment, one at 270° allowing it to 
be placed very close to the sample ensuring a high geometric efficiency. The second 
Si(Li) detector is not set at the opposite position, (90°) since major modifications to 
the microscope flange would be required. Therefore it was set at 315°. In standard 2D 
analysis a 3-axes Huntington PM-600 TRC Precision XYZ sample stage mounted onto 
the chamber lid is used. Sample plates sit at the end of a cold-finger and a container of 
LN cools the sample holder. It has a 2 /im  movement precision and can be controlled 
via OMDAQ. There is a vertical displacement of 100/im when the finger is cooled and 
the LN container requires cooling every 2 hours or so [50]. It was for this reason, and 
as rotation of the cold finger is compromised by such a long axis, that a similar holder 
was not modified for tomography.
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4.5 Tomographic Equipment
4.5.1 Sample Holder
Figure 4.5: Photograph of Tomographic Sample Holder
A sample holder was designed and built to be both affordable and accurate. Michelet 
et al [1 0 ] have a sample holder consisting of a motor attached to an adjustable holder 
that also holds the STIM detector, quartz and grid and hangs from the chamber lid. 
However, the shape of the holder prevents Si(Li) detectors from being placed at 90° to 
the beam. In Melbourne, Sakelleriou [12] used a sample holder similar to the Hunt­
ington 2D sample stage, however with a microstage attached to the end. However, 
microstages are expensive and, being at the end of a long rotating axis, precision was 
visible.
The sample holder sits at the base of the chamber and consists of a stepper motor 
attached to a kinematic mount. A large copper plate is attaehed to the motor to assist 
as a heatsink - the motor is in a vacuum therefore heat is retained which may cause 
the sample to move up and down as the motor heats and cools. To prevent movement, 
the motor is only switched on when rotating, not when data is eollected. A copper 
feedthrough can be attached to the copper plate using copper braid and the heat re­
moved.
The motor is eontrolled by a Parker Stepper drive and operated by Easitools soft-
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ware supplied with the stepper drive. The drive is programmed to turn the motor on, 
rotate a desired amount, and then to switch off and pause for the next projection to be 
taken. As the motor was only on for a very short amount of time, heat build up is neg­
ligible and no effect due to thermal expansion in the motor was observed. To reduee 
system dead time the motor was controlled using a separate computer to OMDAQ, 
however this meant the experiment was not ’automated’.
4.5.2 Collimator Holder
The 2D Huntington sample stage was used to hold a piece of quartz, lumineseent ma­
terial, copper grid and gold-leaf eollimator, as shown in Fig. 4.6. A 1mm hole was 
drilled into a plate 1mm thick used for thick sample analysis. 150nm-thick gold leaf 
was brushed onto one side of the collimator. Sputtered gold was considered but found 
to be brittle and did not survive the vacuum in the ion beam ehamber.
iHTigfrrnii
Figure 4.6: Top: Photograph of Top-Down Sample Holder. Bottom: Collimator, Grid and 
Quartz Attached to the end of Sample Holder
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4.6 Data Acquisition
4.6.1 Detection
Fig. 4.7 shows the connections of the data acquisition system used for the preliminary 
tomography tests.
To ensure a feasible tomographic system the data aequisition rate needs to be high 
although this may affect the energy resolution of the detector. The total time for a pulse 
to be deteeted is the combination of the pulse processing time and the time required 
to compute the pulse. The pulse generated by the deteetor is processed and the width 
of the proeessed pulse can be adjusted - the wider the pulse the greater the energy 
resolution is available although this increases the deadtime as each pulse is longer.
This deadtime is of the order o f 10-100//S, equivalent to a maximum non-random 
count rate from 100,000 cps (counts per second) down to 10,000cps. It is usually set j
at 30jus for everyday analysis. This is non-random counts but in reality pulses are !
deteeted randomly therefore the real, effective data acquisition rate is less. To reduce i
deadtime, either the deteetor solid angle can be decreased (pulling it back) or the pulse j
processing time adjusted. Since one would like to limit the dose to the sample the pulse i
processing time was reduced and as a consequence the resolution is eompromised |
4.6.2 Data Acquisition Software
Events are collected and displayed using OMDAQ (Oxford Microbeams Data Acqui­
sition System) by Oxford Microbeams Ltd. The events are recorded into List Mode 
Files (Imf) in binary form. The data is in triplets, x, y and channel number. The pro­
gram allows automation of analysis, such as programmed control of the sample stage 
and various scanning modes (part of scanning area, line scan, point analysis etc) and 
triggering (switching between pixels) such as charge triggering (dwelling on a pixel 
for a given amount of charge) and time triggering.
It was noticed that when the computer is ’busy’ the deadtime increases such that 
even moving the mouse caused serious problems. To reduce the deadtime aceelerator 
controls and sample holder controls were operated through separate computers.
Sorts can be selected; the counts in various sections of the spectrum can be viewed 
live as a map and Imfs can be re-run after the analysis and various STIM maps, such 
as median-filtered, can be produced. When Imfs are rerun, parts of the map can be 
masked to produce new spectra consisting of counts only in the masked area.
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Figure 4.7: Data Acquisition System
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Chapter 5 
2D PIXE and Off-Axis STIM of 
Leukocytes
After the installation of the accelerator and microbeam line a monolayer of white blood 
cells {leukocytes) were analysed to test the new microbeam and to identify areas of 
improvement in the facilities at the University and nuclear microscopy in general. The 
cells chosen complemented research by Admans and Spyrou into diabetes [54] at the 
University although the cells analysed were not from diabetic patients. The results 
were part of a study on the possibility of analysing human leukocytes tomographically.
Using the off-axis STIM configuration the areal density can not be determined 
accurately as it measures protons scattered at an angle through the sample therefore 
the path of the protons is not straight. However observations can be made such as any 
change in the shape and qualitative change in stopping power.
On-axis STIM is the preferred method for locating cells and determining the un­
damaged areal density however due to a faulty object aperture and a restriction with 
time and beam current it was decided to use the off-axis configuration.
Leukocytes vary in type, function and size. By producing a monolayer, it was 
hoped to be able to distinguish the cells through observation under a microscope and 
through STIM and PIXE analysis.
5.1 Sample Preparation
In order to produce a model of cell composition the preparation method and source of 
the cell analysed needs to be known. If  the cell originates from a culture the environ­
ment and density of the culture alters the interaction of cells and overall composition. 
The methods used in manipulating the cell for analysis can damage and alter the com­
position of the cell.
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The most suitable preparation method for single cells is dependent on the cell type. 
Cell cultures are useful in the fact that they can be analyzed on the supports used for 
culture, and thin polymer films such as Formver, Mylar and Pioloform are routinely 
used. The density of cells can be varied and biologically-affective molecules intro­
duced to the culture medium. However not all cells are suitable for culture as after a 
few cycles the cells die, therefore greater care has to be taken to retain the structure and 
ionic distribution of the cell when isolated for analysis. The damage due to the ma­
nipulation of the cell (cleaning and fixing the cell) varies for each cell type. Thong et 
al. [55] demonstrated the affect of various methods of preparation on cultured human 
Chang liver cells, measuring the ionic integrity of the cell after preparation.
Palsgard et al. [56] studied the ion dynamics in cells during preparation. Any 
artefact during preparation will result in the migration of monovalent ions, for example 
K migrates from intracellular to extracellular space, and Na and Cl the reverse (extra- 
to intra-). This can also be used to study migration due to stimulation from buffers 
containing ions introduced to cell cultures, for example Ca ions [56]. The intracellular 
K/Na ratio, measured using nuclear microscopy, indicates the ionic integrity of the 
cell; well above 1 indicates minimal perturbation.
Thong recommends not using a fixing agent and using ice cold 150ml sucrose to 
fix then drying using membrane blotting followed by air-drying. If only part of the 
cell is of interest, other methods may be more suitable; Wu et al. [57] found that 
EDTA (ethylene diamine acetic acid) for washing affects the membrane levels of trace 
elements but not the nucleus. This can be important, for example, in the study of 
cytotoxic drugs that bind to DNA in the nucleus [58].
In this study, a monolayer of cells were produced by spreading onto a thin polymer 
film which in turn was placed on a backing plate with a 5mm hole allowing STIM to 
be performed, as shown in Fig. 5.1.
5.1.1 Backing Film
For 2D analysis a backing film is required that does not contaminate and allows protons 
to pass through with minimal energy loss. Pioloform, or Polyvinyl Butral, a polymer 
film (H 0.0928, C 0.681, N 0.227, density 1.12g/cm^) was used for the backing film. 
Several films have been considered; Mylar, for example, is easy to prepare as it comes 
as a roll of film but is thicker than pioloform and Zn and Ca contamination has been 
detected using it. Also, pioloform is ’perceived’ to have a higher thermal stability 
than films such as formvar. Ortega [59] suggested pioloform increases levels of Cu 
(also seen in Formvar) but further suggests that due to low contamination and relative 
strength it is the best option.
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The film is freshly prepared by dissolving pioloform powder in Chloroform. By 
varying the concentration of Pioloform in the chloroform and also varying the speed 
of removing slides from the solution, the thickness can be chosen.
5.1.2 Cell Separation & Preparation
Blood was taken from the human donor at St George’s Hospital, London, and prepared 
at the hospital. Further details are given by Admans [54]. The blood sample was 
placed into a centrifuge tube aheady containing a small amount of the anticoagulant 
Heparin. Separation without an anticoagulant was attempted using my own blood at 
the University (separation needs to be done within 20 minutes) but this attempt failed.
Blood samples were centrifiiged at 3000rpm for 10 minutes until the plasma, ery­
throcytes and leukocytes were separated yet remained intact. A pipette was used to 
remove the ’buffy’ coat o f leukocytes, which were then spotted and smeared onto 
pioloform-covered pre-cleaned and polished high quality glass slides. To fix the el­
ements in position and to dehydrate the cells the slides were placed into a container of 
100% methanol for 30 seconds and then air-dried.
The sample-covered pioloform sections were floated off onto clean de-ionised wa­
ter and lifted onto the sample plates, being aluminium sheets with 5mm holes. Chemi­
cal fixation, especially with methanol, is not a recommended method o f preparation as 
this is a diffusive process however bound elements are retained such as much of the Zn 
and Cu. Finally, the samples were carbon-coated using a carbon arch. An estimated 
1 0  nm thick coating was applied.
The samples were observed under the microscope and a mixture of leukocytes, es­
pecially granulocytes (with a three-part shaped nucleus), and small clumps of erythro­
cytes could be seen. No dyes were used for observing the cells under the microscope 
as this could introduce contamination.
Although using methanol for fixing and dehydrating is not recommended, the time 
available for analysis and software did not allow ’true’ elemental mapping (accurate 
distribution of concentration of elements). Flash freezing can cause ice-crystal forma­
tion To dehydrate a cell without damage the sample needs to be freeze-dried at —80° 
[60]. A good summary of preparation and beam-damage considerations relating to 
biomedical samples is given by Yamazaki et al. [61]. It points out that the ionic in­
tegrity is not kept intact when using methanol. Most of the techniques derive from 
electron microscopy however more consideration to elemental retention and distribu­
tion needs to be given for PIXE and not just structure. A good reference book for 
preparation methods is Robards and Sleytr’s ’Low Temperature Methods in Biological 
Electron Microscopy’ [60].
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Ionic integrity can be determined by measuring the movement of free ions from 
intra- to extracellular space and the other way around. Hence, intracellular ratios of 
elements such as Na/P, K/P and K/Na are used. However, bound elements such as Zn 
remain bound while some elements are ’freed’ and diffuse.
Biological cells are composed of approximately 85% water of which over 15% is 
bound, i.e. attached to molecules within the cell. It is recommended to cryofixate and 
freeze-dry cells to sufficiently remove the water and keep the cell intact. It could be ar­
gued however that the large beam spot size in this PIXE analysis is greater in size than 
the structural damage induced by the use of methanol although the level of shrinldng 
may vary. Various methods and sample types will produce differing levels of dehy­
dration. When determining concentration of elements this can place practical limits 
in determining the original mass of the living cell. Moreover, the damage induced by 
the beam in both morphology and water-loss may outweigh the uncertainty. Only in 
distribution may one argue that structure and distribution o f elements is retained.
As pointed out by Thong [55], when studying various preparation techniques on 
human liver cells, every cell type reacts differently therefore different methods may be 
optimum or sub-optimum depending on the cell type,
5.2 Analysis
A combination of PIXE, Rutherford BackScatter analysis (RBS) and off-axis STIM 
were used simultaneously to locate and map cells. For PIXE, an SOmm^ Si(Li) detector 
(Ortec Link Analytical6208) with a 130/^m beryllium filter was placed at a distance 
of 25mm (sample-detector crystal distance) and at 135° to the beam. An ORTEC 855 
photodiode p-i-n detector was used for off-axis STIM analysis and a surface barrier 
detector at an angle of 30° and at a distance of 55mm from the sample was used for 
RBS. A low beam energy of l.SMeV was used. The energy-loss difference between 
the pioloform and the cells is high at this low energy, with cell thicloiess in the range 
of 2  or 3jim.
Using a Cu mesh, the beam-spot size was determined to be 3.5/^m by 3.5/im with 
a beam current of approximately 100 to 15 Op A.
Four measurements were taken (Exp 1-4). The initial analysis (Expl) was ham­
pered by a magnet being knocked out of focus. This produced a long vertical beam 
spot therefore the scan produced was in effect bulk analysis and not mapping. The 
length of the beam was not recorded therefore the scan area is not Icnown. The data 
produced from 2 hours of analysis with a current in excess of lOOpA has been used to 
approximate the change in elemental composition. The thickness of the sample over 
time can also be monitored.
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Proton Beam
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Pioloform
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^ i )  Detector
Figure 5.1: Diagram of the Experimental Set-up used in the 2D Analysis of a Monolayer of 
Leukocytes using PIXE and Off-Axis STIM
Three maps at different scales were produced with scanning areas of 100/xm^ 
(Exp2), 50iirin? (Exp3) and 20fim3 (Exp4) with analysis times of 15min, 5min, and 
5min respectively and all at approximately 50pA.
5.3 Results
Fig. 5.2 shows the accumulated spectrum of the experiments. A large Ti peak is de­
tected and this is thought to be contamination from the carbon-coating or the Faraday 
cup. The K/3 line interferes greatly with the V peak, which was not detectable as a 
result. The K/5 peak slightly bulges on the right hand side, suggesting a V K a peak. 
The V KP peak interferes with the Cr K a peak, however there are few counts in the 
Cr Kp  peak, although the tail of the Fe interferes with this. Co K a is totally swamped 
by the Fe line and there are no counts in the Co K/3 energy window. K K/3 and 
Cl K a peaks interfere, however the Cl K/3 line can be used to determine the contribu-
60 CHAPTER 5. 2D PIXE AND OFF-AXIS STIM  OF LEUKOCYTES
6 1 Log Counts
5
4
3
2
0
0 2 9 Energy, keV3 4 5 6 7 8
Figure 5.2: PIXE Spectrum of a Monolayer of Blood Cells
tions. Therefore, while Zn, Cu, Fe, and, possibly V, providing contamination from Ti 
is reduced, can be quantified reasonably easily for leukocytes in a reasonable time. No 
counts were detected for Se.
Figure 5.3: PIXE and STIM Images of a Monolayer of Human Blood Cells, 100/im by 
lOO/zm. Left: P (Green), Fe (Red) PIXE Map. Right: Median-Filtered STIM Image of Blood 
Cells (Exp2)
Large noise could be seen at the lower energies of the STIM which indicated the 
need for a higher threshold. Lower energies were removed by median filtering the
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Element Peak Area Concentration,
W p
Statistical E rro r 
(Fit E rror)
MDL, (ig/g
A1 169.9 42&2 38.34 (46.24) 30&8
Si 9093.5 3282.9 1.55 (3.06) 74.5
P 36274.6 5797 0 .6 8  (1.62) 57.9
S 226371 19971.6 0.18(0.71) 18.2
Cl 15846.4 1147.2 1.34(1.77) 18
K 73462.5 5341.4 0.33 (0.53) 9
Ca 67258.1 5478.7 0.45 (0.50) 2 1 2
Sc 505^ 5Za 32.53 (14.32) 3%8
Ti 1103 145.1 3.08 (3.98) 4.4
V 33T2 5%3 7.62 (8.62) 7.1
Cr 21.5 4.6 63.49 (69.72) 6
Fe 11351.6 4132.5 0.83 (0.88) 15.3
Co 61.9 30.2 68.93 (41.36) 3&8
Ni 24.2 15 29.35 (32.78) 5.2
Cu 64.1 55.1 14.74(18.67) 9.3
Zn 37&8 443.1 4.76 (5.61) 1 1 .2
Table 5.1; Elemental Concentrations in Blood Cells
data after the experiment, however much of the computing time was occupied by noise 
during the experiment thus reducing considerably the effective count rate.
For the three mapping analysis, all three were combined to produce one set of 
spectra. Fig. 5.4 compares the spectra of intra/extracellular space as estimated using 
a combination of P, Fe and STIM maps. This is an estimate as the low counts pro­
duced unclear images. The maps were normalised to charge. As the scanner speed, as 
discussed, is seriously affected by computer processing time and OMDAQ only gives 
masked percentage, the noise in PIXE and total RBS counts were used. This worked 
extremely well producing 0.319 ratio of RBS counts and 0.317 ratio of the low-energy 
noise peak in the PIXE spectrum. The RBS spectra, shown in Fig. 5.4, shows the dif­
ference in thickness of the intra- and extracellular space however the boundaries are 
very blurred but still there is a difference.
One would expect two peaks in the STIM spectrum - one for extracellular space 
and one for intracellular space. There are two peaks visible, and of roughly the same 
ratio, in both spectra, therefore the second must be due to incomplete collection of 
charge. The median channel, however, is different in the peaks. As the speckled maps 
shown in Fig. 5.3 indicate, there were insufficient counts to produce a median channel 
distribution chart. The energy loss of the intracellular space is greater as it is thicker 
and the peak is broader. The counts, unfortunately, are extremely low limiting any 
useful data to be extracted for both the PIXE and STIM data such as intracellular 
ratios of K and P.
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Figure 5.4: Comparison Between Intracellular and Extracellular Space in 2D Leukocyte 
PIXE, STIM and RBS Analysis
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5.3.1 Beam-Induced Damage
Beam damage is of great importance when analysing individual ceils and can influence 
both scanning time, scanning speed and analysis of the spectrum. Watt et al. [62], us­
ing a proton beam of similar current and beam size to the University of Surrey beam 
(loopA, 1/im spot size), observed the area occupied by cells shrinlc by up to 20%. 
Moreover, they measured a 60% reduction in H and O during the experiment. The 
decrease was at the same rate suggesting that water molecules may be ’liberated’ dur­
ing the analysis. However, the trace element levels and distribution relative to the cell 
appear intact allowing for whole cell elemental analysis in the ppm range. A model 
often assumed is that o f a carbon shell with heavier elements attached. It is noted that 
this is obtained in continuous fast scanning; static measurements may damage the cell 
as heat build-up will be greater.
Maetz [63] reviews some beam damage literature, noting the large differences in 
temperature calculations and the lack of correction models. Maetz attempted to corr ect 
for loss of major elements in thin samples using STIM. Assuming the mass of trace 
elements are retained equation 5.1 corrects the elemental concentrations:
cone (0) =  cone {q) (5.1)
Where conc(O) and conc(q) are the concentration before and after applied charge 
q, and m(0) is the original mass o f the sample, while m(q) is the mass after charge q.
By measuring the increase in concentration of K, an equation can be fitted to ac­
count for mass loss. However, with thick samples, the loss of major elements is more 
complex due to the surface volatization, etc. It is suggested to use a fast, low current 
PIXE analysis prior to the main analysis in order to get accurate initial values for major 
and minor elements, and, knowing the relative increase in certain elements is the same, 
normalise the two PIXE sets of data with a major reference element.
From Watts’ damage study [62], one would expect to see an increase in the areal 
density due to compression of the cell, although this is balanced by the loss of H and 
O. Fig. 5.5 supports this pattern as the median STIM channel initially decreases and 
then increases.
Cause and Prevention
Heat, sputtering and migration are all methods of distortion during analysis.
Sputtering is removal of atoms from the sample by proton bombardment, the rate 
of which is dependent on the mass and strength of bonds of the element; the Sputtering
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Figure 5.5: Change in Median STIM channel During Analysis of a Monolayer of Blood Cells 
by PIXE and Off-Axis STIM
Yield is given by:
Sputtering Yield, Yg oc ( d^x (5.2)
In reality, the sputtering yields range from 0.001 to 1000. Sulphur, a major element 
in hair, is a weakly bound moleeular solid
Some migration of elements ean be seen, but this is dependent on the element etc. 
As an example, Na and K are known to drift considerably.
Heat can seriously damage samples. This can be limited by attaching the sample 
to a cold stage and ensuring a conductive path from the sample to the cold sample 
holder. Models for determining heat transfer have been suggested [64], however with 
the tomographic sample holder there is no cooling facility currently and such a model 
would be made extremely complicated by the complex and varying sample mounting 
and configuration and scanning. The standard holder used for 2D analysis is a cold- 
finger - Liquid nitrogen fills a container at the top of the sample holder keeping the 
sample cool.
Llabador [65] suggests the necessity of high speed scanning, allowing the heat 
to dissipate and Sakellariou [12] states the necessity for fast and ’random’ non-raster 
scanning (irradiating non-adjacent points), however, sample damage, especially initial 
damage, is unavoidable. For tomography, although migration may be a factor, sput-
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tering and shrinking, cannot be avoided. In this thesis, samples of hair have been 
pre-irradiated to ’damage’ the hair before tomographic analysis.
Of course, it is not desirable to have un-necessary dose, therefore the high geomet­
ric efficiency, beam blanking, currently being installed at the University, would reduce 
the dose considerably and improve the accuracy of on-axis STIM (due to detector dam­
age).
Results
No oxygen loss could be detected with the backing film composing of 33% oxygen 
and a large area analysed. The àosQ/pm^ is not Icnown therefore any further analysis 
regarding loss/dose can not be determined. Furthermore the effect of the speed of 
the scan on sample damage cannot be determined. The scan was at the fastest setting, 
1 Ofj,m per pixel, but the pixels overlapped (3p,m beam spot size with 256pixels covering 
a length of lOO^um) and the beam was a pencil beam therefore the current density low.
It is interesting to note there was no noticeable oxygen loss; the dose imparted 
during the search of the cells is unknown so the damage done prior to analysis is not 
Icnown. Also, with a small RBS solid angle, the counts are very low so accurate RBS 
analysis is not possible. However, STIM analysis certainly shows a change in energy 
loss. Being off-axis and with the low count rate, this can not be attributed to detector 
damage, it being more likely that there is hydrogen loss. The maxima for hydrogen 
scattering is at 15°, and with off-axis STIM there could very well be interference.
This certainly supports the use of beam blanking as a necessity but more impor­
tantly excessive changes in morphology and change in composition violates the Radon 
transformation and would produce significant aberrations in the reconstmction. As the 
initial damage from the hydrogen and oxygen loss and subsequent deformation of the 
cell, it is proposed that pre-irradiation o f the cell is a necessity.
Corrections in stopping powers in the version of SRIM from 2003 take into account 
the ehange in stopping power due to the chemical state of the sample. This is most 
noticeable with water.
5.4 Discussion
From the off-axis STIM data, the change in the stopping power can clearly be seen. 
Accurate mass loss cannot be measured due to the off-axis configuration and the fact 
that extra- and intra-cellular space cannot be separated therefore the contribution from 
the pioloform cannot be determined.
As tomography requires substantial analytical time, and since sulphur may have
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a high sputtering yield, pre-irradiation of samples would be required for tomography. 
Corrections for mass loss can be applied after the experiment.
True mapping could not be performed due to slow integration of the Faraday cup 
and the computer processing time affected the mapping considerably - any time the 
computer saved while scanning or even if the mouse was moved, the computer pro­
cessed fewer events. Moreover, true mapping requires high counts as each pixel re­
quires sufficient statistics. Ryan [66] gives a good review on developments in Dynamic 
Analysis for true PIXE mapping.
One major problem with 2D analysis is determining the ratio of backing film and 
sample ratio. Cells can be identified and the area masked when mapped. An estimate of 
the contribution from extracellular material can be estimated by analysing extracellular 
space. The backing film should ideally be thin enough not to contribute significantly 
to the RBS spectrum and contamination free so as not to contribute to the PIXE coun- 
trate. Quaedackers [67] experimented with various extracellular markers that could 
distinguish and quantify extracellular space.
The major problem is the time required and this is highly influenced by experi­
mental parameters. Moreover the accuracy of DISRA with half the optimal number 
of projections is only several percent less than the optimum number. The table below 
shows an estimate of the time required per slice using two 80mm^ detectors 10mm 
from the sample both with a Imm-thick polythene funny filter with 1% holes with a 
beam-spot size of 1 (im  and 30 pixels across. Reference values were taken from Lindh’s 
[68] analysis of granulocytes. An estimate of the countrate was produced correcting 
for X-ray attenuation and geometric efficiency assuming a disc shape.
This estimate, of course, could vary considerably. For example by doubling the 
beam spot size, thus increasing the current considerably, or using only half the number 
of optimal projections. Moreover, DISRA is discrete, limiting the bands of allowed 
values therefore this method of determining counts required may not be valid but just 
an indication. Table 5.2 gives the live time required hence does not take into account 
dead time. Moreover, the preparation of the experiment takes a considerable amount 
of time.
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Element Cone.
(ppm)
Detected
Count
Rate
Accuracy; 10% 
Counts 339095
20%
84773
30%
37677
Time Required (hours)
P 700 313 0.3 0.07 0.03
S 3000 1258 0.07 0.01 0
Cl 4000 1394 0.06 0.01 0
K 5000 1767 0.05 0.01 0
Ca 20 13.5 6.95 1.73 0.77
Cr 1 2.6 36.15 9.03 4.01
Mn 1 2.6 35.11 8.77 3.9
Fe 300 793 0.11 0.02 0.01
Co 1 2.4 39.23 9.8 4.35
Ni 1 2.2 42.54 10.63 4.72
Cu 2 3.6 25.84 6.46 2.87
Zn 35 53 1.75 0.43 0.19
Table 5.2: Live Time Required To Achieve a Certain Aceuracy in PIXE Tomography: 
Leukocyte 30/im  in diameter using a ljj,m beam spot size with a current of 200pA 
using two 80mm^ Si(Li) detectors at 90° to the beam at a distance of 10mm using a 
1mm thick Polyethelene funny filter.
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Chapter 6 
The Structure and Composition of 
Hair
6.1 Introduction
The analysis of the elemental composition o f hair has been employed in many biomed­
ical and bioenvironmental studies. Hair can act as a recorder of events; the change in 
composition can be a reflection of the effects of pollution, diet and health.
The structure of hair and the pathways of elements of interest need to be Icnown 
in order to correctly interpret the results of elemental analysis. Certain elements may 
be present in large quantities due to surface contamination however various washing 
procedures may remove these but leach other elements out of the hair.
Hair above the skin’s surface is dead tissue and only the root within the bulb is 
alive. The composition of the root is detennined by the flow of nutrients supplied by 
blood capillaries in the dermal papilla. As the root emerges from the sldn it is coated 
with water-resistant and antibacterial substances by sebaceous and apocrine glands on 
the opening of the follicles (ducts in the skin for hair).
The bulb produces the hair cells which then keratinise and die. The protein keratin, 
which gives hair its strength, is a polypeptide chain composed of most of the amino 
acids in the body, the major contributor being cystine. Cystine gives hair its high 
sulphur content.
Pigmentation is a result of melanin-containing granules secreted by melanocytes 
of the papilla and is mainly found between the keratin of the cortical cells. The colour 
is dependent on the pigment density in the granules and granule density.
The shape of hair is very much dependent on the angle of the follicles relative to 
the skin surface. Follicles at an angle to the surface produce curly hair and more oval 
in shape (very curly hair is almost flat). The type of hair, such as pubes, also affects
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Figure 6.1 : Schematic Diagram of Hair Structure 
the shape and structure.
6.2 Composition
The average composition of normal hair is given in the table 6.1.
6.3 Trace Element Functions and Levels
Elements are categorised into one of four classes depending on the levels found in the 
body. These classes are major, minor, trace and ultra-trace. The major elements are 
those present in levels higher than 0.1% in the body, minor elements between lOOfxg/g 
and 1000/xg/g, trace elements between O.Ol/xg/g and 100/ig/g and ultra-trace elements 
are present at levels below O.Ol/ig/g.
•  Major Elements C, N, O, H, S and Mg
• Minor Elements Ca, Cl, P, K, Na
• Trace Elements Co, Cr, Cu, Fe, I, Mn, Mo, Se, Zn, As, F, Ni, Si, V, Sn
6.3. TRACE ELEMENT FUNCTIONS AND LEVELS 1 1
Protein 85-93 %
Water 4-13 %
Lipids 2-3 %
ih Residue 0.23-0.8 %
Carbon 46 %wt
Oxygen 28.2 %wt
Nitrogen 13.6 %wt
Hydrogen 7.5 %wt
Sulphur 4.1 %wt
Calcium 0.3 %wt
Density 1.09 gcm~'
Porosity 20 %
note: when wet, weight increases by 12-18percent 
Table 6.1: Hair Composition
Elements can be further categorised by being essential or non-essential. The defi­
nition of what elements are essential and what are not has been suggested by many 
researchers, though Cotzias (1967) suggests the following comprehensive definition of 
an essential element:
® the element is present in all healthy tissues of all organisms;
® the concentration in these is relatively constant;
® withdrawal produces similar structural and physiological abnormalities in differ­
ent species, which are prevented or reversed by addition of the element;
© addition either reverses or prevents these abnormalities;
« the abnormalities induced by deficiency are always accompanied by pertinent 
specific biochemical changes;
® these biochemical changes can be prevented or cured when the deficiency is 
prevented or eured.
Deficiencies and toxicities of essential elements can be represented by the Dose 
Response curve but the window for ’Normal Health’ may vaiy considerably between 
elements and the boundaries are very much in dispute. Se, for example, has a very 
small window for ’Optimal Health’.
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These trace elements are often bound to and transported by carrier molecules, for 
example the metallothionein proteins. Homeostasis of these ions (the balancing of 
absorption and excretion) help to keep the levels within the healthy range.
Iyengar’s book [1] and his paper on Reference Man [2] contain estimates of trace 
element levels in various tissues o f the body, including blood and hair. The following 
is a brief overview of some of the elements detectable by PIXE in hair.
6.3.1 Sulphur
Sulphur is present in high concentrations in the body and contained in the amino acids 
methionine and cysteine. It composes about 0.2% of the body and a major component 
of keratin, the main constituent of hair. The levels of S in hair varies little in humans 
as it is a major component therefore a good indicator of the accuracy of the efhciency.
6.3.2 Calcium
99% of calcium in the body is found in bones and teeth with only 1% found in cells and 
in the blood stream although essential for many metabolic processes. If  insufficient Ca 
is in the diet Ca is taken from the bones which could lead to osteoporosis. Ca plays 
a role in hormone and enzyme production and the transmission o f nerve impulses as 
well as other functions.
6.3.3 Iron
70% of iron in the body can be found in the haemoglobin and myoglobin and makes up 
approximately 0.006 % of a normal human. The main role, through haemoglobin, is 
the transportation of oxygen. Transferrin, a glycoprotein, transports iron from places 
of iron resorption to the stem-cells in the bone maiTow to be recycled into new red 
blood cells. Ferritin stores the iron, and is found in bone marrow, liver and spleen.
6.3.4 Copper
In blood, 96% of Cu is bound to ceruloplasmin, a transport protein. Within this is the 
enzyme cytochrome oxidase that functions as electron transference in mitochondria.
The antioxidant Superoxidase dismutase (SOD) is found in the cytol of cells and 
protects the cells from superoxide radicals. These Zn and Cu containing molecules act 
as a catalyst, preventing damage due to peroxidative damage of phospholipids.
It is closely linlced to the cardiovascular system and circulation, with relationships 
with Fe and Zn. Some evidence, such as work by Campbell [69] suggests the nu­
tritional status of Cu is reflected by hair concentrations and some reviews note some
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correlation between Cu levels in some organs and in hair, but much o f this data is 
conflicting.
6.3.5 Zinc
Zinc is of great importance in the human body, essential in over 100 enzymes. From 
carbohydrate metabolism and DNA synthesis, the cardiovascular system and circula­
tion is well documented. There appears to be an antagonistic relationship with copper, 
with low levels of Cu.
Hair concentration o f Zn has been shown to increase after supplementation [70] 
and levels have been shown to be affected by medical conditions, such as epilepsy, 
although correlation of zinc levels with pollution has produced mixed results. Lower 
zinc concentrations with a higher Body Mass Index (BMI) has been observed [71].
6.3.6 Bromine & Vanadium
Bromine, although debatable whether an essential element, it has been suggested that 
levels of Br in hair may indicate the level o f exposure to car fumes. Also, excessive 
Br levels in the body have been linlced to depression and weight loss. It is found in the 
body at levels of approximately 2.9fj,g/g.
Vanadium is very similar in that, although assumed to be essential, it has unlcnown 
physiological functions although established in animals. It has also been argued that 
levels in hair are linked to car fume exposure as V is used as a catalyst in petrol. It is 
approximately 0.03fig/g of the human body.
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Chapter 7 
Instrumental Neutron Activation 
Analysis (INAA) and the University of 
Surrey Hair Database
7.1 Introduction
The elemental composition of human hair obtained from many studies at Surrey Uni­
versity over a period of 30 years has been recorded as part of the continuously develop­
ing University o f Surrey Hair database [72]. Instrumental Neutron Activation Analysis 
(INAA), using reactor neutrons, is the primary method employed for the studies in the 
database at present but it is open to contributions using any reliable analytical method.
The database is available on the internet and open to contributions and modifica­
tions and holds as much information as is available such as any medical condition of 
the person donating the hair, the washing procedure, method of analysis etc.
INAA of hair from University students is performed yearly and the results com­
pared. The technique has also been performed to complement research in many dis­
eases. The results are discussed.
INAA is both accurate and a reliable reference method for bulk sample analysis and 
considered a gold-standard method. PIXE is a surface analytical technique therefore 
contamination and the effects of washing may be more substantial (in 2D analysis) and 
the sample less representative due to the usually smaller sample size.
Pacheco [73] and Stedman [74] compare the two methods with regard to mini­
mum detectable limits (mdls) and reliability although these are for homogeneous bulk 
samples. PIXE produced lower mdls for elements P to Fe [74] but was found to be a 
less reliable method resulting in higher variability [73]. By combining both methods 
a whole range of elements can be reliably detected. Moreover, PIXE-T provides in-
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formation that INAA cannot give; the purpose is not the same, but tlie two methods 
complement each other.
7.2 Instrumental Neutron Activation Analysis (INAA)
The absorption of a thermal neutron by a nucleus leads to decay of the unstable com­
pound nucleus. Prompt 7 -rays are emitted by the (n,7 ) reaction and if  the result­
ing neutron-rich nucleus is unstable it decays through j3~ emission. If  further de­
excitement to the ground state is required, a delayed 7 -ray is emitted. This delayed 
7 -ray is of energy characteristic of the isotope and is measured using a suitable detec­
tor such as a Hyper Pure Germanium (HPGe detector) or Germanium Lithium (doped) 
(Ge(Li)) detector for the determination o f elemental concentrations.
Neutrons are not affected by the Coulomb barrier and so are easily absorbed by 
nuclei. This (n, 7 ) reaction requires no threshold energy therefore the activation cross- 
section, (7 , is high. The change in binding energy coupled with the excess kinetic 
energy of the neutron results in an excited neution-rich nucleus.
In the reactor the neutron energies vary. Fission neutrons emitted from the nuclei 
of the fuel collide with atoms distributing their energy by exciting the nuclei. These 
inelastically scattered neutrons have an energy range from 0.1 to 25 MeV. Epithermal 
neutrons have distributed much o f their energy and are slowing down to thermal equi­
librium with the surrounding moderator. Thermal neutrons are in thermal equilibrium 
and follow a Maxwell-Boltzman energy distribution around the mean thermal energy 
{E = =  ksT ). At room temperature the average velocity o f the neutrons is
2 2 0 0 m 5 “ .^ The energy of a thermal neutron is approximately 0.025eV at this tem­
perature, allowing the neutron to be absorbed by the nucleus which may lead to the 
emission of radiation - this is loiown as radiative capture.
7.2.1 The Activation Equation
When an element is placed in a neutron fluence rate, (n cm“^s“ ^), the reaction rate 
per nucleus, R (s~^), is equal to <j) multiplied by a probability-of-reaction factor known 
as the neutron microscopic cross-section, a  (cm”^). Therefore, the rate at which a 
stable nucleus is transmuted into a radioactive isotope, N a+i , is equal to;
RJ^a+1 = 4>(rNA (7.1)
However as the radioactive nucleus is formed it also decays at a rate equal to 
XNa+i , where A is the disintegration constant. Therefore the rate o f reduction of N a+i 
nuclei is:
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dNA+i
dt
hence:
— (j)crNA ~  XNa+1 (7.2)
(7.3)
After a waiting time, the sample is placed on a Ge 7 -ray detector counting for
a period, L. The number of radioactive isotopes deereases exponentially during the
waiting period therefore the number of radioactive nuclei at the beginning of counting 
is:
(1 -  J - '" )  (7.4)
and to account for the number of nuclei decaying during the counting period is:
^  _  (paNA (1  -
Fig. 7.1 shows the changes in the number of radionuclides produced produced with 
time.
The number of stable isotopes, N a , may be expressed as:
= ^  (7.6)A w
where m is the mass of the elem ent,/the fractional abundance of the isotope (frac­
tion of element which is of the target isotope), N q is Avogadro’s Number and A w  is 
the Atomic Weight.
Using the above equations combined with the calibration information of the detec­
tor, the number of counts detected can be translated back into the number of radioactive 
nuclei produced on in adiation hence the mass of the element, m.
n  _  lE^E4>(^rnfNQ ( 1  -  ( l  -^del — ■ 1 \ U • UA w  A
where Ddei is the number of counts in the full energy photopeak, 7^ is the relative 
intensity of 7 -ray of energy E, or branching ratio (the number of 7 -rays per decay), 
and is the efticiency of detector by 7 -rays of energy E.
By measuring the mass of the sample, the concentration of each element in the 
sample can thus be obtained.
After irradiation, the sample is transferred to a detector and the counts recorded. 
During this period, the radionuclei are decaying. For some isotopes, the half-life is
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very short and the initial counts can be very high (depending on the mass and cross- 
section) but also decay very rapidly therefore the waiting time (between irradiation and 
counting) needs to be short. However, the number of counts may prevent (due to high 
activity of the sample) many other elements with a lower initial count rate from being 
detected. Therefore the balance of irradiation time, waiting time and counting time 
need to be optimised for each isotope, although this is generally optimised for a group 
of isotopes of interest
The graph below. Fig. 7.1, shows the activation, decay and counts detected.
% Activated
Saturatioi Level
w%
m.
20%
Detected Counts
0%
Time
Figure 7.1: Activation, Decay and Measurement in INAA: Chart showing the change in per­
centage of activated nuclei during an INAA experiment. U is the time of irradiation, is the 
waiting time and tc is the counting time
The cross-section, 0, multiplied by the fractional abundance, f ,  is proportional to 
the inverse of the half-life, therefore short lived isotopes only require a short amount of 
time before a high percentage are produced but decay quickly. Therefore a small wait 
time is required for short lived isotopes to decay allowing medium lived isotopes to be 
detected. In fact, the optimum time parameters is given by the following equation:
U = tc = 1.8T (7.8)
where T is the half-life.
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7.2.2 Concentration Determination
To determine the concentration of an element in a sample two methods can be em­
ployed. Either rearranging and solving equation 7.7 or by irradiating a sample of 
loiown composition, a standard reference material (SRM), and taking a ratio of counts 
normalised to mass and any other differences. Preferably only the mass differs and 
only by a small amount.
Dsm   ^sm
J-'st ^st
Dsm = detected number of counts per second per unit mass for an element in the 
sample (cps/mass)
Dst -  detected number of counts per second per unit mass for an element in the 
standard (cps/mass)
Csm = Concentration of element in sample (ppm)
Cst = Concentration of element in standard (ppm)
This method reduces systematic errors due to uncertainty in the flux and detector 
efficiency etc, however there is uncertainty in the concentrations in the SRM which 
varies for each element which need to be added.
7.3 Sample Selection and Preparation for Bulk Analy­
sis
As mentioned previously, it is important to be consistent in the location of the hair 
taken and the the length fi*om the root. The uptake of nutrients can vaiy depending on 
location and period of time since growth. A sampling protocol has been established 
and used for the majority of samples collected in this database; hair samples are taken, 
using scissors, from the left-hand side of the nape, about 10mm from the scalp. The 
samples are then placed in individually labelled polyethylene bags. A record for each 
sample is made containing infoimation on age, sex, weight, hair colour, dietary habits 
(vegetarian, consumption of alcohol, smoking), nationality of the donor and any other 
factor that may be of interest.
Hair sample preparation has been a matter of great debate due to the fact that dif­
ferent treatment methods can result in changes in the hair elemental content [75]. The 
presence of exogenous material on the hair may seriously affect the results for trace el­
ement levels obtained in the analysis of unwashed hair [76]. Therefore it is important 
to remove surface contamination and minimise the leaching effects when preparing 
hair samples for analysis. This has resulted in the introduction of different hair wash-
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ing procedui'es. Using different types of detergents, organic solvents, shampoos etc 
results in differences in the capability of these materials in removing surface contami­
nants. Also there has been evidence with some washing reagents.of leaching of some 
elements from the inner structure of the hair Hence it is important to standardise a 
particular washing procedure if long-term studies are to be carried out.
The washing procedure adopted in this study is one which has been found to be 
effective at removing exogenous material, confirmed by using a scanning electron mi­
croscope to examine washed and unwashed hair samples. The procedure has become 
the protocol adopted for all hair analysis at the University. The hair is agitated for one 
hour in an ultrasonic bath of double distilled deionised water, removed and washed 
with double distilled deionised water and then dried for 24 hours in a laminar flow 
hood at room temperature. The samples are then placed in clean polyethylene capsules 
ready for irradiation.
The procedure, it should be noted, differs from that suggested by the IAEA, which 
uses Acetone and distilled water [77]. Moreover, the question over the percent of 
exogenous and endogenous levels of elements removed is difficult to determine.
7.4 Analysis
All the analysis took place at the Imperial College Reactor Centre’s Consort (II) Re­
actor, Silwood Park, Ascot, UK. Various tubes through the reactor provide different 
neutron energy spectrums and fluxes and various times of inndiation can be selected 
including a cyclic system optimized for isotopes with very short half-lives (seconds). 
The ICIS (In-Core Irradiation System) is used predominantly in the analysis of hair 
taken from students. A pneumatically driven tube pushes samples through the reac­
tor. The general time parameters used are 5 minutes hradiation, 2 minutes of waiting 
(transferring the samples to the detector in the counting laboratory) and 5 minutes of 
counting.
The thermal neutron flux provided by the ICIS (In-Core Irradiation System) is 2.4 
X  and fliis is checked periodically and normalised.
The small polythene capsules are sealed in larger tubes before irradiation. These 
larger tubes are removed after irradiation and before counting to reduce any counts 
due to external contamination. Blanlc capsules are also irradiated to determine any 
contribution from the polythene to the overall spectrum and to identify any possible 
contamination.
Gamma Vision-32 Gamma-Ray Spectrum Analysis [78] was used in the past few 
years to produce peak counts and peak error and the comparative method used to de­
termine the elemental concentrations.
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7.5 Results & Database Summary
The database includes studies on senile dementia, breast cancer [79], pregnancy [80], 
young male juveniles [81], populations from Kenya [82], Nigeria [83], Bulgaria [76], 
and also students from the University of Surrey. The current entries and format are 
shown in 7.1 and a summary of some results is given in tables 7.2 and 7.5
7.6 Discussion
As much of this analysis focussed on diseases or abnormal conditions, determining a 
reference value is very complex. For example, a large proportion of hair from elderly 
volunteers is skewed by conditions such as senile dementia. Limiting factors requires 
substantial data which is not in the database at present. The database contains some 
2000 entries, of which 1300 are individual results, the rest being averages of results. 
There is hair from over 500 people.
Although an entry for height and weight is in the database there are no values at 
present. It is highly recommended that this should be taken to verify previous work 
which has indicated a relationship with lower Zn levels and higher Cd levels.
One major problem is that for elements that are not always detected, the results are 
artificially high as only values above a minimum detectable limit are included. Dif­
ferent experimental conditions may create different thresholds therefore comparisons 
between experiments need to reflect this. For experiments with just individual results, 
there is no indication whether the element was detected or not. For the averaged re­
sults, the table 7.4 shows the percent detected and average concentration.
Although the results suggest lower levels of elements related to car fumes in the 
hair o f MSc students concentrations in 2001 compared to previous years, looking at 
all elements detected suggest an systematic error; all elements are lower apart from 
Al. The range of A1 is extremely high, ranging from 1.24 to 1800/^g/g. Some of the 
A1 results from 2002 are especially wide-ranging, skewing the results. One consider­
ation may be the preparation of hair and the water content; hair is extremely porous 
and absorbs water rapidly. This also applies to standard reference materials (SRMs) 
especially which rapidly gain weight if  not dehydrated and kept in a dry atmosphere. 
The porosity, hence weight gain, is part-dependent on the level of hair damage.
Also, the growth of hair is not constant. It may be wise to examine the bulb or root.
® Cu
Levels of Cu are much higher relative to those summarised by Iyengar, with 
lower levels in older people. However, senile dementia subjects indicate even
82 CHAPTER 7. INAA & THE UNIVERSITY OF SU RREY HAIR DATABASE 
Source Information
Required? Form at Units Notes
Organisation Yes Text
Author Yes Text
Source Yes Text
Year Yes Number
Method Yes Text
Preparation Yes Number 0 to 5 Preparation Code
Sample Mass No Text mg
Average? Yes Yes/No Y/N Average of many
measurements.
Sample Number No Number Required if  an av­
erage of results
Samples Detected No Number Required if  an av­
erage of results
Subject Information
Required Form at Units Notes
Sex No Text M or F or n/a
Age No Text
DoB No Text DD/MM/YYYY
Weight, kg No Number kg
Nationality No Text
Ethnicity No Text
Smoker? No Text Y,N or n/a
Hair Colour No Text
Shampoo No Text
Dyed hair/Permed No Text
Health No Text State of health
(good,bad etc)
Condition 1 No Text Major medical
condition
condition 2 No Text Subsection of
condition 1 , ie
severe/mild
Sample Code Yes Text Of your choosing
Element Yes Text Standard Abbreviation
Energy Used No Number keV Energy Peak used
to determine con­
centration
Concentration, ppm Yes Number
Error No Number
Standard Deviaition No Number Only for an aver­
age of results
Range - Low No Number Only for an aver­
age of results
Range - High No Number Only for an aver-
age of results
Table 7.1 : Format of Entries into the University of Surrey Hair Database
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Element Number of 
Samples
No. in Which % Detection 
Element De­
tected
Average
Concen­
tration,
Ag 376 94 25% 1.13
A1 280 2 0 1 71% 19
As 36 36 1 0 0 % 0 .6 8
Au 581 470 80% 0 .1 2
Ba 306 142 46% 7.73
Br 627 528 84% 9.91
Ca 450 343 76% 1130
Cd 36 36 1 0 0 % 3Z5
Ce 136 63 46% 0.64
Cl 450 372 82% 393
Co 176 153 8 6 % 0.27
Cr 136 1 0 2 75% 1.87
Cs 136 72 52% 0.46
Cu 450 349 77% 23^
Eu 1 0 0 50 50% 0 J 2
F 36 36 1 0 0 % 4.15
Fe 182 125 6 8 % 4627
Hg 358 264 73% 5 J6
I 438 326 74% 1.5
K 228 148 64% 935
La 136 91 6 6 % 0.56
Mg 401 267 6 6 % 254
Mn 649 314 48% 8.64
Mo 36 36 1 0 0 % 0.26
Na 630 475 75% 124
Ni 36 36 1 0 0 % 5.3
P 180 87 48% 1 0 0
Rb 48 41 85% 16.8
S 395 319 80% 27943
Sb 238 178 74% 0.26
Sc 136 1 1 1 81% 0.04
Se 356 174 48% 1.13
Sm 1 0 0 53 53% 0.03
Sn 36 36 1 0 0 % 1.08
Sr 156 117 75% 7.47
Tb 1 0 0 39 39% 0.27
Ti 136 55 40% 11.3
V 422 249 59% 0.87w 36 36 1 0 0 % 0.03
Zn 587 497 84% 1 0 0
Zr 1 0 0 15 15% 99.4
Table 7.4: Elemental Percent Detection in University o f Surrey Hair Database
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lower levels. More recent research for this group has shown high levels of Fe 
and low Zn in sufferers of senile dementia.
# Zn
The major problem with Zn analysis is the easy absorption from exogenous 
sources into the hair. Moreover, in cases of severe zinc deficiencies, hair growth 
is reduced therefore increasing the concentration of Zn in hair.
Levels have been shown to be affected by medical conditions, such as epilepsy, 
although correlation of zinc levels with pollution has produced mixed results. 
Lower zinc concentrations with a higher Body Mass Index (BMI) has been ob­
served [71], although this cannot be supported by the database due to insufficient 
data.
Hair concentration of Zn has been shown to increase after supplementation It 
is very interesting to note the agreement between the database levels o f Zn 
for young offenders and research by Torrente [84] who found relation between 
young people and concentration and levels of Hg and Pb, with decreased con­
centration with increased levels of Hg and Pb.
® As
One of the major problems in the levels o f As in hair is the method of preparation. 
Table 7.5 shows the levels of As detected after various preparation methods, as 
determined by Smith [85].
Washing Method Washing Time (mins) Arsenic (ppm)
Water 5 9.16
15 5.78
30 5.05
60* 5.03-6.21
Detergent (5%) 60 4.20-9.93
Table 7.5; Effect of Washing Method on Arsenic Levels in Hair. * Method used at the 
University o f Surrey)
Furthermore, this does not answer the percentage that is contamination and that 
originating from the body.
Chapter 8 
Preliminary Experiments
8.1 Introduction
In order to plan for the tomography experiment various experiments were carried out 
to determine various parameters and to identify any problems. These included:
® Gold Leaf Analysis - The thickness, energy loss, composition and homogeneity 
were characterised.
@ Calibration Foil Analysis - The foils used to calibrate the energy loss were ver­
ified. Fe and A1 foils are used to quickly calibrate the STIM detector as the 
energy loss through characterised foils can be determined using SRIM.
# Scanning Artefacts - Any possible lagging effects have been checked for as have 
any other distortions in the map.
® Count Rate optimisation - This has been carried out by vaiying the pulse pro­
cessing time and varying detector distance.
® Detector Calibration - The intrinsic and geometric efficiency of the Si(Li) detec­
tor are required.
© Hair Thickness/Penetration - To perform STIM-T the proton needs to be trans­
mitted through the sample with a residual energy greater than IMeV and there­
fore the initial energy needs to be set accordingly.
® Rotational Accuracy -Each slice needs to be identified and to be rotated around 
the same line-scan as well as remaining within the scan area during the analysis. 
Any rotation out of this horizontal line will seriously affect the accuracy.
® Drift/Cooling - The motor may retain heat, causing expansion. As a result the 
line scans do not correspond to the sample slices.
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As well as experimental checks, simulations and reconstructions were performed to 
verify experimental parameters. SRIM was used to determine the energy loss through 
the leaf, foils and hair and a computer phantom with the composition of hair was built, 
simulated and reconstructed.
8.2 Experimental Setup
Fig. 8 .1 shows the experimental setup. Two detectors were used during the experiment. 
It was planned to use two detectors during the tomographic experiment with one Si(Li) 
detector on the 135° port, the opposite port to where the UTW (Ultra Thin Window) 
detector is situated. This could not be implemented during these experiments as the 
detector could not be moved. No filters were available for the UTW detector therefore 
the count rate was extremely high unless the detector was pulled back considerably 
and in the shadow of the other Si(Li) detector.
Beam In and RES (ADC1)
RBS Feedthro's
* Sample
’* Top-Down Sample Holder (with coKmator and fold foU)
STIM and Faraday Cup
Figure 8.1 : Experimental Setup for Preliminary Tomography Experiments
Each of the analogue-to-digital converters were connected as follows:
• adcO: Si(Li) detector - ’sili80’ - Link Analytical6208 
Detector Area: SOmm^
Detector window: 125/im Be 
Resolution: 160eV between 5-9keV
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© a d d : RBS detector, Si 
Detector Area: 50mm^
Distance: 55mm
® adc2: STIM detector - Hamamatsu Si pin photodiode
o adc3: Ultra Thin Window (UTW) Si(Li) detector - Gresham Science Sirius 
50/SUTW
Detector Area: 50mm^
Resolution: 146eV
Beam Spot Size: 3.5(x), 4{y)fim 
Current: ~200-300pA
The beam spot size was determined using a copper grid. Lagging effects were 
checked for. The detectors were calibrated for geometric efficiency. The composition 
and thickness of the gold leaf and foils were determined. The tomographic sample 
holder, containing a strand of hair, was placed in the chamber. The collimator was 
placed behind the strand of hair. The hair was rotated to check for rotational accu­
racy, di'ift and count rate produced (STIM and PIXE) and to see if  the proton beam 
penetrated the sample.
8.3 Gold Leaf Preparation & Analysis
To perform On/Off-axis STIM, allowing quantitative STIM measurements to deter­
mine areal density simultaneously with PIXE, a collimator with a foil on one side is 
placed behind the sample in the path of the beam to scatter on-axis protons. Detector 
damage and huge count rates prevent simultaneous on-axis STIM and PIXE. The gold 
leaf was analysed and on/off-axis STIM performed providing important information 
regarding count rate, homogeneity, thickness and any potential contamination in the 
PIXE spectrum of samples due to the gold leaf and collimator.
8.3.1 Leaf &Foil Preparation
Three types of thin film were produced; one film of carbon was produced by covering a 
slide with carbon produced by a carbon arc; gold foil was produced by coating a glass 
slide with gold using a gold sputterer; 100-150nm thick 2 2 ct gold leaf was brushed 
directly onto the collimator plates. Neither the carbon film nor sputtered gold film 
survived the vacuum. Only the gold leaf was left intact and as it was easy to produce 
(in case of damage to the foil) it was decided to use this. The main disadvantages
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are the thickness relative to the sputtered gold foil (although the thickness of the gold 
leaf is unknown as the sputterer was not calibrated) and any possible contribution from 
other metals in the leaf.
8.3.2 Analysis
No on-axis STIM was performed therefore the spectrum is not calibrated fully. How­
ever by measuring the thickness of the foil the energy loss can be estimated - the leaf 
is very thin therefore the energy loss is small relative to the resolution of the detector 
and beam. Fig. 8.2 shows a median-filtered image of the foil and collimator. The aber­
rations near the edges are due to scattering from the collimator itself. The map is very 
smooth; the data itself is more revealing however.
Figure 8.2: Median-Filtered STIM Image of a Gold Leaf Scattering Foil and Collimator for 
use of On/Off-Axis STIM
Using Dan32 to simulate the fit, the estimated thickness was adjusted until the best 
fit was reached; the thickness of the leaf is ~ 1 0 0 - 1 2 0 nm, compared to the thickness 
of 150nm according to the supplier. Fig. 8.3 shows the energy loss and distribution 
of a 2.5MeV beam through 150nm thick gold leaf using SRIM computer simulation 
code [17]. The energy loss is ~12keV, and the experimental median-filtered distri­
bution is energy normalised with this distribution. The stopping power varies from 
0.0627MeU/ {mgjcm?) at IMeV to 0.04014MeU/ {mgfcm^) at 2.5MeV - therefore
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the change in energy loss is approximately 6 keV. i.e., the energy loss will be more like 
18keV.
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Figure 8.3: Comparison o f Normalised Experimental and Simulated Energy Loss of 2.5MeV 
Protons and Simulated IMeV Protons Through 150nm Gold Foil, 20000 counts
0  n  I 11 I I I 17  I 'I 'M  I I I I I I I' I I I I I I
Experimental SRIM
Counts 21685 2 0 0 0 0
Mean energy, keV n/a 2488 +- 20
Stdev 2 1 .6 8 3.99
Error in Accelerator Energy, 0.8% = 20keV 
Energy Straggling, 0.05% = 1.25keV
Table 8.1: Experimental & Simulation Beam Spread in Gold Leaf
The difference is a result of the detector resolution. It will be assumed that the 
actual detector energy resolution is 21.68keV.
From the FIXE spectrum. Fig. 8.4, there is some copper in the film as well as gold. 
This is expected as gold leaf is generally mixed with another element to help flatten it. 
The foil contains approximately 2.7% Cu.
The simulated (SRIM) and experimental (STIM) peaks are superimposed in Fig. 8.3. 
Since the experimental full energy channel is unknown, the centroid of the peaks have 
been aligned. The difference in the FWHM of the peaks suggests variations in the
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Figure 8.4: PIXE & RBS Spectra of Gold Leaf
thickness of the foil and a contribution from the detector resolution. The error in 
accelerator energy is 0.8%, equivalent to 20keV. It is assumed the energy detected 
through the foil is the full energy and calibrated accordingly, i.e. set the full energy 
peak at 3MeV, say, instead of 2.98MeV. The difference in stopping power over 20keV 
is negligible.
8.3.3 Count rate
Pontau [18] proposes an approximation for determining the uncertainty in counts re­
quired for STIM tomography, suggesting equation 8.1.
det " F  ^strag)
n (8 .1)
where I is the energy interval of the channels, agtrag is the energy straggling, aaet 
is the detector straggling, n the number of ions, a  the standard deviation. For energy 
losses of upto 60%, an approximate model of energy straggling has been suggested by 
Blauer [8 6 ] based upon experimental energy loss values through metal foils.
^Itrag ~  0.004E  ^ ( E  — E T r a n s m i t t e d ) (8.2) 
A simulation, of which more is discussed later, produced an energy straggling of
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approximately 37keV through 80/^m of hair. The detection resolution, as mentioned 
previously, is approximately 22keV. Each channel is approximately 2.7keV. The energy 
loss is approximately 1250keV therefore for an error of 2keV 570 STIM counts are 
required. This is equivalent to 14/ig/cm^. This drops to 225 for 3keV and 121 for 
4keV (28fj,g/cm?).
OMDAQ allows the user to record data even-by-event; ie, every event detected is 
recorded. The resultant listmode files (Imf’s) can be re-run generating new spectra. 
Parts of the original scaiming area can be ’masked’ therefore producing spectrum of 
only a certain area within the original scanned area. The gold foil runs were masked, 
neglecting the sample plate, to determine the STIM count rate. The beam spot size was 
approximately 3.5/im by 4.5 fim.
Counts, 
Gold Foil
Charge,
pC
Current,
pA
Counts/1 OOp A Count Rate
Runl 202049 51500 263.7 392.3 1035
Run2 347952 90500 190.3 384.5 732
Average 550001 142000 211.7 387.4 820
Table 8.2: STIM Count rate Scattering Through 150nm Gold Leaf
The masked area was just over a third of the total scanning area; this relates to ap­
proximately lOcounts/pixel which is sufficient. This will be considerably more during 
tomography due to the longer analysis time.
The most noticeable problem after the gold leaf analysis was the gold detected by 
the Si(Li) detector when acting as a scatterer when samples are analysed. The collima­
tor holder was adjusted to allow the collimator to move back before the tomography 
experiment to ensure that the whole of the gold foil is masked from the Si(Li) detector. 
The thickness and homogeneity, after superficial investigation, were found not to be 
major contributors to errors as the straggling is a minor contribution due to the high 
number of STIM counts.
8.4 Foil Analysis and STIM Calibration
To calibrate the STIM spectrum, the easiest and quickest method is to measure the 
energy loss through well characterised foils in which the energy loss is known. Two 
foils were attached to a sample plate, being a 25/im  Fe foil and a 800nm A1 foil, 
overlapping as can be seen in Fig. 8.5.
SRIM was used to determine the expected residual energy after passing through 
the foils. The peaks produced were used to fit the data. The spectrum below shows the 
experimental data compared to the expected data.
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Aluminium
Figure 8.5: A Map of Intensity in Region of STIM Spectrum, and a Median-Filtered STIM 
Image of the STIM Calibration Foils
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Figure 8.6: Experimental and Simulated (using SRIM) STIM Spectrum of Energy Loss 
Through Fe and A1 Foils. Inset: Noise in Original Spectrum
For verification, the energy loss through the gold foil was measured at two energies, 
2.5MeV and 3MeV. Thus for the two peaks, assuming a 12keV energy loss through the 
gold leaf, the spectrum can be used for calibration. These measurements, however, was 
taken over two days. Changing the ion energy was not a feasible option to perform over 
one day, therefore to calibrate STIM on one day requires the use of foils.
RBS analysis of the foils confirms the thickness of A1 - the fit is shown in the 
Appendix. A micrometer verified the thickness of the Fe foil.
8.5. SI(LI) EFFICIENCY CALIBRATION
8.5 Si(Li) Efficiency Calibration
95
The efficiency comprises of both the geometric efficiency and intrinsic detector effi­
ciency plus the filter.
• Geometric Efficiency
Figure 8.7: Figure Showing the Determination of Geometric Efficiency
The geometric efficiency is the ratio of counts directed to the detector area, ie,
G eometric E  f  ficiency, e = —4 7 r
and as shown in Fig. 8.7:
(8.3)
a =  \ /  — +
7T (8.4)
2  True a — be = 2a (8.5)
The counts produced by sulphur at two distances were normalised for charge 
and the counts compared. With a known difference in the distance of 10mm, the 
actual distances were determined by fitting to minimise the difference between
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the corrected values. The geometric efficiency was varied until the difference 
between the ratio of efficiencies matched the ratio of counts. Fig. 8 .8  shows 
the variation in the differences between the counts and determined geometric 
efficiencies as the suggested distance of the nearest detector is varied.
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Figure 8 .8 : Fitting of Geometric Efficiency: Ratio of Normalised Counts and Geometric
Efficiencies of 2 Si(Li) Detectors
Counts: 31394 2521
Charge: 1435 10967
Normalised Count Ratio: 1.6294
Distance Difference, mm: 10
Geomteric Difference 
Efficiency
Suggested Distance of Closest Detector: 35.9 0.00304
error - 0.5mm: 37.96 0.00274 0.099
Table 8.3: Geometric Efficiency Detennination
® Intrinsic Efficiency
The parameters for efficiency were taken from DAN32. The efficiency, deter­
mined by a GUPIX subroutine, of both the detector and filter were determined. 
% detection values, given for each peak, were is used to correct the peaks iden­
tified by DISRA. The values for the detector were determined separately using 
well-calibrated foils. This is a lengthy process and was therefore not done in this 
thesis.
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However, using the peaks generated by the analysis o f the gold leaf, the ef­
ficiency was verified by taking the ratio of counts and normalising for X-ray 
production cross-section giving:
X-ray Line Counts Efficiency Cross-
Section,
Barns
Efficiency
Corrected
X-Section
Correction
E rro r
Au M 950 0.96 35.7 989.6 27.71 0.82
Au L 26000 0.57 1723.7 45614 26.46 0.05
Table 8.4: Detector Intrinsic Efficiency Verification By Comparison of Gold Peaks 
(Major M peak, sum of all L peaks)
8.6 Hair Analysis
An untreated strand of hair was placed in a glass capillary, which in turn was placed in 
a hypodermic needle. The needle was placed in a motor placed on the bottom of the 
chamber.
8.6.1 Penetration
The minimum median residual energy observed, assuming the measured energy to be 
2.5MeV (although in the actual measurement the beam had passed through the gold 
foil), is approximately 640keV. By saving a median-filtered STIM image of the hair, 
the lowest energy was measured. Below IMeV nuclear stopping power increases; the 
residual energy is then less dependent on the electron density, therefore mass density 
errors increase. The thicloiess of the hair was approximately 80/im. With a 3MeV 
beam the residual energy is above the IMeV recommended threshold.
8.6.2 Rotation
A miniature spirit level was used to ensure the sample rotated flatly, although this 
needed to be verified experimentally.
One image was obtained as the sample was rotated by 90° every 10 seconds. By 
splitting this up in time, separate images were produced. The top of the hypodermic 
needle was observed not to move up and down.
Aluminium was observed due, it is presumed, to the protons scattering onto the 
collimator plate. This is supported by the lack of attenuation which would be visible 
if  coming ffom within the hair. Using the new collimator holder, the Si(Li) detector 
can be moved forward and prevent interference. The collimator plate could not move
98 CHAPTERS. PRELIMINARY EXPERIMENTS
sufficiently back and so the Si(Li) detector hit the side of the plate. One suggestion 
might be to use carbon tape on the plate; contamination might still be present but the 
count rate would decrease (A1 has a high X-ray production cross-section)
8.6.3 Lag Effects
The scan was on the fastest possible setting, namely 1 Ojis pulses with no rest time be­
tween pixels. Measuring any lag effects is extremely useful for on-axis STIM tomog­
raphy. There did not appear to be any significant lag effects - depending on whether 
the beam is scanned up or down. Fig. 8.10 shows the difference between the average 
of 33 slices for median STIM channel along the edge of a collimator, highlighted in 
Fig. 8.9. If any lag was present, the average median STIM channel would be expected 
to differ depending on whether the scan were up or down.
Alternate line scans were added together to check for lag, ie, every second line was 
added together as they were scanned in the same direction. The difference between the 
sums of adjacent pixels were compared, with the hope that this might indicate visually 
any lag. Also, the pixels from alternate lines were compared.
Figure 8.9: Section of MAP Used to Determine Data Acquisition Lag.
There appears to be considerable changes in the end in the values of median chan­
nel. A knife edge would be more appropriate to gauge more accurately the amount of 
lag however the results show a significant lag at boundaries.
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Figure 8.10: Profile of Average Median STIM Channel Along the Edge of A Collimator
8.7 Count Rate Optimisation
Due to the high content of sulphur, data acquisition for PIXE tomography for this 
element is relatively fast. The count rate, however, is dependent on the thickness of 
the sample and X-ray attenuation from the beam position. To maximise the count rate 
and therefore minimise fluctuations in deadtime, it is desirable to process each event 
as quickly as possible.
A ’smart’ scanning system able to identify ’blank’ pixels by low count rate has been 
implemented in some places, such as in Melbourne (The Micro-Analytical Research 
Centre, The University of Melbourne) and would be an advantage in future. Due to the 
scanner scanning 256 pixels by 256 pixels, extra time is required to take into account 
the dwell time on these pixels, although this is very fast relative to those masked. For
100 CHAPTERS. PRELIMINARY EXPERIMENTS
the files to be read correctly by the reconstruction program the sweep of the image is 
only made once therefore dwelling on the pixels of interest for a relatively long time; 
the extra pixels would not take a significant amount of time relative to the time spent 
on pixels containing the sample.
In the example, the count rate was very high. By adjusting the pulse processing 
time (down to 1 from 3 - 3/is to lO/is), it was hoped that dead time (DT) would not 
be a significant contribution to analytical time - the detector can be pulled back if 
necessary.
Of course, overall time for tomography depends on the beam spot size, width of 
hair, rotational accuracy etc, but this is an indication of what can be achieved.
An area of just the hair was masked representing 33% of the 4.04% originally 
masked during the analysis. Thus the hair only occupied 1.35% of the space.
Figure 8.11: Masking of Hair Image: a) Mask of Hair, b) Median STIM Image of Scan
Time, s Counts Masked Charge, Current, pA Count Rate Counts/1 OOpA
___________________ pC_________________________________________________________
426.7 65000 96300 225.7 152 67.5
Table 8.5: Determination of Sulphur Count Rate in Test Hair
However, if the original scan only occupied 4.04% of the space, then the time spent 
dwelling on pixels outside of the region of interest needs to be taken into account. The 
dead time for the original scan is 24%. Unfortunately this information is lost when 
re-analysing masked areas. It is likely that, since most counts are due to S, that the 
DT when on the hair is significantly greater. The pulse processing time was set to 3 
(equating to approximately 30fis).
The table below shows the increase in detector resolution with a decrease in pulse 
width.
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Puise Setting Puise Width, / i s  Det Resolution, keV
1 10 174 ^
2 20 207
3 30 248
Table 8 .6 : Detector Resolution with Pulse Width
Since it is the determination of total counts in the peak that is required by DISRA 
only, it could be argued that if  the peak is distinguishable from other peaks then resolu­
tion is not a significant problem. Certainly the sulphur peak is not greatly overlapping 
other peaks and peaks of higher energy are more distinguishable with few overlapping 
peaks.
8.8 Simulation & Reconstruction
8.8.1 Beam Broadening & Energy Loss
SRIM was used to simulate the broadening of 3MeV proton beams thi'ough SOfim 
of hair based upon the composition given in the previous chapter. SRIM saves the 
position, trajectory and energy of all the protons. As the simulation assumes a point 
source the distribution was convoluted with the beam. The beam is assumed to be 
Gaussian in shape with a FWHM of 4.3/im, the beam spot size used in the tomography 
experiment.
The average residual beam energy is 1.75MeV therefore considerably above IMeV.
The percentage of protons outside the optimum pencil beam is 22% at the end of 
the sample. However this compares with 14% with the original Gaussian beam. These 
protons, moreover, are slower therefore the X-ray production cross section is lower.
Fig. 8.13 shows the normalised spread of the protons. Since the FWHM of the 
beam spread is only ~  1.3/zm, the effect on such a large beam is negligible.
For the spatial resolution at present, this is not a problem. For On-Axis STIM the 
effects of beam spread can be minimised by reducing the STIM detector solid angle. 
In On/Off-axis configuration, however, the solid angle of the scattering foil determines 
the proportion of protons that are scattered onto the detector. The hole in the plate is 
1mm and set back by 10mm, giving an angle of 1.5°.
However for such thick samples with a sub-micron beam, a simple model, distribut­
ing the beam to surrounding pixels would be desirable in the simulation. However as 
the beam is spread the X-ray production cross-section decreases as the proton energy 
loss decreases. The percent of X-rays produced outside of the pencil beam is a com­
bination of the beam spread, the original beam profile and the change in cross-section.
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Figure 8.12: Results of SRIM Simulation: Energy Loss and Beam Spread
This is dependent on the element, with higher energy X-rays having a greater differ­
ence in X-ray production. This is discussed further in the Discussion.
Beam broadening models have been proposed before. It is noted by Michelet [20] 
that experimental values considerably underestimate the spread by up to 40% when 
comparing SRIM and experimental data, however this may be due to scattering at the 
interface as the protons leave the sample.
The major problem concerns the few counts produced by the beam at each projec­
tion. There are so few counts that the distribution is unknown. By defining areas, using 
discreet bins of values, there may be no need to introduce a model of beam broadening 
as DISRA enhances the boundaries.
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Figure 8.13: Convoluted Beam Profile After Beamspread Determined using SRIM
8.8.2 Tomographic Simulation
To estimate the optimum number of projections and time required, a phantom of hair 
was built based upon reference values and an estimate of the count rate. However to 
look at the effect of spatial accuracy in the reconstruction the elements are distributed 
into five areas in the tomogram.
A computer phantom is generated and the experiment simulated using sptsimulation. 
This is then used as real data and fed into DISRA. However, the simulation does not 
take into account secondary fluorescence or beam broadening.
The phantom is split into five materials; the first material is bulk material containing 
the major elements, C, N, O and H in a ratio given in chapter 6 (C: 46%, N: 13.6%, O: 
29.2%, H: 7.5%) while the other 4, in four small columns, contains the matrix elements 
and Ca, Zn, Fe and S in varying concentrations and mass density given in table 8.7. 
The experiment is simulated over a different number of projections over 360° and the 
accuracy compared.
Reconstruction parameters have been changed to investigate the effect and also 
the accuracy of the simulation is changed to investigate the affect on the resultant 
projection data.
Although the simulation to produce the real data is optimised, the parameters that 
can be altered are:
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Figure 8.14: Image of Computer Phantom
EXPERIMENT TYPE - PIXE # STIM_ONLY, PIXE_NOATT, PIXEPROJECTION ANGLES - 100 # p e r d e te c to r?ANGLE RANGE - 360 #PROTON BEAM ENERGY - MeV 3 .0  #CHARGE PER PIXEL - pC 500 .0  #PROTON BEAM WIDTH - um 2 #PROTON BEAM HEIGHT - um 2 #SCAN PIXELS WIDTH - 64 #SCAN PIXELS HEIGHT - 64 #ENERGY LOW - keV 1 .0  # low er l im i t  o f  SiL iENERGY HIGH - keV 2 0 .0  # upper l im i t  o f  SiL iSILI DIAMETER - mm 1 0 .1  # d e te c to r  d iam eterSILI DISTANCE - mm 1 1 .0  # sp ec im e n -d e tec to r di s ta n c eSILI ANGLE - deg 90 # d e te c to r  an g le  r e l .  p ro to n  beamDETECTOR TYPE -  AREA # POINT, LINE, AREADETECTOR AREA SIZE - 1 .0  # b e s t  r e s u l t s  = 1 , f a s t e r  > 1XRAY STEP SIZE -  1 .0  # b e s t  r e s u l t s  <= 1 , f a s t e r  > 1PROTON STEP SIZE - 1 .0  # b e s t  r e s u l t s  <= 1 , f a s t e r  > 1
Figure 8.15: Input File of Simulation of Computer Phantom
•  Number o f  Projections
•  Charge per Pixel.
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® Simulation StepSizes
These parameters were adjusted to determine the affect on accuracy.
8.8.3 Reconstruction & Results
The phantom is composed of five regions (regions 1 to 5), and table 8.7 shows a selec­
tion of reconstructed values for each region for different parameters.
The accuracy of the simulation can be altered. The number of pixels the detector 
is split into can be chosen and the calculations can be made over a number of pixels. 
These are set by DETECTORJSIZE, X -R A Y^TE P ^IZE  and PROTON STEP SIZE.
The profiles along the edges can be viewed and the deterioration in boundaries 
can be seen. The values in region 1 indicate this, where elements are present in the 
reconstruction - they have spread out o f other regions. The value set for the bandwidth 
shows the large dispersion when set to 0.1.
8.8.4 Computation Time
For 500pC per voxel this corresponds to approximately 2s per pixel if  a 2jj,m beam spot 
size at 250pA is used. With a scan area of say 50 pixels each line would take 100s. For 
25 projections this is equivalent to 2500 seconds. In reality this is approximately one 
hour per slice including deadtime etc.
By far the major calculation comes fi’om determining the X-ray attenuation. DISRA 
allows three choices of reconstruction: STIM, PIXE with no attenuation calculations, 
and PIXE.
The time dependency of these using an Athlon XP 2600 with 768MB of RAM 
using Mandrake Linux are shown in table 8.8. The computer time dedicated to the 
simulation varies and below is just a rough guide but clearly shows the dependencies.
The number of areal components that the detector is split into increases the time 
considerably. A rough estimate of the maximum number of exit voxels was determined 
for the tomography experiment and the DETECTORSIZE set accordingly.
8,9 Discussion
DISRA has already been tested and it is not the purpose in this thesis to show the 
accuracy etc of DISRA. To prepare for a real experiment a model has been built to test 
whether the results will be accurate for a given charge per pixel.
What is already known is that it is the most accurate, and most time-consuming, 
reconstruction method for PIXE-T which has been shown to converge accurately with
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Figure 8.16: Reconstructed Images of Computer Phantom using DISRA
only half the number o f optimum projections.
DISRA has been shown to reproduce accurate density values using STIM-T for 
regions for which the composition is the same as the given a-priori composition even 
if the other regions are not the same [12]. The time for STIM-T reconstruction is 
only one or two minutes for total convergence and only a little more when no X-ray 
attenuation calculations are used for PIXE-T reconstruction.
To reduce computing time, trace elements can be computed separately as the af­
fect of X-ray attenuation is less. With knowledge of the major and minor elements 
the stopping powers and attenuation need only to be calculated once. This is a signifi­
cantly quicker method. Parallel computing offers a large reduction in computing time 
required. The program is being modified by Arthur Sakellariou, author of DISRA, to
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Figure 8.17: Profiles of Reconstructed Phantom Data. Profile of sulphur across the phantom 
with the bandwidth set at 0.1 (yellow), 0.5 (Blue) and 1 (Red)
allow it to run on MPI clusters.
Furthermore, one aspect of reconstruction is the number of iterations required. The 
initial concentration of each element is set at 0.125/ig/g or normalised if more than 
eight elements. This is corrected by up to 100% (ie, half the value) with each iter­
ation. This means sulphur converges quickly however trace elements such as zinc 
converge much more slowly as it takes several iterations for low values to be reached. 
Moreover noise for sulphur may increase with further iterations. In order to converge 
more quickly and for noise not to increase for elements that have already converged it 
may be more appropriate for the reconstructions of the major and trace elements to be 
performed separately. By reconstructing major elements separately the resultant tomo­
gram can be used as a local a-priori phantom of matrix composition for reconstruction 
of trace elements. sptJnitialise was adjusted for the second reconstruction so that the 
initial composition was 0.0125/ig. This made the convergence quicker for trace ele­
ments and moreover trace elements are less affected by X-ray attenuation. As such, 
simulation parameters could be de-optimised especially as the major elements had al­
ready been determined so the initial X-ray attenuation calculations are more accurate.
One of the ways to view data is the distribution of values. Fig. 8.19 shows the 
distribution of voxel values for a STIM-T reconstruction of the phantom. There are 
low values that are visible in the reconstruction. These artefacts, seen at the edge of
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Figure 8.18: The Average Difference in Weight Fraction of Voxels Between Tomogram and 
Phantom
the reconstructed images in Fig. 8.16, are identified and omitted when determining 
the total weight fractions in the sample etc. The regions of the phantom are used to 
generate a mask which select regions in which to analyse the resultant tomograms. 
This is discussed further in the Discussion chapter.
There are large variations in the tomograms where the bandwidth is set to 0.1 and 
1. A bandwidth of 0.5 yields the lowest variation in regions.
It is interesting to view the lack of difference in the distribution of values between 
100 projections and 25 projections. The optimum number of projections should be 60 
projections ( |  x pixels) with a 2/im beam spot size yet there is little difference in the 
distribution of values.
At 500pC per pixel, equating to approximately 2 second per pixel, the overall re­
constructed concentrations of trace elements is accurate and the boundaries are sharp. 
However there is high variation for some elements in these regions. Thus in effect the 
spatial resolution is compromised. This is discussed further in chapter 10.
By assuming 500pC per pixel with the same conditions, the number of slices pos­
sible within a certain amount of time can be determined. The higher number of slices 
would be desirable to view the variation along the hair and in order to determine X-ray 
attenuation more accurately.
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Figure 8.19: Chart of the Distribution of Density Values in Phantom and Reconstructed To­
mograms after 5 Iterations with 25 ,50 and 100 Projections
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Projections Sim.
Par.
Density (g/cm3) S Ca Zn
Region 1 1.09 0 0 0
100 proj 2,2,2 1.0563 (4.3%) 0.0005 (160%) 0.0003 (233.3%) 0.0001 (100%)
25proj 4,4,4 1.0326 (11.8%) 0.0004 (200%) 0.0003 (233.3%) 0.0001 (100%)
b/w=0.5 3,3,3 1.0327 (11.8%) 0.0004 (200%) 0.0003 (266.6%) 0.0001 (100%)
2,2,2 1.0327 (11.8%) 0.0004 (200%) 0.0003 (266.6%) 0.0001 (100%)
1,1,1 1.0326 (11.8%) 0.0004 (200%) 0.0002 (300%) 0.0001 (100%)
b/w: 1 1.0309(11.9%) 0.0003 (200%) 0.0002 (350%) 0.0001 (100%)
0.1 1.041 (11.7%) 0.0025 (36%) 0.0013 (107.6%) 0.0001 (100%)
Region 2 1 0.08 0.006 0.0003
lOOproj 2,2,2 1(0%) 0.0827 (13.5%) 0.0059 (10.1%) 0.0003 (0%)
25proj 4,4,4 1.0034 (3.5%) 0.0807 (19.9%) 0.0055 (16.3%) 0.0003 (0%)
3,3,3 1.0034 (3.5%) 0.0854(16.9%) 0.0059 (11.8%) 0.0003 (0%)
2,2,2 1.0034 (3.5%) 0.0841 (14.8%) 0.0059 (11.8%) 0.0003 (0%)
1,1,1 1.0034 (3.5%) 0.0742 (13.6%) 0.0054 (11.1%) 0.0003 (0%)
b/w: 1 1.0034 (3.5%) 0.081 (36.7%) 0.006 (15%) 0.0003 (0%)
0.1 1.0034 (3.5%) 0.0619 (22.9%) 0.0048 (22.9%) 0.0003 (0%)
Region 3 1 0.08 0.006 0.0003
lOOproj 2,2,2 1.0026 (1.7%) 0.0831 (15.7%) 0.006(11.6%) 0.0003 (0%)
25proj 4,4,4 1 (3.8%) 0.0795 (18.8%) 0.0055 (14.5%) 0.0003 (0%)
3,3,3 1 (3.8%) 0.0849 (16.3%) 0.006 (11.6%) 0.0003 (33.3%)
2,2,2 1 (3.8%) 0.0836 (15.7%) 0.0059 (11.8%) 0.0003 (0%)
1,1,1 1 (3.8%) 0.0737 (14.7%) 0.0054 (11.1%) 0.0003 (0%)
b/w: 1 1 (3.8%) 0.0814 (34.3%) 0.0061 (16.3%) 0.0003 (0%)
0.1 1 (3.8%) 0.0646 (19.1%) - 0.0046 (26%) 0.0003 (0%)
Region 4 1.2 0.08 0 0
100 proj 2,2,2 1.1793 (5.2%) 0.0839 (13.9%) 0(0% ) o(o%o25proj 4,4,4 1.2235 (4.4%) 0.0809 (18.2%) 0(0% ) 0(0%,)
3,3,3 1.2236 (4.4%) - 0(0% ) o(o%o2,2,2 1.2236 (4.4%) 0.0847 (16%) 0(0% ) 0(0% )
1,1,1 1.2236 (4.4%) 0.0758 (14.3%) 0(0% ) 0(0% )
b/w: 1 1.2241 (4.3%) 0.0832 (33.4%) 0(0% ) 0(0%,)
0.1 1.2263 (4.4%) 0.0668 (16%) 0(0% ) 0(0%,)
Region 5 0.6 0.08 0.006 0.0003
100 proj 2,2,2 0.6287 (6%) 0.0805 (17%) 0.0061 (11.4%) 0.0003 (0%)
25proj 4,4,4 0.6119(13.4%) 0.0809 (26.3%) 0.0056 (19.6%) 0.0003 (0%)
3,3,3 1.2236 (4.4%) 0.0868 (16.4%) 0(0% ) 0(0% )
2,2,2 0.6113(13.4%) 0.0815(17.9%) 0.0062(16.1%) 0.0003 (0%)
1,1,1 0.6127 (13.3%) 0.0739 (18.1%) 0.0055 (14.5%) 0.0003 (0%)
b/w: 1 0.6109 (13%) 0.082 (37.4%) 0.006 (36.6%) 0.0003 (0%)
0.1 0.6142 (13.3%) 0.0594 (35.1%) 0.0047 (25.5%) 0.0003 (0%)
Table 8.7: Tomographic Reconstruction Results of a Phantom with Various Recon­
struction Parameters. The first line in each region gives the actual values of the phan­
tom. Results Format: Weight Fraction (Fluctuation). Simulation Parameter Format: 
a,b,c where a-detector step size, b=X-ray step size, c=proton step size, b/w = band­
width
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Time Taken, s No. of Detector Segments
STIM only 1 -
PIXE - No Attenuation 5 -
(4,4,4) 44 45
(3,3,3) 74 69
(2,2,2) 101 177
(1,1,1) 1617 673
(3,1,1) 175 69
(4,1,1) 122 45
Table 8.8: Time for Simulation of Phantom with Various Parameters, [format: (a,b,c), 
where a=detector step size, b=X-ray step size, c=proton step size]
112 CHAPTERS. PRELIMINARY EXPERIMENTS
Chapter 9 
Tomography of Hair
9.1 Introduction
3D mapping of a section of hair was performed. A number of elements were detected 
and concentrations determined using conventional 2D analysis. Of these elements Si, 
S, Cl, K, Ca, Fe and Zn were reconstructed to varying degrees of accuracy using the 
DISRA package.
Several problems were encountered; due to a lack of time and a low ion source 
the experiment was limited in the number o f projections. The sample chamber is quite 
small and it was found to be difficult to place the sample holder into the chamber 
and into the correct position. This took time and indeed during the investigation the 
sample holder was knocked by the collimator holder causing the hair to rotate off axis 
however it was still possible to map the sample. Although there were problems the 
reconstruction was still possible and the time of analysis was considerably shorter than 
for any other PIXE-tomography experiment.
9.2 Hair Preparation
A strand of hair was taken from the same position as the INAA protocol; i.e., from 
the nape of the neck. The hair was curly dark brown hair approximately 80/^m in 
diameter. As mentioned in chapter 6 curly hair is not round but oval as can be seen by 
the variation in thickness in Fig. 9.1.
The hair was unwashed and untreated in any way therefore there were no coneems 
regarding leaching or degree of washing. Tomography aids in identifying any surface 
contamination which can then be removed.
The strand of hair was inserted into a glass capillary which in turn was inserted 
into a hypodermic needle. Superglue was used by smearing some at the entrance o f the
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Proj 13
Proj 7
Figure 9.1 : STIM Maps of Hair from Different Projections. The two maps show a difference 
in hair thickness as seen from different angles
Figure 9.2: Photograph of Hair with a Thickness of Approximately 120/im
capillary and needle. The glass capillary was inserted deep into the needle to ensure 
straightness. The needle was inserted into the shaft of the sample holder and the sample
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was rotated under the microscope to eheck how accurate the rotation around the eentral 
axis was. This, on several oceasions, worked very well, as can be seen in Fig. 9.3.
Figure 9.3: Two Sulphur Maps Taken as Hair Rotates.
The left image is of two seans superimposed after a seetion of the hair was masked 
and then rotated as data was collected. The dwell time on each pixel was 10/is and the 
hair totated 30° every ten seconds. The right hand map is a map taken when a strand 
of hair was rotated during the analysis.
9.3 Chamber Set-Up & Experimental Parameters
Fig. 9.4 shows the ehamber configuration. An S0mm3 Ortec Link Analytical Si(Li) de­
tector was used at 270° to the beam. A Imm-thick polythene funny  filter with 1.06mm^ 
holes was placed on the deteetor. A Si Surface Barrier detector was placed at a distance 
of 60mm and at an angle of 30° above the beam. A Hamamatsu Si pin photodiode was 
used for STIM.
The grid, eollimator and foils were placed on a standard 2D top-down sample 
holder, as shown in Fig. 4.6
The table 9.1 shows the experimental eonditions.
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Beam  In and  RBS Detector
Si(Li) Detector
-RBS Feedthro 's
Sam ple
‘Top-Down Sam ple Holder 
(with collimator and gold foil)^  STIM and  Faraday Cup
Figure 9.4: Chamber Set-up for Tomography Experiment
9.4 Procedure
9.4.1 Determining the Focal Point
The sample and tomographic sample holder is placed in the chamber without a vacuum. 
The motor is checked to ensure it rotates in the view of the microscope and positioned 
in the approximate path of the beam. The microscope is adjusted until the sample 
holder is in focus.
The Tomographic Sample Holder is removed and the 2D Sample Holder with lu­
minescent material, a piece of quartz and a copper grid is placed in the chamber and 
positioned back and forth until it is in focus hence in the same plane as the hair.
9.4.2 Scan & Beam Spot Size Determination
The beam was scanned across a copper grid, shown in Fig. 9.5, with a known bar 
spacing. The calibration of the scanning amplifier can be verified by counting the 
equally spaced bars in the map.
The scan size is reduced and the beam profile is taken; two line scans are per­
formed, one vertically and one horizontally as marked in Fig. 9.5. The intensity of Cu
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Current 500-900 p A/pixel
Beam Spot Size 4.3 fim
Pixels 256
Scan Size 1100 fim
Projections 25
Time 178 minutes
7.1 minutes/projection
Slices 14
Table 9.1 : Experimental Parameters for Tomography Experiment
Figure 9.5: Left: Copper Intensity Map, Right: STIM Map of a Copper Grid With Line Scans 
for Beam Spot Determination
counts is displayed and the beam spot size determined. Fig. 9.6 shows how a peak is 
created as the beam scans over a bar. Treating the beam as gaussian, the beam spot 
size is the difference between <j% maximum intensity and \-a%.
It was intended to use a square beam spot however the vertical size is affected by 
vibrational noise and it was found to be very difficult to keep a steady beam current and 
spot size. The scarming area is set to match the square beam, avoiding any overlapping 
of pixels i..e. Scanning Area = 256 x pixel size. Unfortunately, the central axis of the 
scanner could not be adjusted as it meant the chamber would need to be opened and 
there was no time to do so. The hair also rotated outside the desired scanning area. 
Due to the very short amount o f time avaialable, the scanning area was set at 1100/im, 
thus producing a pixel size of 43fim  although the beam spot size was 4/zm. This is 
discussed further in the next chapter.
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Figure 9.6: OMDAQ Screenshot of Beam Spot Size Determination. The profile of counts as 
it is scanned across a Cu bar vertically and horizontally is displayed
9.4.3 STIM Energy Calibration
The calibration is described in the previous chapter. The STIM detector has 2048 
channels and each channel has a width of 2.67keV. Therefore the detector measures 
proton energies up to approximately 5.5MeV. The energy loss through the A1 and Fe 
foils were measured and the generated peaks used to calibrate the STIM spectrum.
9.4.4 Collimator Placing
Once the beam spot size is determined the tomographic sample holder is placed in the 
chamber. The collimator is placed into the chamber and moved until just behind the 
sample. The chamber is brought down to vacuum, down to the order of 10~® Pa, and 
the sample is scanned and the STIM images are used to adjust the collimator until the 
hair is in the middle of the collimator.
9.4.5 Rotation and Penetration
Ideally the hair should be made to rotate around the centre of mass both reducing aber­
rations in the reconstruction and reducing the analysis time by reducing the scanning 
area. The hair is also checked to see if the median residual energy is above IMeV. This
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is complicated by the oval shape o f the hair.
Using the matrix composition as described previously a SRIM simulation was per­
formed to estimate the optimum proton energy. A 3MeV proton beam was chosen 
producing a measured distribution of median values as shown in Fig. 9.7
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Figure 9.7: Smoothed Distribution of Median Energy Loss Values from the Tomographic 
Analysis of Hair
The hair was knocked by the collimator holder causing the sample to rotate over a 
wide range and not the centre of mass. An algorithm spa-align adjusts the sinogram 
therefore the median value of energy loss for each projection, providing an estimate of 
the centre of mass, fits a sinusoidal wave around the central pixel.
9.4.6 Contamination and Sample Damage
Due to the analysis time available only a small section of the hair could be analysed 
therefore a suitable short section of the hair needed to be chosen. A section just above 
the glass capillary was chosen. There was no contamination visible on STIM images 
as the hair rotated.
Some contamination from the superglue may be observed; however the section 
chosen was approximately 0.4mm from the top of the glass capillary and above any 
ambiguous area.
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The hair was irradiated to see if  there was any noticeable change in matrix ele­
ments. The trace elemental concentrations and matrix elements were measured. Cor­
recting for damage is discussed in the next chapter.
9.4.7 Tomography Experiment
24 projections of approximately 12-14 slices were taken in total. Since the rotation 
was not around the central axis, a new scanning area was produced for each scan to 
limit time wasted on empty areas. The scarming areas were drawn manually and the 
collection was stopped manually after no S counts were observed - this is on the same 
side as the detector therefore minimal attenuation at the edge of the sample is obtained. 
To be read into DISRA correctly the scan could only dwell on each pixel once thus the 
dwell time was chosen to be Is although this was subsequently reduced to 0.8s prior to 
projection 17 to speed up the acquisition time. As the current varied throughout, this 
was not reflected by the charge per projection.
The total live time for the experiment was 178 minutes. However the experiment 
took many hours more in preparation and setting-up.
Table 9.2 shows the following information; charge, charge/pixel and deadtime for 
each projection. The first projection (projO) became corrupted and proj 10 scanned 
the wrong area due to a bug in OMDAQ. There was not enough time to complete all 
projections therefore proj23 was omitted.
The charge varied throughout the experiment, with high plateaus at the beginning 
and midway through the experiment as shown in Fig. 9.8. As the experiment was time 
triggered this led to varying accuracies per projection and hence per pixel.
9.5 Tomographic Reconstruction
All the files were converted into evt files as described previously. The reconstruction 
was performed on an Athlon XP 2600 computer with 768MB of RAM running Linux 
Mandrake.
Pre-Processing
Fig. 9.9 illustrates some o f the steps used to pre-process the data. Further explanation 
can be found in chapter 3. A file Angles provided the angles of the projections. Some 
projections were missing therefore this was necessary.
STIM data was processed as described in chapter 3. The data was median filtered 
and noise removed and the shape of the sample identified. spaMÏign corrects the po­
sition of the data is several steps. The data is shifted to the middle of the projection
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Figure 9.8: Chart o f Charge Change During Tomography Experiment
and during the reeonstruction, prior to EBP, each line of the sinogram is adjusted so 
the rotation of the centre of mass is aroimd the central axis of the sinogram.
For FIXE pre-processing the following steps were taken:
• Peak Identification: mp-extractspectrum & pt-deconvolute were used to iden­
tify the major peaks. Due to the increase in detector resolution the program 
was rewritten to accept greater peak-widths than standard therefore substantial 
overlap of peaks occurred. Fig. 9.10 shows the peak fit and peak descriptions.
The Si K escape peak is situated below the S peak, and many peaks are merged. 
However the S peak is considerably larger than surrounding peaks and the back­
ground relatively small.
A large Au peak is identified. Fig. 9.11 shows that the gold foil of the collimator 
is still contributing to the PIXE spectrum. These peaks are simply ignored. The 
S peak generates a Si K escape peak and also masks the Cl peak. The Cl peak 
can be identified. A weighting system for each channel separates the Cl and S 
peaks when mapping the counts.
The peaks are saved to a file, shown in Fig. 9.12
• Elemental Distribution: The program pt-map-elements distributed the elemental 
counts the width of which is determined by the peak files. As the background in 
elements Cu, Zn and Fe was substantially less, and due to the lack of counts, the 
background counts was set to zero while it was set to 1 for the major elements 
Si, S, Cl, K and Ca.
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Charge Normalisation
/
Adjust Sinogram around CoM
Move, Duplicate and Stack
Figure 9.9: Preprocessing Steps of Tomography Data
•  Voxel size set in the header of projection file: {m6 4 )reprocess)
• Data shifted to central axis: spa-align.
•  Spikes removed high values above 1.5 times the value of the pixels either side 
are replaced by the average of either side.
•  Charge Normalisation. The PIXE data were normalised as described in chapter 
3.
On one projection the mouse was moved - this occupied the computing time and 
left a streak in the map where little data was collected.
• Efficiency Normalisation. Each peak was normalised for detection efficiency,
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Figure 9.10: (Log) Spectrum of Major Peaks Identified in Tomographic PIXE Spectrum
Max Counts
Figure 9.11: OMDAQ Map of Counts in Au K Peaks. A high number of counts can be seen 
either side of the hair produced by the gold scattering foil
as described in the previous chapter. This includes both filter and detector effi­
ciency.
• Duplicating & Stacking Data: To accurately determine X-ray attenuation the 
data were duplicated and stacked as shown in Fig. 9.9.
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# "evt" file pre-processing.
#
# Gaussian peak information of file: measuredP.evt
# Four columns - amplitude , centroid , sigma , element
#
# T Y P E : PEAKS 
^ E L E M E N T S :?
 ^ Centroid Area Counts Channel Atomic No.
10114.918 420.59 14.46 14
137270.969 504.64 16.17 16
7716.708 552.52 12.21 17
3575.432 653.86 15.32 19
4168.542 710.2 14.53 20
905.111 1113.77 10.4 26
933. 3^ 25 1447.86 12.12 30
Figure 9.12: Output File of Hair Spectrum Peaks.
• Smoothing: Areas in the projection appeared to be speckled where some pixels 
have no data at all. Even if charge normalised, there is no data to multiply. There 
may have been times the computer was occupied. Thus the projection data was 
median-filtered:
spa smooth 2D measuredP.dat 1 median measuredPsmoothed.dat
The median value of a pixel and it’s nearest neighbours were used as the new 
value. Thus blank values were replaced with the median value of the three pixels.
Reconstruction & Simulation
The matrix composition was determined using Dan32 with analysis of the whole to­
mographic data. The composition was determined to be C 79%, N 1% and O 11%. 
An estimate of H was added of say 2% - this assumes approximately a third of H was 
lost through sample damage. This is roughly the same as the oxygen loss. The loss of 
matrix elements is discussed later in the chapter.
To simulate the X-ray attenuation the trajectory of the X-ray through the hair needs 
to be accurately modelled. As only a thin slice of hair was analysed, approximately 
50//m in height, data above and below this section is missing. If no corrections are 
applied the space above and below will be treated as vacuum. The detector has a
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Element Efficiency M ultiplication Factor
14 0.39% 255
16 0.85% 118
17 1.09% 91.3
19 1.73% 57.7
20 3% 33.3
26 46.21% 2.16
28 61.32% 1.63
30 69.77% 1.43
Table 9.3; Efficiency Corrections in PIXE Tomography Spectrum
radius of roughly 5mm and is 10mm away from the sample therefore for accurate X- 
ray attenuation calculations the simulated X-ray needs at maximum 40/zm of sample 
above and below in an 80/im wide section of hair sample. To achieve this the data 
was duplicated and stacked on top of each other as shown in Fig. 9.9, thus the middle 
section, with estimates o f hair extending 50,um either side, is accurately determined. 
This is an approximation but it does improve the results considerably with the sections 
either side producing trace elemental concentrations 20
A file. Angles, supplied all the angles used in the experiment. From a voxel within 
the hair the maximum number of exit voxels from the sample is somewhere in the re­
gion of 400. The solid angle covers an area of 80/xm, or 20 pixels, and the sample is 
approximately 20 pixels thick. Therefore the total solid angle plane covers around 400 
pixels. By choosing a DETECTOR AREA SIZE of 6 the detector is divided into 293 
areal segments. A value lower than this would divide the detector into even more seg­
ments and would increase the reconstruction time considerably. The PROTON STEP 
SIZE and X-RAY STEP SIZE were set at 1, ie calculations were performed at every 
voxel.
Fig. 9.13 shows the parameter files used by DISRA.
9.5.1 Visualisation
The free open-source imaging software AMIDE [87] was used to visualise and analyse 
the data. Movies of 3D renders, profiles, regions of interest and comparisons between 
elements can be produced. However it is not at present able to show anything other 
than a 256-bit data set, ie the actual weight fractions are not given just the color-map.
9.5.2 Analysis
Several post-processing DISRA subprograms allow the identification of regions of sim­
ilar density (or weight fraction of an element). By selecting criteria (bands of values)
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S iim ilX .|)ar  EXPERIMENT TYPE - X #  STIM„ONLY. PIXE_NOATT. PIXE 
PROJECTION ANGLES - A ngles #  p 
ANGLE R AN G E- 3 3 1 .2 #
PROTON BEAM ENERGY - MeV 3 .2  #
CHARGE PER PIXEL - pC 2020  #  normalised charge per pixel 
PROTON BEAM WIDTH - urn 4 .3  #
PROTON BEAM HEIGHT - urn 4 .3  #
SCAN PIXELS WIDTH- 2 5 6 #
SCAN PIXELS HEIGHT- 2 5 6 #
ENERGY LOW - keV 1.0 #  lower limit of SiLi 
ENERGY HIGH - keV  3 0 .0  #  upper limit of SiLi 
SILI DIAMETER - mm 10.1 #  detector diameter 
SILI DISTANCE - mm 1 1 .0 #  specim en-detector distance 
SILI ANGLE - deg -90 #  detector angle rel. proton beam  
DETECTOR TYPE - AREA #  POINT, LINE, AREA  
DETECTOR AREA SIZE - 1 .0  # b e s t  results =  1, faster > 1 
XRAY STEP SIZE - 1 . 0 #  best results <= 1, faster > 1 
PROTON STEP SIZE - 1 .0  #  b est results <= 1, faster > 1
R econ X .p ar ANGLE RANGE - A ngles #
BANDWIDTH - 0 .5  #
LOCAL APRIORI NAME - NULL #  NULL for no file 
GLOBAL APRIORI ELEMENTS - 4  #  NUMBER OF ELEMENTS 
GLOBAL APRIORI DATA - 1 ,0 .0 2 #
GLOBAL APRIORI DATA - 6 ,0 .7 9  #
GLOBAL APRIORI DATA - 7,0.1 #
GLOBAL APRIORI DATA - 8,0.11 #
INIT SCALE - 0.1 #  sca le  m a ss  densities
ITERATION DATA - iter, dat #  K eeps track of iteration
CONVERGENCE FACTOR - 0.01 #
CONVERGENCE NAME - convergence.dat #  name of file conatining previous error
COMPARISON TYPE - 1  # 0 :  AVERAGE ERROR, 1; NORMALISED RMS ERROR, 2: NORMALISED A B S ERROR 
TIER DATA - TIER_DATA #  nam e of file containing "bands - " parameters , the discretised bins
F i g u r e  9 . 1 3 :  P a r a m e t e r  f i l e s  simulX.par a n d  reconX.par f o r  D I S R A  S i m u l a t i o n  a n d  R e c o n ­
s t r u c t i o n
these regions can be identified and the statistics from each of these regions produced, 
as shown in the previous chapter.
Spectrums of distributions of values in a data set can be produced.
A program was rewritten to correlate elements. A spectrum of ratios is then pro­
duced. Two elements from the same file or different files can then be compared.
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Results
9.6.1 2D Analysis of Data
All the projection Imfs were collated and analysed using Dan32 applying the Q-factor 
method. Table 9.4 summarises the results along with the average values taken from the 
University o f Surrey Hair Database and also from Iyengar’s reference values [1].
Element PIXE Data Error, % Iyengar H air
Database
St Dev (Range)
Bordeline MDL
Sc 17.6 121.8% NA NA NA
C r 6.9 30.1% 1.3-3.65 NA NA
Co 2.1 27% 0.25-1.05 NA NA
Confirmed
P 9969 14.9% NA 101 (8.61 - 481)
S 52009 1.23% 42200-47700 33259 6409 (3180 - 
82900)
Cl 4701 3.1% 950-4805 406 231 (7-2720)
K 1704 3.1% 150-663 149 132 (10.3 - 337)
Ca 1924 2.86% 490-3190 1686 2297 (170 -
13400)
Ti 48.1 23.0% NA 11.39 15.7(2.15-84.4)
Fe 90.5 1.3% 5-44.7 149 119.6 (12.9 - 
560)
Ni 17.7 3.0% 1-5 1.85 (0.55 - 3.59)
Cu 41.4 1.74% 11-34 17.5 15.4 (1.34-73)
Zn 145.1 0.83% 99-450 149 46.4 (3.66 - 340)
As 3.3 13.7% 0.13-3.71 0.158 (0.037 - 0.625)
Table 9.4: 2D Analysis of Tomographic Hair Analysis Data & Comparison with Uni­
versity of Surrey Hair Database and Reference Values (p^g/g)
9.6.2 PIXE-T
Slices from some of the tomograms produced can be seen in Fig. 9.23. Fig. 9.15 and 
Fig. 9.16 show the changes in the weight fractions in the tomograms of each iteration. 
Fig. 9.19 shows the change in the difference between the simulated and measured data 
sets for each iteration.
Fig. 9.17 and Fig. 9.18 show the change in density and weight fractions in each of 
the 12 slices o f hair analysed.
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Figure 9.14: Volume Rendering of a Tomogram: Section of Hair as Determined by PIXE-T
9.7 Discussion
The complete reconstruction of 10 iterations took a total of 10846 seconds. The hair 
had a maximum thickness of 120//m at the section analysed. This results in an energy 
loss of approximately l.SMeV using SRIM therefore the residual energy is still above 
the required IMeV The penetration was checked prior to the tomography experiment 
to verify this.
Noise at the edge of the STIM projection data and edge of reconstruction was vis­
ible. Masks were produced based upon measured PIXE counts and elemental weights 
therefore excluding this noise.
The Au was visible and the L peaks greatly masked the smaller peaks of elements 
such as Se, As and Br during 2D analysis. Even with masking, the Au peaks are still 
large, far greater than the other peaks they mask. X-rays are still generated from the Cu 
in the foil having passed through the hair. It is not a reliable result and the Cu values 
from 2D analysis are higher than expected.
O f the elements with distinguishable peaks with low background tomography was 
performed. Due to the thickness of the hair, few counts were observed from light 
elements from the central voxels leading to a tomogram with a hole in the middle.
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Element Iterations SPC
ative
MPC
Rel-
to
Concentration F luctuation
Si 4 -28% 6200 11700
S ' 5 1% 57800 81100
Cl 5 -3% 15300 23100
K 6 -13% 3200 4000
Ca 5 -12% 3100 3900
Fe 10 40% 100 0
Zn 10 12% 100 100
Table 9.5: Elemental Concentrations (pg/g) in Hair determined by PIXE-Tomography. 
SPC = Simulated Projection Counts, MPC = Measured Projection Counts
Si S Cl K Ca Fe Zn
2 -36% -86% -11% 38% 39% 863% 301%
3 -37% -37% -38% -32% -28% 336% 93%
4 -28% 2% -23% -23% -20% 113% 30%
5 -32% 1% -3% -13% -12% 43% 13%
6 -33% -2% -5% -13% -12% 42% 13%
7 -35% -3% -8% -15% -14% 41% 12%
8 -35% -3% -8% -16% -14% 40% 12%
9 -36% -3% -8% -16% -14% 40% 12%
10 -36% -3% -8% -17% -15% 40% 12%
Table 9.6: Difference of Simulated Projection Data Counts and Measured Projection 
Data Per Iteration of PIXE-T Reconstruction of Hair
The detector energy resolution as determined by Dan32 was approximately 240eV, 
a considerable decrease.
The values initially appeared to be in the centre and it was realised that the PIXE 
data were not properly aligned due to errors reading in the evt files.
It is interesting to note the distribution change with each iteration. A ring of high 
density values is present after EBP is applied but redistributed towards the centre with 
each iteration. This is due to the EBP assuming a linear energy loss (contribution from 
each voxel) but the energy loss per unit length is less for thinner parts of the hair hence 
density is overestimated. The opposite is true of elements for which data are missing 
from the left side of the projection data set.
To be precise the PIXE concentrations should be corrected for mass loss. This is 
measured and discussed in the next chapter.
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Figure 9.15: Charts of Elemental and Density Change with Each Iteration of the Tomographic
Reconstruction of Hair
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Figure 9.17: Mass Density (yug/cm^) and Weight Fraction of K and Ca for Each Slice of 
Reconstructed Hair (from proximal, slice 1, to distal end)
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Figure 9.18: Weight Fraction o f S and Cl for Each Slice of Reconstructed Hair (from proxi­
mal, slice 1, to distal end)
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Figure 9.20: Ratio Distribution Of Elemental Concentrations in Hair as Determined by PIXE-
Tomography (1/3)
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Figure 9.21 : Ratio Distribution Of Elemental Concentrations in Hair as Determined by PIXE-
Tomography (2/3)
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Figure 9.22: Ratio Distribution Of Elemental Concentrations in Hair as Determined by PIXE-
Tomography (3/3)
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Chapter 10
Discussion
10.1 Hair Composition
The values determined by 2D analysis of the PIXE data produced high levels of K, Cu 
and Ni relative to reference values. An uncertainty in the efficiency in the lower energy 
peaks may have affected the determined concentrations.
K, Cl and Fe levels vary greatly along the length of the hair according to Dombo- 
vari’s study [8 8 ] with K varying from 400ppm to over 2000ppm therefore extrapolating 
from overall K levels can be meaningless. However this was found to be much more 
significant in unwashed hair and this could be a reason for the higher levels for K and 
Cl in this thesis.
The concentrations show quite a large variation along the length o f the hair. How­
ever this could be due to a number of reasons. The hair thickness varies with decreasing 
thiclcness from the top to bottom (slices 12 to 1) of the section of the hair. The root 
of the hair was inserted into the capillary therefore the lower slices are closer to the 
root. The decrease in thickness is due to damage by the proton beam. This is discussed 
further in the chapter.
Forte [89] studied elemental concentrations in hair of patients with Parkinson’s dis­
ease. The results from the controls suggest a correlation of Ca and Mg concentrations. 
The results for Ca appears to be very low, however, as is Fe compared to the values 
from the values collated by Iyengar and in the University of Surrey Hair Database. 
Fig. 10.1 shows the relation between Mg and Ca values held in the database but there 
does not appear to be a correlation. However there are high values of Ca that seem to 
push the average value much higher than the median value. The median value in the 
database may be more representative of the values in the database
The median value of the selected values of Ca is 840ppm while the mean is 235 Ippm. 
For Mg the median value is 106ppm while the average is 147ppm.
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Figure 10.1: Spread and Ratio of Ca and Mg Values Held in the University of Surrey Hair 
Database
F ig . 10.2 sh ow s the relation  and d istribution  o f  Ca and C l, b oth  o f  w h ieh  w ere  
d eteeted  b y  PIX E  and in the database.
T he ratio o f  Z n and Fe are sk ew ed  b y  the lim ited  num ber o f  bands o f  va lu es al-
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Figure 10.2: Spread of Concentrations and Ratio of Ca and Cl Values Held in the University 
of Surrey Hair Database and Ratio of Values in Voxels of the Hair Section Analysed Using 
PIXE-T
lowed by DISRA. There are very few bands due to the low concentrations of elements 
therefore a limited number of combinations of ratios.
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Hair composition can be an indicator of environmental toxic exposure or deficiency 
in the diet. One of the major problems is identifying reference ranges of elements in 
hair. ’Normal’ levels of elements are affected by many factors, such as age, gender, 
ethnicity etc.
Other attempts of producing a hair database have been published including Stock- 
lassa et al [90] with the creation of a Nordic hair database. They applied a /iXRF 
technique to study single hair fibres. The database included only a very narrow sample 
group, that of Nordic Caucasians, and using only anagen hair (hair that is in the growth 
phase) by the root. S and Ca, varied as functions of the diameter. This variation was 
found to be less pronounced for the heavier Zn element than for the lighter S and K.
Kuangfei et al [91] found Cu concentrations in hair is higher in populations ex­
posed to pollution in the environment due to a copper smelter and found a logarithmic 
relationship to Cd concentrations. However if  environmental factors play a part in 
Cu concentrations how does one extrapolate the contribution from diet? Shaaban [70] 
found mother and baby levels of Zn in hair increased after supplementation however 
both groups of mothers, control and supplemented mothers, had lower mean levels of 
Zn in hair than at the start of the trial after giving birth. Since Cu and Zn are antag­
onistic (Cu inhibits the absorption of Zn), environmental intake of Cu may affect the 
levels of Zn in hair.
Fig. 10.3 shows the spread and correlation of Zn and Cu. The major problem cur­
rently is the lack of data. Correlations in individual studies have already been studied. 
There appears to be two peaks in the ratio. This is due to low values o f Zn relative to 
Cu in the study on young offenders [81]. .
The Zn distribution appears to be smooth although wide spread with a mean of 
133fj.gtg and a standard deviation o f 54/ig/g however it would be difficult to extract 
any nutritional status or environmental exposure for just one person without taking 
into consideration the many factors that affect the levels of Zn. Many of the values are 
taken from studies of specific groups, many with specific medical conditions that may 
greatly bias the database average. A strictly defined group may have a distribution of 
values that fall outside the distribution of values that are held in the database. However 
this does not necessarily equate to toxic/deficient levels in the body.
Distinguishing between health, diet and environmental effects on hair need to be 
taken with caution. Moreover genetic factors may affect the growth and pathways of 
heavy elements. The Agency for Toxic Substances and Disease Registry produced a 
comprehensive report in 2001 entitled ’Hair Analysis Panel Discussion: Exploring The 
State Of The Science’ [92] reviewing many of the problems in reliable hair analysis 
and interpretation. Even if the analysis is accurate how is it to be interpreted.
The report describes the ability of PIXE to analyse cross-sections thus distinguish-
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Figure 10.3: Spread and Ratio of Cu & Zn Values in University o f Surrey Hair Database
ing between external and internal contamination. It notes that hair analysis can be 
complicated if the hair is in a non-growing phase and also recommends analysis near 
the root.
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Many commercial hair analysis companies have produced large variations and 
some of this is due, it is argued, to the use of non-hair certified reference materials 
(CRM) such as Bowen’s Kale. Large discrepancies have also been discovered [92]. 
Possible systematic errors have been identified in this thesis, with uncertainty in X-ray 
detection efficiency in PIXE analysis and with reference material preparation. Bias 
due to only detected elements skewing averages in database data also contributes to 
uncertainty in deteimining a reference range.
Miekeley [93] argues passionately on the need for urgent revision of use of refer­
ence values - ’It is evident from these data that published reference intervals have to 
be used with extreme caution and that their urgent revision, based on reliable data pro­
duced by the ICP-MS technique, is o f extreme importance.’ Dombovari [8 8 ], as part of 
a study of hair from haemodialysed patients, compares values of a reference material 
using ICP-OES and bulk PIXE analysis and found PIXE generally producing signif­
icantly higher values over the certified values while ICP-OES produced results under 
the certified values with Ca producing results 30% higher than certified values. For 
PIXE analysis the high results could be due to elemental losses on the surface of the 
pellet. Moreover the ranges between controls and haemodialysed patients significantly 
overlapped.
Determining external sources of contamination can be difficult as elements may 
drift into the shaft - washing may release a portion but is that due to an endogenous or 
exogenous source? A standard preparation method is therefore required.
Comparisons of methods have shown considerable variation therefore the desire 
for tomography. This is especially true of Cl and K with reductions of over 50%, but 
also Zn and Ca with reductions in concentration of over 10%. Fe appears to be tightly 
bound. However the effectiveness of washing procedures depends on the porosity 
which may vary considerably affecting the overall composition of the hair. Damaged 
hair was found to contain three times as much surfactant solution than undamaged hair 
after being soaked for 1 hour in the solution [94].
Other sources of error include the rate o f hair growth. The time of exposure o f hair 
to pollution which may affect levels and distributions of elements. While a few slices 
of hair have been analysed, the levels of Mn, Fe, Cu, Zn and Pb have been shown to 
vary along the length of the hair [95] and Dombovari showed very significant changes 
for K, Cl and Fe.
It could be argued that the length of hair used in bulk analysis INAA may affect 
the determined concentrations more appreciably than other factors. An example is the 
values determined by DiPietro [96]; no indication is given of the length of the hair and 
since the average male has shorter hair than the average female the results may differ 
if this is not taken into consideration. Moreover, it showed a significant effect due to
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shampoo on Na, Se and Ti levels.
Only in large standardised analyses of large populations of controls can one extrap­
olate meaning. Iyengar [1] points out elements such as As, Se, Cd, Hg, and Pb which 
can be influenced by environment and diet produce a very large scatter when determin­
ing a reference value choosing median rather than mean values to lead to meaningful 
interpretation. Kuangfei [91], for example, compares the hair levels of Cu and Cd 
amongst other elements in hair taken from two different regions, near and far from a 
copper smelter - such analysis removes the need to compare with ’reference’ values 
and moreover is part of wider analysis that takes into account foodstuffs. Borawska 
[71] presented results suggesting no differences between sick and healthy ’workers’ 
but did find a linlc between Cd and Body Mass Index.
A more stringent protocol should be applied to INAA measurements of hair at the 
University of SuiTey. Maybe removing hair from the root and using only a certain 
length, or maybe splitting the hair sample in sections of distance from root. O f course, 
not everybody has long hair and is willing to have more than a small amount cut off'. 
I f  there is less sample then there is higher uncertainty when removing 7 -rays in a 
spectrum. However to ensure equal weighting each section of hair should be of the 
same length and distance from root.
This is time consuming and when collecting samples there is no distinction in the 
rate of growth of hair. This should be investigated further and more data should be 
added to the database for more effective overall methodology.
10.2 Elemental Distributions
Some maps and distributions are shown in chapter 9. Due to the relatively low spatial 
resolution it is not possible to identify and separate cells. The overall concentrations 
are given however by masking some areas and studying profile distributions and cor­
relations can be investigated.
Fig. 9.22 shows a peak when coirelating Ca and Cl. Fig. 10.4 shows matching 
profiles.
One of the problems is that due to missing projections a hole appears in the data. 
The central voxels may lack counts from light elements due to attenuation, and this is 
noticeable in the maps of S and Cl.
Hollands and Clough [97] applied microbeam techniques to study surfactant pen­
etration into hair. NRA, PIXE and RBS were used on cross-sections o f hair. As men­
tioned in chapter 6 , hair has a porosity of 2 0 % and elements are both absorbed and drift 
out of the hair. Jenneson et al. [94] compared profiles of damaged and non-damaged 
hair with damaged hair having three times as much surfactant in damaged hair and
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Figure 10.4: An Elemental Profile of Ca and Cl across a Section of Hair as Determined by 
PIXE-T
increasing towards the centre as opposed to undamaged hair where the surfactant is 
mainly on the surface. The distribution of external/internal sources of elements may 
be suggested by the levels in cuticle cells, intracellular cement and cortical cells. How­
ever this is not distinguishable in the this work and the distribution may be to some 
degree a result of inaccurate reconstruction.
Dombovari [8 8 ] analysed cross-sections and longitudinal distributions of elements 
in hair using //PIXE with a l ^ n i  beam spot size beam. Cl and K were homogeneously 
distributed. K was found to be higher in the medulla suggesting the washing procedure 
leached the element out. This supports the easy removal of K by washing and the very 
large variation in values.
The hair used in the PIXE-T experiment was unwashed and produced high levels 
of K. Fig. 10.5 shows the relative distribution of the elements K and Ca across the 
sample. The data is discretised and therefore limited to a certain number of bands of 
values allowed in DISRA.
10.3 Beam Induced Damage
With a loss of matrix elements the concentrations of other trace elements will increase. 
There are methods to reduce beam damage although it was decided to damage the 
sample before performing PIXE-T and then correcting for mass loss.
Effects and prevention are discussed in Chapter 5. Shrinkage is the major problem 
that compromises the interpretation of the data. A fast scan speed reduces the rate 
of elemental loss. Llabador [65] also notes high discharges were visible with long
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Figure 10,5: Normalised Elemental and Density Profiles Across Hair. This is profile of all 
slices and the profile line is shown in
dwell periods thus increasing the background considerably. STIM for cell thickness 
analysis of undamaged samples has been shown to be repeatedly effective according 
to Michelet and Deves [98] who used atomic force microscopy to validate the STIM 
measurements. It was hoped to perform on-axis STIM-T prior to and after PIXE-T to 
determine elemental loss but this was not possible due to the limited time available.
The scan used to damage the sample can be compared to the projections which has 
the same angle. The maps during the experiment show a thin section in the hair. The 
central section appears to have shrunk however the energy loss appears to be constant.
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Figure 10.6: Median Filtered STIM Maps of Hair Before and During Tomography Experiment
Only the top 12 slices of the maps in Fig. 10.6 were reconstructed and the difference 
between the top slice and the bottom slice is considerable with a reduction in width 
from 120//m to 100/xm, as can be seen in Fig. 10.7
This correlates well with the decrease in density with increased hair thickness as
150 CHAPTER 10. DISCUSSION
. n
V " ‘'
I Z C 'p m
Figure 10.7: Reconstructed Density Maps of Hair (g/cm^): Upper Slice (Right) and Lower 
Slice (Left) Highlighting the Shrinking of Hair. The lower slice is closer to the root.
shown in Fig. 9.17. There is approximately 13% drop in density. Perhaps this is a good 
approximation of mass loss. The upper slices have a lower density as the volume is 
retained yet matter is lost.
One of the problems of sample damage is the rapid loss of hydrogen and the affect 
on the RBS spectrum. As the matrix composition changes and mass is lost the sample 
shrinks. As the rate of sample damage decreases significantly after the major initial 
loss of H and O it was decided to damage to the sample prior to analysis.
One major problem with determining the change in composition is the change in 
geometry. Assuming a bulk analytical geometry the attenuation may be significantly 
different experimentally. To compare the latter projections with the earlier projections 
does not take this into account. The initial projection was not repeated after the exper­
iment therefore the change in energy loss could not be measured.
Sera [99] takes into consideration many of the problems encountered by PIXE 
analysis in creating a standardised treatment for analysis of untreated hair samples for 
monitoring human exposure to heavy metals. This includes studying the elemental 
loss of hair. In this study, like many others, the elemental loss is given by change in 
concentration. However, the current per unit mass is not stated and the change in mass 
is not stated.
The chart below shows the corrected change in concentrations over the total exper­
iment. The charge is the charge deposited onto the sample corrected by the Q-factor 
method [32] and not charge per pixel.
The sample was irradiated prior to the tomography experiment and an increase in 
concentration can be seen in Fig. 10.8. The sample was pre-irradiated and this is the 
results of the initial analysis marked at 1 0 0 %.
The change in sulphur is exceedingly as shown in Fig. 10.9. This is due to the oval 
shape of the hair. When more of the hair surface is facing  the detector there is a higher 
number of X-rays being detected, as shown in Fig. 10.10. Due to X-Ray attenuation the
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Figure 10.8: Relative Change in Elemental Concentrations as Determined by Dan32.
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Figure 10.9: Relative Change in Sulphur Concentrations as Determined by Dan32.
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majority of S counts are produced from the sample surface. The change in S coincides 
with this very well.
Si(Li) 
Detector
Hair
8l
Proton
Beam
Figure 10.10: Schematic Diagram Showing the Change in Surface Exposure of Hair in PIXE- 
T Analysis
This highlights the limitations of assumptions made in 2D analysis. This may also 
account for some of the deviation seen in the other elements with lighter elements more 
affected because of X-Ray attenuation. This is supported by the constant RBS deter­
mination of sulphur although there is sparse data. The change in matrix composition 
as determined by RBS as a percentage of mass is shown in Fig. 10.11.
Conversely, the X-ray production cross-sections of heavier elements are more af­
fected by proton energy therefore Zn may follow the exact opposite variation than for 
S. As the proton energy decreases the X-ray production cross-section for Zn decrease 
much more rapidly than for S.
Table 10.1 shows the change in matrix composition by weight. The major problem 
is measuring the rapid initial loss of matrix elements due to the small RBS solid angle 
- the counts obtained are too low for accurate quantification. If indeed the carbon has 
increased from 46% to 69% and it is assumed that carbon loss is negligible, the total 
mass loss is 33%. From the PIXE measurements the loss of K, Cl and Ca suggest that 
this may be correct however the change in concentration for Zn and Fe is only 6 % to 
7.9%.
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Figure 10.11: Change in Matrix Composition by Weight Fraction
The charge is still the same and carbon may not have dropped considerably. As 
such, the drop in concentrations, as mass loss is not determined, may be more close to 
the decrease in carbon and not the whole mass loss.
In table 10.1 the middle two columns do not contain H and Ca values therefore 
the values of C,N and O are slightly higher as they are only relative amounts of C, N 
and O. The last column contains values for Ca and H as this composition is used in 
calculations to determine trace elemental concentrations.
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Element Reference
Value
Pre-Tomog Final Projs 
of Tomo 
Exp.
Tomo Exp.
Hydrogen 7.5 2.39
Carbon 46 61 72 69.5
Nitrogen 13.6 6 11 1 0 .2
Oxygen 28.2 28 13 12.4
Sulphur 4.1 5 4 5.1
Calcium 0.3 0.36
Table 10.1: Matrix Composition: Weight Fraction Reference Values (%), Values De­
termined Prior to Tomography Experiment and Last Five Projections of Tomography 
Experiment and Values of Whole Tomography Experiment
Table 10.2 shows the difference in elemental concentrations of the initial irradi­
ation and the total data from the tomography experiment. Assuming Fe and Zn to 
have negligible loss, the loss of carbon, used to determine charge in 2D analysis, is 
approximately 7%. This is with the assumption that the change in X-ray attenuation is 
negligible for Fe and Zn.
Pre-Tomo Tomo. Value Change in Concentration
S 49880 23611 -52.7%
Cl 4307 2933 -31.9%
K 1618 1178 -27.2%
Ca 1807 1366 -24.4%
Fe 87.4 80.5 -7.9%
Zn 129.9 1 2 2 .1 -6 %
Table 10.2: Comparison of Elemental Concentrations (/^g/g) during Pre-Irradiation of 
Hair and Tomography Experiment
The analysis assumes the same sample thickness hence the increase in concentra­
tions of lighter elements is more likely to do with X-ray attenuation calculations.
It would have been better to take an accurate rapid STIM map of the section of hair 
prior to analysis and repeat this at the end of the tomography experiment however there 
was no image of the hair taken at the original angle due to a shortage of experimental 
time hence the long-winded estimation of mass-loss.
10.4 Experimental Problems & Improvements
It was hoped that the analysis may provide more information into the distribution of 
elements in hair. Practical improvements would certainly help in making PIXE tomog­
raphy more feasible in this regard. Setting up the experiment took a very large portion
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of the day; the chamber is small and positioning the sample was found to be extremely 
difficult. Several samples were damaged and Icnocked out of place - since reducing 
the vacuum and bringing it up to air takes time, this proved very costly. Attempting to 
produce a square beam spot was found to be very difficult due to the manual operation 
of the slits and vertical vibrations causing the beam to move up and down; it would be 
an important step forward if the scanning software was modified to allow for rectangu­
lar beams and therefore scan without gaps or overlapping and/or that DISRA took this 
into account.
Some of these problems are being solved, for example computer-controlled slits 
are being installed. A new sample holder would be extremely helpful as would a flexi­
ble scanner. Moreover, automating the experiments, as mentioned by both Sakellariou 
[12]and Michelet [10], would bring major benefits especially as PIXE analysis is an 
expensive technique and minimising the time when not collecting data would be de­
sirable. A DOS-based data acquisition system, without the need for Windows or other 
operating systems, would greatly reduce the deadtime due to the computer processor 
being occupied with peripheral tasks. This could also allow data acquisition and sam­
ple holder control to be used in conjunction on the same computer.
The most obvious method o f reducing the analytical time required would be to 
use more detectors. It was hoped two detectors could be used but this requires major 
modifications and would add the extra problem of charge normalisation per detector. 
Another major benefit is the current introduction of beam blanking, the deflection of 
the beam during detector deadtime. This is highly beneficial for on-axis STIM-T in 
order to limit detector damage. Moreover as we did not perform on-axis STIM-T, the 
major concern is unwarranted sample damage. With two detectors however, one detec­
tor may still be live therefore beam blanking may be a defunct option. A nanobeamline 
is being constructed at the University of Surrey. As the beam spot size is reduced into 
the sub-lOOnm range distinct regions in the hair can be identified, however more pro­
jections would be required as the spatial resolution increases. On the otherhand the 
current density of the nanobeam will be substantially higher allowing a large reduction 
in analysis time.
Satoh el al. [100] developed a 45 Si detector array covering a solid angle of about 
1 sr. The pentagonal pyramid configuration was able to detect both RBS protons and 
X-rays. With this greatly improved geometric efficiency the time required for PIXE 
analysis would be considerably reduced, however at the time of research the detector 
energy resolution was large with a range between 225 and 300eV FWHM at 5.9keV. 
Arrays of CZT detectors in a pyramid shape have been tested by the University of 
Surrey. However with increased solid angle the number of X-ray attenuation calcu­
lations increases although as shown in this thesis the time required for reconstruction
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of tomographic images is dropping rapidly with increased computing power. With 
modifications of the code the time can be considerably reduced further.
10.4.1 Accurate Efficiency Determination
A vital factor in accurate mass determination in any PIXE analysis is the aecuraey 
of efficiency. Gama [101] highlights the problem with regard to ’funny’ filters, as 
used in this thesis. It may be the makers of the filter did not take into consideration 
the different size of detectors and the effect on efficiency. The holes are not evenly 
distributed therefore the geometry would be different if  a crystal of a different area was 
used. Moreover the apertures in a 1mm thick filter would have a different geometry at 
distances of 35mm and 10mm.
The filter employed had seemingly randomly placed holes of unloiown size. To 
correct for this would be difficult to say the least. The efficiency of the funny filter is 
required at a sample-detector distance of 10mm. An estimation of relative efficiency 
can be derived from the relative height of the L and M  gold peaks as shown in table
8.4.
10.4.2 Data Acquisition
One of the major problems encountered for further improvement is the system dead­
time due to computing time. To automate the experiment requires OMDAQ and the 
motor controller to communicate with each other. There is a controller in OMDAQ 
for moving 3-axis holders but this did not work with the tomographic sample holder. 
Moreover, it was felt important to prevent any unnecessary occupation of computer 
power when analysing samples in order to reduce deadtime.
Smart scanning to detect areas outside the sample and to sldp pixels not producing 
counts would significantly reduce the acquisition time. Counts in a band of the PIXE 
spectrum have been used; however, attenuation reduces the counts detected on one 
side and the counts from the gold foil were detected. If  two opposite-placed Si(Li) 
detectors were used along side a carbon foil, then smart-scanning would be possible. 
Maybe just an appropriate channel selection would be possible by sleecting channels 
incorporating Ca counts which is not in the foil but less attenuating than sulphur X- 
rays. The problems with blank pixels, however, suggest that this may be problematic. 
There may be a pattern in the blank pixels produced by OMDAQ. There could be a 
part o f the program that occupies the computer every few seconds or so. By doing a 
large scan and identifying firequencies of gaps may indicate what is happening.
True charge triggering would be extremely desirable; however the Faraday cup 
could not produce this and take into consideration deadtime. Thus a system with a
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fast charge integrator and beam blanking would be required and necessary for accurate 
determination of charge. STIM counts could have been used but this was not cali­
brated with charge and it was not certain how dependent STIM counts were with hair 
thickness. This is discussed in the next section.
The scanner currently scans 256 by 256 pixels in vertical scans, as shown in figure 
Fig. 4.2. The dwell time of Is limited any concerns regarding lag however this will be 
a problem if on-axis STIM-T is performed as this requires rapid scanning.
10.4.3 On/Off-axis STIM
As can be seen in Fig. 10.12 there was still contamination from the gold leaf. Carbon 
film has been used elsewhere and this might be more suitable.
Figure 10.12: Maps of Cu and Au Contamination in Hair
The collimator has a radius of 0.5mm and was approximately 10mm from the sam­
ple. If the STIM detector is 50mm behind the sample the equivalent ofFaxis position 
would be 2.5mm. The count rate would be extremely high off-axis if this were the 
case. Dan32 was used to determine the atomic ratio of matrix elements in hair. This 
was converted to the weight ratio, given in table 10.1. Assuming this ratio, a SRIM cal­
culation was performed and the percentage of protons passing through the collimator 
was determined assuming a 1 1mm distance between the sample and collimator (1 0 mm 
distance plus 1mm long collimator). The results are shown in Fig. 10.13.
Unfortunately this is very much dependent on the distance of the collimator from 
the sample. This was not exactly known. It was roughly 10mm but the plate is 1mm 
thick. The number of protons passing through the collimator has a large impact on 
charge normalisation.
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Figure 10.13: SRIM-Determined Beam Spread of Protons Passing Through Hair and Colli­
mator at 1 1mm
10.4.4 Charge Determination and Normalisation
After changing the Processing Time for the Si(Li) detector there did not appear to be 
any change in the deadtime. The contribution to the deadtime, in fact, appears to be 
due to the computer processor being occupied with other tasks. In projection 20 the 
computer mouse was accidentally moved during the analysis producing a long vertical 
streak in the map as the computing was far too occupied with the movement of the 
mouse as opposed to data collection. Thus along this streak the deadtime increased 
considerably.
Although the pulse processing time was increased during the experiment, the extra 
deadtime is far less significant. The increased pulse length had negligible affect on the 
deadtime.
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The fluctuations in STIM counts indicate high levels of system deadtime. The 
beam is stable within 1%, however the STIM counts per pixel vary by 300% over the 
tomography experiment. The live charge, however, per projection does show a large 
variation per projection using the FC to measure the charge.
With beam blanking applied live charge is the same as the charge imparted onto the 
sample therefore the live time of the STIM and Si(Li) detector would be much closer 
and less dependent on the Si(Li) count rate.
The major problem with correcting with STIM counts is that very small peaks due 
to very low live charge at a pixel, such as the streak in proj2 0 , may be amplified with 
huge errors. A peak of two counts is not statistically significant but with charge nor­
malisation may amplify it by 1000. Moreover if no counts are recorded there are still 
no counts in the corrected spectrum therefore a speckled projection data set is pro­
duced. Smoothing projection data by identifying spikes and blank pixels does remove 
the blank pixels however the generated value is not the true value.
The normalised charge is 3.9 times the actual charge applied during the experiment. 
Thus many pixels may have very unrepresentative values. This is discussed further in 
this chapter. As mentioned the percentage of STIM counts detected vary depending on 
the hair thickness, by up to 20%. However this is very much dependent on the exact 
geometry.
10.5 Data Treatment & Reconstruction
10.5.1 2D PIXE & RBS Analysis
Sjoland [102]refers to the ’Guide to the expression of uncertainty in measurement’ 
(GUM) guidelines to determine total uncertainty of an IBA experiment (Ion Beam 
Analysis). The paper tries to identify all possible errors in a PIXE and RBS experiment. 
Dan32 and other programs produce quite small errors and repeat analysis demonstrate 
subtle differences especially in thick target analysis. With an estimate of uncertainty, as 
determined by the year 2000 IAEA intercomparison of PIXE spectrum software [34], 
rated GUPIX to be the most accurate but still GUPIX underestimated uncertainties as 
did all the software packages. No false  peaks were detected from a large selection 
of low-precision peaks. It notes the problems identifying and quantifying small X- 
ray peaks by large peaks, demonstrated in this thesis with Au peaks masking smaller 
peaks. This can lead to false hits, where elements are determined when not present.
One of the major problems with irregular shaped samples such as hair is the deter­
mination of correct attenuation and stopping power corrections. In Dan32 the sample 
is assumed to be of a certain thiclcness. A thickness of 10pm  was assumed, approxi­
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mately the average thiclcness, for 2D analysis. However this varies and the sample is 
too thick to determine the thiclcness using RBS. Also the surface o f the sample is in 
effect the side facing the detector. This is a completely different geometry as in effect 
the beam loses energy etc as the path is along the surface.
Varying the effective thickness of the sample changes the composition consider­
ably. As does changing the solid angle of the detector. The RBS spectrum is not clear, 
and the calibration of the RBS detector solid angle is unknown. Varying the distance of 
the detector by a small amount changes the spectrum significantly. The fit of the RBS 
spectrum determines the matrix composition and importantly the charge corrections. If  
the RBS detector geometric efficiency is not fully calibrated the charge can be wrong. 
Moreover, the position of the sample may vary.
Beach and Spyrou [103] examine the effects of surface roughness and tilt on the 
quantification of elements and the effect on X-ray attenuation and production.
Secondary fluorescence is not such a major problem as biological samples are com­
posed of light elements.
There appears to be a 2% error in the Q-Factor, based upon the table below.
Zinc Sulphur
Small RBS spec window 1 2 3 j 98.4% 46843
Small RBS spec window 123.7 98.4% 46803.6
Large RBS spec window 127.8 10L6% 48373.6
Large RBS spec window 127.6 101.5% 48305.6
Detector Distance, mm
53 156.4 107.8%
54 150.7 103.9%
55 145.1 1 0 0 %
56 140.1 96.6%
57 135.2 93.2%
H air thickness, pm
55 152.5 105.1% 52831 10L#%
60 148.8 102.5% 52423.7 1 0 0 .8 %
65 146.4 100.9% 52158.5 100.3%
70 145.1 1 0 0 % 52009.4 1 0 0 %
75 144.7 99.7% 51955.8 99.9%
80 144.6 99.7% 51941 99.9%
85 144.6 99.7% 51939 99.9%
Table 10.3: Sources of RBS Fitting Errors: Variation of Determined Concentrations, 
/2g/g with Varying Parameters
If a circular sample is 120pm in diameter then the average density can be approx­
imately determined by a rectangle of the same area. This is equal to approximately 
9Apm. Of course the hair is an irregular shape and the physics non-linear therefore
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more complicated than replacing with a dimension of 94pm.
10.5.2 Determining the Accuracy of Voxel Values
For PIXE-T, RBS is used for only determining the matrix composition. Geometric 
problems are overcome to a major extent as each path of protons and X-rays are deter­
mined therefore tomographic data produces more accurate overall results but errors in 
regions within the tomogram are difficult to determine.
As noted in chapter 8  accurate values were produced in quite large regions of the 
phantom. To determine the accuracy of individual voxels is a complex task as it re­
quires the consideration of many factors especially when elemental concentrations are 
to be determined. DISRA uses a discrete system where values are binned. Thus indi­
vidual voxels may not represent their true value. The maximum value is determined 
and a certain number of bins of a certain thickness is determined. Hence there is an 
uncertainty equal to 0.5 x the width of the bin. The minimum width allowed by DISRA 
is 100/zg/g. This results in very limited tomography of Fe and Zn and only a few bins 
are available.
Post-processing with smoothing o f areas of similar value further remove the possi­
ble true value.
The agreement of the simulated projection data and measured projection data does 
not mean the phantom is a smoothed approximation of the true values. Many factors 
affect the concentrations determined.
Density Determ ination
The major errors in density determination are the error in the stopping powers and 
error in the energy calibration. The errors estimated for the Stopping Powers is 2% be­
tween 1 and 4MeV. Uncertainty in the STIM calibration arise from uncertainty in the 
thicloiess and uncertainty in the median channel. Assuming an uncertainty of 0.5pm  
inherent in the micrometer and using equation 8 .1  and 8 .2 , the uncertainty in the me­
dian channel is very low with the peak containing 50,000 counts and a channel width 
of a few keV.
Aguer [104] notes that normaUsation of STIM counts when performed simultane­
ously may be affected by the broadening o f the beam as mentioned earlier.
Thicker parts of the sample broaden the beam and a greater percentage of pro­
tons do not pass through the collimator. The collimator in the thesis is positioned 
approximately 10 mm from the sample and is 1mm in diameter. This results in a half­
acceptance angle o f 2.9°. The acceptance angle affects the measured charge. Correc­
tions should be applied to pixels with high energy loss to take into account the protons
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that do not pass through the collimator. This may be correceted by a calibrated squared 
correction factor, ie ChargeCorrection  oc Energy Loss‘S. However, as can be seen in 
Fig. 10.13 if  the distance is not Icnown accurately the corrections may produce an even 
greater error.
The beam was broad and when boundaries between two regions are analysed a 
composite spectrum is produced. If  enough STIM counts are taken peaks can be iden­
tified. Taking the median value is generally used although this might not be the most 
suitable value. Chauvenet filtering has been suggested for example. From the peaks 
there are a considerable number of counts of low energy that may bias the median 
value. O f course, if properly calibrated the calibration should take this into account 
however if two distinguishable peaks are identified the beam spot is intersecting a 
boundary between two areas of different stopping power. Maybe the ratio of the peak 
counts and the energy loss of the pixels either side may indicate the position of the 
boundary.
Identifying peaks rather than median value may be worthwhile if the number of 
counts are high enough. Also the influence of low energy protons that bias the energy 
loss peak may be filtered out. However, the system is calibrated using the same method 
hence the calibration will be influenced, although arguably maybe to different degree, 
by noise.
If enough counts are produced two distinguishable peaks may be identifiable. The 
median value may be somewhere in between these two peaks however by assessing the 
values either side of the pixel may help and improve the resolution of the density map. 
Overlapping pixels may be used if sufdcient STIM counts are measured and resolution 
improved on that of the beam. It may even be possible to measure the change over 
time with a line scan.
Elemental Concentration Error
The elemental mass is determined by several factors:
@ Accuracy of Mass Density: Although the elemental mass may be presumed cor­
rect, if the density is incorrect then so too will be the elemental concentrations 
and by the same degree.
® Error in Elemental Loss Correction: A loss of 20-30% was measured and it is 
assumed that this is lost homogeneously thus the same decrease in mass per 
voxel.
® Counting Statistical Error and Fitting of Peaks: Central voxels may produce very 
few counts for lighter elements due to attenuation therefore the statistical error
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® Efficiency Error: There appears to be considerable discrepancies in the funny fil­
ter efficiency than that stated. A more accurate efficiency calibration is required 
and should be distance dependent. The efficiency is element dependent
The errors in geometric efficiency determination can be large, as shown in Table
10.4.
Detector D istance Zinc Sulphur
10 119.9 82.6% 42983.3 82.6%
10.5 132.2 91.1% 47389.1 91.1%
10.9 142.5 98.2% 51070.9 98.2%
11 145.1 100% 52009.4 100%
11.1 147.8 101.9% 52960.4 101.8%
11.5 158.6 109.3% 56846.1 109.3%
12 172.7 119% 61898.4 119%
Table 10.4: Change in Concentration, pg/g, of Zn and S as a Measure of Suggested 
Si(Li) Detector Distance.
The hair itself is over 100/Lim in diameter and does not rotate around the centre. 
The geometric efficiency varies by approximately 5% during the experiment. 
Added to this, there is an uncertainty in the actual distance between the detector 
and sample. The hair is positioned approximately 250pm  to the left of the central 
pixel, yielding a 5% drop in efficiency, and the detector is positioned using a ruler 
attached to the holder o f the detector, not a micrometer, therefore there may be an 
uncertainty in this. The same can be said for the RBS affecting the 2D analysis 
of the sample although not tomographic analysis which does not depend on RBS 
for determining charge.
® Error in Charge Correction: As discussed, charge correction is affected greatly 
by beam broadening. The number of STIM counts is dependent on the hair 
thickness which leads to low estimates of charge especially in central pixels
® Error in Reconstruction: The variation in values in a region is the standard de­
viation for that region. This may change considerably depending on the number 
of voxels in a region. This variation is dependent on the concentration of the 
element and the attenuation of the X-rays.
® Effect of Beam Broadening and Secondary Fluorescence: measured counts may 
contain counts from outside optimal pencil beam which reconstruction does not 
take into account. With a 70/im thick sample, the percentage of protons outside
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Density, g/cm^ S, Mg/g Ca, pg/g Zn, pg/g
Actual Value 1 80000 6000 300
Reconstructed Value 1 75000 5400 300
Difference 0% 6% 10%
Fluctuation 3.7% 14.5% 11.1% 100%
Overall Error 3.7% 15.79% 14.94% 100%
Table 10.5: En*or Determination in Reconstruction of Phantom: Overall regions Fluc­
tuation and Error.
the optimal region is over 16%. However, in this experiment the beam spot size 
was 4pm  while the pixel size was 4.3pm.
® Blurring/Smoothing of Data: Pre-processing and sub-1 bandwidths used in re­
construction blur boundaries and result in dispersion of values.
Of these the determination of X-rays emitted from the sample per pixel seems to 
be the most difficult to determine accurately with the data available. A combination 
of correct efficiency and fitting of peaks appears to be the most problematic. As men­
tioned in chapter 3, the fitting of peaks is different; Dan32 uses the Voight beam profile 
while DISRA uses Gaussian fitting therefore the determined widths may differ. Also, 
DISRA uses a weighting system to divide counts in shared channels. These may ac­
count to some degree for the discrepancy in determined peak counts, as shown in table 
10.6. The figure determined by Dan32 is without account of the background, which is 
veiy small relative to the size of the sulphur peak. There are approximately 20x12x22 
pixels which contain counts. That is a maximum of roughly 5300 counts per channel 
that could be subtracted as background by DISRA after processing if  a background of 
1 is subtracted from every channel that contains counts. This is set to zero for Zn and 
Fe. This equates to 158000 counts in total but of course not all channels and pixels 
contain counts.
For sulphur this is extremely small but for other peaks this may be more significant 
as can be seen by the higher peak counts as determined by DISRA.
S Cl K Ca Total
DISRA 2934249 365619 129336 130987 3560190
DAN32 (Gupix) 3297048 246984 99316.8 113564 3756912
DISRA/DAN32 Ratio 0.89 1.49 1.31 1.16 0.95
Table 10.6: Counts in Pealcs as Determined by Dan32 and DISRA
There are a large number of factors that need to be taken into consideration. The 
simulation and reconstruction of the Phantom can indicate some of the errors.
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More projections would have resulted in more accurate reconstructions, as shown 
by the results of the reconstruction of the phantom. Maybe fewer slices should have 
been taken but the area was set manually with each projection to reduce the time re­
quired. This proved difficult to perform rapidly. The number of slices in each pro­
jection varied slightly as the vertical scanning size varied slightly therefore the data 
was trimmed and only slices that were measured in all projections were included in the 
reconstruction data set.
Table 10.7 shows suggested errors for each component. The error in tomography 
overall is less than for 2D analysis. Moreover tomography allows for accurate coiTela- 
tion o f elements.
Sulphur Chlorine Potasium Calcium Iron Zinc
Fitting 10% 15% 10% 10% 15% 15%
Counting Stats 4% 13% 20% 20% 42% 42%
Detection Efficiency
Solid Angle 10% 10% 10% 10% 10% 10%
Intrinsic 20% 20% 10% 5% 5% 5%
Charge
STIM counts 20% 20% 20% 20% 20% 20%
DT errors 2% 2% 2% 2% 2% 2%
STIM Calibration
Foil Accuracy 4% 4% 4% 4% 4% 4%
Data filtering 5% 5% 5% 5% 5% 5%
Recon F luctuation 15% 15% 15% 15% 50% 50%
Mass Correction E rro r 3% 7% 7.7% 6.3% 5.5% 4%
Total E rro r 36% 40.3% 37.7% 36.5% 71.6% 71.2%
Table 10.7: Estimate of Errors in Tomography
Sulphur Chlorine Potasium Calcium Iron Zinc
2D PIXE 52009 4702 1704 1924 90.5 145.1
Corrected for Mass Loss 23724 3244 1201 1338 72.2 110
Tomography data 57800 15300 3200 3100 100 100
Corrected for Mass Loss 26365 10556 2256 2156 79.8 75.9
Table 10.8: PIXE-T and Bulk PIXE Concentrations, in pg/g. Corrected for Mass Loss
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Figure 10.14: Chart of Change in Relative PIXE Counts per Projection Before and After 
Charge Normalisation
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Figure 10.15: Chart of PIXE Counts in each Projection After Charge Normalisation
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Figure 10.16: Screenshot from Dan32 Showing Selected Windows of RBS Spectrum and 
Change in Q-Factor
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Figure 10.17: Deviation of Concentrations of S and Zn with Changing Parameters - Suggested 
Hair Thickness and RBS Detector Distance
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Chapter 11 
Conclusion: PIXE-T Feasibility, 
Improvements and the Future
By increasing the solid angle and by using a greater number of detectors, the time of 
analysis and tomography can be substantially reduced. Along with an improved data 
acquisition system, automation of the experiment, computer-controlled shts etc, the 
time can be substantially reduced to the order o f an hour.
Accurate calibration is required to reduce some of the errors. Loss of protons 
through the collimator needs to be measured in order to correctly charge-normalise the 
PIXE data and as the beam spot size reduces the contribution of X-rays from outside 
the optimum pencil beam will increase.
With the current state of the microbeam it is difficult to perform PIXE-T; vertical 
vibration limits the beam spot size and makes difficult the ability to produce a square 
beam spot size. The preparation for the experiment and set-up took a very large portion 
of the day leaving very little time for the PIXE-T experiment. A sample holder in 
which the sample can be positioned accurately while the chamber is closed is expensive 
but may be needed and will be very cost-effective in the long run. Samples were 
damaged, misaligned and lost while trying to place the sample holder in the chamber. 
This delayed the execution of the experiment, considerably.
It was hoped to perform tomography on a test sample of known composition made 
from metal grains and wires etc such as used in Melbourne [12]. Due to the lack of 
beam time available this was not performed. This may have been more suitable as it 
may have indicated the errors in efficiency.
In this thesis INAA was used as a complementary technique however the future 
may see a combination of otherwise competing techniques, especially pXKF  tech­
niques. Ali [105] gives a comparison of PIXE analysis with RIXRF. Ortega [106] uses 
the combination of SR (Synchrotron Radiation) X-ray techniques in conjunction with 
PIXE and RBS to determine the distribution and oxidation states o f Cr in single cells.
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The carcinogenic mechanisms of Cr, such as lipid peroxidation, can be determined.
The group in Bordeaux are combining on-axis STIM-T with SR /j,XRF. XRF is not 
as destructive and with synchrotron radiation sub-micron elemental mapping can be 
performed although STIM-T is required to determine the mass density. However this 
requires two separate experiments, a major distance apart at present, both of which 
take considerable amount of time to perform. This may limit considerably the choice 
of sample and the reason for analysis. The comparison between many samples may 
not be possible.
PIXE-T and on/off-axis STIM tomography could be used as an economical alter­
native for inhomogeneous samples for a range of samples.
For applications to study trace elements in biological tissues there are several disad­
vantages. Low Z materials have a low stopping power therefore the density resolution 
of STIM-T will be lower than that of higher Z materials. Added to this, the majority of 
elements of interest in PIXE-T are in trace amounts and therefore require substantial 
acquisition time. Attenuation substantially limits the size of samples when lower Z 
elements such as sulphur are mapped. Fig. 11.1 shows the attenuation of S through the 
hair. The count rate at either end of the hair changes dramatically.
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Figure 11.1: X-Ray Attenuation Through Hair, Thickness in fim
The experiment has highlighted the major problems in PIXE for intermediate thick­
ness samples and error determination. The underestimation of errors in papers appear 
to be common and rigorous calibration is essential. Funny filters in particular re­
quire a much more complex efficiency determination. The geometry requires distance- 
dependent efficiency calibration.
Improvements in engineering will improve PIXE mapping. Spemann [107] demon-
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strates the LIPSION system for the active compensation of stray magnetic fields thus 
aberrations found in PIXE-T can be reduced. With STIM Mapping there is a marked 
improvement in edge definition. Spikes up to 750nm were seen before correction was 
applied and there was a reduction in the effective beam spot size. As the beam spot 
size reduces the spot-size needs to be determined correctly. Ishii et all [108] use a 
laiife-edge method to profile the beam. A sharp edge is cut across the beam in small 
increments and the reduction in beam current is measured.
Another method of reducing spatial resolution is to accurately simulate the data. 
In DISRA the beam is assumed to be an homogeneous square tube. Chukalina [109] 
improved elemental maps by taking into consideration the beam-profile. This greatly 
improved the elemental distributions, reducing the gradient of edges.
Deves [110] coats samples in thin gold foil and uses the RBS peak height to normal­
ize maps. This avoids any problem due to loss of light matrix materials in biological 
samples and the resultant change in RBS spectmm. Mapping samples normalised to 
charge by normalising to the carbon edge height results in enor in samples high in 
hydrogen.
In combination with a geometrically efficient detection system the time for a PIXE- 
T experiment can be reduced further. Sakellariou performed an analysis of a sample 
that took 35 hours [12] of live time to perform. Due to technical restrictions analysis 
was restricted to one day at the University of Surrey. On one occasion the accelerator 
ran out the source of ions during the experiment and the experiment was abandoned. 
Analysis could not be stopped overnight while the accelerator was shut down as the 
lengthy process of calibration would need to be performed again and the sample would 
need to be removed from the chamber. This resulted in a total analysis time of approx­
imately three hours and this was running after the Ion Beam Centre had shut. Also 
projections were not taken or the wrong area was scanned and these could not be re­
performed due to time restrictions. However, even with such a very short time, it was 
shown that tomographic analysis was viable and was performed.
With improvements, PIXE-T with simultaneous STIM-T can be an economical and 
rapid method. Improvements in the microbeam at the University of Surrey especially in 
efficiency and accuracy will allow the routine rapid 3D mapping of biological samples.
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Appendix A 
Preparation of Pioloform Backing 
Film
References: Electron Microscopy in Microbiology, Royal Microscopical Society
And also
Cryopreparation o f Thin Biological Specimens fo r  Electron Microscopy, Roos & 
Morgan, Oxford University Press, 1990
Pioloform: 0.7g/75ml 1% Pioloform/chloroform solution Chloroform: Use a
fume hood, disposing of chloroform in waste container.
® Use solution at Room Temperature, dipping high quality bdh pre-cleaned and 
polished slides into it. Pre-cleaned, smooth slides are very important to ensure 
smooth surface and ’floating’ off film. Glass deteriorates therefore use relatively 
new slides.
* Use a very sharp scalpel or hypodermic needle, scoring squares, pressing firmly 
to ensure cut.
@ Fill large water container with CLEAN water (millipore) and place on black 
mat, or use black water container, and a strong light above dish. This enables the 
easiest view of the film.
® Dip slides at an angle of 45“^, trying to get the water meniscus to remove the film 
from the slide. Patience!
@ Lift of film squares onto sample holder, covering holes. As the film dries it 
becomes taut over the holes. Strong desk-light helps film dry.
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Appendix B
RBS Fit of A1 Foil
Counts
Spectrum
Energy, keV
Counts
Simulated Fit of Spectrum
Energy, keV
Difference Between Spectrum and Fit
Figure B. 1 : DAN32 Screenshot of the RBS fit of A1 foil
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Appendix C 
Input Script for DISRA - disra^pixet
#!/bin/zsh
export PATH=$PATH: $home/dan/DISRA-tests/spt-disraJ). 93/bin
# Trap any errors
trap 'echo "Premature exit o f  program” ; exit 2 ' 1 2 15
# set some parameters (( NUM  ~ 10))
KEEP.T0M0GRAMS=1
KEEPJSTATISTICS=1
KEEPEUBFILES^O
# # function to execute, output information and to trap errors
# function execute ()
echo ”--------------------------------------------------------------------"
echo
nDISRA: Executing: $@ 
n
command $@
STAT=$?
echo ”
n
nA signal $STAT error occured. Terminating program.” 
echo "Check jman 7 signal^ fo r  more details.
n"
exitfi i f  ( (STAT = = 2)) exit 
echo
nDISRA: This program took $((SECONDS-PREVTIME)) seconds to execute. ($STAT:$ERRNO)
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echo "DISRA: Total execution time is $((SECONDS-OFFSET)) seconds. ($STAT:$ERRNO)
n"
((PREVTIME = SECONDS ))  
return $STAT
# # adjust parameters i f  required # i f [ [  I ~a reconS.par ]]  ; then 
echo "File jreconS.par^ does not exist.”
exit f i  i f  [[ ! -a reconPpar ]]  ; then 
echo "File jreconPpar^ does not exist." 
e x itfi if[ [  ! -a simulS.par ]]  ; then 
echo "File jsimulS.par^ does not exist." 
e x itfi if[ [  ! -a simulP.par ]]  ; then
echo "File } simulP.pari does not exist.” exit f i  echo "Edit the parameter files?
(y/N) " read -q i f  (( $? == 0)) ; then vi reconS.par 
vi reconP.par 
vi simulS.par 
vi simulP.par
f i  (( OFFSET = SECONDS ))
((PREVTIME = OFFSET))
i f  [[ ! -a measuredS.dat]] ; then
echo "File jmeasuredS.datdoes not exist."
exit f i  i f  [[ N a  measuredP.dat ]] ; then
echo "File jmeasuredP.dati does not exist."
exit
f i
# # initialise the data # execute m 6 -preprocess 114.4 4.3 4.3 measuredP.dat 
execute mÔ4 >reprocess 114.4 4.3 4.3 measuredS.dat
execute spt.proj2sino measuredS.dat sinoSE.dat 
executespt.proj2sino measuredP.dat sinoPE.dat 
execute spt^proJ2sino measuredS.dat sinoSE.dat
# execute spa-align step4 Angles sinoPEl.dat sinoPE.dat
egrep "ANGLE RANGE—BANDWIDTH" reconS.par ^  hjpJmt.par
execute sptJbfp  bjpJmt.par sinoSE.dat reconSEl.dat
egrep "ANGLE RANGE—BANDWIDTH" reconP.par i  bfpJmt.par
execute sptJbjp  bfpJmt.par sinoPE.dat reconPE.dat
execute sp tjndl Angles 0 sinoSE.dat reconSEl.dat reconSE.dat 
execute sptjnerge reconS.par reconSE.dat reconPE.dat reconEl.dat 
m 6 -Utilities 13 reconEl.dat reconEfix.dat 229 
m 6 -Utilities 13 reconEfix.dat reconEfix2.dat 242
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wi6-Utilities 13 reconEfix2.dat reconE.dat 216
execute sptJnitialise-TE reconS.par reconE.dat tomo0.dat
execute m6-graphics 1 reconE.dat recE-O.dat 0 byte
execute m6-graphics 1 reconE.dat recE-16.dat 16 byte
execute m6-graphics 1 reconE.dat recE-17.dat 17 byte
execute m6-graphics 1 reconE.dat recE-19.dat 19 byte
execute m6-graphics 1 reconE.dat recEJ20.dat 20 byte
execute sptsimulation simulS.par tomo0.datprojI.dat
execute sp tscalejnass reconS.par projI.dat measuredS.dat tomo0.dat
# # correct the tomogram #
i f  [[ -a convergence.par ]] rm convergence.par
rrcf = CO +
execute sptsimulation simulS.par tomo$CO.datprojS$CPdat 
execute sptsimulation simulP.par tomo$CO.datprojP$CP.dat 
execute m6-graphics 1 tomo$CO.dat tomo-0-$CO.dat 0 byte 
execute m6-graphics 1 tomo$CO.dat tomo-20-$CO.dat 20 byte 
execute m6-graphics 1 tomo$CO.dat tomo-17-$CO.dat 17 byte 
execute m6-graphics 1 tomo$CO.dat tomo-16-$CO.dat 16 byte 
execute m6-graphics 1 tomo$CO.dat tomo-19-$CO.dat 19 byte 
execute m6-graphics 1 tomo$CO.dat tomo-30-$CO.dat 30 byte 
execute m6-graphics 1 tomo$CO.dat tomo-26-$CO.dat 26 byte 
execute spt-proj2sinoprojS$CP.dat sinoS$CP.dat 
execute spt-proj2sino projP$CP.dat sinoP$CP.dat
egrep "ANGLE RANGE—BANDWIDTH" reconS.par i  bfpJmt.par
execute spt-bfp  bfpJmt.par sinoS$CP.dat reconS$CP.dat
egrep "ANGLE RANGE—BANDWIDTH" reconP.par i  bfpJmt.par
execute spt-bfp  bfpJmt.par sinoPSCPdat reconP$CP.dat
execute sptjnerge reconS.par reconS$CP.dat reconP$CP.dat recon$CP.dat 
i f  (( IKEEP-SUBFILES)) rm reconS$CP.dat reconP$CP.dat 
echo "ITERATION- $CP" ^ iter.dat execute spt-correct-TE reconS.par reconE.dat 
recon$CP.dat tomo$CO.dat tomo$CP.dat
execute spt-check reconS.par measuredS.datprojS$CP.dat 
STIM-DONE=$?
execute spt-check reconP.par measuredP.datprojP$CP.dat
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PIXEJ)ONE^$?
rrco = cp;;
^('(5'nMjDOÆE == 2 ;;  && == 7 ;;  WoA:
done
rm iter.dat i f  (( IKEEP-TOMOGRAMS)) rm reconE.dat 
cp tomo$CO.dat tomogramE.dat 
if((!KEEPSOM O GRAM S)) rm tomo$CO.dat
i f  [[  — bJpJmt.par ]]  r m  bfpJmt.par
i f  [ [ - a _sampJndex.dat]] r m __ sampJ.ndex.dat
if[ [  - a _xmacJndex.dat]] r m __ xmacJndex.dat
== 7 ;; &Æ == 7 ;; rAe?, gcAo "
n—  Converged after $CP iterations —  
n ” e lif echo ”
n—  Maximum iterations ($NUM) reached—
Bibliography
[1] E. Merzbacher and H. W. Lewis. Handbuch der Physik, edited by S. Fitigge, 
volume 34, chapter X-Ray Production by Heavy Charged Particles, page 166. 
(Springer, Berlin), 1958.
[2] T. B. Johansson, R. Akselsson, and S. A. E. Johansson. X-ray analysis: Ele­
mental trace analysis at the 10-12 g level. Nuclear Instruments and Methods, 
84(1):141, 1970.
[3] G. J. R Legge. A history of ion microbeams. Nuclear Instruments and Methods 
in Physics Research Section B: Beam Interactions with Materials and Atoms, 
130(l-4):9, 1997.
[4] D. N. Jamieson. New generation nuclear microprobe systems. Nuclear In­
struments and Methods in Physics Research Section B: Beam Interactions with 
Materials and Atoms, 181:1, 2001.
[5] Wolfram Research. Mathworld web resource [online] available at: 
http ://mathworld. wolffam.com/tomography.html.
[6] I Alcira and K Hiroko. Possible use of proton ct as a means of density normaliza­
tion in the pixe semi-microprobe analysis. Nucl Instr and Meth B, 3(l-3):584, 
1984.
[7] A. Ito and H. Koyama-Ito. Possible use of proton ct as a means of density nor­
malization in the pixe semi-microprobe analysis article. Nuclear Instruments 
and Methods in Physics Research Section B: Beam Interactions with Materials 
and Atoms, 3:584, 1984.
[8] C Michelet and P Moretto. 3d mapping of individual cells using a proton mi­
crobeam. Nucl Instr and Meth B, 150(1-4):173, 1999.
[9] T. Reinert, U. Reibetanz, Vogt J, Butz T, Werner A, and Grunder W. Visuali­
sation of collagen fibrils in joint cartilage using stim. Nucl Instr and Meth B, 
181(1-4):511,2001.
183
184 BIBLIOGRAPHY
[10] Arthur Sakellariou. STIM AND PIXE TOMOGRAPHY: The Three-Dimensional 
Quantitative Visualisation o f Micro-Specimen Density and Composition. PhD 
thesis, The University of Melbourne, 2002.
[11] J C Overley, R. C. Connolly, G. E. Sieger, J. D. Macdonald, and H. W. Lefevre. 
Energy-loss radiography with a scanning mev-ion microprobe. Nuclear Instru­
ments and Methods in Physics Research, 218(l-3):43, 1983.
[12] R. M. Sealock, A. P. Mazzolini, and G. J. F. Legge. The use of he microbeams 
for light element x-ray analysis of biological tissue. Nuclear Instruments and 
Methods in Physics Research, 218(1-3):217, 1983.
[13] G. Deves and R. Ortega. Comparison of stim and particle backscattering spec­
trometry mass determination for quantitative microanalysis of cultured cells. 
Nucl Instr and Meth B, 181(1-4) :460, 2001.
[14] Andersen H. H. and Ziegler J. Hydrogen: Stopping Powers and Ranges in 
All Elements. Vol. 3 o f  The Stopping and Ranges o f  Ions in Matter, volume 3. 
Pergamon Press, Elmsford, New York, 1977.
[15] Ziegler J. F. Srim-2003. Nuclear Instruments and Methods in Physics Research 
Section B: Beam Interactions with Materials and Atoms, 219:1027, 2004.
[16] A. J. Antolak and D. H. Morse. Minimum data set requirements for ion micro­
tomography. Nuclear Instruments and Methods in Physics Research Section B: 
Beam Interactions with Materials and Atoms, 54(l-3):383, 1991.
[17] S.A.E. Johansson, J.L. Campbell, and K.G. Malmqvist (Eds.). Particle-Induced 
X-Ray Emission Spectroscopy (PIXE). John Wiley and Sons, 1995.
[18] Michelet C., Moretto P., Laurent G., Przybylowicz W. J., V. M. Prozesky, 
Pineda C. A., Barberet P., Lhoste F., and Kennedy J. Measurement of lateral 
straggling using a microbeam. Nuclear Instruments and Methods in Physics Re­
search Section B: Beam Interactions with Materials and Atoms, 181:157,2001.
[19] Agostinelli et al. Geant4 - a simulation toolkit. Nuclear Instruments and Meth­
ods in Physics Research A, 506:250, 2003.
[20] W. Brandt and G. Lapicki. Energy-loss effect in inner-shell coulomb ionization 
by heavy charged particles. Phys. Rev. A, 23:1717, 1981.
[21] H. Paul and J. Sacher. Fitted empirical reference cross sections for k-shell ion­
ization by protons, protons. Atomic Data and Nuclear Data Tables, 42:105,
1989.
BIBLIOGRAPHY  185
[22] Strivay and Weber. An empirical formula for 1 line x-ray production cross- 
section of elements from ag to u for protons below 3.5mev. Nuclear Instruments 
and Methods in Physics Research B, 190:112, 2002.
[23] C.G. Ryan, D.R. Consens, S.H. Sie, W.L. Griffin, G.F. Suter, and E. Clayton. 
Quantitative pixe microanalysis of geological material using the csiro proton 
microprobe. Nuclear Instruments and Methods in Physics Research Section B: 
Beam Interactions with Materials and Atoms, 47:1990, 55.
[24] J.H. Scofield. Relativistic hartree-slater values for k and I x-ray emission rates. 
Atomic Data and Nuclear Data Tables, 14:121, 1974.
[25] J.H. Scofield. Exchange corrections of k x-ray emission rates. General Physics, 
9:1041,1974.
[26] W. Bambynek. private communication of material presented verbally at the 
international conference on x-ray and inner shell processes in atoms, molecules 
and solids. International Conference on X-ray and Inner Shell Processes in 
Atoms, Molecules and Solids, 0:0, 0.
[27] Reis M. A. and Jesus A. R Semiempirical approximation to cross sections for 
1 x-ray production by proton impact. Atomic Data and Nuclear Data Tables, 
63(1):1, 1996.
[28] M.J. Berger and J.H. Hubbe. Xcom: Photon cross sections on a personal com­
puter. Technical Report National Bureau of Standards, 1987.
[29] Guy Demortier. Non-destructive depth profiling of solid samples by atomic and 
nuclear interactions induced by charged particles. Journal o f  Electron Spec­
troscopy and Related Phenomena, 129(2-3):243, 2003.
[30] Grime G. W. The ”q factor” method: Quantitative micropixe analysis using rbs 
normalisation. Nuclear Instruments and Methods in Physics Research Section 
B: Beam Interactions with Materials and Atoms, 109/110:1996, 170.
[31] Maxwell J. A., Teesdale W. J., and Campbell J. L. The guelph pixe software 
package ii. Nuclear Instruments and Methods in Physics Research Section B: 
Beam Interactions with Materials and Atoms, 95:1995, 407.
[32] Blaauw M., Campbell J. L., Fazinic S., Jaksic M., Orlic I., and Van Espen P. 
The 2000 iaea intercomparison of pixe spectrum analysis software. Nuclear 
Instruments and Methods in Physics Research Section B: Beam Interactions 
with Materials and Atoms, 189:113, 2002.
186 BIBLIOGRAPHY
[33] J. Radon. Uber die bestimmung von funktionen durch ihre integralwerte langs 
gewisser mannigfaltigkeiten berichte sachsische akademie der wissenschaffcen. 
leipzig. M ath Phys. K l, 69:262, 1917.
[34] RB Marr. An overview of image reconstruction. 0, 0:0, 1982.
[35] G.N. Ramachandran and R.V. Lakshminarayanan. Three-dimensional recon- 
structionfrom radiographs and electron micrographs: Applications of convolu­
tions instead of fourier transforms. Proc. Natl, Acad. Set USA, 68:2236,1971.
[36] R.H. Huesman. The effects o f a finite number of projection angles and finite lat­
eral sampling of projections on the propagation of statistical errors in transverse 
section reconstruction. Phys Med. Biol, 22:511, 1997.
[37] J. Huddleston, I. G. Hutchinson, T. B. Pierce, and J. Foster. Development 
and comparison of techniques for two-dimensional analysis using the harwell 
nuclear microprope. Nuclear Instruments and Methods in Physics Research, 
197(1):157,1982.
[38] Pontau AE, Antolak AJ, Morse DH, Berkmoes AAV, Brase JM, Heikldnen DW, 
Martz HE, and Proctor ID. Ion microbeam tomography. Nucl Instr and Meth B, 
40-41(l):646, 1989.
[39] A.E. Pontau, A.J. Antolak, and D.H. Morse. Some practical considerations for 
ionmicrotomography. Nuclear Instruments and Methods in Physics Research B, 
45:503, 1990.
[40] Schofield RMS andLefevre HW. Pixe-stim microtomography: Zinc and man­
ganese concentrations in a scorpion stinger. Nucl Instr and Meth B, 72(1): 104, 
1992.
[41] Antolak AJ, Bench GS, Pontau AE, Morse DH, Heikkinen DW, and Weirup DL. 
Density and composition analysis using focused mev ion mubeam techniques. 
Nucl Instr and Meth B, 353(l-3):568, 1994.
[42] Liew S. C., Orlic I., and Tang S. M. Pixe tomographic reconstruction of ele­
mental distributions using an iterative maximum-likelihood method. Nuclear 
Instruments and Methods in Physics Research Section B: Beam Interactions 
with Materials and Atoms, 104(1-4) :222, 1995.
[43] Orlic I., Loh K. K., Liew S. C., Ng Y. K., Sanchez J. L., and Tang S. M. Typixan 
- the 4th generation. Nuclear Instruments and Methods in Physics Research 
Section B: Beam Interactions with Materials and Atoms, 130(1-4):133, 1997.
BIBLIOGRAPHY  187
[44] Reinert T, Sakellariou A, Schwertner M, Vogt J, and Butz T. Scanning trans­
mission ion microscopy tomography at the leipzig nanoprobe lipsion. Nucl Instr
190(l-4):266,2002.
[45] Sakellariou A, Jamieson DN, and Legge GJF. Three-dimensional ion micro­
tomography. Nucl Instr and Meth B, 181 (1 -4) :211, 2001.
[46] M.E. Daube-Witherspoon and G. Muehllehner. An iterative image space recon­
struction algorithm suitable for volume ect. IEEE Trans. Med. Imaging, 5:61, 
1986.
[47] Grime G. W. A pc-based data acquisition package for nuclear microbeam sys­
tems. Nuclear Instruments and Methods in Physics Research Section B: Beam 
Interactions with Materials and Atoms, 89:1994,223.
[48] Simon A., Jeynes C., Webb R. R, Finnis R., Tabatabaian Z., Sellin P. J., 
Breese M. B., Fellows D. F., van den Broek R., and Gwilliam R. M. The new sur­
rey ion beam analysis facility. Nuclear Instruments and Methods in Physics Re­
search Section B: Beam Interactions with Materials and Atoms, 219:405, 2004.
[49] Azevedo S.G., Schneberk D.J., Fitch J.R, and Martz H.E. Calculation of the 
rotational centers in computed tomography sinograms. IEEE Transactions on 
Nuclear Science, 37(4): 1990, 1525.
[50] D.J.W. Mous, A. Gottdanga, R. Van den Broek, and R.G. Haitsma. Recent 
developments at hvee. Nucl. Instr. and Meth. B, 99:697, 1995.
[51] G. W. Grime and F. Watt. Nuclear microscopy elemental mapping using high- 
energy ion beam techniques. Nuclear Instruments and Methods in Physics Re­
search Section B: Beam Interactions with Materials and Atoms, 50(1-4): 197,
1990.
[52] Admans LL and Spyrou NM. The determination of se, mg and mn concentra­
tions in leukocyte subfractions. Journal o f  Radioanalytical and Nuclear Chem­
istry, 259:441, 2004.
[53] Thong PSP, Watt F, Paramanatham R, Bay BH, and Sit KH;. Nuclear mi­
croscopy of single whole cultured cells: Preparation and analysis of human 
chang liver cells. Nucl Instr and Meth B, 130(1-4):351,1997.
[54] Palsgard E, Lindh U, and Roomans G. Ion dynamics in cells - preparation for 
studies of intracellular processes. Nucl Instr and Meth B, 104(l-4):324, 1995.
188 BIBLIOGRAPHY
[55] Wu YP, Mi Y, Shen H, Yao HY, Cheng Y, Wang X, and Zhang JX. Studies 
of rare earth element distribution and action in human erythrocyte and animal 
hepatocyte by pixe. Nucl Instr and Meth B, 189(l-4):459, 2002.
[56] Moretto Ph and Llabador Y. The nuclear microprobe: An insight of applications 
in cell biology. Nuclear Instruments and Methods in Physics Research Section 
B: Beam Interactions with Materials and Atoms, 130:1997, 324.
[57] Ortega R, Goncalves P, Llabador Y, and Simonoff M. Extracellular matrix and 
culture substratum effects on trace metal content of epithelial cancer cells. Nucl 
Instr and Meth B, 158(l-4):375, 1999.
[58] Robards AW and Sleytr UB. Low Temperature Methods in biolgical Electron 
Microscopy. Practical Methods in Electron Microscopy Vol. 10. n/a, 1985.
[59] Yamazaki H, Ishii K, Matsuyama S, Komori Y, Mizuma K, and Izukawa T;. 
Summary of the workshop on practical problems in biological applications of 
micro-pixe analysis. IntemationalJournal o f PIXE, 13(l/2):89, 2003.
[60] Watt F, Thong PSP, Tan AHM, and Tang SM. Nuclear microscopy of single 
whole cultured cells: Beam damage studies. Nucl Instr and Meth B, 130(1- 
4): 188, 1997.
[61] Maetz M, Przybylowicz WJ, Mesjasz-Przybylowicz Jler A, and Traxel K. Low- 
dose nuclear microscopy as a necessity for accurate quantitative microanalysis 
of biological samples. Nucl Instr and Meth B, 158(l-4):292,1999.
[62] J. A. Cookson. The use of the pixe technique with nuclear microprobes. Nuclear 
Instruments and Methods, 181(1-3):115, 1981.
[63] Llabador Y, Bertault D., Gouillaud J.C., and Moretto Ph. Advantages of high 
speed scanning for microprobe analysis of biological samples. Nuclear Instru­
ments and Methods in Physics Research Section B: Beam Interactions with Ma­
terials and Atoms, 49:435, 1990.
[64] Ryan C.G. Developments in dynamic analysis for quantitative pixe true elemen­
tal imaging. Nuclear Instruments and Methods in Physics Research Section B: 
Beam Interactions with Materials and Atoms, 181:2001,170.
[65] Quaedackers JA, Mutsaers PHA, van der Vusse GJ, and de Goeij JJM. 
Na41u(iii)hdotp as extracellular marker in indirect mapping of intracellular ion 
levels in heart tissue via microbeam pixe. Nucl Instr and Meth B, 181(l-4):443, 
2001 .
BIBLIOGRAPHY  189
[66] Lindh U, Frisk P, Nystrom J, Danersund A, Hudecek R, Lindvall A, and Thunell 
S. Nuclear microscopy in biomedical analysis with special emphasis on clinical 
metal biology. Nucl Instr and Meth B, 130(l-4):406, 1997.
[67] G. V. Iyengar, W. E. Kollmer, and H. J. Bowen. The elemental composition o f  
Human Tissues and Body Fluids. Verlag Chemie, 1987.
[68] Iyengar G. V. Réévaluation o f the trace element content in reference man. Ra­
diation Physics and Chemistry, 51(4-6):545, 1998.
[69] Campbell JL, Hopman TL, Maxwell JA, and Nejedly Z. The guelph pixe soft­
ware package iii; Alternative proton database. Nucl Instr and Meth B, 170(1- 
2):193,2000.
[70] Shaaban SY, El-Hodhod MAA, Nassar MF, Hegazy AE, El-Arab SE, and Sha- 
heen FM. Zinc status of lactating egyptian mothers and their infants: Effect of 
maternal zinc supplementation. Nutrition Research, 25:2005, 45.
[71] Borawska MH, Oltarzewska A, and Hukalowicz K. Determination of lead, cad­
mium, copper and zinc in hair o f sick and healthy workers.
[72] A ltaf W. J., Akanle O. A., Admans L. L., Beasley D., Butler C., and Spyrou N. 
M. The university of surrey database of elemental composition of human hair. 
Journal o f  Radioanalytical and Nuclear Chemistry, 259:493, 2004.
[73] Pacheco A.M.G, do Carmo Freitas M, and Ventura M.G. A nonparametric as­
sessment of the relative output of inaa and pixe enjoint determinands in environ­
mental samples (atmospheric biomonitors). Nuclear Instruments and Methods 
in Physics Research Section B: Beam Interactions with Materials and Atoms, 
tbc:tbc, 0.
[74] Stedman J. D. and Spyrou N. M. A comparison of the techniques of pixe, pige 
and inaa by reference to the elemental analysis of porcine brain samples. Nu­
clear Instruments and Methods in Physics Research Section A, 353:436, 1994.
[75] J. M. Sanders and N. M. Spyrou. Trace element levels in hair of school children 
and their correlation with behaviour. Mineral Elements, 2:475, 1982.
[76] N. I. Ward, N.M. Spyrou, and A. A. Damyanova. Study of hair element con­
tent from an urban bulgarian population using naa assessment o f environmental 
status. JofRadioanal. and Nucl. Chem., 114:125, 1987.
190 BIBLIOGRAPHY
[77] Ryabuldiin YS. Activation analysis of hair as an indicator of contamination 
of man by environmental trace element pollutants. Technical report, Vienna: 
International Atomic Energy Agency, 1978.
[78] EG&G ORTEC. GammaVision-32 Gamma-Ray Spectrum Analysis and MCA 
Emulator fo r  Microsoft Windows 95/98 and Windows NT. A66-B32 Software 
UsersManual Software Version 5.1. EG&G ORTEC Part No. 774780 4323 0799. 
ManualRevision D USA (2000).
[79] Ibrahim Othman. Neutron Activation and Electron Microscopy in the Study o f  
Human Hair and Breast Tissues. PhD thesis, University of Surrey, 1979.
[80] J. M. Sanders. Elemental analysis of hair using instrumental neutron activation 
and electron microscopy. Master’s thesis, University of Surrey, 1979.
[81] M. C. R. Ellison. Trace elemental analysis of hair from juvenile males, using 
instrumental neutron activation and cyclic activation analysis. Master’s thesis, 
University of Surrey, 1981.
[82] I. Othman and N. M. Syrou. The abundance of some elements in hair and nail 
from the machakos district o f kenya. Sci o f  the total Environment, 16:267,1980.
[83] O. J. Ojo, A. F. Oluwole, M. A. Durosinmi, O. I. Asubiojo, O. A. Akanle, and 
N. M. Spyrou. Correlation between trace element levels in head hair and blood 
components of nigérian subjects. Biological Trace Element Research, 43:453, 
1994.
[84] Torrente M., Colomina M. T., and J. L. Domingo. Metal concentrations in hair 
and cognitive assessment in an adolescent population. Biol. Trace Elem. Res., 
104(3):215, 2005.
[85] Smith H. The interpretation of the arsenic content in human hair. J. For. Sci. 
Soc., AÛ92, 1964.
[86] Blauer. Proton energy straggling measurements in aluminum, titanium, silver 
and tungsten foils. Nuclear Instruments and Methods in Physics Research Sec­
tion B: Beam Interactions with Materials and Atoms, 43(4):497, 1989.
[87] Loening A. M. and S. S. Gambhir. Amide: A free software tool for multimodal­
ity medical image analysis. Molecular Imaging, 2(3): 131, 2003.
[88] Dombovari J, Papp L, Uzonyi I, Borbely K, Elekes Z, Varga Z, Matyus J, and 
Kalcuk G;. Study of cross-sectional and longitudinal distribution of some major
BIBLIOGRAPHY  191
and minor elements in the hair samples of haemodialysed patients with micro­
pixe. Journal o f  Analytical Atomic Spectrometry, 14(4):553, 1999.
[89] Giovanni Forte, Alessandro Alimonti, Nicola Violante, Marco Di Grego­
rio, Oreste Senofonte, Francesco Petrucci, Giuseppe Sancesario, and Beatrice 
Bocca. Calcium, copper, iron, magnesium, silicon and zinc content of hair in 
parkinson’s disease. Journal o f  Trace Elements in Medicine and Biology, Vol­
ume 19, Issues 2-3, 2 December 2005, Pages 195-201, 19(2/3): 195, 2005.
[90] B. Stocklassa. A database o f elemental and trace elemental distributions within 
the virgin segment of Caucasian scalp fibres. JOURNAL OF COSMETIC SCI­
ENCE, 52(5):297, 2001.
[91] Lin Kuangfei, Xiang Yaling, Liu Xuefeng, Wu Zuoli, Sandra G. F. Buldcens, 
Mila G. F. Tommaseo, and Maurizio G. Paoletti. Metallic elements in hair as 
a biomarker of human exposure to environmental pollution: A preliminary in­
vestigation in hubei province. Critical Reviews in Plant Sciences, 18(3):417, 
1999.
[92] The Agency for Toxic Substances and Disease Registry. Hair analysis panel 
discussion: Exploring the state of the science, 2001.
[93] Miekeley N, Dias Cameiro MT, and da Silveira CL. How reliable are human 
hair reference intervals for trace elements? Sci Total Environ., 218(1): 1998, 9.
[94] P. M. Jenneson, A. S. Clough, J. L. Keddie, J. R. Lu, and P. Meredith. Non-ionic 
surfactant concentration profiles in undamaged and damaged hair fibres deter­
mined by scanning ion beam nuclear reaction analysis. Nuclear Instruments and 
Methods in Physics Research Section B: Beam Interactions with Materials and
132(4):697, 1997.
[95] Taneja S. K., Mahajan M., Gupta S., and Pal Singh K. Assessment of copper 
and zinc status in hair and urine o f young women descendants o f niddm parents. 
Biological Trace Element Research, 62(3):255, 1998.
[96] DiPietro ES, Phillips DL, Paschal DC, and Neese JW. Determination of trace el­
ements in human hair, reference intervals for 28 elements in nonoccupationally 
exposed adults in the us and effects of hair treatments. Biol Trace Elem Res., 
22(1):1989, 83.
[97] Hollands R, Clough AS, and Meredith P;. Improvements in technique for deter­
mining the surfactant penetration in hair fibres using scanning ion beam analy­
ses. International Journal o f PIXE, 9(3/4) :227, 1999.
192 BIBLIOGRAPHY
[98] Guillaume Deves, Touria Cohen-Bouhacina, and Richard Ortega. Scanning 
transmission ion microscopy mass measurements for quantitative trace ele­
ment analysis within biological samples and validation using atomic force mi­
croscopy thickness measurements. Spectrochimica Acta Part B: Atomic Spec­
troscopy, 59(10-11):1733,2004.
[99] Sera K, Futatsugawa S, and Murao S. Quantitative analysis of untreated hair 
samples for monitoring human exposure to heavy metals. Nucl Instr and Meth 
R, 189(1-4):174,2002.
I
[100] T. Satoh, K. Ishii, T. Kamiya, T. Sakai, M. Oikawa, K. Arakawa, S. Matsuyama, I
and H. Yamazaki. Development of a large-solid-angle and multi-device detec- i
tion system for elemental analysis. Nucl Instr and Meth 5,210:113, 2003.
[101] Gama S, Volfinger M, Ramboz C, and Rouer O. Accuracy of pixe analyses 
using a funny filter. Nucl Instr and Meth B, 181(1-4): 150,2001.
[102] Sjoland KA, Munnik F, and Watjen U. Thick-target correction in pixe for ran­
domly inhomogeneous samples. Nucl Instr and Meth B , 161-163:264, 2000.
[103] A. C. Beach and N. M. Spyrou. The effects of surface roughness and tilt upon 
the quantification of elemental distributions across thick biological sections by 
proton induced x-ray emission analysis. Nuclear Instruments and Methods in 
Physics Research Section A: Accelerators, Spectrometers, Detectors and Asso­
ciated Equipment, 353(l-3):468, 1994.
[104] P. Aguer, L.C. Alves, Ph. Barberet, E. Gontier, S. Incerti, C. Michelet-Habchi,
Zs. Kertsz, A.Z. Kiss, P. Moretto, and J. Pallon et al. Skin morphology and 
layer identification using different stim geometries. Nuclear Instruments and 
Methods in Physics Research Section B: Beam Interactions with Materials and 
Atoms, na:2005, 0.
[105] M. Ali. Pixe and rixrf comparison for applications to biological sample anal­
ysis. Nuclear Instruments and Methods in Physics Research Section B: Beam 
Interactions with Materials and Atoms, 222(3-4):567, 2004.
[106] Ortega R., Deves G., Fayard B., Salome M., and Susini J. Combination of 
synchrotron radiation x-ray microprobe and nuclear microprobe for chromium 
and chromium oxidation states quantitative mapping in single cells. Nuclear 
Instruments and Methods in Physics Research Section B: Beam Interactions 
with Materials and Atoms, 210:325, 2003.
BIBLIOGRAPHY  193
[107] D. Spemann, T. Reinert, J. Vogt, J. Wassermann, and T. Butz. Active com­
pensation of stray magnetic fields at lipsion. Nuclear Instruments and Methods 
in Physics Research Section B: Beam Interactions with Materials and Atoms, 
210:79,2003.
[108] Ishii K, Yamazaki H, Matsuyama S, and Kikuchi Y. Establishment of central re­
search laboratory for accurate quantitative pixe analysis - an approach of toholoi 
university. IntemationalJournal o f  PIXE, 13(1/2).T7, 2003.
[109] Chukalina MV and Watjen U. Mathematical reconstruction of sample mi­
crostructures obtained fi-om pixe elemental maps. Nucl Instr and Meth 5,181(1- 
4):249,2001.
[110] G. Deves, M.P. Isaure, P. Le Lay, J. Bourguignon, and R. Ortega. Fully quanti­
tative imaging of chemical elements in arabidopsis thaliana tissues using stim, 
pixe and rbs. Nuclear Instruments and Methods in Physics Research Section B: 
Beam Interactions with Materials and Atoms, 231(1-4): 117, 2005.
