Recolha robotizada de rolhas by Silva, João Ricardo Almeida de Sousa e
FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO
Recolha Robotizada de Rolhas
João Ricardo Almeida de Sousa e Silva
Mestrado Integrado em Engenharia Electrotécnica e de Computadores
Orientador: Pedro Gomes da Costa (Prof. Dr.)
Co-orientador: José Luís Sousa de Magalhães Lima (Prof. Dr.)
16 de Julho de 2012
c© João Silva, 2012

 
Resumo
Um dos processos recorrentes da produção de rolhas de cortiça consiste no seu controlo de
qualidade, por parte de operadores humanos especializados, os quais procedem à remoção das
rolhas defeituosas que não podem ser comercializadas. Atualmente, o referido processo de recolha
é feito manualmente. Nesta dissertação é desenvolvido um sistema de recolha automático das
rolhas, com recurso a um manipulador antropomórfico de seis graus de liberdade. A tarefa a
executar consiste numa operação pick-and-place das rolhas que se encontram em movimento,
num tapete automático de transporte semelhante aos que são utilizados no processo de recolha
manual.
Para a execução das tarefas pretendidas, procede-se ao estudo de vários de algoritmos de pla-
neamento de movimento, mais concretamente de trajetória e de caminho. É feita uma abordagem a
um método de planeamento de trajetória que utiliza como função de interpolação uma combinação
entre segmentos lineares e parabólicos – LSPB. Paralelamente, é, também, estudado e implemen-
tado um sistema de planeamento de caminho, sendo que para tal se utiliza uma metodologia de
decomposição em células aproximadas, associada ao algoritmo de pesquisa em grafos A*. Com
isto, é criado um sistema capaz de gerar caminhos livres de colisões com os obstáculos presentes
no ambiente.
A aplicação utilizada na execução da operação de pick-and-place das rolhas é desenvolvida
com recurso ao algoritmo de planeamento de caminho implementado. Por fim, são analisados os
resultados do sistema produzido, para vários sistemas de captura, cada um deles com capacidade
para recolher um diferente número de rolhas em simultâneo. Para teste e desenvolvimento dos
algoritmos é introduzido um modelo de simulação do sistema através do SimTwo.
i
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Abstract
One of the usual production processes of cork stoppers is quality control made by skilled
human operators who remove the defective stoppers that cannot be sold. Nowadays, this process
is done manually.
In this thesis an automatic picking system of stoppers is developed using a six degree of fre-
edom anthropomorphic manipulator. The task to be completed consists of a pick-and-place ope-
ration on stoppers in motion, placed in an automatic conveyor belt similar to those used in the
manual capture process.
The study of several motion planning algorithms, more specifically of trajectory and path,
precedes the execution of the required tasks. An approach to a trajectory planning method using
as an interpolation function a combination between linear and parabolic segments – LSPB - is also
made. In parallel, a path planning system is studied and developed as well. In order to achieve
this, an approximate cell decomposition method related with the graph search algorithm A* is
used. Thus, a system able to create paths free of collisions that can eventually take place in the
environment is developed.
The application used in stoppers pick-and-place operation is created using the path planning
algorithm which is implemented. At last, the results of the developed process are analysed for
various picking systems, each of them with the ability to pick simultaneously a different number
of stoppers.
Finally, for testing and developing the algorithms, a simulation model of the system is intro-
duced, using SimTwo.
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Capítulo 1
Introdução
Atualmente, a procura pelo aumento de eficiência dos processos de produção nas mais vari-
adas indústrias constitui um desafio, para o qual a robótica industrial em muito tem contribuído.
A automatização de processos permite que a execução de tarefas que são, usualmente, desempe-
nhadas por operadores humanos, passem a ser executadas por robôs, sendo, assim, possível obter
maiores níveis de produtividade e melhores características no desempenho.
Tendo em conta as propriedades de estanqueidade da cortiça, a sua utilização para a produção
de rolhas a utilizar em processos de engarrafamento, como por exemplo, na indústria vinícola, é
muito comum. A necessidade de garantir a integridade do produto engarrafado exige uma selagem
eficiente do mesmo, apenas conseguida com recurso a rolhas de cortiça produzidas sem defeitos
que o impeçam.
Uma das fases do processo de produção de rolhas de cortiça consiste na inspeção das mesmas,
com vista ao seu controlo de qualidade. Durante este processo, as rolhas são classificadas de
acordo com os defeitos apresentados, sendo distribuídas por diferentes classes, cada uma delas
com padrões de qualidade distintos. As rolhas que apresentam defeitos que inviabilizam a sua
comercialização são, também, descartadas. Usualmente, esta operação é realizada através de uma
escolha criteriosa das rolhas, por parte de operadores humanos especializados que, à medida que
as rolhas circulam em tapetes automáticos de transporte, inspeccionam e retiram aquelas que não
se enquadram com os padrões de qualidade do lote em análise.
Com este trabalho, pretende-se desenvolver um sistema com o qual se realizará a recolha das
rolhas de forma automática e sem intervenção humana, com recurso a um manipulador robótico.
Assim, o problema consiste no desenvolvimento de um sistema capaz de executar operações de
pick-and-place, no qual se pretende efetuar o planeamento dos movimentos a serem executados.
A automatização do processo é motivada, fundamentalmente, por dois fatores. Dado que a
tarefa referida possui um carácter repetitivo, o primeiro consiste na probabilidade de ocorrência
de erros resultantes da execução da mesma durante longos períodos de tempo. O segundo está
relacionado com o manuseamento das rolhas. Uma vez que a cortiça é um produto natural, quando
o manuseamento das rolhas é feito sem ter em conta determinadas condições de higiene, pode
ocorrer o aparecimento de defeitos motivados pela ausência das mesmas.
1
2 Introdução
Numa fase inicial, o tema desta tese inseriu-se no âmbito do projeto Produtech pti-pps4-2,
tendo como objetivo a implementação do produto para uma das empresas envolvidas no projeto
em causa. No entanto e, devido ao recuo das pretensões iniciais desta, a implementação física
do sistema desenvolvido deixou de constituir um objetivo, motivo pelo qual, ao longo da disser-
tação, apenas é feita referência ao modelo de simulação utilizado, não sendo referida qualquer
implementação num manipulador real.
1.1 Conceitos
De modo a não existirem ambiguidades nos termos utilizados ao longo do presente documento,
nesta secção, são definidos alguns conceitos com relevância para os assuntos abordados.
Ao longo desta tese considerar-se-à o planeamento de trajetória como a descrição da posição
das articulações que constituem o manipulador, através de uma função do tempo, ou seja, este
planeamento resulta na definição da posição das articulações, ao longo do tempo. Por outro lado, o
planeamento de caminho é considerado como a descrição geométrica da sequência de posições que
as articulações devem tomar. Neste tipo de planeamento não existe qualquer tipo de consideração
temporal. O planeamento de movimento consiste na expressão genérica que pode ser utilizada
para descrever os dois tipos de planeamento [1].
O planeamento de caminho constitui um planeamento de mais alto nível, quando comparado
com o planeamento de trajetória. Em algumas situações, os dois tipos de planeamento podem
complementar-se, na medida em que, é possível utilizar o de trajetória para interpolar temporal-
mente os pontos de referência gerados pelo planeamento de caminho.
1.2 Estrutura do documento
No capítulo 2 desta dissertação, é feito um levantamento do estado da arte relativo aos subsis-
temas que se encontram relacionados com o projeto em questão. A segmentação do mesmo, nos
diferentes subsistemas, está relacionada com a especificidade do sistema a desenvolver.
A análise da cinemática do robô industrial utilizado no modelo de simulação é feita no capí-
tulo 3.
No capítulo 4 são referidas algumas funções de interpolação a utilizar no planeamento de
trajetória. Para além disso, é feita uma abordagem à implementação de um sistema de planea-
mento de trajetória, no qual é utilizada a realimentação em malha fechada da configuração atual
do manipulador.
O planeamento de caminho é referido no capítulo 5, ao longo do qual este é detalhado em
três áreas de foco, abordadas no desenvolvimento do sistema de planeamento: construção do es-
paço de configurações, método de planeamento e algoritmo de pesquisa em grafos utilizados. É
feita referência a metodologias passíveis de serem utilizadas nestas áreas, especificando, posteri-
ormente, aquelas que foram realmente adotadas. O procedimento utilizado na obtenção e envio de
referências para o manipulador, também é referido neste capítulo.
1.2 Estrutura do documento 3
De referir que os dois tipos de planeamento referidos nos capítulos 4 e 5, foram abordados,
paralelamente, não chegando a ser executada a sua implementação conjunta.
No capítulo 6 são abordados os procedimentos seguidos no desenvolvimento do sistema de
recolha, responsável pela execução da operação de pick-and-place das rolhas. O modelo de simu-
lação utilizado, a comunicação entre este modelo e a aplicação desenvolvida, bem como a própria
aplicação, são também referidos. Por fim, os resultados obtidos pelos testes efetuados ao sistema
são apresentados neste capítulo.
4 Introdução
Capítulo 2
Estado da Arte
Tendo em conta a especificidade da aplicação a desenvolver no âmbito deste trabalho, neste
capítulo procurar-se-á elaborar um levantamento do estado da arte seccionado em três áreas mais
abrangentes.
Assim, na secção 2.1, serão abordadas algumas aplicações, nas quais estão envolvidas ope-
rações pick-and-place, que vulgarmente são executadas por sistemas automatizados com recurso
a robôs industriais. Na secção 2.2 serão identificados alguns dos manipuladores industriais cujas
características são mais favoráveis ao desempenho deste tipo de tarefa. Finalmente, na secção 2.3,
serão mencionados alguns sistemas baseados em visão computacional, que são utilizados em ope-
rações de controlo de qualidade com vista à deteção de defeitos.
2.1 Robótica e operações pick-and-place
Ao longo dos anos e com o crescimento da competitividade nas mais variadas áreas da in-
dústria, a melhoria da eficiência e o aumento da rapidez dos processos de produção constitui um
objetivo que tem vindo a ser constantemente perseguido. Em muitos casos, a obtenção destas me-
lhorias passa pela automatização dos referidos processos, nos quais se enquadram as operações de
pick-and-place.
Uma aplicação na qual se utiliza este tipo de operação são as tarefas de empacotamento de
produtos nas mais variadas áreas, como por exemplo a indústria farmacêutica. Em [2] é referida
a utilização de manipuladores industriais em operações de captura de medicamentos produzidos
e posterior colocação dos mesmos em caixas (Fig. 2.1). Com isto, o tempo de produção é con-
sideravelmente encurtado e, consequentemente, a colocação do produto no mercado, é feita com
maior rapidez.
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Figura 2.1: Operação de pick-and-place para empacotamento de medicamentos na indústria far-
macêutica [2].
Chua et al. [3] abordam a utilização de sistemas de automação no manuseamento de produtos
na indústria alimentar. Esta área reveste-se de dificuldades adicionais no que toca à sua automa-
tização, uma vez que se pretende que estes sistemas lidem com produtos com formas, texturas e
tamanhos irregulares. Neste texto, os autores referem o estado do desenvolvimento de sistemas,
que fazem uso de manipuladores industriais para operações como a manipulação de produtos não
rígidos, bem como manuseamento e empacotamento de alimentos frágeis, como por exemplo,
frutos. Aspectos que beneficiam a utilização destes sistemas, como por exemplo, a melhoria das
condições de higiene são também referidos pelos autores.
No entanto, não é apenas no sector industrial que este tipo de sistemas tem vindo a ser desen-
volvido. No âmbito laboratorial e a uma escala muito mais reduzida, tal também se tem vindo a
verificar.
Exemplo disso é referido por Zhang et al. [4], que abordam o desenvolvimento de um sistema
pick-and-place à escala micrométrica (Fig. 2.2). Este é capaz de manipular objetos com dimensões
inferiores à dezena de µm com elevada precisão, fiabilidade e velocidade. No decorrer da operação
de pick-and-place de esferas, também estas com dimensões micrométricas, o sistema demonstrou
ter a capacidade de atingir uma velocidade na ordem de 6 s/esfera, o que representa uma velocidade
10 vezes superior à referida até então pela literatura. Pelos testes efetuados, também é demonstrada
pelos autores a sua elevada eficiência, atingindo o valor de 100% em 700 repetições.
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Figura 2.2: Garra utilizada no sistema para operação pick-and-place à escala micrométrica [4].
2.2 Robôs Industriais
De acordo com a IFR (International Federation of Robotics), nos últimos anos verificou-se
um aumento substancial no fornecimento de robôs industriais, confirmando assim a tendência
crescente de desenvolvimento de soluções com recurso à área da robótica industrial. Prevê-se,
para além disto, que este crescimento se mantenha durante os próximos anos (Fig. 2.3) [5].
Figura 2.3: Fornecimento anual de robôs industriais de 2009 a 2010 e previsão de 2011 a 2014 [5]
Define-se robô industrial como,
"Um manipulador automático, reprogramável, multi-funcional e com controlo de
posição, possuindo vários graus de liberdade e capaz de manipular materiais, peças,
8 Estado da Arte
ferramentas ou dispositivos especializados através de movimentos programados, de
forma a desempenhar várias tarefas." [6]
Tendo em conta a sua geometria construtiva, os manipuladores industriais podem-se distinguir
em dois tipos: série e paralelo [7].
A arquitetura série carateriza-se pela constituição do manipulador através da sucessão de segmen-
tos rígidos, desde a base até à ferramenta do mesmo, os quais são ligados ao segmento que o
antecede, através de uma junta com grau de liberdade igual a um [8]. Exemplos deste tipo de
manipuladores são:
• Cartesiano (Fig. 2.4)
• Cilíndrico (Fig. 2.5)
• Esférico (Fig. 2.6)
• SCARA (Fig. 2.7)
• Antropomórfico (Fig. 2.8)
Na generalidade, os manipuladores referidos anteriormente podem ser utilizados para opera-
ções de pick-and-place, semelhantes à qual se pretende que o sistema a estudar, ao longo deste
trabalho, seja capaz de desempenhar. Ghorabi et al. [10] aborda a utilização de manipuladores
série em operações pick-and-place. Neste estudo, é projetado e construído um robô com quatro
graus de liberdade, visando a análise da carga máxima capaz de ser manipulada por este.
O outro tipo de arquitetura aplicada ao domínio dos robôs industriais é a paralela (Fig.2.9).
Segundo J.P.Merlet [8],
"Um robô paralelo é composto por uma ferramenta com n graus de liberdade e uma
base fixa, ligados entre si através de pelo menos duas cadeias cinemáticas indepen-
dentes. A atuação é feita através de n atuadores simples."
Este manipulador consiste, assim, num mecanismo de controlo em malha fechada das dife-
rentes cadeias cinemáticas que o constituem [8]. O interesse neste tipo de manipuladores reside
em fatores como elevadas velocidades e acelerações, elevada precisão estática e dinâmica, elevada
rigidez e inércia reduzida, quando comparados com manipuladores série [11]. A precisão estática
deste tipo de robôs prende-se com a capacidade de imobilização do mesmo quando os atuado-
res se encontram bloqueados, beneficiando a sua utilização em aplicações em que é necessária
uma grande estabilidade durante a operação [8]. Na figura 2.9, apresenta-se um exemplo destes
manipuladores - o robô Delta - sendo que o mesmo apresenta quatro graus de liberdade (três de
translação e um de rotação), este género de manipulador é uma boa escolha para aplicações de
pick-and-place [12].
Em seguida, são apresentados alguns exemplos de robôs paralelos com diferentes graus de
liberdade.
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(a) (b)
Figura 2.4: Manipulador Cartesiano - (a) espaço de trabalho e (b) robô Epson [7].
(a) (b)
Figura 2.5: Manipulador Cilíndrico - (a) espaço de trabalho e (b) robô Seiko RT3300 [7].
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(a) (b)
Figura 2.6: Manipulador Esférico - (a) espaço de trabalho e (b) braço de Stanford [7].
(a) (b)
Figura 2.7: Manipulador SCARA - (a) espaço de trabalho e (b) robô Epson E2L653S [7].
(a) (b)
Figura 2.8: Manipulador Antropomórfico - (a) espaço de trabalho [7] e (b) robô ABB IRB140 [9].
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Figura 2.9: Robô Delta desenvolvido por Clavel [8].
Nabat et al. [12] refere um manipulador semelhante ao Delta, o Par4 (Fig. 2.10(a)), no entanto,
no último são utilizadas quatro cadeias cinemáticas em vez de três. Este sistema foi desenvolvido
com o objetivo de permitir a operação a elevadas velocidades, conjugando as vantagens dos robôs
I4 e H4 e colmatando as suas limitações. Ambos os equipamentos são manipuladores com quatro
graus de liberdade e com arquiteturas semelhantes à do Delta. Uma das principais características
dos robôs referidos é a utilização de uma estrutura articulada na interseção das quatro cadeias
cinemáticas que constituem o manipulador (Fig. 2.10(b)). Este dispositivo permite a rotação se-
gundo o eixo vertical facilitando, por exemplo, manobras de orientação. No manipulador I4, esta
estrutura é composta por juntas prismáticas, o que, para a operação do manipulador a elevadas
velocidades, não é benéfico, uma vez que este tipo de junta sofre um maior desgaste, levando a
um encurtamento do tempo de serviço do robô. Como tal, com o Par4 passam-se a utilizar juntas
de revolução, anulando esta limitação. No manipulador H4, este tipo de juntas já é utilizado, no
entanto, este robô apresenta um outro ponto fraco relacionado com a disposição dos seus atuado-
res, provocando um comportamento não homogéneo ao longo do espaço de trabalho. Procurou-se,
assim, corrigir este último problema com o projeto do Par4, localizando os motores de forma mais
conveniente, o que de resto, já se verifica no I4. Neste artigo, é ainda apresentado um método
de otimização dos parâmetros geométricos do manipulador (dimensionamento dos braços e do
espaço de trabalho) considerando uma tarefa de pick-and-place que, conjugado com o facto de
este ser capaz de atingir elevadas velocidades e acelerações, faz deste uma boa escolha para ope-
rações deste género. A comercialização deste manipulador começou por ser feita pela Adept, com
o modelo Quattro [11].
Briot e Bonev [13] abordam o estudo de um manipulador paralelo com três graus de liberdade
de translação denominado Pantopteron. Este sistema é semelhante a um outro já existente, o
Tripteron (Fig. 2.11), também este possuindo os mesmos graus de liberdade.
A inovação desenvolvida pelo autor consiste na substituição dos braços vulgarmente utiliza-
dos, por dispositivos mecânicos específicos denominados pantógrafos (Fig. 2.12). Os últimos são
subsistemas, nos quais a movimentação do ponto Ci se processa pela ação desenvolvida nos pontos
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(a) (b)
Figura 2.10: Par4 - (a) Protótipo do manipulador; (b) estrutura articulada utilizada [12].
Figura 2.11: Tripteron - um sistema paralelo com 3 graus de liberdade [14].
Ai e Bi, ou seja , possuem duas entradas e uma saída. As relações de entrada e saída que regem a
disposição do pantógrafo são lineares e dadas pelo seu fator de ampliação k, com k = AiCi/AiBi.
Um outro atuador linear com um eixo de atuação paralelo a ai determina o deslocamento segundo
este mesmo eixo, no entanto, os movimentos referidos são totalmente desacoplados, isto é, inde-
pendentes entre si. De acordo com Briot e Bonev, a velocidade deste manipulador está relacionada
com o fator de ampliação dos pantógrafos, na medida em que, este se desloca k vezes mais rápido
que o Tripteron. Para além disso, o espaço de trabalho do primeiro é k3 vezes maior do que verifi-
cado para o último. Deste modo, conclui-se que as referidas características constituem vantagens
na utilização deste, em aplicações que requerem elevadas velocidades e acelerações, como é o
caso de operações pick-and-place.
Para aplicações, nas quais a orientação da ferramenta não é relevante, podem ser utilizados ma-
nipuladores com graus de liberdade inferiores. Zhibin et al. [11] apresentam um exemplo destes
robôs denominado T2 (Fig. 2.13). Este é um manipulador com dois graus de liberdade, puramente
translacional, composto por três cadeias cinemáticas, sendo que apenas duas delas são ativas (ca-
deias cinemáticas 1 e 2 na Fig. 2.13). De acordo com os autores, este é um equipamento capaz
de disponibilizar elevadas velocidades e acelerações, com a grande vantagem de ser um meca-
nismo simples e de fácil controlo. Com isto, este robô constitui uma solução mais económica
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Figura 2.12: Configuração do pantógrafo [13].
comparativamente aos apresentados anteriormente.
Figura 2.13: T2 - manipulador com dois graus de liberdade [11].
2.3 Sistemas de inspeção baseados em visão computacional
De modo a ser possível atingir níveis superiores de automatização, atualmente, muitos dos
processos industriais são dotados de sistemas de visão computacional que substituem algumas das
funções de inspeção que, por norma, são desempenhadas por operadores humanos. Algumas des-
tas são tarefas relacionadas com o controlo de qualidade do produto, como por exemplo, deteção
de defeitos ou seguimento dos mesmos ao longo de um processo com vista à sua permanente lo-
calização.
A produção de rolhas de cortiça é um exemplo de uma área de aplicação dos sistemas de visão
computacional. Apesar de este ser um assunto que foge ao âmbito de estudo desta dissertação, tal
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é visto como um possível complemento ao sistema robotizado de recolha de rolhas, na medida em
que, este poderia ser utilizado para identificação das rolhas a serem capturadas pelo último.
Tendo em conta que a cortiça se trata de um produto natural, existe a necessidade de inspeci-
onar cuidadosamente as rolhas que são produzidas, classificando as mesmas de acordo com a sua
qualidade. Na maioria das vezes, este processo é desempenhado por operadores humanos espe-
cializados, ainda que nos últimos anos venham aparecendo no mercado sistemas de classificação
automáticos, capazes de realizar esta tarefa com resultados bastante satisfatórios para rolhas de
qualidade superior. Para rolhas de qualidade inferior e mesmo intermédia, os resultados obtidos
vêm afetados de erros significativos, sendo necessária uma reavaliação por parte de operadores
humanos. Este facto aumenta os custos e atrasa o processo de produção. Para além disso, a sub-
jetividade inerente à classificação, quando realizada por operadores humanos, é um fator negativo
para a sua utilização. Por estas razões, têm sido produzidos esforços para desenvolver sistemas
de classificação baseados em visão computacional, que eliminem a necessidade de intervenção
humana neste processo. No entanto, a construção de sistemas deste tipo acarreta um grau de com-
plexidade elevado, uma vez que a cortiça se trata de um produto natural e muito heterogéneo [15].
Em [16], Joongho et al. referem o desenvolvimento de um sistema automático de classificação
de rolhas de cortiça, em oito classes diferentes de acordo com os defeitos verificados na superfície
das mesmas. Uma câmara linear é utilizada para a captura de imagens da superfície da rolha,
enquanto esta é rodada controladamente, por um computador, e para os topos outras duas câmaras,
uma para cada um deles (Fig. 2.14).
Figura 2.14: Esquema de configuração dos equipamentos de aquisição de imagem [16].
Para a extração de características o sistema utiliza filtragens morfológicas (erosão e dilatação)
e um algoritmo de extração e seguimento de contornos, sendo também referida a utilização de
um algoritmo de binarização adaptativa, capaz de ignorar as não uniformidades de iluminação na
superfície das rolhas. No processo de classificação das rolhas recorre-se uma a abordagem base-
ada em redes neuro-fuzzy, que se assemelha ao modo de atuação de um operador humano, sendo
mesmo necessário o treino do classificador, tendo em conta os algoritmos neuronais utilizados. De
acordo com o referido, os resultados obtidos pela solução final foram reavaliados por operadores
especializados, concluindo-se que cerca de 6,7% das decisões tomadas pelo sistema não estão de
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acordo com a avaliação tida como correta.
A utilização de sistemas de inspeção automática é, também, frequente noutros tipos de indús-
tria, sendo a alimentar um exemplo. Estes são largamente utilizados com o objetivo de satisfazer
a necessidade crescente de seletividade e eficiência nos processos de classificação, motivada pelas
normas atualmente em vigor [17].
Pla et al. [17] abordam o estudo de um sistema de escolha e classificação de frutos baseado
em visão computacional. Os autores apresentam uma solução obtida com recurso a equipamentos
comerciais, possibilitando a construção de uma arquitetura de baixo custo, sem com isto compro-
meter requisitos como velocidade e precisão das medições.
O sistema obtido permite a classificação do produto tendo em conta três critérios: peso, tama-
nho e cor. É composto por vários módulos de visão, em que cada um deles pode ser constituído
por uma câmara a cores e até duas câmaras monocromáticas, sendo uma delas equipada com um
filtro de infravermelhos e a outra com um filtro de ultravioleta. A última é utilizada para deteção
de defeitos, enquanto que a imagem capturada pela câmara com o filtro infravermelho é usada
para a localização dos frutos. Esta escolha é justificada pela maior robustez dos resultados da seg-
mentação dos frutos quando utilizadas imagens em infravermelho. O tipo de iluminação utilizado
neste sistema é difuso, com o intuito de uniformizar a incidência de radiação em todos os pontos
do objeto. Os autores referem que o desempenho do sistema foi analisado através da comparação
com os critérios adotados por um operador humano, não tendo sido encontrada nenhuma discre-
pância significativa nas decisões tomadas através da análise computacional. Para além disso, outra
vantagem que existe no uso destes sistemas consiste na invariância nos critérios de decisão. Por
exemplo, para uma situação na qual são válidas classificações distintas, verificam-se variações na
decisão do operador humano, o que não acontece utilizando sistemas de visão computacional. De
referir ainda que, a velocidade de processamento da solução apresentada apenas é limitada pelos
dispositivos de aquisição de imagem utilizados.
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Capítulo 3
Cinemática
Neste capítulo serão abordadas algumas características do manipulador robótico a ser incor-
porado no modelo de simulação utilizado, no que diz respeito às suas dimensões e limitações
mecânicas.
Para além disso, efetuar-se-á a análise da cinemática do manipulador, através da qual serão
obtidas as equações que relacionam o espaço de configurações e o espaço de trabalho do mesmo.
O primeiro, no qual é considerada a posição das diferentes articulações que constituem o mani-
pulador e o último, que consiste no espaço métrico ao qual a posição do centro da ferramenta se
refere, sendo este mais intuitivo para o observador humano.
3.1 Modelo de simulação do manipulador robótico
Tendo em conta a necessidade existente na realização de testes aos algoritmos desenvolvidos
ao longo do projeto, foi desenvolvido um modelo de simulação de um manipulador série com re-
curso ao software de simulação SimTwo [18]. Uma vez que se pretende que o sistema desenvolvido
possa ser implementado fisicamente, procurou-se desenvolver um modelo o mais aproximado da
realidade quanto possível. Para isso, foram utilizadas as características dimensionais e mecânicas
de um manipulador real atualmente comercializado, as quais serviram de base para a definição do
modelo. O manipulador escolhido foi o IRB140 do fabricante ABB (Figura 3.1).
As dimensões de cada um dos segmentos constituintes do manipulador, bem como o seu al-
cance de trabalho, encontram-se especificados na Figura 3.2, enquanto que as gamas de funcio-
namento de cada articulação impostas pelas limitações mecânicas, na Tabela 3.1 [9]. De notar
que, existe distinção entre uma gama ilimitada e uma gama de 360o, sendo que a última, apenas
admite varições no intervalo ]−180o,180o[, existindo a impossibilidade de transpor o ângulo de
valor igual a 180o. Para a gama ilimitada, não existe qualquer tipo de limitação da posição da
articulação.
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Figura 3.1: Robô industrial IRB140 do fabricante ABB [9]
Figura 3.2: Esquema representativo do alcance de trabalho do manipulador e das dimensões de
cada um dos segmentos constituintes
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Tabela 3.1: Gama de funcionamento de cada articulação imposta pelas respetivas limitações me-
cânicas.
Articulação Gama de funcionamento
1 360o
2 200o
3 280o
4 Ilimitada
5 240o
6 Ilimitada
Com base nestes dados, foi desenvolvido o referido modelo que é apresentado na Figura 3.3.
As articulações encontram-se numeradas para futuras referências ao longo do documento. 
 
3 
4 
5 
6 
1 
2 
Figura 3.3: Modelo de simulação do manipulador ABB IRB140, com as articulações que o consti-
tuem numeradas.
De referir que, algumas das dimensões especificadas pelo fabricante não coincidem com as
definidas no modelo. Tal é motivado pela adaptação do modelo a esta aplicação, em específico.
Exemplo disso, é o segmento constituinte da base do manipulador, o qual, no modelo, possui um
comprimento superior ao especificado. Esta extensão foi adotada com vista a simular o apoio do
manipulador num plano mais elevado que o do solo, uma vez que este deve ser capaz de alcançar
posições acima do plano do tapete que transportará as rolhas a serem recolhidas. Apesar disto, a
origem do referencial inercial 1 é definida no plano do solo, como será visto posteriormente, na
análise da cinemática do manipulador.
1Também designado por referencial mundo, uma vez que representa a referência associada ao mundo, no qual o
robô se encontra inserido.
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3.2 Cinemática Direta
A cinemática direta permite obter a posição e a orientação do centro da ferramenta, dado o
estado atual das articulações que constituem o manipulador [7]. Neste caso específico e, uma vez
que o manipulador apenas é constituído por articulações de revolução, esse estado são as posições
angulares das mesmas.
Para desenvolver o estudo da cinemática de um manipulador é necessário definir sistemas de
coordenadas, associados a cada um dos segmentos que ligam duas articulações. Estes referenciais
relacionam-se entre si, através de matrizes de transformação que contêm informações relativas
à rotação e à translação de um referencial em relação ao outro [19]. Um caso particular são as
matrizes de transformação homogénea, que relacionam referenciais associados a segmentos con-
secutivos. A matriz de transformação homogénea identificada por Ai está associada ao segmento
i, definindo o seu sistema de coordenadas relativamente ao do segmento i−1 .
Com isto, uma matriz de transformação apresenta-se como,
T ij = Ai+1...A j =
[
Rij o
i
j
0 0
]
(3.1)
Onde Rij, é uma matriz que representa a rotação do sistema de coordenadas do segmento j
relativamente ao do segmento i; e oij, a translação entre os dois referenciais e que é representada
por um vector.
Assim, é possível relacionar o referencial associado à extremidade do manipulador com o
referencial inercial, através da multiplicação sucessiva das matrizes de transformação homogéneas
que descrevem a posição e orientação dos segmentos ao longo do manipulador, ou seja,
T 0n = A1A2...An (3.2)
Onde n, representa o número de referenciais do manipulador [7].
Para a definição dos sistemas de coordenadas associados ao manipulador em questão, foi utili-
zado o método DH proposto por Denavit e Hartenberg [20]. Através deste, é possível sistematizar
a atribuição de referenciais de acordo com um algoritmo bem definido. Na Figura 3.4, é apresen-
tado o resultado da sua aplicação.
As transformações homogéneas que relacionam os referenciais podem ser representadas pelos
parâmetros DH, os quais se definem da seguinte forma:
• ai - distância entre o eixo zi−1 e a origem do referencial i, oi;
• αi - ângulo formado entre o eixo zi−1 e o eixo zi no plano normal a xi;
• di - distância entre a origem do referencial i−1, oi−1 e o eixo xi;
• θi - ângulo formado entre o eixo xi−1 e o eixo xi no plano normal a zi−1.
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Figura 3.4: Referenciais e parâmetros DH obtidos pela análise dos três primeiros segmentos do
manipulador (a); e do pulso esférico acopolado (b).
Os valores dos parâmetros DH respeitantes aos referenciais assinalados, na figura 3.4(a) e na
figura 3.4(b), são apresentados, respetivamente, na tabela 3.2 e na tabela 3.3.
Tabela 3.2: Parâmetros DH obtidos a partir da análise das três primeiras articulações.
Referencial i ai αi di θi
1 a1 90o d1 θ ∗1
2 a2 0o 0 θ ∗2
3 a3 0o 0 θ ∗3
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Tabela 3.3: Parâmetros DH obtidos a partir da análise do pulso esférico.
Referencial i ai αi di θi
4 0o 90o 0 θ ∗4 +90o
5 0o 90o 0 θ ∗5 +90
o
6 0o 0o d6 θ ∗6
Através dos parâmetros DH é possível obter as matrizes de transformação homogénea que
relacionam os referenciais. Para isso, os parâmetros são substituídos na matriz representada por
(3.3).
Ai =

cosθi −sinθi sinαi sinθi cosαi ai cosθi
sinθi cosθi cosαi −cosθi sinαi ai sinθi
0 sinαi cosαi di
0 0 0 1
 (3.3)
Obtêm-se assim 6 matrizes de transformação, identificadas pelas matrizes (3.4)-(3.9).
A1 =

cosθ1 0 sinθ1 a1 cosθ1
sinθ1 0 −cosθ1 a1 sinθ1
0 1 0 d1
0 0 0 1
 (3.4)
A2 =

cosθ2 −sinθ2 0 a2 cosθ2
sinθ2 cosθ2 0 a2 sinθ2
0 0 1 0
0 0 0 1
 (3.5)
A3 =

cosθ3 −sinθ3 0 a3 cosθ3
sinθ3 cosθ3 0 a3 sinθ3
0 0 1 0
0 0 0 1
 (3.6)
A4 =

−sinθ4 0 cosθ4 0
cosθ4 0 sinθ4 0
0 1 0 0
0 0 0 1
 (3.7)
A5 =

−sinθ5 0 cosθ5 0
cosθ5 0 sinθ5 0
0 1 0 0
0 0 0 1
 (3.8)
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A6 =

cosθ6 −sinθ6 0 0
sinθ6 cosθ6 0 0
0 0 1 d6
0 0 0 1
 (3.9)
Multiplicando as matrizes de transformação homogénea obtém-se, como referido anterior-
mente, a matriz de transformação, que relaciona o referencial da extremidade com o referencial
inercial, ou seja, T 06 . Através desta define-se a posição e orientação da ferramenta do manipulador,
a partir das variáveis θi, que representam a posição de cada uma das articulações i.
3.3 Cinemática Inversa
A cinemática inversa do manipulador permite obter a posição angular de cada uma das articu-
lações através da posição e orientação do centro da ferramenta. Para as três primeiras articulações,
considerou-se uma abordagem geométrica, através da qual as equações que descrevem cada uma
das articulações foram desenvolvidas segundo considerações trigonométricas. As equações que
definem a posição das articulações pertencentes ao pulso esférico foram obtidas analiticamente.
Esta desagregação foi feita à luz do Princípio do Desacoplamento, o qual será abordado posteri-
ormente nesta secção.
Na figura 3.5 é apresentado o esquema representativo das três primeiras articulações do mani-
pulador, a partir do qual se procedeu à análise da cinemática inversa.
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Figura 3.5: Representação gráfica das três primeiras articulações do robô.
Considerando a projeção do robô no plano Oxy, conforme ilustra a figura 3.6, é possível des-
crever a equação que define o ângulo correspondente à articulação 1, isto é, θ1, através da expres-
são 3.10.
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Figura 3.6: Representação da projeção do robô no plano Oxy.
θ1 = arctan
(
yc
xc
)
(3.10)
Pela projeção no plano no qual está incluído o manipulador e que é assinalado a sombreado
na figura 3.5, obtém-se as expressões que definem θ2 e θ3. A referida projeção é apresentada na
figura 3.7.
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Figura 3.7: Representação da projeção no plano no qual se encontra incluído o manipulador.
Pela a aplicação da Lei dos Cossenos ao triângulo ABC representado na figura 3.7, resulta a
expressão definida por 3.11.
cos(180o−θ3) =
−(r2+ s2)+a22+a23
2a2a3
⇔ cosθ3 = r
2+ s2−a22−a23
2a2a3
(3.11)
Adicionalmente, pela relação trigonométrica apresentada na expressão 3.12,
tan2 A+1 =
1
cos2 A
(3.12)
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A equação que define θ3 pode ser dada pela expressão 3.13, onde, de acordo com a expressão
3.11, D = cosθ3.
θ3 = arctan
(
±√1−D2
D
)
(3.13)
Considerando novamente a figura 3.7, o ângulo θ2 é obtido através dos ângulos designados
por α e β , na mesma figura. Pela subtração destes dois ângulos é possível obter a equação que
define o ângulo θ2, conforme indicado pela expressão 3.14.
θ2 = β −α (3.14)
Para isto, o ângulo β calcula-se trigonometricamente de acordo com o descrito na expressão
3.15.
β = arctan
( s
r
)
(3.15)
O ângulo α é obtido a partir da expressão 3.16.
α = arctan
(
a3 sinθ3
a2+a3 cosθ3
)
(3.16)
Assim, tendo em conta as expressões (3.14)-(3.16), obtém-se a equação que define o valor de
θ2 a partir de xc, yc e zc, a qual é descrita pela expressão 3.17.
θ2 = arctan
( s
r
)
− arctan
(
a3 sinθ3
a2+a3 cosθ3
)
(3.17)
Com as equações que descrevem a posição das três primeiras articulações é possível definir a
translação entre o ponto central do pulso esférico e a origem do referencial inercial. O ponto cen-
tral da ferramenta coincide com a origem dos referenciais Ox3y3z3, Ox4y4z4 e Ox5y5z5, os quais
são representados na figura 3.4(b).
A cinemática inversa do subsistema que constitui o pulso esférico é calculada analiticamente,
pelo procedimento que se passa a especificar.
Com a multiplicação das matrizes de transformação homogénea A4, A5 e A6 é obtida a matriz
de transformação que relaciona o referencial que representa o centro da ferramenta, com o refe-
rencial Ox3y3z3 da figura 3.4(b). Tal resulta na matriz representada pela matriz 3.18, onde, por
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uma questão de simplicidade, cosθi =Ci e sinθi = Si .
A4A5A6 =

S4S5C6+C4S6 −S4S5S6+C4C6 −S4C5 −d6S4C5
−C4S5C6+S4S6 S6C4S5+S4C6 C4C5 d6C4C5
−C5C6 C5S6 S5 d6S5
0 0 0 1
 (3.18)
Considerando, ainda, apenas o pulso esférico, a matriz de orientação do mesmo, designada por
R36, pode ser representada genericamente pela matriz 3.19.
R36 =
nx sx axny sy ay
nz sz az
 (3.19)
Utilizando (3.18) e (3.19), obtêm-se as equações para cada uma das variáveis θ4, θ5 e θ6 pelas
expressões (3.20)-(3.22).
{
−S4C5 = ax
C4C5 = ay
⇒ θ4 = arctan−axay (3.20){
−az = S5
a2x +a
2
y =C
2
5
⇒ θ5 = arctan −az
±
√
a2x +a2y
(3.21)
{
−C5C6 = nz
C5S6 = sz
⇒ θ6 = arctan sz−nz (3.22)
Sabendo que θ5 tem duas soluções e, uma vez que θ4 e θ6 são obtidos a partir da primeira
variável, então, para a solução de θ5, dada pela expressão 3.23,
θ5 = arctan
−az
−
√
a2x +a2y
(3.23)
Vêm θ4 e θ6 descritas pelas expressões 3.24 e 3.25.
θ−4 = arctan
ax
−ay (3.24)
θ−6 = arctan
−sz
nz
(3.25)
Tendo em conta a figura 3.4(b), a origem do referencial Ox6y6z6 é designada pelas variáveis do
espaço tridimensional xt ,yt ,zt . Considerando o pulso esférico acoplado às restantes articulações,
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a orientação, segundo a qual se pretende que o referencial correspondente ao centro da ferramenta
se relacione com o referencial inercial, é dada pela matriz genérica 3.26.
R =
r11 r12 r13r21 r22 r23
r31 r32 r33
 (3.26)
Pela figura 3.4(b), o ponto (xt ,yt ,zt) pode ser, então, descrito como uma função de (xc,yc,zc),
de acordo com a expressão 3.27. xtyt
zt
=
xcyc
zc
+d6
r13r23
r33
 (3.27)
Com isto, através da translação pretendida para a origem do referencial do centro da ferra-
menta é possível definir o ponto (xc,yc,zc), permitindo o cálculo das três primeiras articulações do
manipulador θ1, θ2 e θ3.
A orientação encontra-se, assim, desacoplada da translação, na medida em que a primeira é
definida pelas articulações do pulso esférico.
Conhecendo os valores que as três primeiras articulações tomam e, concretizando a matriz
3.26, com a orientação pretendida para a ferramenta relativamente ao referencial inercial, é possí-
vel obter a matriz R36, a partir da expressão 3.28.
R = R03R
3
6⇔ R36 = (R03)−1R (3.28)
Esta matriz permite o cálculo das articulações relativas ao pulso esférico, conforme foi espe-
cificado anteriormente pelas expressões (3.20)-(3.22).
Contudo, no decorrer do desenvolvimento desta tese, o cálculo de θ4, θ5 e θ6 não seguiu esta
abordagem. Tendo em conta a aplicação em questão e, sabendo que se pretende que a orientação
da ferramenta relativamente ao referencial inercial seja fixa, optou-se por uma simplificação, no
que toca ao cálculo dos valores a tomar por estas articulações.
Com isto, de forma a permitir que o eixo z6 se encontre alinhado segundo o sentido negativo
do eixo z0, assume-se que o valor de θ4 deve ser sempre nulo. No que diz respeito ao valor de θ5,
este é função da posição das articulações 2 e 3. A soma de θ2, θ3 e θ5 deverá prefazer sempre o
valor de−90o relativamente à referência de θ2. Assim, θ5 pode ser calculado a partir da expressão
3.29.
θ2+θ3+θ5 =−90o⇔ θ5 =−90o−θ2−θ3 (3.29)
Relativamente a θ6, o seu valor não tem qualquer relevância, dado que a ferramenta utilizada
não regista qualquer tipo de alteração para rotações em torno do eixo z6, pelo que o seu valor
também é sempre nulo.
As equações da cinemática inversa são, assim, definidas pelas expressões 3.30 a 3.35.
28 Cinemática
θ1 = arctan
(
yc
xc
)
(3.30)
θ2 = arctan
( s
r
)
− arctan
(
a3 sinθ3
a2+a3 cosθ3
)
(3.31)
θ3 = arctan
(
±√1−D2
D
)
(3.32)
θ4 = 0o (3.33)
θ5 =−90o−θ2−θ3 (3.34)
θ6 = 0o (3.35)
Capítulo 4
Planeamento de Trajetória
O planeamento de trajetória consiste na descrição do movimento de cada uma das articulações
que constituem o robô, através de uma função temporal q(t), tendo em conta condições de posição,
velocidade e aceleração iniciais e finais, com vista à execução de um percurso pretendido. Assim,
uma trajetória pode ser definida como a função temporal que descreve o movimento entre q(ti)= qi
e q(t f ) = q f , onde t f − ti, representa o tempo que esta demora a ser executada [7].
Ao longo deste capítulo, serão abordados vários tipos de função utilizados na interpolação das
posições inicial e final, analisando as vantagens e desvantagens associadas a cada um deles. Para
além disso, será feita uma análise mais detalhada ao tipo de planeamento de trajetória abordado
no decorrer desta dissertação.
4.1 Tipos de Interpolação
Para o movimento entre pontos consecutivos, podem ser utilizados vários tipos de interpola-
ção, no que toca à expressão que descreve o movimento e a velocidade das articulações. Spong
[7] apresenta vários tipos básicos de interpolação, entre as quais: polinomial cúbica; polinomial
de ordem 5; combinação entre segmentos lineares e parabólicos (LSPB).
As trajetórias serão abordadas tendo em conta apenas uma única articulação, no entanto, o
procedimento estende-se às restantes articulações que constituem o manipulador.
4.1.1 Interpolação Polinomial Cúbica
Este tipo de interpolação aproxima a trajetória a uma função polinomial de ordem 3, na forma
da expressão 4.1.
q(t) = a0+a1t+a2t2+a3t3 (4.1)
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Esta expressão fica completamente definida se os coeficientes ai, com i = 0,1,2,3, forem
conhecidos. Para tal, estes são calculados a partir das restrições de posição e velocidade, quer ini-
ciais, quer finais. Assim, para a obtenção destes coeficientes é necessário definir quatro equações
a partir das referidas restrições, as quais são especificadas na expressão 4.2.
qi = q(ti)
ωi = q˙(ti)
q f = q(t f )
ω f = q˙(t f )
(4.2)
Se se considerar que a trajetória é executada em 1s, tomando ti = 0 e t f = 1, é obtida a função
q(t) presente na expressão 4.3, na qual os coeficientes já se encontram substituídos pelo resultado
obtido a partir de 4.2.
q(t) = qi+ωit+[3(q f −qi)−ω f −2ωi] t2− [2(q f −qi)−ω f −ωi] t3 (4.3)
Derivando esta função em ordem ao tempo é obtida a expressão da velocidade que, por sua
vez, derivada, dá origem à da aceleração. Estas funções são descritas pelos gráficos identificados
na figura 4.1.
Tal como se verifica na figura 4.1, o movimento descrito por este tipo de interpolação carateriza-
se pela existência de uma aceleração linear, a qual experimenta valores negativos e positivos. Com
isto, a velocidade descreve uma função parabólica. O módulo da velocidade da articulação au-
menta, para iniciar o movimento da mesma, passando a uma segunda fase de decréscimo, na qual
o movimento é contrariado, de forma a atingir q f com a velocidade final ω f desejada.
Esta trajetória permite obter posições e velocidades que se associam continuamente à trajetória
que a precedeu e à que a sucede, no entanto, a aceleração encontra pontos de descontinuidade,
no início e no fim da mesma. As descontinuidades da aceleração representam impulsos na sua
derivada, à qual se dá o nome de jerk [7]. Valores elevados de jerk podem conduzir a vibrações
indesejadas para os atuadores e à diminuição da precisão do manipulador [21].
4.1.2 Interpolação Polinomial de 5a Ordem
De forma a eliminar as descontinuidades verificadas na aceleração, quando utilizada uma in-
terpolação polinomial cúbica, Spong [7] refere uma interpolação de ordem superior. Uma vez que
a função que descreve a posição da articulação é constituída por um polinómio de ordem mais
elevada, conduz a que a função da aceleração também sofra um aumento da sua ordem. A função
da posição que descreve esta interpolação, ao longo do tempo, é dada pela expressão 4.4.
q(t) = a0+a1t+a2t2+a3t3+a4t4+a5t5+a6t6 (4.4)
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Figura 4.1: Gráficos de (a) posição, (b) velocidade e (c) aceleração resultantes da interpolação de
cúbica, para qi = 30, q f = 70, ωi = 30 e ω f = 10.
Como se pode verificar pela expressão 4.4 e, conforme acontece para a interpolação cúbica, a
função fica definida através dos coeficientes ai, no entanto, neste caso, são necessários seis coefi-
cientes. Consequentemente, o número de condições necessárias para o cálculo destes coeficientes
também passa a ser seis. São, por isso, acrescentadas as condições iniciais e finais de aceleração,
αi e α f , conforme são apresentadas na expressão 4.5.
qi = q(ti)
ωi = q˙(ti)
αi = q¨(ti)
q f = q(t f )
ω f = q˙(t f )
α f = q¨(t f )
(4.5)
Efetuados os cálculos com os mesmos dados que os utilizados para a obtenção da função
4.3, são obtidos os resultados para os coeficientes ai apresentados em 4.6. Por uma questão de
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simplicidade de representação, a função q(t) não é apresentada, no entanto, para a obtenção da
mesma substituem-se os coeficientes da expressão 4.4, pelos resultados de 4.6.
a0 = qi
a1 = ωi
a2 = αi2
a3 =
α f
2 − 3αi2 +10(q f −qi)−4ω f −6ωi
a4 =−α f + 3αi2 −15(q f −qi)+7ω f +8ωi
a5 = 12 (α f −αi)+6(q f −qi)−3ω f −3ωi
(4.6)
Os gráficos de posição, velocidade e aceleração que descrevem a trajetória resultante deste
tipo de interpolação são dados pela figura 4.2.
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Figura 4.2: Gráficos de (a) posição, (b) velocidade e (c) aceleração resultantes da interpolação de
5a ordem, para qi = 30, q f = 70, ωi = 30, ω f = 10, αi = 50 e α f = 0.
Através da utilização do polinómio de 5a ordem, a especificação dos valores de aceleração
inicial permite igualar a mesma à aceleração final da trajetória anterior. Para além disto, a defini-
ção da aceleração com que se pretende atingir o objetivo q f , permite uma melhor integração com
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a trajetória que será executada imediatamente a seguir. Com isto, os arranques verificados são
suavizados. Quanto às funções relativas à posição e à velocidade da articulação, na prática, são
identificadas poucas modificações nas mesmas, quando comparadas com o exemplo da interpola-
ção polinomial cúbica. Com este tipo de interpolação, obtêm-se assim, melhorias na aceleração
a aplicar à articulação, mantendo um comportamento semelhante ao verificado anteriormente, no
que toca à posição e à velocidade.
4.2 Combinação entre segmentos lineares e parabólicos - LSPB
O tipo de interpolação LSPB - Linear Segments with Parabolic Blends - é frequentemente uti-
lizado para o planeamento de trajetórias em robôs industriais. O movimento é decomposto em três
fases delimitadas no tempo. A primeira, na qual a articulação é acelerada de acordo com um valor
estipulado até a uma velocidade, também ela, pré-definida. Ao longo desta fase, o movimento é
aproximado por uma função quadrática. Na segunda fase, a velocidade é mantida constante, não
existindo, para isso, qualquer tipo de aceleração. E, por fim, uma fase de desaceleração onde,
mais uma vez, o valor da aceleração é definido previamente. Nesta fase, a posição da articulação é
descrita por uma função quadrática [7]. Tem-se que os valores de aceleração podem ser definidos
implicitamente através do tempo de transição entre fases. Assim, a trajetória definida por este tipo
de interpolação é descrita por uma função por ramos, na qual a posição é definida por funções
quadráticas, na primeira e na última etapa, e por uma função linear na segunda fase.
A representação gráfica da posição, velocidade e aceleração, obtida à custa desta interpolação,
é apresentada na figura 4.3.
A trajetória do tipo LSPB tem como inconveniente a existência de descontinuidades na função
de desaceleração, o que, como já referido, provoca variações impulsivas do movimento a executar
pelas articulações.
Este método abordado nesta tese, pelo que será referido mais pormenorizadamente na secção
seguinte do presente capítulo.
Independentemente da função utilizada para expressar a trajetória a executar, usualmente,
procuram-se desenvolver algoritmos de otimização de alguns critérios relacionados com a exe-
cução da trajetória. De acordo com Gasparetto e Zanotto [21], os critérios de otimização que mais
vulgarmente são referidos são:
• Tempo de execução;
• Energia consumida pelos atuadores;
• Derivada da aceleração - jerk.
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Figura 4.3: Gráficos de (a) posição, (b) velocidade e (c) aceleração resultantes da interpolação
LSPB.
4.3 Solução Adotada
A interpolação utilizada na abordagem ao planeamento de trajetória baseou-se na combinação
entre segmentos lineares e parabólicos. Esta abordagem procurou obter um movimento cuja velo-
cidade média, ao longo da trajetória, fosse a mais próxima possível da velocidade máxima de cada
uma das articulações. Desta forma é possível produzir um movimento rápido, de modo a que este
seja executado no mais curto intervalo de tempo.
Para o cálculo da trajetória é necessário definir, como entradas do sistema, a posição e a ve-
locidade angulares, quer no início da trajetória, quer no final. Para além disto, são parâmetros do
sistema a referência de velocidade angular máxima a ser atingida, a aceleração angular com a qual
se pretende atingir essa mesma velocidade e a desaceleração angular, através da qual a velocidade
da articulação é diminuída até à posição final.
Os gráficos, devidamente cotados, que descrevem a posição e a velocidade a serem executa-
das, são apresentados na figura 4.4.
4.3 Solução Adotada 35
V
e
lo
c
id
a
d
e
 [
º/
s
] 
P
o
s
iç
ã
o
 [
º]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tempo [s] 
𝐹𝑎𝑠𝑒 1  𝐹𝑎𝑠𝑒 2  𝐹𝑎𝑠𝑒 3  
𝑞𝑓  
𝑞𝑖  
ω𝑚𝑎𝑥  
ω𝑖   
ω𝑓   
𝑡𝑏  𝑡𝑏2  𝑡𝑓  
𝑞𝑡  
𝑡𝑖  
Figura 4.4: Gráficos da posição e velocidade para interpolação do tipo LSPB, devidamente cotados
e com as três fases da trajetória assinaladas.
O sistema de planeamento desenvolvido utiliza um mecanismo em malha fechada, através do
qual a trajetória é calculada enquanto é executada. Para isto, o sistema recebe os dados atuais
relativos à posição e velocidade angulares e calcula a referência de posição, de acordo com mo-
vimento atual da trajetória e tendo em conta a periodicidade com que os dados são enviados. A
representação do modelo do sistema é feita na figura 4.5, através de um diagrama de blocos.
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Figura 4.5: Diagrama de blocos representativo do sistema de planeamento de trajetória.
Com isto, a trajetória não é calculada como um todo, mas apenas para o intervalo de tempo
em que não irá receber nenhum dado relativo à posição e velocidade atuais.
As funções que descrevem a posição, para os diferentes tipos de movimento, ao longo da
trajetória são dadas por (4.7), (4.8) e (4.9).
q1(t) = qa+ωatr +
1
2
α1t2r (4.7)
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q2(t) = qa+ωmaxtr (4.8)
q3(t) = qa+ωatr− 12α2t
2
r (4.9)
Onde qa e ωa, são a posição e a velocidade atual da articulação; ωmax, a velocidade máxima
a atingir ao longo da trajetória; α1, a aceleração até à velocidade máxima; α2, o valor da desace-
leração até à posição final; e tr, o período de atualização, que consiste no tempo entre envios de
referência de posição. De referir que, para as expressões apresentadas, tem-se α1,α2 > 0.
A transição entre a primeira e a segunda fase ocorre a partir do instante em que a velocidade
máxima é atingida. A transição para a fase de desaceleração é determinada pela recepção do pri-
meiro valor de posição superior a qt , representado na figura 4.4. Este valor representa a posição a
partir da qual é necessário desacelerar a articulação, para que a posição final seja atingida segundo
as condições pretendidas. O valor de qt é calculado no início da trajetória, tendo em conta o tempo
total de execução da mesma, t f . A expressão 4.10 é utilizada neste cálculo.
qt = q f − ωmax+ω f2 t f (4.10)
Por sua vez, o valor teórico do tempo de execução t f é calculado a partir da expressão 4.11.
t f =
(ωmax−ω f )2
2ωmaxα2
+
(ωmax−ωi)2
2ωmaxα1
+
(q f −qi)
ωmax
(4.11)
Onde ωi, representa a velocidade no início da trajetória e, ω f , a velocidade no ponto final a
atingir.
Uma situação especial ocorre quando a trajetória é de tal forma curta que, para a aceleração
especificada, o tempo é insuficiente para atingir a velocidade máxima. Esta situação é detetada
quando, calculados os tempos de transição tb e tb2 através dos valores da aceleração, se percebe
que tb2 < tb. Isto equivale a dizer que, para que as condições finais sejam cumpridas e, tendo
em conta a velocidade máxima e a desaceleração especificadas, o instante no qual a articulação
deveria iniciar a desaceleração é inferior àquele que define o final da primeira fase da trajetória.
Para que a trajetória termine segundo as condições finais especificadas, o valor de tb2 deverá ser,
pelo menos, igual a tb. Para isso, são igualadas as expressões que definem tb e tb2 e é calculado
o valor da nova velocidade máxima a atingir, para que tal aconteça. O cálculo dos tempos de
transição tb e tb2 é efetuado através das expressões 4.12 e 4.13.
tb =
ωmax−ωi
α1
(4.12)
tb2 = t f − ωmax−ω fα2 (4.13)
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O novo valor de velocidade máxima ω ′max é obtido igualando tb e tb2 (4.12 e 4.13), o que resulta
na expressão 4.14.
ω ′max =
t fα1α2+ω fα1+ωia2
α1+α2
(4.14)
A vantagem existente ao utilizar a metodologia apresentada nesta secção está relacionada com
a malha de realimentação implementada no sistema. Nas situações em que se verificam atrasos
execução da trajetória, o envio da referência seguinte a enviar para os controladores do manipu-
lador não está dependente do tempo decorrido desde o início da mesma. A referência a enviar é
sempre calculada a partir do valor atual recebido. Quando a trajetória é calculada na totalidade e
posteriormente discretizada, caso ocorra algum atraso na execução, não é enviada a amostra que
sucede à posição atual da articulação, executando uma trajetória diferente da pretendida.
A utilização deste tipo de planeamento de movimento revelou-se inapropriada, uma vez que
este não tem em linha de conta a presença de obstáculos no espaço de trabalho. Deste modo,
podem ser executados movimentos planeados por interpolações, que conduzem a colisões inde-
sejadas. Assim, procedeu-se ao planeamento dos movimentos a executar, através de uma meto-
dologia baseada no planeamento de caminho, a qual será explicitada no capítulo 5. Contudo, o
estudo de uma possível utilização do planeamento de trajetória serviu como uma primeira aproxi-
mação ao planeamento de movimentos, no âmbito dos robôs industriais, permitindo uma melhor
compreensão do sistema em questão.
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Capítulo 5
Planeamento de caminho
Com o planeamento de caminho procura-se definir uma representação geométrica do movi-
mento que o robô deverá executar, ou seja, os pontos pelos quais este deverá passar com vista
a ligar o ponto inicial ao ponto final. Este tipo de planeamento não tem em linha aspetos rela-
cionados com a dinâmica do movimento, como por exemplo, a velocidade ou a aceleração das
articulações do manipulador para a execução do deslocamento pretendido [7].
Neste capítulo será feita uma abordagem às metodologias mais utilizadas no âmbito do plane-
amento de caminho. Uma vez que, na generalidade, estes métodos são desenvolvidos no espaço de
configurações, começar-se-á, na secção 5.1, pela definição do mesmo. Na secção 5.2, serão iden-
tificados alguns métodos utilizados no âmbito do planeamento de caminho e na secção 5.3, serão
revistos vários algoritmos de pesquisa em grafos. Por fim, na secção 5.4 serão expostas as solu-
ções relacionadas com o planeamento de caminho, que foram consideradas no desenvolvimento
do sistema em questão.
5.1 Espaço de Configurações
Para um manipulador industrial, uma configuração, q, pode ser definida como o conjunto de
variáveis que descreve a posição atual de cada uma das articulações que o compõe. Assim sendo
e, com recurso às matrizes de transformação obtidas a partir da cinemática direta, é possível obter
a posição e orientação de qualquer ponto do manipulador a partir de uma dada configuração. O
conjunto das configurações que o manipulador pode adotar é definido como espaço de configura-
ções, C. Adicionalmente, define-se espaço de trabalho, W, como o espaço (x,y,z) onde o robô se
movimenta.
O planeamento de caminho pode ser formulado como o problema que visa encontrar caminhos
livres de colisão que liguem duas configurações do robô, previamente especificadas [7]. Porém,
com o espaço de configurações, é possível definir a posição do manipulador através de um ponto
num espaço de dimensão igual ao número de articulações do mesmo. O problema do planeamento
de caminho é assim simplificado, consistindo apenas na pesquisa de um caminho livre de colisões
entre dois pontos pertencentes a este espaço.
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5.1.1 Espaço Livre e Espaço Obstáculo
Tendo isto em conta, torna-se necessário mapear, no espaço de configurações, os obstáculos
existentes no espaço de trabalho. Passam assim a existir dois conjuntos dentro do espaço de
configurações: o espaço livre, Clivre e o espaço obstáculo, Cobstaculo. Ou seja,
C =Clivre∪Cobstaculo
Segundo Ahuja et al. [1], existem sete métodos básicos para o cálculo de obstáculos no espaço
de configurações. De acordo com os autores, a sua utilização é válida para qualquer tipo de
robô. Porém, pelas características apresentadas, cada um destes enquadra-se melhor com um
determinado tipo de aplicação. Em seguida, são apresentados os métodos identificados.
5.1.1.1 Avaliação de ponto
Este é o método mais simples, no entanto, também o mais ineficiente. O robô é colocado numa
determinada configuração e verifica-se se este interseta qualquer obstáculo. Se tal acontecer, a
configuração pertence Cobstaculo [1].
5.1.1.2 Conjunto de Diferenças de Minkowski
O conjunto de diferenças de Minkowski entre dois conjuntos A e B são os pontos definidos por
Mdi f f (A,B) = {a−b | a ∈ A,b ∈ B}. Para um objeto rígido sem rotação, Cobstaculo é constituído
pela reunião dos conjuntos de diferenças de Minkowski entre áreas ocupadas por obstáculos e o
robô. Na figura 5.1, a zona sombreada faz parte de Cobstaculo definido pelo método em questão. O
ponto de referência r não pode estar dentro desta zona, sob pena de o robô se encontrar em colisão
com o obstáculo [1].
 
𝑟 
Figura 5.1: Obtenção de Cobstaculo, a partir do conjunto de diferenças de Minkowski [7].
5.1.1.3 Equações Fronteira
Este é um método, no qual são desenvolvidas equações que definem os valores das variáveis
de configuração, as quais conduzem a contactos do robô com o obstáculo. Para representações
poliédricas, a derivação é feita considerando contactos vértice/face ou face/face entre o robô e o
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obstáculo. As equações podem ser utilizadas para determinar se um ponto pertence a Cobstaculo ou
não. A utilização deste método pode tornar-se complexa, especialmente para graus de liberdade
superiores a 3 [1].
5.1.1.4 Needle Method (Método da "agulha")
Neste método, todos os parâmetros da configuração, à exceção de um, são fixados. O valor
do parâmetro variável que conduz ao contacto com o obstáculo é, então, calculado utilizando as
equações fronteira. Com isto, são definidos intervalos que descrevem Cobstaculo. Esta abordagem
é frequentemente utilizada para gerar secções transversais de duas dimensões do espaço de confi-
gurações, para cada um dos parâmetros fixados, facilitando a representação gráfica do mesmo. A
utilização deste método não é viável para espaços de configurações com dimensão elevada, uma
vez que é necessário um número considerável de intervalos para os representar [1].
5.1.1.5 Método de varrimento de volume
Com este método é efetuado um varrimento no espaço de trabalho do robô, fazendo variar
a configuração ao longo de um conjunto pertencente ao espaço de configurações. Se o espaço
varrido não contemplar nenhuma interseção com obstáculos, então o conjunto não pertence ao
espaço obstáculo. Este é um método eficaz para calcular Clivre, no entanto, o cálculo do volume
do espaço de trabalho é tanto mais exigente, quanto maior o número de graus de liberdade do robô
[1].
5.1.1.6 Templates
Neste método, o cálculo do espaço de configurações é feito com recurso às características
dos obstáculos, verificáveis no espaço de trabalho. Estas características são, tipicamente, pontos
e linhas que constituem os obstáculos e a sua correspondência no espaço de configurações é de-
signada por template. A forma e o tamanho dos templates são parametrizadas tendo em conta a
posição da característica do obstáculo, sendo guardadas em memória sob a forma de grelha. Este
método tem um bom desempenho para robôs com grau de liberdade inferior a 4, uma vez que para
outras situações são necessários elevados requisitos de memória para guardar os templates [1].
5.1.1.7 Método baseado na matriz Jacobiana
Consiste num método utilizado para cálculo de blocos de Clivre ou Cobstaculo. A matriz Jaco-
biana J de um robô descreve o deslocamento, dx, de um ponto pertencente ao mesmo em ordem
a uma variação da sua configuração, dq. Ou seja, dx = J(q).dq, sendo J função de q. Assim,
para uma dada configuração q, o valor máximo de | J(q) | para todos os pontos do robô pode
ser calculado, sendo designado por limite B(q) em J(q). Se a distância mínima entre o robô na
configuração q e todos os obstáculos for D, então a esfera centrada em q, com raio D/B(q), está
contida em Clivre. De forma análoga, se se definir D− como a distância negativa entre dois objetos
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sobrepostos, representando a translação que é necessária que um deles faça para que ambos se
separem, é possível calcular uma esfera com raio D−/B(q) que contém Cobstaculo [1].
5.2 Métodos de planeamento de caminho
Ao longo desta secção, serão referidos alguns métodos de planeamento de caminho, que vul-
garmente são utilizados no contexto dos robôs industriais.
Segundo Latombe [22] , os algoritmos clássicos de planeamento de caminho podem ser divi-
didos em três tipos:
• Métodos Roadmap;
• Decomposição em Células;
• Métodos de Campos Potenciais.
5.2.1 Métodos Roadmap
A abordagem com recurso a este tipo de métodos consiste na captura da conectividade de
Clivre, na forma de uma rede de curvas unidimensionais à qual se dá o nome de roadmap. Uma vez
construído, o roadmap consiste num conjunto de caminhos, reduzindo-se o planeamento à ligação
das configurações iniciais e finais através dos mesmos [22].
Para a construção do roadmap podem ser utilizados vários métodos, no entanto, nem todos são
aplicáveis a espaços de configuração de dimensão elevada, como no caso de estudo em questão. No
ponto seguinte, é apresentado como exemplo, uma metodologia que não é limitada pela dimensão
do espaço de configurações.
5.2.1.1 Método da Silhueta
Desenvolvido por Canny [23], este método gera caminhos semi-livres, ou seja, caminhos na
fronteira do espaço livre. Pode ser utilizado em qualquer problema, desde que Clivre seja represen-
tado por um conjunto compacto, independentemente da sua dimensão.
O Método da Silhueta consiste na projeção dos limites de Clivre em planos de dimensão inferior
- silhueta de Clivre - acrescentando segmentos de curva que ligam a projeção aos pontos críticos -
pontos a partir dos quais, as curvas que compõem a silhueta deixam de ter conectividade.
A metodologia referida é aplicada recursivamente, terminando quando não existirem mais
pontos críticos para unir às curvas da silhueta ou quando o conjunto que representa os segmentos
de curva possuir dimensão 2. O roadmap pode ser representado por um grafo onde os ramos são
os segmentos de curva e os nós as extremidades desses mesmos segmentos. Com isto, por fim,
o caminho entre o ponto inicial e o final é obtido por um algoritmo de pesquisa em grafos, os
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quais serão abordados mais à frente neste capítulo. Uma das desvantagens deste método reside na
dificuldade que recorre da sua implementação [22].
Para além do método anteriormente referido, Latombe [22] apresenta com detalhe outros que,
devido à limitação da sua utilização para espaços de configurações de dimensão reduzida, não se
enquadram na situação em causa. São estes:
• Método do grafo de visibilidade;
• Abordagem por retração;
• Método freeway.
5.2.2 Decomposição em Células
Este tipo de métodos consiste na decomposição do espaço de configurações em regiões simples
e não sobrepostas, denominadas células, de forma a que um caminho entre duas células possa
ser gerado facilmente. Um grafo representando as relações entre células adjacentes é criado e
posteriormente pesquisado, com recurso, mais uma vez, a algoritmos de pesquisa. Este grafo tem
o nome de grafo de conectividade. Neste, os nós são as células que representam configurações e
os ramos ligam nós correspondentes a células adjacentes [22].
Os métodos de decomposição em células subdividem-se em dois tipos:
• Decomposição em células exatas;
• Decomposição em células aproximadas.
5.2.2.1 Decomposição em células exactas
No caso específico deste tipo de decomposição, a divisão de Clivre é feita de forma a que, o con-
junto das células que representam este espaço, o definam exatamente quando reunidas [22]. Com
este método, consegue-se representar de forma fidedigna o espaço de configurações exatamente
como este se apresenta na realidade.
Decomposição trapezoidal Este é um exemplo de um método de execução deste tipo de decom-
posição. Aplicável maioritariamente a espaços bidimensionais, como o próprio nome indica, Clivre
é dividido em trapézios, os quais são obtidos à custa de linhas verticais desenhadas a partir dos
vértices dos polígonos que constituem o espaço obstáculo. Na figura 5.2, verifica-se o resultado
obtido.
5.2.2.2 Decomposição em células aproximadas
A decomposição aproximada de células divide o espaço de configurações em células com
forma previamente definida, por exemplo, retângulos para o caso bidimensional, ou paralelipípe-
dos para o tridimensional. Com esta decomposição, a reunião das células dificilmente consegue
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14 CHAPTER 2. PATH PLANNING – AN OVERVIEW
The most commonly used decomposition technique is the 2m-tree decomposi-
tion, where m is the dimension of the configuration space. A cell that is not entirely
contained in Cfree or the complement of Cfree in C, Cobst, is called mixed and is split
up into 2m subcells. These are then recursively refined in the same manner until
a path in G has been found or a given minimum resolution is reached. This indi-
cates that the complexity of these algorithms grows exponentially in m constraining
the applicability for planning in high-dimensional spaces. A visualization of this
approach is shown in Figure 2.4.
Figure 2.4: Left Figure: Exact cell decomposition, Cfree exactly decomposed into
trapezoids; Right Figure: Approximate cell decomposition, mixed cells are divided
until a series of free cells connects the start with the goal cell; free cells: light gray,
obstacle cells: dark gray, mixed cells: white, obstacles (- -)
2.2.2 Roadmap Methods
The basic idea of roadmap methods is to create a roadmap that reflects the connec-
tivity of Cfree. If such a roadmap exists for a given configuration space, the problem
of solving a path planning query is reduced to connecting the initial and the goal
configuration to the roadmap. If both configurations can be connected to the same
connected component of the roadmap, a feasible path is found by simply following
the path in the roadmap. Otherwise, if the connectivity of the roadmap correctly
reflects the connectivity of Cfree, no feasible path exists. To construct the roadmap,
several approaches have been proposed.
For a set of polygonal configuration space obstacles S in the plane it can be
shown that the shortest path from any initial configuration to any goal configuration
is polygonal and its inner vertices are vertices of S (de Berg et al. 1997). Taking the
vertices of S as the nodes of the roadmap and connecting two nodes by a straight
Figura 5.2: Resultado da aplicação da decomposição trapezoidal a u espaço bidimensional [24].
reproduzir exatamente o espaço de configurações decomposto. Apresentam-se, em seguida, dois
exemplos.
Decomposição em células fixas É um método de simples implementação, no qual Clivre é divi-
dido de forma indiferenciada em células com tamanho predefinido.
Decomposição 2m-tree Este é um método bastante utilizado, onde m r presenta a dimensão
do espaço a decompor. Com esta metodologia, células pertencentes simultaneamente a Clivre e
Cobstaculo, designadas por células mistas, são sub-divididas em 2m células. Tal é recursivamente
aplicado, até que deixem de existir células mistas, ou então, até ser atingido um valor mínimo de
resolução de célula. Na figura 5.3, está representado o resultado de uma abordagem bidimensional
deste algoritmo [24].
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2.2.2 Roadmap Methods
The basic idea of roadmap methods is to create a roadmap that reflects the connec-
tivity of Cfree. If such a roadmap exists for a given configuration space, the problem
of solving a path planning query is reduced to connecting the initial and the goal
configuration to the roadmap. If both configurations can be connected to the same
connected component of the roadmap, a feasible path is found by simply following
the path in the roadmap. Otherwise, if the connectivity of the roadmap correctly
reflects the connectivity of Cfree, no feasible path exists. To construct the roadmap,
several approaches have been proposed.
For a set of polygonal configuration space obstacles S in the plane it can be
shown that the shortest path from any initial configuration to any goal configuration
is polygonal and its inner vertices are vertices of S (de Berg et al. 1997). Taking the
vertices of S as the nodes of the roadmap and connecting two nodes by a straight
Figura 5.3: Resultado da aplicação da decomposição 2m-tree para m = 2 [24].
5.2.3 Método de Campos Potenciais
De acordo com Spong [7], a ideia base deste método consiste em tratar o robô como um
ponto com massa finita pertencente a C, o qual se desloca sob a influência de um campo potencial
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artificial U . O campo U é construído de forma a que o ponto seja atraído para a configuração final
à medida que é repelido pelos limites de Cobstaculo. A sua construção é feita corretamente quando
existe apenas um mínimo global de U , coincidente com a configuração final, não existindo ao
longo do caminho mínimos locais. O campo potencial é composto por duas componentes, sendo
que a primeira é designada por Uatt e é responsável pela atração do robô para a configuração
objetivo e, a segunda, designada por Urep, que o repele da fronteira de Cobstaculo, podendo ser
representado pela expressão 5.1.
U(q) =Uatt(q)+Urep(q) (5.1)
Com isto, o problema do planeamento de caminho pode ser reduzido a um problema de otimi-
zação, onde se pretende definir o mínimo local da função U(q). Para a resolução deste problema é
frequentemente utilizado o algoritmo do gradiente descendente. Com este algoritmo, o gradiente
negativo de U pode ser visto como uma força que atua sob robô, conforme descreve a expres-
são 5.2.
F(q) =−∇U(q) =−∇Uatt(q)−∇Urep(q) (5.2)
5.2.3.1 Campo atrativo
O campo atrativo Uatt deve ser monotonicamente crescente com a distância à configuração
final, q f . De forma a evitar descontinuidades na função gradiente e, consequentemente, na força
que atua sob o robô, usualmente é adotada uma função que descreve um crescimento quadrático
com a distância a q f inal . Esta é descrita pela expressão 5.3.
Uatt(q) =
1
2
ζρ2f (q) (5.3)
Com ζ , sendo um parâmetro utilizado para variar a escala de magnitude do campo atrativo,
e ρ f (q) a distância Euclideana entre q e q f . Por sua vez, o gradiente desta função é dado pela
expressão 5.4.
∇Uatt(q) = ζ (q−q f ) (5.4)
Sendo a força definida pela expressão 5.5.
Fatt(q) =−ζ (q−q f ) (5.5)
De referir que, para distâncias longas, esta função produzirá forças elevadas, pelo que Spong [7]
aborda a conjugação de campos com função parabólica utilizados para distâncias curtas, e campos
com função linear para distâncias longas.
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5.2.3.2 Campo Repulsivo
Esta componente do campo potencial tem como função repelir o robô dos obstáculos, não
permitindo que o primeiro colida com os últimos. No entanto, o movimento do robô, quando este
se encontra suficientemente longe de um obstáculo, não deve ser influenciado pelo campo gerado
a partir desse obstáculo. Tendo isto em conta, pode ser definida novamente uma função quadrática
que representa o campo repulsivo. Esta é apresentada pela expressão 5.6.
Urep(q) =
 12η
(
1
ρ(q) − 1ρ0
)2
ρ(q)≤ ρ0
0 ρ(q)> ρ0
(5.6)
Onde ρ(q), define a distância mínima desde a configuração q e Cobstaculo; ρ0, a distância a
partir da qual deve existir influência do obstáculo; e, η , é um fator de ganho da magnitude do
campo repulsivo.
A força gerada a partir do campo referido é descrita pela expressão 5.7.
Frep(q) =
{
η
(
1
ρ(q) − 1ρ0
)
1
ρ2(q)∇ρ(q) ρ(q)≤ ρ0
0 ρ(q)> ρ0
(5.7)
5.2.3.3 Gradiente Descendente
Este algoritmo é vulgarmente utilizado na resolução de problemas de otimização. Consiste
numa abordagem, na qual, começando na configuração inicial, se vai avançando o robô com pe-
quenos incrementos na direção negativa do gradiente, ou seja, na direção segundo a qual o poten-
cial diminui mais significativamente.
Com este algoritmo, nem sempre se consegue obter o caminho até à configuração final. Tal
acontece devido à possibilidade de existência de mínimos locais ao longo do caminho percorrido
pelo robô, conforme ilustra a figura 5.4. Por este motivo, devem ser tomados cuidados especiais
no que toca a este fenómeno.
Uma primeira abordagem passa pela construção da função do campo potencial, tendo em conta
a configuração de Cobstaculo, considerando a existência de mínimos locais e evitando que a função
conduza o robô até esses mesmos mínimos. Outros métodos são definidos com recurso a aborda-
gens aleatórias como é o exemplo do RPP (Randomized Potential Planner). Segundo este método,
o campo potencial é utilizado normalmente até ser detetado um mínimo local; quando tal acon-
tece, é utilizado um processo Random Walk 1, para gerar uma configuração que permita escapar a
esse mínimo. Os parâmetros estatísticos do processo Random Walk podem ser definidos de acordo
com o conhecimento prévio de Cobstaculo. Para a deteção do mínimo local são utilizadas heurísticas
especificas para o efeito [7].
1Random Walk consiste numa formalização matemática que pressupõe o registo sucessivo de um processo estocás-
tico.
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Fig. 5.4 This figure illustrates the progress of a gradient descent algorithm from qinit
to a local minimum in the field U
the robot is not allowed to “jump into” obstacles, while being large enough that
the algorithm doesn’t require excessive computation time. In motion planning
problems, the choice for αi is often made on an ad hoc or empirical basis, per-
haps based on the distance to the nearest obstacle or to the goal. A number of
systematic methods for choosing αi can be found in the optimization literature
[7]. The constants ζ and η used to define Uatt and Urep essentially arbitrate
between attractive and repulsive forces. Finally, it is unlikely that we will ever
exactly satisfy the condition qi = qfinal. For this reason, this condition is often
replaced with the more forgiving condition ||qi−qfinal|| < ², in which ² is chosen
to be sufficiently small, based on the task requirements.
The problem that plagues all gradient descent algorithms is the possible
existence of local minima in the potential field. For appropriate choice of αi,
it can be shown that the gradient descent algorithm is guaranteed to converge
to a minimum in the field, but there is no guarantee that this minimum will be
the global minimum. In our case, this implies that there is no guarantee that
this method will find a path to qfinal. An example of this situation is shown in
Figure 5.4. We will discuss ways to deal this below in Section 5.4.
One of the main difficulties with this planning approach lies in the evaluation
of ρ and ∇ρ. In the general case, in which both rotational and translational
degrees of freedom are allowed, this becomes even more difficult. We address
this general case in the next section.
5.3 PLANNING USING WORKSPACE POTENTIAL FIELDS
As described above, in the general case, it is extremely difficult to compute an
explicit representation of QO, and thus it can be extremely difficult to compute
ρ and ∇ρ. In fact, in general for a curved surface there does not exist a closed
Minimo Local
f
i
Figura 5.4: Exemplo de ocorrência de minimo local no decorrer da execução do algoritmo do
gradiente descendente [7].
Para além dos métodos clássicos anteriormente referidos, uma outra classe de algoritmos pode
ser utilizada na resolução do problema de planeamento de caminho. Estes métodos são designa-
dos de probabilísticos, uma vez que adotam abordagens aleatórias na obtenção de minhos livres
entre configurações. Este tipo de metodologia tem vindo ser estudada, com vista a suprimir
problema existente no cálculo de representações explícitas de espaços de configurações de dimen-
são elevada. Para tal, são utilizados mecanismos de deteção de colisões, que apenas detetam se
uma determinada configuração, gerada aleatoriamente, provoca colisões no espaço de trabalho.
Desta forma, consegue-se resolver um problema de planeamento de elevada complexidade, com
tempos de execução que não comprometem o controlo eficaz do sistema. São, assim, identificados
dois algoritmos de planeamento probabilísticos.
5.2.4 Roadmap Probabilístico - PRM
O método PRM (do inglês Probabilistic Roadmap) foi desenvolvido por Kravaki et al. [25],
com vista a resolver o problema de planeamento em ambientes estáticos. Segundo os autores, este
método divide-se em duas fases:
• Fase e aprendizagem (l arning phase);
• Fase de Pesquisa (query phase).
A fase de aprendizagem consiste na geração repetida de amostras aleatórias pertencentes a
Clivre e na ligação destas amostras entre si, através de um sistema de planeamento local simples.
Deste modo, é construído um roadmap probabilístico para um dado espaço de configurações. Esta
fase ubdivide-se, ainda, m ou ras duas: a fase d construção a fase e expansã .
A fase de construção tem como objetivo construir um grafo com um número de vértices sufi-
cientemente grande, de modo a garantir a cobertura uniforme de Clivre. Esta fase é iniciada pela
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geração repetida e aleatória de configurações contidas em Clivre, seguida da adição das mesmas ao
conjunto N, o qual representa os nós do grafo criado. Os nós criados são adicionados ao conjunto
N, se a configuração associada se encontrar em Clivre. Para cada novo nó c, criado aleatoriamente,
são selecionados vários nós pertencentes a N, numa vizinhança predefinida de c, constituindo as-
sim, o conjunto Nc. O sistema de planeamento local tenta ligar o nó c aos nós pertencentes a Nc
e que ainda não se encontram ligados a c. Com isto, não são criados ciclos no grafo, de modo a
favorecer posteriormente o tempo de cálculo de caminhos.
O segundo processo que constitui a fase de aprendizagem é a fase de expansão. A última
visa melhorar a conectividade do grafo produzido na fase de construção. Aplicando a primeira
fase a zonas estreitas, não é obtida uma distribuição uniforme dos nós do grafo. Como tal, a
ideia da fase de expansão é selecionar nós pertencentes a N e contidos nessas áreas, expandido
o grafo a partir dos mesmos. A necessidade de expansão para cada zona é medida com recurso
a uma função heurística w(c), a qual, por sua vez, pode ser definida de várias formas. Uma
hipótese é definir w(c) como sendo inversamente proporcional ao número de nós na vizinhança de
c. Posteriormente, a expansão é executada, sendo que, para isso, os autores referem dois possíveis
métodos. O primeiro denomina-se Random-bounced Walk e consiste em selecionar aleatoriamente
uma direção e explorar o espaço de configurações, segundo a mesma. Quando um obstáculo é
atingido, é gerada uma nova direção e repetido o processo. A outra abordagem passa por aplicar,
novamente, todos os procedimentos da fase de construção, no entanto, apenas às áreas que se
pretende expandir.
Posteriormente à fase de aprendizagem, é iniciada a fase de pesquisa. Nesta fase, são pes-
quisados caminhos entre uma configuração inicial e uma final através do roadmap produzido na
fase anterior. Para isso, é procurado um nó com o qual se consiga estabelecer uma ligação com
o nó correspondente à configuração final. O mesmo procedimento é aplicado ao nó associado à
configuração inicial. Posteriormente, é pesquisado, de forma recursiva, um caminho livre entre os
dois nós obtidos.
5.2.5 Rapidly-Exploring Random Tree - RRT
Este método foi introduzido por LaValle [26] e foi especificamente desenvolvido para lidar
com sistemas com elevado número de graus de liberdade. Um RRT é construído de forma ite-
rativa, sendo expandido pela aplicação de entradas/comandos que conduzem o sistema para os
pontos gerados aleatoriamente. Quando construído, os vértices do RRT são constituídos pelas
configurações livres. Desta forma, é possível tratar espaços de configuração cujos obstáculos não
se encontrem explicitamente definidos. Considerando que T define o RRT e que K representa o
número de vértices a construir, a especificação do algoritmo é definida da seguinte forma:
1. O primeiro vértice de T é inicializado pela configuração inicial qinit ;
Enquanto o número de vértices for inferior a K os seguintes passos vão sendo aplicados
iterativamente.
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the plane. Assume that a holonomoic model is used,
implying that f = u and U = fu 2 <
2
j kuk  1g.
Let  represent the Euclidean metric. The frames below
show the construction of an RRT for the case of X =
[0; 100] [0; 100], t = 1, and x
init
= (50; 50):
The RRT quickly expands in a few directions to quickly
explore the four corners of the square. Although the con-
struction method is simple, it is no easy task to nd a
method that yields such desirable behavior. Consider,
for example, a naive random tree that is constructed in-
crementally by selecting a vertex at random, an input
at random, and then applying the input to generate a
new vertex. Although one might intuitively expect the
tree to \randomly" explore the space, there is actually
a very strong bias toward places already explored (our
simulation experiments yielded an extremely high den-
sity of vertices near x
init
, with little other exploration).
A random walk also suers from a bias toward places
already visited. An RRT works in the opposite manner
by being biased toward places not yet visited. This can
be seen by considering the Voronoi diagram of the RRT
vertices. Larger Voronoi regions occur on the \frontier"
of the tree. Since vertex selection is based on nearest
neighbors, this implies that vertices with large Voronoi
regions are more likely to be selected for expansion. On
average, an RRT is constructed by iteratively breaking
large Voronoi regions into smaller ones.
Based on simulation experiments, such as the one
shown above, we have concluded that the generated
paths are not far from optimal and that the vertices will
eventually become uniformly distributed. Even though
the paths appear jagged, note that no spiraling occurs.
Based on several experiments in 2D, convex spaces, the
optimal path to the root in comparison to the path in
the RRT, dier on average by a factor of 1.3 to 2.0. Uni-
formity of the RRT vertices was repeatedly conrmed by
the passing of several Chi-square tests, which are typi-
cally used to evaluate random number generators.
It is not diÆcult to prove that the vertices will become
uniformly distributed. As the RRT initially expands, the
vertices are clearly not uniformly distributed; however,
the probability that a randomly-chosen point lies within
t of a vertex of the tree eventually approaches one. In
this case, the random sample will be added as a vertex
to the tree. If the samples are generated uniformly, the
vertices in the tree will become uniform. This result is
independent of the initial vertex location (also conrmed
by our experiments)! In general, if the points x
rand
are
sampled from any smooth probability density function,
p(x), the vertices of the RRT will distributed according
to p(x). This property is very useful for generating bi-
asing schemes. A crucial piece of analysis that remains
open is the rate of convergence.
For interesting planning problems, X will be noncon-
vex. In this case, the RRT vertices will still become uni-
formly distributed; however, one would expect the rate
of convergence to be slower. This leads to a probabilisti-
cally complete [4] holonomic planner. Ideal performance
could be obtained by dening a metric, , that yields the
length of the shortest path between two states, but deter-
mining this metric is as diÆcult as solving the path plan-
ning problem. All randomized path planning methods
suer from the diÆculty of determining or estimating the
ideal metric. In the case of nonholonomic systems, the
resulting RRT remains probabilistically complete under
fairly general conditions; however, convergence issues be-
come even more important. For kinodynamic planning,
the ideal metric (or pseudometric, due to asymmetry)
would be one that gives the cost of the optimal trajec-
tory between any two states. Once again, determining
this metric is as hard as solving the original problem.
Thus, we (and others) are forced to use simple metrics,
hoping that convergence will be fast in practice.
Based on our preliminary experiments, it appears
that RRTs might be faster than the basic probabilis-
tic roadmap approach for holonomic planning problems.
An RRT is minimal in the sense that it is always able to
maintain a connected structure with the fewest edges. A
probabilistic roadmap often suers in performance be-
cause many extra edges are generated in attempts to
form a connected roadmap. RRTs also require single
nearest-neighbor queries, while probabilistic roadmaps
require more-expensive k-nearest neighbor queries. Col-
lision detection is a key bottleneck in path planning, and
an RRT is completely suited for incremental collision de-
tection. This allows the fastest-avaliable collision detec-
tion algorithms to be applied for every collision check.
For these reasons and our preliminary observations from
experimentation, it appears that an RRT-based planner
may generally yield better performance than a proba-
bilistic roadmap-based planner; however, it is diÆcult to
make a conclusive experimental comparison.
4 Examples
Several illustrative examples of RRTs are presented
here. In a related paper [7], we presented an RRT-based
planner that computes collision-free kinodynamic trajec-
tories that re thrusters for hovercrafts and satellites in
cluttered 2D and 3D environments. Several complicated
3
Figura 5.5: Três instantes no decorrer da aplicação do algoritmo de planeamento de caminho
probabilístico RRT [26].
2. Selecionada aleatoriame te uma configuração qrand , perten ente ao espaço de configura-
ções;
3. Pesquisado o vértice de T mais próximo de qrand , gerando assim qprox;
4. Obtém-se o comando u, que minimiza a distância entre qprox e qrand , assegurando que a
configuração permanece em Clivre;
5. A nova configuração qnovo obtida a partir da aplicação de u é calculada. Neste passo, é feita
uma integração de u ao longo do intervalo de te po, ∆t, em que este é aplicado, tendo em
conta a configuração inicial qprox;
6. A nova configuração é adicionada a T, bem como o ramo que a liga a qprox.Para além disto,
o comando que deu origem à deslocação de qprox para qn vo é registado juntamente com a
ligação.
Na figura 5.5 encontram-se representados os estados do RRT em três instantes ao longo da
aplicação do algoritmo. Como se verifica, à medida que este vai sendo aplicado, a área explorada
tende a crescer segundo diferentes direções.
5.3 Algoritmos de pesquisa em grafos
Algumas das metodologias atrás referidas não permitem, por si só, a obtenção de um caminho
livre entre duas dadas configurações. Exemplo disso são os métodos Roadmap e a decomposição
em células. Tal deve-se ao facto de os mesmos apenas serem capazes de gerar o grafo que repre-
senta o espaço livre de configurações. Assim, como complemento, são utilizados algoritmos de
pesquisa que, quando executados, originam um caminho livre através do referido grafo.
Ao longo desta secção, serão apresentadas algumas propriedades que serão úteis na abordagem
às metodologias de pesquisa referidas ao longo desta tese. Posteriormente, far-se-á referência a
alguns algoritmos frequentemente utilizados.
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5.3.1 Propriedades
De entre as propriedades apresentadas, as duas primeiras podem ser aplicáveis à generali-
dade dos algoritmos de pesquisa, enquanto as duas últimas apenas se referem à função heurística,
quando utilizada pelo algoritmo em questão.
Completo Um algoritmo diz-se completo, quando encontra sempre uma solução, desde que esta
exista.
Ótimo Um algoritmo diz-se ótimo, quando este encontra sempre o caminho de menor custo [27].
Admissível Uma heurística diz-se admissível, se esta constitui um minorante para o custo da
solução ótima [27], isto é,
h(n)≤ d(n),∀n (5.8)
sendo d(n), a distância real, desde o nó n até ao nó final n f .
Consistente Uma heurística diz-se consistente, se o valor calculado pela mesma é sempre in-
ferior ao valor da heurística aplicada a outro nó v, acrescido do custo para chegar a esse mesmo
nó [27], ou seja,
h(n)≤ w(n,m)+h(m),∀e = (n,m) (5.9)
sendo w(n,m), o custo associado ao ramo e, que liga o nó n ao nó m.
5.3.2 Algoritmos
Dos algoritmos que serão apresentados em seguida pode ser feita uma divisão em dois ti-
pos [27]
• Algoritmos sem informação;
• Algoritmos com Heurística (ou Com informação).
Os primeiros caraterizam-se pelo desconhecimento total do grafo a pesquisar, antes do iní-
cio da execução do algoritmo. Com isto, o grafo vai sendo construído à medida que os nós do
mesmo são explorados pelo método, pelo que, a noção de distância e de direção relativamente ao
objetivo, em cada instante de execução, é inexistente. Nos algoritmos com heurística já existe um
conhecimento prévio do grafo a pesquisar. Nestes são utilizadas heurísticas com vista a estimar
a distância ao destino, permitindo a definição da pesquisa numa determinada direção, de modo a
atingir o objetivo num intervalo de tempo mais curto.
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5.3.2.1 Breadth-First Search - BFS
Este é o algoritmo de pesquisa mais simples que vulgarmente é utilizado. É assumido um nó
de partida, a partir do qual são explorados todos os nós ao alcance deste. O algoritmo apenas
prossegue para a expansão do próximo nó quando todos os nós adjacentes ao primeiro forem
visitados. O algoritmo termina quando for encontrado o nó objetivo. Um exemplo da sequência
de expansão é mostrado na figura 5.6.
   
    
          
 
      
          
1 
2 3 4 
5 6 7 8 9 
1 
2 4 7 
3 5 6 8 9 
Figura 5.6: Ordem de pesquisa do grafo no algoritmo BFS.
O método referido é completo para grafos finitos e é ótimo para grafos com custos equitativos
para todos os ramos que o constituem. A desvantagem deste algoritmo reside na tendência de uso
de elevadas quantidades de memória [27][28].
5.3.2.2 Depth-First Search - DFS
A estratégia seguida por este método de pesquisa, carateriza-se pela expansão dos nós através
da progressão em profundidade. Com este método de pesquisa, a expansão é feita a partir do
último nó explorado, que ainda possua ramos não explorados. Assim, quando todos os ramos de
um vértice forem explorados, é necessário voltar até ao nó mais recente onde seja possível efetuar
expansão. Na figura 5.7, encontra-se ilustrado um exemplo.
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3 5 6 8 9 
Figura 5.7: Ordem de pesquisa do grafo no algoritmo DFS.
Este método é completo desde que os nós sejam explorados apenas uma vez. Desta forma,
impede-se que se entre numa situação de pesquisa em ciclo da qual, será impossível sair, uma vez
que se trata de um algoritmo sem informação. Contudo, este algoritmo não é ótimo, uma vez que
o caminho obtido, depende da ordem de pesquisa dos nós sucessores [27][28].
52 Planeamento de caminho
5.3.2.3 Algoritmo de Dijkstra
Este algoritmo é utilizado em grafos com custos não uniformes, isto é, cada ramo possui um
custo associado distinto, definido por w(u,v). O algoritmo é iniciado a partir da introdução do
nó inicial numa lista fechada, seguido da expansão de todos os nós ao alcance do primeiro, os
quais são colocados numa lista aberta. Em cada iteração é selecionado o nó da lista aberta, u, cujo
somatório dos custos do caminho desde o nó inicial é menor, seguindo-se uma nova expansão dos
nós adjacentes e que não pertencem à lista fechada, designando-os por v. Se os novos nós gerados
já pertencerem à lista aberta, são avaliados e é verificado se o caminho através de u é inferior ao
que já havia sido encontrado, ou seja, se f (v)> f (u)+w(u,v). Caso tal se verifique, o caminho é
atualizado, passando-se a considerar aquele que é feito através de u. O algoritmo termina quando
for possível aceder a todos os nós contidos no grafo através dos caminhos escolhidos [27].
5.3.2.4 A*
Este é um método semelhante ao algoritmo de Dijkstra abordado anteriormente. A principal
diferença deve-se à incorporação de uma heurística na função de custo, uma vez que o algoritmo
A* se insere no tipo de algoritmo de pesquisa com informação. Esta modificação está relacionada
com o facto de neste algoritmo existir um conhecimento prévio do nó objetivo, pelo que a escolha
dos nós u é feita, tendo em conta a distância dos mesmos ao destino, através da referida heurística.
Como será referido na subsecção 5.4.3, este método foi adotado para o desenvolvimento desta
tese, pelo que será detalhado nessa altura.
5.4 Soluções adotadas
Nesta secção, serão analisadas com detalhe as soluções adotadas no âmbito do planeamento
de caminho, tendo em conta o caso específico desta dissertação. Todas as considerações e os
procedimentos utilizados também serão referidos. Começar-se-á pelos procedimentos utilizados
no cálculo do espaço obstáculo, associado ao sistema a desenvolver. Depois, será mencionado a
metodologia e as considerações feitas relativamente ao tipo de planeamento de caminho realizado.
Será, ainda, abordado o algoritmo de pesquisa utilizado para a obtenção de caminhos livres de
colisão. Finalmente, referir-se-á a metodologia utilizada na definição das referências a enviar para
os controladores das articulações do robô.
5.4.1 Espaço de Configurações
No caso deste projeto, especificamente, os obstáculos presentes no espaço de trabalho são o
tapete automático, utilizado para o transporte de rolhas, e as rolhas que circulam em cima desse
mesmo tapete. Para a obtenção do espaço de configurações associado ao sistema a desenvolver,
foi considerado um método baseado nas equações fronteira dos obstáculos presentes no espaço
de trabalho. A representação do espaço de trabalho é feita com recurso a intervalos que definem
Clivre, considerando o ângulo das seis articulações que constituem o manipulador.
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De forma a simplificar a abordagem adotada, uma vez que se trata de um robô com elevado
número de graus de liberdade, obtiveram-se as equações fronteira não considerando o pulso esfé-
rico existente, ou seja, apenas entraram no cálculo as três primeiras articulações do manipulador.
No entanto, e com vista a evitar colisões do pulso esférico, procedeu-se à dilatação dos obstácu-
los segundo o raio da esfera, que descreve o espaço de trabalho do mesmo. Tendo em conta a
aplicação desejada, esta aproximação não compromete o desempenho do sistema, uma vez que as
operações a realizar apenas serão feitas com recurso ao ponto central da ferramenta, que, por sua
vez, coincide com a superfície da referida esfera.
Para evitar colisões indesejadas (colisões laterais) com as rolhas que circulam no tapete, o topo
do último foi também dilatado segundo o diâmetro destas. Com isto, o manipulador fica impedido
de se deslocar no espaço existente entre as rolhas, no entanto, para a aplicação em questão, tal não
é relevante.
Adicionalmente, as configurações que contemplam posições angulares inatingíveis devido às
limitações mecânicas, também se consideram pertencentes a Cobstaculo. Garante-se, assim, que as
articulações do manipulador não são forçadas a atingir posições para lá dos seus limites mecânicos.
Deste modo, calcularam-se as equações fronteira através da análise trigonométrica das dispo-
sições presentes na figura 5.8(a) e na figura 5.8(b). Daqui em diante, referências a ângulos serão
feitas em graus.
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Figura 5.8: Esquemas utilizados no cálculo das equações fronteira: (a) Vista de topo e (b) vista
lateral.
Considere-se o valor de θ1 variável e, os de θ2 e θ3 fixos e representando uma configuração em
colisão, para θ1 = 0o. Atendendo à figura 5.8(a) e, nestas condições, verificam-se três intervalos
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distintos em θ1:
• O primeiro, no qual não existe contacto com o obstáculo e que vai desde o limite mecânico
inferior até ao ponto de contacto, −L1;
• O segundo, que contempla a gama de valores de θ1, para as quais o manipulador se encontra
em colisão com o obstáculo, [−L1,L1];
• O último, no qual volta a não existir colisões e que vai desde o último ponto de contacto,
L1, até ao limite mecânico superior.
Para além disto, verifica-se que o valor de L1 é variável e função de θ2 e θ3, podendo ser
calculado a partir do caso limite da figura 5.8(a), conforme a equação 5.10.
L1 = arccos
(
dtapete−ddilatacao
a1+a2 cosθ2+a3 cos(θ2+θ3)
)
(5.10)
De acordo com as características mecânicas do manipulador referidas em [9] e tendo em conta
a figura 5.8(b), θ2 pode assumir valores que pertençam ao intervalo [−10o,190o]. Ora, para a
situação limite, na qual θ2 toma o valor de −10o é possível demonstrar numericamente, pelo
resultado 5.11, que, para o manipulador em questão, existe interseção do segmento a2 com o
obstáculo.
Para
{
a2 = 0.36
d1 = 0.65
=⇒ d1+a2 sin(−10)' 0.587 < htapete+hdilatacao (5.11)
No entanto, esta interseção ocorre apenas com o volume resultante da dilatação e não com
o tapete. Uma vez que o pulso esférico não se encontra acoplado na extremidade do referido
segmento, mas sim na do segmento a3, não existe risco de colisão real entre o manipulador e o
tapete para qualquer valor de θ2 no intervalo [−10o,190o].
A partir da figura 5.8(b), pode-se definir o intervalo de θ3 que pertence a Clivre. Considerando
que o manipulador apenas colidirá com o obstáculo para o intervalo de valores de θ1 pertencentes
a [−L1,L1], obtém-se o valor limite inferior de θ3 - designado por L3 - como uma função de θ2, a
partir da equação 5.12.
L3 =−arcsin
(
htapete+hdilatacao−d1−a2 sinθ2
a3
)
+θ2 (5.12)
Sumarizando, Clivre é definido pelos intervalos identificados na tabela 5.1.
Alternativamente, e considerando que as articulações do pulso esférico se podem movimentar
livremente sem colidir, também é possível representar C graficamente, em ordem às três primei-
ras articulações do manipulador. Ignora-se, assim, o subespaço gerado pelo pulso esférico. Na
figura 5.9, encontra-se a representação de Cobstaculo, no que apenas se refere ao tapete automático
e à zona de dilatação.
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Tabela 5.1: Intervalos de valores que, para cada um dos parametros de configuração, definem
Clivre.
θ1 : [−180o;−L1[ [−L1;L1] ]L1;180o]
↓ ↓ ↓
θ2 : [−10o;190o] [−10o;190o] [−10o;190o]
↓ ↓ ↓
θ3 : [−140o;140o] ]L3;140o] [−140o;140o]
↓ ↓ ↓
θ4 : [−180o;180o] [−180o;180o] [−180o;180o]
↓ ↓ ↓
θ5 : [−120o;120o] [−120o;120o] [−120o;120o]
↓ ↓ ↓
θ6 : [−180o;180o] [−180o;180o] [−180o;180o]
A partir da figura 5.9(a), conclui-se que, à medida que o valor de θ2 cresce, a gama de valores
de θ3 para os quais não existe colisão também aumenta, tornando-se o limite do Cobstaculo segundo
θ3 mais negativo. Este facto é coerente com o que sucede em W uma vez que, quanto mais positivo
for o ângulo de θ2, mais negativo pode ser o valor tomado por θ3, sem que exista colisão com o
tapete. Para além disso, pela figura 5.9(b), também é possível verificar um ligeiro afunilamento
de Cobstaculo segundo θ1, à medida que θ2 cresce. Tal está relacionado com o facto de que em W ,
quanto maior for o valor de θ2, menor a distância segundo o plano horizontal xy da ferramenta
à base do manipulador. Desta forma, o alcance do manipulador segundo este plano é diminuído,
permitindo uma maior liberdade de θ1, sem que exista colisão com o plano lateral do tapete.
Na implementação do planeamento de caminho, não foi utilizada uma representação do es-
paço obstáculo propriamente dita. Em vez disso, foi desenvolvido um algoritmo que se baseia na
avaliação de pontos pertencentes a C, no qual é verificado se uma dada configuração pertence a
Cobstaculo ou a Clivre, a partir dos intervalos definidos na tabela 5.1. Durante a fase de implementa-
ção, foi considerada uma folga nos limites L1 e L3, visto que o cálculo das equações foi feito para
um esquema unifilar do manipulador. Na realidade, este apresenta volume, o que poderia provocar
colisões tangenciais com os obstáculos.
De notar que, no caso específico deste trabalho, tem-se Cobstaculo estático, ou seja, não existem
obstáculos em movimento. No entanto, tal pode ser considerado em algumas situações, aumen-
tando o grau de complexidade do problema.
5.4.2 Método de planeamento
No âmbito dos métodos de planeamento, a metodologia desenvolvida baseou-se na decompo-
sição em células aproximadas. No entanto, várias considerações foram feitas de forma a ultrapas-
sar alguns problemas inerentes à sua aplicação num espaço de configurações de dimensão elevada
(seis), como é o caso do associado ao manipulador a utilizar. Estas dificuldades estão relacionadas,
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Figura 5.9: Representação de Cespaco segundo duas perspetivas.
fundamentalmente, com a dificuldade de armazenamento de elevadas quantidades de dados, ne-
cessárias para a construção e registo dos mapas representativos do espaço de configurações. O tipo
de estrutura de dados utilizado para armazenamento dos mapas foram arrays multidimensionais,
com dimensão igual à do espaço de configurações.
Numa primeira abordagem, procurou-se representar o espaço de configurações na sua totali-
dade, através da sua decomposição em células de dimensão fixa e equitativa para todas as dimen-
sões. Com isto, verificou-se que a memória necessária para realizar a operação excedia a memória
livre disponível, pelo que foi necessário adaptar esta abordagem. Para isso, procedeu-se a um
encurtamento do espaço a representar.
A aplicação utilizada no planeamento de caminho é inicializada com um mapa predefinido
em memória, sendo que este se limita a representar uma determinada região de C. Se as confi-
gurações inicial e final, respetivamente, qi e q f , se mantiverem contidas dentro dos intervalos de
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valores que definem as dimensões do mapa, então este mapa continua a ser utilizado. Porém, se
for definida uma configuração final que não pertença à região definida no mapa, então o mapa é
atualizado. Esta atualização consiste na expansão do mapa e transladação dos seus limites para
valores adequados, tendo em conta qi e q f . A necessidade de utilização de um mapa que repre-
sente uma região onde estejam contidas qi e q f , está associada ao facto de o algoritmo de pesquisa
conseguir estabelecer um caminho nesse mapa, entre as mesmas. As restrições mecânicas asso-
ciadas ao manipulador também são consideradas. Os novos limites do mapa são saturados nos
valores das limitações mecânicas. O mapa resultante da atualização é mantido, enquanto não for
necessário atingir configurações, que não se encontrem contidas no mesmo. O procedimento para
a atualização da representação encontra-se especificado na figura 5.10.
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Figura 5.10: Procedimento utilizado no redimensionamento do mapa representativo do espaço de
configurações.
Na figura 5.10, por questões de simplicidade, é tomado o caso unidimensional, no entanto,
este procedimento é adotado para todas as dimensões que constituem C.
De referir que, a atualização é feita tendo em conta, uma margem de duas células entre as
configurações inicial e final e os respetivos limites do mapa. Isto é considerado de forma a não
limitar a ação do algoritmo de pesquisa, uma vez que a aproximação feita a q f pelo caminho obtido
é desconhecida, podendo não ser direta, por exemplo, devido à presença de obstáculos.
Apesar disto, com esta metodologia, o risco de a memória necessária para armazenar os dados
ser superior à disponível, continua presente. Isto acontece porque, durante a atualização de um
mapa, o espaço em memória ocupado pelo mesmo é proporcional à distância entre qi e q f . Assim,
optou-se pela criação de mapas com número de células fixo, isto é, independentemente da distân-
cia entre a qi e q f , o número de células que compõem a estrutura de dados é sempre o mesmo.
A consequência da utilização desta solução é o tamanho variável de cada uma das células. Deste
modo, a resolução da representação com recurso a células pode não ser a mesma para todas as di-
mensões do espaço de configurações. Obtém-se, assim, uma maior precisão, segundo a dimensão
de menor amplitude, e menor precisão, segundo a de maior amplitude.
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O número de células que descreve as dimensões da estrutura de dados foi escolhido experi-
mentalmente, tendo em conta o compromisso entre dois fatores:
• Volume de dados produzido;
• Precisão do mapa, tendo em conta o tamanho das células que o compõem.
Estes dois pontos são relacionados entre si na medida em que, um aumento da precisão do
mapa implica um aumento do volume de dados a serem posteriormente guardados e processa-
dos. Esta consequência conduz, como já referido, à possibilidade de excedência da memória livre
disponível. Por outro lado, a diminuição da memória utilizada pode fazer com que o caminho
gerado não possua resolução suficiente para que, segundo todas as dimensões do espaço de confi-
gurações, não existam incrementos de posição demasiado longos, os quais podem conduzir a um
deslocamento irregular do manipulador.
Considerando as estruturas de dados implementadas para o armazenamento de dados relativos
ao mapa, foram efetuados cálculos da memória alocada pelas mesmas, tendo em conta diferentes
valores para o número de células a utilizar. Para além disto, foi considerado um mapa cuja gama
de valores de cada dimensão é descrita pelo intervalo [−50o,50o]. As estruturas de dados referidas
possuem uma dimensão de 29 bytes por cada célula armazenada. Os resultados são apresentados
na tabela 5.2.
Tabela 5.2: Memória utilizada e dimensão de cada célula para vários mapas com diferentes núme-
ros de células.
Número de células [N] Memória utilizada [GBytes] Dimensão de célula [o]
12 0.081 8.33
13 0.130 7.69
14 0.203 7.14
15 0.308 6.67
16 0.453 6.25
17 0.652 5.88
18 0.919 5.55
19 1.271 5.26
20 1.729 5
Em adição, foram realizados testes para os vários valores apresentados na tabela 5.2. De forma
a eliminar o caráter subjetivo dos testes, foram adotadas condições para a realização dos mesmos.
Estes foram feitos com um valor mínimo de memória em utilização, por parte de outros processos
no sistema operativo. Em simultâneo com a aplicação, foi executado o software de simulação
SimTwo, uma vez que este é parte integrante do sistema, e que a memória alocada pelo mesmo
deve ser tida em linha de conta. Com os testes, foi possível excluir, à partida, a aplicação de
N = 20, visto que, para esta situação a memória disponível foi excedida. Uma vez que, do ponto
de vista da precisão do mapa interessa ter células de menor dimensão possível, a solução que
melhor serve esse interesse seria N = 19. O teste foi realizado, sem que tivesse sido excedida a
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memória livre, no entanto e, prevendo a utilização da aplicação segundo outro tipo de condições,
optou-se por uma solução mais segura, segundo a qual a memória alocada é inferior. Tal decisão
não compromete a precisão do mapa uma vez que, para a gama de referência analisada, o aumento
da dimensão da célula associado não é significativo. Deste modo, a implementação foi feita com
um número de células por dimensão do mapa igual a 18.
Como já foi referido anteriormente, a representação explícita dos obstáculos no array multi-
dimensional não foi feita, uma vez que se optou pela a avaliação pontual de cada configuração
durante a execução do algoritmo de pesquisa. Esta solução foi tomada com o intuito de salvaguar-
dar o tempo de processamento necessário para a atualização do mapa, uma vez que, para Cobstaculo
ser representado, seria necessário avaliar todas as células do mapa de forma a identificar obstácu-
los na região em causa. Com a abordagem utilizada, apenas são avaliadas as células que tenham
influência na obtenção do caminho a utilizar.
5.4.3 Algoritmo de pesquisa em grafos
A utilização de um algoritmo de pesquisa em grafos advém da escolha do método de decom-
posição em células, para o planeamento do caminho. Como já foi referido, este tipo de método
produz um grafo com as relações de adjacência entre as células representativas do espaço de con-
figurações, pelo que, para a obtenção de um caminho ao longo dessas mesmas células, se torna
necessário recorrer à pesquisa do caminho mais curto que liga duas configurações.
Para esta tarefa, o algoritmo de pesquisa escolhido foi o A*. Esta escolha prende-se com o
facto de este algoritmo não ter sido implementado até então, para sistemas com espaço de con-
figurações de dimensão elevada, como é o caso do manipulador utilizado neste estudo. Com o
sistema desenvolvido, procura-se comprovar a viabilidade da utilização deste tipo de algoritmo,
verificando o seu resultado.
O algoritmo A* recorre a uma função de avaliação para estimar o custo total desde o nó inicial
ni e o nó final n f quando o algoritmo se encontra a explorar o nó n. Esta pode ser descrita pela
expressão 5.13,
f (n) = g(n)+h(n) (5.13)
onde g(n) representa o custo do caminho obtido desde ni até n, enquanto h(n) é uma função
heurística utilizada para estimar o custo desde o nó n até n f . Na figura 5.11 é representada a
função e as parcelas referidas. A função f (n) é utilizada na definição do próximo nó a explorar
pelo algoritmo como será visto mais à frente, na descrição do mesmo.
Ao longo do algoritmo, a informação relativa aos nós visitados são guardados em duas listas
distintas: a lista aberta, onde são armazenados os nós candidatos a pertencer ao caminho, não
tendo ainda sido processados; e a lista fechada, na qual são registados os nós da lista aberta que já
foram processados, passando a pertencer ao caminho definido.
O método referido pode ser especificado da seguinte forma:
1. O nó ni é colocado na lista aberta e o valor de f (ni) é calculado;
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FIGURE 2.12
Approximating the cost of a solution path.
2.2.1 A*
The most prominent heuristic search algorithm is A*. It updates estimates f (u) (a.k.a. merits)
defined as
f (u)= g(u)+ h(u),
where g(u) is the weight of the (current optimal) path from s to u, and h(u) is an estimate (lower bound)
of the remaining costs from u to a goal, called the heuristic function. Hence, the combined value f (u) is
an approximation for the cost of the entire solution path (see Fig. 2.12). For the sake of completeness,
the entire algorithm is shown in Algorithm 2.13.
For illustration, we again generalize our previous example by assuming that we can obtain heuristic
estimates from an unknown source, as shown in Figure 2.13. The execution of the A* algorithm is given
in Table 2.4 and Figure 2.14, respectively. We see that compared to Dijkstra’s algorithm, nodes b,e,
and f can be pruned from expansion since their f -value is larger than the cheapest solution path.
The attentive reader might have noticed our slightly sloppy notation in Algorithm 2.13: We use
the term g(u) in the Improve procedure, however, we don’t initialize these values. This is because
in light of an efficient implementation, it is necessary to store either the g-value or the f -value of a
node, but not both. If only the f -value is stored, we can derive the f -value of node v with parent u as
f (v)← f (u)+w(u,v)− h(u)+ h(v).
By following this reasoning, it turns out that algorithm A* can be elegantly cast as Dijkstra’s
algorithm in a reweighted graph, where we incorporate the heuristic into the weight function as
wˆ(u,v)= w(u,v)− h(u)+ h(v). An example of this reweighting transformation of the implicit search
graph is shown in Figure 2.15. One motivation for this transformation is to inherit correctness proofs,
especially for graphs. Furthermore, it bridges the world of traditional graphs with an AI search. As a
by-product, the influence heuristics have is clarified. Let us formalize this idea.
Lemma 2.3. Let G be a weighted problem graph and h : V→ IR. Define the modified weight wˆ(u,v)
as w(u,v)− h(u)+ h(v). Let δ(s, t) be the length of the shortest path from s to t in the original graph
and δˆ(s, t) be the corresponding value in the reweighted graph.
1. For a path p, we have w(p)= δ(s, t), if and only if wˆ(p)= δˆ(s, t).
2. Moreover, G has no negatively weighted cycles with respect to w if and only if it has none with
respect to wˆ.
Proof. For proving the first assertion, let p= (v0, . . . ,vk) be any path from start node s= v0 to a goal
node t = vk. We have
wˆ(p)=
k∑
i=1
(w(vi−1,vi)− h(vi−1)+ h(vi))
= w(p)− h(v0).
n
n h(n)g(n)
ni f
Figura 5.11: Esquema representativo do cálculo da função f (n) [27].
Enquanto n for um nó que não o nó n f , ou enquanto a lista aberta contiver nós não proces-
sados:
2. Seleciona-se de e tre os nós da lista aberta, aquel que possui m nor val r d f , passando-o
para a lista fechada e eliminando-o da lista aberta;
3. Para cada um dos nós, nv, adjacentes a n verificam-se uma de três possíveis situações:
(a) O nó nv não foi ainda visitado, não estando por isso, nem na lista aberta, nem na lista
fechada. Neste caso, é calculado o valor de f (nv), adicionando à lista aberta o nó em
questão. Para além disso, é também registado o nó antec ssor deste, neste caso o nó n;
(b) O nó nv já pertence à lista berta. É recalculado o valor de f (nv) e, caso este seja
inferior àquele que já se encontra associado, então é feita a sua atualização de f (nv) e
do seu antecessor. Esta situação reflete o caso em que a aproximação a nv, tendo como
antecedência n, constitui um caminho de menor custo;
(c) O nó nv pertence à lista fechada. É recalculado o valor de f (nv) e, caso este seja
inferior àquele que já se encon ra associado, en ã o nó nv é ret rado da lis a fechada e
volta ser colocado na lista aberta com o valor de f (nv).
Dado que não existe uma representação explícita de Cobstaculo, é feita uma avaliação pontual da
célula, com vista à identificação de um obstáculo coincidente com a mesma. Para isso, as células
são avaliadas durante o passo 3, segundo o método que já foi referido na subsecção 5.4.1. Desta
forma, é adicionada uma nova situação às três que já se podem verificar.
• É verificada a presença de obstáculo na configuração correspondente ao nó nv. Caso se
verifique que existe um obstáculo, o nó é ignorado, prosseguindo a análise dos restantes nós
na vizinhança de n.
Para além dos obstáculos existentes no mapa utilizado, as células no limite do mapa também
são definidas como obstáculos. Desta forma, garante-se que o algoritmo não visita pontos no
espaço não mapeado e, consequentemente, que não calcula caminhos que passem por esta zona.
O caminho entre a configuração inicial e a final é obtido a partir das relações de antecedência
entre os nós pertencentes à lista fechada. Começando pelo nó n f e seguindo o nó antecessor até
ni, é obtido o caminho livre mais curto entre as configurações correspondentes.
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O número de células adjacentes visitadas em cada iteração é dado pela expressão 5.14,
3n−1 (5.14)
Sendo n a dimensão do espaço e igual a 6, o número de vizinhos de cada uma das células é
728. Através da expressão 5.14, é possível considerar que o número de vizinhos aumenta exponen-
cialmente com a dimensão do espaço de configurações. Com isto, e considerando que as células
vizinhas são todas visitadas numa iteração, o tempo de processamento acompanha o aumento da
dimensão do espaço.
A abordagem apresentada é ainda ineficiente, uma vez que os pontos que já se encontram na
lista fechada podem ser analisados novamente. Tal, permite que um nó seja explorado mais do que
uma vez, o que se traduz em tempo de processamento adicional. Caso a função heurística utilizada
seja consistente, é possível garantir que a estimativa obtida para h(n) jamais será melhorada, pelo
que o valor de f (n) também é o mais reduzido. Deste modo, o passo 3c do método pode ser
eliminado sem prejuízo do mesmo.
A função heurística adotada para a estimação do custo associado ao caminho até ao nó final,
foi baseada na norma Euclideana. Através desta, é calculada a distância do caminho em linha reta
entre dois nós, n= (n1,n2, ...,n6) e n f = (n f 1,n f 2, ...,n f 6). A expressão que representa esta norma
no espaço de dimensão 6 é dada pela expressão 5.15.
h(n) =
√
(n1−n f 1)2+(n2−n f 2)2+ ...+(n6−n f 6)2 (5.15)
O cálculo da norma é feito no início do algoritmo, em função da distância entre pontos, tendo
em conta o mapa a utilizar. Desta forma, não é necessário conhecer especificamente n e n f , mas
apenas a diferença entre ambos. Os resultados são registados num array multidimensional, o qual
é consultado de acordo com a diferença entre os parâmetros que identificam o nó.
A metodologia referida anteriormente foi implementada e aplicada, tendo sido gerado um
caminho entre as configurações definidas por,
qi = (−90,0,−30,−50,−60,−10) q f = (10,10,−10,10,10,10) (5.16)
Este caminho está representado na figura 5.12, juntamente com o espaço obstáculo do sistema
em questão. Na figura, não é considerada a configuração do pulso esférico uma vez que, como já
referido, este pode deslocar-se livremente sem colidir com o obstáculo, devido às considerações
tomadas na construção do espaço obstáculo.
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Figura 5.12: Caminho (traçado a preto) obtido pela execução do algoritmo A* e representado no
espaço de configurações.
Verifica-se que o caminho gerado está totalmente contido no espaço livre, não existindo, as-
sim, colisões com obstáculos. O movimento executado com este caminho consiste em contornar
o tapete automático sendo que, para isso, a ferramenta se desloca na proximidade do vértice do
mesmo. Este foi aplicado ao modelo de simulação referido no capítulo 3, resultando no movi-
mento descrito pelo traçado a branco presente na figura 5.13.
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Figura 5.13: Movimento resultante do caminho calculado pelo algoritmo A* entre as configura-
ções qi e q f .
Por fim, é de referir que, a implementação da metodologia apresentada é particularmente exi-
gente no diz respeito aos requisitos de memória necessários. Tal acontece, devido ao facto de
ser necessário armazenar as informações de cada nó relativamente à função f (n), o que associ-
ado à representação do espaço de configurações de grande dimensão através da decomposição em
células, produz uma quantidade elevada de dados.
5.4.4 Mecanismo de realimentação para envio de referência
Após ser calculado o caminho no espaço de configurações livre de colisões, com recurso aos
procedimentos apresentados anteriormente, é necessário o envio de referências de posição para o
manipulador, com vista à execução do primeiro. O procedimento utilizado para tal é composto por
três fases que são executadas de forma cíclica. Estas são:
1. Receção da informação relativa à configuração atual do manipulador;
2. Execução do planeamento de caminho;
3. Envio das novas referências de posição para cada uma das articulações, tendo em conta o
caminho obtido no passo anterior.
Considerando que a receção da informação relativa à posição atual das articulações é feita
ciclicamente, o caminho é sempre calculado desde a configuração atual até à configuração final
pretendida. Este planeamento é feito de cada vez que é recebida informação nova relativa à posição
das articulações. Após ocorrer a recepção dos dados oriundos do manipulador, é garantido que,
durante a execução do planeamento de caminho, não ocorre nenhum evento de recepção, através do
bloqueio da comunicação. Quando calculada a referência a enviar, a comunicação é reestabelecida,
procedendo-se ao envio. Desta forma, os processos referidos anteriormente são sempre executados
pela ordem apresentada.
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Figura 5.14: Exemplo de um caminho obtido até à posição final (identificada a vermelho), no
qual é selecionada uma referência posterior (identificada a verde) à atual. Obtém-se um cami-
nho intermédio menos irregular (traçado contínuo), quando comparado com o obtido através das
referências sequenciais (linha a tracejado).
Tendo em conta o conjunto de configurações definidas pelo planeamento de caminho, desde a
inicial até à final, o procedimento utilizado no envio de referências de posição para as articulações
do manipulador é iniciado pela escolha de uma configuração contida neste mesmo conjunto. A
decisão associada a esta escolha é motivada de forma a evitar dois tipos de fenómenos que influen-
ciam negativamente o comportamento do manipulador. O primeiro, prende-se com o facto de, ao
enviar referências demasiado próximas da posição atual, a distância a percorrer é mais curta. Os
controladores das articulações iniciam a desaceleração de cada vez que o valor atual se aproxima
da referência estipulada. Com isto, o movimento produzido não é regular, sendo composto por
acelerações e travagens sucessivas, que ocorrem de cada vez que é enviada uma nova referência.
Assim, deve-se considerar uma referência a enviar mais afastada da configuração atual, de modo
a que o envio da nova referência seja feito anteriormente à fase de desaceleração, permitindo ob-
ter um movimento contínuo até à posição final pretendida. O segundo está relacionado com a
discretização do mapa que descreve o espaço de configurações. Se as referências seguidas forem
sequenciais, o caminho obtido é constituído por pequenos incrementos, os quais conduzem a um
caminho irregular. De modo a que este possa ser suavizado, é tomada uma referência mais afas-
tada da posição atual. Na figura 5.14 encontra-se representado um exemplo de uma situação deste
tipo, na qual, ao invés de se seguirem as referências de modo sequencial, opta-se pela escolha de
uma que surge numa posição posterior, permitindo, assim, obter um caminho intermédio, porém,
menos irregular. Neste exemplo, apenas se considera o caso de uma articulação isolada.
Por outro lado, a distância entre a posição atual e a nova referência não deve ser demasiado
elevada, correndo-se o risco de perda de precisão do caminho. Com isto, poderão ocorrer colisões
motivadas pela desconsideração de partes do caminho, nas quais ocorrem desvios de obstáculos.
Após o envio da nova referência de configuração, o movimento executado tende a deslocar o
manipulador para a mesma. No entanto, não existem garantias que esta é atingida, pelo que o robô
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reenvia, novamente, no início do novo ciclo, o estado atual das suas articulações. A partir deste
é recalculado um novo caminho até à configuração final pretendida, repetindo-se o processo até
a alcançar. Deste modo, é estabelecida uma realimentação do estado atual do robô, efetuando o
planeamento de caminho, tendo em conta esse mesmo estado.
O sistema utilizado é representado através do diagrama de blocos da figura 5.15.
 
               
           
 
     
  
 
   
 
       
 
     
 
Figura 5.15: Diagrama de blocos, no qual é representada a realimentação de estado com vista
à execução do planeamento de caminho. O parâmetro n indica qual das referências se pretende
enviar ao robô.
Com a realimentação referida, o caminho é sempre executado integralmente de acordo com o
planeamento efetuado.
A implementação da metodologia referida no âmbito do planeamento de caminho foi efetuada
com sucesso, verificando-se a execução de movimentos no espaço de trabalho, segundo os quais
não são provocadas colisões com os obstáculos. De forma a facilitar a integração do sistema de
planeamento de caminho com a aplicação desenvolvida, o primeiro foi implementado com recurso
ao ambiente de desenvolvimento Lazarus/FPC, uma vez que a última também o foi, como será
referido adiante nesta dissertação, mais especificamente na secção 6.3. A metodologia apresentada
foi aplicada a quatro conjuntos de configurações iniciais e finais, com vista a perceber quais os
tempos de execução do cálculo de um caminho entre as mesmas. Os conjuntos de configurações
iniciais e finais são representados nas figuras 5.16 a 5.19.
(a) qi = (−90,0,−30,−50,−60,−10) (b) q f = (10,10,−10,10,10,10)
Figura 5.16: Caminho 1 - (a) Configuração inicial e (b) Configuração Final
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(a) qi = (−90,20,0,−50,−60,−10) (b) q f = (10,20,0,10,10,10)
Figura 5.17: Caminho 2 - (a) Configuração inicial e (b) Configuração Final
(a) qi = (20,30,10,−50,−60,−10) (b) q f = (−50,10,−10,10,10,10)
Figura 5.18: Caminho 3 - (a) Configuração inicial e (b) Configuração Final
(a) qi = (0,70,−50,−50,−60,−10) (b) q f = (−90,10,−10,10,10,10)
Figura 5.19: Caminho 4 - (a) Configuração inicial e (b) Configuração Final
Os tempos resultantes do cálculo de cada um dos caminhos especificados recorrem da execu-
ção de duas tarefas:
• Reposição para o estado inicial de todas as estruturas de dados, onde se encontram guardadas
as informações relativas à execução anterior do algoritmo A*;
• Execução do algoritmo A*.
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Na tabela 5.3 são apresentados os tempos conjuntos da execução das duas tarefas referidas.
Tabela 5.3: Tempos de execução resultantes do cálculo dos caminhos apresentados nas figuras
5.16 a 5.19.
Caminho Tempo de execução (Reposição)[s] Tempo de execução (A*)[ms]
1 0.169 6.0
2 0.172 5.9
3 0.171 4.6
4 0.165 5.4
Sempre que é enviada uma referência desde o sistema de planeamento para os controladores
das articulações que constituem o manipulador, esta mantém-se como referência até que um novo
valor seja recebido, ou seja, enquanto se encontra a decorrer o processamento de um novo cami-
nho, as referências dos controladores mantêm-se inalteradas. Tendo em conta que os dados obtidos
demonstram em todas as situações que o tempo de execução do planeamento de caminho excede
em cerca de 4 a 5 vezes o tempo de ciclo do simulador (40ms), significa que os controladores não
irão receber durante 4 a 5 ciclos novas referências, por parte do sistema de planeamento. Com
isto, em algumas situações, verifica-se que a nova referência é já enviada na fase de desaceleração
da articulação, pelo que é percetível, nessas situações, uma irregularidade do movimento. No en-
tanto, estes tempos de execução encontram-se no limiar do admissível, produzindo, na maior parte
das situações, um movimento regular, no qual não se verifica este fenómeno. Tal deve-se à abor-
dagem adotada no que diz respeito ao envio de referências afastadas relativamente à posição atual.
Deste modo, a nova referência é enviada, ainda, durante a fase de aceleração, não provocando
irregularidades no movimento.
Como também é possível verificar pela tabela 5.3, a maioria do tempo dispendido no plane-
amento ocorre para a reposição das estruturas de dados, sendo que o algoritmo A* é executado
em alguns milissegundos. Isto está relacionado com o facto de, na implementação, esta reposi-
ção ser feita com recurso a ciclos for, o que, do ponto de vista do tempo de processamento não
é o desejado. Esta solução foi assumida, uma vez que a utilização de arrays dinâmicos para o
armazenamento dos dados impede a manipulação de blocos de memória, através da utilização das
funções disponibilizadas pelo ambiente de desenvolvimento Lazarus/FPC para o efeito. Desta
forma, estes tempos seriam encurtados, permitindo um melhor desempenho do sistema.
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Capítulo 6
Sistema de recolha rolhas - Operação
Pick-and-Place
Ao longo deste capítulo, será abordada a estrutura e alguns dos pontos mais relevantes relaci-
onados com a aplicação responsável pela operação de recolha de rolhas. Na secção 6.1, será feita
referência ao modelo utilizado na simulação da operação. Em seguida, na secção 6.2, abordar-se-á
o procedimento utilizado na comunicação entre a aplicação desenvolvida e o modelo de simulação.
A aplicação desenvolvida será descrita sucintamente na secção 6.3 e, por fim, os testes realizados
e os resultados obtidos serão mencionados na secção 6.4.
6.1 Modelo de simulação
Para o desenvolvimento da aplicação de controlo do manipulador com vista à recolha de ro-
lhas, foi desenvolvido um modelo de simulação recorrendo ao software SimTwo [18]. O modelo
do robô utilizado já foi abordado anteriormente nesta dissertação, mais especificamente, na secção
3.1. No entanto, outros componentes foram incluídos no modelo, de modo a ser possível testar
o algoritmo desenvolvido para a execução da operação pick-and-place pretendida. De forma a
que os resultados dos testes realizados permitam retirar conclusões aproximadas àquelas que se
obteriam através de uma implementação real, os referidos componentes foram introduzidos no mo-
delo, tendo em conta características reais dos mesmos. Nesta secção, serão referidos os restantes
componentes utilizados e as suas caraterísticas.
6.1.1 Tapete automático de transporte
O tapete introduzido no modelo é utilizado no transporte das rolhas a serem selecionadas. O
manipulador procede à recolha das rolhas que circulam em cima deste tapete.
Dimensões
• Comprimento (c) - 2 m
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• Profundidade (p) - 0.5 m
• Altura (h) - 0.5 m
6.1.2 Rolhas
A modelização das rolhas foi feita segundo a forma de paralelipípedos, uma vez que, pos-
suindo a forma de cilindros, verificou-se que, para o tipo de tapete utilizado, estas rolavam sobre
si mesmas, não sendo imprimida uma velocidade linear constante das mesmas. Esta opção não
afeta o realismo do modelo, uma vez que a ferramenta utilizada na captura não depende da forma
dos objetos para proceder à sua recolha, como será referido posteriormente.
6.1.3 Ferramenta de recolha
A ferramenta acoplada à extremidade do manipulador consiste num eletroíman, através do
qual são atraídos os objetos a capturar. Esta pode também simular o funcionamento de um sistema
de vácuo, utilizado na captura das rolhas através de sucção, o qual é passível de implementação
física. Uma vez que o modelo deste componente ainda não prevê a distinção de materiais dos
objetos a capturar, foi necessário garantir a captura, unicamente, das rolhas, através da correta
parametrização da força exercida pela ferramenta. Este componente foi desenvolvido pelo Prof.
Dr. Paulo José Cerqueira Gomes da Costa, docente da Faculdade de Engenharia da Universidade
do Porto.
Na figura 6.1(b) é apresentado o modelo de simulação resultante da agregação dos componen-
tes referidos anteriormente. Como comparação, na figura 6.1(a), encontra-se um tapete utilizado
na escolha manual de rolhas.
(a) (b)
Figura 6.1: Tapete de transporte utilizado na escolha manual de rolhas [29](a); e modelo de simu-
lação produzido com todos os componentes presentes. (b).
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6.2 Comunicação aplicação↔ modelo de simulação
Conforme já referido no ponto 5.4.4, a troca de dados entre o simulador e a aplicação, na qual é
executado o planeamento de movimento, é fundamental para a execução do sistema desenvolvido.
Para tal, foi estabelecido um canal de comunicação entre estes dois subsistemas, através do qual
são enviadas e recebidas informações relativas à configuração atual do manipulador e também a
referências de posição, que se pretende que cada articulação atinja.
Para o efeito, foi utilizado o protocolo de comunicação UDP, uma vez que o software de
simulação SimTwo possui implementadas as funções de receção e envio de pacotes UDP. Para
além disso, é também possível definir, quer o endereço, quer a porta na qual se pretende que
o simulador se coloque à escuta, assim como, na qual se pretende que este efetue a escrita dos
dados.
A interface de comunicação a utilizar do ponto vista da aplicação, tendo em conta o proto-
colo de comunicação utilizado, foi implementada com recurso ao pacote INet para o ambiente
de desenvolvimento Lazarus/FPC. Este pacote consiste num conjunto de classes e componentes
utilizados na comunicação via TCP e UDP [30].
A informação que é enviada em ambos os sentidos de comunicação é especificada em seguida.
Aplicação→Modelo de simulação
• Referências de posição para cada uma das articulações;
• Comando de atuação da ferramenta;
• Velocidade do tapete de transporte.
Modelo de simulação→ Aplicação
• Valor atual da posição de cada uma das articulações;
• Posição (x,y) das rolhas a capturar, uma vez que o valor de z é constante e igual à altura do
tapete.
Para além destes dados, são ainda enviadas bidireccionalmente algumas variáveis de sinaliza-
ção (flags) utilizadas para a correta execução da operação de pick-and-place.
O envio de pacotes por parte do simulador é feito ciclicamente e de forma periódica. Uma vez
que o tempo de ciclo de execução do script1 do simulador é constante e igual a 40ms, a função de
envio é executada em cada ciclo do script, obtendo-se um tempo de ciclo de envio de igual valor.
1O simulador SimTwo possui um pequeno ambiente de desenvolvimento, que permite desenvolver e compilar código
em linguagem Pascal.
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6.3 Aplicação
De modo a disponibilizar uma interface de utilização do sistema produzido, foi desenvolvida
uma aplicação com recurso ao ambiente de desenvolvimento Lazarus/FPC. Através desta, a defi-
nição das operações a executar pelo sistema pode ser efetuada, bem como a sua parametrização.
A aplicação permite a operabilidade do sistema, por parte de um utilizador, segundo três modos
de funcionamento:
• Modo Passo-a-Passo - As etapas que constituem o planeamento de caminho podem ser
executadas individualmente. São especificadas as configurações inicial e final, sendo apre-
sentadas várias informações relativas à execução do algoritmo, como por exemplo, tempos
de execução e o caminho calculado;
• Modo Manual - O centro da ferramenta do manipulador é movimentado para uma posição
no espaço de trabalho que é devidamente especificada na aplicação;
• Modo Automático - A operação de recolha automática das rolhas é executada. Neste modo
de operação, é possível especificar o número de pontos de captura que a ferramenta a utilizar
possui.
Para além disto, também é possível definir parâmetros relacionados com a comunicação entre
a aplicação e o simulador. Na figura 6.2, é apresentada a aplicação desenvolvida.
Figura 6.2: Aplicação desenvolvida com vista à operação do sistema, por parte de um utilizador.
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Considerando o âmbito desta dissertação, a sequência temporal dos procedimentos seguidos
para a execução da recolha de rolhas, no decorrer do modo de operação automático, é identificada
na figura 6.3.
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Figura 6.3: Esquema representativo da sequência temporal do procedimento seguido.
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Foi implementado um algoritmo através do qual são definidas as tarefas envolvidas durante a
operação de recolha. Esta implementação foi feita com recurso a máquinas de estado, procedendo-
se à avaliação das transições e à execução das ações, sempre que ocorre a receção de pacotes,
por parte da aplicação. Na figura 6.3, este subsistema é identificado pelo bloco designado por
"Controlo da operação de recolha".
Como se pode verificar, a execução da aplicação é feita de forma sequencial ao longo do
tempo.
6.4 Resultados
De modo a verificar o desempenho do sistema desenvolvido, foram executados testes durante
a operação do mesmo. Com estes, procurou-se recriar as condições verificáveis numa situação
real, como é o caso da escolha manual feita por operadores especializados. Assim, a simulação da
operação do sistema permitiu obter resultados relativos à sua utilização, em situações nas quais se
pretende que o sistema execute a mesma tarefa que o operador desempenha.
Para uma situação normal de recolha manual, a velocidade de deslocação das rolhas em cima
do tapete de transporte é aproximadamente igual a 7cm/s. Com isto, todos os testes foram reali-
zados, tendo em conta uma velocidade de deslocação do tapete igual à anteriormente especificada.
Para cada teste efetuado, foram introduzidas 50 rolhas no sistema, com vista à sua captura. Tendo
em conta o deslocamento do tapete, estas foram colocadas no início do mesmo, no entanto, ale-
atoriamente, segundo a direção perpendicular ao movimento. Com isto, procurou-se, mais uma
vez, simular o aparecimento das rolhas no tapete de escolha durante a operação manual, o qual é
totalmente aleatório. Os testes realizados também tiveram em conta o intervalo de tempo, desig-
nado por ∆t, entre ocorrências sucessivas de rolhas, o que permitiu simular a recolha de unidades
de lotes de pior ou melhor qualidade, conforme a maior ou menor frequência de colocação, respe-
tivamente.
Com os testes efetuados procurou-se obter, como resultado, o número de rolhas por cada
minuto que o sistema é capaz de recolher, tendo em conta a utilização de ferramentas com um,
dois ou três pontos de captura. A variável que representa o número de rolhas capturadas por
minuto é designada por n.
Quando utilizada uma ferramenta com um único ponto de captura, o robô procede a uma
recolha individual, executando um movimento composto pela deslocação até à rolha a capturar,
seguida do movimento até ao local de depósito pré-definido e comum a todas as rolhas com defeito.
O movimento descrito é apresentado na sequência de fotogramas da figura 6.4, tendo em conta a
captura de uma rolha.
Para os casos nos quais são utilizadas ferramentas com pontos de recolha superiores a um, o
movimento realizado difere no facto de que o manipulador apenas regressa ao local de depósito,
quando os pontos de captura se encontrarem todos ocupados com rolhas removidas do tapete,
durante a operação.
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(a) (b)
(c) (d)
(e) (f)
Figura 6.4: Sequência de fotogramas que descrevem o movimento executado para a captura de
uma rolha.
Os intervalos de tempo entre introdução de rolhas no sistema assumidos para a realização dos
testes são: ∆t = 2s, ∆t = 2.5s e ∆t = 3s. Nos gráficos representados pela figura 6.5 são sumarizados
os resultados relativos à eficácia do sistema, sendo para isso, apresentadas as percentagens de
rolhas capturadas e perdidas em função do número de pontos de captura utilizados. Em cada um
dos gráficos é considerado um dos valores de ∆t especificados anteriormente.
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Figura 6.5: Proporção entre rolhas capturadas e rolhas perdidas pelo sistema, para ferramenta com
um, dois ou três pontos de captura. Resultado do teste para (a) ∆t = 2s, (b) ∆t = 2.5s e (c) ∆t = 3s
.
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Pelos testes realizados e tendo em conta os gráficos das figuras 6.5(a), 6.5(b) e 6.5(c), verificou-
se que, para a mesma cadência de colocação de rolhas, a percentagem de rolhas capturadas tende
a aumentar juntamente com o acréscimo de pontos de captura da ferramenta. Por outro lado, tam-
bém se comprovou que, globalmente, a quantidade de rolhas perdidas cresce com o aumento da
cadência de colocação, isto é, com a diminuição do intervalo de tempo entre a colocação sucessiva
de rolhas. Este resultado deve-se ao facto de, quanto maior o intervalo de tempo, menor a quan-
tidade de rolhas presentes em cima do tapete, simultaneamente. Deste modo, o sistema consegue
extrair um maior número de unidades sem que antes fique saturado, isto é, sem que antes deixe
passar rolhas que deveriam ser removidas.
Na figura 6.6 é apresentado um gráfico, no qual se descreve o número de rolhas que é possível
recolher num minuto, tendo em conta um determinado intervalo de tempo entre colocação de
rolhas consecutivas e o número de pontos de captura da ferramenta. Os valores apresentados são
médios, uma vez que foram realizadas quatro experiências para cada uma das condições de teste.
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Figura 6.6: Gráfico representativo da quantidade de rolhas capturadas por minuto, n, tendo em
conta diferentes números de pontos de captura da ferramenta e intervalos de tempo entre introdu-
ção de rolha, ∆t, iguais a 2s, 2.5s e 3s.
Com os dados apresentados na figura 6.6, verificou-se que, genericamente, a quantidade de
rolhas recolhidas por cada minuto, para uma dada cadência de colocação das mesmas, é acompa-
nhada pelo aumento da capacidade máxima da ferramenta utilizada. Com isto, ficou confirmado
aquilo que já havia sido verificado a partir dos dados representados na figura 6.5, segundo os quais
a eficácia na recolha cresce com o aumento de pontos de captura. Porém, considerando ∆t = 3s,
verificou-se que a quantidade de rolhas recolhidas por minuto, para uma ferramenta com dois ou
com três pontos de captura, é muito semelhante. Neste caso, concluiu-se que a semelhança entre
os resultados obtidos se deve a uma limitação da recolha em ambas as situações. Esta está rela-
cionada com a velocidade de colocação de rolhas no tapete, na medida em que, para a cadência
mencionada e com os pontos de captura referidos, o manipulador executa as tarefas pretendidas
para as rolhas presentes, ficando, posteriormente, a aguardar que sejam colocadas novas rolhas a
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recolher. Com isto, é possível afirmar que, para o intervalo ∆t especificado, a utilização de uma
ferramenta com dois ou com três pontos de captura produz, praticamente, o mesmo efeito, no que
toca ao desempenho da recolha.
Considerando individualmente os resultados obtidos para cada uma das capacidades máximas
das ferramentas utilizadas, pela figura 6.5, comprovou-se que, à exceção da ferramenta com três
pontos de recolha, as restantes produzem tanto piores resultados, quanto maior for a cadência de
colocação das rolhas. Isto é motivado por situações limite, nas quais a rolha se encontra muito
próxima do limite do espaço de trabalho atingível pelo robô, acabando mesmo por sair do raio de
ação durante a aproximação deste. Com isto a tarefa é cancelada, ocorrendo, assim, uma perda
de alguns instantes de tempo que se traduzem em atrasos na recolha das restantes rolhas, levando
mesmo a possíveis perdas de rolhas que se encontrem imediatamente a seguir. Por fim, para a
ferramenta com três pontos de captura, comprovou-se que a quantidade de rolhas capturadas por
minuto, acompanha o aumento da cadência de colocação. Tal deve-se ao facto de que, com uma
ferramenta deste tipo, não ocorre perda de rolhas, sendo o sistema capaz de recolher todas as
unidades que são colocadas no tapete, como se verificou pelos dados descritos pela figura 6.5.
Assim, com três pontos de captura e, colocando as rolhas no tapete com intervalos de tempo mais
curtos, verificaram-se sucessivas melhorias do desempenho.
Capítulo 7
Conclusão
Ao longo desta dissertação, foi desenvolvido um sistema robótico capaz de executar operações
pick-and-place, para recolha de objetos em movimento. Especificamente, este foi aplicado à reco-
lha de rolhas de cortiças de um tapete automático de transporte, durante um processo de controlo
de qualidade das mesmas.
Para o desenvolvimento do sistema, foram estudados vários métodos de planeamento de mo-
vimento, de modo a serem efetuadas as deslocações necessárias para a execução das tarefas pre-
tendidas. Foi abordado um método para o planeamento de trajetória no espaço de configurações,
segundo o qual, se procede à interpolação de posições angulares de cada uma das articulações,
tendo em conta condições iniciais e finais de posição, velocidade e aceleração. O tipo de fun-
ção utilizado na interpolação foi uma combinação entre segmentos lineares e parabólicos - LSPB.
Neste subsistema, foi introduzida uma malha de realimentação da posição atual do robô, com o
objetivo de produzir um sistema de planeamento, cujo comportamento fosse invariável perante os
atrasos ocorridos na execução da trajetória. A metodologia referida não chegou a ser implemen-
tada, uma vez que esta não tem em conta a presença dos obstáculos no ambiente no qual o sistema
se encontra, pelo que a sua utilização ficou inviabilizada.
Tendo em conta a presença de obstáculos, nomeadamente, o tapete e as restantes rolhas que
circulam em cima deste e que não se pretendem remover, foram estudados alguns algoritmos de
planeamento de caminho, com vista à sua utilização na geração de caminhos livres de colisões,
entre um ponto inicial e um ponto final no espaço de trabalho. O método utilizado é desenvolvido
no espaço de configurações e baseou-se no método de decomposição do espaço em células apro-
ximadas. De modo a mapear os obstáculos no espaço considerado pelo método de planeamento,
foram definidas equações segundo as quais é possível identificar os limites do obstáculo, em fun-
ção dos ângulos das articulações. Esta metodologia reveste-se de uma elevada complexidade para
manipuladores com elevado número de graus de liberdade, pelo que foi adotada uma simplificação
para o cálculo das equações. A última consistiu em considerar apenas as três primeiras articula-
ções do manipulador, ignorando as três últimas - pulso esférico -, sendo que, para isso, o obstáculo
foi dilatado numa dimensão igual ao raio da esfera que descreve o espaço de trabalho do pulso.
Com isto, foi possível implementar o sistema de planeamento sem que tivessem ocorrido colisões
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do manipulador com os obstáculos presentes.
Tendo em conta a dimensão elevada do espaço de configurações e, considerando o método
de decomposição utilizado, conclui-se que a memória disponível para a sua execução facilmente
seria esgotada, pelo que foram tomadas três considerações, de entre as quais:
• A não representação da totalidade do espaço de configurações do manipulador, permitindo,
assim, a redução da quantidade de dados a armazenar em memória;
• A utilização de um mapa com limites dinâmicos, de forma a que este possa englobar sempre
a configuração inicial e final do caminho;
• A definição de um número fixo de células que constituem o mapa, permitindo que o volume
de dados para a representação do mesmo em memória seja independente da distância entre
a configuração inicial e final.
Com isto, foi possível implementar o algoritmo referido, ultrapassando as limitações de me-
mória do hardware disponível.
Para a pesquisa do grafo resultante do método de decomposição em células aproximadas,
foi utilizado o algoritmo de pesquisa A*. A implementação deste algoritmo permitiu calcular
caminhos entre configurações, segundo os quais se verificou a existência de desvio dos obstáculos
presentes no ambiente, sendo executados pelo manipulador movimentos tangenciais aos limites
do obstáculo. No que toca aos tempos de execução do planeamento, verificou-se que os tempos
obtidos não são os pretendidos idealmente, obtendo-se valores na ordem do décimo de segundo,
o que conduziu, em alguns casos, a irregularidades do movimento. No entanto e, tendo em conta
a generalidade dos movimentos produzidos, estes tempos encontram-se no limiar do admissível,
levando a considerar o comportamento do sistema de planeamento desenvolvido satisfatório.
De modo a ser possível a interação de um utilizador com o sistema, permitindo definir as
operações a executar e a sua parametrização, desenvolveu-se uma aplicação em Lazarus/FPC,
através da qual se disponibilizam vários modos de funcionamento. Tendo em conta o propósito
desta dissertação, um dos modos referidos consiste na execução da operação pick-and-place com
vista à recolha das rolhas.
O sistema desenvolvido foi testado de forma a obter resultados relativamente ao seu desem-
penho. Os testes realizados permitiram obter informações relativas à eficácia do sistema quando
utilizadas ferramentas com um, dois ou três pontos de captura e considerando diferentes interva-
los de tempo entre colocações de rolhas consecutivas. Assim, conclui-se que a utilização de uma
ferramenta com três pontos de captura garante uma eficácia de 100% para todas as cadências de
colocação testadas. Uma eficácia semelhante foi possível com a ferramenta com dois pontos de
captura, no entanto, tal, apenas para o maior intervalo entre colocações testado, ∆t = 3s. Ainda
assim, comprovou-se um melhor desempenho com três pontos de captura, uma vez que, com este
tipo de ferramenta, foi recolhida uma maior quantidade de rolhas num minuto. Por outro lado, a
utilização de um único ponto de captura não conseguiu em nenhum dos testes capturar a totalidade
das rolhas colocadas no tapete, tendo-se obtido percentagens de rolhas perdidas, que em alguns
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casos foram significativas. Desta forma, fica inviabilizado o seu uso, tendo em conta a aplicação
real do sistema.
Foi desenvolvido um modelo de simulação com recurso ao software de simulação SimTwo.
Este permitiu testar livre e eficientemente os algoritmos implementados. A ferramenta de captura
utilizada recorreu a um novo componente do simulador, o eletroíman, o qual demonstrou bons
resultados para a aplicação em questão, uma vez que se verificou que o último foi capaz de capturar
as rolhas a recolher.
7.1 Trabalho Futuro
A partir do trabalho realizado é possível identificar vários pontos que, potencialmente, podem
constituir objeto de estudo futuro. O trabalho a realizar futuramente poderá ser abordado através
dos seguintes tópicos:
• Implementar fisicamente o sistema desenvolvido e simulado, com recurso a um robô indus-
trial real;
• Implementar e executar os algoritmos desenvolvidos, utilizando recursos computacionais
com capacidade de processamento e memória disponível superiores. Com isto, as conside-
rações efetuadas para a construção do mapa obtido a partir do método de decomposição em
células deixariam de ser necessárias. Para além disso, a resolução do mapa obtido poderia
também ser superior, beneficiando o movimento do manipulador;
• Considerar a existência de obstáculos dinâmicos no espaço de trabalho, flexibilizando a
operação do sistema em vários ambientes;
• A implementação do algoritmo de controlo da operação de recolha, de forma a que este seja
executado paralelamente ao sistema de planeamento de caminho. Deste modo, o tempo de
ciclo da aplicação poderia ser encurtado;
• A utilização do sistema de planeamento de trajetória, com vista à interpolação temporal das
referências geradas pelo método de planeamento de caminho referido.
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