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Abstract
Spectrum sensing, in particular, detecting the presence of licensed or incumbent users in licensed
spectrum, is one of the pivotal tasks in cognitive radio network. In this paper, we tackle the spectrum
sensing problem by using statistical test theory and derive novel spectrum sensing approaches. We apply
the classical Kolmogorov-Smirnov (KS) test under the assumption that the noise probability distribution
is known. However, as in practice, the exact noise distribution is unknown, a sensing method for
Gaussian noise with unknown noise power is proposed in this article and refer as t-sensing. The proposed
sensing scheme is asymptotically robust and can be applied to non-Gaussian noise distributions. A closed
form equation determining the miss detection probability for the t-sensing is derived. We compare the
performance of our sensing algorithms with the Energy Detector (ED) and Anderson-Darling (AD)
sensing proposed in literature. Simulation results show that the proposed sensing methods outperform
both ED and AD based sensing, especially for the case when the received signal to noise ratio is low.
Index Terms
Spectrum sensing, Cognitive radio, Non-parametric detection
I. INTRODUCTION
A cognitive or opportunistic user (OU) must be aware and perceptive of its operating environment,
which makes spectrum sensing one of the most important operations for the realisation of cognitive radio
networks [1]. The objectives of spectrum sensing are twofold: (1) to detect and protect incumbent users
referred here as IUs and (2) to exploit unused portions of spectrum (“whitespaces”) not only to enhance
the Quality of Service (QoS) of OUs but also to provide opportunistic usage of the spectrum. In the 2010
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2Federal Communications Commission (FCC) ruling [2], a geo-location database based query mechanism
was proposed for the protection of IUs and the FCC significantly weakened the sensing requirement for
TV Band Devices (TVBDs), initially required, back in 2008 [3]. However, spectrum regulators, including
the Ofcom in UK, FCC in USA and other European regulatory agencies represented by the European
Conference of Postal and Telecommunications Administrations (CEPT), continue to encourage researchers
to investigate on spectrum sensing techniques [4].
Detecting either incumbent or other opportunistic users in a certain frequency band is a challenging
task for many reasons [2]. A number of spectrum sensing algorithms have been proposed in literature
and each algorithm has its own operational requirements, advantages and disadvantages; a comprehensive
survey has been published by Yucek et al [5]. Spectrum sensing algorithm based on Anderson Darling
(AD) test has been proposed in [6]. The authors consider the spectrum sensing problem as a goodness-of-
fit (GoF) testing problem and used the AD test to check whether the received signal samples were drawn
from the known noise distribution. From a mathematical point of view, the AD test is asymptotically
distribution-free which means that for large sample sizes, the decision threshold is independent of the
noise and can be calculated in advance for any arbitrary noise distribution. Our simulations show that
AD sensing performs superior to energy detection (ED) sensing for the system model defined in [6] i.e.
detection of non-zero mean in Gaussian noise. However, in most other scenarios the variance of received
signal is always different than the variance of the noise distribution.
In this paper, we assume that signals received by an OU have non-zero means and a variance that is
different from the variance of noise. In certain communication applications, non-zero mean signals appear
in a natural way e.g. double-sideband amplitude modulation carrier format, frequency shift keying with
large frequency deviation etc [7]. We investigate the spectrum sensing problem by exploiting the theory
of statistical testing. In particular, we propose a sensing scheme derived from the modified Student’s
t-test (t-sensing). A two sample version of KS test has already been applied to the problem of spectrum
sensing in [8]. In this article, we also generalize KS sensing without holding the assumption of having
two-samples and compare the detection performance with AD sensing proposed in [6]. Our proposed
schemes do not require a-priori knowledge of the incumbent (or opportunistic) user signal and hence
we classify them as non-parametric schemes. We compare the sensing performance of our methods with
the well-known ED sensing and AD sensing proposed in [6]. For KS sensing we used the assumption
that the noise probability distribution is known to the user, as in [6]. Our simulation results show that
under similar conditions and assumptions as in [6], KS sensing gives better sensing performance than
AD sensing.
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3Our alternative sensing scheme, t-sensing, does not require a-priori knowledge of the IU signal nor
the noise density function. However, it needs a short sequence of noise samples which can be measured
from a reporting channel (where it is sure that a transmitted signal is not present). It should be noted that
this assumption is essentially the same as used in the well known ED (and other sensing algorithms like
AD sensing [6]). Our scheme, t-sensing, compares the received signal samples with the noise samples
and makes a decision. We derive the test statistics of t-sensing with the assumption that the noise process
is Gaussian. Exploiting simulation results, we show that t-sensing is asymptotically robust and can be
applied to any arbitrary noise distribution. Numerical results show that t-sensing performs much better
than AD and ED sensing and leads to low computational complexity particularly at low SNR values.
This article is organised as follows. In section II we describe the system model and formulate the
spectrum sensing problem as a hypothesis-testing problem. Spectrum sensing using statistical tests is
explained in section III. In section IV, the performance of the proposed sensing schemes are evaluated
numerically and compared with existing sensing algorithms. Conclusions and recommendations are
provided in section V. We use following notations in this article; all column vectors are represented
by boldface letters, F (X) and f(X) denote the distribution and density function of random variable X
respectively and Φ(.) represents the distribution function of the standard Gaussian random process.
II. SYSTEM MODEL
Suppose that the bandwidth of interest for an OU is W , which is scanned in observation time T . Let
N be an integer close to T ×W . We then formulate the spectrum sensing problem as a binary hypothesis
testing problem as follows:
zi =
ni ;H0Chisi + ni, ;H1 (1)
where i ∈ S = {1, 2, ..., N}, C represents the fixed Received Signal Strength (RSS) at the OU, ni is the
complex Gaussian noise sample of zero mean and variance σ2n, hi is a complex Gaussian random variable
that represents flat fading of the channel with mean µh and variance σ2h, and si is the transmit signal
through a Rician channel. We use the term transmit signal for either the signal transmitted by incumbent
or other opportunistic users. In addition to the path loss, RSS (C) also encapsulates any shadowing effects
that the transmit signal may experience at the receiver. Further, H0 represents the hypothesis that only
noise is present, and H1 represents the alternate hypothesis that a transmit signal and noise are present.
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SNR =
C2
(|µ2h|+ σ2h)
σ2n
, (2)
and K = |µ
2
h|
σ2h
. Let z = [z1, z2, · · · , zN ]T and y = [y1, y2, · · · , yN ]T = sort(z) where sort(.) represents
the sorting function such that y1 6 y2 6 y3 6 · · · 6 yN . Let σ2y be the variance of yi and it is given as
σ2y = C
2σ2h + σ
2
n = σ
2
n (1 + SNR/ (1 +K)). We assume that noise samples ni and nj for all i, j ∈ S
are independent of each other and the Cumulative Distribution Function (CDF) of the noise process is
continuous. The exact form of distribution of y under H1 depends on the channel conditions as well as
on the noise distribution, for the case of AWGN and Rician fading channel the following applies:
f (y | H0) =
(
2piσ2n
)−N/2
exp
{
−
∑
i∈S
y2i
2σ2n
}
(3)
f (y | H1) =
(
piσ2y
)−N
exp
{
− 1
σ2y
∑
i∈S
| yi − Cµh |2
}
, (4)
Let f(y) and F (y) are the empirical density and distribution function of the received signal y and
F (y) =
1
N
∑
i∈S
Iyi6y, (5)
where Ia6b is the indicator function and is defined as
Ia6b =
1 if a 6 b0 otherwise. (6)
For any spectrum sensing algorithm, first a test statistic is calculated; defined as θ(y). This test statistic is
then compared with a decision threshold λ to decide if the transmit signal is present; θ(y) > λ indicates
that a transmit signal is present and vice versa. The Receiver Operating Characteristics (ROC) curve is
an important metric to evaluate the performance of a spectrum sensing algorithm [1]. The ROC curves
that we consider in this paper plots probability of miss-detection Pm (or detection Pd) versus probability
of false alarm Pf and defined as
Pf = Prob{θ(y) > λ | H0}, (7)
Pm = Prob{θ(y) < λ | H1}, (8)
Energy detection is a common method to detect an unknown signal in AWGN channel [1]. For ED
sensing decision rule is given by
θED ,
1
N
∑
i∈S
| y(i) |2
H1
R
H0
λED, (9)
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5where θED and λED represents test statistics and decision threshold for ED sensing. Based on the decision
rule defined in equation (9), Pf and Pd for ED sensing can be derived as [9]
Pf =
Γ(N,λED/2)
Γ(N)
, GN (λED), (10)
Pd = Qm
(√
2N · SNR,
√
G−1N (Pf )
)
,
where Γ(a) is the gamma function, Γ(a, x) is the incomplete gamma function and Qm(a, b) is the
generalised Marcum Q-function.
III. SPECTRUM SENSING BASED ON STATISTICAL TESTS
The main purpose of spectrum sensing is to obtain awareness about the spectrum usage and the
existence of transmitting users in a given geographical area. In many practical situations, the knowledge of
incumbent and/or other OU signals is limited, incomplete or imprecise. Hence, a sensor which is designed
for a specific signal type (i.e. waveform) may suffer drastic degradation in performance when sensing
other signals. Proposed spectrum sensing methods using statistical tests are more robust in a sense that
they are independent of the transmit signal. When there is no signal transmission, the received signal y is
a sequence of samples drawn independently from the noise f (y | H0). Similarly, under H1, the received
samples are drawn from the density f (y | H1), defined in equation (4), such that f (y | H0) 6= f (y | H1).
Hence, the spectrum sensing problem can be transformed into a simple problem of testing the hypothesis
H0; if we cannot reject H0 under the given constraints, then H0 is retained and the channel is available
for opportunistic use.
In the following, we describe spectrum sensing algorithms based on statistical tests. We first summarize
the general steps in making a decision about the existence of a transmit signal in a given frequency band
W . This is followed by an introduction to AD sensing. We then propose and describe KS sensing under
the assumption that the noise probability density function is known, that is, f (y | H0) is an arbitrary (but
otherwise known) distribution. Later, we relax the assumption of the known noise density, and explain
t-sensing which is asymptotically robust for any noise distribution. Simulation results show then that
t-sensing in non-Gaussian noise gives similar performance as sensing in the presence of Gaussian noise.
The general steps for spectrum sensing for any test can be summarised as follows:
1) Sort the received samples in ascending order (not necessary in ED and t-sensing).
2) Calculate the threshold λ for a given probability of false alarm, say P˜f .
3) Calculate the test statistic θ for a given test.
4) Compare θ with λ to make a decision about the existence of transmit signal.
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6A. AD Sensing
The AD test is used to check whether the received samples at an OU are drawn from a known noise
distribution F (y | H0). The AD test statistic is given by [10]
θAD , N ×
+∞∫
−∞
[F (y)− F (y | H0)]2 ψ (F (y | H0)) dF (y | H0) , (11)
where ψ(u) = (u(1− u))−1 is a weight function defined over 0 6 u < 1. The integral in equation (11)
can be performed and a simplified form of θAD is obtained as
θAD = −
(
N2 +
∑
i∈S
(2i− 1) (lnZi + ln [1− Z1+N−i])
)
N
, (12)
where Zi = F (yi | H0). The asymptotic distribution of θAD under H0 can be derived as [10]
F (θAD | H0;x) =
√
2pi
x
+∞∑
j=0
aj(4j + 1)exp
(
−(4j + 1)
2pi2
8x
)
+∞∫
0
(
x
8(w2 + 1)
− (4j + 1)
2pi2w2
8x
)
dw,
(13)
where aj = (−1)jΓ(j + 12)/(Γ(12)j!). From equation (7) and (13), the threshold λAD can be calculated
for a given P˜f using equation (14)
P˜f = 1− F (θAD | H0;λAD). (14)
Hence, for large N , equations (13) and (14) give the thresholds for different values of probability of false
alarm, a table is given in [11]. Finally, θAD is compared with λAD to check if H0 can be rejected at a
given P˜f and a decision is made as follows: if θAD > λAD the hypothesis H0 is rejected and the channel
is considered as occupied; alternatively the H0 is accepted and the channel is assumed to be unoccupied.
B. KS Sensing
Like the AD test, the KS test also evaluates the hypothesis that received signal samples, y, with
empirical distribution function F (y) are drawn from a given distribution function of noise; that is,
F (y | H0). Under the same assumption that the noise distribution is known to the user, we compare the
estimated CDF of received signal with the given CDF of noise. Graphically, the KS test statistic is the
maximum vertical distance between the two distributions; that is, F (y) and F (y | H0).
θKS = sup
y
| F (y | H0)− F (y) | . (15)
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7The distribution-free property of the KS test means that θKS has a distribution function that is independent
of the distribution of noise under H0. In [12], there are formulas to calculate test statistics for small values
of N and also for the asymptotic distribution as N →∞ under H0 :
Prob
(√
NθKS 6 λKS
)
=
+∞∑
j=−∞
(−1)j exp (−2j2λKS2) . (16)
According to the Glivenko-Cantelli theorem, under the null hypothesis H0, the test statistic tends towards
zero as
Prob
(
lim
N→∞
θKS = 0
)
= 1, (17)
which proves that the test will reject a false hypothesis with probability 1 as more and more samples are
included to calculate the test statistic θKS.
From equations (7) and (16), the threshold for KS sensing for a given P˜f can be calculated as
P˜f = 1− F (θKS | H0;λKS). (18)
Massey [12] provides tables and recursive expressions to calculate the threshold λKS for a given P˜f using
equation (18).
C. t-Sensing
Thermal noise in communication channels is widely modelled as an AWGN process with zero mean
and unknown variance. Under the hypothesis H1, the probability density function of the received signal is
dependent on the channel conditions and the distribution of noise, as defined in equation (4). According
to the signal detection theory, the optimal test for detecting non-zero mean signal in a zero mean noise
process is the Students t-test [13]. Students t-test can not be applied directly to the spectrum sensing
problem as the variance of the received signal under H1 is significantly different from the variance of
noise process. Hence, we applied a modified form of t-test to our problem. We assume noise samples
can be collected from a reporting channel and are treated as reference samples to make a decision. As
indicated in section I, reference noise samples can be collected during the system dead time or on a
control channel and stored in the memory for the detection process.
Assume that the size of noise samples is the same as for data samples i.e. N and denoted by x =
[x1, x2, · · · , xN ]T having cumulative function F (x) and density function f(x). Since both f(x) and f(y)
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8are Gaussian and independent, the joint density function, given H0 is true, is written as
g (x,y|H0) = f(x)× f(y|H0)
=
(
2piσ2n
)−N exp
−
∑
i∈S
x2i +
∑
i∈S
y2i
2σ2n
 . (19)
Similarly, if H1 is true
g (x,y|H1) = f(x)× f(y|H1)
=
[
2pi
(
σ2n + σ
2
y
)]−N exp
−
∑
i∈S
x2i
2σ2n
−
∑
i∈S
(yi − µ˜)2
2σ2y
 . (20)
At the OU the parameters µ˜ = Cµh, σ2n and σ
2
h are unknown, hence, in order to derive test statistic using
the likelihood ratio, these parameters need to be estimated. This estimation can be done by solving:
∂
∂σ2n
ln g (x,y|H0) = 0
∂
∂µ˜
ln g (x,y|H1) = 0
∂
∂σ2h
ln g (x,y|H1) = 0
(21)
Solution of equation (21) yields the maximum value of the density function as
max
σ2n
g (x,y|H0) and max
µ˜,σ2h
g (x,y|H1) . (22)
The log likelihood ratio is then calculated as
L(x,y) = g (x,y|H1)
g (x,y|H0) , (23)
Substituting values from (22) in (23), the test statistic for t-sensing can be written as follows
θt =

1 +
(∑
i∈S
yi −
∑
i∈S
xi
)2
2N
∑
i∈S
(
xi −
∑
i∈S
xi/N
)2
+
∑
i∈S
(
yi −
∑
i∈S
yi/N
)2

N
. (24)
Consider the square root of the second term defined within the brackets of equation (24) and multiplying
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9and dividing the denominator by
√
2(N − 1) yields,
=
√
N/2
(∑
i∈S
yi/N −
∑
i∈S
xi/N
)
√
2(N − 1)
√√√√√
∑
i∈S
(
xi −
∑
i∈S
xi/N
)2
+
∑
i∈S
(
yi −
∑
i∈S
yi/N
)2 / {2 (N − 1)}
=
ξ√
2(N − 1)
≈ ξ√
2N
, for N  1
(25)
where ξ has the t-distribution with 2N degrees of freedom when H0 is true. Hence, equation (23)
becomes,
L(x,y) =
{
1 +
ξ2
2N
}N
. (26)
Likelihood ratio, L(x,y), as defined in equation (26) is a monotonic function of ξ2 and hence a test
utilising ξ2 must be equivalent to a test utilising L(x,y) as the test statistic. From equation (26), it is
clear that L(x,y) = 1 when ξ = 0 and ξ −→∞ as L(x,y) −→∞. As the mean of the received signal
is always positive and since ξ2 is a monotonic function, the test statistic of t-sensing for N  1 can be
written as
θt =
∑
i∈S
yi −
∑
i∈S
xi√√√√∑
i∈S
(
xi −
∑
i∈S
xi
N
)2
+
∑
i∈S
(
yi −
∑
i∈S
yi
N
)2 . (27)
Lemma 1. For large numbers of received signal samples N , the t-sensing test statistic is asymptotically
Gaussian with zero mean and unit variance.
Proof: See Appendix A.
Based on Lemma 1, the threshold λt can be calculated easily by specifying target probability of false
alarm P˜f using
λt = Φ
−1
(
1− P˜f
)
. (28)
1) Asymptotic Non-parametric behavior of t-sensing: The test statistic of t-sensing is derived in
equation (24) under the assumption of Gaussian noise, so the probability of false alarm, in general,
will not remain constant for non-Gaussian noise. However θt shows interesting asymptomatic properties.
For large values of N , the quantities
∑
xi/N and
∑
yi/N are asymptotically Gaussian by applying the
December 3, 2012 DRAFT
10
central limit theorem, hence their difference is also Gaussian distributed with zero mean and variance
given by ϕ̂2, where
ϕ̂2 =
√
1
2N
∑
i∈S
[yi − µy]2 + 1
2N
∑
i∈S
[xi − µx]2, (29)
and µx and µy are defined as,
µy =
1
N
∑
i∈S
yi (30)
µx =
1
N
∑
i∈S
xi (31)
Since the t-sensing test statistic is asymptotically Gaussian, if the threshold is chosen according to (28) the
probability of false alarm will remain constant for any noise distribution. Hence, the proposed t-sensing
is asymptotically non-parametric.
2) Probability of miss detection for t-sensing: Probability of miss detection for t-sensing is
Pm = 1− Prob{θt > λt | H1},
= F (θt | H1;λt) ,
(32)
where F (θt | H1;λt) is the CDF of test statistic θt. In order to calculate the probability of miss detection,
one needs to calculate the distribution function of the t-sensing test statistic. The actual distribution of
θt | H1 is dependent on the unknown variances under the two hypothesis H0 and H1 and cannot be
expressed analytically (Behrens-Fisher problem) [14].
Lemma 2. The distribution of the t-sensing test statistic, given H1, can be approximated by a chi-square
distribution with degrees of freedom given by
Λθt|H1 = (N − 1)
[
1 +
2ϕ2yϕ
2
x
ϕ4y + ϕ
4
x
]
, (33)
where
ϕ2y =
1
N
∑
i∈S
[yi − µy]2 (34)
ϕ2x =
1
N
∑
i∈S
[xi − µx]2 (35)
Proof: According to equation (27), t-sensing test statistic is the linear combination of independent
sample variances. We start the proof by considering a random sample u = [u1, u2, · · · , uN ]T of size N
from a Gaussian distribution defined as N
(
µ, σ2
)
, then define
%2 =
[
1
N − 1
]∑
i∈S
(ui − u)2 =
[
σ2
N − 1
]∑
i∈S
(
ui − u
σ
)2
, (36)
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where u = 1N
∑
i∈S
ui. It is well known that the sum of the square of Gaussian random numbers follows
a chi-square distribution so equation (36) can be written as
%2 ∼
[
σ2
N − 1
]
χ2(N−1), (37)
where χ2n is the chi-square distribution with n degrees of freedom.
E
[
%2
]
=
[
σ2
N − 1
]
(N − 1) = σ2 (38)
Var
(
%2
)
=
[
σ2
N − 1
]2
2 (N − 1) = 2σ
4
N − 1 (39)
where E[.] and Var(.) represent mean and variance operation, respectively. Define,
Ω2 = α1 × %21 + α2 × %22 =
∑
κ∈{x,y}
ακ%
2
κ (40)
where ακ are known constants. Now we can calculate the variance of Ω2 as
Var
(
Ω2
)
=
∑
κ∈{x,y}
α2κ
2%2κ
N − 1 (41)
If we want to approximate the distribution of Ω2 by chi-square distribution with degrees of freedom Λ,
χ2Λ will have the same expected value and variance. Hence, from equation (38)
E
[
χ2Λ
]
= E
[
Ω2
]
=
∑
κ∈{x,y}
ακσ2κ (42)
The variance of the standard chi-square random variable is given by
Var
(
χ2Λ
)
=
2× E [χ2Λ]2
degrees of freedom
=
2
Λ
 ∑
κ∈{x,y}
ακσ2κ
 (43)
Equating (39) and (43),
Λ =
 ∑
κ∈{x,y}
ακσ2κ
2
∑
κ∈{x,y}
α2κ
%4κ
N − 1
. (44)
Substituting σ = ϕ and α = 1/N in equation (44) yields
Λθt|H1 = Λ =
(N − 1) (ϕ2y + ϕ2x)2
ϕ4y + ϕ
4
x
= (N − 1)
[
1 +
2ϕ2yϕ
2
x
ϕ4y + ϕ
4
x
]
.
(45)
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Hence proved.
Based on lemma 2, the distribution function of θt given H1 can be derived and the probability of miss
detection defined in equation (32) is written as
Pm = F (θt | H1;λt)
=
Γ (Λ/2, λt/2)
Γ (Λ/2)
(46)
To summarise, the procedure for applying the t-sensing algorithm to the problem of spectrum sensing
is as follows: before the start of a sensing session, collect noise samples x (depending on noise dynamics
the noise observation vector can be updated after a few sensing sessions) and store them in the internal
memory. Receive the observation vector y on the sensing channel and calculate the test statistic θt using
equation (27). Calculate the decision threshold using equation (28) and compare with θt to decide if the
transmit signal is present or absent.
IV. SIMULATION RESULTS
In this section, simulation results are presented evaluating the performance of the proposed sensing
algorithms described in section III. We compare AD sensing, KS sensing and t-sensing and use ED
sensing as a reference. We performed extensive Monte-Carlo simulations and compare the results using
ROC curves. We assumed σn = 1, C = 1, N = 32 and SNR = −2dB in all simulation results unless
otherwise stated.
In [6], it was shown by simulations that AD sensing performs much better than ED sensing at low
SNR. The signal model used in [6] is quite simple and under both hypothesis H0 and H1 the received
signal variance remains the same. It is interesting to note that with the system model defined in [6], the
spectrum sensing problem can be formulated as a location testing problem and hence the less complex
t-sensing performs better than AD sensing. This is confirmed by our simulations as shown in Fig. 1,
where the same parameters and model described in [6] were used. The AD sensing method is difficult to
implement in real time even with a fast processor; while on the other hand t-sensing test statistics and
threshold calculations are straight-forward.
Fig. 2 depicts the complementary ROC curves in the low SNR region; that is, the received SNR is
−2dB and the number of received samples are 32. Here, we assume that the channel is Rician fading
and the noise process is modeled as a Gaussian process with zero mean and variance σ2n. It is clear that
t-sensing outperforms ED, AD and KS based spectrum sensing at low SNR. For example, at Pf = 10−2,
the miss detection probability for t-sensing is 0.48%, while for the case of energy detection the probability
December 3, 2012 DRAFT
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Fig. 1. ROC curves with system model used in [6], N = 28 and SNR = −2dB
of miss detection is 47.69%. The miss detection probability of AD sensing and KS sensing at Pf = 10−2
is around 6% and 41% respectively. Despite the fact that AD sensing and KS sensing require a-priori
information about the noise distribution, their performance is inferior compared to t-sensing in Gaussian
noise.
Fig. 3 shows the miss detection probability versus received SNR for a given false alarm probability,
P˜f = 10
−1, in a Rician fading channel. As seen from Fig. 3 in order to detect signals as low as −15dB,
miss detection probability of t-sensing, AD sensing, KS sensing and energy detection is 32.63%, 76.38%,
79.55% and 86.58%, respectively. Fig. 4 shows the detection performance of the sensing schemes versus
the K factor of the Rician channel. With increasing K factor the detection performance increases as the
distance between two distributions under H0 and H1 increases.
As discussed in section III-C, the t-sensing scheme is also robust asymptotically and gives similar
performance if the noise is non-Gaussian. To show the robustness of our proposed method, we consider
another type of noise commonly present in communication systems, it should be noted that the conclusions
remain valid for any other type of noise as well. Recent studies have shown that non-Gaussian noise is
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Fig. 2. ROC curves in Rician Fading channel with Samples = 32, C = 1, K=10 and SNR = −2dB
present in indoor environments and Laplace distribution is widely used for modelling such noise [15]. To
see how t-sensing performs under Laplacian noise, we plot the ROC curves with with sample size N = 32,
and SNR −10dB, in Fig. 6. Although θt is derived for Gaussian noise, it gives similar performance in
non-Gaussian noise as can be seen in Fig. 6. An interesting observation in Fig. 6 is that the asymptomatic
behavior can be seen even for N = 32, our simulation study shows that t-sensing is robust for N ≥ 25.
However, as indicated in section I, the exact noise distribution is often unknown in real situations and
AD and KS based sensing work only if the exact noise distribution is known a-priori. Hence, under such
conditions t-sensing is the most suitable choice.
V. CONCLUSIONS
In this paper, spectrum sensing algorithms based on statistical tests are discussed and KS sensing and
t-sensing are proposed. The efficacy of the proposed sensing schemes has been demonstrated through
simulations. The simulation results show that the proposed t-sensing outperforms energy-detection-based
spectrum and AD sensing as proposed in literature, and they introduce less complexity. It is thus concluded
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Fig. 3. Pm versus SNR in Rician Fading channel with Samples = 32, C = 1, K=10 and Pf = 10−1
in this paper that, if the noise distribution is known and it is Gaussian then t-sensing is superior in
terms of detection probability, while with known non-Gaussian noise distribution KS sensing is the
better alternative. We further emphasise the fact that the proposed t-sensing is robust asymptotically and
gives similar performance for an unknown non-Gaussian noise distribution while AD and KS sensing
are applicable only if the exact noise distribution is known. As future work, it would be of interest to
quantify the complexity of all algorithms and to implement all sensing techniques on hardware platforms.
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APPENDIX A
ASYMPTOTIC DISTRIBUTIONS OF t-SENSING TEST STATISTIC
Define the mean and variance of received signal samples in a sensing channel of bandwidth W as
µy =
1
N
∑
i∈S
yi
ϕ2y =
1
N
∑
i∈S
[yi − µy]2
(A-1)
Similarly, denote the mean and variance of noise samples x as
µx =
1
N
∑
i∈S
xi
ϕ2x =
1
N
∑
i∈S
[xi − µx]2
(A-2)
Substituting equations (A-1) and (A-2) in equation (27)
θt =
√
N
2 [µy − µx]√[
ϕ2x + ϕ
2
y
]
/2
. (A-3)
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Fig. 5. ROC curves [Gaussian Noise] with Samples = 32 and SNR = −10dB
The quantity in the denominator of equation (A-3) is the estimate of the variance and is denoted by ϕ̂2,
hence
θt =
µy − µx√
2
N ϕ̂
2
. (A-4)
The quantity µy −µx in equation (A-4) is normal distributed since both x and y are normal distributed.
Under H0 , µy − µx tends to zero while under H1 the numerator of equation (A-4) approaches Cµh;
Similarly, for large values of N the quantity µy−µx has a variance equal to 2N σ2n. Since, for large values
of N , the denominator of equation (A-4) approaches 2N σn, θt is asymptotically Gaussian with certain
mean and variance 1 by the central limit theorem.
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