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With the growing use of Natural Language Processing (NLP) tech-
niques for information extraction and concept indexing in the biomedi-
cal domain, a method that quickly and efficiently assigns the correct
sense of an ambiguous biomedical term in a given context is needed
concurrently. The current status of word sense disambiguation (WSD)
in the biomedical domain is that handcrafted rules are used based on
contextual material. The disadvantages of this approach are (i) generat-
ing WSD rules manually is a time-consuming and tedious task, (ii)
maintenance of rule sets becomes increasingly difficult over time, and
(iii) handcrafted rules are often incomplete and perform poorly in new
domains comprised of specialized vocabularies and different genres of
text. This paper presents a two-phase unsupervised method to build a
WSD classifier for an ambiguous biomedical term W. The first phase
automatically creates a sense-tagged corpus for W, and the second
phase derives a classifier for W using the derived sense-tagged corpus
as a training set. A formative experiment was performed, which demon-
strated that classifiers trained on the derived sense-tagged corpora
achieved an overall accuracy of about 97%, with greater than 90%
accuracy for each individual ambiguous term. q 2001 Elsevier Science (USA)
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Natural Language Processing (NLP) systems are used for
information extraction and concept indexing of biomedical
narrative text [1–3]. To achieve any semblance of under-
standing narrative text, it is crucial to determine the meaning
of each individual term in a given context. Terms in narrative
text are known to be highly ambiguous, particularly for
frequently occurring terms. The need to create a WSD system
for biomedical narrative text has been realized in NLP appli-
cations including information extraction [1] and information
retrieval (IR) [2, 3]. Friedman [1] found that it was important
to resolve ambiguous terms in order to extend an existing
NLP system MedLEE to a broader domain. Nadkarni and
colleagues [2] argued that ambiguous terms were the Achil-
les heel of concept indexing in IR.
The task of a WSD system consists of identifying the
intended sense of a term in a context [4, 5] from a set of
predetermined candidates (note that terms here can be single
words, abbreviations, or phrases). Usually, a WSD system
consists of a group of WSD classifiers, where each classifier
determines the sense of a particular ambiguous term in a
given context [4, 5].
NLP system in the biomedical domain. The remainder of250
The ambiguity of biomedical terms as partially stated by
Roth and Hole [6] can be classified into four different types:
1. Biomedical polysemies—terms that are identical but
with different biomedical meanings; for instance, the term
discharge can mean either the discharge procedure as in
prior to discharge or the discharge substance as in bloody
vaginal discharge. The senses of biomedical polysemies are
usually a subset of the senses found in general language
(e.g., discharge). However, this is not always true (e.g., the
word girdle does not contain the body region sense of girdle
as in pelvic limb girdle in the online general English lexicon
WordNet [7]).
2. Identical biomedical abbreviations—abbreviations
that have multiple full forms, for instance, the abbreviation
APC refers to activated protein c, adenomatosis polyposis
coli, adenomatous polyposis coli, antigen presenting cell,
aerobic plate count, advanced pancreatic cancer, age period
cohort, alfalfa protein concentrated, allophycocyanin, ana-
phase promoting complex, anoxic preconditioning, anterior
piriform cortex, antibody producing cells, and atrial prema-
ture complex, etc. in the MEDLINE abstracts. Abbreviations
contribute a large portion of ambiguous biomedical terms.
Many clinical findings, diseases, and procedures have been
abbreviated [8, 9] because writing favors brevity in the bio-
medical domain.
3. Identical biomedical and general world terms–terms
that have senses from both the general world domain and
the biomedical domain, for instance, the term lead can mean
a chemical substance as in lead shield overlies the pelvis or
an electronic lead as in a single lead pacemaker or a verb
lead as in these lead us to the right colic vein, and the word
add can be an abbreviation for attention deficit disorder.
4. Contextual ambiguous terms–terms that have different
semantic interpretations depending on different contexts. For
example, chemical terms in the context of laboratory tests
(e.g., iron in triple sugar iron test) denote test items, whereas
in the context of medication items (e.g., iron in iron drops
with fluoride), they represent medication drugs.
An ad hoc strategy to deal with ambiguous terms in IR
is to treat them as pseudo-concepts, and assign a term all
senses it has, which is a case of not performing WSD. Some
preliminary WSD work in the biomedical domain relies on
handcrafted rules [1, 10]. Manually generating WSD rules
is very time-consuming and costly. In addition, maintenance
of rule sets becomes increasingly difficult over time. More-
over, hand-coded rules are often incomplete and perform
poorly when extended to a broader domain.
In this paper, we proposed a corpus-based unsupervised
machine learning method to build a WSD system for anLIU, LUSSIER, AND FRIEDMANthe paper is organized as follows. Section 2 provides related
work and background knowledge; Section 3 presents our
methods; Section 4 gives the experimental results; and Sec-
tion 5 contains a discussion. In the last section we conclude
and point out future directions of the current study.
2. RELATED WORK AND BACKGROUND
In recent years, there has been a flurry of research associ-
ated with empirical, corpus-based machine learning ap-
proaches using biomedical documents, including the classifi-
cation of pigmented skin lesion [11], rule discovery for
expert systems [12], and extracting knowledge from dynam-
ics in gene expression [13]. In this paper, we consider build-
ing a WSD classifier for a given ambiguous term W in the
biomedical domain using a two-phase unsupervised corpus-
based machine learning process: automatic derivation of a
sense-tagged corpus for W from several biomedical re-
sources and then supervised learning of a WSD classifier
on the derived corpus.
In the following, we first present related work about cor-
pus-based WSD methods in the general world domain and
the biomedical domain; we then introduce background mate-
rial on supervised corpus-based WSD methods. Background
information on resources and background information about
an operative NLP system called MedLEE are also discussed
here. The WSD system we develop will be integrated
with MedLEE.
Related Work
In the computational linguistics field, supervised machine-
learning techniques have been applied to derive WSD classi-
fiers for general English terms (e.g., disambiguating between
the use of the word suit as a legal proceeding or clothes)
using manually annotated corpora. For example, Bruce and
Wiebe [14] evaluated their method using a sense-tagged
corpus of 2369 sentences containing 6 senses of the noun
interest; Leacock et al. [15] used a corpus of 2094 examples
containing 6 senses of the noun line; and Ng and Lee [16]
assembled and studied the Defense Science Organization
(DSO) corpus where about 192,800 word occurrences of the
most frequently occurring 121 nouns and 70 verbs have
been sense-tagged manually with WordNet senses. However,
manually sense-tagged corpora are expensive to create, and
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researchers tend to use large knowledge resources to auto-
matically acquire sense-tagged corpora. Gale and colleagues
[17] used a bilingual French–English corpus. For an English
word W, the sense of W in a specific context was determined
based on the different translations in French for the different
senses of W. For example, pen in English is stylo in French
for its writing implement sense, and tenclos for its enclosure
sense. Leacock and colleagues [18] proposed a method that
is based on unambiguous words from WordNet [7] that
have some sense relations with an ambiguous word W, for
instance, unambiguous synonyms of W. An example given
in their paper is the ambiguous word suit, where one sense
has an unambiguous related term, business suit and the other
has an unambiguous related term legal proceeding. By col-
lecting instances containing business suit and legal proceed-
ing, a sense-tagged corpus for suit is automatically built by
substituting these two phrases with suit.
In the biomedical domain, Aronson et al. [3] described a
potentially powerful machine learning approach, by which
the UMLS [19] semantic categories of unambiguous neigh-
boring concepts in the context might be used to disambiguate
ambiguous biomedical terms. There is no published study
of this approach according to our knowledge.
Our methods differ from related work. Our method is
unsupervised in the sense that a sense-tagged corpus is auto-
matically derived using several biomedical domain knowl-
edge resources. Additionally, the method does not depend
on bilingual corpora. There are several limitations of using
bilingual corpora: (i) few aligned bilingual corpora are avail-
able; (ii) many ambiguities are preserved in the target lan-
guage (e.g., interest); and (iii) the few available large-scale
bilingual corpora are very specialized and systems developed
based on these bilingual corpora may not be applicable to
the biomedical domain. Furthermore, instead of using Word-
Net to derive WSD classifiers for general English words,
we use several biomedical domain resources. Unlike work
from the computational linguistics field that tends to develop
general English WSD systems, the system introduced here
is for the biomedical domain. We believe that the biomedical
domain has its own definitions of senses and its own granu-
larities of senses, and thus a general English WSD may not
be appropriate.Supervised Corpus-Based WSD Methods
A supervised WSD method involves two major parts
[4, 20] as shown in Fig 1: (a) transforming each training
instance of an ambiguous word W into a feature vector and
(b) applying a supervised learning algorithm after all training
examples are encoded in feature vectors.FIG. 1. The processing phases for supervised WSD approaches
for a specified word W. The input to the process is a sense-tagged corpus
of W, and the output is a WSD classifier which can disambiguate W.
Let W be the ambiguous term under consideration. The
context of W in an instance is formed by terms surrounding
W. This context is then mapped to a feature vector (( f 1, v1),
( f 2, v2), . . . , ( f n , vn)), where f i is a feature and vi is its
corresponding value, usually a Boolean value to indicate the
existence of fi in the context. Broadly speaking, there are
two different types of features:
x primary: are the surrounding words of W in a fixed
window size in the universe. For instance in Sentence I, the
features with non-zero values in the corresponding feature
vector when considering the ambiguous word LCA, and a
window size 3, are anomalous, origin, of, from, the, pulmo-
nary;
x derived: are derived from surrounding terms of W in a
fixed window size in the universe considering the orientation
and/or distance from W. For instance, the features with non-
zero values in the feature vector of Sentence I when consid-
ering the orientation in the window size 3 for the word
LCA are anomalous/L, origin/L, of/L, from/R, the/R, and
pulmonary/R, where L indicates from the left side and R
indicates from the right side. A derived feature may also
consist of implementing further linguistic knowledge, such
as part of speech (POS) tags (e.g., anomalous is an adjective
and origin is a noun in Sentence I ), semantic categories
(e.g., the semantic categories of the UMLS) or stemming
technique, which groups inflected forms of a root to a com-
mon feature (e.g., discharged, discharging, and dischargesTION 251are treated as the same feature discharg). The POS tagging
is also a partial WSD approach: the proper POS tagging of
W can achieve partial disambiguation if senses of W have
different POS tags. For example, the senses of duck in the
following two sentences (a and b) can be disambiguated by
the POS tags: duck is a noun in the sentence a and a verb
in the sentence b.
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(a) The duck was delicious.
(b) Before he could duck, another stone struck him.
Sentence I. Anomalous origin of LCA from the pulmonary
artery is a very rare cardiac anomaly.
There is no agreement on the best selection of features
and the preference of window sizes. Usually, the best WSD
performance can be achieved by mixing all kinds of knowl-
edge including primary features and all kinds of derived
features [16, 21] as illustrated in the first Senseval competi-
tion [22], which was a competition of WSD systems. A
problem with such hybrid systems is that they are difficult to
implement. Obviously, large values of window sizes capture
dependencies at longer range but also dilute the effect of
the words closer to the term. Leacock et al. [15] used a
window size of 50, while Yarowsky [23] argued that a small
window size of 3 or 4 had better performance. A small
window size has an advantage of requiring less system space
and running time.
Several learning algorithms have been adopted to WSD:
Bayesian probabilistic algorithms, neural networks, decision
lists, IR-based, and exemplar-based algorithms [4, 20]. We
summarize three of them, i.e., Naı¨ve Bayesian algorithm (a
simple case of Bayesian probabilistic algorithms), Decision
List method, and Exemplar-based method in the following:
x The Naı¨ve Bayes algorithm (NB) [24] is widely used
in machine learning due to its efficiency and its ability to
combine evidence from a large number of features. It is
applicable if the classifier is based on a series of features.
For a classification instance, an NB classifier chooses the
class with the highest conditional probability while the com-
putation of conditional probabilities is based on the Naı¨ve
Bayes assumption; i.e., the presence of one feature is inde-
pendent of another.
x The Decision list method (DL) [23, 25] is equivalent
to simple case statements in most programming languages.
In a DL classifier, a sequence of tests is applied to each
feature vector. If a test succeeds, then the sense associated
with that test is returned. If the test fails, then the next test
in the sequence is applied. This continues until the end of
the list, where a default test simply returns the majority sense.
Learning a decision list classifier consists of generating and
ordering individual tests based on the characteristics of the
training data.
x The Exemplar-based method (EB) [26] is similar to
the nearest-neighbor method [27] or case-based method [28].
For a classification instance ins, an EB classifier assigns the
class that the most similar instance of ins in the training set
belongs to. An extended version of the EB learning is the K-
nearest neighbor (KNN) learning which assigns the majorityLIU, LUSSIER, AND FRIEDMAN
vote class of the most similar K instances of ins. The main
part of the EB (or KNN) learning is a measure of similarity
between two instances.
Bruce and Wiebe [29] applied the Bayesian algorithm and
chose features based on their “informative” nature. They
tested their work on the interest corpus and achieved an
accuracy of 79%. The WSD system of Yarowsky [23] used
the DL method on features that consisted of both POS tags
and oriented distance of the surrounding words. He claimed
that the system had an accuracy of 99% when evaluated
automatically using the accent restoration task, which is a
case of the WSD problem, in Spanish and French. Ng and
Lee [16] described a system using the EB method on multiple
kinds of features (including both primary features and de-
rived features considering POS tags and stemming) to disam-
biguate. The word was assigned to the sense of its most
similar instance in the training set in the initial version; later
the sense was determined by a fixed number of the most
similar instances.
There is no agreement on the performance of these three
supervised learning methods. Leacock and colleagues [15]
showed that various supervised learning algorithms tended
to perform roughly the same when given the same evidence.
Mooney [30] reported that the NB algorithm gave the best
performance on disambiguating the line corpus among seven
learning algorithms tested including the NB algorithm, the
DL method, and the EB method. The EB method took the
longest time to train and the NB algorithm took the longest
time to test in his study. Ng [31] reported that performance
of the EB (or KNN) was comparable to the NB algorithm
on the DSO corpus. Yarowsky [32] stated that the DL method
had at least as good performance as the NB algorithm with
the same evidence while it had the advantage of easy inter-
pretation, easy modification and easy implementation. Es-
cudero et al. [33] reported that the EB method using the
Hamming distance was superior to the NB method with
about the same running time.
The main body of WSD research has been pursued in
the general world domain, but these systems may not be
appropriate for the biomedical domain since they were not
trained in the biomedical domain. As shown by Campbell
and Johnson [34], the accuracy of a POS tagger trained on
a general English corpus with a size consisting of over
1,000,000 words, when tested on discharge summaries, was
89%, while the accuracy of one that trained on a manually
POS-tagged discharge summaries with 100,000 words was
97%. Similarly, in our preliminary studies, we could not
tell which kind of features and which supervised learning
methods were the most suitable for WSD in the biomedical
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domain. In this paper, we experimented with the three pre-
viously summarized supervised learning methods, i.e., NB,
DL, and EB, and used several options of feature presentation.
Resources
The following resources have been used in developing
and testing our method.
The UMLS Metathesaurus (META) [19] is a knowledge
source developed and distributed by the National Library of
Medicine (NLM). It is organized by concept. Each distinct
concept has been assigned a unique concept identifier (CUI).
All strings, called concept names, corresponding to the same
concept are assigned the same CUI. For instance, abdominal
neoplasm and tumor of abdomen are two different concept
names with the same CUI C0000735.
MEDLINE is the NLM bibliographic database that con-
tains over 11 million references to journal articles in life
sciences with a concentration on biomedicine. Each entry
contains the citation information to the corresponding jour-
nal article, including authors, titles, sources, and often an
abstract, and the corresponding index information that facili-
tates the MEDLINE search.
The New York Presbyterian Hospital (NYPH) Clinical
Data Repository [35] is a collection of electronic medical
records. It provides a place where computer applications can
store data and retrieve data placed by health care profession-
als or computer applications. The repository contains narra-
tive data as well as coded data. The narrative data contain
reports from the domains of discharge summary, radiology,
neurophysiology, pathology, GI endoscopy, Ob/Gyn, cardi-
ology, surgery, etc.
It is known that some identical strings in the META are
assigned different CUIs. Those ambiguous strings have been
identified. For instance, the string cold has six different
UMLS CUIs [6]. In a previous study of the abbreviations
of the UMLS [36], we have shown that the abbreviations
extracted from the UMLS were highly ambiguous: 33.1%
of abbreviations with six characters or less had multiple full
forms; the average number of different full forms for all
abbreviations with six characters or less was 2.28. During
the study, we also observed that most full forms have corres-
ponding UMLS concepts in the META. For example, one
full form of AML, angiomyolipoma, represents the UMLS
concept C0206633. From that study, we had a collection of
(abbreviation, full form) pairs (denoted as EVALSET),
where each abbreviation had multiple full forms defined in
parenthetical expressions from a corpus selected from the
Clinical Data Repository. In this paper, we evaluated ourION 253
method using EVALSET, where the sense definitions were
the corresponding full forms. The detail information about
the EVALSET is provided in Table 1. For example, the two
full forms of AML are angiomyolipoma and acute myeloblas-
tic leukemia, which have been assigned sense identifiers
AML1 and AML2. The last column of Table 1 lists example
sentences found in the Clinical Data Repository.
MedLEE
We developed our WSD system so that it can be used by
a real-world NLP system in the biomedical domain. In this
study, we use a NLP system called MedLEE [37] but the
methodology is generic and it would be possible to use our
WSD within another NLP system as well. MedLEE was
designed as a general information extraction and encoding
language processing system within the clinical domain. It
was initially developed for chest radiographs and has since
been expanded to the domains of mammography, radiology
reports, pathology reports, echocardiography, electrocardi-
ography, and discharge summaries. A number of evaluations
of the system were performed within the domains of chest
radiography, mammography, and discharge summary reports
[38–40] that demonstrated that it was effective in identifying
specific clinical conditions, and that it was effectively used
for improving the quality of patient care. The current version
of MedLEE [1] consists of five functional components to-
gether with several corresponding knowledge components.
Figure 2 shows the different components, and a brief sum-
mary of each functional component is presented below.
The preprocessor performs lexical lookups in order to
recognize and categorize words and phrases using a lexicon
and a set of local contextual disambiguation rules. The pre-
processor also identifies sentences and abbreviations using
two sets of rules. For instance, the output of preprocessor
for spleen was enlarged is the following structure: [(spleen,
bodyloc, spleen), (was, vbe, be), (enlarged, cfinding, en-
larged )], where bodyloc, vbe, and cfinding are semantic
categories and spleen, be, and englarged are target forms in
the lexicon. The parser uses a grammar to identify the
structure of the sentence and to generate an intermediate
structure based on grammar specifications. The grammar is
a set of rules based on semantic and syntactic co-occurrence
patterns. The output for spleen was enlarged in this stage
is the following: [problem, enlarged, [bodyloc, spleen], [cer-
tainty, be]]. The compositional regularizer uses a table
of structural mappings to compose individual words into
phrases. After composing, the output for spleen was enlarged
is [problem, enlarged spleen, [certainty, be]]. The encoder
PVR2 Peripheral vascular resistance He had a PVR surgery.
RA RA1 Right atrium The specimen consists of 2 pieces of RA.
RA2 Right anterior
r
FIG. 2. An overview of components in the MedLEE. The oval
components are knowledge bases; the other components are the pro-
gramming engines. The preprocessor uses a lexicon (Lex), a list of
abbreviations (Ab), a list of section names (Sec), and disambiguation
contextual rules (Cru) for lexical lookups.There is slight filling of the RA1 cerebral artery.
SMA is strongly positive.
We have also ordered SMA to see whether or not this will shed additional
light on the histogenesis.
(Sid); the full forms and example sentences were selected from the
maps words and phrases into controlled vocabulary terms
if applicable. The final XML output for spleen was enlarged
is ^problem v 5 “splenomegaly”& ^certainty v 5 “high
certainty”/& ^/problem& where the controlled term for en-
larged spleen is splenomegaly and the controlled term for
be is high certainty. The recovery component increases sen-
sitivity by using alternative strategies to structure the text
if the initial parsing effort fails.254 LIU, LUSSIER, AND FRIEDMAN
TABLE 1
The Detail Description of Words in the EVALSET
Word Sid Full forms Example sentence
AML AML1 Angiomyolipoma This lesion demonstrates fat attenuation and is compatible with an AML.
AML2 Acute myeloblastic leukemia He was diagnosed with AML.
CK CK1 Creatine kinase Some of the patients that progressed to involve other muscles had an
elevated serum CK activity.
CK2 Cytokeratin Three immunostains show strong positivity: CEA, CK 7 and CK 20.
CSF CSF1 Cerebral spinal fluid 16cc of CSF were collected.
CSF2 Colony-stimulating factor CSF was assessed for its capacity to stimulate anti-tumor activity in
macrophages.
DIP DIP1 Desquamative interstitial pneumonitis In many areas, these cells produce a picture consistent with DIP.
DIP2 Distal interphalangeal There is widening of the DIP joint.
FDS FDS1 Flexor digitorum sublimes The FDS was then selected for EDC transfer.
FDS2 Flexor digitorum superficialis There was complete transection of the FDS.
IBM IBM1 Inclusion body myopathy These findings are consistent with a myopathy and the distribution of
weakness with IBM.
IBM2 Inclusion body myositis If the patient has a myopathy, then she may have IBM.
LCA LCA1 Lymphocyte common antigen Immunostains for tumor cells are negative for LCA CD3.
LCA2 Left coronary artery The RCA, LAD and LCA are identified in the pericardial fat and are
dissected through their lengths.
PCA PCA1 Posterior cerebral artery There is a direct origin left posterior PCA.
PCA2 Patient controlled anesthesia Postoperatively the patient was placed on PCA.
PIN PIN1 Prostatic intraepithelial neoplasia On re-review, focal high grade PIN is identified in part B.
PIN2 Posterior interosseous nerve Blunt dissection was carried out between these two muscles and the
PIN was identified.
PVR PVR1 Proliferative vitreoretinopathy There was a total retinal detachment, with a closed cone funnel PVR
situation eliminating view of the optic nerve completely.SMA SMA1 Smooth muscle actin
SMA2 Smooth muscle antibody
Note. The number following the word is the assigned sense identifie
medical reports.The lexicon of MedLEE categorizes medically relevant
words and phrases and specifies their target forms. A lexical
entry (s, t) for a word or phrase in the semantic lexicon
consists of the semantic category (s) and the target form (t).
For example, the word abdominal is a body location (body-
loc) category and the target form is abdomen. Some words
(or phrases) may be associated with multiple (s, t) pairs. We
ATCORPUS-BASED UNSUPERVISED BIOMEDICAL TERM DISAMBIGU
considered those words to be ambiguous. For example, the
word head has two (s, t) pairs: head is associated with
(bodyloc, head ) in the phrase head scan and (region, head
region) in the phrase the femoral head. MedLEE uses a set
of handcrafted rules that are based on contextual information
to achieve disambiguation for some ambiguous words. Im-
proving the accuracy of MedLEE is an important goal of
the WSD system we are developing.
3. METHOD
The method presented here is a two-phase process to build
a WSD classifier for a particular ambiguous term W. We
focus on terms and their senses that have been defined in a
lexicon, in this work, the MedLEE lexicon. The first phase
automatically acquires a sense-tagged corpus of W from
biomedical data repositories. The following three knowledge
resources enable the automatic processing of the first phase:
(i) the UMLS META, (ii) the MEDLINE abstracts, and
(iii) the Clinical Data Repository. The second phase builds
a WSD classifier for W trained on the sense-tagged corpus
acquired in the first phase using a supervised learning
method.
Let W be an ambiguous word and let the set SEN 5 {S1,
S2, . . . , Sn} be its n senses. Let CUISi be the set of CUIs
that represent the sense Si (note that one sense of W could
be represented by several UMLS concepts if the considered
NLP system has different sense definitions and sense granu-
larities). For instance, the CUI set for AML1 is {C0206633}
and the CUI set for AML2 is {C0023467}. A representative
set REPSi , which consists of one or several strings from the
META, is then established to uniquely represent the sense
Si. Once all representative sets are established, a sense-
tagged corpus STC(W ) is then automatically derived from
the MEDLINE abstracts and the Clinical Data Repository.
Establish the Representative Set for Each Sense
For each sense Si of W, we gather all candidate strings
that are English concept names of concept identifiers from
CUISi . The candidate strings are normalized by changing to
lowercase, removing symbols such as NOS in Cerebrospinal
fluid, NOS, removing some patterns such as the parenthetical
expressions (CK ) in Creatine kinase (CK ), or CK – in
CK–Creatine kinase, and substituting some punctuations by
blanks. The unambiguous resulting strings form the REPSi
(unambiguous here means that each string has CUIs onlyION 255
from the set CUISi and is not ambiguous in the considered
NLP system). For instance, the sense AML1 is represented by
{angiomyolipoma, angiomyolipomas} and the sense AML2 is
represented as {acute granulocytic leukemia, acute myelo-
blastic leukemia, acute myeloblastic leukemia, . . . , acute
myeloblastic leukemias}.
Generate Sense Tagged Corpus Automatically
For each sense Si, all sentences containing strings from
REPSi are extracted from the MEDLINE abstracts and the
Clinical Data Repository. For each sentence, the string from
REPSi is replaced by W; and the sense of W in the sentence
is annotated as Si; and is put into STC(W ). For example,
the sense-tagged sentence generated from Sentence II will
be Sentence III.
Sentence II. Androgen therapy prolongs complete remis-
sion in acute myeloblastic leukemia (AML).
Sentence III. Androgen therapy prolongs complete remis-
sion in AML AML2 (AML).
Once STC(W ) is formed, we then use a supervised-learn-
ing algorithm to derive a WSD classifier following the usual
process as described in the background section.
Experimental Design
We evaluated our method using the set EVALSET as
described in the background Section. A sense-tagged corpus
for each W in EVALSET was generated as described above
and then partitioned into two sets, a training set TR(W ) and
a test set TE(W ), according to the following criteria:
x if a sentence contained the pattern W Si (W ), consider-
ing Si as the gold standard for the correct sense of W, we
removed the tagged sense Si along with the parenthetical
expression (W ), and put it in the test set TE(W ) with the
gold standard attached at the beginning of the sentence (note
that the gold standard was invisible to WSD classifiers dur-
ing the testing process). For example, Sentence III was put
in the testing set TE(AML) as the following:
AML2.Androgen therapy prolongs complete remission in
AML;
x all other sentences were put into the training set TR(W ).
For each W, we then derived 54 classifiers, where each
was represented by a tuple (ml, fp, ws). The first variable
ml is a supervised learning algorithm with three choices, NB,
DL and EB. The second variable fp is a feature presentation
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option with three values A, B, and C, where option A repre-
sents stemmed words with corresponding oriented distance,
option B represents stemmed words with corresponding ori-
entation, and option C represents stemmed words only. We
did not use part of speech information as features because
there are no POS taggers trained specifically in the biomedi-
cal domain; we also did not use semantic categories as
features because there are no broad-coverage semantic lexi-
cons available in the biomedical domain. We investigated
using the UMLS META as a lexicon but found that the
semantic classification for many terms were problematic
[41]. The third variable ws is the window size (i.e., the
number of words from each side that the features will be
derived from) with six values (1, 2, 3, 4, 5, 10) (note that
we can test every possible window size; however, we use
these six values to see the preference of the window size in
the biomedical domain). For example, the features with non-
zero values in the representations A, B, and C with a window
size 3 for Sentence I are the following:
(A) anomal/L3, origin/L2, of/L1, from/R1, the/R2,
pulmonari/R3;
(B) anomal/L, origin/L, of/L, from/R, the/R, pulmonari/R;
(C) anomal, origin, of, from, the, pulmonary.
The classifiers were trained on the training set TR(W )and tested on the test set TE(W ). The accuracies of the best
performance classifier for each W and the accuracies for
each W of the best overall performance classifiers were
reported. Additionally, we also computed the accuracies for
the test instances from the Clinical Data Repository.
4. RESULTS
During the evaluation, the EB method took a very long
time to execute unlike the result reported by Escudero and
Mooney. We aborted those EB classifiers, and only the per-
formance of the remaining 36 classifiers for each word
was counted.
The information about the extracted sense-tagged corpus
for each word in the set EVALSET is listed in Table 2. From
Table 2, we can see that most instances (92%) in the sense-
tagged corpora were extracted from the MEDLINE abstracts.
The sizes of the training sets were quite different among
words: words AML, CK, CSF, LCA, PVR, and RA had over
500 instances for each sense in the training sets; while words
DIP, FDS, IBM, PCA, PIN, SMA had less than 500 instances
for at least one sense. The distribution of senses in theLIU, LUSSIER, AND FRIEDMAN
training set was different from that in the test set for most
words. For example, the majority sense in the training set
for AML was AML1; while in the test set, the majority sense
was AML2.
The overall performance of different classifiers is listed
in Table 3. For a fixed window size ws, the performance of
classifiers (NB, A, ws) and (DL, A, ws) was not different
from each other, and the performance of classifiers (NB,
B, ws) and (DL, B, ws) was slightly different, while the
performance of classifiers (NB, C, ws) was superior to that
of (DL, C, ws). Both the NB classifiers and the DL classifiers
achieved the best overall performance with the option C and
the worst with the option A. We believe that this is likely
due to the sparseness of data introduced when the same
character string is mapped to different features in the option
A and B.
The relation of the overall performance of different classi-
fiers and different window sizes is represented as a graph
in Fig. 3. The window size of 4 was a threshold for the
performance of all classifiers. For a fixed machine learning
algorithm and a fixed feature presentation option, the overall
performance of classifiers with a window size larger than 3
was superior to that of classifiers with a window size less
than or equal to 3. The best overall performance classifier
was (NB, C, 10), i.e., the classifier using Naı¨ve Bayes learn-
ing algorithm on stemmed words with the window size 10.
The performance of each word using (NB, C, 10) classifier
tested on all test instances is listed in the second row of
Table 4, while the third row lists the accuracy of each word
using (NB, C, 10) classifiers tested solely on the test in-
stances from the Clinical Data Repository.
The parameters of the best performance classifier for each
word in the set EVALSET are listed in the fifth, sixth, and
seventh rows of Table 4, while the accuracy of the best
performance classifiers tested on all test instances and that
tested solely on the test instances from the Clinical Data
Repository are listed in the eighth and ninth rows of Table
4. Some words (7 of 12) achieved the best performance
with the NB classifiers; some (5 of 12) achieved the best
performance with the DL classifiers. Words with the best
performance using the NB classifiers had a more balanced
sense distribution in the test sets than that of words with
the best performance using the DL classifiers.From Table 4, we can see that the accuracy of classifiers
on words that had over 500 instances for each sense in the
training sets was greater than 97% when tested on the test
sets and was 100% when tested solely on the test instances
from the Clinical Data Repository.
The running time to train and test 36 classifiers on 12
words with a total of over 100,000 instances in the training
PVR2 Peripheral vascular resistance 811 (18) 793 356 (1) 355
RA RA1 Right atrium 9,775 (2,884) 6,891 143 (3) 140
RA2 Right anterior 2,605 (1275) 1,330 2 (1) 1
p
ta
eSMA SMA1 Smooth muscle actin
SMA2 Smooth muscle antibody
Note. For each cell in columns 3 and 4, the first number (n, before the
the second number (CDR, inside the parentheses) is the number of ins
(ML, after the parentheses) is the number of instances extracted from thCORPUS-BASED UNSUPERVISED BIOMEDICAL TERM DISAMBIGUATION 257
TABLE 2
The Information Related to Sense-Tagged Corpora Extracted from the Clinical Data Repository and the MEDLINE Abstracts
Training set Test set
Word Sid Full forms n (CDR) ML n (CDR) ML
AML AML1 Angiomyolipoma 5,530 (112) 5,391 64 (2) 62
AML2 Acute myeloblastic leukemia 1,788 (112) 1,676 3,892 (5) 3,887
CK CK1 Creatine kinase 12,094 (5) 12,089 2,049 (1) 2,048
CK2 Cytokeratin 12,740 (1093) 11,647 394 (10) 384
CSF CSF1 Cerebral spinal fluid 23,526 (1029) 22,497 9,722 (5) 9,717
CSF2 Colony-stimulating factor 14,228 (3) 14,225 624 (1) 623
DIP DIP1 Desquamative interstitial pneumonitis 649 (167) 482 64 (1) 63
DIP2 Distal interphalangeal 115 (3) 112 31 (2) 29
FDS FDS1 Flexor digitorum sublimes 269 (27) 242 21 (1) 20
FDS2 Flexor digitorum superficialis 37 (16) 21 3 (1) 2
IBM IBM1 Inclusion body myopathy 337 (52) 285 106 (9) 97
IBM2 Inclusion body myositis 39 (1) 38 2 (1) 1
LCA LCA1 Lymphocyte common antigen 3,674 (300) 3,374 69 (3) 66
LCA2 Left coronary artery 716 (33) 683 189 (27) 162
PCA PCA1 Posterior cerebral artery 1,340 (195) 1,145 113 (5) 108
PCA2 Patient-controlled anesthesia 183 (92) 91 55 (1) 54
PIN PIN1 Prostatic intraepithelial neoplasia 1,332 (758) 574 234 (14) 220
PIN2 Posterior interosseous nerve 422 (45) 377 17 (2) 15
PVR PVR1 Proliferative vitreoretinopathy 7,121 (9) 7,112 698 (1) 697sets and almost 19,000 instances in the testing set was 3.5
hours.
5. DISCUSSION
The rationale for using the set EVALSET in this study
was the following:
x Each W in the set EVALSET is ambiguous and each
sense of it was defined by a corresponding full form in the
MedLEE lexicon;
x The training set of W was derived using our method;
x The sense of W in each sentence of the test set TE(W )
was automatically and strictly annotated (strictly means that
eliminating the parenthetical expression from the original
sentence did not change the meaning of the sentence);2,198 (92) 2,106 58 (6) 52
107 (1) 106 24 (2) 22
arentheses) is the total number of instances for the corresponding sense,
nces extracted from the Clinical Data Repository, and the third number
MEDLINE abstracts.
x The original sentences of the training set TR(W ) and
the test set TE(W ) were disjoint.
The EB method took a very long time to execute. One
possible reason may be that in the current study, there were
over thousands of instances in the training set and the test
set of each word. In the study of Escudero [33], the total
number of instances in the training set and the test set for
each word was at most 1500. The other possible reason is
that our implementation may not be appropriate even though
it ran well for a small size single word disambiguation task
(about 600 instances in the training set and the testing set
combined) while the running time to train and test three
exemplar-based classifiers was about 2 hours.
The proposed method utilizes the knowledge in the UMLS
to extract sense-tagged instances from the MEDLINE ab-
stracts and the Clinical Data Repository. A window size of
at least 4, and the stemmed words feature presentation with
both Naı¨ve Bayes algorithm and Decision List method have
5 95.2 95.2 96.1 95.5 96.9* 95.9*
(94.9–95.5) (94.9–95.5) (95.8–96.4) (95.2–95.8) (96.6–97.1) (95.6–96.2)
(
s a
ce
, 3,
eat10 94.9 94.7
(94.6–94.2) (94.4–95.1)
a Where the machine learning algorithm has two choices Naı¨ve Baye
has three options: stemmed words with corresponding oriented distan
words only (C); the window size has six different window values 1, 2
of 0.05 between two learning algorithms with fixed window size and f
acceptable performance. The classifiers trained on sense-
tagged instances extracted mostly from the MEDLINE ab-
stracts achieved an acceptable performance when per-
forming the disambiguation task on instances from the Clini-FIG. 3. The overall accuracy of classifiers. Each line represents the
classifiers methods (e.g., NB,A) with fixed machine learning algorithm
(refer to Table 3 for the definition of NB and DL) and feature presenta-
tion (refer to Table 3 for the definition of A, B, and C).96.5 95.2 97.0* 96.0*
96.2–96.7) (94.9–95.5) (96.8–97.2) (95.7–96.3)
lgorithm (NB) and Decision List method (DL); the feature presentation
(A), stemmed words with corresponding orientation (B), and stemmed
4, 5, and 10. Values followed by a * signify the significant difference
ure presentation.
However, there are several assumptions to use the pro-
posed method to build a WSD classifier for an ambiguous
term W. One assumption is that the senses of W are prede-
fined in the considered NLP system. Almost all WSD work
is under this assumption. However, there do exist some
related rare senses of W that may not be captured by the
NLP system. For instance, there are two senses of discharge
in the MedLEE lexicon, which are the discharge procedure
and the discharge substance. The sense of discharge as
electronic discharge appeared in discharge summaries as in
the following sentence, EEG was normal without epilepti-
form discharge, was not included in the MEDLEE lexicon.
Expert review is unavoidable in order to discover the use
of rare senses. We have used a clustering technique to reduce
the number of instances required for expert–review; it will
be reported in a future paper.
Another assumption is that each sense of W can be repre-
sented by the UMLS concepts. Based on this assumption,258 LIU, LUSSIER, AND FRIEDMAN
TABLE 3
The Overall Accuracy for Different Classifiersa
Overall accuracy (%) (95% confidence interval)
Feature presentation: A B C
Machine learning algorithms: NB DL NB DL NB DL
Window size
1 93.2 92.7 95.8* 95.1* 96.0* 95.2*
(92.7–93.6) (92.4–93.1) (95.6–96.1) (94.8–95.4) (95.7–96.3) (94.9–95.5)
2 93.1 93.1 95.7 95.5 96.0* 95.2*
(92.8–93.5) (92.7–93.4) (95.4–96.1) (95.2–95.8) (95.7–96.3) (94.9–95.5)
3 92.3 93.0 95.6 95.3 96.0* 95.2*
(91.9–92.7) (92.6–93.3) (95.3–95.9) (95.0–95.6) (95.7–96.3) (94.9–95.5)
4 95.3 95.2 96.2 95.9 96.6* 96.0*
(95.0–95.6) (94.9–95.5) (95.9–96.4) (95.6–96.2) (96.3–96.8) (95.8–96.3)cal Data Repository (100% for most words in the set
EVALSET). The method can function on terms that are not
abbreviations without any change. However in this study
we used only abbreviations because we could obtain the
gold standard for the test set automatically and therefore
avoid the expense and effort that is associated with obtaining
a test set using experts.we can see that the method is only suitable for the first two
types of ambiguities mentioned in the introduction section.
Usually, for a biomedical domain NLP system such as
MedLEE, which performs clinical information extraction,
the ambiguous terms of the system are clinical terms that
most likely can be found in the UMLS. For identical biomed-
ical and general world terms, a general machine-readable
fp C C A C C * (B,C) C C B A B
ws 10 10 10 10 3 * 10 10 10 10 5 10
ird
sifie
size
Ref
with the electronic discharge sense of discharge. We believeAccuracy (%) 99.5 98.4 97.2 94.7
Accuracy CDR (%) 100 100 100 100
Note. Cells with an * indicate any possible value. The second and th
C, 10). The fifth, sixth, and seventh rows are the best performance clas
algorithm, fp is the feature presentation option, and ws is the window
classifier for each word. CDR represents the Clinical Data Repository.
English dictionary such as WordNet [7] is also needed in
order to use the proposed method.
The method also assumes that the corresponding UMLS
concepts of each sense of W have unambiguous synonyms.
For our experiment, all ambiguous biomedical terms in the
UMLS have unambiguous synonyms. We choose the UMLS
because it is the most comprehensive biomedical vocabulary
and therefore is a valuable resource for WSD.
The last assumption is that there are enough sense-tagged
instances for each sense of W extracted from the resources.
There were some senses in our experiment for which we
did not have enough instances extracted from the resources,
such as DIP2, FDS1, FDS2, IBM1, IBM2, PCA2, and SMA2.
We believe that in order to have an acceptable corpus-based
WSD classifier, each sense should have at least over hun-
dreds of instances. However, for some rare senses of ambigu-
ous words (which may not even be captured by the consid-
ered NLP system), it is impossible that enough instances
will be captured. For example, the sense of discharge as
electronic discharge occurred only 7 times in the 1998 dis-
charge summary collection (out of 23,651 discharge summa-
ries) while the other two occurred over thousands.
The proposed method is not suitable for contextual ambig-
uous terms. A possible WSD method based on the UMLS
and the MEDLINE abstracts for disambiguation of contex-
tual ambiguous terms is to use the UMLS concept names
containing the considered ambiguous word W to extract
instances from the MEDLINE abstracts. The sense of W in
each instance is then annotated with the sense of W in the
corresponding concept name, which is determined by appro-
priate expert review together with the corresponding UMLS
semantic category information. For instance, iron, which
occurred in the concept names with the UMLS semantic91.7 98.1 99.6 96.4 98.4 98.4 100 91.5
90 100 93.8 100 100 100 100 75
rows are the accuracy for the best overall performance classifiers (NB,
r parameters for each word, where ml stands for the machine learning
. The eigth and ninth rows are the accuracy for the best performance
er to Table 3 for definitions of NB, DL, A, B, and C.
category Laboratory or Test Result, is a lab test item; while
in the concept names with the UMLS semantic category
Pharmacologic Substance, it is a medication item.
However, the above method is still not suitable for disam-
biguating rare senses. There are no UMLS concept namesCORPUS-BASED UNSUPERVISED BIOMEDICAL TERM DISAMBIGUATION 259
TABLE 4
The Accuracy of the Best Overall Classifier (NB, C, 10), the Best Classifier and Its Accuracy for Each Individual Word in the Set EVALSET
Word AML CK CSF DIP FDS IBM LCA PCA PIN PVR RA SMA
Accuracy of (NB, C, 10) (%) 99.0 98.4 96.0 94.7 79.2 87.9 99.4 96.4 97.2 97.9 97.2 75
Accuracy CDR (NB, C, 10) (%) 100 100 100 100 100 90 100 100 93.8 100 100 75
Best classifier parameters
ml DL NB NB NB DL DL NB NB DL NB DL NBthat corpus-based WSD systems are not appropriate for rare
senses. Manually handcrafted rules seem to be unavoidable
in order to disambiguate those rare senses. A hybrid WSD
system, which combines a corpus-based WSD system to-
gether with some handcrafted rules, may satisfy the biomedi-
cal domain WSD purpose.
6. CONCLUSION
WSD is important for the accuracy of NLP systems in
the biomedical domain. This paper presents a two-phase
unsupervised method to build a WSD classifier for a biomed-
ical ambiguous term W, where the first phase automatically
creates a sense-tagged corpus for W and the second phase
derives a classifier for W supervised trained on the derived
sense-tagged corpus. Creating sense-tagged corpora manu-
ally is expensive and impedes the development of a WSD
system. The presented method acquires sense-tagged corpora
automatically by utilizing several resources in the biomedi-
cal domain. The classifiers built using the described methods
achieved an overall accuracy of 97%. We believe the pro-
posed method is a part of the solution to resolve sense
ambiguities in the biomedical domain. Most existing WSD
systems may be integrated with NLP systems but, to our
260
knowledge, they have not been implemented in any opera-
tional NLP system in the biomedical domain the current
work seems to be the only WSD work that is integrated with
an operational NLP system in the biomedical domain.
Several more studies are planned:
x To derive more sense-tagged instances from the MED-
LINE abstracts and the Clinical Data Repository based on
the hierarchical relationship defined in the META;
x To reduce the manual annotation cost by applying clus-
tering techniques;
x To use features including part of speech tags as well as
semantic categories of the MedLEE lexicon or categories
of other semantic lexicon such as the one created by Johnson
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