Abstract-In environments with complex cognitive structure (as the Semantic Web or sophisticated spatial databases for Geographical Information Systems), classical methods for detecting anomalies can be inadequate. In this paper the use of an automated theorem prover to detect anomalies in knowledge bases within a complex ontology is proposed. The authors argue that it will need t c D integrate such systems in some intelligent agents. The loss of real-time execution -in some cases-is discussed with examples.
Introduction
In the Knowledge Engineering Field, the verifica,tion of knowledge bases occupies a significant position.. The verification task is a complex and, in general, unsolvable problem. The advent of environments with complex cognitive structure (as the Semantic Web) must to induce to a revision of some of the classical solving methods, mainly the agent-oriented ones. Many of them are designed for time constrained environments. A new aim in the AI field will be the re-balancing of reactive and proactive attitudes in the design (of systems known as intelligent agents. Both problemri (verification of knowledge bases and the balance remarked above) are combined in the task of the verification, by intelligent agents, of Web metadata. Some problems will demand more quality of information losing pure reactive answers. The deliberative agents (agent,s with logic-based behaviour, produced by a deductive process) will be free of tight real-time constraints in tasks as the verification of formal ontologies, information retrieval in a structured form (in a logical theory form), semantic web mining, etc. A key environment is the Semantic Web, which changes the notion of perception (or message): the agent will receive from its environment more complez stimuli 111. This issue becomes more important when the number of (heteroge:neous) interacting systems increases (as well the number of different ontologies). We propose a methodology in order to verify Knowledge Databases with the assistance of an automated theorem prtwer (a.t.p.). We believe that this meth* dology must be a first step in the design of intelligent cleaning agants for the Semantic Web.
Let us a few remarks about the organization of the paper. In next section a brief description of the notion of intelligent agent is given, as well as a discussion about the problem of the real-time requirement for deliberative agents. Our main purpose is to present a methodology ti3 verify Knowledge databases with complex domain knowledge (section 4). Finally, the methodology is illusixated with a case study (section 5).
Intelligent Agents
There are many definitions of intelligent agent, but there exists a consensus in which are the essential requirements in order to consider a system as intelligent agent:
1. Reacticity: it is able to respond eflectively to the percept,ions received from its environment.
2.
Pro-act.iveness: it is able to exhibit a behaviour driven 'to reach its objectives.
Sociabi,lity:
it is able to communicate with other agents (in order to cooperate, to ask for information, etc.).
From the basis proposed in the above minimal definition many agent architectures emerge, and there exists an established ground theory to work with them [2]. A general and complete architecture for an agent is illustrated in thcz fig. 1 from [3] . We are interested here in cognitive agents: agents for which the knowledge processing -by deductive methods -is the heart of the behaviour. The dilemma that entitles the subsection is essentially the same that of reactivity versus proactivity attitudes in the design of the agent. How can we escape from the real-time constraints paradigm (when it is necessary)?
We are interested in three proposals:
To think the balance between Symbolic representation and effective processing: there exists an almost complete classification of the complexity of many languages extending the classical Horn Logic (from Logic Programming paradigm), thus we can decide to extend the richness of the Knowledge Representation, even to extend the analysis to other more specific representations.
Several automated theorem provers can he specialized as useful extensions of Logic Programming, and they can be the natural candidates for the thinking component of the agent.
It can be advisable, in many cases, to substitute the real-time constraints by other notions of effectiveness.
All these aspects are relevant for the possible embedding of an automated theorem prover in a cognitive agent.
Embedding deductive attitudes in the agent
The ability of complex reasoning is possible if the agent has a powerful rational component. Some of the actions/messages produced by the agent will be consequence of a deductive process. Thus a natural option can he to integrate an a.t.p. as rational component. The main problem of the integration of an a.t.p. in the agent is that the behaviour of the deductive component is underspecified, because it is autonomous in the data processing. Thus we face a coarse specified system. Moreover, we can not constraint the behaviour of the components by real-time requirements and the symholic representation is not limited to a concrete sublanguage of the full first order logic.
Towards Cleaning services in the Semantic Web
The Semantic Web is a Web of data that can he processed directly or indirectly by machines. Briefly, the architecture of Semantic Web is decomposed in several layers: the ground layers concern to the symbolic level of data and metadata and they are the extensible Markup Language XML and the Resource Data Framework RDF; the RDF language provides an uniform data model for representing metadata and it makes easy the processing of data by machines [6]; the Ontology layer prevents ambiguous meanings of words; at the top, logic layer is able to reasoning with the data and the Web Trust prevents inconsistency.
Description of the problem
The cleaning service concerns the optimization of ontologycal representation and detection of inconsistencies (not only in the knowledge domain, as in [7] ), by comparing results derived by the agent with the own ontology or the domain knowledge, etc. (see fig. 2 ).
The problem is that reasoning with inconsistency in structured text will be needed. As we will remark in 1 Selection of argument class and predicate targets p-------; 
Anomalies in the database
The agent will find four main types of errors or anomalies (presented as arguments): introduced by the user). This anomaly can also be due to the Skolem's noise, produced when we work with the domain closure axioms but the domain knowledge is not clausal. Thus, it is also :possible that the agent can not obtain any answei: to the requirements of another agent.
(A3): Disjunctive answers (a logical deficiency).
(A4): Inconsistency in Knowledge Domain
The anomalies comes from several reasons, for ex-
The set of data is inconsistent with the ]Domain Knowledge due to formal inconsistencies produced by incorrect data.
ample:
The Clatabase is never completed, that is, the user will keep on introducing data.
Technically, the absence of certain facts about a predicate implies deduction with the Knowledge Domain, and -due to above reasons -nedesired answers can be obtained.
M(ethodo1ogy
The methodology is shown in fig. 3 . The cleaning cycle combines SQL (Structured Query Language) questions with others which can be asked by other agents, or by the user in order to complete the knowledge with other facts not explicit in the database (for example, facts about predicates not explicit yet in the data introduced hy the user(s)). The step (4) is invoked when an anomaly of the Knowledge Domain is found.
A case study
We report an experiment made with the cleaning service, working on a database within a complex onto-
logy. The example concerns the debugging of a Spatial
Database, that we may suppose written in a structured text form. The structured text is a general and simple form of knowledge representation that should be easy to view as a subset of XML, for example.
Concretely, we will work with a database on the relationships between three types of regions: counties, districts, and available maps on Andalucia, a Spanish autonomous region (see fig. 4 ).
The ontology we use comes from a formalization of the relationships between regular regions of the space, the RCC t.heory [a] . Thus the knowledge domain is computationally complex. Several problems on spatial configurations via Constraint Satisfaction Problemsin the relational sublanguage of RCC -are extensively studied in Artificial Intelligence [9] , as well as in the field of Geographic Information Systems [lo] . However, the full theory is computationally unacceptable.
The system works on a data base built in base of the relationships of connection (Connect), nonemptyintersection (common subregion, Overlaps), and partof (Part-of) (see fig. 5 ) .
Therefore a lot of hidden information exists, a lot of knowledge with respect to other topological relations between regions, not explicit in the database, that the a.t.p. might to derive (and, eventually, to add to the database). The universe is formed by 260 regions, approximately, for which we have a data base with 34000 facts (included first-order formalization of databases, but the number can he reduced using some features of the theorem prover). This base has been made for a human, and possibly, it contains errors.
The complexity of the formal models of this type of reasoning makes necessary to work with inconsistent knowledge; therefore it is necessary to use a method of reasoning with inconsistencies, and we have selected the argumentatiue reasoning for working with them. We should define the arguments considering the aut* mated theorem prover OTTER [ll] as deductive component. An argument is a pair (+,a) such that + is a subset of database and 8 t a. An 0-argument (argument for OTTER) (+,a) is an argument such that a is provable from 8 by OTTER. Selecting different types of arguments it is posihle to derive useful knowledge from inconsistent databases [lZ] . Using the answer literal $Answer of OTTER we can determine the argument in each experiment (see fig. 6 ).
It is not our aim to find only inconsistencies in the domain knowledge (A4). In [7] the authors show an application of an automated theorem prover (the SNARK system) to provide a declarative semantics for languages for the Semantic Web, by translating first the forms from the semantic markup languages to the firstorder logic. The translation allows them to apply the theorem prover to find inconsistencies. Our problem is not exactly the same. We assume that the domain knowledge (the RCC theory and eventually the composition table for the eight relations) is consistent, and that it is highly possible that RCC jointly with the database becomes inconsistent. However, the step (4) was invoked in one of the experiments, since the t h e rem prover found an error in the composition table for the RCC-calculus showed in [8] .
Experiments
It has been used a computer with two Pentium I11 (800 Mhz) processors and 256 Mh RAM. The machine runs with Red Hat Linux operating system 7.0. The processed database has 40242 clauses, and it is processed in 6.5 seconds).
It is not our aim to use the theorem prover as a database programming language. The idea is to ask to the system complex questions which are unsolvable by constraint satisfaction algorithms or simple SQL commands. The questions are driven to obtain knowledge on spatial relationships not explicit in the database (as Proper-part or boolean combination of complex spatial relations). Some of the questions require an exces- Other interesting consequence of the experiment is that the search of non-acceptable inconsistencies (Al) produces, in some cases, inconsistent argument schemes: schemes that, by binding of the variables, produces many inconsistencies from the first one founded. This behaviour can be interpreted as a learning process because the system generates a general inconsistent argument to locate lacks or concrete errors in the database. This phenomenon leads us to a fact experimentally checked: when the first one is found, the next ones are quickly found.
It is also interesting to remark that among the features of the system, we can use an option which allows us to find many proofs of the same answer (that is, many arguments). Thus, we can locate several anomalies in the database only with an incorrect answer. 
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Final remarks
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A methodology for the cleaning of complex knowledge databases, aided by an automated theorem prover, is given. The cleaning cycle allows to detect anomalies of the data with the knowledge domain, as well as in the self domain. The next challenge is to develop an agent based in this cycle. Previously we must select strict flags to handle big sets of useless data. We believe that the cleaning agent can be a promising application of the field of automated deduction to make consistent the data in environments such as the Semantic Web.
