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A BESSEL δ-METHOD AND HYBRID BOUNDS FOR GL2
YILAN FAN AND QINGFENG SUN
Abstract. Let g be a primitive holomorphic or Maass newform for Γ0(D). In this paper, by
studying the Bessel integrals associated to g, we prove an asymptotic Bessel δ-identity associated
to g. Among other applications, we prove the following hybrid subconvexity bound
L (1/2 + it, g ⊗ χ)≪g,ε (q(1 + |t|))
εq3/8(1 + |t|)1/3
for any ε > 0, where χ mod q is a primitive Dirichlet character with (q,D) = 1. This improves
the previous known result.
1. Introduction
The circle method is a beautiful idea for investigating many problems in analytic number
theory. It originated in the study of the partition function by Hardy and Ramanujan [13] in
1918. Let
δ(n) =
{
1, if n = 0,
0, otherwise
be the δ-function. In the classical circle method one uses the equality
δ(n) =
∫ 1
0
e(αn)dα
to pick out the interesting term from the associated generating function and then decomposes
the range of integration [0, 1] into Farey intervals around rational approximations a/c to α (see
Vaughan [36]). In 1926, Kloosterman [23] made breakthrough by optimizing the subdivision
structure properly such that one may perform a nontrivial averaging over the numerators of the
approximating fractions a/c, which is usually called Kloosterman refinement. Lately, Munshi
[30] used Kloosterman’s version of the circle method to solve the t-aspect subconvexity problem
for GL3 L-functions. A more recent variant of the circle method, due to Jutila [20], [21], has
optimized structure for subintervals and flexible form for applications, although its decomposi-
tion of the characteristic function of [0, 1] is approximate (see for example [5], [29] for some of
its applications).
On the other hand, there are other variants of the circle method, which represent the δ-
function as more tractable forms. An extremely useful one is the δ-method developed by Duke,
Friedlander and Iwaniec [10], in which the key formula is a representation of the δ-function
in terms of the Ramanujan sums. This was later revisited by Heath-Brown in the paper [16],
where an alternative formula for δ(n) was shown to be suitable for the study of the classical
circle method problems. Browning and Vishe [8] adapted Heath-Brown’s approach to the setting
of arbitrary number fields. For some applications of the Duke-Friedlander-Iwaniec δ-method,
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one may see Munshi [31] and Pitt [34], for example. More variants of the δ-method or circle
method can be found in Munshi [32]-[?munshi7], Aggarwal, Holowinsky, Lin and the second-
named author [2], and Aggarwal, Holowinsky, Lin and Qi [3]. These have promoted greatly the
progress of the study on number theory problems.
A Bessel δ-method was first developed in Aggarwal, Holowinsky, Lin and Qi [3] for holomor-
phic cusp forms of GL2. It is based on the following observation
1
p
∑
a mod p
e
(
a(r − n)
p
)∫ ∞
0
U
( x
X
)
e
(
2
√
rx
p
)
Jκ−1
(
4π
√
nx
p
)
dx
= 1(r ≡ n mod p) · 1(|r − n| < Xεp
√
N/X) · “some factor” + “error”
= δ(r − n) · “some factor” + “error”,
provided that r, n ≍ N , N < X1−ε and p2 < NX, where Jκ−1(x) denotes the stand J-Bessel
function of order κ− 1. Here 1(S) denotes the characteristic function of S defined by 1(S) = 1
if S is true, and equals 0 otherwise. Notice that this Bessel integral arises naturally from the
Voronoi summation formula for holomorphic cusp forms of GL2. In this paper, we are concerned
with the Bessel δ-method for Maass cusp forms of GL2. The primary purpose of this paper is
to extend Aggarwal, Holowinsky, Lin and Qi’s results to Maass forms. In fact, we shall treat
both holomorphic cusp forms and Maass cusp forms. Among many other applications, we prove
a uniform subconvexity bound for associated twisted L-functions in both t and q aspects.
Let S∗κ(D, ξD) be the space of primitive holomorphic newforms of level D, weight κ and
nebentypus ξD and S
∗
λ(D, ξD) be the space of primitive Maass newforms of level D, weight zero,
nebentypus ξD and Laplace eigenvalue λ = 1/4 + µ
2 for Γ0(D). For any g ∈ S∗κ(D, ξD) or
g ∈ S∗λ(D, ξD), we define
Ig(a, b;X) =
∫ ∞
0
U
( x
X
)
e
(
2a
√
x
)
Jg
(
4πb
√
x
)
dx, (1.1)
where if g is a holomorphic cusp form of weight κ,
Jg(x) = 2πi
κJκ−1(x), (1.2)
and if g is a Maass cusp form with Laplace eigenvalue 1/4 + µ2,
Jg(x) =
−π
sin(πiµ)
(J2iµ(x)− J−2iµ(x)) . (1.3)
Here Jν(x) (ν ∈ C) denotes the stand J-Bessel function, and U(x) ∈ C∞c (1, 2) is a nonnegative
function. The integral Ig(a, b;X) has the following properties.
Proposition 1.1. Let a, b ∈ R+ and b2X ≫ Xε. For any fixed integer J ≥ 0, we have
Ig(b, b;X) = CU (b,X)
(
1 +Og,U,J
(
(b2X)−(J+1)/2
))
,
and
Ig(a, b;X)≪g,U,A CU (b,X)
(
(a− b)2X)−A
for any A ≥ 0, where
CU (b,X) = X
J∑
j=0
dj
(4πb
√
X)j+1/2
U˜
(
3
4
− j
2
)
≍ X
(b2X)1/4
(1.4)
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with dj (j = 0, 1, 2, · · · , J) being constants depending only on g (If g is holomorphic of weight κ,
then dj = dj(κ) depends only on κ and if g is a Maass cusp form of spectral parameter µ, then
dj = dj(µ) depends only on µ). In particular, d0 = π
1/2(1− i). Here U˜(s) = ∫∞0 U(x)xs−1dx is
the Mellin transform of U . Moreover, CU (b,X) satisfies
bj
∂j
∂aj
C−1U (b,X)≪g,U,J
b1/2
X3/4
. (1.5)
To prove Proposition 1.1, we shall use asymptotic expansions of Bessel functions to treat both
holomorphic and Maass cusp forms. As in [3], Proposition 1.1 yields the following asymptotic
δ-identity.
Theorem 1.2. Let p be prime and N,X > 1 be such that X1−ε > max{N, p2/N}. Let r, n be
integers such that r ≍ n ≍ N . For any A > 0, we have
δ(n − r) = 1
p
∑
a mod p
e
(
a(n− r)
p
)
· Ig
(√
r
p
,
√
n
p
;X
)
CU (
√
r/p,X)−1 +Og,U,A
(
X−A
)
,
where Ig(a, b;X) and CU (a,X) are defined in (1.1) and (1.4), respectively.
The main result proved in [3] is the following theorem for g ∈ S∗κ(D, ξD), which holds also for
g ∈ S∗λ(D, ξD) by Theorem 1.2. See [3] for the proof.
Theorem 1.3. Let g ∈ S∗κ(D, ξD) or S∗λ(D, ξD) and denote by λg(n) its n-th Fourier coefficient.
Let V (x) ∈ C∞c (0,∞) be a smooth function with support in [1, 2]. Assume that its total variation
Var(V ) ≪ 1 and that V (j)(x) ≪j ∆j for j > 0 with 1 ≤ ∆ ≤ TN−ε for any ε > 0. For
γ real, and φ(x) ∈ C∞(1/2, 5/2) satisfying |φ′′(x)| ≫ 1 and φ(j)(x) ≪j 1 for j > 1, define
f(x) = Tφ(x/N) + γx. Then
∞∑
n=1
λg(n)e (f(n))V
( n
N
)
≪g,φ,ε T 1/3N1/2+ε + N
1+ε
T 1/6
.
To remove the smooth function in Theorem 1.3, we assume that λg(n)≪ nϑ+ε for any ε > 0.
Then we can take ϑ = 0 for g ∈ S∗κ(D, ξD) by [9] and ϑ = 7/64 for g ∈ S∗λ(D, ξD) by [22]. Let
V ≡ 1 on [1 + ∆−1, 2−∆−1] with ∆ = TN−ε. Then one has the following estimate.
Corollary 1.4. Same notations and assumptions as above. We have∑
N6n62N
λg(n) e(f(n))≪g,φ,ε T 1/3N1/2+ε + N
1+ε
T 1/6
+
N1+ϑ+ε
T
.
A typical example is φ(x) = ±xβ, β 6= 1 and f(x) = αxβ + γx, α 6= 0. The corresponding
nonlinear exponential sum
S♯α,β,γ(N) =
∑
n6N
λg(n) e(αn
β + γn)
has been studied by many authors (see [20], [3] and the references therein). Applying Corollary
1.4 with T = |α|Nβ , we get
S♯α,β,γ(N)≪g,α,β,ε N
1
2
+β
3
+ε +N1−
β
6
+ε +N1−β+ϑ+ε. (1.6)
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Notice that the term N1−β+ϑ+ε is dominated by the second term if β > 6ϑ/5, which, in general,
will not cause unnecessary problems in applications This is easily seen for g ∈ S∗κ(D, ξD). For
g ∈ S∗λ(D, ξD), the second-named author and Wu [35] prove that for β ≥ 1/2 and γ = 0,
S♯α,β,γ(N)≪g,α,β,ε Nβ+ε.
Thus the first two terms in (1.6) are better than the above bound in the range β > 6/7, in which
case the condition β > 6ϑ/5 is met.
As in [3], another application of Theorem 1.3 is concerned with the subconvexity problem of
L(s, g) in the t-aspect, where
L(s, g) =
∞∑
n=1
λg(n)
ns
, Re(s) > 1.
The convex bound in the t-aspect is O
(
(1 + |t|)1/2+ε) and for general g the current record bound
is the so called Weyl-type bound, i.e., O
(
(1 + |t|)1/3+ε). For D = 1, the Weyl-type bound has
been proven by Good [11], Jutila [20], [21] and Meurman [26]. For general level, there are Weyl-
type subconvexity results established by different methods in Booker, Milinovich and Ng [6],
Aggarwal [1], and Aggarwal, Holowinsky, Lin and Qi [3]. Applying Theorem 1.3, we obtain the
following Weyl-type bound.
Theorem 1.5. Let g ∈ S∗κ(D, ξD) or S∗λ(D, ξD). For any ε > 0, we have
L (1/2 + it, g)≪g,ε (1 + |t|)1/3+ε.
Now we proceed to describe another application of Proposition 1.1. Let g ∈ S∗κ(D, ξD) or
S∗λ(D, ξD). Let χ be a primitive Dirichlet character modulo q with q prime and (q,D) = 1. The
L-function associated to g ⊗ χ is defined by
L(s, g ⊗ χ) =
∞∑
n=1
λg(n)χ(n)
ns
.
The convexity bound in the t and q aspects is (q(1 + |t|))1/2+ε . By looking through the proof,
one finds that [2] gives us
L (1/2 + it, g ⊗ χ)≪g,ε (q(1 + |t|))ε(1 + |t|)1/2q3/8 (1.7)
which is convexity in the t-aspect and of Burgess-type in the q aspect, and [3] yields
L (1/2 + it, g ⊗ χ)≪g,ε (q(1 + |t|))εq1/2(1 + |t|)1/3 (1.8)
which is convexity in the q aspect and of Weyl-type in the t-aspect. We hope to improve upon
the bounds in (1.7) and (1.8).
Firstly, by combining Proposition 1.1 with the trivial delta method in [2], we give the following
asymptotic Bessel δ-identity.
Theorem 1.6. Let p, q be primes and (p, q) = 1. Let M,X > 1 be such that X1−ε >
max
{
M, (pq)2/M
}
. Let m,n be integers such that m ≍ n ≍M . For any A > 0, we have
δ(n −m) = 1
pq
∑
c|pq
∑∗
a mod c
e
(
a(n −m)
c
)
Ig
(√
m
pq
,
√
n
pq
;X
)
CU
(√
m
pq
,X
)−1
+Og,U,A(X
−A),(1.9)
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where Ig(a, b;X) and CU (a,X) are defined in (1.1) and (1.4), respectively. Here the ∗ in the
sum over a denotes the sum is over (a, c) = 1.
Proof. By the trivial delta method,
δ(n −m) = 1
pq
∑
c|pq
∑∗
a mod c
e
(
a(n −m)
c
)
, for pq > |n−m|.
On the other hand, by Proposition 1.1, form ≍ n ≍M andMX(pq)−2 ≫ Xε, Ig (
√
m/pq,
√
n/pq;X)
is negligibly small unless(√
m
pq
−
√
n
pq
)√
X < Xε, i.e., |n−m| < Xεpq
√
M/X.
Therefore, (1.9) follows immediately for M < X1−ε. 
As applications, we prove the following hybrid bound for L (1/2 + it, g ⊗ χ) in both the t and
q aspects.
Theorem 1.7. Let g ∈ S∗κ(D, ξD) or S∗λ(D, ξD) with (q,D) = 1. For any ε > 0, we have
L (1/2 + it, g ⊗ χ)≪g,ε (q(1 + |t|))εq3/8(1 + |t|)1/3.
The hybrid subconvex bounds for GL1 were given by Heath-Brown in [14] and [15]. For GL2
L-functions, this has been studied by Blomer and Harcos [4], Michel and Venkatesh [27], Munshi
[28], Wu [38] and Kuan [25]. For general g, the previous best known result is due to Wu [38]
who proved that
L (1/2 + it, g ⊗ χ)≪g,ε (q(1 + |t|))
1
2
− 1−2ϑ
8
+ε, (1.10)
and recently for g a primitive holomorphic cusp form of even weight κ, level D, Kuan [25] proved
that
L (1/2 + it, g ⊗ χ)≪g,ε (q(1 + |t|))εq
3
8
+ϑ
4 (1 + |t|) 13−2ϑ , (1.11)
where we recall that ϑ is the value towards the Ramanujan-Petersson conjecture, so that ϑ = 0
for g ∈ S∗κ(D, ξD) by [9] and ϑ = 7/64 for g ∈ S∗λ(D, ξD) by [22]. Notice that our Theorem
1.7 improve the bounds in (1.10) and (1.11), and does not depend on the Ramanujan-Petersson
conjecture.
2. Properties of Bessel integrals for GL2
In this section, we prove Proposition 1.1. Let Ig(a, b;X) be as in (1.1). First we consider the
holomorphic case. By Section 7.21 in [37], for x≫ 1,we have
Jν(x) =
√
2
πx
cos
(
x− π
2
ν − π
4
)
J−1∑
j=0
(−1)j(ν, 2j)
(2x)2j
+On,ν
(
x−2J
)
+
√
2
πx
sin
(
x− π
2
ν − π
4
)
J−1∑
j=0
(−1)j(ν, 2j + 1)
(2x)2j+1
+On,ν
(
x−2J−1
) ,
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where (ν, 0) = 1 and for j ≥ 1,
(ν, j) =
Γ(ν + j + 1/2)
j!Γ(ν − j + 1/2) =
{4ν2 − 12}{4ν2 − 32} · · · {4ν2 − (2j − 1)2}
22jj!
.
Thus for x≫ 1,
Jν(x) = x
−1/2
J∑
j=0
aje (x/2π) + bje (−x/2π)
xj
+Oν,J
(
x−3/2−J
)
, (2.1)
where aj = aj(ν) and bj = bj(ν), j = 0, 1, 2, · · · , J are constants depending only on ν. In
particular, a0 = (2π)
−1/2e(−(2ν + 1)/8) and b0 = (2π)−1/2e((2ν + 1)/8). Thus
2πiκJκ−1(4πb
√
Xx) =
J∑
j=0
a′je
(
2b
√
Xx
)
+ b′je
(
−2b√Xx
)
(4πb
√
Xx)j+1/2
+Oκ,J
(
(b
√
Xx)−3/2−J
)
, (2.2)
where a′j = a
′
j(κ) and b
′
j = b
′
j(κ), j = 0, 1, 2, · · · , J are constants depending only on κ. In
particular, a′0 = π
1/2(1 + i) and b′0 = π
1/2(1− i).
Next, we consider the case that g is a Maass cusp form. By (2.1), for x≫ 1, we have
π (J2iµ(x)− J−2iµ(x))
− sin(πiµ) = x
−1/2
J∑
j=0
sje (x/2π) + tje (−x/2π)
xj
+Oµ,J
(
x−3/2−J
)
,
where sj = sj(µ) and tj = tj(µ), j = 0, 1, 2, · · · , J are constants depending only on µ. In
particular, s0 = π
1/2(1 + i) and t0 = π
1/2(1− i). Thus
π
(
J2iµ(4πb
√
Xx)− J−2iµ(4πb
√
Xx)
)
− sin(πiµ)
=
J∑
j=0
sje
(
2b
√
Xx
)
+ tje
(
−2b√Xx
)
(4πb
√
Xx)j+1/2
+Oµ,J
(
(b
√
Xx)−3/2−J
)
. (2.3)
By (2.2)and (2.3), we have
Jg(4πb
√
Xx) =
J∑
j=0
cje
(
2b
√
Xx
)
+ dje
(
−2b√Xx
)
(4πb
√
Xx)j+1/2
+Og,J
(
(b
√
Xx)−3/2−J
)
, (2.4)
where cj and dj , j = 0, 1, 2, · · · , J are constants depending only on g (If g is holomorphic of
weight κ, these constants depend only on κ and if g is a Maass cusp form of spectral parameter
µ, these constants depend only on µ). In particular, c0 = π
1/2(1 + i) and d0 = π
1/2(1− i).
Now we turn to the integral in (1.1). Changing variable x→ Xx2, one has
Ig(a, b;X) = 2X
∫ ∞
0
xU
(
x2
)
e
(
2a
√
Xx
)
Jg
(
4πb
√
Xx
)
dx.
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Plugging (2.4) in and exchanging the orders of summation and integration, we get
Ig(a, b;X) = 2X
J∑
j=0
1
(4πb
√
X)j+1/2
∫ ∞
0
x−j+1/2U
(
x2
)
(
cje
(
(2a+ 2b)
√
Xx
)
+ dje
(
(2a− 2b)
√
Xx
))
dx+Og,U,J
(
X
(b2X)3/4+J/2
)
.
Note that for a, b ∈ R+, by repeated partial integrations∫ ∞
0
x−j+1/2U(x2)e
(
(2a+ 2b)
√
Xx
)
dx≪A ((a+ b)2X)−A
for any A > 0. Hence
Ig(a, b;X) = 2X
J∑
j=0
dj
(4πb
√
X)j+1/2
∫ ∞
0
x−j+1/2U
(
x2
)
e
(
(2a− 2b)
√
Xx
)
dx
+Og,U,J
(
X
(b2X)3/4+J/2
)
. (2.5)
If a = b, then
Ig(b, b;X) = 2X
J∑
j=0
dj
(4πb
√
X)j+1/2
∫ ∞
0
x−j+1/2U
(
x2
)
dx+Og,U,J
(
X
(b2X)3/4+J/2
)
= X
J∑
j=0
dj
(4πb
√
X)j+1/2
U˜
(
3
4
− j
2
)
+Og,U,J
(
X
(b2X)3/4+J/2
)
,
where U˜(s) =
∫∞
0 U(x)x
s−1dx is the Mellin transform of U . Recall d0 = π1/2(1− i). Denote
CU (b,X) = X
J∑
j=0
dj
(4πb
√
X)j+1/2
U˜
(
3
4
− j
2
)
≍ X
(b2X)1/4
(2.6)
Then bj ∂
j
∂aj
C−1U (b,X)≪ b1/2X−3/4 and
Ig(b, b;X) = CU (b,X)
(
1 +Og,U,J
(
(b2X)−
J+1
2
))
. (2.7)
If a 6= b, then by repeated partial integrations, one has∫ ∞
0
x−j+1/2U
(
x2
)
e
(
(2a− 2b)
√
Xx
)
dx≪A ((a− b)2X)−A (2.8)
for any A ≥ 0. Plugging (2.8) into (2.5), one finds that
Ig(a, b;X) ≪g,U,J,A X
(b2X)1/4((a− b)2X)A +
X
(b2X)3/4+J/2
.
In view of (2.6) and taking J sufficiently large, we get
Ig(a, b;X) ≪g,U,A CU (b,X)((a − b)2X)−A. (2.9)
Proposition 1.1 follows from (2.6), (2.7) and (2.9).
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3. A Hybrid bound for GL2 L-functions
In this section, we prove Theorem 1.7. The proof is a combination of the methods in [2] and
[3]. Without loss of generality, we assume g is an even Maass cusp form and suppose that t > 1.
By the approximate functional equation of L(s, g ⊗ χ), we have
L
(
1
2
+ it, g ⊗ χ
)
≪ (qt)ε sup
N≤(qt)1+ε
|S (N)|√
N
+O((qt)−2020),
where
S (N) =
∞∑
n=1
λg(n)χ(n)n
−itV
( n
N
)
with V ∈ C∞c (1, 2) satisfying V (j)(x) ≪j 1. Estimating S (N) by Cauchy-Schwarz and the
Rankin-Selberg estimate ∑
n≤N
|λg(n)|2 ≪g,ε N1+ε, (3.1)
one has the trivial bound S (N)≪ε N1+ε. Thus
L
(
1
2
+ it, g ⊗ χ
)
≪ (qt)ε sup
q3/4t2/3<N≤(qt)1+ε
|S (N)|√
N
+ (qt)εq3/8t1/3. (3.2)
Moreover, for q3/4t2/3 < N ≤ (qt)1+ε, we assume q, t≫ N ε, otherwise Theorem 1.7 follows from
(1.7) and (1.8).
Let L = {ℓ : ℓ ∈ [L, 2L], ℓ prime} with q1/8 ≤ L ≤ q1/4 being a parameter to be chosen later.
Then L≫ N ε. Denote L⋆ = ∑
ℓ∈L
|λg(ℓ)|2. Then L⋆ ≍ L/ logL. By the Hecke relation
λg(ℓ)λg(r) =
∑
d|(ℓ,n)
λg
(
ℓr/d2
)
= λg(ℓr) + λg(r/ℓ)1ℓ|r,
and the Rankin-Selberg estimate (3.1), we get
S (N) = S1(N) + S2(N), (3.3)
where
S1(N) =
1
L⋆
∑
ℓ∈L
λg(ℓ)
∞∑
r=1
χ(r)r−itV
( r
N
)∑
n
λg(n)δ(n − rℓ) (3.4)
and
S2(N) =
1
L⋆
∑
ℓ∈L
λg(ℓ)χ(ℓ)ℓ
−it
∞∑
n=1
λg(n)χ(n)n
−itV
(
ℓn
N
)
≪ sup
ℓ≍L
∣∣∣∣S (Nℓ
)∣∣∣∣ .
Here the last inequality follows from Cauchy-Schwarz inequality. By repeating the above reduc-
tion process for S (N/ℓ), we get
S2(N) ≪
J−1∑
j=0
sup
ℓi≍L
i=0,1,...j
∣∣∣∣S1( Nℓ0ℓ1 · · · ℓj
)∣∣∣∣+ sup
ℓi≍L
i=0,1,...J
∣∣∣∣S ( Nℓ0ℓ1 · · · ℓJ
)∣∣∣∣ , (3.5)
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where by the support of V , the last term vanishes if we take J such that LJ+1 ≫ N (J+1)ε ≫ N ,
i.e., J ≫ [ε−1]. By (3.3) and (3.5), we obtain
S (N) = S1(N) +
[ε−1]−1∑
j=0
sup
ℓi≍L
i=0,1,...j
∣∣∣∣S1( Nℓ0ℓ1 · · · ℓj
)∣∣∣∣ . (3.6)
Therefore, we only need to estimate S1(N) in (3.4), since the other terms are smaller and can
be estimated similarly.
Let P = {p : p ∈ [P, 2P ], p prime, (p, qD) = 1} with P being a parameter to be chosen later.
Denote P ⋆ =
∑
p∈P
1 ≍ P/ log P . Assume
X1−ε > max
{
NL, (Pq)2/(NL)
}
. (3.7)
Summing the δ-identity in (1.9) over p ∈ P, we get
δ(n − rℓ) = 1
P ⋆
∑
p∈P
1
pq
∑
c|pq
∑∗
a mod c
e
(
a(n− rℓ)
c
)
×CU
(√
rℓ
pq
,X
)−1
Ig
(√
rℓ
pq
,
√
n
pq
;X
)
+Og,U,A(X
−A). (3.8)
Plugging (3.8) into (3.4), one has
S1(N) =
1
qL⋆P ⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
1
p
∑
c|pq
∑∗
a mod c
∞∑
r=1
χ(r)e
(
−arℓ
c
)
r−it
(NL)1/4
X3/4(Pq)1/2
V˜p,ℓ
( r
N
)
∑
n
λg(n)e
(an
c
)
Ig
(√
rℓ
pq
,
√
n
pq
;X
)
, (3.9)
where V˜p,ℓ (r/N) = (NL)
−1/4X3/4(Pq)1/2C−1U
(√
rℓ/(pq),X
)
V (r/N) satisfying V˜
(j)
p,ℓ (y) ≪j 1
by (1.5).
We recall the following Voronoi formula for GL2 (see [24, Theorem A.4]).
Lemma 3.1. Let g ∈ S∗κ(D, ξD) (resp. S∗λ(D, ξD)). Let c ∈ N and a, a ∈ Z be such that
(a, c) = 1, aa ≡ 1(mod c) and (c,D) = 1. Let F ∈ C∞c (R+). Then there exists a complex
number ηg(D) of modulus 1 and a newform g
∗ ∈ S∗κ(D, ξD) (resp. S∗λ(D, ξD)) such that
∞∑
n=1
λg(n)e
(an
c
)
F (n)
= ξD(−c)ηg(D)
c
√
D
∞∑
n=1
λg∗(n)e
(
−aDn
c
)∫ ∞
0
F (x)Jg
(
4π
c
√
nx
D
)
dx
+ξD(c)
ηg(D)
c
√
D
∞∑
n=1
λg∗(n)e
(
aDn
c
)∫ ∞
0
F (x)Kg
(
4π
c
√
nx
D
)
dx,
where Jg(x) is defined as in (1.2) and (1.3), if g ∈ S∗κ(D, ξD), Kg(x) = 0, and if g ∈ S∗λ(D, ξD),
Kg(x) = 4εg cosh(πµ)K2iµ(x). (3.10)
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Here εg is an eigenvalue of g under the reflection operator.
By Lemma 3.1, we have
∞∑
n=1
λg(n)e
(an
c
) ∫ ∞
0
F
(
Dc2x
p2q2
)
Jg
(
4π
√
nx
pq
)
dx
=
ξD(−c)
ηg(D)D1/2
p2q2
c
∞∑
n=1
λg∗(n)e
(
−aDn
c
)
F (n)
−ξD(−1)
∞∑
n=1
λg(n)e
(
−an
c
) ∫ ∞
0
F
(
Dc2x
p2q2
)
Kg
(
4π
√
nx
pq
)
dx.
Applying this relation with
F (x) = U
(
p2q2x
DXc2
)
e
(
2
c
√
rℓx
D
)
,
we write the n-sum in (3.9) as
∑
n
λg(n)e
(an
c
)
Ig
(√
rℓ
pq
,
√
n
pq
;X
)
=
ξD(−c)
ηg(D)D1/2
p2q2
c
∞∑
n=1
λg∗(n)e
(
−aDn
c
)
U
(
p2q2n
DXc2
)
e
(
2
c
√
rℓn
D
)
−ξD(−1)
∞∑
n=1
λg(n)e
(
−an
c
)∫ ∞
0
U
( x
X
)
e
(
2
√
rℓx
pq
)
Kg
(
4π
√
nx
pq
)
dx. (3.11)
Here we recall that by (1.1),
Ig
(√
rℓ
pq
,
√
n
pq
;X
)
=
∫ ∞
0
U
( x
X
)
e
(
2
√
rℓx
pq
)
Jg
(
4π
√
nx
pq
)
dx.
Notice that µ ∈ R+ or iµ ∈ [−1/4, 1/4]. For z ≪ 1, the Taylor expansion of Kv(z) (see (8.403-1),
(8.405-1), (8.407-1), (8.402) and (8.447) in [12]) yields
zjK
(j)
2iµ(z)≪ z2| Imµ|.
This hold also for z ≫ 1, since
Kv(z) =
√
2
πz
e−z(1 +Ov(z−1)), for z ≫ 1
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(see [12, (8.451-6)]). By repeated partial integrations and (3.10), one has∫ ∞
0
U
( x
X
)
e
(
2
√
rℓx
pq
)
Kg
(
4π
√
nx
pq
)
dx
= 8εgX cosh(πµ)
(
−4πi
√
rℓX
pq
)−j ∫ ∞
0
(
xU
(
x2
)
K2iµ
(
4π
√
nXx
pq
))(j)
e
(
2
√
rℓXx
pq
)
dx
≪ X
(√
nX
pq
)2| Imµ|(√
rℓX
pq
)−j
for any j ≥ 0. Since r ≍ N , ℓ ≍ L, p ≍ P and √NLX/Pq ≫ Xε by (3.7), the above inequality
implies that the second term on the right hand side of (3.11) is negligible.
Plugging (3.11) into (3.9), we arrive that
S1(N) =
1
ηg(D)D1/2
(NL)1/4q1/2
X3/4P 1/2L⋆P ⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
p
∑
c|pq
ξD(−c)
c
∞∑
n=1
λg∗(n)U
(
p2q2n
DXc2
)
×
∞∑
r=1
χ(r)S(Dn, rℓ; c)r−itV˜p,ℓ
( r
N
)
e
(
2
c
√
rℓn
D
)
. (3.12)
To simplify our analysis, we let
X =
q2K2P 2
NL
, N ε < t1/2 < K < t1−ε. (3.13)
Then the assumption NL < X1−ε in (3.7) amounts to
P > N1+εL/(qK). (3.14)
3.1. First application of Poisson summation. As in [2], we denote ab = a/(a, b), where
(a, b) is the gcd of a and b, and [a, b] denotes the lcm of a and b. Breaking the sum over r
modulo [c, q] in (3.12) and applying the Poisson summation formula, one has
∞∑
r=1
χ(r)S(Dn, rℓ; c)r−itV˜p,ℓ
( r
N
)
e
(
2
c
√
rℓn
D
)
=
∑
β( mod [c,q])
χ(β)S(Dn, βℓ; c)
∑
r≡β( mod [c,q])
r−itV˜p,ℓ
( r
N
)
e
(
2
c
√
rℓn
D
)
=
N1−it
[c, q]
∑
r∈Z
 ∑
β( mod [c,q])
χ(β)S(Dn, βℓ; c)e
(
βr
[c, q]
)J (n, r, ℓ; c, p),
where
J (n, r, ℓ; c, p) =
∫ ∞
0
V˜p,ℓ(y)e
(
− t
2π
log y +
2
c
√
Nℓny
D
− rNy
[c, q]
)
dy. (3.15)
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Using the relation [c, q] = qcq and reciprocity, the β-sum can be written as∑∗
a mod c
e
(−Dan
c
) ∑
β( mod [c,q])
χ(β)e
(−aβℓ
c
)
e
(
βr
[c, q]
)
=
∑∗
a mod c
e
(−Dan
c
) ∑
β( mod q)
χ(β)e
(
(r − aℓqc)cqβ
q
) ∑
β( mod cq)
e
(
(r − aℓqc)qβ
cq
)
= cqgχ
∑∗
a mod c
r≡aℓqc mod cq
χ ((r − aℓqc)cq) e
(−Dan
c
)
,
where gχ is the Gauss sum.
To estimate the integral in (3.15), we denote its phase function by ρ(y). Then
ρ′(y) = − t
2πy
+
1
c
√
Nℓn
Dy
− rN
[c, q]
and by (3.13),
ρ′′(y) =
t
2πy2
− 1
2c
√
Nℓn
Dy3/2
≍ max
{
t,
√
NLX
pq
}
= max{t,K} = t.
By Lemma A.1, J (n, r, ℓ; c, p) is negligibly small unless
|r|N
[c, q]
≪ N εt for any ε > 0.
Accordingly, we can effectively truncate the sum at |r| ≪ [c, q]t/N1−ε, at the cost of a negligibly
error. For smaller r, by the second derivative test in (A.2), one has
J (n, r, ℓ; c, p)≪ t−1/2. (3.16)
Consequently, S1(N) in (3.12) is transformed into
S1(N) =
1
ηg(D)D1/2
N2−itLgχ
q2P 2K3/2L⋆P ⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
p
∑
c|pq
ξD(−c)
c
∞∑
n=1
λg∗(n)U
(
p2q2n
DXc2
)
×
∑
|r|≪ [c,q]t
N1−ε
∑∗
a mod c
r≡aℓqc mod cq
χ ((r − aℓqc)cq) e
(−Dan
c
)
J (n, r, ℓ; c, p).
When c = 1, by (3.1) and (3.16), its contribution to S1(N) above is bounded by
N ε
N2q1/2
q2P 2K3/2
∑
ℓ∈L
|λg(ℓ)|
∑
p∈P
∑
n≍DX/(pq)2
|λg∗(n)|
∑
|r|≪ qt
N1−ε
|J (n, r, ℓ; 1, p)|
≪g,ε N
2+ε
q3/2P 5/2K3/2
LP
X
p2q2
qt
N
1√
t
≪g,ε t
1/2K1/2
q1/2PN1−ε
,
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recalling X = q2K2P 2/(NL) in (3.13). Thus
S1(N) = S
♯(N) + Sc=p(N) + Sc=q(N) +Og,ε
(
t1/2K1/2
q1/2PN1−ε
)
, (3.17)
where
S
♯(N) =
ξD(−q)
ηg(D)D1/2
N2−itLgχ
q3P 2K3/2P ⋆L⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
χ(p)ξD(p)
∞∑
n=1
λg∗(n)U
( n
DX
)
∑
06=|r|≪
pqt
N1−ε
(r,p)=1
J (n, r, ℓ; pq, p)
∑∗
a mod pq
r≡aℓ mod p
χ(r − aℓ)e
(−Dan
pq
)
, (3.18)
Sc=p(N) =
1
ηg(D)D1/2
N2−itLgχ
q2P 2K3/2L⋆P ⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
ξD(−p)χ(p)
∞∑
n=1
λg∗(n)U
(
q2n
DX
)
×
∑
06=|r|≪
pqt
N1−ε
(r,p)=1
χ(r)e
(−Drℓqn
p
)
J (n, r, ℓ; p, p) (3.19)
and
Sc=q(N) =
ξD(−q)
ηg(D)D1/2
N2−itLgχ
q3P 2K3/2L⋆P ⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
p
∞∑
n=1
λg∗(n)U
(
p2n
DX
)
×
∑
|r|≪ qt
N1−ε
J (n, r, ℓ; q, p)
∑∗
a mod q
χ (r − aℓ) e
(−Dan
q
)
, (3.20)
where J (n, r, ℓ; c, p) is defined in (3.15).
We will first deal with the most complicated term S ♯(N), and leave Sc=q(N) and Sc=p(N)
to the Sections 3.4 and 3.6. Since (p, q) = 1, the sum over a in (3.18) factors as∑∗
a mod q
χ(r − aℓ)e
(
−Dpan
q
) ∑∗
b mod p
b≡ℓr mod p
e
(
−Dqbn
p
)
= e
(
−Dqrℓn
p
) ∑∗
a mod q
χ(r − a)e
(
−Dpaℓn
q
)
.
Thus
S
♯(N) =
ξD(−q)
ηg(D)D1/2
N2−itLgχ
q3P 2K3/2P ⋆L⋆
∞∑
n=1
λg∗(n)U
( n
DX
)∑
ℓ∈L
λg(ℓ)
∑
p∈P
χ(p)ξD(p)
∑
06=|r|≪
Pqt
N1−ε
(r,p)=1
e
(
−Dqrℓn
p
)
J (n, r, ℓ; pq, p)
∑∗
a mod q
χ(r + a)e
(
Dpaℓn
q
)
. (3.21)
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3.2. Cauchy-Schwarz and Poisson summation. Denote
R =
Pqt
N1−ε
. (3.22)
Recalling (3.13), by applying Cauchy-Schwarz to (3.21) and using (3.1), we get
S
♯(N)≪g,ε N
3/2+ε
q3/2P 2K1/2L1/2
T1/2, (3.23)
where temporarily,
T =
∑
n∈Z
U
( n
DX
) ∣∣∣∣∣∣∣
∑
ℓ∈L
λg(ℓ)
∑
p∈P
χ(p)ξD(p)
∑
06=|r|≪R
(r,p)=1
e
(
−Dqrℓn
p
)
× J (n, r, ℓ; pq, p)
∑∗
a mod q
χ(r + a)e
(
Dpaℓn
q
)∣∣∣∣∣∣
2
.
Opening the square and switching the order of summations,
T =
∑
ℓ1∈L
λg(ℓ1)
∑
ℓ2∈L
λg(ℓ2)
∑
p1∈P
χ(p1)ξD(p1)
∑
p2∈P
χ(p2)ξD(p2)
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1∑∗
a1 mod q
χ(r1 + a1)
∑∗
a2 mod q
χ(r2 + a2)× T˜,
where
T˜ =
∑
n∈Z
U
( n
DX
)
e
(
−Dqr1ℓ1n
p1
)
e
(
Dqr2ℓ2n
p2
)
×e
(
Dp1a1ℓ1n
q
)
e
(
−Dp2a2ℓ2n
q
)
J (n, r1, ℓ1; p1q, p1)J (n, r2, ℓ2; p2q, p2).
Breaking the n-sum in T˜ into residue classes modulo p1p2q and applying Poisson summation,
we get
T˜ =
DX
p1p2q
∑
n∈Z
∑
b mod p1p2q
e
(
−Dqr1ℓ1b
p1
+
Dqr2ℓ2b
p2
+
Dp1a1ℓ1b
q
− Dp2a2ℓ2b
q
)
×e
(
bn
p1p2q
)
J
(
DXn
p1p2q
)
,
where
J(x) =
∫
R
U(y)J (DXy, r1, ℓ1; p1q, p1)J (DXy, r2, ℓ2; p2q, p2)e(−xy)dy. (3.24)
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Since (p1p2, q) = 1, we apply reciprocity to write
T˜ =
DX
p1p2q
∑
n
∑
b1 mod p1p2
e
(
(−Dr1ℓ1p2 +Dr2ℓ2p1 + n)qb1
p1p2
)
×
∑
b2 mod q
e
(
(Da1ℓ1p2 −Da2ℓ2p1 + n)p1p2b2
q
)
J
(
DXn
p1p2q
)
= DX
∑
Dr1ℓ1p2−Dr2ℓ2p1≡n mod p1p2
Da1ℓ1p2−Da2ℓ2p1+n≡0 mod q
J
(
DXn
p1p2q
)
.
Thus
T = DX
∑
ℓ1∈L
λg(ℓ1)
∑
ℓ2∈L
λg(ℓ2)
∑
p1∈P
χ(p1)ξD(p1)
∑
p2∈P
χ(p2)ξD(p2)
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
∑
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
C(n)J
(
DXn
p1p2q
)
, (3.25)
where
C(n) =
∑∗
a mod q
(aℓ1p2+Dn,q)=1
χ(r1 + a)χ(r2 + ℓ2p1(aℓ1p2 +Dn)). (3.26)
3.3. Analysis of the integral J(x). By (3.16), we have
J(x)≪ t−1. (3.27)
We will use this estimate for smaller x. For larger x, we wish to improve the above estimate by
examining the triple integral more carefully. Plugging (3.15) into (3.24), we have
J(x) =
∫ ∞
0
∫ ∞
0
V˜p1,ℓ1(v1)V˜p2,ℓ2(v2)e
(
− t
2π
(log v1 − log v2)− r1Nv1
p1q
+
r2Nv2
p2q
)
×H
(
PK√
L
(√
v1ℓ1
p1
−
√
v2ℓ2
p2
)
, x
)
dv1dv2, (3.28)
where
H(wK,x) =
∫ ∞
0
U(y)e (2wK
√
y − xy) dy.
We quote the following result of [3], Lemma 5.4.
Lemma 3.2. Let |r1|, |r2| ≪ Pqt/N1−ε and K > N ε. For real w, x with |w| ≪ 1, we have
(1) H(wK,x) = OA(N
−A) for |x| ≥ K1+ε for any ε > 0.
(2) For |x| > N ε, we have H(wK,x) ≪ N−A unless 2/3 < wK/x < 3/2, say, and for
1/2 < wK/x < 2, if we let ρ = K2w2/x and W (ρ) =W (ρ, x) = e(−ρ)H(√ρx, x), then
ρjW (j)(ρ)≪j |x|−1/2.
(3) H(wK, 0) =W0(2wK) for some Schwartz function W0.
Following [3], we prove the following properties for J(x).
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Lemma 3.3. Assume K < t1−ε.
(1) We have J(x)≪A N−A if |x| ≥ K1+ε for any ε > 0.
(2) For K2+ε/t≪ |x| < K1+ε, we have
J(x)≪ 1
t
√
|x| . (3.29)
(3) Let p1 = p2 = p ≍ P . Then
J(0)≪ min
{
1
t
,
N εPLq
KN |r1ℓ2 − r2ℓ1|
}
. (3.30)
Moreover, for |r1ℓ2 − r2ℓ2| ≥ PLqt/(KN1−ε), one has
J(0)≪A N
ε
K
(
PLq
N |r1ℓ2 − r2ℓ2|
)A
(3.31)
for any A ≥ 0.
Proof. (1) The statement is obvious in view of Lemma 3.2 (1).
(2) By Lemma 3.2 (2), we write the integral in (3.28) as
J(x) =
1√
|x|
∫ ∞
0
∫ ∞
0
V˜p1,ℓ1(v1)V˜p2,ℓ2(v2)W1 (wK/x) e (h(v1, v2)) dv1dv2 +OA
(
N−A
)
,
where w = PL−1/2
(√
v1ℓ1/p1 −
√
v2ℓ2/p2
)
, W1(y) =
√|x|W (xy2)F (y) for W defined as in
Lemma 3.2 (2) satisfying W
(j)
1 (y)≪j 1, F is a smooth function supported in [1/2, 2] with F ≡ 1
on [2/3, 3/2], and
h(v1, v2) = − t
2π
(log v1 − log v2)−N
(
r1v1
p1q
− r2v2
p2q
)
−2K
2P 2
√
v1v2ℓ1ℓ2
xLp1p2
+
K2P 2
xL
(
v1ℓ1
p21
+
v2ℓ2
p22
)
.
By Fourier inversion, we write
W1(y) =
∫
R
Ŵ1(v)e(vy)dv,
where Ŵ1 is the Fourier transform of W1, satisfying Ŵ1(v)≪ (1 + |v|)−A. Then
J(x) =
1√|x|
∫ Nε
−Nε
Ŵ1(v)
∫ ∞
0
∫ ∞
0
V˜p1,ℓ1(v1)V˜p2,ℓ2(v2)e (h(v1, v2; v)) dv1dv2dv +OA
(
N−A
)
with
h(v1, v2; v) = h(v1, v2) +
wKv
x
= h(v1, v2) +
KPv
x
√
L
(√
v1ℓ1
p1
−
√
v2ℓ2
p2
)
.
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Note that for K2+ε/t≪ |x| < K1+ε,
∂2h(v1, v2; v)
∂v21
=
t
2πv21
+
K2P 2
√
v2ℓ1ℓ2
2xLp1p2v
3/2
1
− KPv
√
ℓ1
4xp1L1/2v
3/2
1
≍ t,
∂2h(v1, v2; v)
∂v22
= − t
2πv22
+
K2P 2
√
v1ℓ1ℓ2
2xLp1p2v
3/2
2
+
KPv
√
ℓ2
4xp2L1/2v
3/2
2
≍ t,
∂2h(v1, v2; v)
∂v1∂v2
= − K
2P 2
√
ℓ1ℓ2
2xLp1p2
√
v1v2
≍ K2.
Thus
|det h′′| =
∣∣∣∣∂2h∂v21 ∂
2h
∂v22
− ∂
2h
∂v1∂v2
∣∣∣∣ ≍ t2
for 1 ≤ v1, v2 ≤ 2 and |v| ≤ N ε. By the two dimensional second derivative test in Lemma A.3,
(2) follows.
(3) Assume that
|r1ℓ2 − r2ℓ1| ≥ PqLt
KN1−ε
. (3.32)
Otherwise we will use the estimate J(0) ≪ t−1 which is already contained in (3.27). By (3.28)
and Lemma 3.2 (3), for p1 = p2 = p, we have
J(0) = eit log ℓ1/ℓ2
∫ ∞
0
∫ ∞
0
ℓ−11 ℓ
−1
2 V˜p,ℓ1(v1ℓ
−1
1 )V˜p,ℓ2(v2ℓ
−1
2 )e
(
− t
2π
(log v1 − log v2)
)
e
(
−r1Nv1
pℓ1q
+
r2Nv2
pℓ2q
)
W0
(
2PK
p
√
L
(
√
v1 −√v2) , 0
)
dv1dv2.
Changing variable P
p
√
L
(√
v1 −√v2
)→ w, one has
J(0) =
∫
|w|<NεK−1
W0(2wK)
∫ ∞
0
V0(w, v2)e(f0(w, v2))dv2dw +OA(N
−A),
where
V0(w, v2) =
2p
√
L
Pℓ1ℓ2
(
pw
√
L
P
+
√
v2
)
V˜p,ℓ1
 1
ℓ1
(
pw
√
L
P
+
√
v2
)2 V˜p,ℓ2 (v2ℓ2
)
satisfying
Var (V0(w, ·)) =
∫ 2ℓ2
ℓ2
∣∣∣∣∂V0(w, v2)∂v2
∣∣∣∣dv2 ≪ L−1,
and
f0(w, v2) = −N(r1ℓ
−1
1 − r2ℓ−12 )
pq
v2 − t
π
log
(
1 +
pw
√
L
P
√
v2
)
− r1N
pℓ1q
(
2pw
√
Lv2
P
+
p2w2L
P 2
)
.
For |r1|, |r2| ≪ Pqt/N1−ε, by the assumption (3.32), we have
∂f0(w, v2)
∂v2
= −N(r1ℓ
−1
1 − r2ℓ−12 )
pq
+O
(
tN ε
LK
)
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and
∂f20 (w, v2)
∂v22
≪ tN
ε
KL2
.
By integration by parts once, we get
J(0)≪ N
εPLq
KNL|r1ℓ2 − r2ℓ1| .
Moreover, by Lemma A.1,
J(0)≪A N
ε
K
(
PLq
NL|r1ℓ2 − r2ℓ1|
)A
≪A N
ε
K
(
PLq
N |r1ℓ2 − r2ℓ2|
)A
for any A ≥ 0. This completes the proof of the lemma.

3.4. Estimation of S ♯(N). Now we continue to estimate S ♯(N). Recall (3.13) that X =
q2K2P 2/(NL). By Lemma 3.3, the sum over n in (3.25) can be truncated at |n| ≪D N1+εL/(qK)
for any ε > 0. Thus T in (3.25) is
T = DX
∑
ℓ1∈L
λg(ℓ1)
∑
ℓ2∈L
λg(ℓ2)
∑
p1∈P
χ(p1)ξD(p1)
∑
p2∈P
χ(p2)ξD(p2)
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
∑
|n|≪N1+εL/(qK)
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
C(n)J
(
DXn
p1p2q
)
+O(N−2020).
When ℓ1 6= ℓ2, we apply the Cauchy-Schwarz inequality to the ℓi-sums to get rid of the Fourier
coefficients λg(ℓi) by using (3.1). Then
T≪g,ε T0 +T1 +OA(N−A), (3.33)
where
T0 = X
∑
ℓ∈L
|λg(ℓ)|2
∑∑
p1∈P
p2∈P
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
∑
|n|≪N1+εL/(qK)
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
|C(n)|
∣∣∣∣J(DXnp1p2q
)∣∣∣∣
and
T1 = XL
1+ε
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1∈P
p2∈P
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
∑
|n|≪N1+εL/(qK)
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
|C(n)|
∣∣∣∣J(DXnp1p2q
)∣∣∣∣)2

1/2
.
We write T0 = ∆1 + ∆2 and T1 ≪ Σ1 + Σ2, where ∆1 and Σ1 are the contributions from the
terms with n ≡ 0 mod q, and ∆2 and Σ2 are the contributions from the terms with n 6≡ 0 mod q,
with ∆i and Σj appropriately defined.
For C(n), we quote the following results (see [2]).
Lemma 3.4. Let q > 3 be a prime and we define
C =
∑
z∈F×q
(m+γz,q)=1
χ(r1 + z)χ
(
r2 + α(m+ γz)
)
, (αγ, q) = 1, m, r1, r2, α, γ ∈ Z.
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Suppose that (r1r2, q) = 1. If q|m, we have
C = χ(αγ)Rq(r2 − r1αγ)− χ(r2r1),
where Rq(a) =
∑
z∈F×q e(az/q) is the Ramanujan sum. If q ∤ m and at least one of r1 −mγ and
r2 +mα is nonzero in Fq, then
C≪ q1/2.
Finally, if m 6= 0 and r1 −mγ = r2 +mα = 0 in Fq, then
C =
{
−χ(mr2γ) if χ is not a quadratic character,
χ(mr2γ)(q − 1) if χ is a quadratic character.
According Lemma 3.4, we further divide the analysis of ∆i and Σj into cases.
3.4.1. n ≡ 0 mod q. Let C(n) be as (3.26). By lemma 3.4, we have
C(n) =
{
O(q), if r2ℓ1p2 ≡ r1ℓ2p1 mod q,
O(1), otherwise.
According to r2ℓ1p2 ≡ r1ℓ2p1 mod q or not, we write
∆1 = ∆10 +∆11, Σ1 = Σ10 +Σ11,
where
∆10 = X
∑
ℓ∈L
|λg(ℓ)|2
∑∑
p1∈P
p2∈P
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
r2p2≡r1p1 mod q
∑
|n|≪N1+εL/(qK)
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
n≡0 mod q
q
∣∣∣∣J(DXnp1p2q
)∣∣∣∣ ,
Σ10 = XL
1+ε

∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1∈P
p2∈P
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
r2ℓ1p2≡r1ℓ2p1 mod q
∑
|n|≪N1+εL/(qK)
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
n≡0 mod q
q
∣∣∣∣J(DXnp1p2q
)∣∣∣∣)2

1/2
,
and ∆11, Σ11 are the other pieces with the congruence condition r2ℓ1p2 6≡ r1ℓ2p1 mod q.
Lemma 3.5. We have
∆10 +Σ10 ≪ q
4P 4K2
N2−ε
+
q3tP 4L2K1/2
N2−ε
.
Proof. We distinguish two cases according as p1 = p2 or not.
Case 1. p1 = p2 = p.
In this case, the congruence condition r1ℓ1p2 − r2ℓ2p1 ≡ Dn mod p1p2 implies p|n. By the
assumption (3.14) that P > N1+εL/(qK), this in turn implies n = 0 and r2ℓ1 ≡ r1ℓ2 mod pq.
First we consider the case ℓ1 6= ℓ2. Recall (3.13) that we have assumedK ≥ t1/2 and L≪ q1/4.
Thus if r1ℓ2 6= r2ℓ1, then |r1ℓ2 − r2ℓ1| ≥ pq > PLqt/(KN1−ε), since N ≥ q3/4t2/3 by (3.2). By
(3.31), one has
J(0)≪A N
ε
K
(
PLq
N |r1ℓ2 − r2ℓ2|
)A
≪A N−A
20 YILAN FAN AND QINGFENG SUN
for any A > 0, which implies that the contribution from r1ℓ2 6= r2ℓ1 is negligibly small. If
r1ℓ2 = r2ℓ1, then ℓ1|r1 and fixing r1, ℓ1, ℓ2 fixes r2 uniquely. Therefore, by (3.1) and (3.30), the
contribution from p1 = p2 = p to Σ10 is at most
qXL1+ε
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑
p∈P
∑
06=|r′1|≪R/L
t−1
)2
1/2
≪ qXL
1+εLPR
Lt
≪ q
4P 4K2
N2−ε
(3.34)
recalling (3.13) and (3.22) that X = q2K2P 2/(NL) and R = Pqt/N1−ε.
Similarly, if ℓ1 = ℓ2, then r1 ≡ r2 mod pq. By (3.31), the contribution from r1 6= r2 is
O(N−2020) and the contribution from p1 = p2 = p to ∆10 is
qX
∑
ℓ∈L
|λg(ℓ)|2
∑
p∈P
∑
06=|r1|≪R
(r1,p1)=1
|J(0)|+OA(N−A)≪ qXL
1+εPR
t
≪ q
4P 4K2
N2−ε
. (3.35)
Case 2. p1 6= p2.
In this case, we have (n, p1p2) = 1 and r1 ≡ Dnℓ1p2 mod p1 and r2 ≡ −Dnℓ2p1 mod p2. Note
that n ≡ 0 mod q implies that |n| ≥ q and Xn/(p1p2q) ≫ q2K2/(NL) ≫ K2+ε/t. By (3.29),
we have
J
(
Xn
p1p2q
)
≪ Pq
1/2
tX1/2|n|1/2 .
Thus the contribution from p1 6= p2 to Σ10 is bounded by
qXL1+ε
Pq1/2
tX1/2
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1∈P
p2∈P
∑
06=|n|≪N1+εL/(qK)
n≡0 mod q
|n|−1/2
∑
06=|r1|≪R
r1≡Dnℓ1p2 mod p1
∑
06=|r2|≪R
r2≡−Dnℓ2p1 mod p2
1
)2
1/2
≪ q
3/2X1/2PL1+ε
t
P 2L
(
R
P
)2(NL
q2K
)1/2 1
q1/2
≪ q
3tP 4L2+εK1/2
N2
(3.36)
recalling (3.13) and (3.22).
Similarly, the contribution from p1 6= p2 to ∆10 is at most
qX
Pq1/2
tX1/2
∑
ℓ∈L
|λg(ℓ)|2
∑∑
p1∈P
p2∈P
∑
06=|n|≪N1+εL/(qK)
n≡0 mod q
|n|−1/2
∑
06=|r1|≪R
r1≡Dnℓ1p2 mod p1
∑
06=|r2|≪R
r2≡−Dnℓ2p1 mod p2
1
≪ q
3/2X1/2P
t
P 2L1+ε
(
R
P
)2(NL
q2K
)1/2 1
q1/2
≪ q
3tP 4L1+εK1/2
N2
. (3.37)
By (3.34)-(3.37), we conclude that
∆10 +Σ10 ≪ q
4P 4K2
N2−ε
+
q3tP 4L2K1/2
N2−ε
.
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The proves the lemma.

Lemma 3.6. We have
∆11 +Σ11 ≪ q
2tP 4L2K1/2
N2−ε
+
q3P 4K2
N2−ε
+
q4tP 4KL
N3−ε
.
Proof. As in Lemma 3.5, we distinguish two cases according as p1 = p2 or not.
Case 1. p1 = p2 = p.
In this case, the congruence r1ℓ1p2 − r2ℓ2p1 ≡ Dn mod p1p2 implies n = 0, since p|n and
|n| ≪ N1+εL/qK < P by (3.14). Thus by (3.30), the contribution from p1 = p2 = p to Σ11 is
at most
XL1+ε

∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑
p∈P
∑
06=|r1|≪R
ℓ1|r1
1
t
+
∑
p∈P
∑
06=|r1|≪R
∑
06=|r2|≪R
r1ℓ2≡r2ℓ1 mod p
r1ℓ2 6=r2ℓ1
PLq
KN |r1ℓ2 − r2ℓ1|
)2

1/2
≪ XL
1+εPR
t
+
qXL2+εP
KN
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑
p∈P
∑
06=d≪RL/P
1
|d|p
∑
06=|r2|≪R
r2ℓ1+dp≡0 mod ℓ2
1
)2
1/2
≪ XL
1+εPR
t
+
qXL2+εPR
KN
≪ q
3P 4K2
N2−ε
+
q4tP 4KL
N3−ε
(3.38)
recalling (3.13) and (3.22).
Similarly, by (3.30), the contribution from p1 = p2 = p to ∆11 is at most
X
∑
ℓ∈L
|λg(ℓ)|2
∑
p∈P

∑
06=|r1|≪R
1
t
+
∑
06=|r1|≪R
∑
06=|r2|≪R
r1≡r2 mod p
r1 6=r2
Pq
KN |r1 − r2|

≪ XL
1+εPR
t
+
qXL1+εPR
KN
∑
p∈P
∑
06=d≪R/p
1
|d|p
≪ q
3P 4K2
N2−ε
+
q4tP 4K
N3−ε
. (3.39)
Case 2. p1 6= p2.
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In this case, the congruence condition implies that r1 ≡ Dnℓ2p2 mod p1 and r2 ≡ −Dnℓ2p1 mod
p2. Thus by (3.29), the contribution from p1 6= p2 to Σ11 is at most
XL1+ε
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1,p2∈P
p1 6=p2
∑
06=|n|≪N1+εL/qK
n≡0 mod q
∑
06=|r1|≪R
r1≡Dnℓ1p2 mod p1
∑
06=|r2|≪R
r2≡−Dnℓ2p1 mod p2
∣∣∣∣J(DXnp1p2q
)∣∣∣∣ )2

1/2
≪ XL1+ε
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1,p2∈P
p1 6=p2
∑
06=|n|≪N1+εL/(qK)
n≡0 mod q
(
R
p
)2 Pq1/2
tX1/2|n|1/2
)2
1/2
≪ q
1/2X1/2L2+εR2P
t
∑
06=|n′|≪N1+εL/(q2K)
(|n′|q)−1/2
≪ X
1/2L2+εR2P
t
(
NL
q2K
)1/2
≪ q
2tP 4L2K1/2
N2−ε
(3.40)
recalling (3.13) and (3.22).
Similarly, by (3.29), the contribution from p1 6= p2 to ∆11 is at most
X
∑
ℓ∈L
|λg(ℓ)|2
∑∑
p1,p2∈P
p1 6=p2
∑
06=|n′|≪N1+εL/(q2K)
∑
06=|r1|≪R
r1≡Dnℓp2 mod p1
∑
06=|r2|≪R
r2≡−Dnℓp1 mod p2
Pq1/2
t(|n′|qX)1/2
≪ X
1/2P
t
LP 2
(
N1+εL
q2K
)1/2(
R
P
)2
≪ q
2tP 4LK1/2
N2−ε
. (3.41)
By (3.38)-(3.41), we conclude that
∆11 +Σ11 ≪ q
2tP 4L2K1/2
N2−ε
+
q4P 4K2
N2−ε
+
q5tP 4KL
N3−ε
.
The proves the lemma.

3.4.2. n 6≡ 0 mod q. Let C(n) be as (3.26). By Lemma 3.4, we have
C(n) =
{
O(q), if r1 −Dnℓ1p2 ≡ r2 +Dnℓ2p1 ≡ 0 mod q,
O(q1/2), otherwise.
According to r1 −Dnℓ1p2 ≡ r2 +Dnℓ2p1 ≡ 0 mod q or not, we write
∆2 = ∆20 +∆21, Σ2 = Σ20 +Σ21,
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where
∆20 = X
∑
ℓ∈L
|λg(ℓ)|2
∑∑
p1∈P
p2∈P
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
∑
06=|n|≪N1+εL/(qK)
n6≡0 mod q
r1ℓp2−r2ℓp1≡Dn mod p1p2
r1−Dnℓp2≡r2+Dnℓp1≡0 mod q
q
∣∣∣∣J(DXnp1p2q
)∣∣∣∣ ,
Σ20 = XL
1+ε

∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1∈P
p2∈P
∑
06=|r1|≪R
(r1,p1)=1
∑
06=|r2|≪R
(r2,p2)=1
∑
06=|n|≪N1+εL/(qK)
n6≡0 mod q
r1ℓ1p2−r2ℓ2p1≡Dn mod p1p2
r1−Dnℓ1p2≡r2+Dnℓ2p1≡0 mod q
q
∣∣∣∣J(DXnp1p2q
)∣∣∣∣)2

1/2
,
and ∆21, Σ21 are the other pieces.
Lemma 3.7. We have
∆20 +Σ20 ≪ q
4P 4K2
N2−ε
+
q2P 4L2K1/2
N1−ε
(
1 +
t
N
)
.
Proof. First we note that if p1 = p2 = p, then p|n, which is impossible by (3.14). Thus p1 6= p2
and (n, p1p2) = 1. Applying (3.27) and (3.29), we get
Σ20 ≪ Σ∗20 +Σ∗∗20,
where
Σ∗20 = qXL
1+ε
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1,p2∈P
p1 6=p2
∑
06=|n|≪N1+εL/(qt)
(n,p1p2q)=1
∑
06=|r1|≪R
Dnr1≡ℓ1p2 mod p1q
∑
06=|r2|≪R
Dnr2≡−ℓ2p1 mod p2q
1
t
)2
1/2
and
Σ∗∗20 = qXL
1+ε
×
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1,p2∈P
p1 6=p2
∑
N1+εL
qt ≪|n|≪
N1+εL
qK
(n,p1p2q)=1
∑
06=|r1|≪R
Dnr1≡ℓ1p2 mod p1q
∑
06=|r2|≪R
Dnr2≡−ℓ2p1 mod p2q
Pq1/2
tX1/2|n|1/2
)2
1/2
.
We first estimate Σ∗20. Recall (3.22) that R = Pqt/N
1−ε. We have |DnR| ≪ N1+εLqt · PqtN1−ε ≪
N εPL < Pq. Thus the congruence conditions give equalities Dnr1 = ℓ1p2 and Dnr2 = −ℓ2p1.
Moreover, Dn = ℓ1p2/r1 = −ℓ2p1/r2 implies ℓ1p2r2 = −ℓ2p1r1. Therefore fixing ℓ1, p2, r2 fixes
ℓ2, p1, r1 up to factors of log q. Similarly, n
′ = ℓ1p′2/r
′
1 = −ℓ2p′1/r′2, so that ℓ1p′2r′2 = −ℓ2p′1r′1
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which implies that ℓ2|r′2, since ℓ1 6= ℓ2. Consequently,
Σ∗20 ≪
qXL1+ε
t
∑
ℓ1∈L
∑
p2∈P
∑
06=|r2|≪R
∑
ℓ2 6=ℓ1
∑
p1∈P
∑
06=|r1|≪R
ℓ1p2r2=−ℓ2p1r1
∑
n=ℓ1p2/(Dr1)
∑
p′2∈P
∑
06=|r′
2
|≪R
ℓ2|r
′
2
∑
p′1
∑
r′1
p′1r
′
1=−ℓ1p′2r′2/ℓ2
∑
n′=ℓ1p′2/(Dr
′
1)
1

1/2
≪ qXL
1+ε
t
(
LPR · P R
L
)1/2
≪ q
4P 4K2
N2−ε
(3.42)
recalling (3.13) and (3.22).
For Σ∗∗20, we make a dyadic subdivision to the sum over n to write it as
∑
N1+εL
qt ≪N1≪
N1+εL
qK
dyadic
q3/2X1/2PL1+ε
tN
1/2
1
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1,p2∈P
p1 6=p2
∑
n≍N1
(n,p1p2q)=1
∑
06=|r1|≪R
Dnr1≡ℓ1p2 mod p1q
∑
06=|r2|≪R
Dnr2≡−ℓ2p1 mod p2q
1
)2
1/2
.
If RN1 < Pq, then the congruence conditions give equalities Dnr1 = ℓ1p2 and Dnr2 = −ℓ2p1.
Similarly as the proof of (3.42), the contribution from N1 < Pq/R to Σ
∗∗
20 is bounded by
sup
N1+εL
qt
≪N1≪N1−εt
q3/2X1/2PL1+ε
tN
1/2
1
(
LPR · P · R
L
)1/2
≪ q
3/2X1/2P 2RL1+ε
t
(
qt
NL
)1/2
≪ q
4t1/2P 4K
N2−ε
. (3.43)
If RN1 ≥ Pq, we rewrite it as
∑
N1+εL
qt ≪N1≪
N1+εL
qK
dyadic
q3/2X1/2PL1+ε
tN
1/2
1
∑∑
ℓ1,ℓ2∈L
ℓ1 6=ℓ2
(∑∑
p1,p2∈P
p1 6=p2
∑
06=|r˜|≪RN1
r˜≡ℓ1p2 mod p1q
∑
n≍N1
n|r˜
∑
06=|r2|≪R
r2≡−Dnℓ2p1 mod p2q
1
)2
1/2
≪
∑
N1+εL
qt ≪N1≪
N1+εL
qK
dyadic
q3/2X1/2PL1+ε
tN
1/2
1
LP 2
RN1
Pq
(
1 +
R
Pq
)
≪ q
2P 4L2K1/2
N1−ε
(
1 +
t
N
)
. (3.44)
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By (3.42)-(3.44), we conclude that
Σ20 ≪ q
4P 4K2
N2−ε
+
q4t1/2P 4K
N2−ε
+
q2P 4L2K1/2
N1−ε
(
1 +
t
N
)
.
Note that the first term dominates the second term by the assumption in (3.13). Thus
Σ20 ≪ q
4P 4K2
N2−ε
+
q2P 4L2K1/2
N1−ε
(
1 +
t
N
)
.
Similarly,
∆20 ≪ q
4P 4K2
N2−ε
+
q2P 4LK1/2
N1−ε
(
1 +
t
N
)
.
Therefore,
∆20 +Σ20 ≪ q
4P 4K2
N2−ε
+
q2P 4L2K1/2
N1−ε
(
1 +
t
N
)
.
The lemma follows. 
Lemma 3.8. We have
∆21 +Σ21 ≪ q
7/2P 4K2L2
N2−ε
(
1 +
t
K3/2
)
.
Proof. As in the proof of Lemma 3.7, we have p1 6= p2 and (n, p1p2q) = 1. Moreover, for fixed n,
pi and ℓi, i = 1, 2, r1 ≡ Dnℓ1p2 mod p1 and r2 ≡ −Dnℓ2p1 mod p2. Applying (3.27) and (3.29),
we get
Σ21 ≪ q1/2XL1+ε
∑
ℓ1∈L
∑
ℓ2∈L
ℓ1 6=ℓ2
∑∑
p1,p2∈P
p1 6=p2
∑
06=|n|≪N1+εL
qt
∑
06=|r1|≪R
r1≡Dnℓ1p2 mod p1
∑
06=|r2|≪R
r2≡−Dnℓ2p1 mod p2
1
t
+
∑∑
p1,p2∈P
p1 6=p2
∑
N1+εL
qt
≪|n|≪N1+εL
qK
∑
06=|r1|≪R
r1≡Dnℓ1p2 mod p1
∑
06=|r2|≪R
r2≡−Dnℓ2p1 mod p2
Pq1/2
tX1/2|n|1/2

2
1/2
≪ N εq1/2XL2P 2
(
1 +
R
P
)2(NL
qt2
+
Pq1/2
tX1/2
(
NL
qK
)1/2)
≪ N ε q
7/2P 4K2L2
N2
(
1 +
t
K3/2
)
.
Similarly,
∆21 ≪ q
7/2P 4K2L
N2−ε
(
1 +
t
K3/2
)
.
Therefore,
∆21 +Σ21 ≪ q
7/2P 4K2L2
N2−ε
(
1 +
t
K3/2
)
.
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
Putting the bounds of Lemmas 3.5-3.8 into (3.33), we have
T ≪g,ε q
4P 4K2
N2−ε
+
q2tP 4L2K1/2
N2−ε
+
q4tP 4KL
N3−ε
+
q2P 4L2K1/2
N1−ε
(
1 +
t
N
)
+
q7/2P 4K2L2
N2−ε
(
1 +
t
K3/2
)
.
By taking K = t2/3 we get
T ≪g,ε q
4t4/3P 4
N2−ε
+
q2t4/3P 4L2
N2−ε
+
q4t5/3P 4L
N3−ε
+
q2t1/3P 4L2
N1−ε
(
1 +
t
N
)
+
q7/2t4/3P 4L2
N2−ε
.
Note that the first term dominates the second term, the third term and the fourth term since
q3/4t2/3 < N ≤ (qt)1+ε and we will choose L ≤ q1/4. Thus
T≪g,ε q
4t4/3P 4
N2−ε
+
q7/2t4/3P 4L2
N2−ε
.
This estimate when plugged into (3.23) yields that
S
♯(N) ≪g,ε N
3/2
q3/2P 2t1/3L1/2
(
q2t2/3P 2
N
+
q7/4t2/3P 2L
N
)
≪ N1/2
(
q1/2t1/3
L1/2
+ q1/4t1/3L1/2
)
.
Taking L = q1/4 to balance the two terms, we obtain
S
♯(N)≪g,ε N1/2q3/8t1/3. (3.45)
3.5. Estimates for Sc=q(N). The term Sc=q(N) can be estimated very similarly as S
♯(N).
For K = t2/3 and L = q1/4, one has
Sc=q(N)≪g,ε N
1/2
P
(
q1/8t1/2 + q3/8t1/3
)
.
Taking P = q1/4+εt1/3+ε. It is easily seen that P satisfies the assumption in (3.14). For this
choice of P , we have
Sc=q(N)≪g,ε N1/2
(
q−1/8t1/6 + q1/8
)
. (3.46)
3.6. Estimates for Sc=p(N). Let c|pq. Notice that by Fourier inversion, we can write
U
(
p2q2n
DXc2
)
J (n, r, ℓ; c, p) =
∫
R
Ĵ (x, r, ℓ; c, p)e(nx)dx, (3.47)
where
Ĵ (x, r, ℓ; c, p) :=
∫
R
U
(
p2q2u
DXc2
)
J (u, r, ℓ; c, p)e(−xu)du.
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with J (u, r, ℓ; c, p) defined as in (3.15). First we claim that the range of integration in x in
(3.47) can be restricted to |x| ≤ N εp2q2K/(c2X). To see this, plugging (3.15) in, one has
Ĵ (x, r, ℓ; c, p) = DXc
2
p2q2
∫ ∞
0
V˜p,ℓ(y)e
(
− t
2π
log y − rNy
[c, q]
)
×
∫
R
U (u) e
(
2
√
NXℓyu
pq
− DXc
2u
p2q2
x
)
dudy (3.48)
where by applying repeated integration by parts,∫
R
U (u) e
(
2
√
NXℓyu
pq
− DXc
2u
p2q2
x
)
du
≪D,j
(
p2q2
|x|c2X
(
1 +
√
NXL
pq
))j
≪D,j
(
p2q2K
|x|c2X
)j
for any j ≥ 0, recalling (3.13). Thus for j sufficiently large, Ĵ (x, r, ℓ; c, p) is negligibly small if
|x| > N εp2q2K/(c2X). Therefore, we can write (3.47) as
U
(
p2q2n
DXc2
)
J (n, r, ℓ; c, p) =
∫
|x|≤Nεp2q2K/(c2X)
Ĵ (x, r, ℓ; c, p)e(nx)dx +O(N−2020). (3.49)
Moreover, we rewrite (3.48) as
Ĵ (x, r, ℓ; c, p) = DXc
2
p2q2
∫ ∞
0
∫
R
V˜p,ℓ(y)U (u) e (e(G(y, u))) dudy
where
G(y, u) = − t
2π
log y − rNy
[c, q]
+
2
√
NXℓyu
pq
− DXc
2u
p2q2
x.
Calculating the partial derivatives, one has
∂2G(y, u)
∂y2
=
t
2πy2
−
√
NXℓu
2pqy3/2
≍ max{t,K} = t,
∂2G(y, u)
∂u2
=−
√
NXℓy
2pqu3/2
≍ K,
and
∂2G(y, u)
∂y2
· ∂
2G(y, u)
∂u2
−
(
∂2G(y, u)
∂y∂u
)2
≫ tK.
Hence by applying the second derivative test in Lemma A.3 with ρ1 = t, ρ2 = K and Var = 1,
we obtain
Ĵ (x, r, ℓ; c, p) ≪D Xc
2
p2q2t1/2K1/2
. (3.50)
Lemma 3.9. We have
Sc=p(N)≪ N
1/2+εL1/2t1/2
q1/2
. (3.51)
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Proof. Putting (3.49) into (3.19) and using (3.50), we have
Sc=p(N) =
1
ηg(D)D1/2
N2−itLgχ
q2P 2K3/2L⋆P ⋆
∑
ℓ∈L
λg(ℓ)
∑
p∈P
ξD(−p)χ(p)
∑
06=|r|≪
Pqt
N1−ε
(r,p)=1
χ(r)
×
∫
|x|≤Nεq2K/X
Ĵ (x, r, ℓ; p, p)
∑
n≪X/q2
λg∗(n)e
(−Drℓqn
p
+ nx
)
dx+O(N−2020)
≪ N
2+εL
q3/2P 2K3/2
Pqt
N
q2K
X
X
q2t1/2K1/2
X1/2
q
≪ N
1/2+εL1/2t1/2
q1/2
.
Here we have used the bound (see [18, Theorem 5.3] and [19, Theorem 8.1])∑
n≤X
λf (n)e(nα)≪f X1/2 log(2X),
which holds uniformly in α ∈ R.

3.7. Conclusion. By (3.2), (3.6), (3.17), (3.45), (3.46) and (3.51), we conclude that
L
(
1
2
+ it, g ⊗ χ
)
≪g,ε (qt)εq3/8t1/3.
This completes the proof of Theorem 1.7.
Appendix A. Estimates for exponential integrals
Let
I =
∫
R
w(y)ei̺(y)dy.
Firstly, we have the following estimates for exponential integrals (see [7, Lemma 8.1] and [3,
Lemma A.1]).
Lemma A.1. Let w(x) be a smooth function supported on [a, b] and ̺(x) be a real smooth
function on [a, b]. Suppose that there are parameters Q,U, Y, Z,R > 0 such that
̺(i)(x)≪i Y/Qi, w(j)(x)≪j Z/U j ,
for i > 2 and j > 0, and
|̺′(x)| > R.
Then for any A > 0 we have
I ≪A (b− a)Z
(
Y
R2Q2
+
1
RQ
+
1
RU
)A
.
We also need the one- and two-dimensional second derivative tests (see Lemma 5.1.3 in [17],
and Lemma 4 in [30]).
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Lemma A.2. Let f(x) be a real smooth function on [a, b]. Let w(x) be a real smooth function
supported on [a, b] and let V be its total variation. If f ′′(x) ≥ λ > 0 on [a, b], then∣∣∣∣∫ b
a
e(f(x))w(x)dx
∣∣∣∣ ≤ 4V√πλ.
Lemma A.3. Let h(x, y) be a real smooth function on [a, b]× [c, d] with∣∣∂2h/∂x2∣∣≫ λ > 0, ∣∣∂2h/∂y2∣∣≫ ρ > 0,
|det h′′| =
∣∣∂2h/∂x2 · ∂2h/∂y2 − (∂2h/∂x∂y)2∣∣≫ λρ
,
on the rectangle [a, b] × [c, d]. Let w(x, y) be a real smooth function supported on [a, b] × [c, d]
and let
V =
∫ b
a
∫ d
c
∣∣∣∣∂2w(x, y)∂x∂y
∣∣∣∣ dxdy.
Then ∫ b
a
∫ d
c
e(h(x, y))w(x, y)dxdy ≪ V√
λρ
,
with an absolute implied constant.
Acknowledgments. The authors express their thanks to Yongxiao Lin and Zhi Qi for many il-
luminating discussions and suggestions. Qingfeng Sun is partially supported by National Natural
Science Foundation of China (Grant No. 11871306).
References
[1] K. Aggarwal, Weyl bound for GL(2) in t-aspect via a simple delta method, J. Number Theory 208 (2020),
72-100.
[2] K. Aggarwal, R. Holowinsky, Y. Lin and Q. Sun, The Burgess bound via a trivial delta method, Ramanujan
J., https://doi.org/10.1007/s11139-020-00258-x.
[3] K. Aggarwal, R. Holowinsky, Y. Lin and Z. Qi, A Bessel delta method and exponential sums for GL(2),
Quart. J. Math., haaa026, https://doi.org/10.1093/qmathj/haaa026.
[4] V. Blomer and G. Harcos, Hybrid bounds for twisted L-functions, J. Reine Angew. Math. 621 (2008), 53-79.
[5] V. Blomer, G. Harcos and P. Michel, A Burgess-like subconvex bound for twisted L-functions, Forum Math.
19 (2007), no. 1, 61-105, Appendix 2 by Z. Mao.
[6] A. R. Booker, M. B. Milinovich and N. Ng, Subconvexity for modular form L-functions in the t-aspect, Adv.
Math. 341 (2019), 299-335.
[7] V.Blomer, R.Khan, and M.P. Young. Distribution of mass of holomorphic cusp forms, Duke Math. J.
162(14):2609–2644, 2013.
[8] T. D. Browning and P. Vishe, Cubic hypersurfaces and a version of the circle method for number fields,
Duke Math. J. 163 (2014), no. 10, 1825-1883.
[9] P. Deligne, La conjecture de Weil. I, Inst. Hautes E´tudes Sci. Publ. Math., 43 (1974),273–307.
[10] W. Duke, J. Friedlander and H. Iwaniec, Bounds for automorphic L-functions, Invent. Math. 112 (1993),
no. 1, 1-8.
[11] A. Good, The square mean of Dirichlet series associated with cusp forms, Mathematika, 29(2):278–295
(1983), 1982.
[12] I. S. Gradshteyn, I. M. Ryzhik, Table of integrals, series, and products, edition 7, Translated from the
Russian; Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger; Elsevier/Academic
Press, Amsterdam, 2007.
30 YILAN FAN AND QINGFENG SUN
[13] G. H. Hardy and S. Ramanujan, Asymptotic formulae in combinatorial analysis, Proc. London Math. Soc.
17 (1918), 75-115.
[14] D. R. Heath-Brown, Hybrid bounds for Dirichlet L-functions, Invent Math. 47 (2) (1978): 149-170.
[15] D. R. Heath-Brown, Hybrid bounds for Dirichlet L-functions. II, Quart. J. Math. Oxford Ser. (2) 31 (122)
(1980), 157-167.
[16] D. R. Heath-Brown, A new form of the circle method, and its application to quadratic forms, J. Reine
Angew. Math. 481 (1996), 149-206.
[17] M. N. Huxley. Area, Lattice Points, and Exponential Sums, London Mathematical Society Monographs. New
Series, 13. The Clarendon Press, Oxford University Press, New York, 1996.
[18] H. Iwaniec, Topics in Classical Automorphic Forms, Graduate Studies in Mathematics 17, American Math-
ematical Society, Providence, RI.
[19] H. Iwaniec, Spectral methods of automorphic forms, Graduate Studies in Mathematics 53, American Math-
ematical Society, Providence, RI Revista Matemtica Iberoamericana, Madrid, 2002.
[20] M. Jutila, Lectures on a Method in the Theory of Exponential Sums, Tata Institute of Fundamental Research
Lectures on Mathematics and Physics, 80. Springer-Verlag, Berlin, 1987.
[21] M. Jutila, Mean values of Dirichlet series via Laplace transforms, Analytic number theory (Kyoto, 1996),
London Math. Soc. Lecture Note Ser. 247, pages 169–207. Cambridge Univ. Press, Cambridge, 1997.
[22] H. Kim, Functoriality for the exterior square of GL4 and the symmetric fourth of GL2, with appendix 1 by
D. Ramakrishnan and appendix 2 by H. Kim and P. Sarnak, J. Amer. Math. Soc. 16 (2003), 139-183.
[23] H. D. Kloosterman, On the representation of numbers in the form ax2 + by2 + cz2 + dt2, Acta. Math. 49
(1926), 407-464.
[24] E. Kowalski, P. Michel, and J. VanderKam. Rankin-Selberg L-functions in the level aspect, Duke Math. J. ,
114(1):123–191, 2002.
[25] C. I. Kuan, Hybrid bounds on twisted L-functions associated with modular forms, J. Number Theory 189
(2018), 380-416.
[26] T. Meurman, On the order of the Maass L-function on the critical line, Number theory, Vol. I (B udapest,
1987), Colloq. Math. Soc. Ja´nos Bolyai, 51, pages 325–354. North-Holland, Amsterdam, 1990.
[27] P. Michel, A. Venkatesh, The subconvexity problem for GL2, Publ. Math. Inst. Hautes tudes Sci. 111 (2010),
171-271.
[28] R. Munshi, On a hybrid bound for twisted L-values, Archiv. der Math. 96 (2011), 235-245.
[29] R. Munshi, Shifted convolution sums for GL(3)×GL(2), Duke Math. J. 162 (13) (2013), 2345-2362.
[30] R. Munshi, The circle method and bounds for L-functions—III: t-aspect subconvexity for GL(3) L-functions,
J. Amer. Math. Soc. 28 (4) (2015), 913-938.
[31] R. Munshi, Pairs of quadrics in 11 variables, Compos. Math. 151 (2015), no. 7, 1189-1214.
[32] R. Munshi, The circle method and bounds for L-functions—IV: Subconvexity for twists of GL(3) L-functions
Ann. of Math. (2) 182(2) (2015), 617-672.
[33] R. Munshi, Twists of GL(3) L-functions, preprint, arXiv:1604.08000, 2016.
[34] N. J. E. Pitt, On cusp form coefficients in exponential sums, Q. J. Math. 52 (2001), no. 4, 485-497.
[35] Q. Sun and Y. Wu, Exponential sums involving Maass forms, Front. Math. China 9(6) (2014):1349-1366.
[36] R. C. Vaughan, The Hardy-Littlewood method, Second edition. Cambridge Tracts in Mathematics, 125.
Cambridge University Press, Cambridge, 1997.
[37] G. N. Watson, A treatise on the theory of Bessel functions, Cambridge Mathematical Library, Reprint of
the second (1944) edition, Cambridge University Press, Cambridge, 1995.
[38] H. Wu, Burgess-like subconvex bounds for GL2 ×GL1, Geom. Funct. Anal. 24 (3) (2014), 968-1036.
School of Mathematics and Statistics, Shandong University, Weihai, Weihai, Shandong 264209,
China
E-mail address: YL.Fan@mail.sdu.edu.cn
School of Mathematics and Statistics, Shandong University, Weihai, Weihai, Shandong 264209,
China
E-mail address: qfsun@sdu.edu.cn
