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GOOD INDEX BEHAVIOUR OF θ-REPRESENTATIONS, I
WILLEM A. DE GRAAF AND OKSANA S. YAKIMOVA
ABSTRACT. Let Q be an algebraic group with q = LieQ and V a Q-module. The index
of V is the minimal codimension of the Q-orbits in the dual space V ∗. There is a general
inequality, due to Vinberg, relating the index of V and the index of a Qv-module V/q·v for
v ∈ V . A pair (Q, V ) is said to have GIB if Vinberg’s inequality turns into an equality for
all v ∈ V . In this article, we are interested in the GIB property of θ-representations, where
θ is a finite order automorphism of a simple Lie algebra g. An automorphism of order m
defines a Z/mZ-grading g =
⊕
gi. If G0 is the identity component of G
θ , then it acts on g1
and this action is called a θ-representation. We classify inner automorphisms of gln and all
finite order autmorphisms of the exceptional Lie algebras such that (G0, g1) has GIB and g1
contains a semisimple element.
1. INTRODUCTION
Let q be a Lie algebra over an algebraically closed field F of characteristic zero and V a
finite-dimensional q-module. For ξ ∈ V ∗ we set
qξ = {x ∈ q | x·ξ = 0}.
Then the non-negative integer
dimV −max
ξ∈V ∗
(dim q·ξ) = dimV − dim q+ min
ξ∈V ∗
(dim qξ)
is called the index of V ; and denoted by ind (q, V ).
Suppose that q is the Lie algebra of an algebraic groupQ, and that V is also aQ-module.
Then by the Rosenlicht theorem, ind (q, V ) is equal to tr.deg F(V ∗)Q. Following [13] we say
that the pair (Q, V ) has a good index behaviour (GIB), if
(1.1) ind (q, V ∗) = ind (qv, (V/q·v)
∗)
for every v ∈ V . (Note that V/q·v is a qv-module.) It was noticed by Vinberg that the left
hand side is less than or equal to the right hand side, see [12, Sect. 1]. Further, (Q, V ) is said
to have GNIB (Good Nilpotent Index Behaviour) if (1.1) holds for all nilpotent elements
v ∈ V (where v ∈ V is said to be nilpotent if 0 ∈ Q·v).
If v = 0, or dim(Q·v) = dimV − ind (q, V ∗), or the stabiliser Qv is reductive, then v
satisfies (1.1), see [13]. In general, it is a rather intricate problem to check the equality.
One of the possible ways to prove that it holds for v is to find ξ ∈ V/q·v such that
(1.2) dim qv − dim(qv)ξ = dimV − dim q·v − ind (q, V ).
Note also that if (1.1) is satisfied for v, then it is satisfied for all elements of the orbit Q·v
as well.
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Checking GIB for a representation is even more complicated. No general principle
exists at the moment. The only method is to classify the Q-orbits and then compute the
index for all of them. A few positive results are known, for example, all representations of
an algebraic torus (F
×
)m do have GIB ([13]). It would be interesting to understand what
properties of a representation cause GIB to hold.
Suppose that V has only finitely many nilpotent Q-orbits. In that case the representa-
tion of Q on V is said to be observable and the GIB property is equivalent to GNIB, see
[13, Theorem 2.3]. Many observable representations arise in the context of reductive Lie
algebras and their semisimple automorphisms.
Let G be a connected reductive algebraic group defined over F and set g := LieG. The
groupG acts on g via the adjoint representation and this action is known to be observable.
In general, if V = q∗, then ind (q, q) is the index, ind q, of q in the sense of Dixmier. If γ ∈ q∗,
then q∗/(q·γ) ∼= q∗γ as a Qγ-module. Therefore Vinberg’s inequality reads ind q 6 ind qγ .
Elashvili conjectured that all reductive Lie algebras have GIB. The conjecture is proved
on a case-by-case basis in [5] (exceptional Lie algebras) and [16] (classical Lie algebras).
An alternative proof is recently obtained by Charbonnel and Moreau ([2]).
Let θ be an involution of g. Then g = g0⊕g1, where gi is the eigenspace of θ, correspond-
ing to the eigenvalue (−1)i. Here g0 is a reductive subalgebra, which is the Lie algebra
of the connected reductive subgroup G0 ⊂ G. The subgroup G0 acts on g1 via restriction
of the adjoint representation of G. In many aspects this representation is similar to the
adjoint action of a reductive group. For example, all maximal subalgebras in g1 consist-
ing of semisimple elements are conjugate under G0 ([11]). Such a subalgebra c ⊂ g1 is
usually referred to as a Cartan subspace and ind (g0, g
∗
1) = dim c =: rank(G0, g1). Kostant
and Rallis ([11]) have shown also that the representation ofG0 on g1 is observable. As was
found out in [13], not all pairs (G0, g1) satisfy the GIB property. Therefore it is an interest-
ing problem to describe those of them, which do have GIB. In [13], the GIB property was
checked for all involutions except the following two (we give the corresponding symmet-
ric pairs (g, g0)): (E6, so10⊕F), (E7,E6⊕F). The calculations reported on in this paper show
that these two involutions do have GIB.
In the 70-s Vinberg ([15]) generalised results of Kostant and Rallis ([11]) to the set-up of
arbitrary semisimple automorphisms of g. Let θ be an automorphism of g of orderm and
ζ is a primitivem-th root of unity. Then there is a Z/mZ-grading of g,
g = g0 ⊕ g1 ⊕ · · · ⊕ gm−1,
where gi is the eigenspace of g corresponding to ζ
i. Let G0 ⊂ G be a connected algebraic
group with the Lie algebra g0. ThenG0 is reductive and it acts on g1 in a natural way. The
group G0, together with its action on g1, is called a θ-group. The representation of G0 on
g1 is also called a θ-representation.
Similar to the symmetric space situation a Cartan subspace of g1 is defined to be a
maximal subspace consisting of commuting semisimple elements. All Cartan subspaces
are conjugate under G0, and the dimension of any of them is called the rank of g1 (or
rather of the pair (G0, g1), or of the θ-representation afforded by G0 and g1). According
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to [14], [15], all θ-representations are observable. As a consequence, there is always a
nilpotent orbit of dimension dim g1 − rank(G0, g1). In [14] Vinberg developed a method
for classifying the nilpotent G0-orbits in g1.
In this paper we classify finite order automorphims of the exceptional Lie algebras and
inner (finite order) automorphisms of gln such that rank(G0, g1) > 0 and (G0, g1) has GIB.
For the exceptional case the answer is given in Tables 1 to 6 in Section 5. In the gln case a
positive rank θ-representation (with inner θ) has GIB if and only if θ is a conjugation by
one of the following diagonal matrices:
• diag(1n−2, (−1)2), diag(1n−1,−1), diag(13, (−1)3) (n = 6), see [13];
• diag(12, ζ2, (ζ2)n−4), where ζ is a primitive 3-d root of unity, see Theorem 4.11;
• diag(1, ζr1, . . . , (ζm−1)rm−1), where ζ is a primitive m-th root of unity and there
are no subsequences ri, ri+1, ri+2 with all elements being larger than 1, see Theo-
rem 4.14 and Proposition 4.17.
In the gln case, the classification of nilpotent G0-orbits, first obtained by Kempken ([10]),
is presented in subsection 3.1. In the exceptional case, we get representatives of the nilpo-
tent orbits using the algorithms of [7]. After that GIB is checked for each of them with
Algorithm 2.7. The answer, automorphisms θ such that (G0, g1) has GIB, is given in terms
of the so-called Kac diagrams ([9]). Here we summarise the main properties that we use of
these diagrams; for a more detailed explanation see [8, Chapter X, §5].
A Kac diagram is either an extended Dynkin diagram of g or the one obtained from it
by gluing together points in the orbits of the diagram automorphism. In addition, one
attaches non-negative numbers, labels, to the vertices. We are more interested in the θ-
representation, than in the θ itself and there is an easy way to read this from the Kac
diagram. Assume for simplicity that θ is inner (in this paper θ is outer only for g = E6).
Then G0 contains a maximal torus of G and the semisimple part of g0 is generated by all
roots that have labels 0 on the Kac diagram. The lowest weights of g1 (with respect to G0)
are in one-to-one correspondence with the roots labeled with 1. Finally, we notice that if
rank(G0, g1) > 0, then the Kac diagram has only labels 0 and 1 ([15]). Hence we give these
labels by colouring the nodes: black means that the label is 1, otherwise the label is 0. For
a diagram with all nodes black, G0 is a torus and (G0, g1) has GIB by [13, Proposition 1.3].
We do not put such “all black” diagrams in the tables.
The GIB property of positive rank automorphisms in other classical types and outer
automorphisms of gln will be studied in a forthcoming paper. Due to the large amount of
cases and presumably a rather involved answer (cf. Proposition 4.19) we leave rank zero
automorphisms aside. Inner automorphisms in type A provide a remakable instance,
where θ-representations are also quiver representations. It would be interesting to check
GIB for other (observable) quiver representations.
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2. SOME REMARKS ON THE GIB PROPERTY
We begin this section with a more explicit description of GIB for θ-representations. Let
g be a semisimple Lie algebra and g =
⊕
gi a Z/mZ-grading. For x ∈ g, let gx denote the
centraliser of x in g and set gi,x := gx ∩ gi. For x ∈ g1, the inclusion 0 ∈ G0·x holds if and
only if x is a nilpotent element of g in the usual sense, see [15].
Proposition 2.1. (i) For all nilpotent elements e ∈ g1 we have
rank(G0, g1) ≤ ind (g0,e, g−1,e).
(ii) The pair (G0, g1) has GIB if and only if for all nilpotent elements e ∈ g1 we have
rank(G0, g1) = ind (g0,e, g−1,e).
Proof. (cf. [13, Proposition 2.6]). In this case (1.1) translates to
ind (g0, g
∗
1) = ind (g0,e, (g1/[g0, e])
∗).
Now ind (g0, g
∗
1) is equal to dim g1 −maxx∈g1 dim[g0, x]. By [15, Theorem 5], this is equal to
rank(G0, g1). The Killing form κ gives a nondegenerate pairing κ : g−1 × g1 → F. Using
this pairing we get an isomorphism of g0-modules g
∗
1
∼= g−1. In the same way we get an
isomorphism of g0,e-modules
(g1/[g0, e])
∗ ∼= {y ∈ g−1 | κ(y, [g0, e]) = 0}.
Let y lie in the latter space. Then 0 = κ(y, [g0, e]) = κ([e, y], g0). Now [e, y] ∈ g0 and
κ : g0 × g0 → F is nondegenerate. Hence [e, y] = 0, and it follows that {y ∈ g−1 |
κ(y, [g0, e]) = 0} = g−1,e. Therefore (g1/[g0, e])
∗ ∼= g−1,e and Vinberg’s inequality turns into
rank(G0, g1) ≤ ind (g0,e, g−1,e). Finally note that the G0-module g1 has only finitely many
nilpotent orbits, see [15], and thereby GIB is equivalent to GNIB by [13, Theorem 2.3]. 
We will also need some easy technical statements concerning GIB.
Proposition 2.2. Suppose that g = LieG is a reductive Lie algebra and V a finite dimensional
G-module. Then ind (g, V ) = ind (g, V ∗), also V and V ∗ have (or do not have) GIB at the same
time.
Proof. Each reductive group G posses a so-calledWeyl involution σ, see e.g. [8, Chapter IX,
§5], which has a property that ρ◦σ ∼= ρ∗ for all finite dimensional representations ρ. In
particular, for each v ∈ V , where is a vector σ(v) ∈ V ∗ such that Gσ(v) = σ(Gv). Since
σ preserves the dimension of subgroups, we have ind (g, V ) = ind (g, V ∗). Moreover,
σ establishes an isomorphism between the representations of Gv on V/g·v and Gσ(v) on
V ∗/g·σ(v). If GIB fails for v, it also fails for σ(v). 
Since g−1∼= g
∗
1, these θ-representations are of the same rank and GIB holds for (G0, g1)
if and only if it holds for (G0, g−1).
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Proposition 2.3. A representation of q on V has GIB if and only if for all v ∈ V there is w ∈ V
such that dim(q·v + qv·w) = dimV − ind (q, V
∗).
Proof. By definition, the representation has GIB if and only if for all v ∈ V we have
ind (qv, (V/q·v)
∗) = ind (q, V ∗). The equality holds if and only if there is a coset w¯ = w+q·v
(with w ∈ V ) such that dim(V/q·v)− dim(qv·w¯) = ind (q, V
∗). It remains to notice that the
left hand side is equal to dimV − dim(q·v) − dim(qv·w¯) and that dim(q·v) + dim(qv·w¯) =
dim(q·v + qv·w). 
LetQ be an algebraic group acting on a finite dimensional vector space V and q = LieQ.
Suppose that ind (q, V ∗) = 1 and av 6∈ q·v for generic v ∈ V and non-zero a ∈ F. Consider
the action of Q˜ := Q×F
×
on V such that t·v = tv for all t ∈ F
×
, v ∈ V . Set q˜ := Lie Q˜. The
two groups Q and Q˜ have different generic orbits on V . Hence ind (q˜, V ∗) = 0.
Lemma 2.4. Suppose that the above assumptions are satisfied and the action of Q˜ on V has GIB.
Then the action of Q on V has GIB as well.
Proof. Take any v ∈ V . Then either q·v = q˜·v or dim q˜·v = dim q·v+1 and qv = q˜v. If the first
case takes place, then V/q·v = V/q˜·v and dim qv = dim q˜v − 1. Hence ind (qv, (V/q·v)
∗) 6
ind (q˜v, (V/q˜·v)
∗) + 1 = 1. In the second case qv·x + q˜·v = V for generic x ∈ V . Since
dim q·v = dim q˜·v − 1, we again get the inequality ind (qv, (V/q·v)
∗) 6 1. 
Remark 2.5. The inverse implication is not true in general.
Let q =

 −t s 00 t 0
0 0 t
 | t, s ∈ F
 be a two-dimensional subalgebra of gl3. Then
ind (q, (F3)∗) = 1 and the defining representation of q on F3 has GIB. If we add a one
dimensional central torus, then ind (q˜, (F3)∗) = 0, but the GIB property is not satisfied for
the second basis vector.
One of the ways to compute ind (q, V ) is related to the matrix (q·V ) of the action of q on
V . Let x1, . . . , xn be a basis of q and v1, . . . , vs a basis of V . Then (q·V ) is an n×s-matrix
with entries xi·vj . Each element of V can be considered as a linear (or rational) function
on V ∗. Therefore it is possible to compute the rank of (q·V ) over a field F(V ∗).
Lemma 2.6. We have ind (q, V ) = dimV − rank(q·V ).
Proof. Take ξ ∈ V ∗ and set cij := ξ(xi·vj). Let x =
∑
i αixi ∈ q (with αi ∈ F). Then
x·ξ(vj) = −ξ(x·vj) = −
n∑
i=1
cijαi.
Since x·ξ = 0 if and only if x·ξ(vj) = 0 for all 1 6 j 6 s, the stabilisers qξ consists of all
x =
∑
i αixi such that
∑n
i=1 cijαi = 0 for 1 6 j 6 s. Hence dim qξ = dim q − rankA(ξ),
where A(ξ) is an n×s-matrix with entries cij . Since rankA(ξ) 6 rank(q·V ) and the equality
holds for generic ξ ∈ V ∗, we get ind (q, V ) = dimV ∗ − (dim q − (dim q − rank(q·V )) =
dimV − rank(q·V ). 
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In case q = g0,e, V = g−1,e, we will denote the matrix (q·V ) by ([g0,e, g−1,e]).
Lemma 2.6 provides an easy method to compute an upper bound for the index that is
very likely to be equal to the index. Each s-tuple a = (a1, . . . , as) ∈ F
s defines an element
ξ ∈ V ∗ such that ξ(vk) = ak ∈ F. Set A(a) := A(ξ) = (ξ(xi·vj)). Then
ind (q, V ) = dimV −max
a∈Fs
rank(A(a)).
The entries of A(a) are linear polynomials in the ai. It follows that if we take random
coefficients ai then the rank of this matrix is very likely maximal. In other words, for any
s-tuple a the value of dimV − rankA(a) is an upper bound for ind (q, V ), and if the ak
are chosen randomly, uniformly, and independently from a large enough set, then, very
probably, equal to it.
There are several ways to get the value of the generic rank of A(a). First of all, we
can consider the row space of A(a) over the ground field F, where we consider the ai as
linearly independent indeterminates. We can replace the rows by an F-linearly indepen-
dent set of rows that span the same space over F. We can do the same with the columns.
Denote the resulting matrix by A˜(a). Then the generic ranks of A(a) and A˜(a) are the
same. If the lower bound that we get for the rank by substituting a point a is equal to the
number of columns, or rows, of A˜(a), then we know that this lower bound is the correct
value of the generic rank. Otherwise we can compute the rank of A˜(a), where the ai are
indeterminates of a function field over F. We do remark, however, that this operation can
be computationally expensive.
On the basis of Proposition 2.1 we formulate the following algorithm.
Algorithm 2.7. Input: a nilpotent elements e ∈ g1 and rank(G0, g1).
Output: TRUE if rank(G0, g1) = ind (g0,e, g−1,e), FALSE otherwise.
(1) By linear algebra we compute bases of g0,e and g−1,e.
(2) We compute the matrix A(a) corresponding to the g0,e-module g−1,e.
(3) By trying random values for the ai find a lower bound r for the generic rank of
A(a).
(4) If dim g−1,e − r = rank(G0, g1) then output TRUE, else execute the next step.
(5) Compute A˜(a); if r is equal to the number of columns, or rows, of this matrix, then
output FALSE, else execute the next step.
(6) Let r′ be the rank of A˜(a), where the ai are indeterminates of a function field over
F; if dim g−1,e − r
′ = rank(G0, g1) then output TRUE, else output FALSE.
Lemma 2.8. The previous algorithm is correct.
Proof. We note that dim g−1,e − r is an upper bound for ind (g0,e, g−1,e). By Proposition 2.1,
rank(G0, g1) is a lower bound for this index. So if they are equal, then we know that we
have the correct index. If these are not equal, and r is equal to the number of columns, or
rows, of A˜(a), then the index is strictly bigger than rank(G0, g1). Finally, if this also does
not hold, then the last “brute force” step gives the correct value. 
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In order to check GIB for (G0, g1), we can do the following. First we compute represen-
tatives of the nilpotent G0-orbits in g1, using the algorithms of [7]. Since rank(G0, g1) =
dim g1−maxe∈g1 dim(G0·e), where e is a nilpotent element, these calculations also provide
the value of rank(G0, g1). Then for each representative e of a nilpotent G0-orbit in g1 we
execute Algorithm 2.7. If the output is TRUE for all representatives of the nilpotent G0-
orbits in g1, then (G0, g1) has GIB by Lemma 2.8 and Proposition 2.1. If FALSE is returned
once, then (G0, g1) does not have GIB.
Remark 2.9. In practice it is a good idea to delay the execution of the expensive Step 6
of Algorithm 2.7. First one collects all nilpotent orbits for which the random procedure
indicates that GIB fails. Then Step 6 is executed only once, on the smallest matrix A˜(a).
If the corresponding orbit does have GIB, which is very unlikely, or the matrix is too
complicated for computer calculations, one may look on other suspicious orbits.
3. BASIC FACTS CONCERNING SEMISIMPLE INNER AUTOMORPHISMS IN TYPE A
Let V be a finite dimensional vector space over F, g = gl(V), and θ an inner automor-
phism of g of order m. We consider θ as an element of the group G = GL(V) acting on
g by conjugation. Let ζ be a primitive m-th root of unity. Set Vt := {v ∈ V | θ(v) = ζ
tv}
and rt = dimVt. Up to a G-conjugation, θ is uniquely defined by the multiplicities vector
rˆ := (r0, r1, . . . , rm−1). Cyclic permutations of the entries of rˆ correspond to multiplica-
tions by central elements of GL(V) and the resulting vectors rˆ′ define the same automor-
phism. We have G0 = GL(V0)× . . .×GL(Vm−1) and g1 ∼=
m−1⊕
i=0
Hom(Vi,Vi+1), where i + 1
is considered modulo m. Having rˆ, it is possible to write a Kac diagram of the corre-
sponding θ and vice versa. Since we are not going to use this correspondence, it is only
illustrated on one example.
Example 3.1. Let θ be an automorphism of gl9 with the Kac diagram:
❡ ❡ ✉ ❡ ❡ ✉ ✉ ❡
✉
✘
✘
✘
✘
✘
✘
✘
❳
❳
❳
❳
❳
❳
❳
Then θ is defined by rˆ = (3, 3, 1, 2).
Proposition 3.2. ([15, § 3]) If θ is defined by rˆ, then rank(G0, g1) = min
i=0,...,m−1
ri.
Suppose that x ∈ g1. Let x = xs + xn be the Jordan decomposition of x in g. Due to
its uniqueness, we have xs, xn ∈ g1. In other words, g1 inherits the Jordan decomposition
from g. The roˆle of semisimple and nilpotent elements in checking GIB is explained in
[13, Section 2]. Suppose that s ∈ g1 is a semisimple element. Then the action of G0,s on
g1/[g0, s] is called a slice representation of (G0, g1). By the same argument as in the proof
of Proposition 2.1, (g1/[g0, s])
∗ ∼= g−1,s.
Lemma 3.3. Suppose that θ is defined by a vector rˆ = (r0, r1, . . . , rm−1) and the corresponding
representation of G0 on g1 has GIB. Let b ∈ N be such that b 6 rank(G0, g1). Then the θ-
representation corresponding to rˆ′ = (r0 − b, r1 − b, . . . , rm−1 − b) has GIB.
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Proof. By inductive reasons, it suffices to prove the lemma for b = 1. Thus assume that
rank(G0, g1) > 0 and b = 1. Let s ∈ g1 be a non-zero semisimple element. Set r
′
i := ri − 1.
Then the slice representation of G0,s on g
∗
−1,s is equivalent to the representation of
F
×
×GLr′
0
×GLr′
1
× . . .×GLr′
m−1
on F⊕
(
m−1⊕
i=0
(Fri
′
)∗⊗Fri+1
′
)
,
where the first subgroup F
×
acts on g∗
−1,s trivially and the first subspace F is a trivial G0,s-
module. It follows that (G0,s, g
∗
−1,s) has GIB if and only if the θ-representation correspond-
ing to rˆ′ has GIB. It remains to notice that GIB of (G0, g1) implies GNIB of (G0,s, g
∗
−1,s) by
[13, Theorem 2.1] and in our setting GNIB is equivalent to GIB by [13, Theorem 2.3]. 
3.1. Nilpotent orbits. Nilpotent elements in gl(V) are classified in terms of their Jordan
normal form. A similar classification is possible for nilpotentG0-orbits in g1. This problem
was solved by Kempken in [10, §2.II]. Below we present her answer in a slightly modified
form.
Let e ∈ g1 be a nilpotent element represented by a partition (d1+1, . . . , dk+1) of dimV.
Since the subspace e·V ⊂ V is θ-invariant and θ acts on V as a semisimple element, there
is a θ-invariant complement to e·V, let us say, W. Clearly dimW = k. Assume that
d1 > d2 > . . . > dk. For each number s the subspaces ker e
s = {v ∈ V | es·v = 0}
and ker es ∩W are both θ-invariant. Hence a generator w1 of the maximal Jordan block,
i.e., a vector such that ed1 ·w1 6= 0, can be chosen as an eigenvector of θ. Set V[1] :=
span{w1, e·w1, . . . , e
d1 ·w1}. Let W
′ be a θ-invariant complement of Fw1 in W. Then also
V = V[1] ⊕ (W′⊕e·W′) is a θ-invariant decomposition. Proceeding by induction on the
number of Jordan blocks we prove that all generators wi can be chosen as eigenvectors
of θ, i.e.,W has a basis w1, w2, . . . , wk consisting of θ-eigenvectors, where in addition the
vectors ej·wi with 1 6 i 6 k, 0 6 j 6 di form a basis of V. Note that e
di+1·wi = 0
for all i 6 k. If θ(wi) = ζ
t(i)wi, then θ(e
s·wi) = θ(e
s)·θ(wi) = ζ
t(i)+ses·wi. In particular,
θ(e·wi) = ζ
t(i)+1e·wi. Summing up:
to each nilpotent element e ∈ g1 we associate its partition and the θ-eigenvalues
ζ t(i) on the Jordan blocks’ generators wi.
In order to see what nilpotent elements do appear in g1, we have to take a partition,
choose θ-eigenvalues for the generators wi and count the dimensions of the eigenspaces
according to the rule θ(es·wi) = ζ
t(i)+ses·wi. If they coincide with the rt’s, then e lies in g1.
3.2. Basis of a centraliser. In order to do explicit calculations, one needs bases in g0,e
and g−1,e. First we introduce a basis in ge. If ξ ∈ ge, then ξ·(e
j·wi) = e
j ·(ξ·wi), hence
ξ is completely determined by its values on W. The only restriction on ξ·wi is that
edi+1·(ξ·wi) = ξ·(e
di+1·wi) = 0. Since vectors e
s·wi form a basis of V, the centraliser ge
has a basis {ξj,si } such that{
ξj,si ·wi = e
s·wj,
ξj,si ·wt = 0 for t 6= i,
1 6 i, j 6 k, and max{dj − di, 0} 6 s 6 dj .
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It is convenient to assume that ξj,si = 0 whenever s does not satisfy the above restrictions.
The composition rule shows that the basis elements ξj,si satisfy the following commutator
relation:
[ξj,si , ξ
q,t
p ] = δq,iξ
j,t+s
p − δj,pξ
q,s+t
i ,(3.1)
where δi,j = 1 if i = j and is zero otherwise. Each ξ
j,s
i is an eigenvector of θ with
(3.2) θ(ξj,si ) = ζ
s+t(j)−t(i)ξj,si .
This allows one to compute g0,e and g−1,e.
Example 3.4. Let θ be an automorphism of gl9 with rˆ = (3, 3, 3). Then there is a nilpo-
tent element e ∈ g1 defined by a partition (5, 3, 1) such that θ(w1) = w1, θ(w2) = ζw2,
and θ(w3) = ζ
2w3. Indeed, let us put the eigenvalues of θ, or rather the corresponding
exponents of ζ , in the squares of the Young diagram corresponding to e.
0
1
2
0
1
1
2
0
2
Then one readily sees that there are three 0, three 1, and three 2 in the figure. The cen-
traliser ge has a basis
ξ1,01 , ξ
1,2
1 , ξ
1,2
1 , ξ
1,3
1 , ξ
1,4
1 , ξ
2,0
1 , ξ
2,1
1 , ξ
2,2
1 , ξ
3,0
1 , ξ
2,0
2 , ξ
2,1
2 , ξ
2,2
2 , ξ
1,2
2 , ξ
1,3
2 , ξ
1,4
2 , ξ
3,0
2 , ξ
3,0
3 , ξ
1,4
3 , ξ
2,2
3 ,
where the θ-eigenvalues are
1, ζ, ζ2, 1, ζ, ζ, ζ2, 1, ζ2, 1, ζ, ζ2, ζ, ζ2, 1, ζ, 1, ζ2, ζ,
respectively. In particular dim g0,e = 6, dim g1,e = 7, and dim g−1,e = 6.
4. GIB IN TYPE A
In this section we consider inner finite order automorphisms θ of gln. All θ such
that rank(G0, g1) > 0 and the pair (G0, g1) has GIB are classified. According to [13],
there are only three such involutions, namely (g, g0) must be one of the following pairs:
(gln+2, gln⊕gl2), (gln+1, gln⊕gl1), (gl6, gl3⊕gl3). Not surprisingly, for automorphisms of
higher orders the GIB property can be satisfied only if rank(G0, g1) 6 2. All initial, so
to say, nilpotent orbits without GIB were found on computer. After that it is possible to
extend these bad examples to higher dimensions. We also check on computer that some
θ-representations of small dimension do have GIB. The computer calculations were done
using our implementation of Algorithm 2.7.
The difference between θ-representations of sln and gln is almost neglectable. Some-
times the general linear algebra is more convenient for calculations. On the other hand,
we always have to take into account the central torus, which acts on g and g1 trivially.
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From now on let z be a central element in gln. We deal with automorphisms θ in terms of
the corresponding vectors rˆ, as defined in Section 3.
Although the goal is to classify automorphisms of positive rank having GIB, we first
give an example of a θ-representation with rank(G0, g1) = 0.
Example 4.1. Suppose that m = 3 and θ has rank zero, i.e., rˆ = (a, b, 0) up to a cyclic
permutation. Then (G0, g1) has GIB. Indeed, g1 = Ma,b(F) and G0-orbits G0·x ⊂ g1 are
classified by the rank p of an a×b-matrix x. The quotient space g1/[g0, x] is isomorphic to
Ma−p,b−p(F) and G0,x acts on it as GLa−p×GLb−p, hence, with an open orbit.
The θ-representation of Example 4.1 appears as a slice representation for the action of
G0 on g1 corresponding to rˆ = (a + 1, b + 1, 1). This second θ-representation has GIB as
well. In order to prove it, we need three following lemmas.
Lemma 4.2. Suppose that rˆ = (1, n, 1, 0). Then the corresponding representation of G0 on g1 has
GIB.
Proof. Here the action of G0 on g1 = F
n ⊕ (Fn)∗ has a one-dimensional ineffective kernel,
say Q0, and H := G0/Q0 = F
×
×SLn×F
×
. We have (t1, t2)·(v1 + v2) = t1v1 + t2v2 for
(t1, t2) ∈ F
×
×F
×
, v1 ∈ F
n, v2 ∈ (F
n)∗. Set h = LieH . According to Proposition 2.3, we have
to show that for all v = v1 + v2 ∈ g1, there is w ∈ g1 such that hv·w + h·v = g1. In cases
v = 0, where hv·w = g1 for generic w ∈ g1; and v2(v1) 6= 0, where h·v = g1, the statement
is clear. If one of the vectors v1, v2 is zero, without loss of generality we may assume that
v2 = 0, and the other one is not (now v1 6= 0), then h·v = F
n and hv·w2 = (F
n)∗ for generic
w2 ∈ (F
n)∗.
It remains to treat the case where v1, v2 are both non-zero, but v2(v1) = 0. This implies
that n > 2. Here dim(h·v) = 2n−1 and ifw2 ∈ (F
n) is such thatw2(v1), then Fw2∩h·v = {0}.
Let ρ(F
×
) ∈ SLn be a one-dimensional torus such that ρ(t)·(v1 + v2) = tv1 + tv2. Take an
element gt = (t
−1, ρ(t), t−1) ∈ H . Then gt·w2 ∈ t
−2w2 + h·v and therefore hv·w2 contains
Fw2. We conclude that hv·w2 + h·v = g1. 
Lemma 4.3. Suppose that rˆ = (1, a, b, 1, 0). Then the corresponding representation of G0 on g1
has GIB.
Proof. Using explicit matrix calculations we check that all orbits in g1 satisfy the GIB
property. Here G0 = F
×
×GLa×GLb×F
×
and there is a G0-invariant decomposition
g1 = V1 ⊕ V2 ⊕ V3, where V1 ∼= (F
a)∗, V2 ∼= F
a⊗(Fb)∗ ∼= Ma,b(F), and V3 ∼= F
b. Take
e ∈ g1 and let x ∈ Ma,b(F) be its projection on V2 (this means that e ∈ x + V1 + V3). Let q
be the rank of the matrix x. Replacing e by another element in G0·ewe may (and will) as-
sume that x is an identity q×qmatrix standing in the upper left corner. Then the stabiliser
G0,x is a product F
×
×GLa−q×Ua×GLq×Ub×GLb−q×F
×
, where GLq is embedded diago-
nally into GLa×GLb and Ua, Ub are unipotent radicals of standard parabolics in GLa,GLb,
respectively. Set ua = LieUa, ub = LieUb.
Now V1 = (F
q)∗⊕(Fa−q)∗, V3 = F
q⊕Fb−q, whereGLq acts non-trivially only on F
q⊕(Fq)∗,
the subgroup GLa−q only on (F
a−q)∗, and GLb−q only on F
b−q. For the nilpotent radicals
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we have [ua, (F
q)∗] = (Fa−q)∗, if q 6= 0, while [ua, (F
a−q)∗] = 0 and likewise [ub,F
q] = Fb−q,
if q 6= 0, while [ub,F
b−q] = 0. According to this decomposition, we write e is a sum of
five vectors e = v1 + v
′
1 + x + v3 + v
′
3 with v1 ∈ (F
q)∗, v3 ∈ F
q. Set W = Fq ⊕ (Fq)∗. The
reductive part ofG0,x acts onW in exactly the same way as the θ-group in Lemma 4.2. Let
H be its image in GL(W ) and h := LieH . Then for some vector w ∈ W , and therefore for
all vectors of an open subset, holds hv1+v3 ·w + h·(v1+v3) = W . There are three different
possibilities, which are treated separately.
1. Suppose that v1 and v3 are both non-zero. Replacing, if necessary, e by an element in
(Ua×Ub)·e, we may assume that v
′
1 = v
′
3 = 0. Let w ∈ W be a generic vector and y ∈ V2 a
matrix such that its lower right (a−q)×(b−q) submatrix is of the full rankmin(a−q, b−q).
Then
[g0,e, w + y] + [g0, e] = [g0,e, w + y] + [g0,x, v1 + v3] + [g, e] =
[gla−q⊕glb−q, y] + hv1+v3 ·w + h·(v1+v3) + [ua⊕ub, v1 + v3] + [g0, e] =
= W + (Fq−a)∗ + Fq−b + [gla−q⊕glb−q, y] + [g0, x] = g1.
(4.1)
By Proposition 2.3, the element e has GIB.
2. Suppose now that one of the vectors v1, v3 is zero, but the other one is not. Without loss
of generality we may assume that v1 6= 0, v3 = 0. Now v
′
3 cannot be assumed to be zero,
but ub ⊂ g0,e. In the equation (4.1) we have to replace glb−q by (glb−q)v′3 in [gla−q⊕glb−q, y];
and [ub, v3] by [ub, w], which is equal to F
b−q for generic w and is a subset of [g0,e, w + y].
Finally notice that still [gla−q⊕(glb−q)v′3 , y]+ [g0, x] = V2. Therefore [g0,e, w+y]+ [g0, e] = g1.
3. The last possibility is that v1 = v2 = 0. If v
′
1 6= 0 and v
′
3 6= 0, then [(gla−q)v′1⊕(glb−q)v′3 , y]+
[g0, x] is a subspace of codimension 1 in V2. Otherwise the sum is the whole of V2 and again
g1 = [g0,e, w + y] + [g0, e]. Thus we may safely assume that both vectors are non-zero. In
particular, V1⊕V3 ⊂ [g0, e] + V2.
We have g1/[g0, e] = w1⊕w2⊕w3, where w2 ⊂ V2, w2 ∼= Ma−q,b−q(F), w1 ∼= (F
q)∗ is
embedded anti-diagonally into V1⊕V2, and w1 ∼= F
q is embedded anti-diagonally into
V2⊕V3. Next
G0,e = GLq × Ua × Ub × (F
×
×GLa−q×GLb−q×F
×
)(v′
1
+v′
2
).
Let y ∈ w2 be a matrix of the maximal rank. Then ua·y = w1, ub·y = w3, and g0,e·y =
g1/[g0, e]. Thereby ind (g0,e, (g1/[g0, e])
∗) = 0. 
Lemma 4.4. Let θ be an automorphism of a Lie algebra g = gl(V) of order m defined by a vector
rˆ = (1, r1, . . . , rm−1). Suppose that θ
′ is an automorphism of order m + 1 of another Lie algebra
h = gl(V′), where dimV′ = dimV+ 1, defined by a vector rˆ′ = (1, r1, . . . , rm−1, 1, 0), and θ
′ has
GIB. Then θ has GIB as well.
Proof. Note that g1 = h1. The group G0 is smaller thanH0 and does not contain the central
torus of H0 (acting on g1 by the scalar multiplications). Therefore we are in the setting of
Lemma 2.4 and the result follows from it. 
In casem = 3 we can get a complete answer. This is achieved in a few following steps.
We will need a machinery developed in subsections 3.1 and 3.2.
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Proposition 4.5. Suppose that m = 3 and θ has rank one, i.e., rˆ = (a, b, 1) with a, b > 0. Then
(G0, g1) has GIB.
Proof. We get the result combining Lemmas 4.3 and 4.4. 
Lemma 4.6. Suppose that rˆ = (2, 2, a) with 0 6 a 6 4. Then the corresponding automorphism θ
has GIB.
Proof. For a = 0, 1 the statement follows from Example 4.1 and Proposition 4.5. In cases
a = 2, 3, 4, GIB was checked according to Algorithm 2.7. Direct verification by hand is
also possible. 
Proposition 4.7. Suppose that rˆ = (2, 2, a). Then θ has GIB for all a.
Proof. Due to Lemma 4.6, the statement is true for a 6 4. Assume that a > 4. Suppose that
g = gl(V) with dimV = a+4. Let h = gl(F8) with F8 ⊂ V be a θ-invariant subalgebra of g
such that the restriction of θ to h is an automorphism with rˆh = (2, 2, 4). Let also H ⊂ G
be a connected subgroup with LieH = h. Take a nilpotent element e ∈ g1. It must have at
least a− 4 Jordan blocks of size zero such that θ(wi) = ζ
2wi. Therefore G0·e ∩ h1 6= ∅ and
we may (and will) assume that e ∈ h1.
Let m stand for the h-invariant complement of h1 in g1. As a linear space m =
Ma−4,2(F)⊕M2,a−4(F). Let p, p− ⊂ gla ⊂ g0 be two opposite parabolic subalgebras with the
Levy part gl4⊕ gla−4 and u1, u2 their nilpotent radicals. Note that [u1, u1] = [u2, u2] = 0 and
dim u1 = dim u2 = 4(a− 4). Next h1 = V1 ⊕ V2 ⊕ V3, where V1 = M4,2(F), V2 = M2,2(F), and
V3 = M2,4(F) are H0-invariant subspaces. Let us write v = x1 + x2 + x3 in accordance with
this decomposition of h1. We suppose that u1 is presented by above-diagonal matrices
and u2 by below-diagonal. Then [u1, x1] = [u2, x3] = 0 and [(u1⊕u2), x2] = 0. Apart from
this we have [(u1)x3, w] = M2,a−4(F) for generic w ∈ V3. Similar equality holds for u2. As a
consequence, for generic w ∈ h1, the subspace [(u1⊕u2)e, w] coincides with m. Hence
[g0,e, w] + [g0, e] ⊃ ([h0,e, w] + [h0, e])⊕ [(u1)e, w]⊕ [(u2)e, w] = ([h0,e, w] + [h0, e])⊕m
for a generic w ∈ h1. By Lemma 4.6, the pair (H0, h1) has GIB. Taking the intersection of
two open subsets of h1, we may assume that w yields also an H0,e-orbit of codimension 2
in h1/[h0, e]. Then G0,e-orbit of w is of codimension at most 2 in g1/[g0, e]. Hence the pair
(G0, g1) has GIB as well. 
Example 4.8. Let θ be an automorphism of gl8 of order 3 with rˆ = (3, 3, 2). Then there
is no GIB here. Indeed, take a nilpotent element e ∈ g1 having Jordan blocks (5, 3) with
θ(w1) = w1 and θ(w2) = ζw2. We can choose bases of g0,e and g−1,e as follows:
z, ξ1,01 , ξ
1,3
1 , ξ
2,2
1 , ξ
1,4
2 ; ξ
1,2
1 , ξ
2,1
1 , ξ
1,3
2 , ξ
2,2
2 .
The nilpotent radical of g0,e is three dimensional and is generated by the last three basis
vectors. By (3.1) it commutes with g−1,e, for example, [ξ
2,2
1 , ξ
1,3
2 ] = ξ
2,5
2 − ξ
1,5
1 = 0. Therefore
the matrix ([g0,e, g−1,e]) has rank at most 1 and, due to Lemma 2.6, ind (g0,e, g
∗
−1,e) > 3 > 2.
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In the next example, among 191 nilpotent G0-orbits in g1 there are three bad ones,
without GIB. One of them is presented here. Others arise after cyclic permutations of
θ-eigenvalues on w1, w2, w3.
Example 4.9. Let θ be an automorphism of gl9 of order 3 with rˆ = (3, 3, 3). Consider a
nilpotent element e ∈ g1 with Jordan blocks of sizes (5, 3, 1), where w1 is θ-invariant,
θ(w2) = ζw2, and θ(w3) = ζ
2w3 (the same as in Example 3.4). The subspaces g0,e and g−1,e
have bases
z, ξ2,02 , ξ
3,0
3 , ξ
1,3
1 , ξ
2,2
1 , ξ
1,4
2 ; and ξ
1,2
1 , ξ
2,1
1 , ξ
3,0
1 , ξ
1,3
2 , ξ
2,2
2 , ξ
1,4
3 ,
respectively. Using (3.1) it is not difficult to verify that the nilpotent part of g0,e, generated
by ξ1,31 , ξ
2,2
1 , ξ
1,4
2 , commutes with g−1,e. Hence ind (g0,e, g−1,e) > 6− 2 = 4 > 3 = ind (g0, g1).
These examples lead to the following statement.
Proposition 4.10. Suppose that rˆ = (r0, r1, r2) with r0, r1 > 2 and r2 > 2. Then (G0, g1) does
not have GIB.
Proof. Due to Lemma 3.3, it suffices to prove the statement for rˆ such that rˆ′ = (r0−1, r1−
1, r2 − 1) does not satisfy the assumptions after any cyclic permutation. This is possible
an exactly two cases: r2 = 2 or if at least two of the numbers r0, r1, r2 are equal to 3.
Suppose first that rˆ = (a, b, 2) with a, b > 2. Let e ∈ g1 be the same nilpotent element
as in Examples 4.8,4.9, i.e., e has Jordan blocks of sizes (5, 3, 1a+b−6). For the generators of
these Jordan blocks holds: θ(w1) = w1, θ(w2) = ζw2, θ(wi) = wi for 3 6 i 6 a − 1, and
θ(wj) = ζwj for a 6 j 6 a + b − 2. Let F
8 ⊂ V be a θ-invariant subspace such that the
restriction of θ to h := gl(F8) is defined by rˆh = (3, 3, 2). Let f ∼= gla+b−6 be a θ-invariant
subalgebra such that h⊕f ⊂ g is a Levi subalgebra of g. Set a := h−1,e = h ∩ g−1,e. Then
dim a = 4 and as a vector space a is generated by ξ1,21 , ξ
2,1
1 , ξ
1,3
2 , and ξ
2,2
2 . Let m ⊂ g0,e be a
subspace generated by ξj,si ∈ g0,e such that either i = 1, 2 and j > 2 (then necessary s = 0),
or i > 2 and j = 1, 2 (then necessary s = dj). Then g0,e = h0,e⊕m⊕f0. Suppose η ∈ m.
Among ξ1,t1 , ξ
2,t
1 , ξ
1,t
2 , ξ
2,t
2 ∈ he the element η does not commute only with ξ
1,0
1 , ξ
2,0
1 , ξ
1,2
2 , ξ
2,0
2 .
In particular, [a, η] = 0. Note also that [a, f] = 0. Hence rank([g0,e, a]) = rank([h0,e, a]) 6 1
(the inequality was shown to be true in Example 4.8). Due to Lemma 2.6,
ind ([g0,e, g−,e]) = dim g−1,e − rank([g0,e, g−1.e]) > dim a− rank([g0,e, a]) > 3.
Therefore ind (g0,e, g−1,e) > ind (g0, g1) = 2.
Now we pass to the second case, where r2 > 3 and at least two of the numbers r0, r1, r2
are equal to 3. Without loss of generality we may assume that rˆ = (3, 3, a) with a > 3.
Here we use the same subalgebra h ⊂ g and almost the same nilpotent element e ∈ h1.
The only difference is that now e has a−2 Jordan blocks of size 1 and for them holds
θ(wi) = ζ
2wi, if 3 6 i 6 a. We have g0,e = h0,e⊕gla−2 and g−1,e = h−1,e ⊕ F
a−2 ⊕ (Fa−2)∗,
where gla−2 commutes with h−1,e and acts on F
a−2 via the defining representation. The
linear subspace Fa−2 ⊂ g−1,e consists of the vectors ξ
1,4
i with i > 2, while (F
a−2)∗ ⊂ g−1,e
consists of the vectors ξi,01 with i > 2. Let us choose a basis in g0,e such that the first
five elements are z, ξ2,02 , ξ
1,3
1 , ξ
2,2
1 , ξ
1,4
2 and the other (a − 2)
2 form a basis in gla−2. Here
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z, ξ2,02 , ξ
1,3
1 , ξ
2,2
1 , ξ
1,4
2 commute with F
a−2 ⊕ (Fa−2)∗. Note also that gla−2 ⊂ g0,e commutes
with h−1,e. Hence rank([g0,e, g−1,e]) is equal to the sum of rank([h0,e, h−1,e]) and the rank
of the matrix corresponding to the action of gla−2 on F
a−2⊕(Fa−2)∗, which is 2(a− 2)− 1.
Summing up, the rank in question is smaller than or equal to 1 + 2(a− 2)− 1 = 2(a− 2).
By Lemma 2.6, ind (g0,1, g−1,e) > 4 + 2(a− 2)− 2(a− 2) = 4 > 3 = ind (g0, g1). 
Combining Example 4.1 and Propositions 4.5, 4.7, 4.10 we get the following theorem.
Theorem 4.11. The only inner automorphisms of gln of order 3, which have the GIB property
correspond to the following vectors rˆ:
(a, b, 0), (a, b, 1), (2, 2, a).
The case m = 3 is settled now and we pass to higher orders. If m > 3, then there are
automorphisms of rank 1 without GIB.
Example 4.12. Suppose that rˆ = (2, 2, 2, 1). Then there is no GIB. Take a nilpotent element
e ∈ g1 with Jordan blocks (3, 3, 1) and θ(w1) = w1, θ(w2) = ζ
2w2, θ(w3) = ζw3. Computing
the stabiliser we get
g−1,e =
〈
ξ2,11 , ξ
1,1
2 , ξ
3,0
2 , ξ
2,2
3
〉
F
, G0,e = (F
×
)3 ⋉ exp
(〈
ξ2,21 , ξ
1,2
2
〉
F
)
.
Note that the nilpotent part of g0,e, generated by ξ
2,2
1 and ξ
1,2
2 , acts on g−1,e (and hence on
its dual) trivially. Therefore ind (g0,e, g−1,e) > 2 > ind (g0, g1).
Example 4.13. Suppose that rˆ = (2, 2, 2, 2). Then there is no GIB. Take a nilpotent element
e ∈ g1 with Jordan blocks (3, 3, 1, 1) and θ(w1) = w1, θ(w2) = ζ
2w2, θ(w3) = ζw3, θ(w4) =
ζ3w4. Computing the stabiliser we get
g−1,e =
〈
ξ2,11 , ξ
4,0
1 , ξ
1,1
2 , ξ
3,0
2 , ξ
2,2
3 , ξ
1,2
4
〉
F
, G0,e = (F
×
)4 ⋉ exp
(〈
ξ2,21 , ξ
1,2
2
〉
F
)
.
The nilpotent part of g0,e, generated by ξ
2,2
1 and ξ
1,2
2 , acts on g−1,e (and hence on its dual)
trivially. Therefore ind (g0,e, g−1,e) > 3 > ind (g0, g1).
Theorem 4.14. Suppose that m > 4 and either rank(G0, g1) > 1 or rank(G0, g1) = 1 and rˆ
contains a subsequence (a, b, c) with a, b, c > 2. Then the corresponding θ-representation has no
GIB.
Proof. Suppose first that rank(G0, g1) > 1. Passing to a slice representation (as in
Lemma 3.3), we may assume that rank(G0, g1) = 2. Let e ∈ g1 be a nilpotent element with
Jordan blocks (m−1, m−1, 1, . . . , 1) such that θ(w1) = w1, θ(w2) = ζ
m−2w2, θ(wi) = ζwi for
3 6 i 6 r1 + 1, and θ(wj) = ζ
m−1wj for r1 + 2 6 j 6 r1 + rm−1. The remaining generators
wi with i > r1 + r2 cannot have eigenvalues ζ or ζ
m−1. Let h = gl(V ) be a subalgebra of g
such that V ⊂ V is a θ-invariant subspace of dimension 2m+ r1 + rm−1 − 4, the restriction
of θ to h is an automorphism defined by rˆh = (2, r1, 2, . . . , 2, rm−1), and, finally, e ∈ h1. Set
a = r1 − 1, b = rm−1 − 1. We have
h−1,e = Fξ
2,m−3
1 ⊕ Fξ
1,1
2 ⊕ (F
b⊕(Fb)∗)⊕ (Fa⊕(Fa)∗),
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where, for example, Fb is generated by ξi,01 with a + 3 6 i 6 r1 + rm−1. Suppose that
ξ = ξj,si ∈ g0,e and [ξ, h−1,e] 6= 0. Then s = 0 and either i = j ∈ {1, 2} or ξ ∈ gla⊕glb ⊂ h0,e.
In any case ξ ∈ h0,e. Hence ind (g0,e, g−1,e) > ind (h0,e, h−1,e). Let H ⊂ G be a connected
subgroup with LieH = h. Then
H0,e = (F
×
)2×GLa×GLb ⋉ exp
(〈
ξ2,m−21 , ξ
1,2
2
〉
F
)
.
The nilpotent part of h0,e acts on h−1,e trivially. Hence ind (h0,e, h−1,e) = 3. Therefore
ind (g0,e, g−1,e) > 3 > 2 = ind (g0, g1).
Suppose now that rank(G0, g1) = 1. Without loss of generality we may assume that
r0, r1, r2 > 2. Take e ∈ g1 with Jordan blocks (m − 1, 3, 1, . . . , 1) such that θ(w1) = ζ
2w1,
θ(w2) = w2, and θ(wi) = ζwi for 3 6 i 6 r1 + 1, Let a ⊂ g−1,e be a subspace generated by
the vectors ξ2,11 , ξ
1,m−3
2 , and ξ
i,0
1 , ξ
1,m−2
i with 3 6 i 6 r1 + 1. Then [g0,e, a] ⊂ a and G0,e acts
on a as F
×
×GLp on F⊕F
∗⊕Fa⊕(Fa)∗, where a = r1−1. Hence ind (g0,e, g−1,e) > 2 > 1. 
Proposition 4.15. Combining Theorem 4.14 with Lemma 4.4, we see that an automorphism θ of
order 6 and rank zero defined by rˆ = (1, a, b, c, 1, 0) with a, b, c > 2 has no GIB.
If rank(G0, g1) = 1 and 1 occurs often enough among the ri’s, then the θ-representation
has GIB. For example, an automorphism with rˆ = (1, 2, 1, 2, 1, 2, . . . , 1, 2) always has GIB.
In order to formalise the statement, we need a result in the rank zero case.
Proposition 4.16. Suppose that rˆ = (1, r1, . . . , rm−3, 1, 0) has no substrings ri, ri+1, ri+2 with
all elements being larger than 1. In other words, if ri > 1, then either ri+1 or ri+2 must be 1 or 0.
Then the corresponding automorphism θ has GIB.
Proof. We argue by induction on m. In case m = 3 the statement is obvious, in cases
m = 4, 5 it was proved in Lemmas 4.2, 4.3. Suppose that m > 5. Let i > 1 be the
smallest number such that ri 6 1. By the assumptions i 6 3. Set H = GLr0× . . .×GLri
and H˜ = GLri+1× . . .×GLrm−2 . Then G0 = H×H˜ . As usual h = LieH and h˜ = Lie H˜ .
Let w ⊂ g1 be the maximal subspace consisting of H˜-invariant vectors and w˜ ⊂ g1 its
G0-invariant complement. We have ind (h,w) = 0 and the pair (H,w) has GIB by the
inductive hypothesis. Take e = x + x˜ with x ∈ w, x˜ ∈ w˜. According to Lemma 2.3,
there is y ∈ w such that [hx, w] + [h, x] = w. Let T, T˜ be the central tori of H and H˜ ,
respectively, and set t = LieT , t˜ = Lie T˜ . Note that T acts trivially on w. In particular,
T ⊂ (Hx)y. The action of T×H˜ on w˜ is a θ-representation corresponding to a vector
(ri, ri+1, . . . , rm−3, 1, 0). Therefore it has GIB by the inductive hypothesis and there is y˜ ∈ w˜
such that [(t⊕h˜)x˜, y˜] + [t⊕h˜, x˜] = w˜. Combining these two equalities we get
[g0, e] + [g0,e, y + y˜] = [g0, e] + [t⊕h˜, x˜] + [g0,e, y + y˜] + [(t⊕h˜)x˜, y˜] =
= w˜+ [h, x] + [g0,e, y] = w˜+ [h, x] + [g0,e + h˜, y].
It remains to understand [g0,e + h, y]. We claim that hx ⊂ g0,e + h. In case hx acts on w˜
trivially, the claim is obvious (hx ⊂ he ⊂ g0,e). If the action is not trivial, thenHx acts on w˜
as GLri and [hx, y] = [˜t, y]. Therefore hx ⊂ (hx⊕t˜)y + t˜ ⊂ (g0,x)y + t˜. The claim is proved.
The inclusion hx ⊂ g0,e + h˜ implies that [g0,e + h˜, y] + [h, x] ⊃ [hx, y] + [h, x] = w. We see
that [g0, e] + [g0,e, y + y˜] = w⊕w˜ = g1 and hence (G0, g1) has GIB by Lemma 2.3 . 
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Combining Proposition 4.16 with Lemma 4.4, we get the following.
Proposition 4.17. Suppose that rˆ = (1, r1, . . . , rm−2, rm−1) has no substrings ri, ri+1, ri+2 with
all elements being larger than 1. Then the corresponding automorphism θ has GIB.
The rank zero case we leave open. Mainly due to the following observations.
Lemma 4.18. Let q and n be natural numbers such that 2q 6 n. Then the representation of gln
on V = (qFn)∗, and hence on V ∗, has GIB.
Proof. Since q is smaller than n, the GLn-orbits on V are classified by the matrix rank. Let
v ∈ V be a matrix of rank p (p 6 q). In case p = q the orbit is of the maximal dimension
and it satisfies GIB. Assume p < q. The quotient space V/gln·v is isomorphic to qF
n−p and
(GLn)v acts on it as GLn−p. We have q < (n − p), because q + p < 2q 6 n. Hence there is
an open (GLn)v-orbit in the quotient V/gln·v. 
Lemma 4.18 leads to the following propagation property.
Proposition 4.19. Suppose that a zero rank automorphism θ of g = gl(V) with rˆ =
(0, r1, r2, . . . , rm−1) has GIB and q > 2rm−1. Then an automorphism of h = gl(V⊕F
q) of or-
derm+ 1 defined by rˆ′ := (0, r1, r2, . . . , rm−1, q) has GIB as well.
Proof. We have h0 = g0 ⊕ glq and h1 = g1 ⊕ V , where V = (F
rm−1)∗⊗Fq. Take x ∈ h1.
It decomposes as x = e + v, where e ∈ g1 and v ∈ V . Clearly (glq)v ⊂ h0,x. Because
q > rm−1, we have also g0,e ⊂ h0,x+glq. Both pairs (G0, g1) and (GLq, V
∗) have GIB. Due to
Lemma 2.3, there are ξ ∈ g1, w ∈ V such that [g0,e, ξ] + [g0, e] = g1 and (glq)v·w+ glq·v = V .
Set y = ξ + w. Then
[h0, x] + [h0,x, y] = [glq, v] + [(glq)v, w] + [g0, x] + [g0,x, y] = V + [g0, e] + [g0,x, ξ] =
= V + [g0, e] + [(g0,x + glq), ξ] ⊃ V + [g0, e] + [g0,e, ξ] = h1.
Thereby (H, h1) has GIB by Lemma 2.3. 
It seems that in the rank zero case the GIB property depends on the entries ri in a rather
bizarre way. However computations in small dimensions indicate that most likely GIB
holds if the order of θ is 4 or 5.
Conjecture 4.20. The GIB property holds for rank zero inner automorphisms of gln of or-
ders 4 and 5.
Remark 4.21. Semisimple automorphisms of infinite order yield exactly the same θ-
representations as finite order automorphisms of rank zero. Therefore the problem of
checking GIB also remains open for infinite order automorphisms.
5. GIB IN THE EXCEPTIONAL TYPES
We have implemented Algorithm 2.7 in GAP4, using the functionality for listing nilpo-
tent orbits of θ-groups present in the SLA package ([6]). For computing the rank of A˜(a),
where the ai are indeterminates of a function field, we have used MAGMA ([1]).
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We have used this implementation to find automorphisms θ of the Lie algebras of ex-
ceptional type for which rank(G0, g1) > 0 and (G0, g1) has GIB.
In Tables 1 to 6 the Kac diagrams of the automorphisms that we found to have GIB are
listed. The explanation of the content of these tables is as follows. Since we restrict our-
selves to automorphisms of positive rank, the labels of the Kac diagrams are 0,1. Hence
we give these labels by colouring the nodes in the Kac diagram: black means that the
label is 1, otherwise the label is 0. Note that we can restrict to automorphisms of order
less then the Coxeter number. Indeed, if the order is equal to that number, then G0 will
be a torus, and hence (G0, g1) has GIB by [13, Proposition 1.3]. For higher orders (G0, g1)
has rank zero. In the tables, the first column has the order of θ, and the second column its
Kac diagram. The third column has the rank of (G0, g1). Moreover, in order to save space,
we put two sets of columns next to each other.
Remark 5.1. Tables 1 and 3 (inner automorphisms of respectively, E6 and E7) contain only
one automorphism of order 2. In [13] it was left open whether or not these cases have
GIB. We conclude that they do.
In all cases where it was necessary to compute the rank of a matrix A˜(a), with ai in-
determinates in a function field, this proved to be a straightforward calculation, except
for two cases, both in E8. In those cases Algorithm 2.7 establishes that GIB does not hold
with high probability. Furthermore, exactly one nilpotent orbit is found that very proba-
bly causes GIB to fail. However, it proved to be a too demanding calculation to compute
the rank of A˜(a), with ai indeterminates in a function field. These two cases are examined
in detail in Examples 5.3, 5.4, where we show that they do not have GIB. We conclude
that the following theorem holds.
Theorem 5.2. Tables 1 to 6 contain the Kac diagrams of all positive rank automorphisms of the
Lie algebras of exceptional type, such that (G0, g1) has GIB.
Example 5.3. Let θ be an automorphism of E8 with the following Kac diagram:
❡ ❡ ❡ ❡ ❡
❡
✉ ❡ ✉
Then (G0, g1) does not have GIB. By the computations made with Algorithm 2.7, there is
a unique orbit that is possibly bad. Here G0 = E6× SL2×T with T ∼= F
×
and g1 = V1⊕V2
with V1 = F
27⊗F2, V2 = F
2. The representation of the group E6 on F
27 is of index 1 and
for generic v ∈ F27 the stabiliser (E6)v is reductive and of type F4, see e.g. [3]. Let v ∈ F
27
be such that (E6)v = F4. As is very well known, F4 is the subgroup of stable points for
the diagram automorphism of E6. Hence its normaliser in E6 coincides with F4 up to a
connected component. Therefore Fv is not contained in the tangent space [E6, v]. This
implies that T × E6 acts on F
27 with an open orbit.
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Let t ∈ T and v1 ∈ V1, v2 ∈ V2. Then t·(v1 + v2) = tv1 + t
−3v2. Two copies of F
2 are
canonically isomorphic as SL2-modules. Using this isomorphism we write a representa-
tive of the bad orbit as e = v⊗w + w, where w ∈ F2 and v ∈ F27 is generic, i.e., such that
(E6)v = F4.
As we already know, there are no elements ξ ∈ E6 such that ξ·v 6= 0 and ξ·v ∈ Fv.
Therefore g0,v⊗w = F4 ⊕ h ⊕ u, where u ⊂ sl2 is the Lie algebra of a unipotent subgroup,
h = F, and h is embedded diagonally into t⊕ sl2 (here t = LieT ). Note that for h ∈ h and
w ∈ V2 being the same as above, we have h·w = −4hw. Hence g0,e = F4 ⊕ u.
The tangent space [g0, e] is equal to
[E6, v]⊗w ⊕ F(v⊗w
′ + w′)⊕ Fv⊗w ⊕ Fw,
where w′ ∈ F2 is a vector non-proportional to w. Hence g1/[g0, e] ∼= F
26⊗w′ ⊕ F, where
the line F is an anti-diagonal in F(v⊗w′)⊕Fw′. For the nilpotent part u ⊂ sl2 of g0,e, holds
u·w′ = w. Therefore it acts on g1/[g0, e] trivially. The representation of F4 on the space
F
26⊗w′ ⊕ F is the sum of the trivial representation and the simplest one, which has index
two. Thereby ind (g0,e, g−1,e) = 3.
There are many ways to see that ind (g0, g1) = 2. One of them is to take a slightly
modified element in g1, namely x = v⊗w + w
′ with w and w′ being linear independent.
Then G0,x-action on g1/[g0, x] is the same as the action of F4 on F
26 (there is no addi-
tional line F here). We have ind (g0,x, g−1,x) = 2 and since the stabiliser G0,x is reductive,
ind (g0,x, g−1,x) = ind (g0, g1), see [13, Proposition 1.1].
Example 5.4. Let θ be an automorphism of E8 corresponding to the following Kac diagram:
✉ ❡ ❡ ❡ ❡
❡
❡ ✉ ❡
Then (G0, g1) does not have GIB. Here the order of θ is 4, G0 = Spin12×SL2×F
×
, and
rank(G0, g1) = 2. A suspicious orbit G0·e ⊂ g1 was found in accordance with Algo-
rithm 2.7. It has dimension 29 and if we include e into an sl2-triple 〈e, h, f〉 with h ∈ g0,
f ∈ g−1, then h ∈ so12 and the characteristic h acts in the defining representation F
12 of
so12 as a semisimple matrix with eigenvalues (2, 2,−2,−2, 0
8). Let t ⊂ so12 be a maximal
torus containing h. We also fix a Borel subalgebra b ⊂ so12 containing t. Replacing h by
a G0-conjugate element, if necessary, we may (and will) assume that ε1(h) = ε2(h) = 2,
ε3(h) = ε4(h) = ε5(h) = ε6(h) = 0 for the standard basis {ε1, . . . , ε6} of t
∗.
We have a G0-invariant decomposition g1 = V ⊕W , where the semisimple part of G0
acts on V = F32 via a half-spin representation of Spin12, and onW = F
12⊗F2 via the tensor
product of the defining representations. The semisimple element h is invariant under the
diagram automorphism of D6. Therefore the picture would not change if we replace one
half-spin representation by another (this would be just a different choice of the simple
roots for so12). It is more convenient to assume that the highest weight λ of V is equal to
(ε1 + ε2 + . . . + ε6)/2. The other weights of V are (
6∑
i=1
±εi)/2 with even number of minus
signs and each weight space is one-dimensional. Let vλ ∈ V be a highest weight vector.
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In order to identify e in terms of V and W , we need to understand the subspace g1(2),
where 2 stands for the eigenvalue of ad (h). Under the action of G0,h = Spin8×GL2×GL2
the subspaces V andW decompose as V = V1 ⊕ V2 ⊕ V3 andW = W1 ⊕W2 ⊕W3, where
V1 ∼= V3 ∼= F
8
+ with F
8
+ having the highest weight (ε3 + ε4 + ε5 + ε6)/2;
V2 ∼= F
2 ⊗ F8
−
with F8
−
having the highest weight (ε3 + ε4 + ε5 − ε6)/2;
W1 ∼= W3 ∼= F
2⊗F2, W2 ∼= F
8⊗F2 with F8 having the highest weight ε3.
We assume that vλ is a highest weight vector in V1 (not in V3). Note that (
6∑
i=1
±εi)(h) = 4 if
and only if ε1 and ε2 are taken with the sign +. Therefore g1(2) = V1 ⊕W1 and the group
G0,h indeed acts on it with an open orbit. (This proves the existence of a nilpotent element
e ∈ g1 with the characteristic h.) As a representative of the open G0,h-orbit we choose
v + w, where v ∈ V1 is the sum of vλ and a lowest weight vector vµ ∈ V1 (with respect to
Spin8), i.e., µ = (ε1+ ε2−ε3−ε4+ ε5+ ε6)/2 as a weight of Spin12; and w ∈ W1(
∼= M2,2(F
2))
is the identity matrix.
Let L ∼= GL2 be a normal subgroup of G0. By a direct computation we get G0,w =
GL2×Spin8⋉N , whereN is the unipotent radical of a parabolic subgroup P ⊂ Spin12 with
the Levi part of type A1 × D4 and b ⊂ LieP ; and the GL2-factor is embedded diagonally
into P × L. We claim that N ·v = v or, what is the same, that [n, v] = 0 for n = LieN .
Because vλ is the highest weight vector, and n is contained in the nilpotent radical of b,
we have [n, vλ] = 0. The Lie algebra n consists of weight-spaces with weights ε1 + ε2 and
ε1 ± εj , ε2 ± εj with 3 6 j 6 6. Clearly each weight of [n, vµ] has a coefficient 3/2 in front
of ε1 or ε2. Hence [n, vµ] = 0 and [n, v] = 0. The stabiliser of v in the reductive part of G0,w,
i.e., in GL2 × Spin8, is equal to SL2 × Spin7. Therefore G0,e = SL2 × Spin7 ⋉N .
Our final goal is to understand the quotient space g1/[g0, e]. Let N− be the unipotent
radical of an opposite to P parabolic. Set n− := LieN−, l := LieL. Then g0 = g0,w ⊕ n− ⊕ l
and
[g0, e] = [g0,w, v]⊕ [n−, e]⊕ [l, w] = V1 ⊕ [n−, e]⊕W1.
Note that [n−, e] = F
16 ⊕ F, where F16 is embedded diagonally into V2 ⊕ W2, and F is
embedded diagonally into V
Spin7
3 ⊕W
SL2
3 . Therefore g1/[g0, e] = (F ⊕ F
3 ⊕ F7) ⊕ F8⊗F2
as an (SL2×Spin7)-module. Here SL2 acts on F
3 via the adjoint representation. More-
over, in the quotient n·(F⊕F3⊕F7) ⊂ F8⊗F2 and n·(F8⊗F2) = 0. This implies that
ind (g0,e, (g1/[g0, e])
∗) > ind (so7⊕sl2,F⊕F
3⊕F7) = 3. Since ind (g0, g1) = 2, we conclude
that this pair (G0, g1) does not have GIB.
Table 1: Inner automorphisms of E6 such that (G0, g1)
has GIB.
|θ| Kac diagram rk |θ| Kac diagram rk
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GIB automorphisms of E6.
2 ✉ ❡ ❡ ❡ ❡
❡
✉
2 3 ❡ ❡ ❡ ❡ ❡
✉
✉
1
3 ✉ ❡ ❡ ❡ ✉
❡
✉
2 4 ✉ ❡ ❡ ❡ ❡
✉
✉
1
4 ❡ ✉ ❡ ❡ ❡
✉
❡
1 5 ✉ ❡ ❡ ✉ ❡
✉
❡
1
5 ✉ ❡ ❡ ✉ ✉
❡
✉
1 6 ✉ ✉ ✉ ❡ ❡
❡
❡
1
6 ❡ ✉ ❡ ✉ ❡
✉
❡
1 8 ✉ ✉ ❡ ✉ ❡
✉
✉
1
8 ✉ ❡ ✉ ✉ ✉
❡
✉
1
Table 2: Outer automorphisms of E6 such that (G0, g1)
has GIB.
|θ| Kac diagram rk |θ| Kac diagram rk
2 ✉ ❡ ❡ ❡ ❡< 2 4 ❡ ✉ ❡ ❡ ❡< 1
6 ❡ ❡ ❡ ✉ ✉< 1 6 ❡ ✉ ❡ ❡ ✉< 2
6 ✉ ✉ ❡ ❡ ❡< 1 6 ❡ ❡ ✉ ❡ ❡< 1
8 ✉ ❡ ❡ ✉ ✉< 1 10 ❡ ✉ ❡ ✉ ✉< 1
10 ✉ ❡ ✉ ❡ ✉< 1 12 ✉ ✉ ❡ ✉ ✉< 1
Table 3: Inner automorphisms of E7 such that (G0, g1)
has GIB.
|θ| Kac diagram rk |θ| Kac diagram rk
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GIB automorphisms of E7.
2 ✉ ❡ ❡ ❡ ❡
❡
❡ ✉ 3 3 ✉ ✉ ❡ ❡ ❡
❡
❡ ❡ 1
4 ❡ ✉ ❡ ❡ ❡
✉
❡ ❡ 1 4 ✉ ❡ ❡ ❡ ❡
❡
✉ ✉ 1
5 ✉ ❡ ❡ ❡ ❡
✉
✉ ❡ 1 5 ✉ ✉ ❡ ❡ ❡
❡
✉ ❡ 1
6 ✉ ✉ ✉ ❡ ❡
❡
❡ ❡ 1 6 ❡ ❡ ❡ ✉ ❡
✉
❡ ❡ 1
6 ❡ ✉ ❡ ✉ ❡
❡
❡ ❡ 1 6 ❡ ❡ ✉ ❡ ✉
❡
❡ ❡ 1
6 ✉ ✉ ❡ ❡ ❡
❡
✉ ✉ 1 8 ✉ ❡ ✉ ❡ ✉
❡
❡ ✉ 1
8 ✉ ✉ ❡ ❡ ✉
✉
❡ ❡ 1 8 ✉ ✉ ✉ ❡ ❡
❡
✉ ❡ 1
8 ✉ ❡ ❡ ✉ ❡
✉
❡ ✉ 1 8 ✉ ✉ ❡ ❡ ❡
✉
✉ ✉ 1
10 ❡ ✉ ❡ ✉ ❡
✉
✉ ❡ 1 12 ✉ ✉ ✉ ✉ ❡
❡
✉ ❡ 1
12 ✉ ✉ ❡ ✉ ❡
✉
✉ ✉ 1
Table 4: Automorphisms of E8 such that (G0, g1) has
GIB.
|θ| Kac diagram rk |θ| Kac diagram rk
3 ❡ ❡ ❡ ❡ ❡
❡
❡ ✉ ✉ 1 5 ✉ ❡ ❡ ❡ ❡
❡
❡ ✉ ✉ 1
6 ✉ ✉ ❡ ❡ ❡
❡
❡ ❡ ❡ 1 6 ❡ ❡ ✉ ❡ ❡
❡
❡ ❡ ❡ 1
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GIB automorphisms of E8.
6 ❡ ❡ ❡ ❡ ✉
❡
❡ ✉ ❡ 1 6 ❡ ❡ ❡ ❡ ❡
❡
✉ ✉ ✉ 1
8 ❡ ❡ ❡ ❡ ✉
✉
❡ ❡ ✉ 1 8 ✉ ✉ ❡ ❡ ❡
❡
❡ ✉ ❡ 1
8 ✉ ❡ ❡ ❡ ❡
❡
✉ ✉ ✉ 1 8 ✉ ❡ ❡ ❡ ❡
✉
❡ ✉ ✉ 1
10 ✉ ✉ ❡ ❡ ✉
❡
❡ ❡ ❡ 1 12 ❡ ❡ ✉ ❡ ❡
✉
✉ ❡ ❡ 1
12 ✉ ✉ ❡ ❡ ✉
❡
❡ ✉ ❡ 1 12 ❡ ✉ ❡ ✉ ❡
❡
❡ ✉ ✉ 1
12 ❡ ❡ ✉ ❡ ✉
❡
❡ ✉ ❡ 1 12 ✉ ❡ ❡ ❡ ✉
❡
✉ ✉ ✉ 1
18 ✉ ✉ ✉ ❡ ✉
❡
❡ ✉ ❡ 1
Table 5: Automorphisms of F4 such that (G0, g1) has
GIB.
|θ| Kac diagram rk |θ| Kac diagram rk
2 ❡ ❡ ❡ ❡ ✉> 1 3 ✉ ❡ ❡ ❡ ✉> 1
3 ✉ ✉ ❡ ❡ ❡> 1 6 ❡ ✉ ❡ ✉ ❡> 1
6 ✉ ✉ ✉ ❡ ❡> 1 8 ✉ ✉ ✉ ❡ ✉> 1
Table 6: Automorphisms of G2 such that (G0, g1) has
GIB.
|θ| Kac diagram rk
3 ✉ ✉ ❡> 1
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