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ABSTRAK 
Bahasa Rusia adalah salah satu bahasa yang memiliki penutur terbanyak menempati peringkat 
keenam dunia. Huruf Cyrillic merupakan salah satu aksara tersulit yang ada di dunia, dibutuhkan 
waktu untuk terbiasa dengan pola penulisan huruf tersebut. Meskipun beberapa huruf Cyrillic 
memiliki kemiripan dengan alfabet pada Bahasa Indonesia, huruf Cyrillic tetap memiliki keunikan 
tersendiri. Berdasarkan permasalahan dan hasil penelitian sebelumnya, maka pengenalan huruf 
Cyrillic pada penelitian ini menggunakan metode Principal Component Analysis (PCA) dalam 
proses ekstraksi ciri dan metode Learning Vector Quantization 3 (LVQ3) dalam proses klasifikasi. 
Metode tersebut diharapkan bisa mendapatkan akurasi yang tinggi dalam mengenali pola huruf 
Cyrillic. Citra yang digunakan sebanyak 10 bentuk  untuk 1 huruf dan dilakukan 5 kali pengujian, 
yaitu pengujian nilai N, pembagian data latih dan data uji, Nilai Learning Rate, nilai Window, dan 
nilai Epsilon. Berdasarkan hasil pengujian diperoleh akurasi tertinggi 94,9% pada nilai Project 
Image yang telah direduksi N = 20, α = 0,1, ὠ = 0,3, M = 0,3 dan pembagian data 70% data latih 
dan 30% data uji. 
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Russian is one of the languages that have the most speakers, which is ranked 6th in the world. 
Cyrillic letters are one of the most difficult letters to mastered in the world. It takes time to get used 
to the Cyrillic lettering pattern. Although some Cyrillic letters have similarities with the Indonesian 
Alphabet letters, Cyrillic letters still have their own uniqueness. Based on the problems and 
researches before, the introduction of Cyrillic letters uses the Principal Component Analysis (PCA) 
method in the feature extraction process and the Learning Vector Quantization 3 (LVQ3) method in 
the classification process. These methods expected to get highest accuracy in recognizing patterns 
of Cyrillic’s letters. The image used is 10 forms for 1 letter and tested 5 times, including testing the 
N value, sharing training data and test data, Learning Rate Value, Window Value, and Epsilon 
Value. Based on the test results, the highest accuracy is 94.9% at the Project Image value which has 
been reduced N = 20, α = 0.1, ὠ = 0.3, M = 0.3 and the data sharing is 70% Training Data and 
30% Test Data. 
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BAB I  
PENDAHULUAN 
1.1. Latar Belakang 
Bahasa Rusia merupakan salah satu bahasa yang memiliki penutur 
terbanyak yang menempati peringkat ke-6. Hal ini menunjukkan bahwa tingginya 
minat penduduk dunia untuk menggunakan dan mempelajari bahasa tersebut (Azid 
et al., 2017). Huruf Rusia (huruf Cyrillic) merupakan salah satu dari beberapa 
bahasa tersulit yang dipelajari di dunia. Dibutuhkan waktu untuk terbiasa dengan 
pola penulisan setiap huruf-huruf Cyrillic tersebut. Meskipun penulisan beberapa 
karakter huruf Rusia memiliki kemiripan dengan alfabet yang digunakan dalam 
Bahasa Indonesia, karakter huruf Rusia tetap memiliki keunikannya tersendiri 
(Luhing & Suryaningrum, 2018).  
Menurut riset yang dilakukan (Lyons, 2017), menjelaskan bahwa bahasa 
Rusia termasuk urutan nomor 4 bahasa tersulit untuk dipelajari di dunia, baik dalam 
penulisan maupun pelafalan. Dalam huruf Rusia ada beberapa pelafalan huruf yang 
berbeda. Seperti huruf ‘В’ dibaca ‘V’, huruf ‘X’ dibaca ‘H’, huruf ‘Y’ dibaca ‘U’, 
dan sebagainya.  
Penelitian terkait yang mengangkat huruf Rusia sebelumnya sudah pernah 
dilakukan. Salah satunya yaitu tentang pengenalan karakter huruf Rusia dengan 
algoritma perceptron oleh Michelle Luhing dan Kristien Suryaningrum dengan 
hasil akurasi senilai 84,84% (Luhing & Suryaningrum, 2018). Penelitian lainnya 
tentang penerjemahan huruf Cyrillic Rusia ke huruf latin menggunakan algoritma 
Support Vector Machine oleh Dian Faruqi Azid, dkk dengan hasil akurasi senilai 
93,8% (Azid et al., 2017). 
Melihat hasil dari penelitian sebelumnya tentang huruf Rusia, maka pada 
penelitian ini akan diterapan metode yang berbeda dari metode yang pernah 
digunakan sebelumnya. Diharapkan metode tersebut mampu mengenali huruf 






digunakan dalam penelitian ini yaitu dengan Jaringan Saraf Tiruan dan Pengolahan 
Citra Digital. 
Untuk mengenali perbedaan dari tiap alfabet Rusia dapat menggunakan 
ilmu Jaringan Syaraf Tiruan (JST). Jaringan Syaraf Tiruan adalah paradigma 
pengolahan informasi yang terinspirasi oleh system saraf secara biologis, seperti 
proses informasi pada otak manusia (Mafrur et al., 2015). Salah satu metodenya 
yang digunakan yaitu Learning Vector Quantization (LVQ). LVQ merupakan 
metode pada Jaringan Syaraf Tiruan dalam mengklasifikasi pola yang tiap output 
memiliki sebuah kelas. LVQ tersebut memiliki beberapa variasi, seperti LVQ 1, 
LVQ 2, LVQ 2.1 dan LVQ 3. LVQ 3 memiliki kelebihan selain mencari jarak 
terdekat, selama pembelajaran unit output diposisikan dengan mengatur dan 
memperbaharui bobot melalui pembelajaran yang terawasi untuk memperkirakan 
keputusan klasifikasi. Sedangkan untuk LVQ3 dua vector (pemenang dan runner-
up) diperbaharui jika beberapa kondisi dipenuhi (Budianita et al., 2019). 
Pengolahan citra digital merupakan proses pengolahan atau perbaikan yang 
dilakukan terhadap citra digital dengan menggunakan teknik-teknik tertentu 
(Mafrur et al., 2015). Salah satu metode yang digunakan pada pengolahan citra 
digital yaitu Principal Component Analysis (PCA). PCA adalah sebuah teknik 
statistika yang berguna pada bidang pengenalan, klasifikasi dan kompresi data citra 
(Vyanza et al., 2017). 
Salah satu penelitian tentang metode Linear Vector Quantization (LVQ) 
dilakukan oleh Rischan Mafrur dkk. Pada penelitian tersebut, mereka meneliti 
tentang pengenalan huruf Jawa. Penelitian tersebut hanya mengenali huruf jawa 
‘Ra’ dan ‘Ga’ saja. Hasil yang diperoleh dari penelitian tersebut yaitu tingkat 
akurasi sebesar 56,61%. Penelitian lainnya tentang LVQ 3 juga dilakukan oleh 
Elvia Budianita dkk tentang penerapan algoritma Canny dan LVQ 3 untuk 
klasifikasi jenis tanaman mangga. Hasil dari penelitian tersebut yaitu tingkat 






Penelitian tentang metode Linear Vector Quantization (LVQ) juga 
dilakukan oleh Rizki Rahmat Riansyah, dkk. Pada penelitian ini, mereka meneliti 
tentang pengenalan aksara sunda. Mereka juga menggunakan metode Modified 
Direction Feature pada penelitian ini. Tingkat akurasi yang diperoleh pada 
penelitian ini yaitu 78,67%. Penelitian lainnya juga digunakan oleh Elvia Budianita, 
dkk tentang penerapan LVQ 3 untuk menentukan penyakit gangguan jiwa. Hasil 
dari penelitian ini yaitu tingkat akurasi sebesar 95% dengan nilai window terbaik 
0,2 dan 0,4. 
Salah satu penelitian tentang Principal Component Analysis (PCA) 
dilakukan oleh Valerian Ezra Vyanza, dkk tentang perancangan pintu pintar untuk 
mengenali wajah nyata menggunakan metode Principal Component Analysis dan 
Template Matching Correlation. Hasil yang diperoleh dari penelitian tersebut yaitu 
tingkat akurasi sebesar 80%. Penelitian lainnya dilakukan oleh Rohmat Indra 
Borman, dkk tentang implementasi penerjemah bahasa isyarat pada Bahasa Isyarat 
Indonesia (BISINDO) dengan metode Principal Component Analysis (PCA). Hasil 
yang diperoleh dari penelitian ini yaitu akurasi sebesar 92.08%. Penelitian lainnya 
dilakukan oleh Fahmi Rahmat Azis tentang penerapan Principal Component 
Analysis (PCA) dan Learning Vector Quantization (LVQ) untuk pengenalan pola 
huruf hiragana Jepang. Hasil yang diperoleh dari penelitian tersebut yaitu tingkat 
akurasi sebesar 100%. 
Berdasarkan permasalahan dan hasil penelitian sebelumnya, maka dalam 
penelitian ini akan digunakan metode Principal Component Analysis dan Learning 
Vector Quantization dalam pengenalan pola huruf Rusia (huruf Cyrillic). Metode 
tersebut diharapkan bisa mendapat tingkat akurasi tinggi dalam mengenali pola 
huruf Rusia lebih baik dari sebelumnya. 
1.2. Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan, rumusan masalah pada 
tugas akhir ini adalah bagaimana penerapan Principal Component Analysis (PCA) 






1.3. Batasan Masalah 
Adapun batasan masalah dari penelitian ini yaitu: 
1. Jumlah data yang digunakan yaitu 330 huruf, dimana 1 huruf terdiri 
dari 10 data. 
2. Output kelas yang digunakan sebanyak 33 kelas. 
3. Data yang digunakan berformat .PNG. 
1.4. Tujuan Penelitian  
Tujuan dari penelitian ini adalah untuk menerapkan metode Principal 
Component Analysis dan Learning Vector Quantization 3 dalam pengenalan pola 
huruf Cyrillic dan menghitung tingkat akurasi dari sistem tersebut. 
1.5. Sistematika Penulisan 
Berikut adalah sistematika penulisan laporan tugas akhir yang terdiri dari 
beberapa subbab antara lain: 
BAB I PENDAHULUAN 
Pada bab ini berisi latar belakang, batasan masalah, rumusan masalah, 
tujuan dan sistematika penulisan. 
BAB II LANDASAN TEORI 
Pada bab ini berisi tentang teori singkat tentang hal-hal yang berhubungan 
dengan judul, model pengembangan aplikasi serta teori-teori yang 
mendukung pembuatan aplikasi. 
BAB III METODOLOGI PENELITIAN 
Pada bab ini berisi tentang rangkaian tahapan dalam pembuatan aplikasi, 
mulai dari pengumpulan data, analisa dan perancangan, implementasi 
hingga kesimpulan dan saran. 






Pada bab ini berisi tentang analisa dari aplikasi yang akan dibangun dan 
metode Principal Component Analysis dan Learning Vector Quantization 3 
yang digunakan dalam tugas akhir ini. 
BAB V IMPLEMENTASI DAN PENGUJIAN SISTEM 
Pada bab ini berisi tentang hasil implementasi dari perancangan yang telah 
dibuat sebelumnya, terdiri dari implementasi basis data, metode yang 
digunakan dan form interface aplikasi. 
BAB VI PENUTUP 






BAB II  
LANDASAN TEORI 
2.1 Huruf Cyrillic Rusia 
Huruf Cyrillic Rusia merupakan huruf yang tercipta sekitar tahun 863 M 
oleh seorang biksu dari Makedonia, yang berbicara bahasa Slavonic selatan yang 
sangat dekat dengan Rusia dan juga mengetahui bahasa Yunani; penemu tersebut 
kemudian diangkat menjadi seorang Saint Cyril. Huruf Slavonic juga tercipta 
berdasarkan dari huruf Yunani. Jadi, beberapa huruf terlihat dan terdengar sama 
(Brown, 1996). 
Menggunakan  alfabet  Cyrillic  untuk  menulis  bahasa  Rusia adalah cara  
yang lebih  mudah dari  pada menerjemahkannya ke dalam penulisan dengan alfabet 
latin, karena dua atau lebih huruf latin dalam bahasa Inggris dibutuhkan untuk 
menulis satu huruf dalam bahasa Rusia (West, 2017). 
 Berikut merupakan tabel daftar huruf cyrillic: 
Tabel 2. 1 Alfabet Cyrillic  
No Huruf Transliterasi (dalam bahasa Inggris) 
1 A A dalam father 
2 Б B dalam box 
3 В V dalam visit 
4 Г G dalam goat 
5 Д D dalam daughter 
6 Е Ye dalam yet 
7 Ё Yo dalam yonder 
8 Ж S dalam pleasure 
9 З Z dalam zoo 
10 И Ee dalam feet 





12 К K dalam kit 
13 Л L dalam bottle 
14 М M dalam motor 
15 Н N dalam novel 
16 О Aw/law dalam bore 
17 П P dalam peach 
18 Р R dalam rat 
19 С S dalam sip 
20 Т T dalam tired 
21 У Oo dalam shoot 
22 Ф F dalam father 
23 Х Ch dalam loch 
24 Ц Ts dalam quits 
25 Ч Ch dalam chick 
26 Ш Sh dalam shift 
27 Щ Shch dalam posh china 
28 Ъ (hard sign) “(silent) 
29 Ы I dalam ill 
30 Ь (soft sign) ‘(silent) 
31 Э E dalam let 
32 Ю Yu dalam yule 
33 Я Ya dalam yak 
2.2 Pengolahan Citra 
Pengolahan Citra (image processing) adalah suatu pemrosesan citra 
(gambar) menggunakan program komputer sehingga sebuah citra dengan kualitas 
yang lebih baik sehingga citra yang mengalami gangguan mudah diinterpretasi 
(baik oleh manusia maupun mesin). Teknik-teknik pengolahan citra 
mentransformasikan citra menjadi citra lain. Dengan kata lain, proses ini 
menggunakan masukan berupa sebuah citra dan mengeluarkan sebuah citra tetapi 





kompresi citra (image compression) (Munir, 2004). Terdapat tiga jenis citra yang 
biasa digunakan dalam pemrosesan suatu citra yaitu citra berwarna (RGB), citra 
berskala keabuan (Grayscale), dan citra biner. 
2.2.1 Citra Berwarna (RGB) 
Citra Berwarna sering juga disebut dengan citra RGB (Red, Green, Blue). 
Dalam setiap komponen warna mewakili nilai yang memiliki range antara 0-255 
sehingga keseluruhan nilai adalah 16.581.375 warna (Kusumanto, 2011). 
2.2.2 Citra Berskala Keabuan (Grayscale) 
Citra berskala keabuan (grayscale) merupakan jenis citra yang 
direpresentasikan dengan nilai gradasi dari warna hitam ke warna putih. Gradasi 
warna dalam citra grayscale menghasilkan efek warna abu-abu. Warna keabuan 
tersebut dinyatakan dengan nilai intensitasnya yang memiliki rentangan antara 0 
sampai dengan 255. Nilai 0 menyatakan hitam pekat dan nilai 255 menyatakan 
putih terang (Sujito & Yunus, 2016). Persamaan yang digunakan untuk 
mendapatkan nilai grayscale adalah sebagai berikut: 
  ( ,  )  =  (      0,2126)  +  (        0,7152)  +
 (       0,0722)……….(2. 1) 
2.2.3 Citra Biner 
Citra Biner merupakan citra yang memiliki 2 warna yakni hitam dan putih 
yang dinyatakan dalam bentuk angka, 0 mewakili hitam dan 1 mewakili putih. Citra 
Biner ini banyak digunakan dalam pemrosesan citra text (cetak atau tulis tangan), 
sidik jari dan gambar arsitektur (Kusumanto, 2011). 
2.3 Pengenalan Pola 
Pola adalah entitas yang terdefinisi dan dapat diidentifikasi melalui ciri-
cirinya (features). Ciri-ciri tersebut digunakan untuk membedakan suatu pola 
dengan pola lainnya. Ciri yang bagus adalah ciri yang memiliki daya pembeda yang 
tinggi, sehingga pengelompokan pola berdasarkan ciri yang dimiliki dapat 
dilakukan dengan keakuratan yang tinggi. Sebagai contoh dapat dilihat pada table 





Tabel 2. 2 Pola dan Ciri 
Pola Ciri 
Huruf Tinggi, tebal, titik, sudut, lengkungan, garis, dll. 
Suara Amplitudo, frekuensi, nada, intonasi, warna, dll 
Tanda Tangan Panjang, kerumitan, tekanan, dll 
Sidik Jari Lengkungan, jumlah garis, dll 
 
2.4 Principal Component Analysis (PCA) 
Principal Component Analysis (PCA) atau analisis komponen utama 
merupakan salah satu analisis multivariat yang digunakan untuk mereduksi dimensi 
yang lebih kecil dan tidak saling berkorelasi. Namun walaupun dimensi data 
menjadi lebih kecil, kita tidak akan kehilangan banyak informasi karena variasi data 
tetap dipertahankan minimal 80% (Johnson & Wichern, 2008). 
PCA dilakukan untuk memperoleh komponen-komponen utama yang dapat 
menjelaskan sebagian besar variasi data. Komponen pertama memiliki persentase 
terbesar daripada komponen-komponen lainnya dan akan menjelaskan variasi 
terbesar data, komponen utama kedua memiliki persentase terbesar kedua dari 
variasi data dan seterusnya (Fathonah, 2011). 
Berikut merupakan langkah-langkah algoritma PCA dalam mengekstraksi 
data latih: 
1. Tahap awal dalam algoritma PCA ini adalah dengan membuat matriks data 
set yang berisikan seluruh data latih. Seluruh data akan diubah kedalam 
bentuk matriks yang panjangnya tergantung pada banyak data latih tersebut. 






















 11    12    13  …      
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S = matriks baru yang berisi nilai seluruh data latih 
r1 = data ke-i 







Гi: nilai pada setiap piksel 
M: jumlah data 
3. Selanjutnya menghitung matriks normalisasi (Ф) dengan persamaan 
berikut: 
Ф =  Г  –   ………………………………………………………….(2. 4) 
4. Selanjutnya adalah proses mencari nilai matriks kovarian citra dengan 
persamaan berikut: 
  =  Ф × Ф ………………………………………………………..(2. 5) 
Keterangan: 
C: matriks kovarian 
ФT: matriks transpos dari matriks selisih 
Ф: matriks selisih 
5. Mencari nilai eigen dan vector eigen dengan menggunakan persamaan 
berikut:  
   =    ……………………………………………………………..(2. 6) 
6. Langkah selanjutnya adalah mengurutkan nilai eigen value dengan eigen 
vector dari yang terbesar ke terkecil berdasarkan nilai eigen. Selanjutnya 
menghitung nilai matriks eigenfaces dengan persamaan: 
      =      ×
  ………………………………………………………….(2. 7) 
Keterangan: 





υ: eigen vector 
7. Langkah akhir dalam ekstraksi data latih adalah menghitung Project Image 
dari citra dengan persamaan berikut: 
             =  Ф ×      
 …………………………………………(2. 8) 
Keterangan: 
EigfT: matriks transpose dari nilai eigen face 
Setelah penghitungan algoritma PCA selesai dan nilai Project Image telah 
diperoleh, maka langkah selanjutnya adalah mereduksi matriks Project Image 
dengan variabel k yang dapat disesuaikan dengan kebutuhan. Maksud dari 
mereduksi matriks yaitu hanya membuang sebagian kolom dari sisi kanan matriks 
dan mengambil beberapa kolom dari matriks kiri tanpa mempengaruhi baris pada 
matriks tersebut. 
Setelah proses ekstraksi ciri data latih selesai, selanjutnya akan dilakukan 
proses ekstraksi ciri data uji dengan menggunakan persamaan berikut: 
1. Menghitung matriks normalisasi dari citra data uji. 
Tahap ini membutuhkan nilai mean dari citra data latih dan nilai biner dari 
citra data uji yang akan digunakan untuk mencari matriks normalisasi. 
Berikut merupakan persamaan dari perhitungan ini: 
Ф    =  Г  –   ………………………………………………………...(2. 9) 
Гi merupakan nilai tiap piksel yang diambil dari citra data uji. Sedangkan 
mean (Ψ) yang digunakan yaitu dari proses ekstraksi ciri dari ciri data latih. 
2. Menghitung nilai Project Image dari citra data uji 
Dalam tahap menghitung nilai Project Image digunakan persamaan berikut: 
             =  Ф ×      
 …………………………………………….(2. 
10) 
Langkah ini didapat dengan mengalihkan nilai eigenface yang didapat dari 






Setelah melalui tahap ekstraksi dilakukanlah normalisasi dengan tujuan 
nilai masukan dan target berada dalam rentang 0 – 1. Normalisasi dapat dihitung 







x*: hasil normalisasi data latih 
x: nilai data latih yang akan dinormalisasi 
min(x): nilai minimal data latih yang akan dinormalisasi 
max(x): nilai maksimal data latih yang akan dinormalisasi 
2.6 Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan adalah paradigma pengolahan informasi yang 
terinspirasi oleh system saraf secara biologis, seperti proses informasi pada otak 
manusia (Mafrur et al., 2015). Proses pembelajaran Jaringan Syaraf Tiruan terbagi 
menjadi 2 (Kusumadewi, 2003), yakni proses pembelajaran terawasi dan tidak 
terawasi. 
1. Proses pembelajaran terawasi (supervisi) 
Metode pembelajaran terawasi pada Jaringan Syaraf Tiruan merupakan 
metode yang digunakan jika output yang akan hasilkan oleh proses pembelajaran 
sudah diketahui sebelumnya. Pada proses ini akan dilakukan perbandingan antara 
hasil dari proses dan hasil target sehinga apabila terjadi perbedaan, maka akan 
dilakukan pengecekan error dan apabila nilai error cukup besar maka akan 
dilakukan pembelajaran lagi 
2. Proses pembelajaran tidak terawasi (tidak supervisi) 
Metode pembelajaran tidak terawasi pada Jaringan Syaraf Tiruan merupakan 
metode pembelajaran yang tidak memerlukan target hasil/output. Metode ini tidak 





Pengelompokan (klasifikasi) unit-unit tertentu yang hampir sama dalam area 
tertentu merupakan tujuan dari metode ini. 
2.6.1. Learning Vector Quantization 3 (LVQ 3) 
Learning Vector Quantization 3 (LVQ 3) adalah pengembangan algoritma 
dari metode LVQ atau disebut juga dengan LVQ 1. Learning Vector Quantization 
(LVQ) adalah suatu metode untuk melakukan pembelajaran pada lapisan kompetitif 
yang terawasi. Suatu lapisan kompetitif akan secara otomatis belajar untuk 
mengklasifikasikan vektor-vektor input. Kelas-kelas yang didapatkan sebagai hasil 
dari lapisan kompetitif ini hanya bergantung pada jarak antara vektor-vektor input. 
Jika 2 vektor input mendekati sama, maka lapisan kompetitif akan meletakkan 
kedua vector input tersebut ke dalam kelas yang sama (Ramadona et al., 2004). 
Kelas-kelas yang didapatkan sebagai hasil dari lapisan kompetitif ini hanya 
tergantung pada jarak antara vektor-vektor input. Jika 2 vektor input mendekati 
sama. Maka lapisan kompetitif akan meletakkan kedua vector input tersebut 
kedalam kelas yang sama (Sutojo et al., 2010). Berikut merupakan parameter dari 
algoritma pelatihan LVQ 3 (Budianita et al., 2018): 
1. Inisialisasi bobot w dan x 
2. Tentukan nilai learning rate (α). Nilai α adalah 0 < α < 1 
3. Nilai pengurangan learning rate (α) sebesar 0.1* α 
4. Tentukan nilai minimum learning rate (min α) 
5. Tentukan nilai window (ω). Persamaan dari nilai window tersebut sebagai 
berikut: 
Min (dc1/dc2, dc2/dc1) > (1- ω) (1+ ω)…………………………………..(2. 
12) 
6. Jika memenuhi kondisi window (ω), maka digunakan persamaan: 
Yc1 (t+1) = Yc1 (t) α(t) [x(t) – Yc1 (t)]………………………………....(2. 
13) 
Yc2 (t+2) = Yc2 (t) α(t) [x(t) – Yc2 (t)]…………………………………(2. 
14) 





Yc1 (t+1) = Yc1 (t) β(t) [x(t) – Yc1 (t)]…………………………………(2. 
15) 
Yc2 (t+2) = Yc2 (t) β(t) [x(t) – Yc2 (t)]…………………………………(2. 
16) 
8. Kurangi nilai Alfa (α) dan tambah 1 nilai epoch menggunakan persamaan: 
α = α – (0,1 x α )………………………………………………………...(2. 
17) 
Epoch = epoch + 1……………………………………………………….(2. 
18) 
9. Setelah dilakukan pelatihan, maka akan diperoleh bobot akhir yang akan 
digunakan untuk melakukan pengujian dengan langkah-langkah sebagai 
berikut: 
a. Inisialisasi bobot akhir (W) dari hasil pelatihan dan data uji (X) 
b. Menghitung jarak Euclidean antara bobot W dan X 
c. Menentukan jarak terkecil (J) 
d. J merupakan kelas untuk X 
2.7 Confusion Matrix 
Confusion matrix merupakan alat untuk menganalisis seberapa baik 
pengklasifikasi tersebut dapat mengenali record dalam kelas-kelas yang berbeda. 
Evaluasi dengan confusion matrix menghasilkan nilai accuracy. Accuracy  dalam 
klasifikasi  adalah  persentase  ketepatan  record  data  yang  diklasifikasikan  secara 
benar  setelah  dilakukan  pengujian  pada  hasil  klasifikasi  (Hana, 2013).  Berikut 
adalah tabel dari confusion matrix: 
Tabel 2. 3 Confusion Matrix 
Klasifikasi  Prediksi kelas 
Kelas Sebenarnya Kelas True False 
True True Positive False Negative 
False False Positive True Negative 
 







                 
 * 100%...........................................................(2. 
19) 
Keterangan: 
TP = Jumlah true positive 
TN = Jumlah true negative 
FP = Jumlah false positive 
FN = Jumlah false negative 
2.8 Penelitian Terkait 
Beberapa penelitian sebelumnya yang dijadikan rujukan dapat dilihat pada 
Tabel berikut ini: 
No Penulis Tahun Judul Hasil 
1 Elvia Budianita, 
Dewi Muliani, Febi 
Yanto 
(Budianita et al., 
2019) 
2019 Penerapan Algoritma 
Canny Dan LVQ 3 
Untuk Klasifikasi Jenis 
Tanaman Mangga 
Pengujian tertinggi 
pada citra data uji 
baru mencapai 
akurasi 57 % dan 





tampak depan dan 
jumlah data latih 
88 citra serta 








pada metode LVQ 
3 adalah 0.5. 




(Hayuningtyas et al., 
2019) 
2019 Deteksi Kualitas 















data citra latih 30 
dan data citra uji 
12 dari susu 
pasteurisasi 
3 Fahmi Rahmat Azis 
(Azis, 2019) 
2019 Penerapan Principal 
Component Analysis 
(PCA) dan Learning 
Vector Quantization 3 
(LVQ 3) Untuk 







reduksi matriks n= 
70 dan 90, α= 
0.1,0.3,0.5, ω= 














4 Dinar Arisandra, 
Galih Hermawan 
(Arisandra et al., 
2019) 
2019 Fingerspelling Sistem 
Isyarat Bahasa Indonesia 
Menggunakan Learning 
Vector Quantization 3 









2018 Pengenalan Karakter 













terhadap data uji 
sebesar 84,84%. 
6 Elvia Budianita, 
Nurul Azimah, 
Fadhilah Syafria, Iis 
Afrianty 
(Budianita et al., 
2018) 
2018 Penerapan Learning 
Vector Quantization 3 








learning rate 0.02, 









dan nilai window 
0, 0.2, dan 0.4. 
Data yang 
digunakan yaitu 
190 data latih dan 
20 data uji.  






















8 Dian Faruqi Azid, 
Budhi Irawan, Casi 
Setianingsih 
(Azid et al., 2017) 
2017 Penerjemahan Huruf 



















(Vyanza et al., 2017) 
2017 Perancangan Pintu 
Pintar Untuk Mengenali 













Analysis Dan Template 









Amelia Dewi  
(Rahmat Riansyah et 
al., 2017) 


















BAB III  
METODOLOGI PENELITIAN 
Metodologi penelitian ini menjelaskan tentang tahapan-tahapan yang 
dilakukan pada proses penelitian agar sesuai dengan tujuan yang telah ditentukan 
sehingga memperoleh hasil yang baik. Tahapan-tahapan penelitian dapat dilihat 
dari gambar berikut ini: 
 





3.1  Rumusan Masalah 
Berdasarkan dari latar belakang yang telah dijelaskan, maka rumusan 
masalah pada tugas akhir ini adalah bagaimana penerapan metode Principal 
Component Analysis (PCA) dan metode Learning Vector Quantization 3 (LVQ 3) 
dalam pengenalan huruf Cyrillic. 
3.2  Analisa Kebutuhan Data 
Analisa kebutuhan data adalah proses menghimpun atau mengumpulkan 
data-data yang akan dijadikan sebagai bahan penelitian. Pada penelitian ini 
pengumpulan data dilakukan dengan mengumpulkan hasil scan tulisan huruf 
Cyrillic. Hasil dari pengumpulan data ini jumlah keseluruhan data yang digunakan 
sebanyak 330 data yang terdiri dari 33 jenis huruf dan 10 banyak nya pola yang 
digunakan. Berikut merupakan beberapa sampel dari tulisan huruf cyrillic. 
Tabel 3. 1 Sampel Tulisan Cyrillic 
 Д Ж Ф Щ Ю 
1 
     
2 
     
3 
     
4 
     
5 
     
6 
     
7 
     
8 






     
10 
     
 
Tahap selanjutnya adalah pembagian data yang merupakan tahapan 
membagi data berdasarkan kebutuhan dari penelitian. Pada penelitian ini data 
dibagi kedalam 2 kategori yaitu: 
1. Data latih 
Data latih merupakan data yang dijadikan sebagai patokan terhadap data 
yang akan diuji, dalam hal ini yaitu data citra dimana data tersebut akan 
disimpan ke dalam database sistem yang dibangun. 
2. Data uji 
Data uji merupakan data masukan yang akan di uji terhadap data latih 
yang telah tersimpan dalam database sistem. 
3.2.1. Preprocessing 
Setelah proses pengumpulan data selesai, dilakukan tahapan preprocessing. 
Tahap ini bertujuan untuk memperoleh citra yang baru, memperoleh citra yang 
lebih bagus dari citra sebelumnya dan mempermudah dalam pengambilan ciri dari 
citra tersebut. Tahapan preprocessing dimulai dari tahap Cropping, Resize, dan 
transformasi citra. Proses cropping merupakan sebuah proses dimana citra yang 
didapat dari pengumpulan data sebelumnya dirubah menjadi persegi dengan 
membuang tepian dari citra yang tidak perlu sehingga citra menjadi lebih baik. 
Proses resize yaitu tahap dimana proses ini akan merubah citra menjadi sebuah 
matriks berukuran p x l piksel, dan pada penelitian ini ukuran matriks citra yang 
digunakan adalah 100x100 piksel. Tahap terakhir adalah transformasi citra, yaitu 
merubah warna citra dengan tujuan untuk mempermudah perhitungan. Warna citra 
yang diubah yaitu latar gambar berwarna putih diubah menjadi hitam, dan huruf 
pada gambar berwarna hitam diubah menjadi putih. Pada proses ini, citra yang 





3.3 Analisa Metode 
Tahap analisa metode ini merupakan proses identifikasi citra mulai dari 
proses ekstraksi ciri menggunakan metode Principal Component Analysis (PCA) 
dan kemudian dilakukan proses klasifikasi menggunakan metode Learning Vector 
Quantization (LVQ). Hasil dari proses ekstraksi ciri nantinya digunakan sebagai 
inputan dalam proses klasifikasi. 
1. Ekstraksi Ciri menggunakan Principal Component Analysis (PCA) 
Seteleh tahap preprocessing, kemudian dilakukan proses ekstraksi ciri 
menggunakan metode Principal Component Analysis (PCA). Metode Principal 
Component Analysis merupakan teknik yang digunakan untuk mendapatkan 
pengkodean yang lebih padat dari suatu data dengan membuang komponen yang 
terkait varians yang rendah tanpa kehilangan informasi yang besar sehingga mudah 
untuk divisualisasikan. Hasil dari proses ekstraksi ciri ini nantinya akan menjadi 
nilai inputan dalam proses klasifikasi menggunakan metode Learning Vector 
Quantization (LVQ). 
2. Klasifikasi menggunakan Metode Learning Vector Quantization (LVQ) 
Proses klasifikasi dari citra huruf tunggal bertujuan untuk menentukan jenis 
huruf cyrillic. Proses klasifikasi ini menggunakan inputan hasil perolehan dari 
proses ekstraksi ciri menggunakan metode Principal Component Analysis 
sebelumnya. Tahapan-tahapan dalam proses klasifikasi terbagi menjadi 2 tahap, 
yaitu tahap pelatihan dan tahap pengujian. Tahap pelatihan menggunakan data latih 
dan hasilnya akan disimpan kedalam database sedangkan tahap pengujian 
menggunakan data uji apakah memiliki target yang sama dengan data latih yang 
telah tersimpan. Pembagian antara data latih dan data uji adalah 90% berbanding 
10% dari keseluruhan data sehingga diperoleh 297 data sebagai data latih dan 33 
sebagai data uji. 
3.4 Perancangan 
Perancangan merupakan tahapan yang dilakukan selanjutnya. Pada tahap ini 





pembangunan aplikasi yang dibangun harus sesuai dengan rancangan flowchart 
yang telah dibuat pada proses sebelumnya agar dapat memperoleh hasil yang 
maksimal. Selanjutnya perancangan interface di buat sedemikian rupa sehingga 
mudah untuk dioperasikan. 
3.5 Implementasi 
Proses implementasi merupakan proses penerapan perancangan flowchart 
dan perancangan antar muka kedalam aplikasi. Pada proses implementasi ini 
menggunakan hardware dan software sebagai alat penelitian. Berikut ini spesifikasi 
dari alat penelitian tersebut: 
a. Hardware (perangkat keras) 
Laptop  : HP 15-DB005AU 
Prosessor : Intel Core i3-5005U with Radeon Graphics 
Memory : 4GB 
 
b. Software (perangkat lunak) 
Sistem operasi : Windows 10 
Tool  : Matlab R2019b 
3.6 Pengujian 
Pada proses ini dilakukan pengujian terhadap aplikasi yang telah dibangun, 
dengan tujuan untuk melihat bagaimana hasil dari sistem tersebut apakah berhasil 
atau banyak mengalami kesalahan pada setiap hurufnya. Pada penelitian ini, proses 
pengujian dilakukan dengan menggunakan confusion matrix dimana pengujian ini 
bertujuan untuk melihat tingkat akurasi metode LVQ 3 untuk proses pengenalan 
jenis huruf cyrillic. 
3.7 Kesimpulan dan Saran 
Proses ini merupakan proses terakhir pada sebuah penelitian yang terdiri 
dari masukan berupa kesimpulan dan saran terhadap sistem yang dibangun 






BAB IV  
ANALISA DAN PERANCANGAN 
4.1 Analisa 
Tahap Analisa merupakan tahap penting dalam sebuah penelitian yang 
mana analisa dilakukan untuk memperoleh data-data penting dalam penelitian ini. 
Analisa terbagi menjadi dua, yaitu analisa kebutuhan data dan proses klasifikasi 
huruf Cyrillic dengan metode Ekstraksi Ciri Principal Component Analysis (PCA) 
dan Learning Vector Quantization 3 (LVQ 3). 
4.1.1. Analisa Kebutuhan Data 
Analisa kebutuhan data adalah proses untuk menganalisa semua data yang 
akan dijadikan sebagai data utama pada penelitian ini. Langkah awal dari analisa 
ini yaitu pengumpulan data abjad Cyrillic berdasarkan huruf cyrillic dari keyboard 
Rusia yang ada pada computer dan dituliskan kembali oleh 10 orang yang berbeda 
dengan tulisan tangan. Kemudian abjad yang telah dituliskan kembali tersebut 
discan. Dari 10 sampel yang didapat, dihasilkan 33 abjad Cyrillic per sampel 
dengan jumlah total 330 data abjad Cyrillic. Pada penelitian ini, pembagian data 
latih dan data uji adalah 90 persen berbanding 10 persen dari total data sehingga 
diperoleh 297 data latih dan 33 data uji. 
4.1.2. Preprocessing 
Preprocessing merupakan tahap awal setelah tahap perolehan data selesai 
bertujuan untuk memperbaiki data citra agar bisa diproses pada tahap selanjutnya. 






Pada tahap ini, data citra yang didapat sebelumnya dipotong (cropping) untuk 
diambil bagian data yang dibutuhkan oleh sistem. Berikut merupakan hasil data 
setelah tahap cropping. 
 
Gambar 4. 1 Data Setelah Cropping  
2. Resize 
Setelah data sebelumnya di cropping, data kemudian di resize sesuai kebutuhan 
data sistem. Pada sistem ini, data di resize dengan ukuran 100x100 piksel. 
Berikut merupakan hasil dari tahap resize. 
 
Gambar 4. 2 Data ukuran 100x100 piksel  
3. Transformasi 
Pada tahap ini, data yang telah di resize sebelumnya dilakukan threshold dan 
inversi citra dengan guna mengubah data citra agar memiliki latar belakang 
berwarna hitam dan huruf Cyrillic berwarna putih. Berikut merupakan hasil dari 
proses transformasi. 
 





4.1.3. Analisa Metode 
Analisa metode merupakan proses identifikasi data citra, mulai dari 
ekstraksi ciri menggunakan metode Principal Component Analysis (PCA) yang 
mana hasil dari ekstraksi ciri tersebut akan digunakan pada metode Learning Vector 
Quantization 3 (LVQ 3) untuk mengklasifikasi jenis huruf Cyrillic. Berikut 
merupakan flowchart dari pelatihan huruf Cyrillic. 
 
 
Gambar 4. 4 Flowchart Pelatihan Huruf Cyrillic 
a. Ekstraksi Ciri PCA 
Tahap selanjutnya yang dilakukan setelah preprocessing yaitu melakukan 
ekstraksi ciri dengan metode PCA. Tujuan dari tahap ekstraksi ciri ini ialah 
mendapatkan ciri pada citra yang nantinya digunakan sebagai inputan pada tahap 
klasifikasi. Tahap ekstraksi ciri ini terdiri dari 2 tahap, yaitu ekstraksi ciri data latih 





Tahap Ekstraksi Ciri Data Latih 
1. Membuat set matriks data set Huruf Cyrillic 
Langkah awal dari proses ekstraksi ciri PCA ini yaitu membuat matriks data 
set dari huruf Cyrillic yang sudah di preprocessing sebelumnya. Nilai dari matriks 
ini merupakan gabungan dari nilai keseluruhan data citra yang kemudian dirubah 
menjadi matriks 1 dimensi 
Tabel 4. 1 Matriks Data Set Data Latih 
(x,y) 1 2 3 4 5 … 10000 
1 0 0 0 0 0 … 0 
2 0 0 0 0 0 … 0 
3 0 0 0 0 0 … 0 
4 0 0 0 0 0 … 0 
5 0 0 0 0 0 … 0 
6 0 0 0 0 0 … 0 
7 0 0 0 0 0 … 0 
… … … … … … … … 
297 0 0 0 0 0 … 0 
Tabel matriks diatas merupakan kumpulan data citra dari data latih yang 
sudah diubah menjadi angka-angka yang membentuk matriks 1 dimensi. Arti dari 
x dan y pada table diatas yaitu x sebagai jumlah data latih dan y sebagai panjang 
matrix. Total data latih berjumlah 297 yang diperoleh dari 90 persen total data. 
Panjang matriks tersebut ialah 10000 yang diperoleh dari nilai piksel dari data citra 
sebelumnya, yaitu 100x100 piksel.  
2. Menghitung Nilai mean 
Setelah diperoleh matriks data set dari data latih, maka langkah selanjutnya 
ialah menghitung nilai mean dari matriks data set tersebut. Dengan menggunakan 
















  = 2.55556 
Untuk mean pada semua kolom menggunakan rumus diatas dan 
meghasilkan nilai seperti berikut: 
Tabel 4. 2 Matriks Nilai Mean 
 1 2 3 4 5 … 10000 
Mean 0.10101 0.26599 5.90572 16.52189 27.0404 … 2.55556 
3. Menghitung Matriks Normalisasi 
Setelah diperoleh mean dari matriks sebelumnya, dilakukan penghitungan 
matriks normalisasi menggunakan persamaan (2.3). Nilai matriks normalisasi 
diperoleh dari jumlah nilai data awal dengan nilai mean sebelumnya, seperti 
berikut: 
Kolom ke-1: 
Ф =  0 –  0.10101   
Ф = –  0.10101   
Untuk kolom selanjutnya tinggal mengikuti rumus diatas sehingga 
diperoleh nilai sebagai berikut: 
Tabel 4. 3 Matriks Normalisasi 
X,y 1 2 3 4 5 … 10000 
1 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 
2 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 
3 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 
4 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 
5 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 
6 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 





… … … … … … … … 
297 -0.10101 -0.26599 -5.90572 -16.52189 -27.0404 … -2.55556 
4. Menghitung Matriks Kovarian 
Langkah selanjutnya ialah mencari matriks kovarian dengan menggunakan 
persamaan (2.4), yaitu merupakan perkalian dari matriks normalisasi pada tahap 
sebelumnya dengan transpose matriks normalisasi, seperti berikut: 
   =  Ф ×  Ф  
  =  
− 0.10101 ⋯ − 2.55556
⋮ ⋱ ⋮
− 0.10101 ⋯ − 2.55556
  ×  
− 0.10101 ⋯ − 0.10101
⋮ ⋱ ⋮
− 2.55556 ⋯ − 2.55556
   





Berdasarkan rumus diatas, maka diperoleh matriks kovarian sebagai 
berikut:  
Tabel 4. 4 Matriks Kovarian 
(x,y) 1 2 3 4 5 … 297 
1 1.25E+08 34368328 32311322 58064022 1.1E+08 … 4420975 
2 34368328 1.35E+08 1.09E+08 1E+08 42863511 … 19446820 
3 32311323 1.09E+08 1.31E+08 1.03E+08 45920619 … 6572550 
4 58064023 1E+08 1.03E+08 1.46E+08 76922711 … 5816538 
5 1.09E+08 42863511 45920619 76922712 1.3E+08 … 1887506 
6 78775452 66748121 61305400 89711803 82496192 … -3163072 
7 99739053 58279870 59793129 97245611 1.1E+08 … 4190232 
… … … … … … … … 
297 4420975 19446820 6572550 5816538 5871058 … 1.2E+08 
5. Mencari Nilai Eigen Value dan Eigen Vector 
Tahapan selanjutnya yaitu mencari nilai eigen value dan eigen vector 






det(   −  ) = 0  
        
1 0 ⋯ 0 0
⋮ ⋱ ⋮
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  0 ⋯ 0 0
⋮ ⋱ ⋮











  − 125246846 0 ⋯ 0 0
⋮ ⋱ ⋮
0 0 ⋯ 0   − 115299135
   
Dari persamaan diatas, maka diperoleh hasil seperti berikut:  
Tabel 4. 5 Nilai Eigen Value 
(x,y) 1 2 3 4 5 … 297 
1 3.85E+09 0 0 0 0 … 0 
2 0 3.2E+09 0 0 0 … 0 
3 0 0 2.74E+09 0 0 … 0 
4 0 0 0 2.31E+09 0 … 0 
5 0 0 0 0 2.13E+09 … 0 
6 0 0 0 0 0 … 0 
7 0 0 0 0 0 … 0 
… … … … … … … … 
297 0 0 0 0 0 … 6755400 
Sedangkan untuk mencari nilai Eigen vector, digunakan persamaan berikut 
ini: 
(   −  )υ = 0  
    
1 0 ⋯ 0 0
⋮ ⋱ ⋮
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  − 125246846 ⋯ 4420975
⋮ ⋱ ⋮















Dari perhitungan diatas, maka diperoleh hasil sebagai berikut:  
Tabel 4. 6 Nilai Eigen Vector  
X,y 1 2 3 4 5 … 297 
1 0.05819 0.03867 0.01883 0.06898 0.07980 … 0.00147 
2 0.05707 0.04310 0.01885 0.07759 0.02063 … 0.02882 
3 0.04343 0.05604 0.04026 0.08016 0.03394 … 0.00960 
4 0.07690 0.05947 0.00777 0.07661 0.04766 … 0.09951 
5 0.07713 0.04003 0.02470 0.07832 0.05735 … 0.04167 
6 0.05639 0.04696 0.00965 0.06762 0.07536 … 0.00085 
7 0.08479 0.06131 0.01377 0.07940 0.05985 … 0.04797 
… … … … … … … … 
297 0.00461 0.06141 0.07117 0.03545 0.01048 … 0.03889 
6. Menghitung Nilai Eigenfaces 
Tahap selanjutnya yaitu mencari nilai Eigenfaces dengan menggunakan 
persamaan (2.6). Nilai eigeinfaces didapat dengan cara mengalikan matriks Eigen 
Vector dari langkah selanjutnya dengan matriks selisih dari langkah ke-3. Berikut 
merupakan perhitungan dari nilai Eigenfaces: 











− 0.10101 ⋯ − 2.55556
⋮ ⋱ ⋮
− 0.10101 ⋯ − 2.55556
   
           =  
− 0.33191 ⋯ 8.77389
⋮ ⋱ ⋮
− 0.88899 ⋯ 21.43024
   
Berdasarkan dari perhitungan diatas, maka diperoleh hasil sebagai berikut: 
Tabel 4. 7 Nilai Eigenfaces 
(x,y) 1 2 3 4 5 … 10000 
1 -0.33191 -
0.02622 
11.50549 29.18123 55.761 … 8.77389 
2 -0.35165 -0.5835 2.07408 5.91871 10.95342 … 2.1083 
3 -1.14223 -1.4413 -0.69474 15.82671 44.14979 … 14.14627 
4 1.11903 1.06089 7.04931 23.55243 37.51749 … 19.02431 
5 -1.00189 0.04872 17.63219 55.40492 96.55038 … -10.668 
6 0.31206 -
0.18557 
-21.1236 -50.3258 -66.0736 … 17.81663 
7 -1.04276 -
1.50154 
-17.0997 -16.8708 11.37524 … -1.93487 
… … … … … … … … 
297 -0.88899 -1.2042 -7.48873 -16.351 -20.4045 … 21.43024 
7. Menghitung Project Image 
Setelah memperoleh nilai Eigenfaces, langkah selanjutnya ialah 
menghitung nilai Project Image (PI) dengan menggunakan persamaan (2.7).  
Berikut merupakan perhitungan dari persamaan tersebut: 
             =  Ф ×     
   
             =   
− 0.10101 ⋯ − 2.55556
⋮ ⋱ ⋮
− 0.10101 ⋯ − 2.55556
   x  
− 0.33191 ⋯ 8.77389
⋮ ⋱ ⋮






             =   
1781491 ⋯ − 22653002
⋮ ⋱ ⋮
− 6239419 ⋯ 2450825
    
Berdasarkan perhitungan di atas, maka diperoleh nilai Project Image sebagai 
berikut: 
Tabel 4. 8 Nilai Project Image 
(m,n) 1 2 3 4 5 … 297 
1 -42855000 -10503000 -267050004 -50974000 -28969000 … -23377000 
2 -43033000 -16568000 -25642000 -32256000 -28694000 … -30058000 
3 -39255000 -13515000 -26683000 -27352000 -28687000 … -27298000 
4 -54768000 -14049000 -27582000 -50861000 -39125000 … -31270000 
5 -50989000 -10522000 -28061000 -57194000 -30295000 … -24673000 
6 -41927000 -16917000 -31214000 -50314000 -37000000 … -26164000 
7 -56057000 -12099000 -27890000 -58581000 -44305000 … -26916000 
… … … … … … … … 
297 7481000 -695010 -16132000 728370 26188000 … -18208000 
8. Menentukan Nilai Project Image Data Latih 
Setelah nilai Project Image diperoleh, proses selanjutnya ialah menentukan nilai 
Project Image (PI) terpilih sebanyak N sebelum nilai tersebut akan dijadikan inputan pada 
proses klasifikasi menggunakan metode Learning Vector Quantization (LVQ 3). Proses 
memilih nilai Project Image dilakukan dengan cara mereduksi kolom dari tabel Project 
Image diatas. Nilai N yang digunakan adalah 6, sehingga diperoleh nilai sebagai berikut: 
Tabel 4. 9 Nilai Project Image Dengan N=6  
(m,n) 1 2 3 4 5 6 
1 -42855000 -10503000 -267050004 -50974000 -28969000 -23340000 
2 -43033000 -16568000 -25642000 -32256000 -28694000 -23082000 
3 -39255000 -13515000 -26683000 -27352000 -28687000 -23351000 
4 -54768000 -14049000 -27582000 -50861000 -39125000 -25698000 
5 -50989000 -10522000 -28061000 -57194000 -30295000 -26909000 





7 -56057000 -12099000 -27890000 -58581000 -44305000 -25561000 
… … … … … … … 
297 7481000 -695010 -16132000 728370 26188000 -6712600 
Proses Ekstraksi Ciri Data Uji 
Pada proses ekstraksi ciri data uji, tahap yang dilakukan hanya 2 tahap saja. 
Tahap-tahap tersebut antara lain menghitung matriks normalisasi dan menghitung 
matriks Project Image (PI) dari data uji tersebut. 
1. Menghitung matriks normalisasi data uji 
Setelah melakukan preprocessing pada data uji, data langsung diubah 
kedalam matriks satu dimensi. Kemudian matriks satu dimensi tersbut langsung 
dinormalisasi menggunakan persamaan (2.8) dengan perhitungan sebagai berikut: 
Tabel 4. 10 Matriks Normalisasi Data Uji 
X,y 1 2 3 4 5 … 10000 
1 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
2 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
3 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
4 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
5 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
6 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
7 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
… … … … … … … … 
33 0 0 -0.96970 -3.30303 -5.81818 … -7.66667 
2. Menghitung Project Image Data Uji 
Tahap akhir dalam mengekstraksi data uji yaitu menghitung nilai Project 
Image data uji sesuai dengan persamaan (2.9). Pada proses penghitungan nilai 
Project Image data uji, nilai eigenfaces yang digunakan ialah nilai eigenfaces pada 
data uji sebelumnya. Berikut merupakan perhitungan dari persamaan tersebut. 
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Setelah melakukan perhitungan diatas, nilai matriks Project Image 
direduksi menjadi N=6. Setelah direduksi, nilai yang diperoleh sebagai berikut: 
Tabel 4. 11 Nilai Project Image Data Uji 
X,y 1 2 3 4 5 6 
1 -6655881 10667920 5225768 5355950 -1346500 1660511 
2 2232672 11492287 17510392 4222763 19132303 -3.6E+07 
3 -2.9E+07 1911455 -1.5+0.7 -8093729 -1.2E+07 19665749 
4 -1.8E+07 -380816 7507250 3914908 -7323298 10430993 
5 -1.9E+07 7183860 13747229 -1.6E+07 304511 -1.8E+07 
6 29373127 -7900518 -4.1E+07 4124452 2594994 25285817 
7 -4.2E+07 -1.5E+07 8643200 6321759 -7066860 35076673 
… … … … … … … 
33 -6340601 2352685 -170816 -554211 -1.2E+07 13444758 
Hasil dari nilai Project Image data uji yang direduksi diatas kemudian 
menjadi nilai inputan dalam pengklasifikasian metode Learning Vector 
Quantization 3 (LVQ 3). 
b. Klasifikasi LVQ 3 
Tahap selanjutnya dari analisa metode ini adalah tahap klasifikasi data huruf 
Cyrillic berdasarkan data yang telah diproses pada tahap ekstraksi ciri PCA. 
Arsitektur dari metode Learning Vector Quantization 3 (LVQ 3) pada penelitian ini 






Gambar 4. 5 Arsitektur LVQ 3 Pengenalan Huruf Cyrillic 
Pada tahap ini akan dilakukan pengklasifikasian huruf berdasarkan bentuk huruf 
Cyrillic menggunakan metode Learning Vector Quantization 3 (LVQ 3). Proses 
pengklasifikasian LVQ 3 ini terbagi menjadi 2 proses, antara lain proses pelatihan 
dan proses pengujian. 
1. Proses Pelatihan LVQ 3 







Gambar 4. 6 Flowchart Pelatihan LVQ 3 
Pada proses pelatihan atau pembelajaran dengan metode LVQ 3 ini, data 
yang digunakan adalah nilai Project Image yang telah direduksi pada table 4.9. 
Total nilai tersebut adalah 297 baris dan 6 kolom. 
a. Normalisasi 
Untuk langkah awal pada proses ini, nilai Project Image yang telah 
direduksi harus berada dalam range 0-1. Jadi, nilai Project Image tersebut harus 
dinormalisasikan terlebih dahulu dengan persamaan (2.10). Berikut merupakan data 





Tabel 4. 12 Nilai Data Ke-N Sebelum Normalisasi 
(m,n) 1 2 3 4 5 6 
1 -42855000 -10503000 -267050004 -50974000 -28969000 -23340000 
2 -43033000 -16568000 -25642000 -32256000 -28694000 -23082000 
3 -39255000 -13515000 -26683000 -27352000 -28687000 -23351000 
4 -54768000 -14049000 -27582000 -50861000 -39125000 -25698000 
5 -50989000 -10522000 -28061000 -57194000 -30295000 -26909000 
6 -41927000 -16917000 -31214000 -50314000 -37000000 -26902000 
7 -56057000 -12099000 -27890000 -58581000 -44305000 -25561000 
… … … … … … … 
297 7481000 -695010 -16132000 728370 26188000 -6712600 
Setelah data diatas dinormalisasikan, didapatkanlah hasil sebagai berikut: 
Tabel 4. 13 Nilai Data Ke-N Setelah Normalisasi 
(m,n) 1 2 3 4 5 6 
1 0.1499 0.4222 0.2858 0.0816 0.2668 0.3142 
2 0.1484 0.3712 0.2948 0.2391 0.2691 0.3163 
3 0.1802 0.3968 0.2860 0.2804 0.2692 0.3141 
4 0.0497 0.3924 0.2785 0.0826 0.1813 0.2943 
5 0.0815 0.4220 0.2744 0.0293 0.2556 0.2841 
6 0.1578 0.3682 0.02479 0.0872 0.1992 0.2842 
7 0.0388 0.4088 0.2759 0.0176 0.1377 0.2955 
… … … … … … … 
297 0.5735 0.5047 0.3748 0.5167 0.7309 0.4541 
b. Menentukan Maksimal Epoch, Learning Rate (a), Minimal Learning 
Rate (min a), Pengurangan Learning Rate, Epsilon (M) dan nilai 
Window (ω)  
Sebelum melakukan pelatihan dari nilai sebelumnya, terlebih dahulu kita 
harus menentukan parameter maksimal epoch, Leaning Rate (a), Minimal Learning 





parameter tersebut adalah Maksimal Epoch 100, Learning Rate 0.1, 0.3 dan 0.5, 
Minimal Learning Rate 0.001, Pengurangan Learning Rate 0.1, nilai epsilon 0.1, 
0.2dan 0.3 dan nilai Window 0.1, 0.3 dan 0.5. 
c. Inisialisasi Bobot 
Pada langkah ini kita harus memilih beberapa nilai yang nantinya akan 
menjadi nilai pelatih untuk seluruh data dengan total 33 kelas yang merupakan 
masing-masing dari huruf Cyrillic. Bobot W1 sampai W33 menjadi kelas pewakil 
dari tiap kelas yang diwakilkan oleh 1 buah data dan data selanjutnya menjadi 
dataproses pelatihan. Untuk pembagian data dapat dilihat pada table berikut ini: 
Tabel 4. 14 Inisialisasi Bobot Awal 
(m,n) 1 2 3 4 5 6 Target 
w1 0.1499 0.4222 0.2858 0.0816 0.2668 0.3142 1 
w2 0.7542 0.4790 0.5257 0.6782 0.2266 0.3418 2 
… … … … … … … … 
w32 0.7530 0.6184 0.7296 0.5093 0.1827 0.5325 32 
w33 0.4872 0.4769 0.3818 0.4866 0.7773 0.5534 33 
1 0.1484 0.3712 0.2948 0.2391 0.2691 0.3163 1 
2 0.7916 0.4780 0.4641 0.7202 0.3240 0.3747 2 
… … … … … … … … 
33 0.5873 0.5406 0.5560 0.5829 0.7208 0.4960 32 
34 0.0497 0.3924 0.2785 0.0826 0.1813 0.2943 33 
… … … … … … … … 
264 0.5735 0.5047 0.3748 0.5167 0.7309 0.4541 33 
 Setelah menginisialisasi bobot, kemudian ditentukan parameter-parameter 
dalam metode LVQ3 yang terdiri dari nilai Learning Rate (α) = 0.1, nilai epsilon 
(ε) = 0.3, Nilai window (ω) = 0.3, pengurangan α = 0.1 * α, nilai minimum α = 
0.001, dan nilai maksimum epoch 100. 
d. Perhitungan  





Perhitungan yang dilakukan pada tahap ini adalh mencari jarak Euclidean 
antara data vector dengan masing-masing data. Untuk menghitung jarak 
tersebut dilakukan perhitungan dengan persamaan sebagai berikut. 
 1 =  ( 1 −  1)   
 1 =  (0.1484 − 0.1499)  + (0.3712 − 0.4222)  + ⋯ + (0.3163 − 0.3142)   
 1 = 0.1658 -------dc1 
 2 = 0.9281  
 3 = 0.8184  
 4 = 0.3215 ------dc2 
 ……. 
 33 = 0.6506  
Setelah perhitungan selesai di data d33, tahap selanjutnya yaitu mencari 
nilai terkecil pertama dan runner up. Dari perhitungan diatas diperoleh 33 
nilai jarak antar data sehingga diperoleh dc1 pada data d1 dengan target 1 
dan d4 sebagai runner up dengan target 4. Selanjutnya, nilai dc1 akan 
diperiksa apakah sama dengan target atau tidak, dan hasilnya bernilai 
TRUE. Tahap selanjutnya adalah menentukan bobot baru pada W1 dengan 
persamaan (2. 13) dan (2. 14) sebagai berikut. 
Wdc11(c1) = 0.1499 – 0.1 (0.1484-0.1499) = 0.1501 
Wdc12(c1) = 0.4222 – 0.1 (0.3712-0.4222) = 0.4273 
Wdc13(c1) = 0.2858 – 0.1 (0.2948-0.2858) = 0.2849 
Wdc14(c1) = 0.0816 – 0.1 (0.2391-0.0816) = 0.0659 
Wdc15(c1) = 0.2668 – 0.1 (0.2691-0.2668) = 0.2666 
Wdc16(c1) = 0.3142 – 0.1 (0.3163-0.3142) = 0.3140 
Sehingga bobot W1 yang baru adalah 
W1 = 0.1501   0.4273   0.2849   0.0659   0.2666   0.3140 
Kemudian dilakukan pencarian jarak euclidean pada bobot ke-15. Untuk 
menghitung jarak tersebut dilakukan perhitungan dengan persamaan 
sebagai berikut: 





 1 =  (0.1484 − 0.5972)  + (0.3712 − 0.5289)  + ⋯ + (0.3163 − 0.3869)   
 1 = 0.8243  
 2 = 0.6172  
 3 = 0.1215 -----dc1 
……... 
 15 = 0.2295------dc2 
…….. 
 33 = 0.24221  
Setelah perhitungan selesai di data d33, tahap selanjutnya yaitu mencari 
nilai terkecil pertama dan runner up. Dari perhitungan diatas diperoleh 33 
nilai jarak antar data sehingga diperoleh dc1 pada data d3 dengan target 3 
dan d15 sebagai runner up dengan target 15. Selanjutnya, nilai dc1 akan 
diperiksa apakah sama dengan target atau tidak, dan hasilnya bernilai 
FALSE sehingga dilakukan pemeriksaan pada dc2 apakah sama dengan 
target atau tidak dan hasilnya bernilai TRUE. Tahap selanjutnya adalah 




min (dc1/dc2, dc2/dc1) > (1-ω)/(1+ω) 
min (0.1215/0.2295, 0.2295/0.1215) > (1-0.3)/(1+0.3) 
0.5294 > 0.5385 
Dari perhitungan nilai window, diperoleh nilai seperti diatas yang kemudian 
ditetapkan oleh persamaan tersebut sebagai FALSE sehingga dilakukan 
perubahan bobot-bobot pada nilai minimum dan runner up menggunakan 
persamaan sebagai berikut: 
Wdc11(c1) = 0.5349 – 0.3*0.1 (0.5735-0.5349) = 0.5337 
Wdc12(c1) = 0.5525 – 0.3*0.1 (0.4458-0.5525) = 0.5557 
Wdc13(c1) = 0.4766 – 0.3*0.1 (0.2501-0.4766) = 0.4834 
Wdc14(c1) = 0.4536 – 0.3*0.1 (0.4902-0.4536) = 0.4525 





Wdc16(c1) = 0.4759 – 0.3*0.1 (0.3834-0.4759) = 0.4787 
Sehingga bobot W3 yang baru adalah 
W3 = 0.5337   0.5557   0.4834   0.4525   0.8746   0.4787 
Selanjutnya, perubahan bobot pada nilai runner up sebagai berikut: 
Wdc21(c1) = 0.5972 – 0.3*0.1 (0.5587-0.5972) = 0.5984 
Wdc22(c1) = 0.5289 – 0.3*0.1 (0.5939-0.5289) = 0.5270 
Wdc23(c1) = 0.3493 – 0.3*0.1 (0.3833-0.3493) = 0.3483 
Wdc24(c1) = 0.5372 – 0.3*0.1 (0.4285-0.5372) = 0.5405 
Wdc25(c1) = 0.8660 – 0.3*0.1 (0.6983-0.8660) = 0.8710 
Wdc26(c1) = 0.3869 – 0.3*0.1 (0.7776-0.3869) = 0.3876 
Sehingga bobot W15 yang baru adalah 
W15 = 0.5984   0.5270   0.3483   0.5405   0.8710   0.3876 
Setelah perulangan hingga data ke-264, maka nilai bobot akhir yang terjadi 
perubahan bobot pada epoch 1 adalah sebagai berikut: 
 
Tabel 4. 15 Bobot akhir epoch ke-1 
(m,n) 1 2 3 4 5 6 
1 0.1501 0.4273 0.2849 0.0659 0.2666 0.3140 
2 0.7505 0.4791 0.5319 0.6740 0.2169 0.3385 
3 0.5349 0.5525 0.4766 0.4536 0.8733 0.4759 
4 0.1190 0.4472 0.4843 0.0123 0.0911 0.5057 
5 0.9095 0.5377 0.7289 0.6514 0.4027 0.6234 
6 0.4361 0.5118 0.3789 0.5443 0.8270 0.5965 
7 0.2967 0.4161 0.5309 0.4059 0.4885 0.5005 
… … … … … … … 
33 0.4881 0.4779 0.3863 0.4952 0.7833 0.5699 
Tahap selanjutnya adalah pengurangan nilai alpha untuk setiap epoch. Hasil 
perolehan dari tahap ini kemudian dijadikan nilai alpha pada epoch 





α = α – (0.1 x α) 
α = 0.1 – (0.1 x 0.1) 
   = 0.09 
2. Epoch Ke-44 
Proses pengulangan berhenti pada epoch ke-44 karena nilai pengurangan 
alpha melebihi batas minimum alpha. Berikut merupakan hasil akhir dari 
proses pelatihan metode LVQ 3: 
Tabel 4. 16 Bobot Akhir Epoch ke-44 
(m,n) 1 2 3 4 5 6 
1 0.0985 0.3925 0.2725 0.1124 0.2075 0.2973 
2 0.7447 0.4565 0.4211 0.7075 0.3025 0.3679 
3 0.5629 0.5864 0.4244 0.3637 0.8305 0.4271 
4 0.1244 0.4611 0.4904 0.0392 0.1668 0.5063 
5 0.9193 0.5460 0.7288 0.6363 0.4267 0.5811 
6 0.4648 0.5427 0.3727 0.6014 0.9428 0.4819 
7 0.3185 0.3993 0.6009 0.4494 0.4946 0.5489 
… … … … … … … 
33 0.4168 0.4583 0.3242 0.4312 0.7606 0.4730 
Nilai diatas nantinya akan digunakan untuk proses pengujian LVQ3 
2. Proses Pengujian LVQ 3 
Pada proses pengujian, data yang digunakan adalah data uji yang telah 
dilakukan ekstraksi ciri pada metode PCA sebelumnya. Proses ekstraksi ciri data 
uji dan data latih itu berbeda, dimana proses ekstraksi ciri data uji hanya melakukan 
normalisasi pada data uji dan menghitungProject Image data uji. Tahapan pada 
proses pengujian LVQ 3 ialah sebagai berikut: 
1. Inisialisasi Bobot Akhir (W) 
Bobot akhir yang digunakan pada proses ini adalah data pada table 4.16 
diatas 





Hasil perhitungan ekstraksi ciri data uji telah melewati proses 
penormalisasian data. Data yang digunakan sebagai data uji terdapat 
pada table berikut:  
Tabel 4. 17 Data Uji LVQ 3 
(X,y) 1 2 3 4 5 6 
1 0.1377 0.4548 0.3282 0.0798 0.2471 0.3856 
2 0.8553 0.4867 0.5682 0.8302 0.4145 0.4992 
3 0.2623 0.5107 0.5509 0.2666 0.5041 0.5791 
4 0.1401 0.4439 0.4303 0.1052 0.2024 0.5345 
5 0.8655 0.5259 0.7294 0.6388 0.4258 0.5867 
6 0.5007 0.5674 0.4114 0.5086 0.8997 0.4500 
7 0.3020 0.4269 0.5877 0.4270 0.4389 0.4805 
… … … … … … … 
33 0.2877 0.5246 0.3214 0.3242 0.5279 0.3556 
3. Menghitung Jarak Euclidean dan menentukan jarak terdekat 
Pada tahap ini dilakukan pengujian dengan mengambil contoh data pada 
table diatas, yaitu pada data ke-33 dengan target = 33. Proses mencari 
jarak Euclidean menggunakan persamaan berikut: 
 1 =  ( 1 −  1)   
 1 =
 (0.2877 − 0.0985)  + (0.5246 − 0.3925)  + ⋯ + (0.3556 − 0.2973)   
 1 = 0.4545  
 2 = 0.6491  
 3 = 0.4341  
…… 
 12 = 0.1802  
…… 





Berdasarkan perhitungan diatas, jarak terdekat terletak pada bobot 
dengan target = 12. Target ini tidak sama dengan target data uji yang 
diambil yaitu data ke-33 dengan target = 33. Maka, kelas yang diujikan 
bernilai FALSE. 
4.2 Perancangan Aplikasi 
Perancangan aplikasi dapat dilakukan jika analisa sudah selesai dilakuan. 
Perancangan aplikasi merupakan perancangan Interface dari sebuah aplikasi. 
Perancangan interface aplikasi di rancang menggunakan software pendukung, yaitu 
Gliffy Diagram agar dapat mempermudah dalam perancangan tampilan dari 
aplikasi yang akan dibangun. Perancangan interface aplikasi ini terdiri dari halaman 
utama, halaman ekstraksi ciri, halaman klasifikasi dan halaman pengujian. 
4.2.1 Perancangan Tampilan Halaman Utama 
 
Gambar 4. 7 Perancangan Tampilan Halaman Utama 
Tampilan halaman utama merupakan tampilan awal aplikasi yang telah di 
bangun. Pada tampilan halaman ini, terdapat beberapa menu seperti ekstraksi ciri, 





4.2.2 Perancangan Tampilan Halaman Ekstraksi Ciri 
 
Gambar 4. 8 Perancangan Tampilan Halaman Ekstraksi Ciri 
Pada perancangan halaman ekstraksi ciri, terdapat beberapa proses antara 
lain pembagian persentase data latih dan uji, input nilai N, tombol ekstraksi ciri dan 
proses penormalisasian data. Tombol proses tersebut menghasilkan hasil berupa 
nilai dari ekstraksi ciri PCA dan nilai yang telah dinormalisasi. 
4.2.3 Perancangan Tampilan Halaman Klasifikasi 
 





Perancangan tampilan halaman klasifikasi terdiri dari beberapa proses 
inputan seperti penentuan nilai learning rate, nilai minimal alpha, nilai epsilon dan 
nilai window. Hasil inputan tersebut akan menampilkan hasil perhitungan LVQ 3 
pada data latih, data uji, dan persentase akurasi dari perhitungan keseluruhan. 
4.2.4 Perancangan Tampilan Halaman Pengujian 
 
Gambar 4. 10 Perancangan Tampilan Halaman Pengujian 
 
Pada tampilan halaman pengujian, terdapat beberapa tombol yang memiliki 
fungsi untuk memasukkan data uji yang bertujuan untuk menguji apakah data 
tersebut cocok dengan target yang diinginkan atau tidak. Setelah data dimasukkan, 
maka akan keluar hasil berupa nilai PCA, nilai normalisasi PCA dan jenis huruf 







6.1 Kesimpulan  
Berdasarkan penelitian yang telah dilakukan, maka diperoleh kesimpulan 
sebagai berikut: 
1. Aplikasi yang dibangun dengan menggunakan metode ekstraksi ciri 
Principal Component Analysis (PCA) dan metode klasifikasi Learning 
Vector Quantization 3 (LVQ 3) dapat diterapkan untuk pengenalan 
huruf Cyrillic 
2. Hasil akurasi tertinggi pengenalan huruf Cyrillic adalah sebesar 94,9% 
dengan menggunakan parameter nilai N = 20, persentase pembagian 
data 70% data latih dan 30% data uji, nilai learning rate = 0,3, nilai 
window = 0,3 dan nilai epsilon = 0,3.   
3. Pada nilai akurasi 94,9%, terdapat nilai error sebesar 5,1% karena 
kesalahan pengenalan pada huruf R dan Ya. 
4. Nilai rata-rata dari seluruh percobaan akurasi adalah 89,07% 
6.2 Saran 
Saran yang dapat diberikan untuk hasil yang lebih baik dalam 
mengembangkan penelitian selanjutnya yaitu: 
1. Latar pada data gambar bisa diganti menggunakan warna putih dan 
hurufnya berwarna hitam. 
2. Pengambilan data bisa ditingkatkan dengan menggunakan kamera yang 
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DATA HURUF CYRILLIC 






1 A А 
     
     
2 V В 
     
     
3 B Б 
     





4 G Г 
     
     
5 D Д 
     
     
6 Ye Е 
     
     
7 Yo Ё 





     
8 Zh Ж 
     
     
9 Z З 
     
     
10 Ee И 
     





11 Y Й 
     
     
12 K К 
     
     
13 L Л 
     
     
14 M М 





     
15 N Н 
     
     
16 O О 
     
     
17 P П 
     





18 R Р 
     
     
19 S С 
     
     
20 T Т 
     
     
21 U У 





     
22 F Ф 
     
     
23 H Х 
     
     
24 Ts Ц 
     





25 Ch Ч 
     
     
26 Sh Ш 
     
     
27 Sch Щ 
     









     
29 I Ы 
     




     
     
31 E Э 
     





32 Yu Ю 
     
     
33 Ya Я 
     






Tabel A. 2 Data Citra Huruf Rusak 
No Nama Huruf Bentuk Huruf Citra 
1 A А 
 
2 V В 
 
3 B Б 
 
4 G Г 
 
5 D Д 
 
6 Ye Е 
 






8 Zh Ж 
 
9 Z З 
 
10 Ee И 
 
11 Y Й 
 
12 K К 
 
13 L Л 
 






15 N Н 
 
16 O О 
 
17 P П 
 
18 R Р 
 
19 S С 
 
20 T Т 
 






22 F Ф 
 
23 H Х 
 
24 Ts Ц 
 
25 Ch Ч 
 
26 Sh Ш 
 
27 Sch Щ 
 






29 I Ы 
 
30 Soft Sign Ь 
 
31 E Э 
 
32 Yu Ю 
 








Tabel B. 1 Confusion Matrix Berdasarkan Nilai N=10 
No Target 




1 1                                 
2  1                                
3   1                              1 
4    1                              
5     1                             
6      1                            
7       1                           
8        1                          
9         1                         
10          1                        
11           1                       
12            1                      
13             1              1       
14              1                    
15               1                   
16                1                  
17                                  
18                                  
19                   1               
20                    1              
21                     1             
22                                  
23                       1           
24                        1          
25                         1         





27                                  
28                  1          1      
29                             1     
30                              1    
31                 1              1   
32                                1  
33                                  
Keterangan: 
1 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 28 






Tabel B. 2 Confusion Matrix Berdasarkan Persentase Data Latih dan Uji 70% : 30% 
No Target 




1 1                                 
2  1                                
3   1                               
4    1                              
5     1                             
6      1                            
7       1                           
8        1                          
9         1                         
10          1                        
11           1                       
12            1                      
13             1                     
14              1                    
15               1                   
16                1                  
17                 1 1                
18                                  
19                   1               
20                    1              
21                     1             
22                      1            
23                       1           
24                        1          
25                         1         
26                          1        
27                                  
28                            1      
29                             1     
30                              1    
31                               1   





33                           1      1 
Keterangan: 
1 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 31 






Tabel B. 3 Confusion Matrix Berdasarkan Nilai Learning Rate 0,1  
No Target 




1 1                           1      
2  1                                
3   1                               
4    1                              
5     1                             
6      1                            
7       1                           
8        1                          
9         1                         
10          1                        
11           1                       
12            1                      
13             1                     
14              1                    
15               1                   
16                1                  
17                 1 1                
18                                  
19                   1               
20                    1              
21                     1             
22                      1            
23                       1           
24                        1          
25                         1         
26                          1        
27                           1       
28                                  
29                             1     
30                              1    
31                               1   





33                                 1 
Keterangan: 
1 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 31 






Tabel B. 4 Confusion Matrix Berdasarkan Nilai Window 0,3 
No Target 




1 1                           1      
2  1                                
3   1                               
4    1                              
5     1                             
6      1                            
7       1                           
8        1                          
9         1                         
10          1                        
11           1                       
12            1                      
13             1                     
14              1                    
15               1                   
16                1                  
17                 1 1                
18                                  
19                   1               
20                    1              
21                     1             
22                      1            
23                       1           
24                        1          
25                         1         
26                          1        
27                           1       
28                                  
29                             1     
30                              1    
31                               1   





33                                 1 
Keterangan: 
1 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 31 






Tabel B. 5 Confusion Matrix Berdasarkan Nilai Epsilon 0,3  
No Target 




1 1                           1      
2  1                                
3   1                               
4    1                              
5     1                             
6      1                            
7       1                           
8        1                          
9         1                         
10          1                        
11           1                       
12            1                      
13             1                     
14              1                    
15               1                   
16                1                  
17                 1 1                
18                                  
19                   1               
20                    1              
21                     1             
22                      1            
23                       1           
24                        1          
25                         1         
26                          1        
27                           1       
28                                  
29                             1     
30                              1    
31                               1   





33                                 1 
Keterangan: 
1 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 31 






Tabel B. 6 Confusion Matrix Pengujian Data Latih 
No Target 




1 9                                 
2  8                        1        
3   8                               
4    8                              
5     8                             
6      9                            
7       9                         1  
8        9                          
9         9                         
10          9                        
11           9                       
12            9                      
13             7                     
14              9                    
15               8                   
16                9                  
17                 8 4                
18   1                               
19                   9               
20                    9              
21             1        9             
22                      9            
23    1         1          9           
24               1  1       9     1     
25                         9        1 
26  1                        8        
27                  1         9       
28                  2          9      
29                  2           8     
30                              9    
31     1                          9   





33                                 8 
9 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 276 






Tabel B. 7 Confusion Matrix Pengujian Data Rusak 
No Target 




1                                  
2  1                                
3   1                               
4    1                              
5     1                             
6                                  
7       1                          1 
8        1                      1    
9                                  
10          1                        
11           1                       
12      1      1                      
13             1                     
14              1                    
15               1                   
16                1                  
17                 1                 
18                               1   
19                   1               
20                    1              
21 1                    1             
22                      1            
23         1              1           
24                        1 1         
25                                  
26                          1        
27                                  
28                  1          1      
29                             1     
30                           1       
31                                  





33                                  
1 adalah jumlah data uji tiap kelas 
Jumlah data uji yang benar 24 
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