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Abstract
The problem of determining Aq(n, d), the maximum cardinality of a q-ary code of length n with minimum distance at least
d, is considered in some cases where corresponding MDS codes do not exist. Slight improvements of the Singleton bound are
given, including Aq(q + 2, q)q3 − 3 if q is odd, A5(7, 5)53 − 4 and A16(18, 15)184 − 4.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
LetAq(n, d) denote the maximum cardinality of a q-ary code of length nwith minimum distance at least d. A central problem
in coding theory is the determination of exact values of or bounds onAq(n, d). Let k := n−d+1. The estimationAq(n, d)qk
is known as the (Joshi-)Singleton bound, cf. [5,8] or e.g. [6]. Quistorff [7] proved Aq(n, d) = qk − 1. The existence of a q-ary
MDS code of length n with minimum distance (at least) d is equivalent to Aq(n, d) = qk . Hence, the nonexistence of such an
MDS code yields
Aq(n, d)qk − 2. (1)
The aim of the present paper is to improve (1) by extending well-known nonexistence proofs of MDS codes to arbitrary codes
with large cardinality. Such improvements of the Singleton bound are helpful if no better result can be obtained by other bounds,
e.g. if the derivation bound
Aq(n, d)qAq(n− 1, d) (2)
is powerless because of the possible or certain existence of a corresponding MDS code of length n− 1.
Consider the case q = d = n− 2. If q is a power of 2, the well-known existence of a class of MDS codes, cf. e.g. [4], implies
Aq(q + 2, q)= q3. (A4(6, 4)= 164 in [1] is a misprint, and should be 64.) Only one other exact value is known: A3(5, 3)= 18,
cf. [9].
Consider additionally q to be odd. A result of Bush [3] proves the nonexistence of a corresponding MDS code and, hence,
implies the upper bound
Aq(q + 2, q)q3 − 2
which will be slightly improved in Section 3.
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Consider now q to be even, k4 and d = q − 1. Hence, n = q + k − 2. Furthermore let (q − 2)∏k−4=0(q + ) /≡ 0 (mod
(k − 1)!). A result of Heise and Quattrocchi [4] proves the nonexistence of a corresponding MDS code and, hence, implies the
upper bound
Aq(q + k − 2, q − 1)qk − 2
which will be slightly improved in Section 4.
The necessary preparations are presented in Section 2.
2. Preparations
Consider the Hamming space (Qn, dH ) with an alphabet consisting of q := |Q|2 symbols. Let C ⊆ Qn be a code with a
minimum distance denoted by
d(C) := min{dH (x, y) | x, y ∈ C with x = y},
satisfying d(C)d2. Furthermore, put
k := n− d + 1 and  := qk − |C|.
Fundamental parameters of the code are q, n and d, auxiliary parameters are k and , satisfying k1 and 0. Since  denotes
the deﬁcit of C regarding the Singleton bound, C is an MDS code iff = 0. For y ∈ C and e ∈ {0, 1, . . . , n}, put
C(y, e) := {x ∈ C | dH (x, y)= e}.
Clearly, C(y, 0)= {y} and C(y, e)= ∅ for 1e <d. Put
Cij := {(x1, . . . , xn) ∈ C | xi = j} as well as ij := qk−1 − |Cij |
for i ∈ {1, . . . , n} and j ∈ Q. Then ij can be called the deﬁcit of symbol j in position i. Denote the set of symbols without
deﬁcit in position i by
Ji := {j ∈ Q | qk−1 = |Cij |} = {j ∈ Q | ij = 0}.
Lemma 1. Let  ∈ {1, . . . , k} and i1, . . . , i be distinct positions, i.e. distinct elements of {1, . . . , n}. Let j1, . . . , j ∈ Q be
symbols.
(i) It holds true that
∣∣∣∣∣
⋂
=1
Cij
∣∣∣∣∣qk− and ij0 for every  ∈ {1, . . . , }.
(ii) It holds true that
∣∣∣∣∣
⋂
=1
Cij
∣∣∣∣∣qk− −min{ij |  ∈ {1, . . . , }}. (3)
(iii) If there is a  ∈ {1, . . . , } with j ∈ Ji then∣∣∣∣∣
⋂
=1
Cij
∣∣∣∣∣= qk−.
Proof. (i) A suitable application of the derivation process on C gives a code C′ ⊆ Qn− with d(C′)d and |⋂=1 Cij | =
|C′|q(n−)−d+1 = qk− by the Singleton bound. Furthermore, |Cij |qk−1 implies ij0.
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(ii) The trivial identity
Cij=
⋃
(E¯1,...,E¯−1)∈Q−1

Cij ∩
−1⋂
=1
Ci E¯


=
⋂
=1
Cij ∪
⋃
(E¯1,...,E¯−1)∈Q−1\{(j1,...,j−1)}

Cij ∩
−1⋂
=1
Ci E¯


implies
⋂
=1
Cij = Cij
∖ ⋃
(E¯1,...,E¯−1)∈Q−1\{(j1,...,j−1)}

Cij ∩
−1⋂
=1
Ci E¯


and, by part (i),∣∣∣∣∣
⋂
=1
Cij
∣∣∣∣∣qk−1 − ij − (q−1 − 1)qk− = qk− − ij .
Similar arguments show, more generally,∣∣∣∣∣
⋂
=1
Cij
∣∣∣∣∣qk− − ij
for all  ∈ {1, . . . , }. Consequently,∣∣∣∣∣
⋂
=1
Cij
∣∣∣∣∣max{qk− − ij |  ∈ {1, . . . , }}.
(iii) Combination of parts (i) and (ii). 
Lemma 2. Let i ∈ {1, . . . , n}.
(i) It holds true that =∑j∈Q\Ji ij .
(ii) If j ∈ Q\Ji then 1ijqk−1.
(iii) It holds true that q − |Ji |q − /(qk−1).
(iv) If j ∈ Q then |Ji |q − + ij − 1.
Proof. Clearly, ij = 0 iff j ∈ Ji .
(i) = qk − |C| =∑j∈Q(qk−1 − |Cij |)=∑j∈Q ij .
(ii) By Lemma 1(i), 0ij = qk−1 − |Cij |qk−1.
(iii) By parts (i) and (ii), q − |Ji |
∑
j∈Q\Ji ij = (q − |Ji |)qk−1.(iv) In case of j ∈ Ji , part (iii) implies the assertion. Otherwise, =
∑
h∈Q\Ji ihij + |Q\Ji | − 1= ij + q − |Ji | − 1,
by parts (i) and (ii). 
Lemmas 1 and 2 might be used to simplify the proof of Aq(n, d) = qk − 1 in [7, Theorem 4.22 (II)]: Let C ⊆ Qn with
|Q| = q as well as d(C)d and |C| = qk − 1. For every position i, Lemma 2 (i) gives ∑j∈Q\Ji ij =  = 1, implying the
existence of exactly one symbol ji with ij i = 1 and Ji =Q\{ji}. Let i1, . . . , ik be pairwise distinct positions and consider
k⋂
=1
Ciji = C
∖ ⋃
(E¯1,...,E¯k)∈Qk\{(ji1 ,...,jik )}
k⋂
=1
Ci E¯ .
Lemma 1 (iii) shows |⋂k=1 Ciji |=|C|−(qk−1) ·1=0. Hence, C¯ := C∪{(ji1 , . . . , jin )} satisﬁes d(C¯)d and |C¯|=qk > |C|.
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For x ∈ C, denote the number of positions i with symbols from Ji by
h(x) := |{i ∈ {1, . . . , n} | xi ∈ Ji}|.
Put
i := iyi
if a codeword y ∈ C is ﬁxed. W.l.o.g., assume that the positions of y are ordered in a way so that
1 · · ·n0. (4)
Hence,
i = 0 ⇔ i > n− h(y) (5)
is valid. The average number of positions i with symbols from Ji in a codeword is considered in the following lemma.
Lemma 3. There exists a codeword y ∈ C with
h(y)
⌈
qk−1∑ni=1|Ji |
qk − 
⌉
.
Proof. CountingM∈ := {(x, i) ∈ C × {1, . . . , n} | xi ∈ Ji} in two ways shows
∑
x∈C
h(x)= |M∈| = qk−1
n∑
i=1
|Ji |.
Since |C| = qk − , the assertion follows. 
Consider now additionally k3 and d = q − 1. Let y ∈ C with yi ∈ Ji for all i ∈ {k, . . . , n}. W.l.o.g. let y = (0, . . . , 0).
There are exactly k − 1= n− d zeros in every codeword of C(y, d) and exactly k − 2= n− (d + 1) zeros in every codeword
of C(y, d + 1). The only codeword with more than k − 1 zeros is y itself. For a, b ∈ Q\{0}, put
t (a, b) := |C1a ∩ C2b ∩ C(y, d)|
and
z(a, b) := |C1a ∩ C2b ∩ C(y, d + 1)|.
Furthermore put
t :=
∑
a,b∈Q\{0}
t (a, b)
and
z :=
∑
a,b∈Q\{0}
z(a, b).
The following lemma is due to Heise and Quattrocchi [4, Theorem 10 of Section 8.11].
Lemma 4. (i) If a, b ∈ Q\{0} then (k − 1)t (a, b)+ z(a, b)=
(
n−2
k−2
)
.
(ii) It holds true that z= (q − 1)
(
n−2
k−2
)
.
Proof. (i) If (i3, . . . , ik) ∈ {3, . . . , n}k−2 with i3< · · ·< ik then ikk and, hence, 0 = yik ∈ Jik . This yields the existence
of exactly one x ∈ C(y, d) ∪ C(y, d + 1) with x1 = a, x2 = b and xi3 = · · · = xik = 0 by Lemma 1 (iii). Consequently,(
n−2
k−2
)
= |{(x, i3, . . . , ik) ∈ (C1a ∩ C2b ∩ (C(y, d) ∪ C(y, d + 1))) × {3, . . . , n}k−2 | i3< · · ·< ik and xi3 = · · · = xik =
0}| = (k − 1)t (a, b)+ z(a, b).
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(ii) If a¯ ∈ Q\{0} and (i3, . . . , ik+1) ∈ {3, . . . , n}k−1 with i3< · · ·< ik+1 then an argument similar to part (i) yields the
existence of exactly one x ∈ C(y, d)with x1= a¯ = 0 and xi3 =· · ·=xik+1 =0. Clearly, x2 = 0. Consequently, (q−1)
(
n−2
k−1
)
=
|{(x, a¯, i3, . . . , ik+1) ∈
⋃
a,b∈Q\{0}(C1a ∩ C2b ∩ C(y, d)) × (Q\{0}) × {3, . . . , n}k−1 | x1 = a¯ as well as i3< · · ·< ik+1
and xi3 = · · · = xik+1 = 0}| = t . Part (i) provesz =
∑
a,b∈Q\{0} z(a, b) = (q − 1)2
(
n−2
k−2
)
− (k − 1)∑a,b∈Q\{0} t (a, b) =
(q − 1)d
(
n−2
k−2
)
− (k − 1)(q − 1)
(
n−2
k−1
)
= (q − 1)
(
n−2
k−2
)
. 
3. Results with d= q
Let k = 3 and d = q. Hence, n= q + 2. Let y ∈ C be a ﬁxed codeword satisfying (4).
Lemma 5. (i) It holds true that
n∑
i=1
(2i − 3)i|C(y, n− 1)|. (6)
(ii) If q is odd then 1.
(iii) If q is odd and q − 2 then
n∑
i=1
(2i − 3)i(q − 1)2 − (− 1)2. (7)
Proof. (Using some ideas of Bush [3]). W.l.o.g. let y = (0, . . . , 0). The inequalities (3), (4) prove |Ci′0 ∩ Ci0|q − i if
1i′< in. Counting in two ways the zeros and the pairs of zeros, respectively, in all codewords gives
(q + 2)|C(y, 0)| + 2|C(y, n− 2)| + |C(y, n− 1)| =
n∑
i=1
|Ci0| = (q + 2)q2 −
n∑
i=1
i
and (
q + 2
2
)
|C(y, 0)| + |C(y, n− 2)| =
∑
i′<i
|Ci′0 ∩ Ci0|
(
q + 2
2
)
q −
n∑
i=1
(i − 1)i .
Hence,
|C(y, n− 1)|=(q − 2)(q2 − 1)− 2|C(y, n− 2)| −
n∑
i=1
i
 (q − 2)(q2 − 1)− 2
(
q + 2
2
)
(q − 1)+ 2
n∑
i=1
(i − 1)i −
n∑
i=1
i
and (6) follows. Let q be odd. If (a, b) ∈ (Q\{0})2 with a ∈ J1 or b ∈ J2 and if 3in, then Lemma 1 (iii) shows
|C1a ∩ C2b ∩ Ci0| = 1. Hence, there are exactly n− 2= q zeros in the codewords of C1a ∩ C2b. Since q is odd, this statement
implies the existence of an x ∈ C1a ∩ C2b with dH (x, y)= n− 1. Hence,
|C(y, n− 1)||{(a, b) ∈ (Q\{0})2 | a ∈ J1 or b ∈ J2}|. (8)
Assuming =0, one gets the contradiction 0|C(y, n−1)|(q−1)2 by (4), (6), (8). Consequently, 1. If q is odd and q−2
then Lemma 2 (iii) shows |J1|, |J2|2. Thus (4), (6), (8) imply 121. Hence, 0 /∈ J1 ∪ J2 and Lemma 2 (iii) together with
(6), (8) proves
n∑
i=1
(2i − 3)i|(Q\{0})2| − |{(a, b) ∈ (Q\{0})2 | a /∈ J1 and b /∈ J2}|
 (q − 1)2 − (− 1)2. 
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Lemma 5 (ii) is exactly Bush’s [3] nonexistence result: If q is odd then there is no q-ary code of length q + 2 with minimum
distance q and = 0.
Theorem 6. If q is odd then
Aq(q + 2, q)q3 − 3.
Proof. A3(5, 3)=1833−3 is well-known. Let C be a hypothetical code with q5 and =2. Lemma 2 (iii) yields |Ji |q−2
and Lemma 3 implies the existence of a codeword y ∈ C with h(y)q2(q + 2)(q − 2)/(q3 − 2)q. Hence, (4), (5), (7) lead
to the contradiction 02 − 1(q − 1)2 − 1. 
In order to apply statements (4), (5), (7) more effectively, the following lemma is useful.
Lemma 7. Let , S ∈ N0 with 2n. Consider
M(, S) := max


∑
i=1
(2i − 3)i | 1, . . . , n ∈ N0 satisfying (4) and
∑
i=1
i = S

 .
(i) Put ti := (S + − i)/. ThenM(, S)=
∑
i=1(2i − 3)ti .(ii) Let T ∈ N. If S <T  and 3 then
M(, S)<T (− 2). (9)
If ST  then
M(, S)T (− 2). (10)
Proof. LetM(, S)=∑
i=1(2i−3)i with 1, . . . , n ∈ N0 satisfying (4) and
∑
i=1 i=S. If there is an hwith h−h+12,
put
′i :=
{i − 1 if i = h,
i + 1 if i = h+ 1,
i otherwise,
then one gets the contradiction M(, S)<
∑
i=1(2i − 3)′i . Hence, there is no such h, implying i = ti . If S <T  and 3
then tiT and t<T . Hence,
M(, S)= t2 − t1 +
∑
i=3
(2i − 3)ti < 0+ T
∑
i=3
(2i − 3)= T (− 2).
If ST  then a similar argumentation leads to (10). 
Theorem 8. If e ∈ {2, 3, 4} then
A2e+1(2e + 3, 2e + 1)(2e + 1)3 − e − 2.
Proof. Let C be a hypothetical code with = e + 1. Lemma 2 yields e|Ji |2e and ij|Ji | − e + 1e + 1.
(i) If∑i |Ji |=(2e+3)e then ij1 and Lemma 3 implies the existence of a y ∈ C with h(y)e+1. Clearly,∑e+2i=1 ie+2.
Hence, (4), (5), (7), (10) lead to the contradiction (e + 2)e∑e+2
i=1 (2i − 3)i3e2.(ii) If (2e+ 3)e+ 1∑i |Ji |(2e+ 3)e+ 2e+ 1 then Lemma 3 implies the existence of a y ∈ C with h(y)e+ 2. Clearly,∑e+1
i=1 |Ji |(2e+ 3)e+ 2e+ 1− (e+ 2)e < (e+ 1)(e+ 2) and
∑e+1
i=1 i
∑e+1
i=1 (|Ji | − e+ 1)< 3(e+ 1). Hence, (4), (5), (7),
(9) lead to the contradiction 3(e2 − 1)> ∑e+1
i=1 (2i − 3)i3e2.(iii) If∑i |Ji |(2e+3)e+2e+2 then Lemma 3 implies the existence of a y ∈ C with h(y)e+3. Clearly,∑ei=1 i(e+1)e.
Hence, (4), (5), (7), (10) lead to the contradiction (e + 1)e(e − 2)∑ei=1(2i − 3)i3e2. 
Theorem 8 implies e.g. A5(7, 5)121 but there is still a big gap to the lower bound A5(7, 5)53 by Bogdanova and
Österga˚rd [2].
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4. Results with d= q− 1
Let q be even, k4 and d = q − 1. Hence, n= q + k − 2.
Theorem 9. Let 0<q with⌈
qk−1(q + k − 2)(q − )
qk − 
⌉
q − 1. (11)
If (q − 2)∏k−4=0(q + ) /≡ 0 (mod (k − 1)!) then
Aq(q + k − 2, q − 1)qk − − 1.
Proof. (Using ideas of Heise and Quattrocchi [4]). Let C be a hypothetical code satisfying (11). Lemmas 2 (iii) and 3 imply the
existence of a y ∈ C withh(y)q−1.W.l.o.g. let y=(0, . . . , 0)with 0 ∈ ⋂ni=k Ji . Let a, b ∈ Q\{0}. Consider distinct elements
h1, . . . , hk−3, i ∈ {3, . . . , n} andCh0 :=
⋂k−3
=1 Ch0. By Lemma 1, there is exactly one codeword x ∈ C1a ∩C2b ∩Ch0∩Ci0.
There are k − 1 = n − d or k − 2 = n − (d + 1) zeros in x, implying x ∈ C(y, d) ∪ C(y, d + 1). If there are h1, . . . , hk−3
with C1a ∩C2b ∩Ch0 ∩C(y, d + 1)=∅ then the contradiction |C1a ∩C2b ∩Ch0 ∩
⋃
i∈{3,...,n}\{h1,...,hk−3} Ci0| = (q − 1)/2
follows. Otherwise
z(a, b) 1
k − 2
(
n− 2
k − 3
)
= 1
q − 1
(
n− 2
k − 2
)
.
Hence, (q − 1)
(
n−2
k−2
)
= z=∑a,b∈Q\{0} z(a, b)(q − 1)2(1/q − 1) (n−2k−2), by Lemma 4 (ii), and z(a, b)= (1/q − 1) (n−2k−2)
follows. Lemma 4 (i) leads to the contradiction
t (a, b)= 1
k − 1
((
n− 2
k − 2
)
− z(a, b)
)
= q − 2
(k − 1)!
k−4∏
=0
(q + ). 
In case of k=3, the theorem is correct but powerless. The case =0 gives Heise and Quattrocchi’s [4, Theorem 10 of Section
8.11] nonexistence result.
A suitable application isA16(18, 15)164−4, since the existence of a 16-ary MDS code of length 17 with minimum distance
15 is well-known, implying a powerless derivation bound (2), cf. Section 1.
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