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ABSTRACT
There are two common approaches for optimizing the performance of a machine: genetic algorithms and machine learning.
A genetic algorithm is applied over many generations whereas machine learning works by applying feedback until the system
meets a performance threshold. These methods have been combined before in particular in artificial neural networks using
an external objective feedback mechanism. We adapt this approach to Markov Brains, which are evolvable networks of
probabilistic and deterministic logic gates. These MB so far could only adapt from one generation to the other, so we introduce
feedback gates which augment their ability to learn during their lifetime. We show that Markov Brains can incorporate these
feedback gates in such a way that they do not rely on an external objective feedback signal, but instead can interpret the
results of their action in order to create internal feedback in order to learn. This results in a more biologically accurate model
of the evolution of learning, which will enable us to study the interplay between evolution and learning and could be another
step towards autonomously learning machines.
Introduction
Natural organisms not only have to fit their environment, but also have to adapt to changes in their environment which means
that they have to be plastic. While plasticity occurs in many forms, here we focus on neural plasticity which we define as
an organisms ability to use “experiences” to improve later decisions and behavior. Being able to solve a T-maze repetitively,
remembering where food is or avoiding places where predators have been spotted, and even learning another language are
all cognitive abilities that require an organism to have neural plasticity. We will show how this neural plasticity can evolve
in a computational model system. Neural plasticity allows natural organisms to learn due to reinforcement of their behavior1.
However, learning is tied to specific neural mechanisms- working memory (WM), short-term memory (STM) and long-term
memory (LTM). While learning was initially perceived as a new “factor” in evolution2, potentially even independent, it has
since then been well integrated into the Modern Synthesis of Evolution3. Evolution and learning can have a positive effect on
each other4,5, however, this is not necessarily always the case6. This has several implications: At first evolution started with
organisms that could not adapt during their lifetime, which means that they had no neural plasticity. The only feedback that
the evolutionary process receives is differential birth and death. As a consequence, learning will only evolve if it can increase
the number of viable offspring, and it can only do so, if there is a signal that predictably indicates a fitness advantage7.
Organisms receive many signals from their environment which have to be filtered and interpreted. Irrelevant signals
should be ignored while others require adaptive responses. This can be done through instincts or reflexes in cases where a
fixed responses are necessary. In other cases information has to be stored and integrated in order to inform later decisions,
which requires memory and learning. To distinguish between actions that lead to advantageous results and those who are
disadvantageous organisms need positive or negative feedback. However, none of the signals organisms receive are inherently
“good” or “bad”; even a signal as simple as food requires interpretation. The consumption of food has to trigger a positive
feedback within the organism in order to function as a reward. The machinery that triggers the feedback is an evolved
mechanism and is often adaptive to the environment. If food would be a global positive feedback signal, it would reinforce
indiscriminate food consumption. Organisms would not be able to avoid food or store it for later, but instead eat constantly.
Another important detail we have to consider is the difference between learning and memory. While memory is infor-
mation about the past, learning is the process that takes a sensorial percept and, typically by reinforcement, retains that
information for later use. Specifically, sensor information is stored in working memory (WM)8,9. Imagine this as the flurry
of action potentials that goes through the brain defining its current state. Information that a living organism needs to store for
a moment is believed to reside in STM9,10, but how information transforms from WM to STM is not fully understood8,10,11.
Natural systems use their LTM if they want to keep information for longer. Presumably, information from STM becomes re-
inforced and thus forms LTM, this is sometimes referred to as consolidation9,10,12. The reinforcement process takes time and
therefore is less immediate than STM. In addition, memories can be episodic or semantic9,10,13 and can later be retrieved to
influence current decisions. While information in the working memory can be used to influence decisions, it does not change
the cognitive substrate, long term potentiation (or other neural processes) on the other hand use this information to change the
neural substrate, by presumably forming or modifying connections.
In summary, if we want to model the evolution of learning in natural organisms properly, we need to take the following
statements serious:
• evolution happens over generations, while learning happens during the lifetime of an organism
• evolution is based on differential birth and death (selection) and learning evolved to increase the number of viable
offspring and/or to avoid death
• organisms do not receive an objective “positive” or “negative” signal, but instead evolved mechanisms to sense and
interpret the world so that they can tell what actions were positive and which ones were not
• memory is information about the past, which can be transient
• information in the WM does not change the cognitive machinery, while learning changes the substrate to retain infor-
mation for longer, turning transient into permanent information
0.1 Machine Learning
Computer science and engineering are typically not concerned with biological accuracy but more with scalability, speed,
and required resources. Therefore, the field of machine learning is much more of a conglomerate of different methods,
which straddle the distinct concepts we laid out above. Machine learning includes methods such as data mining, clustering,
classification, and evolutionary computation14. Typically, these methods try to find a solution to a specific problem. If
we provide an explicit reference or example class we refer to supervised learning since the answer is known and the fitness
function quantifies the difference between the provided solution and the ones the machine generates. For unsupervised learning
we provide a fitness function that measures how well a machine or algorithm performs without the need to know the solution
in advance. Genetic algorithms (GAs), which are a form of evolutionary search, work in supervised or unsupervised contexts,
whereas learning algorithms are typically supervised. A special class are learning to learn algorithms, which improve their
learning ability while adapting to a problem15 but do not necessarily apply evolutionary principles.
Genetic algorithms clearly optimize from one generation to the other, while learning algorithms on the other hand could be
understood as lifetime learning. Q-learning16 optimizes aMarkovDecision Processes by changing probabilities when a reward
is applied. Typically, delayed rewards are a problem, which deep-Q learning and memory replay try to overcome17. Artificial
neural networks can be trained by using back propagation18–20, the Baum-Welch algorithm21,22, or gradient decent23,24 which
happens episodically, but on an individual level and not to a population that experiences generations. Multiplicative weights
algorithm strengthens or weakens connections in a neural network-based on the consensus of a pool of experts25,26, again on
an individual.
At the same time, memory and learning are often treated interchangeably. Recurrent artificial neural networks can store
information in their recurrent nodes (or layer) without changing its weights, which would be analagous to WM. Similarly,
the system we use, Markov Brains (MB), can form representations about their environment and stores this information in
hidden states (WM), again transiently without changing its computational structure27. Changes to the weights of an ANN,
or the probabilities of a Markov process or POMDP28 for example, reflect much better learning, since those changes are not
transient, and change all future computations executed by the system.
We also find a wide range of evolvable neural network systems29–31 (among many others) which change from generation
to generation and allowing for memory to form by using recurrent connections. Alternatively, other forms of evolving systems
interact and use additional forms of memory32,33. In order to evolve and learn, other systems allow the topology and or weights
of the neural network to change while also allowing weight changes during their lifetime33–43. Presenting objective feedback
in order to adapt these systems during their lifetime allowed their performance to improve. As a consequence, the machinery
that interprets the environment in order to create feedback was of no concern, but, as stated above, natural organisms need
to evolve that machinery as well in order to learn. We think it is quite possible to change these systems to not rely only on
external feedback. Instead, they could create the feedback signal as part of their output themselves. However, none of the
systems mentioned above is an evolvable MB (for a comparison see Figure 1 A vs. B).
In our approach we use MB44, which are networks of deterministic and probabilistic logic gates, encoded in such a way
that Darwinian evolution can easily improve them. MB have been proven to be a useful tool to study animal behavior45,46,
neural correlates27,47,48,evolutionary dynamics49, decision making50,51, and can even be used as a machine learning tool52,53.
One can think of these MBs as artificial neural networks (ANN)54 with an arbitrary topology that uses Boolean logic instead
of logistic functions. Through sensors these networks receive information about their environment as zeros or ones, perform
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computations and typically act upon their environment through their outputs. We commonly refer to MBs that are embodied
and through that embodiment55 interact with their environment as agents (others use the term animat which is synonymous).
MB use hidden states to store information about the past similar to recurrent nodes in an ANN. The state of these hidden nodes
has to be actively maintained, making the information volatile. The information in the hidden states can be used to perform
computations and also functions as memory. This form of memory, however, resembles WM or STM much better than LTM
due its volatile nature. The entire structure of a MB to this point would be encoded by the genome and would not change
over the lifetime of the agent. Here we introduce what we call feedback gates, which allow MBs to use internal feedback
to store information by changing their probabilistic logic gates (see Methods for a detailed description of feedback gates).
Like other systems these updates do not change the topological structure of the node network but rather the probabilities
within the gates, similar to how learning in ANN is achieved through weight changes. However, feedback is not an objective
signal coming from the environment, but must be generated as part of the evolved controller. The feedback gates only receive
internally generated feedback to change their behavior. This linkage between inputs, evaluation of the environment to generate
feedback, how feedback gates receive this information, and how everything controls the actions of the agent evolves over time
(see Figure 1 B).
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Figure 1. Comparison of two different approaches to feedback generation. Traditional methods have the environment
evaluate the actions of a neural network (or similar system) and then generate feedback which is provided as an external
signal, very much like yet another input (panel A). Our approach (panel B) integrates the feedback generation as well as the
feedback gates into the Markov Brain. This way, only the world provides consistent information about itself which can be
evaluated so that feedback generation does not need to be offloaded, but becomes part of the entire machine. The entire
connectivity as well as feedback gates are integrated is part of what needs to evolve.
Here we introduce feedback gates allowing MBs to change their internal structure which is akin to learning and forming
long-term memories during the lifetime of an organism. The closest similarity can be found in Q-learning or Q-deep learning,
which changes the probabilities within a Markov Decision process even if rewards are delayed14. We will show that these feed-
back gates function as expected and allow agents to evolve the ability to decipher sensor inputs so that they can autonomously
learn to navigate withing a complex environment.
Results
Natural organisms have to learn many things over their lifetime including how to control their body. Here the environment
used to evolve agents resembles this problem. Agents have to learn to use their body in order to navigate properly. The
environment is a 2D lattice (64x64 tile wide) where a single tile is randomly selected as the goal an agent must reach. The
lattice is surrounded by a wall so agents can not escape the boundary, and 1
7
of the lattice is filled with additional walls to
make navigation harder. From the goal the Dijkstra’s path is computed so that each tile in the lattice can now indicate which
of its neighboring tiles is the next closest to the goal. In cases where two neighbor tiles might have the same distance, one of
these tiles is randomly selected as the next closest. For ease of illustration we can now say that a tile has an arrow pointing
towards the tile that should be visited next to reach the goal in the shortest number of tiles.
The agent, controlled by a MB, is randomly placed on a tile that is 32 tiles away from the goal and facing in a random
direction (north, west, south, or east). Agents can see the arrow of the tile they are standing on. The direction indicated by
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the tile is relative to the that of the agent, so that a tile indicating north, will only be perceived as a forward facing arrow if the
agent also faces north. The agent has four binary sensors that are used to indicate in which relative direction the agent should
go to reach the goal.
The agent can move over the lattice by either turning 90 degrees to the left or right, or by moving forward. So far, in order
to navigate perfectly, the agent would simply need to move forward when seeing a forward facing arrow, or turn accordingly.
Instead of allowing the agent to directly pick a movement, it can choose one of four intermediate options (A,B,C,or D) at
any given update. At the birth of an agent, these four possible options are mapped to four possible actions: move forward,
turn left, turn right, do nothing. As a result, the complexity of the task increases when the agent has to learn which of the
24 possible option-to-action maps currently applies to navigate the environment properly. The agent is not given any direct
feedback about its actions; a mechanism must evolve to discern the current mapping and this is rather difficult.
In prior experiments27,44–50,52, MBs were made from deterministic or probabilistic logic gates that use a logic table to
determine the output given a particular input. Deterministic gates have one possible output for each input, while probabilistic
gates use a linear vector of probabilities to determine the likelihood for any of the possible outputs to occur. To enable agents
to form LTM and learn during their lifetime we introduce a new type of gate: feedback gate. These gates are different from
other probabilistic gates, in that they can change their probability distribution during their lifetime based on feedback (for
a detailed description, see below). This allows for permanent changes which are akin to LTM. While Markov Brains could
already retain information by using hidden states, now they can also change “physically”. With this final requirement, MBs
must evolve to integrate these new gates into their network of other gates and find a way to supply feedback appropriately.
Feedback Gate Usage
To test if the newly introduced feedback gates help evolution and increase performance, we compare three different evolu-
tionary experimental conditions. Agents were evolved over 500,000 generations that could use only deterministic logic gates,
deterministic and probabilistic logic gates, or all three types of gates–deterministic, probabilistic, and feedback gates to solve
the task.
When analyzing the line of descent (LOD; see materials and methods), we find a strong difference in performance across
the three evolutionary conditions (see supplementary information Figure 1). None of the 300 agents that were evolved using
deterministic together with probabilistic logic gates were capable of reaching the goal in any of the 24 mappings. The agents
that were allowed to use only deterministic logic gates failed to reach the goal in 225 of the 300 experiments, but the remaining
75 agents never reached the goal more than five times. Agents allowed to use all gates including feedback gates only failed
to reach the goal in 75 experiments and in the remaining 225 experiments they reached the goal on average 5 times, with the
best performer reaching the goal on average 9 times.
It is not entirely surprising to us that agents using only probabilistic gates struggle in this task, because agents using
probabilistic gates generally evolve slower, which might explain the effect. However, to our surprise, we found a couple of
agents who were only allowed to use deterministic gates that evolved to solve the task at least a couple of times. In the group
that could use all three types of gates, we found 3 agents that could reach the goal on average 5 times using only probabilistic
gates, as opposed to the 9 times agent with feedback gates could reach the goal on average. This shows two things: the task
can be solved using only the gate inputs (i.e. WM) and providing agents with feedback gates during evolution allows them
to reach the goal more often. This is an important control because from a computational point of view, there is no qualitative
difference between WM and LTM as both methods allow for recall of the past.
Populations allowed to use feedback gates quickly evolve the ability to reach the goal in any of the 24 possible environ-
ments. The variance of their performance supports the same idea, that agents do not become better by just performing well in
one environment, but instead evolve the general ability to learn the mapping each environment presents (See Figure 2 panel
B).
Now that we have shown that the agents with feedback gates are capable of evolving a solution to navigate in this environ-
ment, we have to ask if they actually utilize the feedback gates. For that, all agents on the LOD were tested again but their
feedback gates were kept from changing their probability tables. Comparing these results with the agents performance when
using the feedback gates regularly reveals that the agents rely heavily on their feedback gates (see 2 panel A).
Feedback gates change over time
We find that the probability tables modified by feedback become specifically adapted to each of the 24 possible mappings the
agents get tested in. See Figure 3 as an example of the best performing agent using only one feedback gate. Some rows in the
probability tables converge to having a single high value that is specific to the environment the agent experienced (for more
details see supplementary information Figures 2-3). This shows, that indeed feedback gates become specifically adapted to
the environment the agent experiences. It also indicates, that agents change their computational machinery according to their
environment and do not rely solely on WM to perform their task.
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Figure 2. Performance over evolutionary time. Panel A solid line shows for all 300 replicate experiments how often the
goal was reached (W ) across all 24 possible environments for agents on the line of descent. The dotted line is the same
average performance for the same agents when their feedback mechanism was disabled. Underlying gray-shade indicates the
standard error. Panel B shows as a black line how often on average the 300 replicate agents on the line of descent could not
reach the goal a single time in any of the 24 possible environments. In red the variance in performance on the line of descent
as an average over all 300 replicate experiments.
The change to the feedback gates’ probability tables can be quantified by measuring the mutual information each table
conveys at birth and after the agent completes their task. We find that the mutual information is generally lower at birth (∼0.25)
and higher at the end of the task (∼0.8), signifying that the agents have more information about the environment at death than
they did at birth, as expected. We then compute the difference between both measurements, (∆¯), which quantifies the increase
of mutual information over the lifetime of the agent. When discretizing these values for different levels of performance, we
find a strong correlation (r= 0.922) between performance and increase in mutual information (see Figure: 4). This shows that
agents who perform better increase information stored in their feedback gates over their lifetime.
Differences between agents using feedback gates and those who do not
We wanted to test if feedback gates improve the agents ability to learn. Those agents that evolved to use feedback gates
generally perform very well in the environment, however, we also find other agents that only use deterministic gates and still
have an acceptable performance. This either suggests that feedback gates are not necessary, or that they do not provide enough
of an selective advantage to be used every time. It is also possible that there is more than one algorithmic solution to perform
well in this navigation task. All of these points suggest that a more thorough analysis and comparison of the independently
evolved agents is necessary.
We find that agents that do not use feedback gates require a much greater number of logic gates than those who do (see
Figure 5). This seems intuitive, since feedback gates can store information in their probability tables, whereas agents that do
not use them, need to store all information in their WM. This suggests that there might be a difference in the evolved strategy
between those agents that use feedback gates and those who do not.When observing the behavior of the differently evolved
agents, we find that there are two types of strategies (see supplementary information Figures 4-5 for details). Agents that
evolved brains that without feedback gates use a simple heuristic that makes them repeat their last action when the arrow they
stand on points into the direction they are standing on. Otherwise, they start rotating until they move off a tile, which often
results in them standing again on a tile that points into the direction they are facing, which makes them repeat the last action.
Agents that evolved to use feedback gates appear to actually behave as if they learn how to turn properly. Theymake several
mistakes in the beginning, but after some learning period perform flawlessly. Of the 300 replicate evolutionary experiments
where agents were allowed to use all types of logic gates, 56 did not evolve using feedback gates. Comparing the actions
those 56 agents take, with the remaining 244 which do use feedback gates, we first find that as expected the group using
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Figure 3. Probability tables of a feedback gate after it learned each of the 24 possible mappings. Each of the 24 gray scale
images corresponds to a feedback table adapted during the lifetime of an agent to a different mapping. The darker the color,
the lower the probability, observe that rows have to sum to 1.0. Some rows, apparently those of input combinations that were
never experienced, remain unadapted, while rows one, two, and seven of each table converge to a single high value
surrounded by low probabilities.
feedback gates reached the goal more often on average (5.33 times, versus 4.89 times for those agents not using feedback
gates) which suggests a difference in behavior. The usage of actions is also drastically different even during evolution (see
Figure 6). Agents using feedback gates reduce the instances where they do nothing, minimize turns and maximize moving
forward. Agents not using feedback gates are less efficient because they rely on forward movements while minimizing times
where they do nothing and turns. In conjunction with the observations made before, we conclude that indeed agents not using
feedback gates, use some form of heuristic with a minimal amount of memory, while agents using feedback gates learn to
navigate the environment properly.
Discussion
We use Markov Brains which could evolve to solve various complex tasks and even form memories which represent their envi-
ronment27. However, these MBs use binary hidden states to store information about the environment similar to WM or STM,
but lacked a feedback mechanism that allowed them to change their internal structure, very much like long term potentiation
would lead to LTM. Other systems like artificial neural networks already allowed for a similar process, were weights could
be adapted due to feedback. We augmented Markov Brains with so called feedback gates that use the multiplicative weight
update algorithm to change their probabilities given positive or negative feedback.
It is important to note, that this feedback is not directly provided by the environment the agents but must be internally
generated by the MB. In addition, MB need to integrate these feedback gates into their cognitive machinery during evolution.
We showed that we can successfully evolve Markov Brains to use feedback gates and that it is possible that internal feedback
is generated properly and that feedback gates change their internal probabilities as expected. However, we also find competing
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Figure 4. Change in mutual information of feedback gates for different levels of performance. The change in performance
(∆¯) is shown on the y-axis for different performances (W). The performance for all 300 final organisms using all types of
gates was measured and put into ten bins, ranging from the lowest performance 2 to the highest performance of 12, with a bin
size of 1. Error-bars indicate the variance.
strategies, which instead of evolving to learn deploy some form of heuristic. In the future it might be interesting to study under
which evolutionary conditions either heuristics or learning strategies evolve (similar to Kvam 2017). We used a biological
inspired task and we see the future application of this technology in the domain of computational modeling to study how intel-
ligence evolved in natural systems, to eventually use neuroevolution as the means to bring about general artificial intelligence.
Using MBs augmented with feedback will probably not be competitive with other supervised learning techniques applied to
classification problems for example, but it remains an interesting question: How would typical machine learning tools perform
if challenged with the task presented here?
One problem encountered by systems that receive external feedback is “catastrophic forgetting”56,57. When the task
changes, feedback will cause the system to adapt to their new objective but they forget or unlearn former capabilities. Re-
quiring adaptive systems to interpret the environment in order to generate internal feedback, might be a way to overcome this
problem, assuming that the fitness function or evolutionary environment not only changes as well, but rewards organisms who
do not suffer from “catastrophic forgetting”.
We now have the ability to evolve machines inspired by natural organisms that can learn without an objective external
signal. This gives us a tool to study the evolution of learning using a computational model system instead of having to
use natural organisms. It will also allow us to study the interplay between evolution and learning (aka Baldwin effect) and
explore under which circumstances evolution benefits from learning and when it does not, and we propose to use this model
to study these questions in the future. Another dimension we will investigate in the future is the ability of MBs to change their
connections due to feedback, not just the probabilities within their gates.
As stated before, combining evolution with learning is not a new idea. We think that it is in principle very easy for other
systems to internalize the feedback. For example, it should be easy to evolve an artificial neural network to first interpret the
environment, and then use this information to apply feedback on itself. However, we need to ask under which circumstances
this is necessary. By providing training classes for supervised learning situations we can already create (or deep learn) ma-
chines that can learn to classify these classes. In addition, we often find these classifiers exceed human performance58,59. If
we are incapable of providing examples of correctly classified data, we use unsupervised learning methods, and only need to
provide a fitness function that quantifies performance. But we know that fitness functions can be deceptive, and designing
them is sometimes more of an art than a science. When interacting with future AI systems we should find a different way to
specify what we need them to do. Ideally they should autonomously explore the environment and learn everything there is to
know without human intervention - nobody tells us humans what to research and explore, evolution primed us to pursue this
autonomously. The work presented here is one step into this direction, and will allow us to study evolution of learning in a
biological context as well as explore how we can evolve machines to autonomously learn.
7/12
0 3 6 9
feedback gates
0
5
10
15
20
25
30
d
e
te
rm
in
is
ti
c 
g
a
te
s
Figure 5. Correlation of number of feedback gates to deterministic gates. Each dot represents the number of feedback gates
last agent on the line of descent has versus the number of deterministic gates it has in 300 replicates. The more feedback
gates an agent has the less deterministic gates it evolves; the feedback gates allow agents to decrease brain size while still
solving the task.
A B
Figure 6. Different actions performed while navigating over evolutionary time. Both panels show the average use of
forward (green), do nothing (red), and turn (black) commands over generations. Gray background indicates the standard
error. Panel A for those 244 agents that do use feedback gates, Panel B for the remaining 56 independently evolved agents
that do not use feedback gates. Agents on the LOD were analyzed.
Methods
Markov Brains are networks of probabilistic and deterministic logic gates encoded by a genome. The genome contains
genes and each gene specifies one logic gate, the logic it performs and how it is connected to sensors and motors and to other
gates27,44,49. A new type of gate, the feedback gate, has been added to theMarkov Brain framework (https://github.com/lsheneman/PROJECTREPO),and
this framework has been used to run all the evolutionary experiments. The Markov Brain framework has since been updated
to MABE60. See below for a detailed description of each component:
Environment
The environment the agents had to navigate was a 2D spatial grid of 64x64 squares. Squares were either empty or contained
a solid block that could not be traversed. The environment was surrounded by those solid blocks to prevent the navigating
agent to leave that space. At the beginning of each agent evaluation a new environment was generated and 1
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of the squares
were randomly filled with a solid block. The randomness of the environments maintains a complex maze-like structure across
environments, but no two agents saw the exact same environment.
A target was randomly placed in the environment, and Dijkstra’s algorithm was used to compute the distance from all
empty squares to the target block. These distances were used to label each empty block so that it had an arrow facing to the
next closest block to the target. When there was ambiguity (two adjacent blocks had the same distance) a random block of the
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set of closest blocks was chosen. At birth agents were randomly placed in a square that had a Dijkstra’s number of 32 and face
a random direction (up, right, down, or left). Due to the random placement of blocks it was possible that the goal was blocked
so that there was no tile that is 32 tiles away, in which case a new environment was created, which happened only very rarely.
Agents were then allowed to move around the environment for 512 updates. If they were able to reach the target, a new
random start orientation and location with a Dijkstra’s number of 32 was selected. Agents used two binary outputs from the
MB to indicate their actions– 00, 01, 10, or 11. Each output was translated using a mapping function to one of four possible
actions- move forward, do nothing, turn left, or turn right. This resulted in 24 different ways to map the four possible outputs
of the MB to the four possible actions that moved the agent. The input sensors gave information about the label of the tile the
agent was standing on. Observe that the agent itself had an orientation and the label was interpreted relative to the direction
the agent faced. There were four possible arrows the agent could see– forward, right, backward, or left– and were encoded
as four binary inputs, one for each possible direction. Beyond the four input and two outputs nodes, agents could use 10
hidden nodes to connect their logic gates. Performance (or fitness) was calculated by exposing the agent to all 24 mappings
and testing how often it reached the goal within the 512 updates it was allowed to explore the world. At every update agents
were rewarded proportional to their distance to the goal (d), and received a bonus (b) every time they reached the goal, thus
the fitness function becomes:
W =
n<24
∏
n=0
((
t<512
∑
t=0
1
1+ d
)+ b) (1)
Selection
After all agents in a population were tested on all 24 action-to-behavior mappings at each generation, the next generation
was selected using tournament selection where individuals are randomly selected and the one with the best fitness transmits
offspring into the next generation61. The tournament size was set to five.
Mutation
Genomes for organisms in the first generation were generated randomly with a length of 5000 and 12 start codons were
inserted that coded for deterministic, probabilistic, and feedback gates. Each organism propagated into the next generation
inherited the genome of its ancestor. The genome had at least 1,000 and at most 20,000 sites. Each site had a 0.003 chance
to be mutated. If the genome had not reached its maximum size stretches of a randomly selected length between 128 and 512
nucleotides got copied and inserted at random locations with a 0.02 likelihood. This allowed for gene duplications. If the
genome was above 1000 nucleotides, there was a 0.02 chance for a stretch of a randomly selected length between 128 and 255
nucleotides to be deleted at a random location.
Feedback Gates
At every update of a probabilistic gate, an input i resulted in a specific output o. To encode the mapping between all possible
inputs and outputs of a gate we used a probability matrix P. Each element of this matrix Pio defined the probability that given
the input i the output o occurred. Observe that for each i the sum over all o must be 1.0 to define a probability:
1.0=
O
∑
o=0
Pio (2)
where O defines the maximum number of possible outputs of each gate.
A feedback gate uses this mechanism to determine its output at every given update. However, at each update we consider
the probability Pio that resulted in the gates output to be causally responsible. If that input-output mapping for that update was
appropriate then in future updates that probability should be higher. If the response of the gate at that update had negative
consequences, then the probability should be lower. As explained above, the sum over all probabilities for a given input must
sum to one. Therefore, a single probability can not change independently. If a probability is changed, the other probabilities
are normalized so that equation 2 remains true.
But where is the feedback coming from that defines whether or not the action of that gate was negative or positive?
Feedback gates posses two more inputs, one for a positive, and one for a negative signal. These inputs can come from any of
the nodes the Markov Brain has at its disposal, and are genetically encoded. Therefore, the feedback can be a sensor, or any
output of another gate. Receiving a 0 from another gate to either of the two positive or negative feedback inputs has no effect,
whereas reading a 1 triggers the feedback.
In the simplest case of feedback a random number in the range [0,δ ] is applied to the probability Pio that was used in
the last update of the gate. In case of positive feedback the value is increased, in the case of negative feedback the value
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is decreased. The probabilities are limited to not exceed 0.99 or drop below 0.01. The rest of the probabilities are then
normalized.
The effects of the feedback gate are immediately accessible to the MB. However, because MBs are networks, the signal
that a feedback gate generates might need time to be relayed to the outputs via other gates. It is also possible that there is a
delay between an agent’s actions and the time it takes to receive new sensorial inputs that give a clue about the situation being
improved or not. Thus, allowing feedback to occur only on the last action is not sufficient. Therefore, feedback gates can
evolve the depth of a buffer that stores prior Pio up to a depth of 4 and when feedback is applied all the probabilities identified
by the elements in the cue are altered. The δ is determined by evolution and can be different for each element in the cue.
Line of descent
An agent was selected at random from the final generation to determine the line of descent (LOD) by tracing the ancestors
to the first generation62. During this process the most recent common ancestor (MRCA) is quickly found. Observe that all
mutations that swept the population can be found on the LOD, and the LOD contains all evolutionary changes that mattered.
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