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Abstract
In this paper, finite-dimensional solvable Lie algebras with nondegenerate invariant bilinear forms are
classified. The classification is based on the investigation of the minimal generating sets, which are proved
to be one of the three types: paired type, isolated type and mixed type.
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1. Introduction
Let g˜ be a finite-dimensional solvable Lie algebras over C. If there exists a nondegenerate
symmetric bilinear form (· | ·) : g˜ × g˜ → C satisfying ([a, b] | c) = (a | [b, c]) for a, b, c ∈ g˜,
then g˜ is called a solvable Lie algebra with a nondegenerate invariant bilinear form (or simply,
a nondegenerate solvable Lie algebra). If the restriction of (· | ·) to an ideal (or a subalgebra) g˜1
is still nondegenerate, then g˜1 is called a nondegenerate ideal (or subalgebra). The g˜ is called
indecomposable if it does not have any proper nondegenerate ideal.
The simplest case of a nondegenerate solvable Lie algebra is an abelian Lie algebra. In this
case, there is nothing to study. Some nondegenerate Lie algebras g˜ were studied in [W,ZM] when
g˜ is not solvable or it is nilpotent. In this paper, we shall only consider the solvable Lie algebras
g˜ satisfying the condition: The center Z ⊂ [g˜, g˜] and the restriction of (· | ·) to Z is zero. It is
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reduced to the classification of solvable Lie algebras satisfying the above condition.
A Lie algebra is splitable if every adjoint operator adx is a sum of a semi-simple inner deriva-
tion adxs and a nilpotent inner derivation adxn.
In [L], it is proved that a splitable nondegenerate solvable Lie algebras can be decomposed
as a direct sum of splitable indecomposable nondegenerate solvable Lie algebras. Thus the
classification of splitable nondegenerate solvable Lie algebras is essentially reduced to that of
indecomposable nondegenerate solvable Lie algebras.
The main result of this paper is the following.
Theorem 1.1. Suppose g˜ is a finite-dimensional indecomposable nondegenerate solvable Lie
algebra. Then every minimal generating set K˜ is of the three types: paired type, isolated type
and mixed type (cf. Definition 4.3 and Proposition 4.7).
(1) If K˜ is of paired type, then g˜ is an extended Heisenberg Lie algebra (cf. Definition 5.1 and
Proposition 5.3).
(2) Let H be the maximal torus of g˜, g = g+ ⊕ Z ⊕ g− be the nilradical with center Z, g˜+ =
H +g+ be the positive subalgebra (cf. (2.4)). If the minimal generating set KI = K+I ∪K−I
of g is of isolated type satisfying Condition 6.1, then (cf. Proposition 6.12):
(a) g− is abelian, and Z ⊕ g− is a g˜+-module generated by K−I , i.e., Z ⊕ g− =
U(ad g˜+) · K−I .
(b) The weight space decomposition of Z⊕g− as a g˜+-module is the same as its root space
decomposition with respect to H .
(c) Every negative root vector x−α is a linear combination of [ei1, ei2, . . . , eis , e−βj ], where
eik ∈ K+I , e−βj ∈ K−I , −α = αi1 + αi2 + · · · + αis − βj .
(d) g˜ = g˜+ ⊕ U(ad g˜+) · K−I , i.e., g˜ is a split extension of its positive subalgebra g˜+ by
U(ad g˜+) · KI .
(3) Suppose the H -msg K˜ = H ∪ (KP ∪KI ) of g˜ is of mixed type, then (cf. Proposition 7.1)
(a) g˜ has a decomposition g˜ = (⊕si=1 g˜Pi ) + (⊕lj=1 g˜Ij ), where g˜P =⊕si=1 g˜Pi is an or-
thogonal sum of indecomposable ideals of g˜P , and g˜I =⊕lj=1 g˜Ij is an orthogonal sum
of indecomposable ideals of g˜I .
(b) Let g˜Pj = HPj +〈KPj 〉 with center ZPj , j = 1,2, . . . , s, and set g˜Ij = HIj +〈KIj 〉 with
center ZIj , j = 1,2, . . . , l. If g˜ is indecomposable, then for all i = 1,2, . . . , s, there
exists j ∈ {1,2, . . . , l} such that (HPi | ZIj ) 	= 0, and for all j = 1,2, . . . , l, there exists
i ∈ {1,2, . . . , s} such that (HIj | ZPi ) 	= 0.
2. Some preparations
Throughout the paper, we shall use C,Z,Z+,Z− to denote the sets of complex numbers, inte-
gers, nonnegative integers, nonpositive integers, respectively. For any subset K of a Lie algebra,
we denote
(K) = the subspace spanned by K, (2.1)
〈K〉 = the Lie subalgebra generated by K . (2.2)
We also denote [x1, x2, . . . , xs] = [x1, [x2, . . . , [xs−1, xs] . . .]].
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L1 = L, L2 = [L,L], . . . , Li = [L, [L, . . . , [L,L] . . .]] (i copies), i  1. (2.3)
The positive integer p is called the nilpotency of L if p is the smallest one such that Lp+1 = 0.
Then p is an invariance of L. We have a fact: L has nilpotency p ⇔ [x1, x2, . . . , xp+1] = 0,
∀x1, x2, . . . , xp+1 ∈ L.
Lemma 2.1. (See [J].) For a finite-dimensional nilpotent Lie algebra L, and x1, x2, . . . , xn ∈ L,
the following statements are equivalent:
(i) {x1 +L2, x2 + L2, . . . , xn + L2} is a basis of L¯ := L/L2;
(ii) K = {x1, x2, . . . , xn} is a minimal generating set of L.
The number |K| = dim L¯ is called the type of L [S].
A torus of L is an abelian subalgebra H consisting of semi-simple derivations in DerL. Thus,
we have a root space decomposition of L with respect to H :
L =
⊕
α∈H
Lα, Lα =
{
x ∈ L ∣∣ h · x = α(h)x, ∀h ∈ H}, α ∈ H ∗.
Obviously, [Lα,Lβ ] ⊂ Lα+β , ∀α,β ∈ H ∗. If Lα 	= 0, then α is called a root of L (with respect
to H ) and Lα a root space. Any nonzero element of Lα is a root vector. The set Δ = {α ∈ H ∗ |
Lα 	= 0} is called the root system of L (with respect to H ).
Definition 2.2. A minimal generating set K is called a H -msg if every element of K is a root
vector with respect to H .
Lemma 2.3. (See [S, Lemmas 2.6–2.8].) For any torus H , there exists a H -msg. If H is a
maximal torus and L is of type n, then dimH  n.
If H is a maximal torus, dimH is called the rank of L. If the type of L is same as the rank
of L, then L is called a maximal rank nilpotent Lie algebra.
The following material from [K] will be used in Section 6. Let A = (aij ) be an n × n GCM
(generalized Cartan matrix) of rank , H a (2n−)-dimensional space with linearly independent
elements h1, h2, . . . , hn, H ∗ the dual of H . Let α1, α2, . . . , αn ∈ H ∗ be linearly independent
satisfying: αj (hi) = aij ∈ Z−, 1  i, j  n. The Kac–Moody algebra g(A) is the Lie algebra
generated by e1, e2, . . . , en; f1, f2, . . . , fn and H with relations:
[h,h′] = 0, [ei, fj ] = δij hi,
[h, ej ] = αj (h)ej , [h,fj ] = −αj (h)fj ,
(ad ei)1−aij ej = 0, (adfi)1−aij fj = 0, i 	= j,
for i, j = 1,2, . . . , n and h,h′ ∈ H . Denote by n the subalgebra of g(A) generated by ei, i =
1,2, . . . , n (recall notation (2.2)):
n = 〈ei | i = 1,2, . . . , n〉 (2.4)
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n =⊕α∈Δ+ nα . Clearly (recall notation (2.1)),
nα =
([ei1, ei2, . . . , eis ] ∣∣ αi1 + αi2 + · · · + αis = α).
Suppose α =∑ni=1 kiαi , ki ∈ Z+. We call |α| =∑ni=1 ki the height of α. Set
Δm+ =
{
α ∈ Δ+
∣∣ |α| = m}, m ∈ Z+ \ {0}.
Note that Δ1+ = {α1, α2, . . . , αn}. We have nm =
⊕
α∈Δ, |α|m nα (cf. (2.3)) is an ideal of n.
It is known from [K] that a GCM A is one of the following three types:
(1) A is of finite type. Then n is nilpotent and it is the positive subalgebra of the finite-
dimensional semi-simple Lie algebra g(A). In this case, n has a unique root θ with maximal
height. Denote |θ | = pA.
(2) A is of affine type.
(3) A is of indefinite type.
In cases of (2) and (3), n is infinite-dimensional.
Let p be a positive integer satisfying:
(a) p max{1 − aij | i 	= j, i, j = 1,2, . . . , n}; (b) p  pA if A is of finite type.
Take the quotient
mp(A) = n/np+1.
Denote μ :n → mp(A) the canonical map such that ei → e¯i , i = 1,2, . . . , n.
Proposition 2.4. (See [S, Proposition 4.9].)
(1) mp(A) is graded:
mp(A) =
⊕
|α|p
n¯α, [n¯α, n¯β ] ⊆ n¯α+β.
If |α| p, the restriction of μ to nα is a bijection: nα → n¯α (= (mp(A))α).
(2) mp(A) is a finite-dimensional maximal rank nilpotent Lie algebra of type n with nilpo-
tency p.
(3) {e¯1, e¯2, . . . , e¯n} is a H -msg of mP (A), each e¯i is a root vector of root αi .
For any finite-dimensional nilpotent Lie algebra g, suppose K = {x1, x2, . . . , xn} is a H -
msg. From the nilpotence of g, there exists a minimal nonnegative integer −aij such that
(adxi)1−aij xj = 0 for 1  i 	= j  n. Denote aii = 2 for i = 1,2, . . . , n. Then we obtain a
GCM A = (aij ). We say g is a nilpotent Lie algebra corresponding to A. The above-defined
mp(A) is such an example. From [S], mp(A) has the following universal property: For any
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with nilpotency p, then g is a quotient of mP (A).
Set
F =Fp(A) = the set of graded ideals a of mp(A) satisfying
np  a, (ade¯i)−aij e¯j /∈ a, 1 i 	= j  n.
Proposition 2.5. (See [S, Proposition 5.9].) Let g be a maximal rank nilpotent Lie algebra cor-
responding to A. If g is type n with nilpotency p, then there exists a ∈F such that g ∼= mp(A)/a.
We shall use the following material of solvable Lie algebras from [L]. Let g˜ be an indecom-
posable nondegenerate solvable Lie algebra with nonzero center Z such that (Z | Z) = 0. Let
H ⊂ g˜ be a maximal torus. We have the root space decomposition of g˜ with respect to H :
g˜ = H ⊕Z ⊕
⊕
α∈Δ+
(g˜α ⊕ g˜−α), (2.5)
where Δ = Δ+ ∪ Δ− is a disjoint union such that 0 /∈ Δ. Set
g := g˜2 = [g˜, g˜] =
⊕
α∈Δ+
[g˜α, g˜−α] ⊕
⊕
α∈Δ+
(g˜α ⊕ g˜−α).
Obviously, g is the nilradical of g˜. Since the center Z must be contained in [g˜, g˜], the above
equation forces Z ⊆ ∑α∈Δ+[g˜α, g˜−α]. On the other hand, [L, Lemmas 10–12] show that∑
α∈Δ+[g˜α, g˜−α] ⊆ Z. Thus
Z =
∑
α∈Δ+
[g˜α, g˜−α] and g = Z ⊕
⊕
α∈Δ+
(g˜α ⊕ g˜−α). (2.6)
Hence, every root vector of g˜±α is in g, and we have g˜α = gα . Thus
g = Z ⊕
⊕
α∈Δ+
(g˜α ⊕ g˜−α) and g˜ = H ⊕ g. (2.7)
Therefore we can divide the study of g˜ into two steps: First, the study of the structure of its
nilradical g (by considering a H -msg of g); second, the study of the action of adH on g.
Lemma 2.6.
(1) (H | gα) = 0, ∀α ∈ Δ;
(2) (gα | gβ) = 0, ∀α,β ∈ Δ ∪ {0} with α + β 	= 0;
(3) Δ− = −Δ+ and (gα | g−α) 	= 0, dimgα = dimg−α , ∀α ∈ Δ.
Let V1,V2 be subspaces of g˜ such that
(1) (Vi | Vi) = 0, i = 1,2;
(2) the restriction of (· | ·) to V1 + V2 is nondegenerate.
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(v1 | v2) = 1. Using Lemma 2.6, we can choose a basis {e(1)α , e(2)α , . . . , e(dα)α ; e(1)−α, e(2)−α, . . . , e(dα)−α }
of gα ⊕ g−α consisting of dual elements such that
(
e(i)α
∣∣ e(j)−α)= δij , 1 i, j  dα,(
e(i)α
∣∣ e(j)α )= (e(i)−α ∣∣ e(j)−α)= 0, 1 i, j  dα, (2.8)
where dα = dimgα .
Lemma 2.7. Take a basis of gα ⊕ g−α as above. Then
(1) [e(i)α , e(j)−α] = 0, 1 i 	= j  dα ;
(2) there exists a nonzero central element zα such that [e(i)α , e(i)−α] = zα for i = 1,2, . . . , dα ;
(3) [gα, g−α] = Czα . In particular dim[gα, g−α] = 1 for α ∈ Δ.
Proof. Let {e(1)α , e(2)α , . . . , e(dα)α ; e(1)−α, e(2)−α, . . . , e(dα)−α } be a dual basis of gα ⊕ g−α such that
(e
(i)
α | e(j)−α) = δij , 1 i, j  dα , δij is Kronecker.
By Eq. (2.6) we know that Z =∑α∈Δ+[g˜α, g˜−α], hence [e(i)α , e(j)−α] ∈ Z for i, j = 1,2, . . . , dα .([
e(i)α , e
(j)
−α
] ∣∣∣Z ⊕∑
β∈Δ
g˜β
)
= ([e(i)α , e(j)−α] ∣∣Z)+∑
β∈Δ
([
e(i)α , e
(j)
−α
] ∣∣ g˜β)
= (e(i)α ∣∣ [e(j)−α,Z])+∑
β∈Δ
(
e(i)α
∣∣ [e(j)−α, g˜β])
= 0 +
∑
β∈Δ
(
e(i)α
∣∣ [e(j)−α, g˜β])= 0
(since α + (−α + β) = β 	= 0, by (2) of Lemma 2.6 we have (e(i)α | [e(j)−α, g˜β ]) = 0 for every
β ∈ Δ).
(1) For i 	= j , if [e(i)α , e(j)−α] 	= 0. Since (· | ·) is nondegenerate to g˜ = H ⊕ Z ⊕
∑
β∈Δ g˜β ,
and ([e(i)α , e(j)−α] | Z ⊕
∑
β∈Δ g˜β) = 0, it implies that there exists an element h ∈ H such that
(h | [e(i)α , e(j)−α]) 	= 0. But(
h
∣∣ [e(i)α , e(j)−α])= ([h, e(i)α ] ∣∣ e(j)−α)= α(h)(e(i)α ∣∣ e(j)−α)= α(h)δi,j = 0,
this is a contradiction. Therefore [e(i)α , e(j)−α] = 0, for i 	= j .
(2) If there exists i ∈ {1,2, . . . , dα} such that [e(i)α , e(i)−α] = 0. We take an element h ∈ H such
that α(h) 	= 0. Then (h | [e(i)α , e(i)−α]) = 0 (since we suppose [e(i)α , e(i)−α] = 0). On the other hand,
by invariance of (· | ·), we obtain that
(
h
∣∣ [e(i)α , e(i)−α])= ([h, e(i)α ] ∣∣ e(i)−α)= α(h)(e(i)α ∣∣ e(i)−α)= α(h) 	= 0,
it contradicts to (h | [e(i)α , e(i)−α]) = 0. Hence 0 	= [e(i)α , e(i)−α] ∈ Z for i = 1,2, . . . , dα .
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(h | x) = (h ∣∣ [e(i)α , e(i)−α])− (h ∣∣ [e(j)α , e(j)−α])
= ([h, e(i)α ] ∣∣ e(i)−α)− ([h, e(j)α ] ∣∣ e(j)−α)
= α(h)(e(i)α ∣∣ e(i)−α)− α(h)(e(j)α ∣∣ e(j)−α)
= α(h) − α(h)
= 0.
Hence (x | H) = 0.
By the fact that ([e(i)α , e(j)−α] | Z ⊕
∑
β∈Δ g˜β) = 0, for any i, j = 1,2, . . . , dα , it is easy to show
that (x | Z ⊕∑β∈Δ g˜β) = 0.
Therefore, we have (x | g˜) = 0, which implies that x = 0, and 0 	= [e(i)α , e(i)−α] = [e(j)α , e(j)−α] ∈ Z
for all i, j = 1,2, . . . , dα . Hence, there exists an element zα in Z such that [e(i)α , e(i)−α] = zα ,
for i = 1,2, . . . , dα . zα is uniquely determined by the root α and does not depend on i ∈
{1,2, . . . , dα}.
(3) It is evident that any element in [gα, g−α] can be represented by ∑k[xk, yk], where
xk ∈ gα , yk ∈ g−α . Suppose xk =∑dαi=1 λie(i)α , yk =∑dαj=1 μje(j)−α , then
[xk, yk] =
dα∑
i,j=1
λiμj
[
e(i)α , e
(j)
−α
]= dα∑
i=1
λiμi
[
e(i)α , e
(i)
−α
]=
(
dα∑
i=1
λiμi
)
zα,
it deduces that
∑
k[xk, yk] ∈ Czα . Therefore [gα, g−α] = Czα , dim[gα, g−α] = 1. 
Lemma 2.8. Let α1, α2, . . . , αs ∈ Δ be distinct roots. Denote zi := [e(r)αi , e(r)−αi ] for r =
1,2, . . . , dαi , i = 1,2,3, . . . , s. Then α1, α2, . . . , αs are linearly independent if and only if
z1, z2, . . . , zs are linearly independent. Furthermore,
∑s
i=1 aiαi = 0 if and only if
∑s
i=1 aizi = 0
for a1, a2, . . . , as ∈ C.
Lemma 2.9. The restriction of (· | ·) to H ⊕ Z is nondegenerate, and dimH = dimZ.
Proof. Since (· | ·) is nondegenerate to g˜ = H ⊕ Z ⊕∑α∈Δ+(g˜α ⊕ g˜−α), and (H ⊕ Z | g˜α ⊕
g˜−α) = 0 for every α ∈ Δ+, hence the above decomposition of g˜ is an orthogonal direct sum.
By the nondegeneracy of the form (· | ·), we implies that the restriction of (· | ·) to H ⊕ Z is
nondegenerate.
By Lemma 2.7 we know that Z =∑α∈Δ+[g˜α, g˜−α] =∑α∈Δ+ Czα , it shows that the center
Z is linearly spanned by the set {zα | α ∈ Δ+}. So we can take a maximal independent subset
{zαi | i = 1,2, . . . , n} of {zα | α ∈ Δ+} such that {zα1 , zα2 , . . . , zαn} is a basis of Z. Since (· | ·) is
nondegenerate to H ⊕ Z, there exist elements h1, h2, . . . , hn ∈ H such that
(hi | zαj ) = δij , i, j = 1,2, . . . , n; (hi | hj ) = 0, i, j = 1,2, . . . , n.
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∑n
i=1 λihi = 0, we have(
n∑
i=1
λihi
∣∣∣ zαj
)
= λj = 0, for j = 1,2, . . . , n.
Hence h1, h2, . . . , hn are linearly independent. Let H ′ be the subspace of H spanned by {hi | i =
1,2, . . . , n}, then dimH ′ = dimZ and H ′ ⊆ H .
If H ′  H , then it is easy to see that
H ′ ⊕Z ⊕
⊕
α∈Δ+
(g˜α ⊕ g˜−α)
is a nondegenerate proper ideal of g˜, which contradicts to the assumption of g˜ is indecomposable.
Therefore, we have H ′ = H , and hence dimH = dimZ. 
Since (Z | Z) = 0 and the restriction of (· | ·) to H ⊕ Z is nondegenerate, we can suppose
(H | H) = 0. Thus there exists a dual basis of H ⊕Z consisting of dual elements: {h1, h2, . . . , hn;
z1, z2, . . . , zn} such that
(hi | zj ) = δij , 1 i, j  n. (2.9)
Note that Z = ∑α∈Δ+[gα, g−α]. By Lemma 2.7 Z = ∑α∈Δ+ Czα . We can choose a basis{zα1, zα2 , . . . , zαn} of Z for some αi ∈ Δ+, i = 1,2, . . . , n. By Lemma 2.8, α1, α2, . . . , αn is
linearly independent in H ∗. Since dimZ = dimH = dimH ∗, {α1, α2, . . . , αn} is a basis of H ∗.
Then we have a linear isomorphism γ : Z → H ∗ such that γ (zαi ) = αi , i = 1,2, . . . , n.
Lemma 2.10. For any z ∈ Z, there exists a unique λz ∈ H ∗ such that λz(h) = (z | h), ∀h ∈ H .
Proof. Suppose z =∑ni=1 aizαi . Let λz = γ (z), then λz = γ (z) =∑ni=1 aiγ (zαi ) =∑li=1 aiαi .
For h ∈ H , one has
(h | z) =
(
h
∣∣∣ n∑
i=1
aizαi
)
=
n∑
i=1
ai(h | zαi )
=
n∑
i=1
ai
(
h
∣∣ [e(j)αi , e(j)−αi ])=
n∑
i=1
ai
([
h, e(j)αi
] ∣∣ e(j)−αi )
=
n∑
i=1
aiαi(h)
(
e(j)αi
∣∣ e(j)−αi )=
(
n∑
i=1
aiαi
)
(h) = λz(h). 
Thus we can use γ to identify Z with H ∗ such that α is corresponding to zα with α(h) =
(zα | h), ∀h ∈ H , and [h, eα] = (zα | h)eα. Combining (2.8) and (2.9), we obtain a basis of g˜
consisting of dual elements:
B = {hi, zi | i = 1,2, . . . , n} ∪
⋃ {
e(i)α , e
(i)
−α
∣∣ i = 1,2, . . . , dα}. (2.10)α∈Δ+
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can be constructed by using the knowledge of linear algebras.
3. Conditions for g˜ being indecomposable
Let g˜ be as in (2.7). By Lemma 2.3, g has a H -msg K . We can determine K as follows: First⊕
α∈Δ+(gα ⊕ g−α) has a basis consisting of dual elements:
B′ = {e(i)α ∣∣ i = 1,2, . . . , dα, α ∈ Δ}.
For α ∈ Δ, choose Kα = {e(i)α | i = 1,2, . . . , kα} to be a maximal subset of B′α = {e(i)α | i =
1,2, . . . , dα} such that Kα is linear independent modulo g2. Then
K =
⋃
α∈Δ
Kα =
⋃
α∈Δ
{
e(i)α
∣∣ i = 1,2, . . . , kα}, (3.1)
is a H -msg of g. Although the choice of K depends on the choice of B′, one will see that some
properties of K do not depend on its choice.
Clearly, {h1, h2, . . . , hn} ∪ K is a minimal generating set of g˜. For convenience, we say
K˜ = H ∪K is a H -msg of g˜. (3.2)
Thus g = 〈K〉, g˜ = 〈K˜〉 = H ⊕ 〈K〉 (cf. notation (2.2)).
Definition 3.1. A subset K˜1 = H1 ∪ K1 of K˜ is called a well subset if it satisfies:
(i) H1 is nonzero subspace of H and K1 is nonempty subset of K ;
(ii) 〈K˜1〉 is a nondegenerate subalgebra of g˜.
Note that 〈K˜1〉 = H1 ⊕ 〈K1〉, where 〈K1〉 is a nilpotent subalgebra, whose center is denoted
by Z1. One can prove that Z1 is a subspace of Z (center of g).
Definition 3.2.
(1) Two well subsets K˜1 = H1 ∪K1 and K˜2 = H2 ∪K2 are called separated if the following are
satisfied:
(i) [K1,K2] = 0;
(ii) (H1 | Z2) = (H2 | Z1) = 0, where Zi is the center of 〈K˜i〉, i = 1,2.
(2) K˜ is decomposable if K˜ = K˜1 ∪ K˜2 is a union of two separated well subsets. Otherwise, it
is indecomposable.
Lemma 3.3. If K˜ = K˜1 ∪ K˜2 is a union of two separated well subsets, then g˜ = g˜1 ⊕ g˜2 is the
orthogonal direct sum of two nondegenerate ideals, where g˜i = 〈K˜i〉, i = 1,2.
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g˜ = 〈K˜〉 = 〈K˜1 ∪ K˜2〉= 〈K˜1〉+ 〈K˜2〉+ [K˜1, K˜2]
= g˜1 + g˜2 +
[
H1 + 〈K1〉,H2 + 〈K2〉
]
= g˜1 + g˜2 +
[
H1, 〈K2〉
]+ [H2, 〈K1〉]+ [〈K1〉, 〈K2〉]. (3.3)
By Definition 3.2, [K1,K2] = 0, so [〈K1〉, 〈K2〉] = 0. For eα ∈ K1 and h ∈ H2, we have [h, eα] =
α(h)eα. Let e−α be the dual elements of eα . Then [eα, e−α] = zα ∈ Z1. Using (H2 | Z1) = 0,
we obtain 0 = (h | zα) = (h | [eα, e−α]) = ([h, eα] | e−α) = α(h)(eα | e−α) = α(h). Thus
[h, eα] = 0, ∀h ∈ H2, eα ∈ K1. Therefore, [H2,K1] = 0. Similarly, [H1,K2] = 0. Using this
in (3.3), we obtain g˜ = g˜1 + g˜2. For eα ∈ g˜1, eβ ∈ g˜2, there exists h ∈ H such that α(h) 	= 0.
Then eα = α(h)−1[h, eα], and (eα | eβ) = α(h)−1([h, eα] | eβ) = α(h)−1(h | [eα, eβ ]) = 0 since
[eα, eβ ] ∈ [〈K1〉, 〈K2〉] = 0. Thus (g˜1 | g˜2) = 0. This completes the proof of the lemma. 
Proposition 3.4. If a H -msg K˜ of g˜ is decomposable, then every H -msg K˜ ′ is decomposable.
Proof. Suppose K˜ = K˜1 ∪ K˜2 and g˜ = g˜1 ⊕ g˜2 as in Lemma 3.3. Clearly, Z = Z1 + Z2, H =
H1 + H2. Assume K˜ ′ = H ∪ K ′ is another H -msg of g˜. For xα ∈ K ′, write
xα = λ1e(1)α + λ2e(2)α , where e(i)α ∈ g˜i , λi ∈ C. (3.4)
Suppose both λ1 and λ2 are nonzero. Let e(1)−α be the dual of e
(1)
α . Clearly, e(1)−a ∈ g˜1. Then
[
xα, e
(1)
−α
]= [λ1e(1)α + λ2e(2)α , e(1)−α]= λ1[e(1)α , e(1)−α]+ λ2[e(2)α , e(1)−α]= λ1zα ∈ g˜1.
Similarly, we can prove zα ∈ g˜2, and then zα ∈ g˜1 ∩ g˜2 = 0, a contradiction. Thus either λ1 = 0
or λ2 = 0. Hence K ′ = K ′1 ∪ K ′2 is the disjoint union of two nonempty sets K ′1 = K ′ ∩ g˜1 and
K ′2 = K ′ ∩ g˜2. Set g˜′i = Hi ⊕ 〈K ′i〉, and let Z′i be the center of 〈K
′
i〉, i = 1,2. Then one can
obtain Z′i = Zi . Denote K˜ ′1 = H1 ∪ K ′1, K˜ ′2 = H2 ∪ K ′2. One sees that K˜ ′ = K˜ ′1 ∪ K˜ ′2 is decom-
posable. 
Proposition 3.5. g˜ is a direct sum of two orthogonal nondegenerate ideals if and only if every
H -msg of g˜ is a union of two separated well subsets.
Proof. By Lemma 3.3 and Proposition 3.4, it remains to prove: If g˜ = g˜1 ⊕ g˜2 is an orthogonal
sum, then there exists a decomposable H -msg of g˜. Let K˜i = Hi ∪Ki be a H -msg of g˜i , i = 1,2.
It is straightforward to verify that K˜ = K˜1 ∪ K˜2 is a H -msg of g˜, which is a union of two
separated well subsets. 
4. Structure of K˜
In this section we assume g˜ is indecomposable. Let B be as in (2.10), and K as in (3.1).
Proposition 4.1. Let e(i)α , e(i)−α ∈ B be dual elements such that e(i)α ∈ K and e(i)−α ∈ g2 ∩ B. Then
[e(i)−α, x] = 0 for all x ∈ B \ {e(i)α }.
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an ideal of g. Since N is invariant under the action of adH , it is also an ideal of g˜. We have
N ⊕ Ce(i)α = g2 ⊕
∑
x∈K1
Cx ⊕ Ce(i)α = g2 + (K) = 〈K〉 = g.
By definition of N and the properties of basis B of g˜, we see that N has a basis B′′ =
(g2 ∩B)∪K1  B. Note that e(i)−α ∈ B′′. Since the dual element e(i)α /∈ B′′, we have (e(i)−α | B′′) = 0.
So (e(i)−α | N) = 0. Thus the restriction of (· | ·) to N is degenerate. Set N⊥ = {a ∈ N |
(a | N) = 0}. Obviously, N⊥ = Z ⊕ Ce(i)−α, which is also an ideal of g˜. For any root vector
xβ ∈ B \ {e(i)α }, we consider [e(i)−α, xβ ] in two cases:
Case 1. β = α. Then xβ = e(j)α for some j 	= i. By Lemma 2.7, [xβ, e(i)−α] = [e(j)α , e(i)−α] = 0.
Case 2. β 	= α. If [xβ, e(i)−α] 	= 0, then [xβ, e(i)−α] is root vector of root β − α. But e(i)−α ∈ N⊥,
which is an ideal, we have [xβ, e(i)−α] ∈ N⊥. However N⊥ only contains a unique weight −α. We
have β − α = −α, i.e., β = 0, a contradiction. Thus [e(i)−α, x] = 0. 
Proposition 4.2. If K contains both dual elements e(i)α , e(i)−α of B, then [x, e(i)−α] = 0 for
x ∈ B \ {e(i)α } and [x, e(i)α ] = 0 for x ∈ B \ {e(i)−α}.
Proof. The proof is similar to that of Proposition 4.1. 
Since Δ− = −Δ+, we have K = K+ ∪K−, where ∅ 	= K± ⊂ B. Suppose
K+ = {e(j)αi ∣∣ e(j)αi ∈ K, αi ∈ Δ+, j = 1,2, . . . , ki , i = 1,2, . . . ,m},
K− = {e(j)−βi ∣∣ e(j)−βi ∈ K, βi ∈ Δ+, j = 1,2, . . . , ni, i = 1,2, . . . , s},
where α1, α2, . . . , αm are distinct and β1, β2, . . . , βs are also distinct.
Definition 4.3.
(1) An element e(i)α ∈ K is called a paired element if its dual element e(i)−α is also in K . Denote
by KP the subset of paired elements of K . We call KP the paired type subset of K . The
H -msg K of g is of paired type if K = KP . In this case, the H -msg K˜ of g˜ is said to be of
paired type.
(2) Element x is an isolated element if it is not a paired element, i.e., (x | y) = 0 for all y ∈ K .
Denote by KI the subset of isolated elements of K . We call KI the isolated type subset of K .
The H -msg K of g is of isolated type if K = KI . In this case, the H -msg K˜ of g˜ is said to
be of isolated type.
(3) The H -msg K of g is of mixed type if K 	= Kp and K 	= KI , in this case, the H -msg K˜ of g˜
is said to be of mixed type.
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K = KP ∪KI , KP ∩KI = ∅. (4.1)
Proposition 4.4. If g has a H -msg K of paired type, then every H -msg K ′ is of paired type.
Proof. We have K = K+ ∪ K− such that for e(i)α ∈ K+, its dual element e(i)−α ∈ K−. By Propo-
sition 4.2, for any root vector x in the basis B, we have
[
x, e
(i)
−α
]= { zα ∈ Z if x = e(i)α ,
0 if x 	= e(i)α ,
[
e(i)α , x
]=
{
zα ∈ Z if x = e(i)−α,
0 if x 	= e(i)−α,
for i = 1,2, . . . , kα and α ∈ Δ. Thus g2 = [K,K] = Z. Now let K ′ be any H -msg constructed
from another basis B′. Assume B′ = {hi | i = 1,2, . . . ,dimH } ∪ {zi | i = 1,2, . . . ,dimZ} ∪⋃
α∈Δ+(B′α ∪ B′−α), where B′α = B′ ∩ gα , B′−α = B′ ∩ g−α . Since g2 = Z, we see that⋃
α∈Δ+(B′α ∪ B′−α) is K ′ such that K ′+ =
⋃
α∈Δ+ B′α , K ′− = ∪α∈Δ+B′−α. Since the dual el-
ement of any element of B′α appears in B′−α and vice versa, K ′ is of paired type. 
Proposition 4.5. If g has a H -msg K of isolated type, then every H -msg K ′ is of isolated type.
Proof. For the basis B as in (2.10), we can write
Bα = Kα ∪ Rα, ∀α ∈ Δ+, (4.2)
where Bα is a basis of root space gα , and Rα is a basis of gα ∩ g2. Similarly,
B−α = K−α ∪R−α, ∀α ∈ Δ+. (4.3)
Since K is of isolated type, it is not necessary that Kα or K−α is nonempty. If Kα 	= ∅ but
K−α = ∅, then (4.3) becomes B−α = R−α, this means g−α = g−α ∩ g2, and so every element
x−α of g−α is not a generating element.
Assume that Kα 	= ∅, K−α 	= ∅. Since K is isolated, (Kα | K−α) = 0. Thus the dual element of
every element of Kα appears in R−α . Denote the set of such elements by A−α . Then A−α ⊆ R−α,
and Kα ∪ A−α is a set such that if an element appears then its dual element also appears in it.
Then we can write R−α as a disjoint union of two subsets:
R−α = A−α ∪C−α, (4.4)
where C−α = R−α \ A−α. Using (4.4) in (4.3), we obtain
B−α = K−α ∪ A−α ∪C−α. (4.5)
Similarly,
Bα = Kα ∪ Aα ∪Cα. (4.6)
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if its dual appears. We can write
Bα ∪B−α = (Kα ∪A−α) ∪ (Aα ∪ K−α) ∪ (Cα ∪C−α), (4.7)
as a union of three subsets such that
(Kα ∪A−α | Aα ∪ K−α) = (Kα ∪A−α | Cα ∪ C−α)
= (K−α ∪Aα | Cα ∪ C−α) = 0. (4.8)
Note that Aα,Cα ⊆ gα ∩ g2; A−α,C−α ⊆ g−α ∩ g2.
Now suppose K ′ =⋃α∈Δ K ′α is another H -msg of g. If it is not isolated, then K ′ contains
some dual elements x(i)α ∈ K ′α and x(i)−α ∈ K ′−α . Let Dα = Cx(i)α ⊕Cx(i)−α , which is a nondegener-
ate subspace of gα ⊕ g−α . Let D⊥α = {y ∈ gα ⊕ g−α | (Dα | y) = 0}. Then
gα ⊕ g−α = Dα ⊕ D⊥α =
(
Cx(i)α ⊕ Cx(i)−α
)⊕D⊥α . (4.9)
For any element y ∈ gα ∩ g2 or y ∈ g−α ∩ g2, by decomposing y as y = y1 + y2 according
to (4.9), we see that y = y2 ∈ D⊥α . Thus gα ∩ g2 ⊆ D⊥α and g−α ∩ g2 ⊆ D⊥α . Hence(
x(i)α
∣∣ g±α ∩ g2)= 0, (x(i)−α ∣∣ g±α ∩ g2)= 0. (4.10)
By (4.6), we obtain (recall that (Kα) stands for the space spanned by Kα):
gα = (Bα) = (Kα) ⊕ (Aα) ⊕ (Cα).
Decompose x(i)α according to the above equation:
x(i)α = yα + aα + cα. (4.11)
Using Aα ∪Cα = Rα, we have (Aα)⊕(Cα) = (Rα) = gα ∩g2. Since x(i)α is a generating element,
x
(i)
α /∈ gα ∩ g2. Thus in (4.11), yα 	= 0. By the statement before (4.7), there exists r−α ∈ (A−α)
such that (yα | r−α) = 1. By (4.8), we have (r−α | aα + cα) = 0. From (4.11), we obtain(
x(i)α
∣∣ r−α)= (yα + aα + cα | r−α) = (yα | r−α) = 1. (4.12)
But r−α ∈ (A−α) ⊆ (R−α) = g−α ∩ g2 (cf. (4.4)). From (4.10), (x(i)α | r−α) = 0, a contradiction
with (4.12). Thus K ′ is isolated. 
Proposition 4.6. If g has a H -msg K of mixed type, then every H -msg K ′ is of mixed type.
Proof. The result follows from Propositions 4.4 and 4.5. 
Proposition 4.7. The type of H -msg of any finite-dimensional indecomposable nondegenerate
solvable Lie algebra g˜ is an invariance of g˜, it is one of three types: paired type, isolated type
and mixed type.
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5. H -msg K˜ of paired type and extended Heisenberg Lie algebras
Definition 5.1. The 2(n + m)-dimensional Lie algebra g is called an extended Heisenberg
Lie algebra of type 2n and rank m (where m  n) if g˜ has a maximal torus H , the cen-
ter Z with dimH = dimZ = m, and a H -msg K˜ = H ∪ {ei, fi | i = 1,2, . . . , n}, where
H = span{h1, h2, . . . , hm}, satisfying the following relations:
[ei, fj ] = δij zi , [h, ei] = αi(h)ei, [h,fi] = −αi(h)fi,
for i, j = 1,2, . . . , n, h ∈ H , where α1, α2, . . . , αn are some elements of H ∗ such that H ∗ =∑n
i=1 Cαi , and z1, z2, . . . , zn are some central elements such that Z =
∑n
i=1 Czi .
In the definition, ei and fi are called positive and negative root vectors of g˜ with respect to H ,
the central elements z1, z2, . . . , zn are called the supports of g˜. If m < n, the supports are linear
dependent.
One can define the nondegenerate invariant symmetric bilinear form (· | ·) such that:
(ei | fj ) = δij , (h | zi) = αi(h), i, j = 1,2, . . . , n, h ∈ H, (5.1)
and the bilinear forms of all other basis elements are zero.
Extended Heisenberg Lie algebras with 1-dimensional center are the most common indecom-
posable nondegenerate solvable Lie algebras whose H -msg K˜ = {h} ∪ {ei, fi | i = 1,2, . . . , n}
is of paired type. The simplest one is the 4-dimensional extended Heisenberg Lie algebra
g˜ = Ch ⊕ Cz ⊕ Ce ⊕ Cf, with product
[e, f ] = z, [h, e] = e, [h,f ] = −f, [z, g˜] = 0,
whose nonzero bilinear forms of basis elements are defined by
(e | f ) = (h | z) = 1.
Definition 5.2. Let g˜ be an extended Heisenberg Lie algebra with bilinear form (· | ·). Let
h′1, h′2, . . . , h′m be any basis of H . Define cij = (h′i | zj ), i = 1,2, . . . ,m, j = 1,2, . . . , n. The
m × n matrix Cm×n = (cij )m×n is called the matrix of the bilinear form with respect to basis
{h′i | i = 1,2, . . . ,m} of H and supports {zj | j = 1,2, . . . , n} of g˜.
Thus
Cm×n =
((
h′1, h′2, . . . , h′m
)T ∣∣ (z1, . . . , zn))= ((h′i | zj ))m×n, (5.2)
where the superscript “T” stands for the transpose of the vector. Since h′1, h′2, . . . , h′m is a basis
of H , the rank of Cm×n is m.
Proposition 5.3. Suppose g˜ is a nondegenerate solvable Lie algebra with H -msg K˜p = H ∪Kp
of paired type such that dimH = m, |Kp| = 2n. Then:
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(2) g˜ is decomposable if and only if there exist an n × m matrix An×m of rank m and a permu-
tation matrix Pn of rank n such that
An×mCm×nPn =
(
B1 0
0 B2
)
n×n
, (5.3)
where B1 is an s× s matrix, B2 is a k×k matrix, k+ s = n, k, s > 0, and Cm×n is the matrix
of the bilinear form defined in Definition 5.2.
Proof. (1) Suppose Kp = {ei, fi | i = 1,2, . . . , n} such that ei and fi are dual elements. Then
[ei, fi] = zi ∈ Z, i = 1,2, . . . , n. By Proposition 4.2, [ei, ej ] = [fi, fj ] = 0, ∀i, j = 1,2, . . . , n,
and [ei, fj ] = 0 if i 	= j . This forces g2 = Z. Say the corresponding roots of ei and fi are αi
and −αi . Then [h, ei] = αi(h)ei , [h,fi] = −αi(h)fi , ∀h ∈ H , i = 1,2, . . . , n. Obviously, the
relations of generating elements of g˜ are the same as in Definition 5.1. Since Kp is of paired
type, g2 = Z. Thus g˜ has a basis consisting of dual elements: B = H ∪ Z ∪⋃ni=1{ei, fi}. Then
one can see that the bilinear form of g˜ is also the same as in (5.1), where (h | zi) = αi(h), ∀h ∈ H ,
i = 1,2, . . . , n, are obtained from Lemma 2.10.
(2) “⇐” Suppose
An×mCm×nPn =
(
B1 0
0 B2
)
.
Using (5.2), we obtain
(
(h1, h2, . . . , hn)
T ∣∣ (z1, z2, . . . , zn))Pn =
(
B1 0
0 B2
)
, (5.4)
where (h1, h2, . . . , hn)T = An×m(h′1, h′2, . . . , h′m)T such that h1, h2, . . . , hn are elements of H .
Since Pn is a permutation matrix, by re-denoting zi if necessary we can suppose Pn is the
identity matrix. Denote H1 = (h1, h2, . . . , hs)T, H2 = (hs+1, . . . , hn)T, Z1 = (z1, z2, . . . , zs),
Z2 = (zs+1, . . . , zn). Then (5.4) can be written as
((
H1
H2
) ∣∣∣ (Z1,Z2)
)
=
(
(H1 | Z1) (H1 | Z2)
(H2 | Z1) (H2 | Z2)
)
=
(
B1 0
0 B2
)
. (5.5)
Re-denote Hi to be the subspace of H spanned by Hi , i = 1,2. Define two subsets of K˜P =
H ∪ KP : K˜Pi = Hi ∪ KPi , i = 1,2, where KP1 = {ei, fi | i  s}, KP2 = {ei, fi | i > s}.
Note that the center of 〈KP1〉 is Z1 = span{z1, z2, . . . , zs}, and the center of 〈KP2〉 is Z2 =
span{zs+1, . . . , zn}. We want to prove that K˜P1 and K˜P2 are well subsets of K˜P .
Since the center Z of g˜ is spanned by its supports z1, z2, . . . , zn, the restriction of (· | ·)
to H ⊕ Z is nondegenerate. If H1 ⊕ Z1 is degenerate, then there exists 0 	= h1 ∈ H1 with
(h1 | Z1) = 0. By (5.5), (H1 | Z2) = 0, so (h1 | Z2) = 0, which implies (h1 | Z1 + Z2) =
(h1 | Z) = 0, a contradiction with the fact that H ⊕ Z is nondegenerate. Hence H1 ⊕ Z1 is non-
degenerate. Since (H1 | H1) = (Z1 | Z1) = 0, we have dimH1 = dimZ1. Thus K˜P1 = H1 ∪ KP1
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and KP1 ∪KP2 = KP , we have
K˜P = K˜P1 ∪ K˜P2 = (H1 ∪ KP1) ∪ (H2 ∪ KP2). (5.6)
Obviously, [KP1 ,KP2 ] = 0. By (5.5), we see that (5.6) is a disjoint union of two separated well
subsets. By Proposition 3.5, g˜ is decomposable.
“⇒” Suppose g˜ = g˜1 ⊕ g˜2 is a direct sum of two orthogonal ideal. Since the H -msg K˜P is of
paired type, and a H -msg of g˜i is a well subset of K˜P , it is also of paired type. From part (1) of
the proposition, g˜i is an extended Heisenberg Lie algebra. We can suppose
g˜1 = H1 ⊕Z1 + span{ei, fi | i  s}, g˜2 = H2 ⊕Z2 + span{ei, fi | i > s},
such that [ei, fi] = zi , i = 1,2, . . . , n, and Z1 is spanned by z1, z2, . . . , zs , Z2 is spanned
by zs+1, . . . , zn. Since H1 ⊕ Z1 is nondegenerate with respect to (· | ·), dimH1 = dimZ1.
Also for zi ∈ Z1, there exists hi ∈ H1 such that (hi | zi) 	= 0 for i = 1,2, . . . , s. Set B1 =
((h1, h2, . . . , hs)T | (z1, z2, . . . , zs)) = ((hi | zj ))s×s := (H1 | Z1).
Similarly, there exists hi ∈ H2 such that (hi | zi) 	= 0, i = s + 1, . . . , n. Set B2 = ((hs+1,
. . . , hn)
T | (zs+1, . . . , zn)) = ((hi | zj ))(n−s)×(n−s) := (H2 | Z2). Since g˜ = g˜1 ⊕ g˜2 is an orthog-
onal sum, (H1 | Z2) = (H2 | Z1) = 0. Hence
(
(h1, h2, . . . , hn)
T ∣∣ (z1, z2, . . . , zn))=
(
B1 0
0 B2
)
. (5.7)
Let h′1, h′2, . . . , h′m be a basis of H , where m = dimH . Then (h1, h2, . . . , hn)T = An×m(h′1, h′2,
. . . , h′m)T for some matrix An×m. Using this in (5.7), we obtain (5.3) with Pn being the identity
matrix. 
It is well known that the extended Heisenberg Lie algebra g˜ of type 2 is a 4-dimensional
indecomposable nondegenerate solvable Lie algebra. Now we consider the type 2n with n > 1.
Corollary 5.4. Let n be the number of supports of g˜. If dimZ = n and n > 1, then g˜ is an or-
thogonal direct sum of n four-dimensional extended Heisenberg Lie algebras g˜i , i = 1,2, . . . , n.
Proof. In this case the supports z1, z2, . . . , zn is a basis of Z. Let h′1, h′2, . . . , h′n be a basis
of H . Since H ⊕ Z is nondegenerate, the matrix Cn×n = ((h′1, h′2, . . . , h′n)T | (z1, z2, . . . , zn))
of bilinear form is an invertible matrix. Take An×n = C−1n×n, then An×nCn×n = In, the
identity matrix, i.e., An×n((h′1, h′2, . . . , h′n)T | (z1, z2, . . . , zn)) = In. Let (h1, h2, . . . , hn)T =
An×n(h′1, h′2, . . . , h′n)T be another basis of H . We have ((h1, h2, . . . , hn)T | (z1, z2, . . . , zn)) = In.
It is straightforward to verify that g˜ =⊕ni=1 g˜i is an orthogonal sum of 4-dimensional extended
Heisenberg Lie algebras, where g˜i = Chi + Czi + Cei + Cfi. 
Corollary 5.5. Let g˜ be an extended Heisenberg Lie algebra of type 2n and rank m 1. If g˜ is
indecomposable, then m < n.
Below we give an example of extended Heisenberg Lie algebras with the dimension of the
center being > 1.
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fine all nonzero brackets of basis elements and all nonzero bilinear forms of basis elements by:
{ [ei, fi] = zi, [hi, ei] = ei, [hi, fi] = −fi,
[hi, e3] = e3, [hi, f3] = −f3, [e3, f3] = z1 + z2,
(ek | fk) = (hi | zi) = 1,
for i = 1,2, k = 1,2,3. Then g˜ is a 10-dimensional nondegenerate extended Heisenberg Lie
algebra.
Set z3 = z1 +z2, h3 = 12 (h1 +h2), g˜3 = span{h3, z3, e3, f3}. Then [e3, f3] = z3, [h3, e3] = e3,
[h3, f3] = −f3, (h3 | z3) = 12 (h1 + h2 | z1 + z2) = 1. Thus g˜3 is a 4-dimensional extended
Heisenberg Lie algebra.
Set g˜i = span{hi, zi, ei , fi}, i = 1,2. Then g˜1 ⊕ g˜2 is an orthogonal sum. However g˜ =
(g˜1 ⊕ g˜2) + g˜3 is only a sum of subalgebras, not a direct sum of ideals since (h1 | z3) = (h1 |
z1 + z2) = 1 	= 0, (h2 | z3) = (h2 | z1 + z2) = 1 	= 0, (z1 | h3) = 12 (z1 | h1 + h2) = 12 	= 0,
(z2 | h3) = 12 (z2 | h1 + h2) = 12 	= 0. Thus g˜ is indecomposable with type 6 and rank 2.
6. Solvable Lie algebras whose H -msg K˜ is of isolated type
Now we discuss the Lie algebra g˜ whose H -msg K˜ = K˜I is of isolated type. Let g = Z ⊕⊕
α∈Δ+(gα ⊕ g−α) be the nilradical of g˜. Set
g+ =
⊕
α∈Δ+
gα, g˜
+ = H ⊕
⊕
α∈Δ+
gα, (6.1)
to be the positive subalgebras of g and g˜. Also set g− =⊕α∈Δ+ g−α, g˜− = H ⊕⊕α∈Δ+ g−α ,
the negative subalgebras.
Set K˜I = H ∪ KI , KI = K+I ∪ K−I and Δ+K = {α ∈ Δ+ | gα ∩ KI 	= 0}. Since |Δ+K |< ∞,
we suppose Δ+K = {α1, α2, . . . , αn}. We say that Δ+K is the fundamental root system of g˜, a root
αi ∈ Δ+K is a fundamental positive root. An element e(j)αi ∈ K+I is a fundamental positive root
vector of root αi .
In this section, we shall assume that the following conditions are satisfied:
Condition 6.1.
(1) g+ = 〈K+I 〉;
(2) the fundamental positive roots α1, α2, . . . , αn are Z-linear independent.
By condition (1), every positive root α can be written as
α =
n∑
i=1
kiαi, ki ∈ Z+. (6.2)
Condition (2) shows that the expression of (6.2) is unique.
For convenience, we shall often write e(j)αi as e
(j)
, or simply as ei in some cases.i
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vector e(j)i , then eβ is called a maximal positive root vector. The dual element of a maximal
positive root vector is called a minimal negative root vector.
Proposition 6.3. If KI is of isolated type, then at least one of g+, g− is not abelian.
Proof. Assume that both g+ and g− are abelian. Since KI is isolated, for any fundamental
positive root vector e(j)i , its dual vector e
(j)
−αi is in g−αi ∩ g2. Thus e(j)−αi can be written as a linear
combination of brackets of elements of KI :
e
(j)
−αi =
∑
ξ1,ξ2,...,ξs
λξ1,ξ2,...,ξs
[
xξ1, [xξ2 , . . . , xξs ]
]
, xξj ∈ KI , j = 1,2, . . . , s, s  2.
Say, e(j)−αi = [xξ1 , [xξ2, . . . , xξs ]], s  2. Denote xη = [xξ2 , . . . , xξs ]. Then e(j)−αi = [xξ1 , xη]. Since
g+ and g− are abelian, one of xξ1, xη must be in g+ and the other in g−. Say, xξ1 ∈ g+. Then
1 = (e(j)i ∣∣ e(j)−αi )= (e(j)i ∣∣ [xξ1 , xη])= ([e(j)i , xξ1] ∣∣ xη)= 0,
a contradiction. 
Lemma 6.4. Let x−β be a negative root vector. For any fundamental root vector e(j)i , if
[e(j)i , x−β ] 	= 0, then [e(j)i , x−β ] is a central element or a negative root vector.
Proof. If αi = β , then clearly [e(j)i , x−β ] is a central element. Suppose αi − β 	= 0. Then
[e(j)i , x−β ] is a root vector of root αi −β . If αi −β = α ∈ Δ+, then αi = β +α. Since α,β ∈ Δ+,
we can write α =∑nj=1 kjαj , β =∑nj=1 lj αj . This gives∑j 	=i (kj + lj )αj + (ki + li −1)αi = 0
(not all coefficients are zero), a contradiction with Condition 6.1(2). Thus αi − β ∈ Δ−, i.e.,
[e(j)i , x−β ] is a negative root vector. 
Lemma 6.5. Any nonzero element of the form [eis , eis−1, . . . , ei1, e−βi ] must be a central element
or a negative root vector, where eit ∈ K+I , e−βi ∈ K−I .
Proof. The result can be obtained by repeating the use of Lemma 6.4. 
Corollary 6.6. Suppose e−βi ∈ K−I , eik ∈ K+I , k = 1,2, . . . , s + m, such that x = [ei1, ei2, . . . ,
eis , e−βi , eis+1, . . . , eis+m ] 	= 0. Then x ∈ Z or x is a negative root vector.
Proof. One can always write x as a linear combination of elements of the form in Lem-
ma 6.5. 
Corollary 6.7. Let eij ∈ KI such that x = [ei1, ei2, . . . , eit ] 	= 0. Then at most one eij is in K−I .
Proof. Say eir = e−β1, eis = e−β2 ∈ K−I for some 1  r < s  t . Then y = [e−β1 , eir+1 , . . . ,
eis−1, e−β2, eis+1, . . . , eit ] 	= 0 must be a negative root vector, whose dual element eα is a posi-
tive root vector. Say eα = [ej1, ej2, . . . , ejm], m  1. Then 1 = (eα | [e−β1 , [eir+1 , . . . , e−β2 , . . . ,
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[eir+1 , . . . , e−β2 , . . . , eit ] are negative root vectors. We get a contradiction. 
Proposition 6.8. K−I is the set of all minimal negative root vectors.
Proof. Let e−β ∈ K−I be any element. Since KI is isolated, the dual element eβ of e−β must be
in gβ ∩ g2. By Proposition 4.1, for any positive root vector xα ∈ K+I , we have [xα, eβ ] = 0, i.e.,
eβ is a maximal positive root vector. Thus e−β is a minimal negative root vector.
Next suppose e−β is any minimal negative root vector. Let eβ be its dual. If e−β /∈ K−I , then
it is a combination of brackets of elements of KI . Say, e−β = [xξ1[xξ2 . . . xξs ]], where xξj ∈ KI ,
j = 1,2, . . . , s, s  2. Since eβ and e−β are dual, we have
1 = (eβ | e−β) =
(
eβ
∣∣ [xξ1[xξ2 . . . xξs ]]) (6.3)
= ([eβ, xξ1] ∣∣ [xξ2 . . . xξs ]) (6.4)
= −(xξ1 ∣∣ [eβ, [xξ2 . . . xξs ]]). (6.5)
Since e−β = [xξ1 [xξ2 . . . xξs ]] is negative, not all xξ1, . . . , xξs are positive. By Corollary 6.7, there
exists exactly one element e−η of K−I appears in xξ1, . . . , xξs . Now we consider xξ1 in two cases.
Case 1. xξ1 ∈ K+I . Since eβ is maximal, [eβ, xξ1] = 0. Then the right-hand side of (6.4) gives
(eβ | e−β) = 0, which contradicts (6.3).
Case 2. xξ1 = e−η ∈ K−I . Then all elements appear in [xξ2 . . . xξs ] are positive. Since eβ is maxi-
mal, [eβ, [xξ2 . . . xξs ]] = 0. The right-hand side of (6.5) shows (eβ | e−β) = 0, also contradicting
(6.3). 
Lemma 6.9. Every root vector x−α of g− is a linear combination of elements of the form
[ei1, ei2, . . . , eis , e−βj ], where eij ∈ K+I , j = 1,2, . . . , s, e−βj ∈ K−I .
Proof. By Corollary 6.7, [K−I ,K−I ] = 0. Thus g− ⊂ ([K+,K−]). By Corollaries 6.6 and 6.7, an
element in [K+,K−] is a linear combination of elements of the form [ei1, ei2, . . . , eis , e−βj ]. 
Proposition 6.10. g− is an abelian subalgebra.
Proof. This follows from Lemma 6.9 and Corollary 6.7. 
Proposition 6.11. Z ⊕ g− is the maximal abelian ideal of g˜.
Proof. By Proposition 6.10, Z ⊕ g− is abelian. By Corollaries 6.6, 6.7 and Lemma 6.9, Z ⊕ g−
is an ideal.
Suppose I  Z ⊕ g− is an ideal. Then there exists x ∈ I \ Z + g−. Write x as x = (hx +∑
α∈Δ+ xα) + a, where a ∈ Z ⊕ g−, such that hx +
∑
α∈Δ+ xα ∈ I \ {0}. Since g˜ is H ∗-graded,
hx, xα ∈ I . If hx 	= 0, then [hx, g−] 	= 0. If xα 	= 0 for some α ∈ Δ+, then 0 	= [xα, g−α] ∈ [I, I ].
In any case I is not abelian. 
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generated by K−I (where g˜+ = H + g+), i.e., Z ⊕ g− = U(ad g˜+) · K−I . Thus
g˜ = H ⊕ g = H ⊕ (g+ ⊕ Z ⊕ g−) = (H ⊕ g+) ⊕ (Z ⊕ g−)
= g˜+ ⊕U(ad g˜+) · K−I . (6.6)
This means that we can regard g˜ as a split extension of its positive subalgebra g˜+ by U(ad g˜+) ·
KI . We obtain
Proposition 6.12. Suppose g˜ is an indecomposable nondegenerate solvable Lie algebra with
maximal torus H , nilradical g = g+ ⊕ Z ⊕ g− and positive subalgebra g˜+ = H + g+. If the
H -msg KI = K+I ∪K−I of g is of isolated type satisfying Condition 6.1, then
(1) g− is abelian, and Z⊕g− is a g˜+-module generated by K−I , i.e., Z⊕g− = U(ad g˜+) ·K−I .
(2) The weight space decomposition of Z ⊕ g− as a g˜+-module is the same as its root space
decomposition with respect to H .
(3) Every negative root vector x−α is a linear combination of [ei1, ei2, . . . , eis , e−βj ], where
eik ∈ K+I , e−βj ∈ K−I , −α = αi1 + αi2 + · · · + αis − βj .
(4) g˜ = g˜+ ⊕ U(ad g˜+) · K−I , i.e., g˜ is a split extension of its positive subalgebra g˜+ by
U(ad g˜+) · KI .
Remark 6.13.
(1) Proposition 6.12(4) provides an important way to construct nondegenerate solvable Lie al-
gebra of isolated type.
(2) The main result of this section is obtained under the assumption of Condition 6.1. In par-
ticular, we obtain that one and only one of g+ and g− is nonabelian. Here we assume that
g+ is nonabelian. If we assume that g− is nonabelian, then we can obtain similar symmetric
result.
(3) Some open problems:
(a) If Condition 6.1 is removed, can one obtain similar results?
(b) Does there exist a nondegenerate solvable Lie algebra of isolated type such that both g+
and g− are nonabelian?
From the discussion above, we see that the structure of positive subalgebra g˜+ plays a crucial
role in determining the structure of g˜. Thus it is important to determine the structure of g˜+.
However in general, as one knows, the classification of nilpotent Lie algebras is an unsolved
problem. In the rest of this section, we shall consider the structure of g˜+ (or g+) in some special
cases.
Recall that the positive subalgebra of g is g+ = 〈K+I 〉, where |K+I | is the type of nilpotent Lie
algebra g+. If dimH = |K+I |, then g+ is a nilpotent Lie algebra of maximal rank. In this case,
we know more about its structure.
Proposition 6.14. If dimH = |K+I | = n, then g+ ∼= mp(A)/a, where A is a GCM, p is the
nilpotency of g+, and mp(A), a are as in Section 2.
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(adxi)−aij xj 	= 0, (adxi)1−aij xj = 0. (6.7)
Obviously, aij = 0 ⇔ aji = 0. Set aii = 2, i = 1,2, . . . , n. Then A = (ai,j )ni,j=1 is a GCM,
and g+ is a finite-dimensional nilpotent Lie algebra corresponding to GCM A. Assume p is the
nilpotency of g+. Then
[xi1, xi2, . . . , xip , xip+1] = 0, ∀xij ∈ K+I . (6.8)
By (6.7) and (6.8),
p max{1 − aij | ∀i, j = 1,2, . . . , n, i 	= j}. (6.9)
By Proposition 2.5, the nilpotent Lie algebra whose generating elements satisfy relations (6.7)
and whose nilpotency p satisfies (6.9) is isomorphic to mp(A)/a. 
If relations (6.7) are the only relations satisfied by the generating elements x1, x2, . . . , xn
of g+, then g+ = mp(A). If the GCM A is of finite or affine type, then after p is given, the
structure of mp(A) is completely known, and so the structure of g˜+ = H ⊕ g+ is also known.
Further, the structure of lowest weight g˜+-module is known. Thus we can use Proposition 6.12
to construct g˜. Below we give two examples.
Example 6.15. (See [LL].) Suppose hαi , zαi , e±αi , i = 1,2, and e±(α1+α2) are symbols, which
span a 10-dimensional space g˜. Set H = Chα1 + Chα2 , Z = Czα1 + Czα2 . Define all nonzero
brackets of basis elements by:
⎧⎪⎨
⎪⎩
[hαi , e±αi ] = ±e±αi , [hαi , e±(α1+α2)] = ±e±(α1+α2),
[eα1, eα2 ] = eα1+α2 , [eα1 , e−α1−α2 ] = e−α2, [eα2 , e−α1−α2] = e−α1,
[eαi , e−αi ] = zαi , [eα1+α2 , e−α1−α2 ] = zα1 − zα2 ,
for i = 1,2. One can check that g˜ is a 10-dimensional solvable Lie algebra with nilradical g =
Z ⊕ span{e±αi , e±(α1+α2) | i = 1,2} and root system Δ = {±α1,±α2,±(α1 + α2)}. Define the
bilinear form such that nonzero bilinear forms of basis elements are:
(hαi | zαi ) = (eαi | e−αi ) = (−1)i−1, (eα1+α2 | e−α1−α2) = 1, i = 1,2.
Then (· | ·) is nondegenerate. We see that the H -msg of g is K = {eα1, eα2, e−α1−α2} with K+I ={eα1, eα2}, K−I = {e−α1−α2}.
From the relation, we see that g− = Ce−α1 ⊕ Ce−α2 ⊕ Ce−α1−α2 is abelian, and the only
nonzero relation in g+ = Ceα1 ⊕ Ceα2 ⊕ Ceα1+α2 is [eα1 , eα2] = eα1+α2 . Thus g+ is a nilpotent
Lie algebra corresponding to a GCM of finite type: A2 =
( 2 −1
−1 2
)
. The nilpotency is p = 2. So
g+ ∼= m2(A)/a, here a = 0. Thus g+ ∼= m2(A2).
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by {z,h, e(i)±α, e±kα | i = 1,2, k = 2, τ, τ + 1}. Define the nonzero relations:
[
h, e
(i)
±α
]= ±e(i)±α, [h, e±kα] = ±ke±kα, [e(i)α , f (i)−α]= z,
[ekα, f−kα] = kz,
[
e
(1)
α , e
(2)
α
]= e2α, [e(i)α , eτα]= e(τ+1)α,[
e
(i)
α , e−2α
]= e(j)−α, i 	= j, [e(i)α , e−(τ+1)α]= −e−τα, [eτα, e−(τ+1)α] = e(1)−α + e(2)−α,
for i, j = 1,2, k = 2, τ, τ + 1, and nonzero bilinear forms
(h | z) = (e(i)α ∣∣ e(i)−α)= (ekα | e−kα) = 1,
for i, j = 1,2, k = 2, τ, τ + 1 Then g˜ is a nondegenerate solvable Lie algebra with H = Ch,
Z = Cz, and the H -msg K of g is
K = {e(1)α , e(2)α , eτα, e−2α, e−(τ+1)α},
with K+ = {e(1)α , e(2)α , eτα}, K− = {e−2α, e−(τ+1)α}. Thus it is of isolated type. Set g± =
span{e(i)±α, e±kα | i = 1,2, k = 2, τ, τ +1}. Then g+ = 〈K+〉 and g− = U(ad g˜+) ·K− is abelian.
This example is different from the previous example in that g+ is not maximal rank nilpotent
Lie algebra since dimH = 1 but the type of g+ is |K+| = 3. Hence, g+  mp(A)/a.
7. Solvable Lie algebras of mixed type
Suppose the H -msg K˜ = H ∪ KP ∪ KI of g˜ is mixed, i.e., KP 	= ∅, KI 	= ∅. Let Zp be the
center of 〈KP 〉, and ZI the center of 〈KI 〉. Let HP be the dual subspace of ZP in H , and HI the
dual of ZI . Set K˜P = HP ∪KP and K˜I = HI ∪KI . Then K˜P and K˜I are well subsets such that
K˜ = K˜P ∪ K˜I . Thus
g˜ = 〈K˜P 〉+ 〈K˜I 〉. (7.1)
By Proposition 4.1, [KP ,KI ] = 0.
Set g˜P = 〈K˜P 〉 and g˜I = 〈K˜I 〉. Then g˜P is an extended Heisenberg Lie algebra decomposed
as a sum of indecomposable extended Heisenberg Lie ideals:
g˜P =
s⊕
i=1
g˜Pi . (7.2)
If g˜P is indecomposable, then s = 1.
g˜I is a Lie algebra of isolated type, decomposed as an orthogonal sum of indecomposable Lie
ideals of isolated type:
g˜I =
l⊕
g˜Ij , (7.3)
j=1
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l = 1. Thus we obtain
g˜ =
(
s⊕
i=1
g˜Pi
)
+
(
l⊕
j=1
g˜Ij
)
. (7.4)
Proposition 7.1. Suppose the H -msg K˜ = H ∪ (KP ∪ KI ) of g˜ is of mixed type, then
(1) g˜ has a decomposition (7.4), where g˜P =⊕si=1 g˜Pi is an orthogonal sum of indecomposable
ideals of g˜P , and g˜I =⊕lj=1 g˜Ij is an orthogonal sum of indecomposable ideals of g˜I .
(2) Let g˜Pj = HPj + 〈KPj 〉 with center ZPj , j = 1,2, . . . , s, and set g˜Ij = HIj + 〈KIj 〉 with
center ZIj , j = 1,2, . . . , l. If g˜ is indecomposable, then for all i = 1,2, . . . , s, there ex-
ists j ∈ {1,2, . . . , l} such that (HPi | ZIj ) 	= 0, and for all j = 1,2, . . . , l, there exists
i ∈ {1,2, . . . , s} such that (HIj | ZPi ) 	= 0.
Proof. (1) has been proved.
(2) If g˜ is indecomposable, then every g˜Pi is not an ideal of g˜, but [g˜Pi , g˜Pj ] = 0 if i 	= j . We
see that [g˜Pi , g˜Ij ]  g˜Pi for some j . Since the bracket of a root vector of g˜Pi and a root vector
of g˜Ij is zero, there must exist some h ∈ HPi and some root vector eα ∈ g˜Ij such that [h, eα] =
α(h)eα /∈ g˜Pi . Then α(h) 	= 0. Suppose the dual of eα is e−α , i.e., (eα | e−α) = 1, [eα, e−α] =
zα ∈ ZIj . Then
(h | zα) =
(
h
∣∣ [eα, e−α])= ([h, eα] ∣∣ e−α)= α(h)(eα | e−α) = α(h) 	= 0.
Thus (HPi | ZIj ) 	= 0. Similarly for j ∈ {1,2, . . . , l}, there exists i ∈ {1,2, . . . , s} such that
(HIj | ZPi ) 	= 0. 
Example 7.2. Suppose g˜I = H ⊕ Z ⊕ span{e±αi , e±(α1+α2) | i = 1,2} is the Lie algebra defined
in Example 6.15, where H = Chα1 ⊕ Chα2, Z = Czα1 ⊕ Czα2 . Suppose e± are two symbols.
Take g˜ = g˜I ⊕ Ce+ ⊕ Ce−. Define the bracket of g˜ such that its restriction to g˜I is the same as
in Example 6.15, and the bracket of g˜I with (Ce+ ⊕ Ce−) are the following:
[gI , e+] = [gI , e−] = 0, [hα1 , e±] = ±2e±,
[hα2 , e±] = ±e±, [e+, e−] = 2zα1 + zα2 .
Then g˜ is a solvable Lie algebra. Define the bilinear form such that its restriction to g˜I is the
same as in Example 6.15 and (e+ | e−) = 1.
Take h = hα1 − hα2 ∈ H , z = 2zα1 − zα2 , and set g˜P = span{h, z, e+, e−}. Then
[h, e+] = e+, [h, e−] = −e−, [e+, e−] = z,
and we have (h | z) = (hα1 −hα2 | 2zα1 − zα2) = 2(hα1 | zα1)− 2(hα2 | zα1)− (hα1 | zα2)+ (hα2 |
zα2) = 1. Thus g˜P is a 4-dimensional extended Heisenberg Lie subalgebra of g˜. We can write g˜
as a sum of two subalgebras: g˜ = g˜I + g˜P , such that the H -msg of g˜ is K˜ = H ∪K, where K =
{eα1, eα2, e−α1−α2 , e+, e−}, the H -msg of g˜I is K˜I = H ∪ KI , where KI = {eα1, eα2, e−α1−α2},
C. Lu / Journal of Algebra 311 (2007) 178–201 201the H -msg of g˜P is K˜P = Ch ∪ KP , where KP = {e+, e−}. Thus K˜ = K˜I ∪ K˜P . But this is not
a separated union since (H | Cz) 	= 0 and (Z | Ch) 	= 0.
We see that g˜ is an indecomposable nondegenerate solvable Lie algebra of mixed type.
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