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Abstract
We introduce Block Sparse Canonical Correlation Analy-
sis which estimates multiple pairs of canonical directions
(together a “block”) at once, resulting in significantly im-
proved orthogonality of the sparse directions which, we
demonstrate, translates to more interpretable solutions. Our
approach builds on the sparse CCA method of (Solari, Brown,
and Bickel 2019) in that we also express the bi-convex ob-
jective of our block formulation as a concave minimization
problem over an orthogonal k-frame in a unit Euclidean ball,
which in turn, due to concavity of the objective, is shrunk to a
Stiefel manifold, which is optimized via gradient descent al-
gorithm. Our simulations show that our method outperforms
existing sCCA algorithms and implementations in terms of
computational cost and stability, mainly due to the drastic
shrinkage of our search space, and the correlation within and
orthogonality between pairs of estimated canonical covari-
ates. Finally, we apply our method, available as an R-package
called BLOCCS, to multi-omic data on Lung Squamous Cell
Carcinoma(LUSC) obtained via The Cancer Genome Atlas,
and demonstrate its capability in capturing meaningful bi-
ological associations relevant to the hypothesis under study
rather than spurious dominant variations.
1 Introduction
Multi-view1 observations, i.e. observations of multiple ran-
dom vectors or feature sets on matching individuals, are in-
creasingly ubiquitous in data science, particularly. In molec-
ular biology, multiple ”omics” layers are regularly collected
– measurements that sample comprehensively from an un-
derlying pool of molecules, such as a genome, or the set
of all RNA transcripts, known as the transcriptome. For ex-
ample, The Cancer Genome Atlas (TCGA) is a multi-omics
molecular characterization of tumors across thousands of
patients. In such studies, we are often interested in under-
standing how two or more omics layers, or views, are related
to one another – e.g., how genotype relates to gene expres-
sion, revealing transcriptional regulatory relationships – for
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1Each dataset containing observations on random vectors is
termed a view in this article.
a review see (Li, Wu, and Ngom 2016). This is very differ-
ent from classical regression settings, where we have a one-
dimensional response that we aim to model as a function of a
vector of explanatory variables. As a result, new models are
needed to enable the discovery of interpretable hypotheses
regarding the association structures in multi-view settings,
including multi-omics.
Canonical Correlation Analysis(CCA), (Hotelling 1935),
is one set of such models whose objective is to find linear
combinations of two sets of random variables such that they
are maximally correlated. CCA is the most popular approach
up to date in such settings which has been applied in almost
all areas of science including: medicine (Monmonier and
Finn 1973), policy (Hopkins 1969), physics (Wong, Fung,
and Lau 1980), chemistry (Tu et al. 1989), and finance (Si-
monson, Stowe, and Watson 1983). Several variants of CCA
to incorporate non-linear combinations of covariates, e.g.
Kernel CCA of (Lai and Fyfe 2000) and Deep CCA of (An-
drew et al. 2013), have also been widely particularly popu-
lar in neuro-imaging (Blaschko et al. 2011), computer vision
(Huang et al. 2010), and genetics (Chaudhary et al. 2018).
Despite various improvements in multi-view models, in-
ference, interpretability and model selection is still a chal-
lenge, which is mainly owed to very high-dimensional
multi-view observations that become increasingly common
as high-throughput measurement systems advance. Variable
selection via sparsity inducing norms is a popular approach
to identifying interpretable association structures in such
high-dimensional settings, which are particularly important
since, from a biological perspective, it is likely that re-
sponses of interest arise from the action of genes functioning
in pathways. In other words, for a particular outcome, such
as disease-free survival in particular cancer, not all genes
are relevant, or, to use the multi-view learning parlance, ”ac-
tive”. Hence, the derivation of sparse models from the anal-
ysis of multi-omics data is of intrinsic interest to biological
data scientists.
While several sparse CCA methods are available, (Witten
and Tibshirani 2009), (Parkhomenko, Tritchler, and Beyene
2009), (Waaijenborg, Verselewel de Witt Hamer, and Zwin-
derman 2008), (Chu D. 2013), their lack of stability and
empirical consistency, and additionally their high computa-
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tional cost, makes them unsuitable non-parametric hypoth-
esis testing or hyperparameter tuning. (Solari, Brown, and
Bickel 2019) introduce MuLe which is a set of approaches
to solving sparse CCA problems using power iterations.
They demonstrate superior stability and empirical consis-
tency compared to other popular algorithms as well as sig-
nificantly lower computational cost. One shortcoming how-
ever, which is common among all sparse CCA and sparse
PCA approaches, is that none guarantee, or even heuristi-
cally enforce, orthogonality between estimated canonical di-
rections. Here, our approach also relies on power iterations;
however, we address the lack of orthogonality by estimating
multiple canonical directions at once – adapting a block for-
mulation for novel use in sparse CCA (Journe´e et al. 2010).
2 Notation
We denote scalar, vector, and matrix parameters by lower-
case normal, lower-case bold, and upper-case bold letters,
respectively, and random variables by upper-case normal let-
ters. Hence, each view, i.e. the observation matrix on ran-
dom vector Xi(ω) : Ω → Rpi , is denoted by Xi ∈ Rn×pi ,
i = 1, . . . ,m. n is used to indicate the sample size and pi
the dimensionality of the covariate space of each ofm views.
Canonical directions are denoted by zi ∈ Bpi , or zi ∈ Spi ,
and Zi ∈ Spid , where B = {x ∈ R|‖x‖2 ≤ 1} and
S = {x ∈ R|‖x‖2 = 1}. Spd = {Z ∈ Rp×d|Z>Z = Id}
denotes a Stiefel manifold which is the space of orthonormal
d-frames. lx(z) : Rp → R denotes any norm function, more
specifically l0/1(z) = ‖z‖0/1, and τ (i) refers to the i − th
non-zero element of the vector which is specifically used
for the sparsity pattern vector. We also introduce accessory
variables in Section 4.3 to term variables towards which we
direct estimated canonical directions, neglecting their infer-
ential role as covariates or dependent variables. We also use
“program” to refer to “optimization programs”.
3 Background
Sub-space learning is perhaps the most popular concept in
multi-view learning, and implies a Latent Space generative
model, where each view, Xi(ω) : U → Xi, i = 1, . . . ,m, is
assumed to be a function of a common unobservable random
vector, U : Ω → U in the latent space. The main objective
in subspace learning is to estimate the inverse of these map-
pings within a functional family, Fi = {Fi : Xi → U} as-
suming invertibility. At the sample level, this is interpreted
as estimating Fi(Xi) by Fi : Rn×pi → Un such that some
similarity measure, S : Un×m → Rd between these trans-
formed observed views is maximized,
F ∗ = arg max
Fi∈Fi
i∈{1,...,m}
S(F1(X1), . . . , Fm(Xm)) (1)
Where F = (F1, . . . , Fm). d is the number of dimensions
in which similarity is maximized, which is of importance
since here we are concerned with block algorithms where
d > 1. In the rest of this section and most of Section 4 we
assume that we observe only a pair of views, i.e. m = 2.
Throughout this paper we also assume that U : Ω → Rk,
Xi : Rk → Rpi .
3.1 Canonical Correlation Analysis
If we assert the functional families Fi to be a subset of the
parametric family of linear functions L = {li : Rpi →
Rk, li(Xi) = ziXi}, and the similarity criterion to be the
Pearson correlation, we end up with the Canonical Cor-
relation Analysis criterion. Assuming E[X1] = 0p1 and
E[X2] = 0
p2 ,
(z∗1 , z
∗
2) = arg max
z1∈Rp1 ,z2∈Rp2
ρ(X1z1, X2z2)
= arg max
z1∈Rp1 ,z2∈Rp2
E[(X1z1)
>(X2z2)]
E[(X1z1)2]1/2E[(X2z2)2]1/2
(2)
Since we almost always have access only to samples from
X1 and X2, we estimate Equation 2 using plug-in sample
estimators for population terms.
(z∗1 , z
∗
2) = arg max
z1∈Rp1 ,z2∈Rp2
z>1 X
>
1 X2z2√
z>1 X
>
1 X1z1
√
z>2 X
>
2 X2z2
(3)
zi are termed Canonical Loading Vectors and Xizi are
called the Canonical Covariates.
4 Block Reformulations of CCA Models
Generalizing Program 3 to Zi ∈ Rpi×d,
(Z∗1 ,Z
∗
2 ) = arg max
Z1∈Rp1×d,Z2∈Rp2×d
Z>1 X
>
1 X1Z1=Z
>
2 X
>
2 X2Z2=I
d
tr(Z>1 X
>
1 X2Z2)
(4)
Here we reserve the term ”block formulation” to discuss
settings in which d > 1. As is customary in the regular-
ized CCA literature[cite sandrine], here we also assume that
X>i Xi = I
pi , i = 1, 2. , which enables us to rewrite Pro-
gram 4 as,
(Z∗1 ,Z
∗
2 ) = arg max
Z1∈Sp1d
Z2∈Sp2d
tr(Z>1 X
>
1 X2Z2) (5)
Where Sp1d is a Stiefel Manifold2
4.1 Regularized Block CCA
We analyze the following generalized formulation of the
sparse block CCA problem in this section,
φl,d(γ1,γ2) := max
Z1∈Sp1d
Z2∈Sp2d
tr(Z>1 C12Z2N)
−
d∑
j=1
γ1j l(z1j)−
d∑
j=1
γ2j l(z2j)
(6)
γi ∈ Rd,γi ≥ 0 is the sparsity parameter vector for each
view, and N = diag(µ),µ ∈ R+, where d is the number
2Spm = {M ∈ Rp×d|M>M = I}
of canonical covariates. l(zij) is some norm of the j − th
column of the i− th view, andC12 is the sample covariance
matrix.
Remark 1 In practice, distinct µi enforces the objective in
Program 6 to have distinct maximizers (Journe´e et al. 2010).
l1-Regularization Here we consider Equation 6 with l1-
regularization, and decouple the problem along multiple
canonical directions resulting in the following program,
φl1,d(γ1,γ2) = max
Z1∈Sp1d
d∑
j=1
max
z2j∈Sp2
[µjz
>
1jC12z2j − γ2j‖z2j‖1]
−
d∑
j=1
γ1j‖z1j‖1
(7)
where zij is the j-th column of the i-th dataset.
Theorem 2 Maximizers Z∗1 and Z∗2 of Program 7 are,
Z∗1 = arg max
Z1∈Sp1d
d∑
j=1
p2∑
i=1
[µj |c>i z1j |−γ2j ]2+−
d∑
j=1
γ1j‖z1j‖1
(8)
and,
[Z2]
∗
ij =
sgn(c>i z1j)[µj |c>i z1j | − γ2j ]+√∑p2
k=1[µj |c>k z1j | − γ2j ]2+
(9)
Equation 9 is utilized to derive the necessary and suffi-
cient conditions under which z∗2ji is active, i.e. inferring the
sparsity pattern matrix, supp(Z), which is denoted her by
T2 ∈ {0, 1}p2×d.
Corollary 3 [T2]ij = 0, i.e. z∗2ji ∈ supp(Z∗2 ), iff
|c>i z∗1j | ≤ γ2j/µj .
Theorem 2 enables us to infer the the sparsity pattern of
either of the canonical directions due to the symmetry of the
problem. Assuming we estimate T2 first, we shrink the sam-
ple covariance matrix to [C ′12]kl = [C12]kτ (l)2j
where τ (l)2j is
the l-th non-zero element of the j-th column of T2. We then
use this reduced covariance matrix to estimate T1. Having
estimated the sparsity pattern matrices in the first stage, we
estimate the active elements of the canonical direction ma-
trices in the second stage by first shrinking the covariance
matrix on both sides, resulting in [C(j)12 ]kl = [C12]τ (k)1j ,τ (l)2j
,
then estimating its active elements via an alternating algo-
rithm introduced in 5.2.
Remark 4 According to Theorem 2, in order to infer the
sparsity pattern matrices, we need to maximize Program 9.
This program is non-convex; however we approximate it by
ignoring the penalty term which turns it into the following
concave minimization over the unit sphere,
φl1,d(γ1,γ2) = max
Z1∈Sp1d
d∑
j=1
{
p2∑
i=1
[µj |c>i z1j |−γ2j ]2+} (10)
which is solved using a simple gradient ascent algorithm.
It is important to note that this approximation is justifiable.
Our simulations demonstrate that this approximation does
not affect the capability of our approach to uncover the sup-
port of our underlying generative model. Secondly, as we
have mentioned in Corollary 3, we use the optima of this pro-
gram in the first stage to infer the sparsity patterns of canon-
ical directions. Also we can show that for every (γ1j , γ2j)
that results in z∗1j = 0 according to the Corollary 3, there is
a γ′2j ≥ γ2j in Program 10 for which z∗2ji = 0.
In the rest of this section we introduce Block Sparse Multi-
View CCA and Block Sparse Directed CCA.
4.2 l1-Regularized Block Multi-View CCA
Now we extend our approach from 4.1 to identify cor-
relation structures between more than two views, Xi ∈
Rn×pi , i = 1, . . . ,m. The application of such methods
are ever-increasing, e.g. understanding the enriched genetic
pathways in a population of patients with a specific type
of cancer. We extend the approach introduced in (Solari,
Brown, and Bickel 2019) to our block setting, which results
in the following optimization program,
φml1,d(Γ1, . . . ,Γd) = max
Zi∈Spid∀i=1,...,m
m∑
r<s=2
tr(Z>r CrsZsN)
−
d∑
j=1
m∑
s=2
s−1∑
r=1
r 6=s
γsrj‖zsj‖1
(11)
where Γj ∈ [0, 1]pj×M are the sparsity parameter matri-
ces whose elements γsrj regulate the sparsity of canonical
direction zsj in relation to zrj , where zsj is the j-th column
of Zs. As before Crs = 1/nX>r Xs is a sample covariance
matrix.
Theorem 5 Maximizers Z∗i , i = 1, . . . ,m of Program 11
are,
z∗sij(γsr1, . . . , γsrd) =
sgn(
∑m
r=1
r 6=s
c˜>rsizrj)[µj |
∑m
r=1
r 6=s
c˜>rsizrj | −
∑m
r=1
r 6=s
γsrj ]+√∑p2
k=1[µj |
∑m
r=1
r 6=s
c˜>rskzrj | −
∑m
r=1
r 6=s
γsrj ]2+
(12)
and for r = 1, . . . ,m and r 6= s,
Z∗r (Γ1, . . . ,Γd) =
arg max
Zr∈Sprd
r 6=s,r=1,...,m
d∑
j=1
ps∑
i=1
[µj |
m∑
r=1
r 6=s
c˜>rsizrj | −
m∑
r=1
r 6=s
γsrj ]
2
++
m∑
i<r=2
i,r 6=s
tr(Z>i CirZrN)−
d∑
j=1
m∑
i=1
i6=s
s−1∑
r=1
i 6=j
γirj‖zij‖1
(13)
Similar to the previous section, we drop the last term in
Program 13 following the same justifications offered in Re-
mark 4. This approximation leaves us with a concave min-
imization program which can be solved in a significantly
faster and more stable way.
Corollary 6 Given the sparsity parameter matrices Γi, i =
1, . . . , d and the solution, Z∗r for r = 1, . . . ,m and r 6= s,
to the Equation 13,
[Ts]ij =
{
0 |∑mr=1
r 6=s
c˜>rsizrj | ≤ 1/µj
∑m
r=1
r 6=s
γsrj
1 otherwise
(14)
4.3 l1-Regularized Directed CCA
Often samples involved in a multi-view learning problem
are part of a designed experiment which differ along the di-
rection of some treatment vector, or an observational study
where we have information about the samples in addition to
the observed views, e.g. socioeconomic status, sex, educa-
tion level, etc. (Solari, Brown, and Bickel 2019) coined the
term Accessory Variable to avoid confusions with the rich
lexicon of statistical inference, to point out that this extra
piece of information will be solely used to direct canonical
directions such that they capture correlation structures which
also align with these accessory variables, denoted here by
Y ∈ Rn×d, towards each column of which we direct the
canonical directions. To this end, we form the following op-
timization problem,
φl,d(γ1,γ2, 1, 2) = max
Z1∈Sp1d
Z2∈Sp2d
tr(Z>1 C12Z2N)
−
2∑
i=1
[L(XiZiNEi,Y ) + γ>i l(Zi)]
(15)
where Ei = diag(i) are diagonal hyper-parameter ma-
trices controlling the effect of the accessory variables on
the canonical directions. L(A,B) : XA × XB → R is a
measure of column-wise misalignment of A and B. Here,
we choose the Euclidean inner-product as our alignment
measure, i.e. L(XiZiNEi,y) = −〈XiZiNEi,Y 〉 =
−tr(Y >XiZiNEi). Plugging in 15 and decoupling,
φl1,d(γ1,γ2) = max
Z1∈Sp1d
d∑
j=1
max
z2j∈Sp2
[µjz
>
1jC12z2j
+(µj1jy
>
j X2z2j − γ2j‖z2j‖1)]
+
d∑
j=1
(µj2jy
>
j X1z1j − γ1j‖z1j‖1) (16)
where zij is the j-th column of the i-th dataset.
Theorem 7 Maximizers of Program 16 are,
Z∗1 = arg max
Z1∈Sp1d
d∑
j=1
p2∑
i=1
[µj |c>i z1j + 2jx>2iyj | − γ2j ]2+
(17)
+
d∑
j=1
(µj1jy
>
j X1z1j − γ1j‖z1j‖1)
(18)
and,
[Z2]
∗
ij = (19)
sgn(c>i z1j + 2jx
>
2iyj)[µj |c>i z1j + 2jx>2iyj | − γ2j ]+√∑p2
k=1[µj |c>k z1j + 2jx>2kyj | − γ2j ]2+
(20)
In the following corollary we formalize the necessary and
sufficient conditions under which z∗2ij is active using Equa-
tion 19.
Corollary 8 [T2]ij = 0, iff |c>k z∗1j + 2jx>2kyj | ≤ γ2j/µj .
In the following section we propose algorithms to solve
the optimization programs discussed so far.
Please refer to the Supplementals for detailed proofs of
the theorems and corollaries presented above as well as a
discussion of l0-regularized Canonical Correlation Analy-
sis.
5 BLOCCS: Gradient Ascent Algorithms for
Regularized Block Models
As discussed so far, we reformulated each of the four cases
studied into a concave minimization program over a Stiefel
manifold. Our proposed algorithms involve a simple first-
order optimization method at their cores, see Supplemen-
tals. In 5.1 we apply this first-order method to the scenar-
ios discussed so far, which constitutes the first stage of our
two-stage approach. In the first stage, we estimate the spar-
sity patterns of our canonical directions. In the second stage
we estimate the “active” entries (non-zero loadings) of the
canonical directions using an alternating optimization algo-
rithm discussed in 5.2.
5.1 Sparsity Pattern Estimation
In the first stage we estimate the sparsity patterns of the
canonical directions, Ti, by applying each of the following
algorithms once for each dataset. As we move from estimat-
ing T1 to Tm, we use a technique which we term Successive
Shrinking, that is having estimated Ti, we shrink every sam-
ple covariance matrix Cij , j 6= i to [C ′ij ]rs = [Cij ]τ (r)ik s,
where τ (r)ik is the r-th non-zero element of the k-th column
of the i-th sparsity pattern matrix. As a result, in each suc-
cessive shrinkage the covariance matrices are shrunk dras-
tically, which in turn results in significant speed-up of our
algorithm.
l1-Regularized Algorithm Now we apply our first-order
maximization algorithm to Equation 10,
Algorithm 1: BLOCCS algorithm for solving Program
10
Data: Sample Covariance Matrix C12
Regularization parameter vector γ2 ∈ [0, 1]d
Initialization Z1 ∈ Sp1d
N = diag(µ1, . . . , µd)  0
(optional) T1 ∈ {0, 1}p1×d
Result: T2, optimal sparsity pattern of Z∗2
1 initialization;
2 while convergence criterion is not met do
3 for j = 1, . . . , d do
4 z1j ←∑p2
i=1 µj [µj |c>i z1j | − γ2]+sgn(c>i z1j)ci
5 Z1 ← polar(Z1)
6 if T1 is given then
7 Z1 ← Z1 ◦ T1
8 Output T2 ∈ {0, 1}p2×d where [T2]ij = 0 if
|c>i z∗1j | ≤ γ2j/µj and 1 otherwise.
As we pointed out above, we then compute T1 using suc-
cessive shrinkage.
Remark 9 One of the appealing qualities of our algorithm
is that it is solely dependent on a function which can eval-
uate power iterations, which can be implemented very effi-
ciently by exploiting sparse structures in the data matrix and
canonical directions. This quality is significantly rewarded
by successive shrinkage. It can also very easily be deployed
on a distributed computing infrastructure. (S. Solari et al.
2019) utilize this quality to offer a Spark-based distributed
regularized multi-view learning package.
Multi-View Block Sparse Algorithm We now propose an
algorithm to solve Program 13, leaving out the regulariza-
tion term in the first stage.
Directed Block Regularized Algorithm Before we
present our algorithm, it is helpful to realize that the directed
regularized case in Equation 16 is equivalent to the multi-
modal case in Equation 11 with m = 3 and i = 1d. As
though we regard the accessory variable y as a third view.
Algorithm 2: BLOCCS algorithm for solving Program
13
Data: Sample Covariance Matrices
Crs, 1 ≤ r < s ≤ m
Sparsity parameter matrices Γj ∈ [0, 1]m×m for
j = 1, . . . , d
Initial values Zr ∈ Sprd , 1 ≤ r ≤ m
N = diag(µ1, . . . , µd)  0
(optional) Tr ∈ {0, 1}pr×d, r 6= s
Result: Ts, optimal sparsity pattern for Zs
1 initialization;
2 while convergence criterion is not met do
3 for r = 1, . . . ,m, r 6= s do
4 for j = 1, . . . , d do
5 zrj ←
∑ps
i=1 µj [µj |
∑m
r=1
r 6=s
c˜>rsizrj | −∑m
r=1
r 6=s
γsrj ]+sgn(
∑m
r=1
r 6=s
c˜>rsizrj)c˜rsi +
µj
∑m
l=1
l 6=r,s
C˜rlzlj
6 Zr ← polar(Zr)
7 if Tr is given then
8 Zr ← Zr ◦ Tr
9 Output Ts ∈ {0, 1}ps×d, [Ts]ij = 0 if
|∑mr=1
r 6=s
c˜>rsizrj | ≤ 1/µj
∑m
r=1
r 6=s
γsrj and 1 otherwise.
But many times the researcher wants to have a direct con-
trol on how much effect the accessory variable will have on
the canonical directions. Basically the larger ij , the smaller
the aperture of the convex cone that contains both y and
the canonical covariateXizi. Below is the algorithm we de-
vised for this problem,
In Section 6.2, we demonstrate the capabilities of this ap-
proach in exploratory data analysis and hypothesis develop-
ment.
5.2 Active Entry Estimation
In the second stage of the algorithm, we estimate the active
elements of the canonical directions for which, following
(Journe´e et al. 2010), we also propose alternating algorithm
to solve the following optimization program,
φd,0 = max
Z1∈Sp1d ,Z1|6=0=T1
Z2∈Sp2d ,Z2|6=0=T2
tr(Z>1 C12Z2N) (21)
Our simulations show that for small enough γi, i = 1, 2
such local maximizers exist.
The same algorithm is used in the multi-modal case by
maximizing over a single Zi while keeping others constant
and looping over all canonical directions. In the directed
case, we use the same i we used in the first stage and it’s
again very similar to the multi-modal case. Although sim-
ple, we’ve included the corresponding algorithms for the two
cases as well as algorithm for the l0-regularized CCA in the
Supplementals.
l
l
l llll
l
l
l
l
l
l
l
l
l
ll l
l
l
l
ll
l l
l
l
l
l
l
−2
−1
0
1
−2 0 2
CC1
CC
2 gender
l female
male
0.2
0.4
0.6
0.8
S^(t)
a
+
++
+
++
++
+ ++++
+ +
+
+ ++ +
++
+
+
+
+
+
+
++++
+
++
+
+
+ ++
+ + +
+
+ ++
p = 0.062
0.00
0.25
0.50
0.75
1.00
0 1000 2000 3000 4000
Time
Su
rv
iva
l p
ro
ba
bi
lity
Strata + +gender=female gender=maleb
l
l l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l l
−1
0
1
2
−1 0 1
CC1
CC
2 group
l high−risk
low−risk
0.2
0.4
0.6
0.8
S^(t)
c
+
+
+
+++
+
+
++++ + +
++
+ +
+
+ +++
+
++++++
+
+
++
++
+
+
++
+
+
+
+ ++
+ + +p = 0.0058
0.00
0.25
0.50
0.75
1.00
0 1000 2000 3000 4000
Time
Su
rv
iva
l p
ro
ba
bi
lity
Strata + +group=low−risk group=high−riskd
Figure 1: a. kmeans clustering of the samples projected onto the canonical directions estimated by applying sCCA to methy-
lation and RNA-Seq datasets for LUSC patients, shape-coded by gender, and color-coded by Sˆ(t), i.e. the empirical survival
distribution. b. Sˆ(t) for the two identified groups which precisely corresponded to gender rather than survival propability. c.
kmeans clustering of the samples projected onto the canonical directions estimated by applying Directed sCCA to the same
views and using Sˆ(t) as an accessory variable, color-coded by Sˆ(t). d. Sˆ(t) of the two identified groups by the Directed sCCA
correspond to two significantly different, p− value = 0.0058, high-risk and low-risk survival groups.
Algorithm 3: BLOCSS algorithm for solving equation
16
Data: Sample Covariance Matrix C12
Regularization parameter vector γ2 ∈ [0, 1]d
Hyper-parameter vectors i ∈ Rd, i = 1, 2
Initialization Z1 ∈ Sp1d
N = diag(µ1, . . . , µd)  0
(optional) T1 ∈ {0, 1}p1×d
Result: T2, optimal sparsity pattern of Z∗2
1 initialization;
2 while convergence criterion is not met do
3 for j = 1, . . . , d do
4 z1j ←
∑p2
i=1 µj [µj |c>i z1j + 2jx>2iy| −
γ2]+sgn(c
>
i z1j + 2jx
>
2iy)ci + 1jX
>
1 y
5 Z1 ← polar(Z1)
6 if T1 is given then
7 Z1 ← Z1 ◦ T1
8 Output T2 ∈ {0, 1}p2×d where [T2]ij = 0 if
|c>i z∗1j + 2jx>2iy| ≤ γ2j/µj and 1 otherwise.
Algorithm 4: BLOCCS algorithm for solving equation
21
Data: Sample Covariance Matrix C12
Initialization Zi ∈ Spid for i = 1, 2
N = diag(µ1, . . . , µd)  0
Ti ∈ {0, 1}pi×d for i = 1, 2
Result: Z∗i , i = 1, 2, local maximizers of 21
1 initialization;
2 while convergence criterion is not met do
3 Z2 → polar(C>12Z1N) ◦ T2
4 Z1 → polar(C12Z2N) ◦ T1
6 Experiments
In this section we first demonstrate performance character-
istics of BLOCCS on simulated data; then we apply our ap-
proach to Lung Squamous Cell Carcinoma(LUSC) multi-
omics from The Cancer Genome Atlas(Weinstein et al.
2013).
6.1 Simulated Data
Here we compare bloccs to PMA (Witten and Tibshirani
2009), which is a commonly used package and is a good rep-
resentative of the approaches based on alternating optimiza-
tion scheme which is the dominant school of approaches to
the sCCA problem. We applied both methods to the pairs of
views Xi, i = 1, 2 estimate the first two pairs of canonical
directions Zi, i = 1, 2, where Xi ∼ N (0pi ,Cii), i = 1, 2,
and Cii = ViDV >i . We chose p1 = p2, pi/n = 10, and
constructed V1 ∈ Rp1×p1 by seting up the first two columns
as
v11 = [1, . . . , 1︸ ︷︷ ︸
p1/10
, 0, . . . , 0],v12 = [0, . . . , 0︸ ︷︷ ︸
p1/10
, 1, . . . , 1︸ ︷︷ ︸
p1/10
, 0, . . . , 0],
and the rest of the columns by sampling according to
[V1j ]
p1
j=2 ∼ N (0p1−2, Ip1−2).
Similarly, V2 ∈ Rp2×p2 ,
v21 = [0, . . . , 0, 1, . . . , 1︸ ︷︷ ︸
p2/10
],v22 = [0, . . . , 0, 1, . . . , 1︸ ︷︷ ︸
p2/10
0, . . . , 0︸ ︷︷ ︸
p2/10
]
[V2j ]
p2
j=2 ∼ N (0p2−2, Ip2−2)
We also set D = diag(σ1, σ2, σ, . . . , σ︸ ︷︷ ︸
p1 − 2
), where σ1/σ2 =
2, and σ3 = . . . = σpi = σ. We sampled Xi for 100 dif-
ferent values of σ, repeated 10 times, each time computing
the average correlation of estimated canonical direction, zij
and the underlying model, zij = vij for j = 1, 2, see Figure
2.a and 2.b, and also the average correlation of the first and
second estimated directions, see Figure 2.c, vs. the λ3/λ2,
where λi is the i-th eigenvalue of the sample covariance ma-
trix, C12. It is clear from Figure 2 that our approach learn
the underlying model with superior accuracy while summa-
rizing independent pieces of information in different canon-
ical covariates. We guess that the apparent orthogonality of
PMA estimates are mainly due to the fact that they contain
minimal information about the underlying model.
6.2 TCGA: Lung Squamous Cell
Carcinoma(LUSC)
We first performed sCCA between methylation and RNA-
expression datasets obtained via TCGA2STAT(Wan, Allen,
and Liu 2015). We used a permutation test, see Supple-
mentals, for hyper-parameter tuning. While the analysis
provided in (Wan, Allen, and Liu 2015) filters out tran-
scripts/CpG sites with expression/methylation level falling
into the 99th percentile, we didn’t filter out any covariates to
simulate an fully automated pipeline. Despite this disadvan-
tage, bloccs also identified two distinct clusters, with (be-
tween cluster distance)/(within cluster radius) = 9.79 com-
pared to their 2.66, as plotted in Figure 1.a. However, con-
trary to their interpretation that these two groups indicate
two different survival groups, as they point out the evidence
against H0: two survival distributions are the same is weak;
A Mantel-Cox test returns p − value = 0.062, χ21 = 3.5
. We found out that the clusters precisely capture the sex
effect rather than survival. We repeated the analysis, but this
time we used our novel Directed sCCA method of Algorithm
3 with Sˆ(t) as the accessory variable. As a result we iden-
tified 25 genes and 44 CpG sites which are associated with
each other and also associated with survival. Projecting the
individuals onto the canonical directions, we identified two
distinct clusters using kmeans clustering, see Figure 1.c.
We then computed the Kaplan-Meier curves for these two
groups separately in Figure 1.d. These two distributions are
significantly different with p− value = 0.0058, χ21 = 7.6.
7 Conclusion
We presented a block sparse CCA algorithm suitable for
very high-dimensional settings. The method we propose and
the software we provide are more stable than previous imple-
mentations of sparse CCA. Of particular interest to us is the
felicity of this method to incorporate a “guide vector” – or
an experimental design, termed accessory variables in this
article. In our lung cancer example, we included empirical
survival distribution as an accessory variable, and explored
genes and CpG sites that are associated with each other and
patient survival probability. Indeed, we find the tuning pa-
rameters of our algorithm useful tools for data exploration,
enabling the user to view a variety of relationships between
views correlated more or less with an accessory variable.
While multi-omics studies in biology were the motivation
behind creating bloccs, we anticipate utility in a number
of domains within and beyond the biomedical sciences.
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Figure 2: a,b. The average correlation of the “true”, underly-
ing model, and estimated first, and second respectively, pair
of canonical directions. c. Average within pair correlation of
the estimated directions. (plotted points are running medi-
ans).
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