ABSTRACT For a sampled-data heterogeneous multi-agent system (HMAS), this paper studies the group consensus problem under a directed topology, where the model of the HMAS is described by double integrators and single integrators. We design two group consensus protocols under different communication conditions. A sufficient condition is reported to guarantee that an HMAS can achieve group consensus asymptotically. Meanwhile, the final group consensus values of different groups are given. Furthermore, due to the bandwidth constraint existing in communication, the quantized group consensus is investigated. We also obtain a sufficient quantized group consensus condition. It is found that an HMAS can reach group consensus asymptotically under our protocol and the consensus errors almost converge to zero when the quantized errors tend to zero. Finally, this paper gives some simulation examples to show the validity of the theoretical analysis.
I. INTRODUCTION
Consensus for multi-agent systems is a typical and fundamental problem in the study of cooperative control field. In the past decade, inspired by the study in [1] , lots of important works on consensus of multi-agent systems are reported. Owing to the introduction of communication network, a multi-agent system can be regarded as a networked control system. Therefore, a system may be affected by various communication factors, such as unreliable communication channel, bandwidth constraint and so on. The influence of sampling, quantization, random disturbance and time delay on consensus has also attracted researchers. Many interesting results have been obtained. Most of them pay their attention to the homogenous multi-agent systems where all the agents have the same structure or dynamic (see, e.g. [2] - [9] ).
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However, in the practical application, the dynamic equations of nodes may be different in a multi-agent system, leading to an HMAS. For example, an HMAS can be modeled by a combination of linear dynamic equations and nonlinear dynamic equations. For HMASs, the consensus problem is also worthy of attention. Zhao and Fei [10] study consensus for discrete-time HMASs by using model transformation under fixed topology. For the more general directed networks, some consensus results are also obtained. In [11] , under fixed and switching topologies, consensus for continuous-time HMASs is investigated. Furthermore, the consensus for continuous-time and discrete-time HMASs is addressed simultaneously in [12] . In [13] , based on the common control protocol and the control protocol with a group reference, two new consensus protocols are designed to ensure that the HMASs can reach consensus. Some consensus conditions are given under fixed and switching topologies. Different from the above results, the authors study the consensus for HMASs with the bounded time delay in [14] .
Because of the cost and technology constraint, the velocity information of agent cannot be precisely measured. Hence, in [15] the finite-time consensus for HMASs is investigated when the velocity information can or cannot be obtained. In [16] and [17] , the authors investigate the output consensus for linear HMASs with aperiodic sampling and obtain some sufficient conditions. The consensus problem of nonlinear HMASs with asynchronous sampled data is considered in [18] .
On the other hand, to accomplish a complicated and special assignment, the agents of a system may be grouped according to the circumstance. In the same group, the agents can achieve a common consensus value. Meanwhile, the final states of agents belonging to different groups are different. This phenomenon is defined as group consensus. For example, the multi-robot systems are divided into different groups to complete a reconnaissance or rescue assignment. In recent years, because of the important practical significance of the group consensus problem for HMASs, group consensus has been a popular topic. In [19] and [20] , the authors address the group consensus problem for HMASs with discretetime and continuous-time under directed fixed topologies, respectively. By applying Lyapunov's stability theory and matrix theory, some sufficient and/or necessary conditions are given. The group consensus results for HMASs is extended to switching topology in [21] . Some sufficient conditions of group consensus are also reported. In [22] , group consensus for HMASs via pinning control is studied, where the control inputs of some agents are bounded. Based on the pinning scheme, a new control protocol is reported. The aforementioned HMASs are composed of double integrators and single integrators. In [23] , the authors focus on an HMAS which can be modeled by double integrators and Euler-Lagrange equations with parametric uncertainties. Under dynamically changing topologies, Shi et al. [24] study asynchronous group consensus for HMASs. Furthermore, the dynamical group consensus problem is investigated and a group consensus protocol with time delay is first proposed for HMASs in [25] .
As known, the information before transformation may be sampled and quantized due to the unreliable communication channel and the constraint of the bandwidth. As far as authors' know, the results on quantized group consensus for HMASs with directed communication topology via sampled data are scant. Therefore, we take aim at solving the quantized group consensus problem for HMASs via sampled data. Obviously, this problem of the HMAS is more significant in practice but more complicated. By choosing a proper invertible matrix, the HMAS can be transformed to an error system. Two control protocols are designed to ensure that the sampled-data HMAS can reach the final group consensus. We give some sufficient conditions of group consensus by using matrix theory. Meanwhile, the final consensus values of different groups are also obtained and shown in the simulation results clearly. Compare with the existing work in [19] , where the authors only study group consensus for HMASs with sampled data, this paper simultaneously considers the quantization and sampled data for HMASs. It is also different from the result in [7] where the authors discuss quantized consensus for homogeneous multi-agent systems.
Notation: R, R n and R n×n denote the sets of real numbers, n × 1 real vectors and n × n real matrices, respectively. X T denotes the transpose of matrix X . 0 n and 1 n are the n × 1 vectors with elements 0 and 1, respectively. I n is an n × n identity matrix. · 2 , · F and · denote matrix 2-norm, Frobenius norm and Euclidean norm, respectively. For a complex number a, |a| denotes the module of a. ρ(X ) is the spectral radius of matrix X . tr(X ) and r(X ) denote the trace and rank of matrix X , respectively. diag{X 1 , · · · , X n } is a block diagonal matrix whose diagonal blocks are matrices X 1 to X n . E(·) is the mathematical expectation.
II. PRELIMINARIES AND PROBLEM FORMULATION A. PRELIMINARIES
In the section, some basic concepts about algebraic graph theory and lemmas are reviewed, which will be used in this paper.
A graph can be represented as G = (V, E), where V = {v 1 , v 2 , . . . , v n } denotes a node set with finite elements and E ⊆ V × V denotes the edge set. A directed graph means that all edges are ordered. In a directed graph, we can use an ordered sequence of edges (i 1 , i 2 ), (i 2 , i 3 ), · · · . to represent a directed path. If there exists a directed path from a node in the directed graph to all the others nodes, it means that the digraph contains a directed spanning tree. A = [a ij ] n×n is the weighted adjacency matrix of a digraph, where a ij ≥ 0. Define that a ij is a positive if edge (v i , v j ) ∈ E and a ij = 0 if edge (v i , v j ) / ∈ E. In addition, for all i, we suppose that a ii = 0. The Laplacian matrix of a digraph is represented as
Lemma 1 [2] : Let L n be the Laplacian matrix of a digraph G. The three results are equivalent: (i) G has a directed spanning tree; (ii) the rank of L n is n − 1; (iii) eigenvalue 0 is a simple eigenvalue of L n which satisfies that L n 1 n = 0 n . Meanwhile, the remaining eigenvalues have positive real parts.
Lemma 2 [2]:
A row-stochastic matrix X = [x ij ] n×n has a simple eigenvalue one iff G(X ) has a directed spanning tree. In addtion, if each diagonal element of X is positive and G(X ) has a directed spanning tree, 1 is the unique eigenvalue with the maximum modulus.
Lemma 3 [2] : Suppose that X = [x ij ] n×n is a row-stochastic matrix. If matrix X has a simple eigenvalue 1 and the modulus of the remaining eigenvalues are less than one, matrix X is indecomposable, aperiodic and stochastic. In other words, lim k→∞ X k = 1 n ν T , where ν satisfies 1 T n ν = 1 and X T ν = ν. In addition, all the elements of ν are nonnegative. VOLUME 7, 2019 Lemma 4 [26] : M n is a vector space of dimension n 2 . Let X ∈ M n and c > 0. There exists a matrix norm · such that X ≤ ρ(X ) + c.
B. PROBLEM FORMULATION
For a sampled-data HMAS with n agents, we suppose that the model of the HMAS is described by double integrators and single integrators. The second-order agent (also called double-integrator node) satisfies the following dynamic equation:
where x i , v i and u i represent the position, velocity and control protocol of agent i, respectively. T is the sampling period.
The first-order agent (also called single-integrator node) satisfies the following dynamic equation:
where u i and x i denote the control protocol and the position state of agent i, respectively. T is the sampling period.
Remark 1:
There are a lot of research achievements about the consensus of first-order and second-order systems. In the practical applications, however, the dynamic equations of nodes may be different in a multi-agent system. For example, to accomplish a complicated and special assignment, the robots of a multi-robot system based on the communication network may have different abilities and dynamics. Meanwhile, due to the intermittent communication with the neighbors, the information of each robot may be sampled. Therefore, the multi-robot system can be simply described as (1) and (2) .
In this paper, assume that x i ∈ R, v i ∈ R and u i ∈ R for simplicity. We can extend the analysis results to n-dimensional space by using Kronecker product. Denote
Suppose that the communication topology is directed and the sampling is synchronous and uniform. Based on the HMAS structure, the adjacency matrix A is partitioned as the following form: 
In this paper, we study the group consensus problem of an HMAS represented as (1) and (2) under directed communication topology. In simple terms, group consensus means that the agents that belong to the same group can achieve common state value asymptotically and the agents that belong to the different groups cannot reach the final consensus. The precise definition of group consensus for the HMAS represented as (1) and (2) will be given in the next section.
III. MAIN RESULTS
Now, we deal with the problem of group consensus for HMASs with directed topology via sampled data under two different situations.
A. GROUP CONSENSUS BASED ON SAMPLED DATA
Suppose that an HMAS described by (1) and (2) has p subgroups (p ≥ 2). i = p means that agent i belongs to group p. Then, based on the linear control protocols of continuous-time first-order system and second-order system, the following control protocol with sampled data is designed.
where a ij denotes the weight of edge with a ij ≥ 0. l ij is the element of the Laplacian matrix L. α, β and γ are positive proper control parameters.x j are given constants used to partition different groups.
By using direct discretization, we can rewrite the dynamic equations (1) and (2) 
and
where
Definition 1: The HMAS described by (1) and (2) is referred to as achieving group consensus asymptotically, if for any initial conditions and
under control protocol (3), the system described by (4) and (5) is rewritten as
According to the definition of group consensus, as k → ∞ and c is a constant, if e x i → c, i ∈ N n and e v i → 0, i ∈ N m , we conclude that the system described by (1) and (2) under control protocol (3) achieves group consensus asymptotically.
From the above description, it can be seen clearly that the agents which belong to the same group can achieve common state value asymptotically and the agents which belong to the different groups cannot reach the final consensus.
Denote
Then, we can convert system (6) to a vector form:
we note that the similar matrix of matrix F is F * . And (8) , as shown at the top of the next page. Let ψ(k) = Pe(k). Then,
It is obvious that F and F * have the same eigenvalues. By using model transformations, the group consensus problem of system (4) and (5) is transformed into a general consensus problem of system (9).
Lemma 5: If the following five conditions on sampling interval T and control parameters α, β, γ hold, F * defined in (8) is a row-stochastic matrix.
Moreover, λ = 1 is a simple eigenvalue of F * and all the other eigenvalues satisfy |λ| < 1 if the digraph has a spanning tree. Proof: If the above five conditions hold, we can see that all the entries on the non-diagonal of matrix F * are nonnegative and the entries on primary diagonal of matrix F * are positive. Obviously, F * is a non-negative matrix.
In addition, from the definition of Laplacian matrix L, we get L1 n = 0 n . Then, it follows that
Thus, it can be obtained that 
Obviously, the rank of matrix F * − I is r(L) + m. From Lemma 1, we see that the digraph has a spanning tree iff r(L) = n − 1. Hence, if the digraph has a spanning tree, we obtain r(F * − I ) = m + n − 1. Since the five conditions hold, all the entries on non-diagonal of matrix I − F * are non-positive and the entries on primary diagonal are nonnegative. Furthermore, (I − F * )1 n+m = 0 n+m . For the graph G * (I − F * ), matrix I − F * is a valid Laplacian matrix. Then, from Lemma 1, we can obtain that matrix F * − I has a simple eigenvalue λ = 0 iff there is a spanning tree in digraph G * . That is, matrix F * has a simple eigenvalue λ = 1 iff the interaction topology contains a directed spanning tree.
Since F * is a row-stochastic matrix and the diagonal elements are positive, based on Lemma 2, if G(F * ) contains a directed spanning tree, λ = 1 is the unique eigenvalue with the maximum modulus. Therefore, lemma 5 is proved.
Theorem 1: Suppose that the sampling interval T and the control parameters α, β, γ satisfy condition (10) 
Since there is a spanning tree in the directed communication graph G and condition (10) in Lemma 5 holds, F * is a row-stochastic matrix. In addition, λ = 1 is a simple eigenvalue of F * and other eigenvalues satisfy |λ| < 1. Then, system (9) can reach consensus asymptotically, which is equivalent to system (7) achieving consensus asymptotically, i.e.,
Thus, the following equations also hold. 
Then, Theorem 1 is proved. Remark 2: Based on condition (10) that have been developed, this paper not only obtains the sufficient group consensus condition, but also gives the final convergence value for each group. Obviously, the consensus value of different group differs by a constant. Although a sufficient condition of group consensus is obtained, the analytical method is more concise and clear.
B. QUANTIZED GROUP CONSENSUS BASED ON SAMPLED DATA
Since the bandwidth constraint always exists in the communication process, in this subsection, we consider the practical scenarios where the information is sampled and quantized. Based on the control protocol (3), the sampled data should be quantized before transmission. Therefore, we add the quantization in the control protocol. Then, the quantized group consensus protocol is designed as follows:
where Q(·) denotes a probabilistic quantizer. Remark 3: Different from the control protocols reported in the existing work [8] , [20] and [21] , the protocol that we designed not only takes the sampled data and quantized data into consideration, but also contains the grouping algorithm. The agents can be divided into several groups according to the different situations. The quantized group consensus is more significant in practice.
Similar to [3] and [8] , suppose that the datum ζ needs to be quantized which is defined by a finite interval [−K , K ], the probabilistic quantizer Q(·) is defined as
wherek is a random variable and denotes the quantization interval length. Two important properties of the probabilistic quantizer will be used in the following analysis.
Then, the quantized group consensus definition for an HMAS is given.
Definition 2: The HMAS described by (1) and (2) is referred to as achieving the quantized group consensus if there exists a monotonously increasing function h( ) such that for any initial states
where denotes the quantization interval length and lim →0 h( ) = 0. 
Under control protocol (11), the HMAS described by (1) and (2) can be given by
x f ] T is quantization error vector. The dimension of (k) is n + m. Matrices G and M are represented as
Based on (12), the quantization error vector (k) satisfies
Then, we choose invertible matrix P as defined in Section III.A and denote φ(k) = Pξ (k). System (13) can be converted to the following form:
where G * = PGP −1 and M * = PM . Suppose that there is a spanning tree in the digraph, the control parameters α, β, γ and sampling interval T satisfy condition (10) in Lemma 5. Then, based on the analysis of Section III.A, we can see that G * is a row-stochastic matrix. The eigenvalue λ = 1 is a simple eigenvalue of G * . At the same time, the remaining eigenvalues satisfy |λ| < 1. Furthermore,
where G * T ν = ν and 1 T n+m ν = 1. Theorem 2: Suppose that the sampling interval T and the control parameters α, β, γ satisfy condition (10) in Lemma 5. The HMAS represented by (1) and (2) can achieve quantized group consensus asymptotically by using control protocol (11) if the digraph has a spanning tree. Moreover, if the quantization interval length tends to zero,
VOLUME 7, 2019
Proof: If condition (10) in Lemma 5 holds and the interaction topology is described as a digraph which has a spanning tree, it can be obtained that all the eigenvalues of G * defined in (15) satisfy |λ| < 1 except a simple eigenvalue equal to one according to the analysis in Section III.A.
Based on iterative formula (13), we have
From the above equation, we can see that the first term g 1 (k) is deterministic and the second term g 2 (k) can be regarded as a matrix-weighted combination of quantization errors. Similar to the analysis of [8, Th. 1], the mean-square error is decomposed as the following form:
is a left eigenvector of matrix G corresponding to the eigenvalue one.
Since G and G * have the same eigenvalues, G has a sample eigenvalue equal to one. Obviously,
T is the right eigenvector of G corresponding to the eigenvalue one. Then, we can rewrite matrix G as the Jordan canonical form
is the first row of P Due to G = P 0 JP
According to the analysis, we can obtain that
Thus, as k → ∞, we have,
Denote E[ (i) (i) T ] as P ,i , then,
On the other hand,
is the left eigenvector of matrix G corresponding to the eigenvalue one,
. By simple calculation, we have ωµ T M = 0. Therefore,
According to the matrix norm compatibility property
,i ∈ R (m+n)×(m+n) , the following inequalities holds.
Let 0 < τ < 1 − ρ, and based on Lemma 4, there exists a norm · relying on H such that H < ρ +τ < 1. Due to the equivalency of matrix norms, we have
where a is a positive and finite constant. Then, using (14), (19) can be converted to
Substituting (17) and (20) into (16) yields
Obviously, h( ) → 0 as → 0. Therefore, system (13) with sampled data achieves quantized consensus asymptotically under control protocol (11), i.e.,
It also implies that
Furthermore, if the quantization interval length tends to zero, ξ (k) converges to ωµ T ξ (0) in a mean-square sense as k approaches infinity, i.e.,
Then, Theorem 2 is proved.
is a left eigenvector of matrix G corresponding to the eigenvalue one. According to (13) , (15) and Lemma 3 
where P is defined in Section III. A and ν satisfies that G * T ν = ν and 1 T n+m ν = 1.
IV. SIMULATION RESULTS
To show the validity of Theorems 1 and 2, we give two simulation examples. Consider a 7-agent HMAS which is represented by (1) and (2) . Here, agents 1-3 have double-integrator dynamics and agents 4-7 have single-integrator dynamics. Fig. 1 shows the structure of the interaction topology G for seven agents. It is obvious that there exists a directed spanning tree in the digraph G. In the simulation, a ij = 1 means that the information can be transmitted from agent j to agent i. When agents i and j have no communication, we denote that a ij = 0. According to the interaction topology structure, we can express the adjacency matrix A as 
Then, the corresponding Laplacian matrix can be given by
Suppose that all agents in the system are divided into groups G 1 and G 2 . Group Example 1: Consider the group consensus for the aforementioned HMAS under control protocol (3) . i is used to partition groups G 1 and G 2 . According to the grouping scheme, we suppose thatx i = 8, i = 1, 2, 4, 5 and x i = 2, i = 3, 6, 7. Let the sampling period T = 0.1. Then, the control parameters can be chosen as α = 8, β = 1 and γ = 10. Obviously, α, β, γ and T satisfy the Figs. 2 and 3 show the evolution of the system states. We see that under control protocol (3), all the agents achieve 2-group consensus asymptotically. At the same time, the final convergence values are equal to our calculated results. Then, it verifies the correctness of Theorem 1.
Remark 5: Based on Theorem 1, the vector ν T is a left eigenvector of matrix F * where ν satisfies 1 T n+m ν = 1. Then, we can calculate ν easily. In this simulation example, the final consensus values of different groups are given by simple calculations, as shown in Figs. 2 and 3 . However, the consensus values are not shown in most of the existing papers. Example 2: The quantized group consensus under control protocol (11) is further considered in this example. We still assume thatx i = 8, i = 1, 2, 4, 5 andx i = 2, i = 3, 6, 7. We choose that α = 8, β = 1, γ = 10 and T = 0.05 which satisfy the condition in Theorem 2. To illustrate the influence of the quantization interval length on the consistency error, we take = 0.5 and = 0.05, respectively. Under control protocol (11), Figs. 4 and 5 show that the system can reach the quantized group consensus asymptotically with a small consistency error as = 0.5. However, Figs. 6 and 7 show that all the consistency errors almost converge to zero when = 0.05. This accords with Theorem 2.
V. CONCLUSION
The problem of group consensus for a class of HMASs is addressed in the paper, where the model of HMASs is described by double integrators and single integrators. First, by using model transformations, the group consensus problem is transformed into a general consensus problem. We obtain a sufficient condition of group consensus that ensures that the HMAS can reach group consensus under the directed communication topology in a sampled-data setting. Meanwhile, we give the final group consensus values. Furthermore, to study the quantized group consensus, a consensus protocol with quantization and sampling data is designed. According to the obtained results of the group consensus for the HMAS via sampled data, we also report a sufficient condition of the quantized group consensus which shows that all agents can reach the group consensus in a mean-square sense if the digraph has a spanning tree. Also, it can be seen that the consensus errors relates to the quantization interval length. For future work, we will consider quantized group consensus for more general HMASs with perturbations or communication delay under the asynchronous nonuniform sampling case. Future work will consider to use Petri nets modeling multi-agent systems [27] . He has over 43 years of experience in research, teaching, consultations, and training for the design and analysis of industrial and production systems. This involves various activities and tasks that include machine design, instrumentation and control, computer control, computer-aided design and manufacturing, knowledgebase design, facility design of production systems, maintenance, quality, and safety applications with strong background in organizing, planning, and management of engineering and training programmers, engineering projects, technology transfer, and with vast experience in system analysis and design. 
