In this work we investigate the population dynamics of cooperative hunting extending the McCann and Yodzis model for a three-species food chain system with a predator, a prey, and a resource species. The new model considers that a given fraction of predators cooperates in prey's hunting, while the rest of the population 1 − hunts without cooperation. We use the theory of symbolic dynamics to study the topological entropy and the parameter space ordering of the kneading sequences associated with one-dimensional maps that reproduce significant aspects of the dynamics of the species under several degrees of cooperative hunting. Our model also allows us to investigate the so-called deterministic extinction via chaotic crisis and transient chaos in the framework of cooperative hunting. The symbolic sequences allow us to identify a critical boundary in the parameter spaces ͑K , C 0 ͒ and ͑K , ͒ which separates two scenarios: ͑i͒ all-species coexistence and ͑ii͒ predator's extinction via chaotic crisis. We show that the crisis value of the carrying capacity K c decreases at increasing , indicating that predator's populations with high degree of cooperative hunting are more sensitive to the chaotic crises. We also show that the control method of Dhamala and Lai ͓Phys. The multiple interactions between species make up an important feature of ecosystems complexity. Predatorprey systems modeled with nonlinear differential equations have shown a very rich array of dynamical behaviors from periodic orbits 1,2 to strange attractors. 3-5 Other types of ecological interactions, which have received comparatively fewer attention in the context of complex ecosystems, 2 are the ones involving positive feedbacks in species' reproduction, as it happens in cooperative systems. Classically, the investigation of cooperation in replicator dynamics has been focused on molecular systems and prebiotic evolution (see, for example, Refs. 6 and 7). To the extent of our knowledge, there are few theoretical approaches to study the population dynamics of cooperative hunting. This behavioral strategy, which has been described in some species of births, mammals, fishes, insects, and spiders, 8, 9 involves that the individuals of the same species cooperate between them to catch the preys. The dynamics of cooperative hunting and the effect of the degree of intraspecific cooperation among predators are not totally understood because there is a lack of theory regarding these systems. 9 In this sense, some interesting questions appear for this type of systems. What is the role of the degree of cooperative hunting in the resulting attractors governing the dynamics of these food chain systems? How do the behavioral strategies during hunting affect the so-called chaotic crisis described in some predator-prey models and suggested to cause predator's extinction? In this work we analyze a model for cooperative hunting, which is obtained from the McCann and Yodzis one. The enormous interest of this model relies on the fact that the parameters are ecologically meaningful because they were derived from bioenergetics (see Refs. 10 and 11). As the cooperative hunting strategy has been described in several taxa, 8,9 our approach might also have relevant implications on our understanding of the species dynamics undergoing cooperative hunting in natural ecosystems and their dependence on parameters regarding species preservation or extinction processes. We specifically provide a comprehensive study of the chaotic behavior for survival and extinction scenarios, using onedimensional maps obtained from scalar time series, in terms of symbolic dynamics theory. By using this theory, we are able to compute the most important numerical invariant related to the exponential growth of chaotic trajectories, the topological entropy. This approach allows us to identify the periodic ordering route toward the chaotic crisis involving predator's extinction via transient chaos. The control of transient chaos becomes possible with the introduction of a control method 10 that allows to avoid predator's extinction. Further investigations on this control method might be significant from a practical point of view. Consequently, one of the aims of the present article is to provide more information on the properties of the one-dimensional maps obtained to perform the maintenance of transient chaos, now in the framework of cooperative hunting.
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I. INTRODUCTION
Cooperation, defined as two or more individuals acting together to achieve a common goal, 12 has been described at all levels of biological organization from molecules, organelles, and cells to individuals or groups of different species. 13 Cooperation can evolve when two basic conditions are fulfilled. First, the benefits of the common action must be shared sooner or later between the participants. Second, the benefits to the participants must exceed the costs of the common action. 12 There are a multitude of examples of cooperative behaviors in nature: 8, 9, [14] [15] [16] coalition formation, alarm calling, predator inspection, cooperative breeding, and protection against attacks by predators or conspecifics, supporting injured group members or cooperative hunting. 15 Other examples of cooperation or symbiotic associations have been described between several species such as the deep-sea tubeworm Lamellibranchia luymesi and microbial symbionts, 14 as well as in arbuscular-mycorrhizal fungi which form obligate symbiosis with more than 80% of plant species in all terrestrial habitats. 16 A multitude of theoretical and computational models on population dynamics has analyzed the role of cooperation in molecular dynamics and prebiotic evolution ͑see, for example, Refs. 6 and 7͒. However, in the context of complex ecosystems, cooperation has received comparatively fewer attention than predator-prey or host-parasitoid dynamics. 2 Generically, the theoretical approaches used for the investigation of cooperation in ecosystems have been developed in the context of game theory 9 ͑see also Refs. 17 and 18 and references therein͒, although some works have explored the population dynamics of species with obligate cooperative breeding. 19 Cooperative hunting, which is explored in this work, involves that some individuals of the same species cooperate during prey's hunting. This hunting strategy has been described in lions ͑Panthera leo͒, 20 brown hyenas ͑Hyaena brunnea͒, 21 in wild chimpanzees ͑Pan troglodytes͒ ͑see Ref. 12 and references therein͒, or in the fish species Lepomis cyanellus 22 and Caranx ignobilis, 23 although this strategy for the first species is not totally clear. Cooperative hunting has also been characterized in some arthropods such as the Golden-web spider ͑Nephila clavipes͒, 24 the Stegodyphid spider ͑Stegodyphus mimosarum͒, 25 or the heteroptera Microvelia douglasi atrolineata. 26 The evidence of cooperation during hunting for the latter two species has been described in laboratory studies while for the Golden-web spider such evidence was derived from wild individuals. 9 The origin of cooperative hunting in some species is a matter of debate. Some authors consider that cooperative hunting in many species is more often a consequence of gregariousness than its evolutionary cause. 9 However, this strategy of cooperation does often appear to be an important cause of grouping in species that take multiple prey. 9 The analysis of deterministic predator-prey food chain models has revealed the possibility of species extinction via chaotic crisis generating transient chaos 10, 27 ͓see Figs. 1͑b͒ and 1͑c͔͒. Hence, one of the goals of this work is the investigation of this phenomenon for ecosystem models including cooperative hunting. Generically, transient chaos arises due 11͒, which is obtained from Eqs. ͑1͒-͑3͒ using =0. ͑a͒ Coexistence scenario between the predator, the prey, and the resource species. Before the crisis there are two asymptotic behaviors in phase space ͑which depend on the initial conditions͒: the strange attractor where all the species coexist and the limit cycle involving predator's extinction. ͑b͒ After the crisis the only asymptotic dynamics is the periodic attractor in the plane ͑R , C ,0͒. ͑c͒ Transient chaos toward predator's extinction with K = 1.02Ͼ K c .
to the presence of chaotic saddles in phase space. [28] [29] [30] [31] The chaotic crisis 28, 29 occurs when a chaotic attractor collides with its own basin boundary becoming a chaotic saddle, which is a bounded set with fractal structure in both stable and unstable directions. The fractality in the unstable direction implies the existence of an infinite number of gaps of all sizes along its unstable manifold. 10 After the crisis, a given initial condition is attracted toward the chaotic saddle along the stable direction remaining in its vicinity for a finite amount of time, and then leaves the chaotic saddle through one of the gaps in the unstable direction, giving place to the chaotic transient. 10 Chaotic saddles and transient chaos, which have also been described in discrete-time predator-prey models, 32, 33 are responsible for other physical phenomena such as particle transport in open hydrodynamical flows ͑see Ref. 34 and references therein͒ and chaotic scattering. 35 We notice that the chaotic crisis has been experimentally observed in the physical diode resonator. 36 As pointed out by Dhamala and Lai 10 and Shulenburger and Ying-Chen Lai, 37 a fundamental principle underlies the theoretical studies on transient chaos in complex ecosystems: if species extinction is caused by transient chaos, then it is possible for human beings to intervene externally by applying perturbations so as to effectively prevent species from becoming extinct. In this context, Dhamala and Lai 10 proposed a control method for transient chaos based on an iterated map constructed from the local minima of a measured time series. This method might allow to sustain transient chaos by applying small and occasional perturbations to the system giving place to sustained chaos or periodic motion. With this procedure, the endangered species population could be preserved, and yet, the population, although still exhibiting chaotic behavior, would never become zero. In this sense, the control strategies highlighted by the models might serve to tackle the environmental problem of species extinction. 37 The paper is organized as follows. In Sec. II we provide a general description of the new model with cooperative hunting. In Sec. III we compute the topological entropy of the system for ecological meaningful parameter values, and we provide the parameter space ordering defining the route to the chaotic crises. In Sec. IV, considering the ideas of Dhamala and Lai, 10 we apply the control method for transient chaos in the context of cooperative systems. We finally explore the dependence between key parameters and both the mean iterates and mean life times of the target regions obtained with the control method, also analyzing the frequency and the magnitude of the perturbations needed to sustain chaos for wide parameter ranges after the crisis. The discussion of our results appears in Sec. V.
II. DESCRIPTION OF THE MODEL
We analyze a three species food chain model describing the dynamics of a resource species R, a prey ͑or a consumer͒ C, and a population of predators P with intraspecific cooperation during prey's hunt. By using the McCann and Yodzis model 27 ͑see also Ref. 11͒, we introduce a nonlinear interaction between predator individuals in order to model the cooperative hunting. The resulting model is given by the following set of nonlinear differential equations:
Following a similar theoretical approach studied in Ref. 38 we define the reproduction kinetics of predators as
Note that ͑P͒ includes, in the right hand side, a nonlinear term in reproduction associated to cooperation ͑i.e., autocatalysis͒. Such a nonlinear term denotes the density-dependent enhancement in predator's reproduction due to intraspecific cooperation between predators. Note that the terms associated to the consumption of preys in Eqs. ͑2͒ and ͑3͒ include this autocatalytic kinetics. As previously mentioned, our model considers that predators can cooperate between them during prey's hunting and consumption. In order to provide a more realistic scenario we should consider the case where some individuals are cooperating during the hunt but others are not. We introduce the parameter ͓0,1͔, which indicates the fraction of the population of predators that undergo cooperative hunting. That is, a measure of the degree of cooperation inside the population of predators. The parameter x i is the reproduction rate associated with intraspecific cooperation of predators. In order to clearly analyze the effect of density dependence in predator's population associated with the nonlinear term in Eq. ͑4͒, we set x i = x p . We assume that other individuals ͑i.e., the fraction 1 − of the population͒ do not cooperate with each other and are reproducing at a constant rate of x p . This approach also allows us to analyze several behavioral types ͑i.e., cooperative or noncooperative hunting͒ in terms of the degree of cooperation arising in the same population, assuming that the preys caught through cooperative hunting are not consumed by noncooperative predators. That is, we do not consider the so-called cheaters ͑i.e., individuals who are not investing in the cooperative task, i.e., hunting, but are nonetheless trying to gain access to the benefits͒.
We note that the McCann and Yodzis model 27 ͑see also Ref. 10͒ is a particular case of our model ͑taking = 0, i.e., no cooperative hunting͒. The model obviates age structure, individual variation, spatial correlations, and stochasticity. Our model with 0 Ͻ Յ 1, which is one of the simplest approaches to the population dynamics of cooperative hunting, obviates kin selection because we do not differentiate between family classes. In our work we also fix the parameters to x C = 0.4, y C = 2.009, x p = x i = 0.08, and y p = 2.876. Hence, we study the case where both the consumer and the predator can be either invertebrate or vertebrate ectotherm ͑like amphibia or fishes͒ with a reasonable predator:prey ͑=consumer͒ body mass ratio. 27 Such parameter values are also ecologically 27 model ͑with =0͒, and in the absence of the predator, the resource population and the consumer either settle into a stable equilibrium or into a stable limit cycle. In the presence of the predator, the system can be interpreted as two coupled oscillators, which can undergo more complex dynamics like chaos, as shown in Ref. 39 , with coupling by diffusion. The strange attractor, which involves the coexistence of the three species, is shown in the state space ͑R͑t͒ , C͑t͒ , P͑t͒͒ ͓Fig. 1͑a͔͒. Actually this attractor coexists with a locally stable limit cycle located in the plane ͑R͑t͒ , C͑t͒ ,0͒, where predators become extinct. Hence, depending on the initial conditions, the system either asymptotes to the chaotic attractor or to the limit cycle with P =0. However, when the resource carrying capacity K passes through a critical value K = K c , the population of the predator disappears for almost all initial conditions because of the chaotic crisis.
10,27 Such a crisis makes the limit cycle attractor in the plane ͑R͑t͒ , C͑t͒ ,0͒ to become globally orbitally stable, and a given trajectory for predator's population behaves chaotically for a finite amount of time and then settles into the limit cycle attractor involving predator's extinction via transient chaos. 10, 27 As shown in Figs. 1͑b͒ and 1͑c͒ ͑with K Ͼ K c ͒, the population of P varies in a chaotic fashion, finally dropping to zero without any sign of anticipation in terms of the dynamical behavior.
If we investigate the role of the degree of cooperative hunting in the asymptotic dynamics for several values of the carrying capacity K, we find a wide region in parameter space ͓Fig. 2͑A͒, gray region͔ involving predator's extinction and resource-consumer survival. Inside this region the coexistence of the resource and prey species can be either achieved through a point attractor or a periodic orbit ͑results not shown͒. The white region inside ͑K , ͒ ͓see Figs. 2͑A͒ and 2͑B͔͒ drives to all-species coexistence either in a fixed point attractor, in a stable periodic orbit, or in a strange attractor, as shown in Fig. 2͑a͒ . Actually, inside this white region and for Ͼ 0, the strange attractor can also coexist with the resource-consumer limit cycle. A detailed analysis of the first critical boundary in ͑K , ͒ placed on the left boundary between gray and white regions in Fig. 2͑A͒ shows that predator's extinction is not achieved via transient chaos ͓see, for example, Figs. 2͑b͒ and 2͑c͔͒. This scenario might correspond to an environment with a low carrying capacity unable to sustain the three species. For example, with K = 0.73, a value of տ 0.35 involves the extinction of predators. As shown in Fig. 2͑A͒ , an increase in for a fixed value of K causes the extinction of predators.
We also find another critical boundary for larger values of K, in which the extinction of predators can be achieved via transient chaos, as shown in Fig. 2͑d͒ , using K = 0.935 and = 0.37. We computed the bifurcation diagrams using K as control parameter for several fixed values of and we 
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found that this second critical boundary corresponds to chaotic crises ͑results not shown͒. For this second boundary line we show that the values of K c systematically decrease at increasing , indicating that the increase in cooperation in hunting near the critical values of the carrying capacity would make predators more prone to extinction ͓see the magnification in Fig. 2͑B͒ and Fig. 6͑b͒ for a clear identification of this second critical boundary͔. Recent studies suggest the importance of intraspecific competition between predators in the stabilization of the overall dynamics of three-species food chain models. 40 Hence, we also analyzed the phase diagrams shown in Figs. 2͑A͒ and 2͑B͒ considering intraspecific interference in the populations of consumers and predators. We specifically included the term −c 1 C 2 in Eq. ͑2͒ and the term −c 2 P 2 in Eq. ͑3͒ ͑for simplicity we analyzed the symmetric case c 1 = c 2 = c͒. Here c Ͼ 0 is the competition constant and the quadratic terms of the variables denote the density dependence due to intraspecific interactions.
For low values of c ͑i.e., c Շ 0.25͒ we obtained similar critical boundaries in the parameter space ͑K , ͒, and the increase in cooperation in hunting also involved a lower critical carrying capacity K c ͑results not shown͒. Interestingly, this pattern changed for c տ 0.3, and the region of allspecies coexistence was enlarged at increasing K. Here, the second critical boundary disappeared: we found that all the species still coexisted, for example, for K Ϸ 2 ͑with c = 0.4͒ or for K Ϸ 5 ͑with c =1͒. Hence, the consideration of intraspecific interference stabilizes the dynamics in the sense of species survival for large values of c and K. Nevertheless, as shown in Figs. 2͑A͒ and 2͑B͒, a generic increase in at a fixed value of K also involved predator's extinction considering intraspecific competition ͑results not shown͒.
III. CHAOTIC DYNAMICS
With the purpose of understanding the main features of the three-dimensional flow, we can construct onedimensional maps recording the successive relative ͑local͒ minima of the numerical solution P͑t͒, which represents the predator population density. These iterated maps consist of pairs ͑P n , P n+1 ͒, where P n denotes the nth local minima. As shown in Fig. 3 , the data from the chaotic time series appear to fall on a logistic-like curve. Indeed, treating the graph as a function P n+1 = f͑P n ͒ allows us to reveal particularly interesting features about the dynamics on the attractor. The obtained iterated maps dynamically behave ͑for some parameter values͒ like a unimodal map, that is, a continuous map on the interval with two monotonic subintervals and one turning point. In order to see the dynamics of Eqs. ͑1͒-͑3͒ for different values of the control parameters under study, we show the bifurcation diagrams in Figs. 4 and 5. The dynamics for changing K and C 0 without considering cooperative hunting is shown in Fig. 4 , where the presence of ordered and chaotic windows is shown. The analyses of the dynamics considering a small degree of cooperative hunting are also shown in Fig. 5 . For this latter case the dynamics can also be governed by chaotic attractors.
In what follows, we apply techniques of symbolic dynamics to our system, in particular, some results concerning to the kneading theory of unimodal maps. [41] [42] [43] In the context of symbolic dynamics theory, a unimodal map f on the interval I = ͓a , b͔ is a two-piecewise monotonic map with one critical point c. Thus I is subdivided into the following sets:
in such a way that the restriction of f to the interval I L is strictly increasing and the restriction of f to the interval I R is decreasing ͑see Fig. 3͒ . Each of the maximal intervals where the function f is monotone is called a lap of f, and the number ᐉ = ᐉ͑f͒ of distinct laps is called the lap number of f. Starting with the critical point of f, c ͑relative extremum͒, we obtain the orbit
With the purpose of studying the topological properties, we associate with the orbit O͑c͒ a sequence of symbols, itinerary
The turning point c plays an important role. The dynamics of the interval is characterized by the symbolic sequence associated with the critical point orbit. When O͑c͒ is a k-periodic orbit, we obtain a sequence of symbols that can be characterized by a block of length k, the kneading sequence S ͑k͒ = S 1 S 2¯Sk−1 C ‫ء‬ . We introduce, in the set of symbols, an order relation L Ͻ C ‫ء‬ Ͻ R. The order of the symbols is extended to the symbolic sequences. Thus, for two of such sequences P and Q in 
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Chaos in cooperative hunting Chaos 19, 043102 ͑2009͒ A N , let i be such that P i Q i and P j = Q j for j Ͻ i. Considering the R-parity of a sequence, that is, the odd or even number of occurrence of a symbol R in the sequence, if the R-parity of the block P 1¯Pi−1 = Q 1¯Qi−1 is even we say that P Ͻ Q if P i Ͻ Q i . And if the R-parity of the same block is odd, we say that P Ͻ Q if P i Ͼ Q i . If no such index i exists, then P = Q.
Milnor and Thurston 41 introduced the concept of kneading increments and kneading matrix. These are power series that measure the discontinuity evaluated at the turning points c i , i =1,2, ... ,m, of m-modal maps. For the case of unimodal maps, we have one kneading increment defined by
where x ͑t͒ is the invariant coordinate of the sequence S 0 S 1 S 2¯Sj¯a ssociated with the itinerary of the point x. The invariant coordinate is defined by
Separating the terms associated with the symbols L and R, we obtain
The kneading matrix is defined by N͑t͒ = ͓N 11 ͑t͒ N 12 ͑t͒ ͔, and the corresponding kneading determinant D͑t͒ is
where D 1 ͑t͒ = N 12 ͑t͒ and D 2 ͑t͒ = N 11 ͑t͒. Now we consider the topological entropy. As we pointed out before, this important numerical invariant is related to the orbit growth and allows us to quantify the complexity of the dynamics. It represents the exponential growth rate for the number of orbit segments distinguishable with arbitrarily fine but finite precision. The topological entropy describes in a suggestive way the total exponential complexity of the orbit structure with a single number. A definition of chaos in the context of one-dimensional dynamical systems states that a dynamical system is called chaotic if its topological entropy is positive. [44] [45] [46] [47] Let s be the growth number of a unimodal interval map f. The topological entropy of f, denoted by h top ͑f͒, is computed from h top ͑f͒ = log s, where s =1/ t ‫ء‬ , t ‫ء‬ being the root of D͑t͒, which has the lowest modulus.
Following the previous formalism we compute the topological entropy for our system. Let us consider the map of 
Note that the block RLLLLLRRR corresponds to the sequence RLLLLLRRC, where the symbol C is replaced by R because the parity of the block RLLLLLRR is odd. The invariant coordinates are
The kneading increment is given by Figure 4 ͑lower panels͒ shows the variation in the topological entropy, labeled as h top , using K and C 0 as control parameters for the model without cooperative hunting ͑ =0͒. Such a topological entropy is increasing with K and decreasing with C 0 . As we can observe, and as was previously shown, 10, 27 there are several parameter intervals where the dynamics of the McCann-Yodzis system is chaotic. The topological entropy is also computed considering cooperative hunting. As we show in Fig. 5 , there exist also large parameter intervals with chaotic dynamics, and the topological entropy is shown to increase at increasing the degree of cooperation between predators.
It is important to notice that with the study of the kneading sequences it is possible to identify relevant curves in the parameter spaces ͑K , C 0 ͒ and ͑K , ͒, corresponding to a fam-
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ily of logistic-like iterated maps ͑see Fig. 6͒ . Such curves correspond to different dynamical regimes given by ͑i͒ periodic orbits of the turning point C and ͑ii͒ the crisis line c l , which is the boundary between two crucial regions: the region before crisis ͑K Ͻ K c ͒, which corresponds to predator's preservation, and the region after crisis ͑K Ͼ K c ͒, which corresponds to the extinction of predators.
In particular, the diagram of Fig. 6͑a͒ , shows how the periods ͑n Յ 5͒ are organized throughout the parameter space ͑K , C 0 ͒ also displaying the crisis line. From right to left in Fig. 6 , we have the kneading orbits R͑L͒ ϱ ͑this symbolic sequence corresponds to the full shift which occurs at the crisis line labeled as C l ͒, five-period ͑RLLLC͒ ϱ , four-period ͑RLLC͒ ϱ , and five-period ͑RLLRC͒ ϱ . The parameter space ordering of the kneading sequences leads to the identification of different levels for the topological entropy, which remains constant over each curve. The following scheme represents some kneading sequences and the corresponding topological entropy.
Kneading sequences
Characteristic polynomial Topological entropy
e perform the same analyses for Ͼ 0 representing the period of the orbits in the parameter space ͑K , ͒ corresponding to the unimodal maps. The computation of these periods is done in the range 0 Յ Շ 0.15 because our analyses are focused on unimodal maps, which only appear in this region. Interestingly, here we also identify the critical boundary c l , finding exactly the same periods toward the chaotic crisis exhibited for the system with =0 ͓see Fig. 6͑b͔͒ given ͑also from right to left͒ by R͑L͒ ϱ , five-period ͑RLLLC͒ ϱ , four-period ͑RLLC͒ ϱ , and five-period ͑RLLRC͒ ϱ . However, the region occupied for these periods in the ͑K , ͒ parameter space is smaller. Note that the crisis line for this parameter space perfectly matches with the one in Fig. 2͑B͒ .
IV. CHAOTIC CRISES AND CHAOS CONTROL FOR COOPERATIVE HUNTING
As commented on in the previous sections, the population of predators can become extinct via transient chaos. In this particular ecological context a question appears naturally: is it possible to prevent the extinction of predators?
One possible approach is to decrease the resource carrying capacity K of the environment. However, from an ecological point of view, it may not be a viable strategy because it may take too much time to do so after detecting that the predator population is in danger. 10 Nevertheless, it might be possible to avoid transient chaos by directly acting on a given dynamical variable. In this context, Dhamala and Lai 10 introduced a practical method to sustain transient chaos based on the extraction of information from an iterated map constructed from the local minima of an experimentally accessible measured time series. By making use of small but occasional adjustments to the local populations at appropriate times, transient chaos can be sustained. 10 In the following lines and for the sake of clarity we describe step by step the control method used to sustain chaos in our model, which shares the same features of the method of Dhamala and Lai. 10 In particular we construct the return map that consists of pairs ͑P n , P n+1 ͒ obtained from the successive local minima of the time series of P͑t͒. By computing the preimages ͑or complete inverse images͒ of a fixed point we identify two target regions and one escaping zone. The obtained target points yield trajectories that can stay near the chaotic attractor for relatively long lifetime. By perturbing the three-dimensional trajectory of the solution when P n exceeds a precise value ͑that is, when it falls into the escaping zone͒ to the nearest point inside the target region, transient chaos can be effectively sustained. The method works as follows.
͑i͒ We consider the three-dimensional flow generated by Eqs. ͑1͒-͑3͒, which has a numerical solution that consists of points ͑R͑t͒ , C͑t͒ , P͑t͒͒, and as the control parameter ͑the degree of cooperative hunting͒. ͑ii͒ Considering c the crisis value induced for the degree of cooperative hunting, for Ͼ c there is transient chaos. ͑iii͒ A time series involving transient chaos ͓see, for example, Fig. 1͑c͔͒ consists of short segments of chaotic oscillations exhibiting only a small number of local minima. ͑iv͒ With a particular initial condition, let P n ͑n =1,2, ... ,N͒ be the set of all the local minima exhibited by the corresponding time series of P͑t͒. In this situation, a plot of the pairs ͑P n , P n+1 ͒ yields only a few points. ͑v͒ In order to extract relevant and useful information about the underlying dynamics, it is considered as a large number of initial conditions, which lead to an ensemble of transient chaotic trajectories of P͑t͒, each of them providing a number of points for the plot of pairs ͑P n , P n+1 ͒. ͑vi͒ As a conse- From right to left, we have the kneading orbits: R͑L͒ ϱ ͑this symbolic sequence corresponds to the full shift, which occurs at the crisis line labeled as C l ͒, five-period ͑RLLLC͒ ϱ , four-period ͑RLLC͒ ϱ , and five-period ͑RLLRC͒ ϱ . The parameter values in the gray region do not correspond to unimodal maps and are beyond the scope of our study. ͑b͒ Same as in ͑a͒ now for the parameter space ͑K , ͒. We note that we found the same periods toward the crisis in both cases ͑a͒ and ͑b͒.
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quence, it is obtained as a representation of a discrete map,
͑vii͒ The underlying dynamics is approximately one dimensional and the map f is roughly a one-dimensional smooth curve ͑see Fig. 7͒ . In order to test the control strategy for systems with predators undergoing cooperative hunting, let us consider the map of Fig. 7 as a typical example for Ͼ c ͑after the crisis͒. For numerical investigation, we will use K = 0.99 and = 0.07 throughout ͑with this value, c Ϸ 0.041 665͒. ͑viii͒ Based on the key observation that an iterate of the map lying below the fixed point P ‫ء‬ goes to zero quickly, it is possible to accurately identify two target regions and one escaping zone through the computation of certain preimages, in the sense of the explanation given in the next lines.
A. Determination of points B and C as depicted in Fig. 7 ͑ix͒ Let us denote the fixed point P ‫ء‬ by
In particular, P ‫ء‬ = ͑0.589 311, 0.589 311͒ in the map of Fig.  7 . The first preimage of p 1 ‫ء‬ under f allows us to obtain the point
The computation of the second preimage of p 1 ‫ء‬ under f allows us to identify two points of the form
Particularly, in Fig. 7 , B = ͑0.637 881, 0.731 615͒ and C = ͑0.667 336, 0.731 615͒. C. The target regions of P n ͑xi͒ After the above procedure, we are able to construct the two regions from which the target coordinates P n are chosen, that is, the region between the vertical lines a and b and the region between the vertical lines c and d. In addition, the escaping gap is clearly identified, lying in between lines b and c.
B. Determination of points

D. The set of target points required to perform the control
͑xii͒ The only information required for the control is experimentally accessible. For each coordinate P n in the two target zones of the map f we also store the corresponding values of the remaining dynamical variables R n and C n . As a result, the set of all target points has elements of the form ͑R n , C n , P n ͒, which contain values of the three dynamical variables in the system ͑1͒-͑3͒, with P n always at a local minimum, corresponding to a target region of the map.
E. The control
͑xiii͒ When a given trajectory falls into the escaping gap, that is, when the value of P n in ͑R n , C n , P n ͒ is higher than b 2 = c 2 , we select the nearest point in the target set such that the required perturbation ͑distance between the escaping point and the target point͒, given by ⌬X͑t͒ = ͱ ͓⌬R͑t͔͒ 2 + ͓⌬C͑t͔͒ 2 + ͓⌬P͑t͔͒ 2 , is minimum. The application of the control consists of placing the trajectory onto the selected target point.
The control method proposed by Dhamala and Lai 10 was shown to effectively prevent transient chaos in voltage collapse for electric systems, in the McCann and Yodzis model as well as in chemical bursting. As expected, if we test this method for the system with cooperative hunting, we find that transient chaos can also be converted into sustained chaos. Figure 8 shows a time series for predators once the chaotic crisis has occurred using = 0.07Ͼ c and K = 0.99. For this particular case we only need to apply six perturbations to maintain chaos within the time interval 0 Յ t Յ 3500, and the magnitude of such perturbations is ⌬X͑t͒Ϸ0.07.
The characterization of the properties of the target regions of P n between lines a and b and between lines c and d ͑see Fig. 7͒ for wide parametric ranges might be useful from a practical point of view, since the quantification of the critical parameters in natural ecosystems might not be easy to obtain with an accurate precision. A closer analysis of the two target regions indicates that the iterates of P n and the 
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lifetimes of trajectories resulting from a point ͑R n , C n , P n ͒ are highly nonuniform. This asymmetrical behavior of the coordinates P n is particularly interesting and it is one of the noteworthy and eye-catching features of the dynamics ͑see Fig. 9͒ . We first investigate the properties of these target regions for the McCann-Yodzis model ͑i.e., =0͒. In Fig.  10͑a͒ we represent the absolute frequency distribution of iterate classes F i , increasing K beyond the crisis value ͑note that the function K = K − K c indicates the parametric distance from the crisis value͒. Here F i is computed as the number of target points P n with i iterates inside both target regions. We found that the highest values of the frequencies are concentrated near the crisis value. In fact, for this case, we found four iterate classes that were much more frequent than the others. These classes correspond to P n values that exhibit the largest number of iterates. The values of these points ͑i , F i ͒, which are not shown in the figure because of the differences in the scale, are ͑47, 141͒, ͑48, 264͒, ͑49, 447͒, and ͑50, 242͒. The growth of K generically involves a decrease in the number of iterate classes, which are concentrated at values of P n with a shorter number of iterates. In Figs. 10͑b͒ and 10͑c͒ we show, respectively, the time points when the perturbations must be applied to sustain chaos ͑black dots͒ and the mean magnitude of these perturbations ⌬X ͑t͒ at increasing K . It is interesting to notice that despite we did not find a regular order in the number and frequency of the interventions, their mean magnitudes slightly decrease as K grows. Moreover, the range of variation in these magnitudes is very narrow ͓see Fig. 10͑c͔͒ . In agreement with Fig. 10͑a͒ , the mean lifetimes L of both target regions decrease at increasing K ͓see Fig. 10͑d͔͒ . Using the least-squares fitting we found a power law relation given by L = 37.7279 K −0.398 97
. As expected, we also found a similar power law relation between the mean iterates of the points P n inside the target regions and the function K ͑for this case ī= 2.0919 K −0.3081 ͒. In fact, the correlation between the mean lifetimes and the mean iterates inside the target regions was 0.9863¯͑results not shown͒.
We repeated the previous analyses studying the degree of cooperative hunting above the crisis value, now using = − c ͑see Fig. 11͒ . Similar to the previous results, Fig.  11͑a͒ shows a decrease in the frequency of the largest iterate classes as increases further away from c . Moreover, the largest values of F i are also found very near the crisis value with five larger iterate classes: ͑46, 92͒, ͑47, 263͒, ͑48, 479͒, ͑49, 703͒, and ͑50, 391͒. The difference in the whole number of interventions for all the times analyzed in Figs. 10͑b͒ and 11͑b͒ is of 77, that is, we need to apply less interventions for the crisis caused by . Here, although the mean perturbations for this latter case are a little bit larger, they also show a small variation as Ͼ c ͓see Fig. 11͑c͔͒ We also show enlarged views of these target regions, displaying the iterates ͑upper panel͒ and the lifetime of each point P n ͑lower panel͒. 
043102-11
Chaos in cooperative hunting Chaos 19, 043102 ͑2009͒ mean iterates is ī= 2.9778 −0.287 58 ͑for this case the correlation coefficient between L and ī was 0.971¯͒.
V. DISCUSSION
We analyzed the population dynamics of cooperative hunting extending the McCann-Yodzis 27 model dividing the population of predators in two behavioral strategies leading to different kinetics of reproduction. We found that the topological entropy for the original McCann-Yodzis model is increasing with the resource carrying capacity K and decreasing with the parameter C 0 . For the model with cooperative hunting we found that the chaotic crisis value K c decreases for increasing degrees of cooperation between predators , indicating that predators become more sensitive to extinction at increasing cooperation in hunting. We also characterized the periods ordering toward the chaotic crises in the parameter spaces ͑K , C 0 ͒ and ͑K , ͒, which were obtained from the symbolic sequences of the unimodal maps. For both parameter spaces we identified the following period routes to the crisis: five-period ͑RLLRC͒ ϱ , four-period ͑RLLC͒ ϱ , five-period ͑RLLLC͒ ϱ , and R͑L͒ ϱ identified with the crisis line.
In the framework of controlling transient chaos, we tested the method of Dhamala and Lai, 10 showing that such method is also able to sustain transient chaos for our model with cooperative hunting. A deeper study of the characteristics of the target regions obtained with this control method was performed. We specifically analyzed the behavior of the iterates and lifetimes inside these target regions at increasing the parameters K and beyond their critical values leading to the chaotic crises using the functions K = K − K c and = − c . For both cases we found no regular patterns in the application of the perturbations at increasing , although for the crisis induced by c the number of interventions was lower. The mean magnitude of such perturbations was shown to linearly decrease at increasing also for both cases. We also provided a power-law relation between the average number of iterates and the mean lifetimes as the critical parameters grow beyond the critical values, in agreement with other studies on delayed transition phenomena associated with saddle-node bifurcations. 48 We finally suggest that chaotic saddles and transient chaos could be interpreted as a phenomenon of chaotic delayed transitions.
ACKNOWLEDGMENTS
We want to thank the useful comments and suggestions of an anonymous referee. J.S. wants to thank the Santa Fe Institute, where some of this work was developed. This work was funded by the Fundação para a Ciência e a Tecnologia through Program No. POCI 2010/FEDER. The authors of this work want to announce the foundation of the research group Dynamical Systems and Complexity (DySCo) Group.
