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ABSTRACT
This paper proposes a novel advanced motion model to han-
dle the irregular motion for the cubic map projection of 360-
degree video. Since the irregular motion is mainly caused
by the projection from the sphere to the cube map, we first
try to project the pixels in both the current picture and refer-
ence picture from unfolding cube back to the sphere. Then
through utilizing the characteristic that most of the motions
in the sphere are uniform, we can derive the relationship be-
tween the motion vectors of various pixels in the unfold cube.
The proposed advanced motion model is implemented in the
High Efficiency Video Coding reference software. Exper-
imental results demonstrate that quite obvious performance
improvement can be achieved for the sequences with obvious
motions.
Index Terms— Advanced motion model, cube projec-
tion, 360-degree video, virtual reality, high efficiency video
coding
1. INTRODUCTION
When compressing the 360-degree video, it is always needed
to project the 360-degree video to 2-D formats to better uti-
lize the commonly used image and video coding standards,
such as H.264/Advanced Video Coding [1] and H.265/High
Efficiency Video Coding (HEVC) [2]. Until now, the re-
searchers have already proposed several projection methods
[3] such as equi-rectangle, cube map, octahedron and so on.
Among them, the cube map is being more and more widely
used because it introduces less geometry distortion compared
with the equi-rectangle format and simultaneously the cube
map is very simple [4]. However, in the cube map, there
are also some extent of geometry distortions in all six faces,
which may lead to obvious quality degradation under the cur-
rent translational motion model based motion compensation.
If these geometry distortions can be handled in a suitable
way, the coding efficiency of the cube map can be further im-
proved.
The previous approaches, which are proposed to handle
complex motions, can be mainly divided into two kinds. The
first kind is the high order motion model based methods, such
as affine motion model, bilinear motion model, and perspec-
tive motion model. Among all the high order motion mod-
els, the affine motion model is the most frequently considered
one. For example, Wiegend et al. [5] propose to use global
affine motion model to characterize the global rotation, scal-
ing, and the combination of them. Besides, Huang et al. [6]
introduce a local affine motion model into HEVC to better
characterize the local complex motions. However, such kind
of methods is specified for more general complex motions
such as rotation and scaling instead of the specific geometry
distortions in cube map projection for 360-degree video. Be-
sides, too many model parameters in the affine motion model
may also increase the overhead bits obviously.
The second kind is the fish eye motion model based meth-
ods to handle the geometry distortions caused by the fish
eye cameras. For example, Jin et al. [7] propose to use the
equidistant mapping to characterize the warping in the fish
eye lens. And an efficient motion vector (MV) prediction
scheme is proposed to transmit the model parameters effi-
ciently. Besides, Ahmmed et al. [8] introduce the elastic
model into HEVC to better describe the object motions in the
fish eye cameras. Moreover, Eichenseer et al. [9] propose a
re-mapping method to handle some extreme cases in which
the field of view is larger than 180-degrees. However, these
motion models focusing on the fish eye cameras are unable to
efficiently handle the cube map for 360-degree videos.
In this paper, we add a novel advanced motion model into
HEVC to handle the geometry distortion in the cube map
projection for 360-degree video. The proposed method first
projects the pixels in the unfold cube map to the sphere. Then
through utilizing the characteristic that most of the motions
in the sphere are uniform, we can derive the relationship be-
tween the MVs among various pixels in the unfold cube. Be-
sides, we also propose efficient methods to derive more accu-
rate MV predictors for both merge and advanced motion vec-
tor prediction (AMVP) modes to further improve the coding
efficiency. In this way, the geometry distortion in the cube
map can be handled efficiently and thus the proposed algo-
rithm can provide significant performance improvement. It
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Fig. 1. Projection from unfold cube map to cube in 3-D space
should be noted that the proposed method can be easily ex-
tended to the other projection formats to handle different ex-
tents of geometry distortions.
This paper is organized as follows. In Section 2, we will
introduce the proposed advanced motion model in details.
Then the integration of the proposed method with the coding
tools in HEVC will be introduced in Section 3. After that,
section 4 will give the detailed experimental results. Finally,
section 5 concludes the whole paper.
2. PROPOSED ADVANCED MOTION MODEL
Since the proposed method tries to characterize the irregular
motion in the cube map, we should project both the current
pixels and reference pixels in the unfold cube map back to the
sphere. The projection from the unfold cubemap to the sphere
can be divided into two steps. Taking the 4 × 3 cube map as
an example, we need to first project the unfold cube map to
the cube in 3-D space. The detailed projection process can be
seen fromFig. 1. The corresponding coordinate (xc, yc, zc) in
the cube of the current coordinate (xu, yu) can be calculated
through the following formula depending on different faces.
xc =


xu − faceWidth/2 if face = TOP
xu − faceWidth/2 if face = FRO
xu − faceWidth/2 if face = BOT
faceHeight/2 if face = RIG
5× faceWidth/2− xu if face = REA
−faceHeight/2 if face = LEF
(1)
yc =


yu − faceHeight/2 if face = TOP
faceHeight/2 if face = FRO
5× faceHeight/2− yu if face = BOT
3× faceWidth/2− xu if face = RIG
−faceHeight/2− xu if face = REA
xu − 7× faceWidth/2 if face = LEF
(2)
yc =


faceHeight/2 if face = TOP
3× faceHeight/2− yu if face = FRO
−faceHeight/2 if face = BOT
3× faceHeight/2− yu if face = RIG
3× faceHeight/2− yu if face = REA
3× faceHeight/2− yu if face = LEF
(3)
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Fig. 2. Projection from cube in 3-D space to sphere
It should be noted that in the unfold cube map, the coordi-
nate of the top left pixel is set as (0, 0), and in the cube in
3-D space, the coordinate pixel of the center pixel is set as
(0, 0, 0). The faceWidth and faceHeight are the width and
height for each face, respectively.
The coordinates (xc, yc, zc) in the cube in 3-D space will
be projected to the sphere (xs, ys, zs) as shown in Fig. 2.
There are two constraints for the point (xs, ys, zs) in the
sphere. One constraint is that (xs, ys, zs) is on the sphere as
shown in the following formula.
x2
s
+ y2
s
+ z2
s
= faceWidth2/4 (4)
The other constraint is thatO,M , andN are on the same line.
xs
xc
=
ys
yc
=
zs
zc
(5)
Through these two constraints, (xs, ys, zs) can be solved as
follows.
xs =
faceWidth/2√
1 +
y2
c
x2
c
+
z2
c
x2
c
(6)
ys = yc ×
xs
xc
(7)
zs = zc ×
xs
xc
(8)
There are some special cases where xc, yc, or zc may be 0.
From Fig. 2, such cases can be easily handled in a similar
way. In summary, after the above mentioned two steps, the
pixel can be projected from the unfold cubemap to the sphere.
As shown in Fig. 3, assume that the positions of the center
pixel of the current block and the reference block is (xu0, yu0)
and (xu1, yu1), respectively. The problem becomes how to
determine the corresponding positions of the other pixels in
the reference picture. Using the pixel (xu2, yu2) as an exam-
ple, the main problem is how to derive the value of (xu3, yu3).
To derive (xu3, yu3), we first project (xu0, yu0), (xu1, yu1),
and (xu2, yu2) in the unfold cube to (xs0, ys0, zs0), (xs1, ys1, zs1),
and (xs2, ys2, zs2). Then utilizing the characteristic that
(xu0,yu0)
(xu1,yu1)
(xu2,yu2)
(xu3,yu3)
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Current frame
Fig. 3. MV correspondence for different pixels in a block
most of the pixels in the sphere are uniform, we can obtain
(xs3, ys3, zs3) as follows,
xs3 = xs1 − xs0 + xs2 (9)
ys3 = ys1 − ys0 + ys2 (10)
zs3 = zs1 − zs0 + zs2 (11)
After obtaining (xs3, ys3, zs3), we can then get (xc3, yc3, zc3)
in the cube in 3-D space according to Fig. 2. Finally, the
(xu3, yu3) can be calculated through the one-to-one corre-
spondence shown in Fig. 1. The corresponding positions of
other pixels in the reference frame can be obtained in a simi-
lar way. After obtaining the corresponding positions of all the
pixels in a block, the motion compensation can be performed
and so is the following encoding process. It should be noted
that the corresponding positions of some pixels may be in the
fractional positions, they are interpolated using the Discrete
Cosine Transform based Interpolation Filter (DCTIF) [10] to
up to 1/64 pixel precision [11]. Besides, to determine the ini-
tial MV of the center position of the current block, a similar
method as Test Zone Search (TZS) algorithm [12], which is
applied to the translational motion model in HEVC, is used to
speed up the motion estimation process.
3. INTEGRATION WITH MERGE AND AMVP
MODE
Besides the advanced motion model based motion compensa-
tion process, the MV prediction from the neighboring blocks
also has significant influences on the coding efficiency of the
proposed framework. Taking the left block as an example as
shown in Fig. 4, assume that the MV of the center of the left
block is MV0, then the MV predictor MV1 of the center of
the current block can be derived using the same process as
in Section 2 according to their relative distance. It should be
noted that the MV predictor is round to 1/4 pixel precision to
be consistent with the HEVC translational motion model and
reduce the overhead bitrate.
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Fig. 4. MV prediction process
Current block
D
A
CBE
(a) Merge
Current block
A0
A1
B0B1B2
(b) AMVP
Fig. 5. Merge and AMVP candidates
For the HEVC translational motion model, two MV pre-
diction schemes including merge and AMVP. Under the pro-
posed motion model, we also introduce the merge and AMVP
schemes into the advanced motion model to better improve
the coding efficiency.
For the merge scheme, as shown in Fig. 5 (a), similar to
the merge mode in translational motion model, we will trans-
verse block A, B, C, D, and E to get the merge candidates.
If no valid merge candidates are found, the advanced motion
model is disabled. The maximum number of merge candi-
dates is set as 1. Besides, since when the MV is zero, the pro-
posed motion model and the traditional motion model will be
the same, the zero motion is also considered as invalid when
searching for a merge candidate.
For the AMVP scheme, as shown in Fig. 5 (b), we
will first search the left block A0 and A1, and then search
the above predictor B0, B1, and B2. Since in the AMVP
scheme, we will perform motion estimation to find the opti-
mal MV, the zero MV is used to as the MV predictor when
the MVs of all the neighboring blocks are valid. The maxi-
mum number of AMVP candidates is set as 1. Besides, under
AMVP mode, the neighboring blocks may point to different
reference frames from the given reference frame, in this case,
the MV scaling operations are applied.
Table 1. The characteristics of the test sequences. The first
four sequences are converted from the equi-rectangle format.
The last two sequences are provided by GoPro.
Sequence name Resolution frame count
SkateboardInLot 4736× 3552 32
ChairLift 4736× 3552 32
DrivingInCity 3840× 2880 32
DrivingInCountry 3840× 2880 32
Bicyclist 3840× 2880 24
Glacier 3840× 2880 24
Table 2. The performance of the proposed algorithm RA
Sequence name Y U V
SkateboardInLot –1.6% –1.0% –0.9%
ChairLift –1.3% –0.5% –0.8%
DrivingInCity –0.8% –0.5% –0.8%
DrivingInCountry –2.6% –0.7% –1.3%
Bicyclist –1.2% –1.1% –1.4%
Glacier –3.4% –2.6% –3.0%
Average –1.8% –1.1% –1.4%
4. EXPERIMENTAL RESULTS
The proposed algorithm is implemented in HM-16.6 [13] to
compare with the HM16.6 anchor to demonstrate the effec-
tiveness of the proposed algorithm. We mainly test three con-
figurations including random access (RA) main, low delay
(LD) main, and low delay P (LP) main following the HEVC
common test condition [14]. The QPs tested are 22, 27, 32,
37 including high bitrate and low bitrate cases. Since the pro-
posed algorithm targets at better characterizing the irregular
motions in the cube map projection of the 360-degree video,
we select some sequences in cubic 4 × 3 formats with rela-
tively larger motion to show the benefits of the proposed al-
gorithm. The detailed characteristics of the test sequences
are shown in Table 1. Besides, since these sequences are all
with very high spatial resolutions, only one second is tested
to show the benefits of the proposed algorithm.
The experimental results on RA main, LD main, and LP
main cases are shown in Table 2, Table 3, and Table 4, re-
spectively. From these tables, we can see that an average of
1.8%, 1.0%, 1.0% Bjontegaard Delta-rate (BD-rate) [15] sav-
ings can be achieved through the proposed algorithm for Y
components in RA, LD and LB cases. Since the average dis-
tances between the neighboring frames in encoding order are
larger than those in LD and LP cases, the irregular motion
will be more obvious in RA case. That is why we can achieve
better R-D performance improvement in RA case. For U and
V components, although we can still achieve some BD-rate
reduction, the performance improvement becomes much less
Table 3. The performance of the proposed algorithm LD
Sequence name Y U V
SkateboardInLot –1.2% 0.0% –0.8%
ChairLift –0.5% 0.2% –0.3%
DrivingInCity –0.5% –0.2% –0.8%
DrivingInCountry –1.2% –0.3% –0.4%
Bicyclist –0.9% –0.8% –0.7%
Glacier –1.7% –0.8% –1.2%
Average –1.0% –0.3% –0.5%
Table 4. The performance of the proposed algorithm LP
Sequence name Y U V
SkateboardInLot –1.0% –0.3% –1.3%
ChairLift –0.4% 0.2% –0.4%
DrivingInCity –0.7% 0.0% –0.8%
DrivingInCountry –1.3% –0.5% –1.0%
Bicyclist –1.0% –0.3% –1.0%
Glacier –1.8% –0.9% –1.2%
Average –1.0% –0.3% –0.9%
compared with the Y component as the contents for the U and
V components with much fewer differences. Especially for
the sequence Glacier with relatively larger motion, for the Y
component, we can achieve 3.4% R-D performance improve-
ment in RA case. We believe that the larger the motion of
the test sequences, the larger the difference between the ad-
vanced motion model and the translational motion model will
be. Therefore, more obvious bitrate savings can be achieved
for the sequences with large motions.
5. CONCLUSION
Although the cube map projection can lead to much fewer
geometry distortions compared with the equi-rectangular for-
mat, there are still some geometry distortions in the cube map
projection. Therefore, this paper proposes a novel advanced
motion model to handle the irregular motion for the cubic
map projection of 360-degree video. Since the irregular mo-
tion is mainly caused by the projection from the sphere to
cube map, we first try to project the pixels in both the cur-
rent picture and reference picture from unfolding cube back
to the sphere. Then through utilizing the characteristic that
most of the motions in the sphere are uniform, we can derive
the relationship between the motion vectors of various pixels
in the unfold cube. The proposed advanced motion model is
implemented in the High Efficiency Video Coding reference
software. Experimental results show that quite obvious R-D
performance improvement can be achieved for the sequences
with relatively large motions.
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