Adaptive filtering algorithms promise an improvement of the active noise control (ANC) problem encountered in many scenarios. Just to name a few, the Filtered-X Least Mean Square (FXLMS) algorithm, the Leaky FXLMS (LFXLMS) algorithm, and other modified LMS-based algorithms have been developed and utilized to combat the ANC problem. All of these algorithms enjoy great performance when the signal-to-noise ratio (SNR) is high. On the other hand, when the SNR is low, which is a known trend in ANC scenarios, the performance of these algorithms is not attractive. The performance of the Least Mean Fourth (LMF) algorithm has never been tested on any ANC scenario under low or high SNR. Therefore, in this work, reflecting the development in the LMS family on the LMF, we are proposing two new adaptive filtering algorithms, which are the Filtered-X Least Mean Fourth (FXLMF) algorithm and the Leakage-based variant (LFXLMF) of the FXLMF algorithm. The main target of this work is to derive the FXLMF and LFXLMF adaptive algorithms, study their convergence behaviors, examine their tracking and transient conduct, and analyze their performance for different noise environments. Moreover, a convex combination filter utilizing the proposed algorithm and algorithm robustness test is carried out. Finally, several simulation results are obtained to validate the theoretical findings and show the effectiveness of the proposed algorithms over other adaptive algorithms.
Introduction
Adaptive filtering algorithms are by now omnipresent in a variety of applications, such as plant modeling, adaptive equalization, and system identification, to name a few [1] [2] [3] [4] [5] [6] [7] [8] . Add to that, noise control and noise cancelation are important issues whose effects adaptive filtering algorithms strive to mitigate. Active noise control (ANC) techniques use adaptive filtering algorithms to cancel the effect of acoustic noise, by playing anti-noise signal estimated from the noise source itself.
The Least Mean Square (LMS) algorithm suffers from problems, such as a degradation in the algorithm efficiency, due to the presence of a filter in the auxiliary or error path, as in the case of the ANC technique, as well as slow convergence, instability of the algorithm, increased residual noise power, and lower convergence rate. These constraints urged researchers to enhance the performance of the conventional LMS algorithm [9] [10] [11] .
The Filtered-X LMS (FXLMS) algorithm is considered as the cornerstone for ANC applications [12] [13] [14] [15] . In this algorithm, an identical copy of the secondary path, mainly used to solve the instability problem and to eliminate the noise from the primary signal, is used to filter the input before the adaptive algorithm uses it in order to adjust the coefficient vector of the adaptive filter, as depicted in Fig. 1 [9] . More details about the different parameters in Fig. 1 will be given in the next section.
In the last decade, intensive research was carried out for the purpose of enhancing the performance of the FXLMS algorithm. In [14] , a new stochastic analysis for the FXLMS algorithm was introduced, using an analytical model not based on the independence theory [16] , to derive the first moment of the adaptive weight filter. The main assumption of this work was to ignore the correlation between the data vector and the weights and compare the correlation between data vectors, preserving past and present data vector correlations. This model was validated for both white and colored primary input signals and shows stability even when using large step sizes.
The FXLMS algorithm is preferred because of its inherent stability and simplicity, but sometimes, the adaptive filter suffers from high noise levels caused by low-frequency resonances, which may cause nonlinear distortion due to overloading of the secondary source. This problem was solved by adding output power constraints to the cost function, as was proposed in the Leaky FXLMS (LFXLMS) algorithm [17] . Moreover, the LFXLMS reduces the numerical error in the finite precision implementation and limits the output power of the secondary source to avoid nonlinear distortion. The LFXLMS increases the algorithm's stability, especially when a large source strength is used.
Another modification of the FXLMS algorithm is the Modified FXLMS (MFXLMS) algorithm [15] . Since the FXLMS exhibits poor convergence performance, the MFXLMS proposes a better convergence and reduces the computational load.
The LMS may suffer from divergence due to the insufficient spectral excitation, like a sinusoid signal without noise, which consequently may cause overflow for the weight vector during the updating process. This divergence problem can be resolved by proposing a leak term during the update process of the weight vector. Of course, this will result in lesser performance; however, the leakage factor is controlled, which is necessary to balance for the lost performance. In addition, this will add complexity, but more robustness of the adaptive filter is achieved, as was done in the case of the Leaky LMS (LLMS) algorithm.
In [17] , a stochastic analysis for the LFXLMS algorithms was proposed without resorting to the independence theory. Furthermore, to strengthen their work, the authors assumed an inexact estimation for the secondary path, which is the case in most practical implementations for the adaptive filter.
Due to very low input signal, the Leaky LMS algorithm proposed in [18] aims to reduce the stalling effect, where the gradient estimate is too small to adjust the coefficients of the algorithm. Moreover, the leakage term stabilized the LMS algorithm successfully. Also, the LLMS solved the problem of bursting in shortdistance telephones when they added the adaptive echo canceller [19] .
A very important extension of the LMS algorithm is the Least Mean Fourth (LMF) algorithm [20] , where the cost function for LMF algorithm, defined in terms of the error signal (e(n)) is given by
The LMF weights converge proportionally to the LMS weights. The performance of the LMF algorithm has never been tested on any ANC scenario under low or high signal-to-noise ratio (SNR). In this work, we propose two new algorithms, the Filtered-X LMF (FXLMF) and Leaky FXLMF (LFXLMF) algorithms. We analyze the convergence behaviors and examine the performance of both of them. This is carried out under different statistical input signals and noise for the mean and mean square error of the adaptive filter weights, depending on secondary path modeling error using an energy conservation relation framework. These two algorithms are expected to have a high effectiveness on the ANC issue at an extra computational complexity. Monte Carlo simulations used to assess the analytical assumptions, as well as the accuracy of the proposed model, are verified and assessed. This paper is organized as follows: Section 1 provides an introduction and a literature review. In Section 2, analytical derivations for the FXLMF and LFXLMF algorithms are presented. Section 3 proposes the convex combination of the FXLMF algorithm with the FXLMS algorithm. Simulation results are presented in Section 4, and finally, the conclusions and future work are presented in Section 5. Figure 1 illustrates the block diagram of an ANC and illustrates the location of the secondary path S and its estimated secondary path Ŝ. The secondary path is a transfer function which can be represented by a group of a digital-to-analog (D/A) converter, a power amplifier, a canceling loudspeaker, an error microphone, and an (A/D) converter. The realization of the secondary path is usually obtained using a system identification technique. For this work, the assumption used considers an inexact estimation for the secondary path which may cause errors on the number of coefficients or on their values as was done in [21] . Consequently, the values of the secondary path will be as Ŝ ≠ S, and the filter coefficients' number M ≠M . Table 1 describes the different parameters used in Fig. 1 .
Analysis
Referring to Fig. 1 , the error signal is given by
where d(n) is the desired response and y(n) is the output of the adaptive filter given by
y ' (n) is the output of the secondary path
To obtain the optimal weight vector for the cost function, we take the derivative of Eq. (8) with respect to w and set it to zero. Discarding the noise, z(n), the derivative of Eq. (8) will be Table 1 Parameters and their descriptions used in Fig. 1 Adaptive filter weights
T Estimate of the secondary path 
is the input autocorrelation matrix,
is the cross-correlation between the input and the primary signals,
and
Equation (9) has three solutions, and the optimal solution is given by
Mean behavior for the FXLMF algorithm
The FXLMF algorithm is governed by the following recursion:
where the instantaneous gradient can be approximated as
due to the absence of the exact knowledge of the secondary path. Substituting Eqs. (2)- (5) and (11) in (10), the adaptive weight vector update is given by
To find the expectations for the terms on the righthand side of Eq. (13), we resort to the following assumptions [1, 21] :
Assumption A3
Independence theory (IT) states that the taps of the input vector x(n-i), i = 0,1,2,… are statistically dependent
Assumption A4
Take into consideration the correlation between x(n-i), x(n-j), x(n-k), and x(n-l)∀ i, j, k, l and ignore the correlation between w(n-v) and x(n-i) or x(n-j) or x(n-k)∀ i, j, k.
Using assumption A3, the mean weight update recursion for the FXLMF algorithm will look like the following:
Consequently, after taking into account the independence theory, Eq. (14) looks like the following:
Since in a practical situation, an exact modeling for the secondary path cannot be achieved, which may lead to incorrect number of tap weights, such asM < M or may have the same number of taps but they do not have the same Ŝ ≠ S. Here, we consider the case of overestimation for the secondary path, as was the case for Eq. (12). Moreover, to study the steady-state condition, we assume that the optimal solution of tap weights is governed by lim n → ∞ E[w(n + 1)] = lim n → ∞ E[w(n)] = w ∞ ; as a result,
Second moment analysis for FXLMF algorithm
Using Eq. (7), the mean square error (MSE) for the FXLMF algorithm is obtained:
Next, to find the minimum mean square error (MMSE), we need to substitute the optimal solution of the FXLMF algorithm (16) in (17); moreover, the optimal error is given by
Relying on the orthogonality principle [1, 2] , the input signal will be orthogonal to the error, and noting that 
FXLMF algorithm stability
Choosing the right value of step size ensures that the algorithm will converge. The FXLMF algorithm weight update equation is given by
Then, the algorithm converges when E[w(n + 1)] = E[w(n)], that is, the expected value of the weight adjustment term will be zero:
The weight error vector is defined as
Hence,
Using Eqs. (23) and (24) in Eq. (19) , then
The value of v(n) approaches zero when the algorithm converges, and therefore, higher order terms of v(n) can be ignored, and as a result, the weight error update equation can look like
Following assumptions A1 and A2 that the noise is independent of the input signal and independent of the weight error vector, the expected value of Eq. (26) results into
Since the autocorrelation matrix R i,j > 0, the range of the step size for the FXLMF algorithm can be shown to be given by
where λ maxRs 2 À Á represents the maximum eigenvalue ofR s 2 .
Development of Leaky FXLMF (LFXLMF) algorithm
In this section, the leaky version of the FXLMF algorithm is developed using assumptions A1-A4. Using the block diagram in Fig. 1 , the cost function for the LFXLMF algorithm will be as follows:
where γ is the leakage factor γ ≥ 0. In the case where γ = 0, then the cost function will be for the FXLMF algorithm, and the error signal, e(n), is given by
The derivative of the cost function with respect to w(n) will be as follows:
2.6 Mean behavior of the adaptive weight vector for LFXLMF algorithm
Using the same block diagram used for the FXLMF algorithm in Fig. 1 , the weight update equation for the LFXLMF algorithm is given by
where the instantaneous gradient can be approximated as follows:
Since we do not have the exact knowledge of the secondary path, we can substitute Eqs. (2)-(4) and (32) in Eq. (31) to get the adaptive weight vector update expression as follows:
Following assumptions A1-A4, the mean weight of the adaptive weight vector for LFXLMF algorithm is expressed as in the following:
The mean weight of the adaptive weight vector for LFXLMF algorithm considering the independence theory looks like the following:
Second moment analysis for LFXLMF
The performance analysis for the mean square error, E[e 2 (n)]., of the LFXLMF algorithm is carried out, where the error is updated according to Eq. (7). Therefore, the MSE for the LFXLMF algorithm is obtained as follows:
Following the steps used in deriving Eq. (19) , here, we reach the same results for the MMSE of the LFXLMF as given by
LFXLMF algorithm stability
In the ensuing, the effect of the leakage factor γ on the stability of the LFXLMF algorithm is discussed. As was done in [21] , the value of γ is determined by the filter designer using trial and error methodology. For this work, the range of the leakage factor can be found with respect to the step size μ. To do that, first, we start with the LFXLMF algorithm weight update:
The algorithm converges when E[w(n + 1)] = E[w(n)]. In other words, the weight adjustment term will be zero, that is,
But, since
and assuming fixed w, then we can define the weight error vector
Hence, Eq. (41) looks like the following:
Using Eqs. (42) and (43) in Eq. (39), one obtains
The value of v(n) approaches zero when the algorithm converges so that we can ignore the high-order terms of v(n), and as a result, the weight error update equation can be written as
To find the mean weight error, we need to take the expectation of Eq. (45), and relying on the assumptions A1-A4, the noise is independent of the input signal as well as the weight error vector. Consequently, the mean of the weight error vector is given by
Assuming a positive definite autocorrelation matrix, R i,j > 0, the range of the leakage factor γ for LFXLMF algorithm is given by
where λ maxRs 2 À Á represents the maximal eigenvalue of R s 2 . As can be seen from Eq. (48), the leakage factor has an effect on the step size.
Algorithms' convex combination
In this section, we examine the behavior of our algorithm through the convex combination approach, namely the convex combination with the FXLMF algorithm. The method of combining two algorithms is an interesting proposal. It aims to mix the output of each filter and highlights the best features of each individual algorithm. Then, it utilizes the features in the overall equivalent filter to improve the performance of the adaptive filter [24] [25] [26] [27] [28] [29] . In this section, we will examine our proposed algorithms with members from the LMS and LMF families. Figure 2 is the proposed block diagram for the convex combination of two filtered input signals, where the output of the overall combined filter can be given as in [25] by the following equation:
where y ' 1 (n) and y ' 2 (n) are the output of the two filters and λ(n) is the contribution or mixing parameter, where 0 ≤ λ(n) ≤ 1. This parameter shows the percentage of involvement for each algorithm in the overall filter output.
Therefore, the combined filter will extract the best features for each filter w 1 (n) and w 2 (n) individually. Assuming both filters w 1 (n) and w 2 (n) have the same size M, then the weight vector of the overall filter can be given as
Each filter is updated individually, depending on its own error e 1 (n) or e 2 (n), and the overall weight vector is updated according to the total error e(n) = [d(n) − y(n) + z(n)] which adapts the mixing parameter λ(n). Using the gradient descent method, we can minimize the fourthorder e 4 (n) and the second-order e 2 (n) errors for the overall filter. Based on that, we can use the convex combined filter over two scenarios.
In the first scenario, we will do the minimization for the quadratic error e 2 (n), where λ(n) is the sigmoidal function given as
and instead of doing the update equation with respect to λ(n), we will define the update equation with respect to the changing value a(n) as follows:
The second scenario is to conduct the minimization for the fourth-order error of the overall filter; then, the updated equation with respect to a(n) will be as the following:
where μ a 2 and μ a 4 are the step sizes for the overall filter, for the quadratic and fourth-order errors, respectively. In this work, we study the mean square performance for the convex-combined filter using the filtered input signal. Since the range of λ(n) is between zero and one, we need to insure that the combined filter keeps adapting and does not stick with only one algorithm all the time. For this purpose, we have to reduce the interval of the mixing parameter by limiting the value of a(n) inside [1 − a + , a + ]; then, the range of the mixing parameter will be between 1 − λ + ≤ λ(n) ≤ λ + , as the following:
Simulations in Section 4 will investigate four cases, where the comparison will be done by using the FXLMF and FXLMS algorithms, as the two transversal filters are used in the convex combination, according to the second error order minimization.
Simulation results
Simulations in this section are divided into two parts. The first part examines the proposed algorithms in the mean square error and mean weight context. The simulation has been done for the FXLMF and LFXLMF algorithms under some conditions and environments. While in the second part, we test the concept of convex combinations over the FXLMF and FXLMS algorithms. Furthermore, comparisons with other algorithms are carried In addition, for simplicity, we assume the secondary path and the estimated secondary path are equal S ¼Ŝ ¼ 0:7756 0:5171 −0:3620 ½ . The result for all simulations are the average of 500 Monte Carlo simulations, the noise is white Gaussian for Figs. 3, 4, 5, 6, and 7 and uniform noise for Figs. 8, 9, 10, 11, and 12.
Next, Figs. 13, 14, 15, 16, 17, 18, and 19 are for the convex combination; we used both of the transversal filters to have the same adaptive algorithm but with different step sizes. Then, we did a comparison between the FXLMF and FXLMS algorithms at low and high SNR for white Gaussian noise. All previous simulations were done using the minimization for quadratic error equation. Figure 3 shows a comparison of the mean square error MSE behavior for different algorithms from the LMS family (i.e., NLMS, FXLMS, FeLMS, MFXLMS), the NLMF, and our proposed ones. It can be shown that the FXLMF algorithm converges, and it will reach the white noise level after a large number of iterations. For the LFXLMF algorithm, it reaches the steady state level faster than the others and after almost 5000 iterations, but it converges to a higher white noise level at almost 12 dB. Using a larger step size μ may lead the algorithm to diverge. Figure 4 shows a comparison of the mean square error MSE behavior for different algorithms with fixed step size but this time for low SNR with a value of 5 dB. We can clearly notice that the FXLMF and LFXLMF algorithms outperform other LMS family algorithms in speed of convergence, an advantage to our proposed algorithms with almost 500 iterations. FXLMF and LFXLMF almost have identical curves because we are using a small leakage factor γ. Figure 5 shows the effect of changing the step size on the mean weight vector of the FXLMF algorithm; when we increase the values of the step size, the algorithm converges faster to the larger mean of the weight. Moreover, using assumption A4 makes the algorithm converge to a higher mean weight level. Figure 6 shows the effect of changing the leakage factor on the mean weight of the LFXLMF algorithm. We can see that increasing the value of the leakage factor will increase the mean weight of the LFXLMF algorithm and it does not affect the speed of convergence. Figure 7 shows the robustness of the proposed algorithms FXLMF and LFXLMF at low SNR and using Gaussian noise, when a sudden change occurred in the weight vector. Figure 8 reports the performance of the algorithms when the uniform noise ids used instead of Gaussian, using the same conditions as we used before in Fig. 3 . As we can see, we have almost the same result, since both the FXLMF and LFXLMF algorithms converge, where the first one keeps converging while the second one reaches the steady state faster. Figure 9 is the same as Fig. 4 but using a fixed step size and uniform noise. In addition, the FXLMF and LFXLMF algorithms outperform the LMS family in convergence. Figure 10 shows the effect of changing the step size on the mean weight vector of the FXLMF algorithm, and as depicted in Fig. 5 , the algorithm converges faster as we increase the step size using uniform noise. Figure 11 shows the effect of changing the leakage factor on the mean weight of the LFXLMF algorithm as shown in Fig. 6 ; increasing the value of the leakage factor will increase the mean weight of the LFXLMF algorithm. Figure 12 shows the robustness of the proposed algorithms FXLMF and LFXLMF at low SNR and using uniform noise. Figure 13 illustrates the behavior of the convexcombined filter of FXLMS and FXLMF algorithms; we can see at the beginning that the combined filter followed the FXLMF algorithm since it has a faster speed of convergence. After that, the combined filter moved to the FXLMS algorithm, which showed better convergence at high SNR. Also, we can see from Fig. 14 the behavior of the mixing parameter λ(n). We assume a 50 % mixing percentage as the initial case, then λ(n) followed the FXLMF algorithm at the beginning where the FXLMF shows faster convergence, and after that, the mixing parameter switched to the other algorithm FXLMS where it has a better convergence. In Fig. 15 , with the same environment as in Fig. 13 but with low SNR, the FXLMF algorithm outperforms the FXLMS algorithm and the combined filter followed the FXLMF algorithm at the beginning; then, when both algorithms have the same convergence, the mixing parameter is λ(n) = 50 %. This is shown in Fig. 16 . Figure 17 shows the robustness of the convexcombined filter of FXLMF for two different step sizes at low SNR and using Gaussian noise. We can clearly see that the combined filter followed the one with a larger step size, which already shows better performance. Similarly, Fig. 18 shows the robustness of the convexcombined filter of the FXLMF and FXLMS algorithms at high SNR and using Gaussian noise. We can clearly see that the combined filter followed the FXLMF algorithm at the beginning and then switched to the FXLMS algorithm, which shows better performance at high SNR. Finally, Fig. 19 shows the robustness of the convexcombined filter of the FXLMF and FXLMS algorithms at low SNR and using Gaussian noise. We can clearly see that the combined filter followed the FXLMF algorithm all the time since it shows better performance than the FXLMS algorithm at low SNR.
Finally, the performance of the proposed algorithms is tested using the echo return loss enhancement (ERLE) metric. As can be depicted from Fig. 20 , our proposed algorithms outperform the rest of the algorithms.
Conclusions
Two algorithms FXLMF and LFXLMF were proposed in this work; an analytical study and mathematical derivations for the mean weight adaptive vector and the mean square error for both algorithms have been obtained. Moreover, the step size and the leakage factor bound ranges were investigated.
From the literature, we received a good sense about proposing new algorithms to the LMF family, as was proposed before in the LMS. The FXLMF and LFXLMF algorithms successfully converge under a large range of SNR. Furthermore, we see the ability of both algorithms to converge under different environments of noise: Gaussian and uniform. However, the LMF family requires more computational complexity; our proposed algorithms were faster in convergence than members of the LMS family under some circumstances.
From the simulations, we saw that both algorithms converge well under relatively high SNR but they converge faster under low SNR. In addition, using a step size near the upper boundary will guarantee less time to converge; however, working close to the upper boundary of the step size ensures faster convergence, but we have to take the risk of algorithm divergence. Also, we see that a larger step size will increase the mean of the weight vector.
Step size under the upper boundary is given in Eq. (28) .
The leakage factor in the LFXLMF algorithm adds more stability to the algorithm, at the expense of reduced performance as was expected from the literature. The leakage factor boundaries were derived in Eq. (47).
The convex combination is an interesting proposal to get the best feature of two or more adaptive algorithms. We were able to successfully apply it using the FXLMF and FXLMS algorithms with different step sizes. In the other scenario, we applied the combination over the FXLMS and FXLMF algorithms and we noticed that the convex-combined filter, at every iteration, followed the best algorithm.
A robustness test was done for all the scenarios used, to ensure that the proposed algorithms are able to adapt in case of a sudden change in the tap weights of the filter, either in the transient or steady state stage.
