Abstract. This paper studies how to solve semi-infinite polynomial programming (SIPP) problems by semidefinite relaxation method. We first introduce two SDP relaxation methods for solving polynomial optimization problems with finitely many constraints. Then we propose an exchange algorithm with SDP relaxations to solve SIPP problems with compact index set. At last, we extend the proposed method to SIPP problems with noncompact index set via homogenization. Numerical results show that the algorithm is efficient in practice.
Introduction
Consider the semi-infinite polynomial programming (SIPP) problem: (P ) :
s.t. g(x, u) ≥ 0, ∀ u ∈ U, where X = {x ∈ R n | θ 1 (x) ≥ 0, · · · , θ m2 (x) ≥ 0},
Here f (x), θ i (x) are polynomials in x ∈ R n , h j (u) are polynomials in u ∈ R p and g(x, u) is a polynomial in (x, u) ∈ R n × R p . Throughout this paper, we assume that X is compact and U is an infinite index set, i.e., there are infinitely many constraints in (P ). The SIPP problem is a special subclass of the semi-infinite programming (SIP) which has many applications, e.g., Chebyshev approximation, maneuverability problems, some mathematical physics problems and so on [10, 16] .
There are various algorithms for SIP problems based on discretization schemes of U , such as central cutting plane method [3] , Newton's method [24] , SQP methods [26] and the like. Most of algorithms for SIP problems, however, are only locally convergent or globally convergent under some strong assumptions, like convexity or linearity, and to the authors best knowledge, few of them are specially designed for SIPP problems exploiting features of polynomial optimization problems. Parpas and Rustem [22] proposed a discretization like method to solve min-max polynomial optimization problems, which can be reformulated as SIPP problems. Using a polynomial approximation and an appropriate hierarchy of semidefinite relaxations, Lasserre presented an algorithm to solve the generalized SIPP problems in [15] .
Before introducing the contribution of this paper, we first review some of the considerable progress recently made in solving polynomial optimization problems with finite constraints via sums of squares relaxations, which are typically based on the Positivstellensatz [23] . We define a so-called quadratic module which is a set of polynomials generated by the finitely many constraints, to which any polynomials positive over the feasible set belong. The classic Lasserre's hierarchy [13] is to compute the maximal real number, minus which the objective lies in the quadratic module. By increasing the order of the quadratic module, Lasserre's hierarchy results in a sequence of lower bounds of the global optimum and the asymptotical convergence is established under the Archimedean Condition. Interestingly, finite convergence of Lasserre's hierarchy is generic [19] . To guarantee the finite convergence of Lasserre's hierarchy, Nie [20] proposed a refined SDP relaxation by some "Jacobian-type" technique which represents optimality conditions of the considered polynomial optimization problem. More importantly, these SDP relaxation methods are global and the minimizers can be extracted if the flat extension condition [2] or more general, flat truncation condition [21] holds. The aim of this paper is to apply these SDP relaxation methods to solve SIPP problems.
An efficient method based on discretization scheme for solving SIP is the exchange method which approaches the optimum in an iterative manner. Generally speaking, given a finite subset U k ⊆ U in an iteration, we obtain at least one global minimizer x k of f (x) under the associated finitely many constraints and then compute the global minimum g k and minimizers u 1 , . . . , u t of g(x k , u) over U . If g k ≥ 0, stop; otherwise, update U k+1 = U k ∪ {u 1 , . . . , u t } and proceed to the next iteration. Therefore, to guarantee the success of the exchange method, the subproblems in each iteration need to be globally solved and at least one minimizer of each subproblem can be extracted. The compactness of the index set U is commonly assumed in many algorithms for SIP problems, which ensure the existence of global minimizers for constraint subproblem. However, when the constraint subproblem is nonconvex, globally solving it and extracting global minimizers are very challenging.
Specializing the exchange method in SIPP problem (P ), the subproblems are polynomial optimization problems with finitely many constraints, which can be solved exactly by SDP relaxations. Assuming the index set U is compact, an exchange type method with SDP relaxations is given in this paper. Numerical experiments show that this algorithm is efficient in practice. We also apply this approach to optimization problems with polynomial matrix inequality and get good numerical performance. If U is noncompact, the exchange method might fail, see Example 4.1. Another novelty of this paper is that we extend the proposed algorithm to solve SIPP problems with noncompact U . By a technique of homogenization, we first reformulate the original SIPP problem as a new one with a compact index set, to which we then apply the proposed semidefinite relaxation algorithm. We prove that these two problems are equivalent under some generic conditions. The paper is organized as follows. In Section 2, we introduce two SDP relaxation methods for solving polynomial optimization problems with finitely many constraints. In Section 3, we propose a semidefinite relaxation algorithm to solve SIPP problem (P ) with compact index set U . In Section 4, we consider how to apply the proposed algorithm to solve SIPP problems with noncompact index set U by homogenization.
Notation. The symbol N (resp., R, C) denotes the set of nonnegative integers (resp., real numbers, complex numbers). For any t ∈ R, t denotes the smallest integer that is not smaller than t. For integer n > 0, [n] denotes the set {1, · · · , n}. For x ∈ R n , x i denotes the i-th component of x. For x ∈ R n and α ∈ N n ,
denotes the ring of polynomials in (x 1 , · · · , x n ) with real coefficients. For a symmetric matrix W , W 0( 0) means that W is positive semidefinite (definite). For any vector u ∈ R p , u denotes the standard Euclidean 2-norm.
SDP relaxations for polynomial optimization
In this section, we study how to solve the following polynomial optimization problem with finitely many constraints:
. Based on the Positivstellensatz, considerable works have recently been done on solving (2.1) by means of SDP relaxation. Generally speaking, these methods relax (2.1) as a sequence of SDPs whose optima are lower bounds of f min and converge to f min under some assumptions. We first introduce the classic Lasserre's SDP relaxation [13] and then Nie's Jacobian SDP relaxation [20] with property of finite convergence.
2.1. Lasserre's SDP relaxation. Denote K as the feasible set of (2.1). Let F := {h 1 , . . . , h m1 , g 0 , g 1 , . . . , g m2 } and g 0 = 1. We say a polynomial is SOS if it is a sum of squares of other polynomials. The k-th truncated quadratic module generated by F is defined as
The k-th Lasserre's SDP relaxation [13] for solving (2.1) (k is also called the relaxation order) is
The relaxation (2.2) is equivalent to a semidefinite program and could be solved efficiently by numerical methods like interior-point algorithms. Clearly, f k ≤ f min for every k and the sequence {f k } is monotonically increasing. The quadratic module generated by F is
Definition 2.1. The set Q(F) satisfies the Archimedean Condition if there exists ψ ∈ Q(F) such that inequality ψ(x) ≥ 0 defines a compact set in x ∈ R n .
Note that the Archimedean Condition implies the feasible set K is compact but the inverse is not necessarily true. However, for any compact K we can always "force" the associated quadratic module to satisfy the Archimedean Condition by adding a "redundant" constraint, e.g., ρ − x 2 ≥ 0 for sufficiently large ρ. The convergence for Lasserre's hierarchy (2.2), i.e., lim k→∞ f k = f min , is implied by Putinar's Positivstellensatz: We next consider the dual optimization problem of (2.2). Let y be a truncated moment sequence (tms) of degree 2k, i.e., y = (y α ) be a sequence of real numbers which are indexed by α := (α 1 , . . . , α n ) ∈ N n with |α| := α 1 + · · · + α n ≤ 2k. The associated k-th moment matrix is denoted as M k (y) which is indexed by N n k , with (α, β)-th entry y α+β . Given polynomial p(x) = α p α x α where
(k−dp) p (y) is defined as the moment matrix of the shifted vector ((py) α ) α∈N n 2(k−dp ) with (py) α = β p β y α+β . Denote by M 2k the space of all tms whose degrees are 2k. Let R[x] 2k be the space of real polynomials in x with degree at most 2k. For
For convenience, we hereafter still use q to denote the coefficient vector of q(x) in the graded lexicographical ordering and denote q, y = L y (q). From the definition of the localizing moment matrix L (k−dp) p (y), it is easy to check that
The dual optimization problem of (2.2) is ( [13, 14] )
Lasserre [13] shows that f k ≤ f * k ≤ f min for every k ≥ max{d f , d} and both {f k } and {f * k } converge to f min if the Archimedean Condition holds. We say Lasserre's hierarchy (2.2) and (2.3) has finite convergence if 
By solving some SVD and eigenvalue problems ( [7] ), we can get r := rank M k (y * ) global optimizers for (2.1). However, (2.5) is not a generally necessary condition for checking finite convergence of Lasserre's hierarchy (cf. [21, Example 1.1]). To certify the finite convergence of (2.2) and get minimizers of (2.1) from (2.3), a weaker condition was proposed in [21] . We say a minimizer y * of (2.3) satisfies flat truncation condition (FTC) if there exists an integer t ∈ [max{d f , d}, k] such that
If an optimizer of (2.3) has a flat truncation, by [2, Theorem 1.1] again, we still have f * k = f min . Moreover, if there is no duality gap between (2.2) and (2.3), we obtain f k = f min . More importantly, [21, Theorem 2.2] shows that the flat truncation is also necessary for Lasserre's hierarchy (2.2) under some generic assumptions. Algorithm 2.3. Lasserre's SDP relaxation Input: Objective function f (x), constraint functions h i (x), g j (x) and maximal relaxation order k max . Output: Global minimum and minimizers of problem (2.1).
II Solve primal and dual SDP problems (2.2) and (2.3) by standard SDP solver (e.g., SeDuMi [25] , SDPT3 [27] , SDPNAL [28] ).
1 If (2.6) holds for some t, get minimizers by Extraction Algorithm [7] and stop; 2 Otherwise, go to Step IV. IV If k > k max , stop; otherwise, set k = k + 1 and go to Step II.
2.2. Jacobian SDP relaxation. The convergence of Lasserre's SDP relaxations (2.2) and (2.3) might be asymptotic for some instances, i.e., only lower bounds are found for each order k. To overcome this hurdle, Nie [20] proposed a refined reformulation of (2.1) by some "Jacobian-type" technique whose SDP relaxation has finite convergence.
Roughly speaking, Jacobian SDP relaxation is to add auxiliary constraints to (2.1) which represent optimality conditions under the assumption that the optimum f min is achievable. The basic idea is that at each optimizer, the Jacobian matrix of the objective function, the equality constraints and the active inequality constraints must be singular, i.e., all its maximal minors vanish. For convenience, denote h := (h 1 , . . . , h m1 ) and g := (g 1 , . . . , g m2 ).
. Symbols ∇h and ∇g J represent the gradient vectors of the polynomials in h and g J , respectively. Denote the determinantal variety of (f, h, g J )'s Jacobian being singular by Consider the following optimization by adding all ϕ l 's to (2.1):
As shown in [20, Lemma 3.1] and [6, Lemma 3.5], by adding auxiliary constraints ϕ l (x) = 0, the feasible set of (2.8) is restricted to the KKT points and singular points of the feasible set of (2.1). Therefore, (2.1) and (2.8) are equivalent if the minimum f min of (2.1) is achievable. If the minimum f min of (2.1) is achievable, then
Remark 2.5. Since s * is the minimal value of f (x) achieved among the KKT points and singular points of the feasible set of (2.1) Algorithm 2.6. Nie's Jacobian SDP relaxation Input: Objective function f (x), constraints functions h i (x), g j (x), maximal relaxation order k max . Output: Global minimum and minimizers of problem (2.1).
I Construct the auxiliary polynomials ϕ l (x)'s.
1 If (2.6) holds for some t, get minimizers by Extraction Algorithm [7] and stop; 2 Otherwise, go to Step V. V If k > k max , stop; otherwise, set k = k + 1 and go to Step III.
In contrast to Lasserre's SDP relaxation, Jacobian SDP relaxation is more complicated due to the auxiliary polynomials ϕ l (x)'s. We refer to [20, Section 4] for some simplified versions of Jacobian SDP relaxation method.
SIPP with compact set U
The two SDP relaxation algorithms shown in Section 2 provide strong tools to globally solve polynomial optimization problems with finitely many constraints. In this section, we will discuss how to use them to solve SIPP problems globally.
3.1. A semidefinite relaxation algorithm. One main difficulty in solving a SIP problem is that there are infinite number of constraints. How to deal with the infinite index set U is the key difference among various SIP algorithms. Exchange method is commonly used in SIP computation, and is regarded as the most efficient method on solving SIP problems [10, 16] . The general steps of exchange method are determined algorithmically as follows [10] . Given a subset
and solutions u 1 , . . . , u t of the subproblem
. . , u t } and go to next iteration. Therefore, to successfully apply exchange method to solve SIPP problems, we need to globally solve subproblems (3.1)-(3.2) and extract global minimizers in each iteration. As we have discussed in Section 2, the SDP relaxation methods are proper means for this propose. The specific description of exchange method with SDP relaxations for SIPP problems is shown in the following.
Algorithm 3.1. Semidefinite relaxations for SIPP Input: Objective function f (x), constraint function g(x, u), semi-algebraic sets X, U , tolerance and maximum iteration number k max . Output: Global optimum f * and set X * of minimizers of problem (P ).
Step 1 Choose random u 0 ∈ U and let U 0 = {u 0 }. Set X * = ∅ and k = 0.
Step 2 Use Algorithm 2.3 to solve (3.3) (P k ) :
} be the set of the global minimizers of problem (P k ).
be the set of global minimizers of (Q
Step 4 If X * = ∅ or k > k max , stop; otherwise, set k = k + 1 and go back to Step 2.
Remark 3.2. Subproblems (P k ) and (Q k i ) in Algorithm 3.1 can be solved by both Algorithm 2.3 and 2.6. Finite convergence can be guaranteed by Algorithm 2.6 which, however, produces SDPs of size exponentially depending on the number of the constraints. Since U k enlarges as k increases, subproblem (P k ) consequently becomes hard to be solved by Algorithm 2.6. Therefore, we solve (P k ) by Algorithm 2.3 which is also proved to have finite convergence generically [19] . Because the index set U is fixed and compact, Algorithm 2.6 is a better choice for solving (Q k i ). Proposition 3.3 (Monotonic Property). For optimal values of (P k ) in (3.3), we have
Proof. Because
So the feasible sets of (P k ) and (P ) satisfy
we obtain the conclusion.
We have the following convergence analysis of Algorithm 3.1:
Theorem 3.4. Suppose that X is compact. If at each step k, (a) subproblems (P k ) and each (Q k
If Algorithm 3.1 stops at k-th iteration with k < k max , then g k i ≥ 0 for some i, which implies that the associated x k i is feasible for (P ). Moreover, x k i is a global minimizer of (P ) by (3.5). Now we assume g Obviously, v(x) is continuous. Fix a sequence {x k } with x k ∈ S k , then a limit point x ∈ X always exists since X is compact. Without loss of generality, assume x k →x. By (3.5), it suffices to prove thatx is feasible for (P ). Let v(x k ) = g(x k , u k ) and X k be the feasible set of (P k ). Since U k ⊂ U k+1 , we havex ∈ ∩ ∞ k=1 X k and therefore g(x, u k ) ≥ 0. Then
By the continuity of v and g, we have v(x) ≥ 0, i.e.,x is feasible for (P ).
If X and U are compact, then the optima of (P k ) and (Q k i ) are achievable. By applying SDP relaxations Algorithm 2.3 and Algorithm 2.6 to (P k ) and (Q k i ), as we have mentioned in Section 2, (a) and (b) are generically satisfied no matter what initial U 0 we choose. In section 4, we will consider the case when U is noncompact for which the convergence of Algorithm 3.1 might fail if we choose an arbitrary initial U 0 (Example 4.1). We will deal with this issue by the technique of homogenization.
3.2. Numerical experiments. This subsection presents some numerical examples to illustrate the efficiency of Algorithm 3.1. The computation is implemented with Matlab 7.12 on a Dell 64-bit Linux Desktop running CentOS (5.6) with 8GB memory and Intel(R) Core(TM) i7 CPU 860 2.8GHz. Algorithm 3.1 is implemented with software Gloptipoly [9] . SeDuMi [25] is used as a standard SDP solver. Throughout the computational experiments, we set parameters k max = 15, = 10 −4 in Algorithm 3.1. After Algorithm 3.1 terminates, let X * be the output set of global minimizers of (P ), f * be the value of the objective function f over X * and Iter be the number of iterations Algorithm 3.1 has proceeded. Let Obj 2 := min
By the discussion in Subsection 3.1, the global minimizers in X * can be certified by inequality Obj 2 ≥ − . Table 1 . The Iter column in Table  1 indicates that Algorithm 3.1 takes a very few steps to find the global minimizer which are certified by the Obj 2 column. 
2d1 be the objective function where η is a Gaussian random vector of matching dimension.
, where τ is a random number in [1, 10] and M is a random positive semidefinite matrix of matching dimension. Let X = B n (0, 1) be the unit ball in R n and U varies among
The results using Algorithm 3.1 are shown in Table 2 where the Inst column denotes the number of randomly generated instances, the consumed computer time is in the format hr:mn:sc with hr (resp. mn, sc) standing for the consumed hours (resp. minutes, seconds). The column Obj 2 shows that Algorithm 3.1 successfully solves all the random problems.
3.3.
Application to PMI problems. In this subsection, we apply Algorithm 3.1 to the following optimization problem with polynomial matrix inequality (PMI):
where f (x) ∈ R[x] and G(x) is an m × m symmetric matrix with entries
. PMI is a special SIPP problem and has been widely arising in control system design, e.g., static output feedback design problems [8] . PMI is also interesting in optimization theory, e.g., SDP representation of a convex semialgebra set [17] . Some traditional methods for globally solving (3.6) are based on branch-and-bound schemes and alike [5] which, as pointed in [8] , are computationally expensive. Recently, some global methods based on SOS relaxations are proposed in [11, 12] as well as in [5] in a dual view. Define
Then problem (3.6) is equivalent to the following SIPP problem
Assume the feasible set X is compact, then we can apply Algorithm 3.1 to solve SIPP problem (3.7). The following examples show that Algorithm 3.1 is efficient to solve PMI problems.
Example 3.5. Consider the following PMI problem:
The characteristic polynomial of matrix G(x) is:
where
According to Descartes' rule of signs [8] , the feasible set of (3.8) is
which is shown shaded in Figure 1 . We first reformulate (3.8) as a SIPP problem (3.7), then apply Algorithm 3.1 to it. After 5 iterations, we get a global minimizer 
Similar to Example 3.5, we obtain the feasible set of (3.9) by Descartes' rule of signs [8] and show it shaded in Figure 2 . Applying Algorithm 3.1 to the reformulation (3.7) of problem (3.9), we get global minimizer x * ≈ (0.5093, −1.0678) and minimum f (x * ) ≈ 1.5771 which are certified by Obj 2 = −9.4692 × 10 −5 . From Figure 2 , we can see this result is accurate.
We end this subsection by pointing out a trick hidden in the reformulation (3.7) of (3.6). PMI optimization problem (3.6) can be regarded as a SIPP problem with noncompact index set U = R m . Since the constraint function g(x, u) is homogenous in u, we can restrict U to the unit sphere U . By Theorem 3.4, to guarantee the convergence of Algorithm 3.1, the optimum of (Q k i ) needs to be achievable for each k which might fail if U is noncompact. The reformulation (3.7) of (3.6) gives us a clue for dealing with SIPP with noncompact U by the technique of homogenization. We will go into detail about this technique in next section. 
We choose u 1 , u 2 such that x 2 − u 1 u 2 = 0. By letting u 1 tend to infinity and 0 respectively, we obtain that x 1 = 0 for any feasible point x. Therefore, there are only two feasible points (0, ± √ 2) and the global minimum is − √ 2 with minimizer (0, √ 2). We claim that Algorithm 3.1 fails to solve (4.1) if we set initial
We prove it in the following. First, we show that for any (u 1 , u 2 ) ∈ R 2 there always exists (x 1 ,x 2 ) withx 1 > 0,x 2 > 0 such that
From the first inequality, we get u 1 u 2 = √ 2. Then by the second inequality, we have u
2 which is a contradiction. Therefore, the following subproblem
Obviously, g 0 = −x 1 is not achievable. Applying Jacobian SDP relaxation Algorithm 2.6, we obtain T 0 = {(0, 0)} which consists of the only critical point (0, 0) of map g(x 0 , u) with critical valuex 2 2 −x 1 . Ifx 2 2 −x 1 ≥ 0, then Algorithm 3.1 terminates and outputs X * = {(x 1 ,x 2 )} which is a wrong solution. Now we assumẽ x 2 2 −x 1 < 0 and continue. By Algorithm 3.1, U 1 = {(ū 1 ,ū 2 ), (0, 0)}. Then we go to the next iteration and solve (P 1 ) :
Let K 1 be the feasible set of (P 1 ), then case 1. There exists no (x 1 ,x 2 ) ∈ K 1 withx 1 > 0,x 2 > 0. The global minimizer of (P 1 ) is S 1 = {(0, √ 2)} and
Therefore, the correct global solution of (4.1) is outputted. In this case, by the continuity of g(x, u), we have g((0, √ 2),ū) ≤ 0 and g((1, 1),ū) < 0. From these two inequalities, we get (ū 1 ,ū 2 ) ∈ U. case 2. There exists (
1 is not achievable and U 1 = {(ū 1 ,ū 2 ), (0, 0)} can not be updated. Consequently, the same process will be repeated in the following iterations. Now we have proved the claim. Since the set U is a subset of a Zariski closed set of R 2 , Algorithm 3.1 fails if we choose a generic initial
Hence, Algorithm 3.1 might fail to solve SIPP problem (P ) if the optima of subproblems (Q k i ) can not be reached for all x k i ∈ S k which might happen when U is noncompact. As we have mentioned at the end of Section 3, the reformulation (3.7) of (3.6) sheds light on this issue by the technique of homogenization. In the following, we apply this technique to general SIPP problem (P ) with noncompact index set U .
For given polynomial q(u)
Proposition 4.2. q(u) ≥ 0 on U if and only ifq(ũ) ≥ 0 on closure(U 0 ).
), theñ
It contradicts the assumption thatq(ṽ) ≥ 0 on closure(U 0 ).
Therefore, the sequence {v
which showsq(ṽ) ≥ 0 on closure(U 0 ). The proof is completed.
Proof. From the proof of Proposition 4.2, we can see the inequality u 0 > 0 can be removed from U 0 such that q(u) ≥ 0 on R p if and only ifq(ũ) ≥ 0 on
By Proposition 4.2, we have the following equivalent reformulation of problem (P ):
s.t.g(x,ũ) ≥ 0, ∀ũ ∈ closure(U 0 ). Some natural questions arise: how to get the explicit expression of semi-algebraic set closure(U 0 )? Is it true that closure(U 0 ) = U ? Clearly, we have
Unfortunately, the equality does not always hold even if set U is compact (cf. [18, Example 5.2] ).
Since it might be hard to express closure(U 0 ) for a given particular SIPP problem, we consider to solve the following problem in general:
As set U is compact, the semidefinite relaxation Algorithm 3.1 in Section 3 can successfully solve this problem with any arbitrary initial U 0 . Next we investigate the relation between problem (P ) and problem ( P ).
We define
Proposition 4.5. We have M ⊆ M and the equality holds if U is closed at ∞.
Proof. By Proposition 4.2, we have
Then the conclusion follows due to the relationship (4.3).
Consequently, we have The following two problems are equivalent:
where U = {ũ ∈ R p+1 | ũ 2 = 1}. 
where 
For each i, the feasible region K i is the intersection of the left parts of the circle x We would like to point out that if U is not closed at ∞, we might havef * > f * . For example, Example 4.8. Consider the following SIPP problem:
where Since for all u ∈ U ,
x * = 1 is feasible and furthermore the minimizer of problem (4.5). Hence, f * = 1. By definition,
. As is shown in [6, 18] , U is not closed at ∞ because there exists a point (0, 0, 1) ∈ U but (0, 0, 1) / ∈ closure(U 0 ). Since for any x ∈ [1, 2], g(x, (0, 0, 1)) = −x < 0,
Example 4.8 shows that the problem ( P ) might not be equivalent to (P ) when set U is not closed at ∞. In the following, however, we show that U is closed at ∞ in general. In other words, U is closed at ∞ if it is defined by generic polynomials.
Suppose that U is not closed at ∞, then by definition there exists (0,ū) ∈ U \closure(U 0 ) with 0 =ū ∈ R p . Letĥ i denote the homogeneous part of highest degree of h i for i ∈ [m 1 ] and
Thenū is a solution to the polynomial system (4.6)ĥ j1 (ū) = · · · =ĥ j (ū) = ū 2 − 1 = 0.
The Jacobian matrix of the system (4.6) atū is 
The above theorem shows that if U is defined by some generic polynomials, then it is closed at ∞. Hence, the assumption that U is closed at ∞ is a generic condition. Therefore, SIPP problems (P ) and ( P ) are equivalent in general. In this section, by homogenization technique, we reformulate the SIPP problem (P ) with noncompact index set U as the problem ( P ) with compact index set U which can be globally solved by Algorithm 3.1. Under the assumption that set U is closed at ∞ which is a generic condition, we show the two problems are equivalent.
Proposition B.1. Let f 0 , f 1 , . . . , f n ∈ R[x] be inhomogeneous polynomials. Suppose the polynomial system f 0 (x) = f 1 (x) = · · · = f n (x) = 0 has a solution in C n , then
Res(f 0 , f 1 , . . . , f n ) = 0.
Proof. If the polynomial system f 0 (x) = f 1 (x) = · · · = f n (x) = 0 has a solution u ∈ C n , then the polynomial system f 0 (x) =f 1 (x) = · · · =f n (x) = 0 has a nonzero solution (1, u) ∈ C n+1 . The conclusion follows by the properties of resultant for homogeneous polynomials . 
By combining (B.1), we obtain Note that the reverses of Proposition B.1 and Proposition B.3 are not necessarily true.
