Gysin maps in oriented theories  by Nenashev, Alexander
Journal of Algebra 302 (2006) 200–213
www.elsevier.com/locate/jalgebra
Gysin maps in oriented theories
Alexander Nenashev
Department of Mathematics, York University, Glendon College, Toronto M4G 3M6, Canada
Received 1 June 2005
Available online 13 March 2006
Communicated by Eva Bayer-Fluckiger
Abstract
We prove that Gysin maps (transfer maps along closed embeddings of smooth varieties) in an
oriented cohomology theory are compatible with compositions of closed embeddings. As opposed
to the proof given by Panin, we do not use characteristic classes of vector bundles. Our proof is
more straightforward. It is based on the properties of Thom isomorphisms and the deformation to
the normal cone isomorphisms. We also provide a simpler proof of the additivity property of Gysin
maps based on the use of Gysin maps with support.
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1. Introduction
Panin and Smirnov proved that any orientable cohomology theory A defined for smooth
quasi-projective varieties over a ground field k admits a family of transfer maps (push-
forwards) along projective morphisms, satisfying some natural desired properties [PS]. In
particular, for any closed embedding i :Y → X we have a map i∗ :A(Y) → A(X) referred
to as a Gysin map. It is defined in [PS] as the composition
A∗(Y ) th(NX/Y )−−−−−→ A∗+dY (NX/Y )
d(X,Y )∼= A∗+dY (X) → A∗+d(X), (1.1)
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A. Nenashev / Journal of Algebra 302 (2006) 200–213 201where th(NX/Y ) is the Thom isomorphism associated with the normal bundle NX/Y , with
d = dimX − dimY , d(X,Y ) is the deformation to the normal cone isomorphism for the
pair Y ↪→ X, and the last arrow is an extension of support. Here we assume that the
embedding i is equicodimensional; for simplicity one can think that both X and Y are
equidimensional or even irreducible. Note that there is no degree indexation in [PS], but in
many examples th raises the degree by the rank of the vector bundle, while d(X,Y ) always
preserves it.
It is important that push-forwards are compatible with composition: (fg)∗ = f∗g∗ for
any composable projective f and g, but the proof of this property in [PS] is far from being
easy. Even the case of closed embeddings, considered separately in [PS, 4.4.13], required
the whole machinery developed in the first three quarters of the paper. It is in this particular
case that we want to provide a more straightforward proof.
Proposition 1.1. For any closed embeddings Z i↪→ Y j↪→ X of smooth quasiprojective va-
rieties we have (j i)∗ = j∗i∗, where the Gysin maps j∗, i∗, and (j i)∗ are defined by (1.1)
for a given oriented cohomology theory A.
Recall that one can make a theory oriented in two equivalent ways, by endowing it with
either a Chern structure or a Thom structure [PS, Section 3], see also [PS1]. Next note that
a Gysin map (1.1) is defined through a Thom isomorphism. It would be therefore natural
to ask for a proof of (j i)∗ = j∗i∗ for closed embeddings based on the properties of Thom
isomorphisms and involving no Chern structure. The proof given by Panin in [PS] is not of
this kind as it consists of computations with characteristic classes which are derived from
the Chern structure. The main goal of this note is to provide a Chern-free proof.
The wish to obtain such a proof is also justified by the fact that Balmer–Witt theory
[Ba1,Ba2], which is not orientable, admits however a twisted form of Thom isomorphisms,
see [Ne1,Ne2]. It is therefore possible to define Gysin maps for Balmer–Witt groups by
(1.1), taking the twisting into account accordingly. But it is impossible to transfer Panin’s
proof of (j i)∗ = j∗i∗ to them as no reasonable Chern class theory exists in this situation
(the projective bundle theorem fails). Our proof can be transferred with suitable modifica-
tions, which will be explained in a future paper [Ne3].
Sketch of the proof. Assume that X, Y , and Z are equidimensional or even irreducible
and let r = dimY − dimZ, s = dimX − dimY , q = dimX − dimZ = r + s. We want to
prove that for any p the diagram
Ap+r (Y )
j∗
Ap+q(X)
Ap(Z)
i∗
(j i)∗
(1.2)
commutes. The reader is suggested to write each of the three arrows in (1.2) by definition
(1.1) and get a bigger triangular diagram that we do not display. Our strategy will be to fill
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easy to decompose the top part:
Ap+r (Y )
th(NX/Y )
A
p+q
Y (NX/Y )
d(X,Y )
A
p+q
Y (X) A
p+q(X)
A
p+r
Z (Y )
thZ(NX/Y )
A
p+q
Z (NX/Y )
dZ(X,Y )
A
p+q
Z (X)
(1.3)
Here the vertical arrows are extensions of support. The squares commute since Thom
isomorphisms and deformation to the normal cone isomorphisms are compatible with pull-
backs. The triangle commutes as well as it consists of extension of support maps which are
pull-backs.
The outer contour of the diagram below is what remains of the undisplayed big diagram
after cutting off the top part (1.3),
A
p+r
Z (Y )
thZ(NX/Y )
A
p+q
Z (NX/Y )
dZ(X,Y )
A
p+q
Z (X)
A
p+r
Z (NY/Z)
Bd(Y,Z)
a
?
A
c
b
A
p+q
Z (NX/Z)
d(X,Z)
Ap(Z)
C
th(NY/Z)
th(NX/Z)
(1.4)
In Sections 2–5 we will introduce an object for ?, define arrows a, b, and c and prove that
the parts A, B , and C commute. 
Our second objective in this note is to prove the following additivity property of Gysin
maps.
Proposition 1.2. Let Y1, Y2 and X be smooth varieties, Y = Y1 Y2, and let i :Y ↪→ X be a
closed embedding. Denote jr :Yr → Y the natural embedding and let ir = i ◦ jr : Yr ↪→ X
for i = 1,2. Then
i∗ = (i1)∗ ◦ j∗1 + (i2)∗ ◦ j∗2 . (1.5)
The case of several components follows by induction.
The advantage of our proof, given in Section 6, over that in [PS, 4.4.9] is that it is shorter
and it shows the usefulness of Gysin maps with support. It should be reminded at this point
that neither general push-forwards with support, nor only Gysin maps with support have
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as a corollary from the absolute case, requiring rather a bit of separate work.
Recall that for a closed embedding i :Y ↪→ X of smooth varieties and any closed Z ⊂ Y ,
not necessarily smooth, the Gysin map with support iZ∗ :AZ(Y ) → AZ(X) is defined as the
composition
A∗Z(Y )
thZ(N)−−−−→ A∗+dZ (N) dZ(X,Y )−−−−−→ A∗+dZ (X), (1.6)
where d is the codimension of i and
(i) thZ(N) is the Thom operator with support associated to the normal bundle N = NX/Y ,
see Section 4;
(ii) dZ(X,Y ) is the deformation isomorphism with support Z, see Section 3.
This is necessarily an isomorphism as so are thZ(N) and dZ(X,Y ). Clearly (1.6) pro-
vides the first two steps of (1.1) if Z = Y . Thus we get the ‘absolute’ Gysin map i∗ of (1.1)
by combining iY∗ with the extension of support AY (X) → A(X). In Section 6 we review
basic properties of Gysin maps with support, referring to [Sm] for a more detailed ac-
count; see also [NZ, Section 3] concerning push-forwards with support in general. We then
prove (1.5) and even state a more general version with support, see Section 6.3, leaving its
verification to the reader.
1.1. Notation and conventions
We denote by
• NX/Y the normal bundle to Y in X for a closed embedding of smooth varieties Y ↪→ X;
• ApY (X)
d(X,Y )∼= ApY (NX/Y ) the deformation to the normal cone isomorphism; we do not
specify its direction which can be justified by its definition, see Section 3;
• ApZ(X)
dZ(X,Y )∼= ApZ(NX/Y ) the same with support Z ↪→ Y ;
• th(E) :Ap(X) → Ap+rX (E) the Thom isomorphism associated to a rank r vector bun-
dle E over X, see [PS, 3.3.1] or [PS1];
• thZ(E) :ApZ(X) → Ap+rZ (E) the same with support Z ↪→ X.
The reader is supposed to be familiar with basic definitions and facts concerning ori-
ented cohomology theories [PS,PS1,Sm]. Another useful reference is [LM].
2. Some lemmas on normal bundles
The assertions stated in this section can be found in textbooks on algebraic geometry,
e.g. [Ha, Chapter 8] or [Fu]. We include brief proofs for convenience.
Let Z be a smooth variety and let 0 → E′ → E → E′′ → 0 be a short exact sequence
of vector bundles over Z. Let
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′ → Z, pE :E → Z, pE′′ :E′′ → Z
denote the projections. Consider E′ ↪→ E as a closed embedding of varieties (total spaces)
and consider the normal bundle to E′ in E.
Lemma 2.1. NE/E′ is canonically isomorphic to p∗E′E
′′ as a vector bundle over E′.
Proof. There are canonical exact sequences 0 → p∗
E′E
′ → TE′ → p∗E′TZ → 0 and
0 → p∗EE → TE → p∗ETZ → 0, where T refers to the tangent bundle. Restricting the
latter to E′, we get 0 → p∗
E′E → TE |E′ → p∗E′TZ → 0. The diagram
0 p∗E′E
′ p∗
E′E p
∗
E′E
′′ 0
0 TE′ TE |E′ NE/E′ 0
p∗
E′TZ
1
p∗
E′TZ 0
completes the proof. 
Next let Z ↪→ Y be a closed embedding of smooth varieties. Let F be a vector bundle
over Y and FZ its restriction to Z. Denote pY :F → Y and pZ :FZ → Z the projections.
Consider (the total space of) FZ as a closed subvariety in (the total space of) F , and con-
sider the normal bundle to FZ in F .
Lemma 2.2. NF/FZ is canonically isomorphic to p∗ZNY/Z as a vector bundle over FZ .
Proof. There are canonical short exact sequences 0 → p∗ZFZ → TFZ → p∗ZTZ → 0 and
0 → p∗YF → TF → p∗Y TY → 0. Restricting the latter to FZ , we get the sequence 0 →
p∗ZFZ → TF |FZ → p∗Z(TY |Z) → 0. The diagram
p∗ZFZ
1
p∗ZFZ 0
0 TFZ TF |FZ NF/FZ 0
0 p∗ZTZ p∗Z(TY |Z) p∗ZNY/Z 0
completes the proof. 
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E → E′′ → 0 over Z to be 0 → NY/Z → NX/Z → NX/Y |Z → 0 and let E˜′′ = NX/Y with
p
E˜′′ : E˜
′′ → Y the projection. Then E˜′′|Z = E′′. The same notation will sometimes be used
in the rest of the paper. Lemma 2.2 applied to F = E˜′′ and FZ = E′′ now asserts that
N
E˜′′/E′′
∼= p∗E′′E′ as a vector bundle over E′′. Note that (the total spaces of) both p∗E′E′′
and p∗
E′′E
′ can be canonically identified with (the total space of) E′ ⊕E′′, the latter being
a vector bundle over Z. Thus we get
NE/E′ ∼= p∗E′E′′ ∼= E′ ⊕ E′′ ∼= p∗E′′E′ ∼= NE˜′′/E′′ . (2.1)
We now define the object labeled by ? in (1.4) to be Ap+qZ (E′ ⊕E′′) and the missing arrows
a, b, c as the following compositions:
a = (Ap+rZ (E′) thZ(NE/E′ )−−−−−−→ Ap+qZ (NE/E′) ∼= Ap+qZ (E′ ⊕ E′′)),
b = (Ap+qZ (E′ ⊕ E′′) ∼= Ap+qZ (NE˜′′/E′′)
d(E˜′′,E′′)∼= Ap+qZ (E˜′′)
)
,
c = (Ap+qZ (E′ ⊕ E′′) ∼= Ap+qZ (NE/E′)
d(E,E′)∼= Ap+qZ (E)
)
.
3. Review of normal cone deformations and commutativity of diagram A
3.1. Definitions
Let Y ↪→ X be a closed embedding of smooth varieties. The deformation to the normal
cone space D(X,Y ) (dnc-space for short) is the variety
(
blow up of X × A1 along Y × 0)− (blow up of X × 0 along Y × 0).
Obviously, D(X,Y ) is a smooth variety over A1. As NX×A1/Y×0 ∼= NX/Y ⊕ 1Y , where 1Y
denotes the trivial line bundle over Y , we have P(NX×A1/Y×0) = P(NX/Y )  NX/Y . For
this reason the fiber of D(X,Y ) over 0 can be naturally identified with NX/Y , while all the
other fibers are X. Note that Y × A1 embeds into D(X,Y ) as a closed subvariety over A1.
Let i0 :NX/Y ↪→ D(X,Y ) and i1 :X ↪→ D(X,Y ) denote the corresponding embeddings of
fibers over 0 and 1, respectively.
A crucial fact relating this construction to cohomology theories is the following
Proposition 3.1. (See [PS, 2.2.8].) Let A be a cohomology theory in the sense of [PS,
2.0.1]. Then the maps
A∗Y (X)
i∗1←− A∗
Y×A1
(
D(X,Y )
) i∗0−→ A∗Y (NX/Y )
are isomorphisms. Moreover, for any closed Z ⊂ Y , not necessarily smooth, the maps
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i∗1←− A∗
Z×A1
(
D(X,Y )
) i∗0−→ A∗Z(NX/Y )
are isomorphisms. The theory does not need to be oriented to have this property.
We will denote by d(X,Y ) (respectively dZ(X,Y )) the composed isomorphism
A∗Y (X) ∼= A∗Y (NX/Y ) (respectively A∗Z(X) ∼= A∗Z(NX/Y )) and call it the deformation to
the normal cone isomorphism of the pair (X,Y ) (with support in Z). The reader is referred
to [PS, 2.2.7] or [Fu, Appendix B6] for a more complete account.
3.2. Commutativity of diagram A
Consider D(Y,Z) as a closed subvariety of D(X,Z) and apply the deformation con-
struction to this pair to get a double dnc-space D(X,Y,Z) := D(D(X,Z),D(Y,Z)) with
maps
D(X,Z)
i1−→ D(X,Y,Z) i0←− ND(X,Z)/D(Y,Z).
Both D(Y,Z) and D(X,Z) are varieties over A1 and the outer deformation can be per-
formed fiberwise. Thus D(X,Y,Z) is a space over A1 × A1 in which we have
(a) D(X,Y ) over t × A1 for t = 0;
(b) D(NX/Z,NY/Z) over 0 × A1;
(c) E′ ⊕ E′′ over (0,0) by (2.1).
(Recall from Section 2 that 0 → E′ → E → E′′ → 0 denotes 0 → NY/Z → NX/Z →
NX/Y |Z → 0 and E˜′′ denotes NX/Y .) It follows that ND(X,Z)/D(Y,Z), which is the fiber
of D(X,Y,Z) over A1 × 0, can be canonically identified with D(NX/Y ,NX/Y |Z) as vari-
eties over A1. In other words, by Lemmas 2.1 and 2.2 we have a commutative diagram of
varieties
E˜′′
i0
i1
D(X,Y )
i1,−
X
i1
i1
D(E˜′′,E′′)
i−,0
D(X,Y,Z) D(X,Z)
i−,1
E′ ⊕ E′′ i0
i0
D(E,E′)
i0,−
E
i1
i0
in which all the rows and the side columns are deformations to the normal cone. Applying
A with support in Z we get the commutative diagram
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∗
Z×A1
(
D(X,Y )
) i∗1i∗0
A∗Z(X)
A∗
Z×A1
(
D(E˜′′,E′′)
)
i∗1
i∗0
A∗
Z×A1×A1
(
D(X,Y,Z)
)i∗−,0 i∗−,1
i∗1,−
i∗0,−
A∗
Z×A1
(
D(X,Z)
)
i∗1
i∗0
A∗Z(E′ ⊕ E′′) A∗Z×A1
(
D(E,E′)
)i∗0 i∗1
A∗Z(E)
Here all the arrows but i∗1,− and i∗0,− are isomorphisms by Proposition 3.1. Thus these two
are also isomorphisms and the outer square commutes, which proves commutativity of A
in (1.4).
Remark. Following [PS], we consider deformations for smooth closed embeddings only. If
the corresponding background for non-smooth (e.g. regular) embeddings were developed,
we could possibly consider the middle column in the above diagram as the deformation for
the pair (D(X,Y ),Z × A1 ∪ NX/Y |Z).
4. Thom isomorphisms and normal cone deformations: I
Now we want to prove that diagram B commutes. In fact, we will consider a slightly
more general situation.
Let Z ↪→ Y be a closed embedding of smooth varieties, p : F → Y be a vector bundle
over Y of rank s, and let pZ :FZ → Z denote its restriction to Z. By Lemma 2.2, NF/FZ ∼=
p∗ZNY/Z ∼= FZ ⊕ NY/Z , and we can consider the dnc-isomorphism
d(F,FZ) : A∗Z(F ) ∼= A∗Z(FZ ⊕ NY/Z).
(Here FZ ⊕NY/Z is considered as a vector bundle over FZ .) Considering now FZ ⊕NY/Z
as a vector bundle over NY/Z of rank s, we have a Thom isomorphism
thZ(FZ ⊕ NY/Z) :A∗Z(NY/Z) → A∗+sZ (FZ ⊕ NY/Z).
Proposition 4.1. The diagram commutes:
A∗Z(Y )
thZ(F )
d(Y,Z)
A∗+sZ (F )
d(F,FZ)
A∗Z(NY/Z)
thZ(FZ⊕NY/Z)
A∗+sZ (FZ ⊕ NY/Z)
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Proof. Consider F × A1 as a vector bundle over Y × A1. Then FZ × 0 is its restriction to
Z × 0. This yields a vector bundle structure to the projection
π˜ :
(
blow up of F × A1 along FZ × 0
)→ (blow up of Y × A1 along Z × 0).
Removing next the blow up of Y × 0 along Z × 0 from the base and the corresponding
part of the bundle, we obtain a vector bundle structure for the projection π : D(F,FZ) →
D(Y,Z) whose restriction via i1 is F → Y . As Thom isomorphisms commute with pull-
backs, the diagram
A∗Z(Y )
thZ(F )
A∗+sZ (F )
A∗
Z×A1
(
D(Y,Z)
) thZ×A1 (π)
i∗1
A∗+s
Z×A1
(
D(F,FZ)
)
i∗1
is commutative.
Let p˜r :P(NY×A1/Z×0) → Z × 0 denote the projection and let
pr :NY/Z ∼= P(NY×A1/Z×0) − P(NY×0/Z×0) → Z × 0
be its restriction to the fiber of D(Y,Z) over 0. Clearly the restriction of π˜ to P(NY×A1/Z×0)
can be identified with p˜r∗(FZ × 0 → Z × 0) as a vector bundle. Thus the restriction of π
to NY/Z (via i0) can be identified with pr∗(FZ × 0 → Z × 0) ∼= (FZ ⊕ NY/Z → NY/Z) as
a vector bundle. It follows that the diagram
A∗
Z×A1
(
D(Y,Z)
) thZ×A1 (π)
i∗0
A∗+s
Z×A1
(
D(F,FZ)
)
i∗0
A∗Z(NY/Z)
thZ(FZ⊕NY/Z)
A∗+sZ (FZ ⊕ NY/Z)
commutes. This completes the proof. 
5. Thom isomorphisms and normal cone deformations: II
We finally prove that diagram C in (1.4) commutes. Let Z be a smooth variety and let
0 → E′ u−→ E v−→ E′′ → 0 be a short exact sequence of vector bundles over Z, not necessar-
ily 0 → NY/Z → NX/Z → NX/Y |Z → 0. Let r and s be the ranks of E′ and E′′, q = r + s.
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we have the associated Thom isomorphisms with support in Z
thZ(NE/E′) :A∗Z(E′) → A∗+sZ (NE/E′)
and the normal cone isomorphisms with support in Z
dZ(E,E
′) : A∗Z(E) ∼= A∗Z(NE/E′).
Proposition 5.1. With the above notation, the diagram commutes:
Ap(Z)
th(E)
th(E′)
A
p+r
Z (E
′)
thZ(NE/E′ )
A
p+q
Z (E)
dZ(E,E
′)
A
p+q
Z (NE/E′)
Taking 0 → NY/Z → NX/Z → NX/Y |Z → 0 and using (2.1), we get diagram C.
Proof. By (2.1) we can define the diagonal arrow as the composition
Ap(Z)
th(E′⊕E′′)−−−−−−→ Ap+qZ (E′ ⊕ E′′) ∼= Ap+qZ (NE/E′).
By abuse of notation, we will denote this arrow by th(E′ ⊕ E′′) as well. The top right tri-
angle commutes by the multiplicativity property of Thom isomorphisms [PS, 3.1.1–3.1.3].
It therefore suffices to prove
Lemma 5.2. The bottom left triangle commutes.
Proof. Consider the diagram
Ap(Z)
thE
Ap
(
Z × A1)i
∗
1 i
∗
0
Ap(Z)
th(E′⊕E′′)
A
p+q
Z (E) A
p+q
Z×A1
(
D(E,E′)
) i∗0i∗1
A
p+q
Z (E
′ ⊕ E′′)
We claim that D(E,E′) naturally has a vector bundle structure over Z × A1 compatible
with those of E → Z and E′⊕E′′ → Z via i1 and i0. This would give a Thom isomorphism
Ap(Z × A1) → Ap+q
Z×A1(D(E,E
′)) fitting into the above diagram and proving the lemma.
Suppose first that v admits a splitting w :E′′ → E, which yields an isomorphism (u,w) :
E′ ⊕ E′′ ∼= E of vector bundles over Z. We then define a map of varieties
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considering E′ ⊕ E′′ as the total space of the vector bundle, by sending (e′, e′′; t) to
(ue′ + twe′′; t) if t = 0, and to (e′, l(e′′,1)) if t = 0. Here e′ and e′′ denote vectors in E′ and
E′′ over a certain point z ∈ Z and l(e′′,1) denotes the point of P(NE/E′ ⊕ 1) − P(NE/E′)
defined by the vector (e′′,1) via the identification NE/E′ ∼= p∗E′(E′′), see Lemma 2.1.
Clearly the map w˜ is an isomorphism of varieties, which makes D(E,E′) a vector bundle
over Z × A1. Another splitting w′ :E′′ → E would differ from w by a homomorphism
δ ∈ Hom(E′′,E′), yielding
w˜′ = w˜
(
1 tδ
0 1
)
, (5.1)
which provides D(E,E′) with the same vector bundle structure over Z × A1.
In the general case, choose an open covering Z = ⋃Ui such that the sequence splits
over each Ui . Choose splittings wi and consider the corresponding vector bundle struc-
tures for D(E|Ui ,E′|Ui ) → Ui × A1. These structures agree on intersections by virtue of
(5.1). Thus we get a vector bundle structure for D(E,E′) over Z × A1. It has the required
properties by definition.
This proves the lemma and completes the proof of Proposition 1.1. 
6. The additivity property of Gysin maps
In our proof of (1.5) we will use the following two properties of Gysin maps with
support.
6.1. Compatibility of Gysin maps with restrictions to open subsets
If U ⊂ X is an open subvariety, YU = Y ∩ U , ZU = Z ∩ U , and iU :YU ↪→ U is the
restricted embedding, then the diagram
AZ(Y )
iZ∗
AZ(X)
AZU (YU )
(iU )
ZU∗
AZU (U)
commutes. This follows from the compatibility of the Thom operators and deformation
isomorphisms with such restrictions, see Sections 3 and 4 for similar discussions. A more
general fact is true: Gysin maps are compatible with transversal base changes, which is
beyond the discussion in this note (see [PS, 4.2.2]).
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If Z′ is another closed subvariety such that Z ⊂ Z′ ⊂ Y , then the diagram
AZ(Y )
iZ∗
AZ(X)
AZ′(Y )
iZ
′
∗
AZ′(X)
commutes. For, again, both ingredients in (1.6) are compatible with extensions of support.
Proof of Proposition 1.2. It is known that (j∗1 , j∗2 ) :A(Y) → A(Y1)⊕A(Y2) is an isomor-
phism (follows from Mayer–Vietoris). Recall that we can obtain projections u1 and u2 for
this direct sum decomposition as follows. To get u1, consider the maps
A(Y1) = AY1(Y1)
f ∗1←− AY1(Y )
g∗1−→ A(Y), (6.1)
where
(i) f ∗1 is the excision isomorphism (excision of Y2) given by the morphism f1 : (Y1,∅) →
(Y1  Y2, Y2) in the category of smooth pairs;
(ii) g∗1 is the extension of support given by g1 : (Y1  Y2,∅) → (Y1  Y2, Y2).
Now u1 :A(Y1) → A(Y) is defined by u1 = g∗1 ◦ (f ∗1 )−1, and similarly for u2. It can be
easily verified that the data
A(Y1)
j∗1

u1
A(Y)
j∗2

u2
A(Y2)
provides a representation of A(Y) as a direct sum of A(Y1) and A(Y2), i.e.,
j∗1 u1 = idA(Y1), j∗2 u2 = idA(Y2), j∗1 u2 = 0, j∗2 u1 = 0,
u1j
∗
1 + u2j∗2 = idA(Y ) .
Thus, to prove (1.5), it suffices to show that
(i1)∗ = i∗ ◦ u1 and (i2)∗ = i∗ ◦ u2.
We will do it for i1. By (6.1) this means that the diagram
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(i1)
Y1∗
u1
AY1(X)
extension
of support
A(X)
AY1(Y )
excision
isomorphism f
∗
1
g∗1
AY (Y )
iY∗
i∗
AY (X)
extension
of support (6.2)
commutes in the sense that both ways from the upper left corner to the upper right corner
give the same result. As the left vertical arrow is an isomorphism, this is equivalent to
saying that both ways from the bottom left object AY1(Y ) to A(X) produce the same map.
Consider the diagram
AY1(Y1)
(i′1)
Y1∗
(i1)
Y1∗
AY1(Y )
excision
f ∗1
i
Y1∗
ext. of
supp.
g∗1
AY (Y )
iY∗
AY1(X − Y2) AY1(X)
excision
ext. of
supp.
AY (X)
extension
of support
A(X)
(6.3)
where i′1 denotes the embedding Y1 ↪→ X−Y2. The left square commutes by (6.1) (restric-
tion from X to X − Y2). The right square commutes by (6.2). The bottom left triangle in
the left square also commutes as it is the same as the diagram
AY1(Y1)
(i′1)
Y1∗
AY1(Y1)
1
(i1)
Y1∗
AY1(X − Y2) AY1(X)
excision
which commutes by (6.1) (again restriction from X to X−Y2). As the excision in the mid-
dle row of (6.3) is an isomorphism, the commutativity of (6.3) implies the commutativity
of (6.2). This completes the proof of the proposition. 
6.3. Additivity with support
Proposition 1.2 can be generalized as follows. First, introduce more general Gysin maps
i
Z,Z′∗ :AZ(Y ) → AZ′(X) by composing iZ∗ with the extension AZ(X) → AZ′(X) for an-
other closed Z′ with Z ⊂ Z′ ⊂ X. Next establish properties analogous to (6.1) and (6.2)
for such maps. Then by similar arguments we can prove the following
A. Nenashev / Journal of Algebra 302 (2006) 200–213 213Proposition. Let Y1, Y2 and X be smooth varieties, Z1 and Z2 be closed subvarieties
in Y1 and Y2, respectively, not necessarily smooth. Let Y = Y1  Y2, Z = Z1  Z2, and
i :Y ↪→ X be a closed embedding. Denote jr :Yr → Y the natural embedding and let ir =
i ◦ jr :Yr ↪→ X for i = 1,2. Then
iZ∗ = (i1)Z1,Z∗ ◦ (j1)∗Z1 + (i2)Z2,Z∗ ◦ (j2)∗Z2 .
Here (jr )∗Zr :AZ(Y ) → AZr (Yr), for i = 1,2, denotes the restriction map with support.
We leave it to the reader to work out the details.
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