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Аннотация
Рассматривается новая модель нейронного элемента — обобщенный нейронный автомат (ОНА).
Эта модель носит универсальный характер, объединяет свойства нейрона-пейсмейкера и нейрона-
детектора. На основе ОНА-детекторов формируется нейронная сеть. Исследуется один из возможных
колебательных режимов, доказывается его устойчивость.
Важным вопросом при моделировании нейронных сетей является выбор модели элементарной части-
цы. Свойства конкретной модели такой элементарной частицы в значительной степени определяют и
свойства нейронной сети, сформированной из этих частиц. С этой точки зрения большинство моделей
нейронных сетей может быть разделено на два класса. К одному из них относятся сети, элементы кото-
рых не способны к авторитмичности (нейроны-детекторы). При этом сеть в целом обладает способностью
функционировать в колебательном режиме за счет взаимодействия отдельных нейронов или нейронных
ансамблей. Примерами таких сетей являются сеть Винера [1], сети из интегративно-пороговых нейро-
нов [2], сети из W-нейронов [3] и др. Другой класс образуют нейронные сети, состоящие из элементов,
обладающих авторитмичностью (нейроны-пейсмейкеры). К этому классу относятся сети на основе моде-
лей Ходжкина-Хаксли [4], феноменологических моделей Хиндмарша-Роуза [5], ФитцХью-Нагумо [6],[7] и
др., всевозможные осцилляторные сети [8], в том числе на основе популярной модели Вилсона-Коуэна [9].
К этому же классу относятся сети нейронных клеточных автоматов — нейронных элементов, впервые вве-
денных в [10]. Как показывают биологические исследования, нервные клетки обоих типов присутствуют
в биологических нейронных сетях, в том числе — в человеческом мозге.
В настоящей работе исследуется новая модель обобщенного нейронного автомата (ОНА), впервые пред-
ложенная авторами в [11]. Данная модель носит обобщающий характер, объединяя в себе как свойства
нейронов-детекторов, так и свойства нейронов-пейсмейкеров. Состояние обобщенного нейронного авто-
мата в момент времени t характеризуется двумя функциями: u(t) — функцией мембранного потенциала
и p(t) — функцией порогового значения мембранного потенциала. Если в некоторый момент времени t0
: u(t0) = p, то ОНА генерирует выходной сигнал — мгновенный импульс, который передается всем ав-
томатам, связанным с данным автоматом. После генерации импульса нейронный элемент на время TR
переходит в рефрактерное состояние (состояние абсолютной невосприимчивости к воздействию со сторо-
ны других автоматов). В течение рефрактерного периода значение мембранного потенциала равно u0. В
данной работе функция порогового значения считается равной константе: p(t) = p, а значение мембран-
ного потенциала в течение рефрактерного периода равно нулю: u0 = 0.
После выхода автомата из рефрактерного состояния (в момент времени t0 + TR) и до генерации им-
пульса функция мембранного потенциала u(t) описывается дифференциальным уравнением:
u˙ = α(r − u), (1)
где r — равновесное значение, α > 0.
Если в какой-то момент времени t∗ > t0+TR на синапс ОНА-приемника поступил импульс от другого
автомата, то, начиная с этого момента времени, функция мембранного потенциала автомата-приемника
u(t) описывается дифференциальным уравнением:
u˙ = α(r + q − u), (2)
где q > 0 — синаптический вес соответствующей связи.
Формально определенная динамика мембранного потенциала ОНА соответствует развитию потенциала
биологического нейрона. Она согласуется с базовой нейронной моделью [12].
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Важно отметить, что все исследованные модели нейронных элементов относились либо к нейронам-
пейсмейкерам, либо к нейронам-детекторам. Обобщенный нейронный автомат в зависимости от выбран-
ных параметров может вести себя и как нейрон-детектор, и как нейрон-пейсмейкер. А именно, если p < r,
то ОНА будет вести себя как нейрон-пейсмейкер, то есть без внешнего воздействия будет периодически
генерировать импульсы через промежуток времени TA, определяемый из соотношения:
e−α(TA−TR) =
r − p
r
.
Если p > r, то ОНА будет вести себя как нейрон-детектор. В работе [11] был подробно рассмотрен случай
нейрона-пейсмейкера. В данной работе будет исследовано поведение обобщенного нейронного автомата в
случае нейрона-детектора.
Для проверки работоспособности предложенной модели рассмотрим нейронную сеть, представляю-
щую собой кольцо из N обобщенных нейронных автоматов (с номерами 1, . . . , N). Пусть в такой сети
существуют синаптические связи, ведущие от автомата с номером i к автомату с номером i+1. Вес таких
однонаправленных связей обозначим как qi,i+1 (i = 1, . . . N − 1). Автомат с номером N соединен с первым
автоматом кольца однонаправленной связью с весом qN,1. Первый автомат кольца обладает ведущей к
нему извне связью с весом qN,1. Поскольку для рассматриваемой модели ОНА выполняется неравенство
p > r, то автоматы кольца не способны к самостоятельной генерации импульсов. Величины их мембран-
ных потенциалов, в соответствии с уравнением (??), с течением времени экспоненциально приближаются
к равновесному значению r. Для возникновения в предложенной сети нейронной активности необходимо
однократное воздействие извне. Будем считать, что в момент времени t0 = 0 на первый автомат кольца
поступило такое воздействие по внешей связи. Пусть такое воздействие достаточно сильное, и веса связей
внутри кольца достаточно велики, а именно{
qN,1 > p− r
qi,i+1 > p− r
, (3)
при всех i = 1, . . . N − 1.
При выполнении этих условий в предложенной сети возникает волна нейронной активности. Этот
волновой процесс распространяется по кольцу в направлении возрастания номеров так, что i-й автомат
воздействует на (i+ 1)-й. В свою очередь, автомат с номером N воздействует на первый автомат кольца,
поэтому нет дальнейшей необходимости в воздействии извне. Пусть tki — момент k-го импульса i-го ОНА.
Величины tki упорядочены следующим образом:
t0 < t
1
1 < t
1
2 < . . . < t
1
N < t
2
1 < t
2
2 < . . .
Последовательность прохождения импульсов по кольцу (от 1-го автомата к N -му автомату) будем
называть тактом прохождения волны. Введем обозначения для временных рассогласований ξi, ξ′i между
импульсами i-го и (i − 1)-го автоматов (i = 1, . . . , N) на первом и втором тактах прохождения волны.
Положим
ξi =
{
t11 − t0, если i = 1
t1i − t1i−1, если i 6= 1
,
ξ′i =
{
t21 − t1N , если i = 1
t2i − t2i−1, если i 6= 1
.
Обозначим T ji — промежуток времени между j-м импульсом i-го автомата и (j + 1)-м импульсом
(i− 1)-го автомата, то есть
T ji =
{
tjN − tji , если i = 1
tj+1i−1 − tji , если i > 1
.
Для успешного распространения волны нейронной активности по предложенной сети необходимо, что-
бы каждый ОНА успевал выйти из состояния рефрактерности к тому моменту, когда на него начнет
оказывать воздействие предыдущий ОНА на следующем такте волны, то есть неравенства
T ji > TR (4)
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должны выполняться при всех i = 1, . . . , N ; j ≥ 1.
Пусть выполнено условие (??), а условие (??) выполняется для первого такта волны (то есть T 1i > TR
при всех i = 1, . . . , N). Рассмотрим поведение первого автомата кольца на промежутке времени [t1N < t <
t21]. Решая дифференциальное уравнение (??), получаем, что функция мембранного потенциала первого
автомата u1(t) на данном промежутке имеет вид
u1(t) = r + qN,1 + exp
(−α(t− t1N )) [u1(t1N )− r − qN,1].
Подставляем в это равенство выражение для u1(t1N ), полученное из уравнения (??):
u1(t1N ) = r − r exp
(−α(t1N − ξ1 − TR)) .
Получаем:
u1(t) = r + qN,1 + exp
(−α(t− t1N )) [−r exp (−α(t1N − ξ1 − TR))− qN,1].
Приравниваем u1(t1N + ξ
′
1) = p (момент генерации импульса), с учетом того, что t1N − ξ1 =
N∑
i=2
ξi.
exp
(−α(t1N + ξ′1 − t1N )) [− r exp(−α( N∑
i=2
ξi − TR
))
− qN,1
]
= p− r − qN,1.
Аналогично выписываются уравнения для остальных ОНА кольца. Таким образом, получаем систему
уравнений: 
e−αξ
′
1
[
r exp
(
−α
( N∑
i=2
ξi − TR
))
+ qN,1
]
= r + qN,1 − p
e−αξ
′
k
[
r exp
(
−α
( k−1∑
i=1
ξ′i +
N∑
i=k+1
ξi − TR
))
+ qk−1,k
]
= r + qk−1,k − p
e−αξ
′
N
[
r exp
(
−α
(N−1∑
i=1
ξ′i − TR
))
+ qN−1,N
]
= r + qN−1,N − p
(5)
Важным вопросом при изучении нейронной сети является исследование волн нейронной активности и
доказательство их устойчивости. Покажем, что в предложенной сети существует, по крайней мере, один
такой устойчивый колебательный режим, а именно тот, при котором автоматы циклически генерируют
импульсы в порядке возрастания их номеров.
Выберем положительные числа ξ01 , . . . , ξ0N так, что
N∑
i=1
ξ0i − ξ0k > TR
для всех k = 1, . . . , N .
Распорядимся синаптическими весами так, чтобы отображение (??) имело неподвижную точку
ξ0 = ξ01 , . . . , ξ
0
N . Для этого рассмотрим первое уравнение системы (??) и подставим в него предельные
рассогласования ξ0i :
e−αξ
0
1
[
r exp
(
−α
( N∑
i=2
ξ0i − TR
))
+ qN,1
]
= r + qN,1 − p,
qN,1e
−αξ01 − qN,1 = r − p− re−αξ01 exp
(
−α
( N∑
i=2
ξ0i − TR
))
,
qN,1 =
1
e−αξ01 − 1
[
r − p− r exp
(
−α
( N∑
i=1
ξ0i − TR
))]
. (6)
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Аналогично выражаем через предельные рассогласования синаптические веса q1,2, . . . , qN−1,N из осталь-
ных уравнений системы (??):
qk−1,k =
1
e−αξ0k − 1
[
r − p− r exp
(
−α
( N∑
i=1
ξ0i − TR
))]
, (7)
qN−1,N =
1
e−αξ0N − 1
[
r − p− r exp
(
−α
( N∑
i=1
ξ0i − TR
))]
. (8)
Исследуем вопрос об устойчивости неподвижной точки ξ0. Для этого вновь рассмотрим первое урав-
нение системы (??) в следующем виде:
r exp
(
−α
( N∑
i=2
ξi − TR
))
+ qN,1 = (r + qN,1 − p)eαξ′1 .
Представим рассогласования ξi и ξ′i (i = 1, . . . , N) следующим образом: ξi = ξ0i + ηi и ξ′i = ξ0i + η′i, где
ξ0i — предельные рассогласования, |ηi| << 1, |η′i| << 1.
Получаем
r exp
(
−α
( N∑
i=2
(ξ0i + ηi)− TR
))
+ qN,1 = (r + qN,1 − p)eα(ξ01+η′1) .
Используем разложение Тейлора в точке ξ0 и опускаем слагаемые, содержащие все степени ηi и η′i
выше первой:
exp
(
−α
( N∑
i=2
(ξ0i + ηi)− TR
))
=
(
1− α
N∑
i=2
ηi
)
exp
(
−α
( N∑
i=2
ξ0i − TR
))
,
eα(ξ
0
1+η
′
1) = eαξ
0
1 (1 + αη′1).
Таким образом, получаем
r exp
(
−α
( N∑
i=2
ξ0i − TR
))(
1− α
N∑
i=2
ηi
)
+ qN,1 = (r + qN,1 − p)eαξ01 (1 + αη′1).
Домножим обе части на e−αξ
0
1
r exp
(
−α
( N∑
i=1
ξ0i − TR
))(
1− α
N∑
i=2
ηi
)
+ qN,1e−αξ
0
1 = (r + qN,1 − p)(1 + αη′1). (9)
Из выражения (??), связывающего синаптический вес qN,1 с предельными рассогласованиями ξ0i , по-
лучаем
r exp
(
−α
( N∑
i=1
ξ0i − TR
))
= r − p− qN,1(e−αξ01 − 1). (10)
Подставляем в формулу (??) выражение (??):
[
r − p− qN,1(e−αξ01 − 1)
] (
1− α
N∑
i=2
ηi
)
+ qN,1e−αξ
0
1 = (r + qN,1 − p)(1 + αη′1).
После раскрытия скобок и взаимного уничтожения слагаемых это уравнение приобретает следующий
вид:
A1η
′
1 + η2 + . . .+ ηN = 0, (11)
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где A1 = (r + qN,1 − p)
/(
r + qN,1 − p− qN,1e−αξ01
)
.
Аналогичные преобразования остальныхN−1 уравнений системы (??) с использованием формул (??)—
(??) приводят к уравнениям:
η′1 + . . .+ η
′
k−1 +Akη
′
k + ηk+1 + . . .+ ηN = 0, (12)
где Ak = (r + qk−1,k − p)
/(
r + qk−1,k − p− qk−1,ke−αξ0k
)
; k = 2, . . . , N − 1,
η′1 + . . .+ η
′
N−1 +ANη
′
N = 0, (13)
где AN = (r + qN−1,N − p)
/(
r + qN−1,N − p− qN−1,Ne−αξ0N
)
.
Уравнения (??) – (??), объединенные в систему, задают следующее отображение:
A1η
′
1 + η2 + . . .+ ηN = 0
η′1 + . . .+ η
′
k−1 +Akη
′
k + ηk+1 + . . .+ ηN = 0
η′1 + . . .+ η
′
N−1 +ANη
′
N = 0
. (14)
Матрица данного отображения имеет вид:
A =

A1 1 . . . 1
1 A2 . . . 1
...
...
. . .
...
1 1 . . . AN
 . (15)
Поскольку qk−1,k > 0, то, с учетом условия (??), Ai > 1 при всех i = 1, . . . , N . Поэтому метод Зейде-
ля [13] для положительно определенной матрицы A сходится в данном случае к нулю.
Покажем, что нелинейная часть отображения (??) не нарушит его сходимости к точке ξ0. Запишем
общий вид нелинейного отображения для η,η′:
Aη +Φ(η, η′) = 0,
где A — матрица линейной части, Φ(η, η′) — оператор нелинейного отображения.
Поскольку матрица A линейного отображения (??) симметричная и положительно определенная, то из
теоремы об условиях сходимости метода итерации [13] и леммы Адамара вытекает сходимость нелинейного
отображения Aη +Φ(η, η′) = 0. Тем самым доказана сходимость исходного отображения (??).
Таким образом, синаптическими весами связей между обобщенными нейронными автоматами можно
распорядиться так, чтобы в предложенной сети (кольцо из N ОНА-детекторов) существовал устойчивый
режим нейронной активности.
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The Stable Oscillatory Regime in a Neuron Net Consisting
of Generalized Automatic Neuron-detectors
Konovalov E.V.
A new model of the neuron cell — the generalized automatic neuron (GAN) — is considered. This
model has a universal character. It combines the properties of neuron-oscillator and neuron-detector.
The neuron net is formed on the base of this GAN-detector. One of possible oscillatory regimes is
investigated, and its stability is proved.
