This paper presents a method for selecting proper scale parameters for edge detection. To this aim the image is preliminarily segmented into regions with a homogeneous intensity change model, by using a clustering algorithm based on a dissimilarity measure applied on feature vectors associated to the regions. The used algorithm is a standard clustering method, with a reasonable criterion to establish the number of clusters. Once the image has been properly segmented, in each region the most proper scale parameter is determined and applied for edge detection.
Introduction
In many applications, regions showing different intensity change models exist in the given image. To get a description of such models we can think of applying to each region one smoothing operator of proper scale. Thus, a small-scale parameter operator must be applied on a fine intensity change region, and a large-scale parameter operator must be used to get details of a coarse intensity change region.
In this paper we analyse how to use a classical edge detection technique to allow the application of the detector describing the image in such a way that each homogeneous region will be smoothed at its proper scale, that is using the novel "scale-vector" approach. To represent planar curves, this approach * 'IIris work has been supported by the Spanish Direccion General de Ciencia y Tecnologia (DGCYT) under Grant PB92-0925.
l Corresponding author. Emailz jags@robinson.ugr.es was utilized in (Garcia and Fdez-Valdivia, 1994a,b) ; hence we think of exploring the role of a scale-vector description to intensity images addressing the problem of edge detection as a natural extension of the application of such an approach to 1-D signals.
Edge detection is the identification of the greylevel intensity changes corresponding to underlying physical changes. Most edge detection techniques apply a smoothing process before the extraction of intensity changes. It has been shown that the amount of smoothing can be adjusted by choosing a proper size for the smoothing operator. In our development, assuming no prior knowledge about the scales, we segment the image into a number of regions, and then, we automatically select the proper scale for the smoothing operator in each of them. This process produces a scale-vector description of edges, where each scale-vector component is the scale selected for each region. The approach that we present simplifies the problem of selecting proper scale parameters for an image. No one scale of smoothing is sufficient to accomplish the edge detection on the complete image, but as we proposed, it can be possible to select a smoothing operator of proper size for each region showing the information at one scale.
In this paper we utilize a Gaussian-based edge operator, more precisely, a Laplacian of Gaussian (LoG) operator, but the use of LoG operators with their well-known difficulties, is not essential to the proposed approach. To detect edges, different smoothing techniques can also be used avoiding the problems of Gaussian filtering (shrinkage, etc), for instance a smoothing method, recently proposed in (Oliensis, 1993 ). In the approach described here, a region at one scale will be convolved with the proper finite LoG operator, and the edge points in the region are identified from the zero-crossings image for the region. The scale parameters are critical because they control the behavior of edges, but in many applications there is lack of prior knowledge about such parameters. To solve this problem, we propose an automatic two-stage process to discover the proper scale for each image region isolating a specific intensity change model. In this process, firstly, the intensity image is automatically segmented into a number of regions, each of them showing a homogeneous intensity change model, with the number of such regions being initially unknown. That is accomplished as described in Section 2. Secondly, the edge points of one region are identified from a suitable zero-crossing image for such a region, the suitability of a zero-crossing image being measured by the amount of change between zero-crossing images of the region at successive scales. Such a process is performed as described in Section 3. Experimental results are showed in Section 4, and the conclusions of this paper are presented in Section 5.
Image segmentation
We make the following very realistic assumption: the given image shows several intensity change models arising from distinct physical processes, and each of them can be isolated in one region of the image.
It is a hard issue to select proper scale parameters for each homogeneous region of an image in the absence of a priori information about such a region. The main difficulties are that the number of homogeneous regions, in the segmented image, as well as the intensity change model for each region are unknown, and need to be determined. To obtain such information the segmented image itself is needed. In the proposed approach to solve this problem, firstly, a crude segmentation is obtained, and then the information needed is extracted from this segmentation.
Consider a subwindow W c Z, of size M X M, showing one intensity change model. To obtain the segmented image certain features are extracted from such subwindows and the image is partitioned based on a dissimilarity function between pairs of feature vectors. Each W has to contain enough information for one intensity change model, and this property will determine the size of these homogeneous windows. In order to simplify the following development, the assumption that the interesting regions are not very small in area is made.
The statistical measures to identify the region's intensity change model are based on differences of grey-levels in the 2-D histogram representing the number of occurrences in the region of each difference of grey-level according to a particular vector of displacement.
We assigned 6 = (S,, 8,)' to the displacement vector (with superscript "t" denoting vector transpose, and S,, S,, being integers), D(6) to the difference of grey-levels in a distance S, which is defined as
with W = (WC& j&, j_ I ,..., M, as well as i + S,, j + q, E (1,. . . , M). Also, we assigned H(d,, 6) to the probability that a particular difference d, will occur with the vector of displacement 6. The measures we considered from H were: 77s corresponds to an average of the differences; & A, can be considered measures of contrast, and E, of uniformity. In the clustering process, the given image is initially divided into a number of nonoverlapping windows. On an experimental level, we observe that the partition process is robust for reasonable elections of the vector of displacement 6, as well as the subwindow size in the initial partition. Hence such parameters were chosen empirically as described in Section A dissimilarity measure for these vectors is defined as: A simple clustering is done based on this measure. First the minimum distance between any two windows is found as
Then the nearest pair of groupings Wi., Wj. at one level are to be fused to one at the next hierarchical level.
In general, the proper number of groupingsregions isolating one intensity change model -, noted as N', is unknown, but a suitable value of N * could be obtained with the help of an optimizing criterion for merging windows. To solve such a problem, the between-regions difference plotted against the number of regions at different levels of the hierarchical clustering (see Fig. 1 ) is considered, assuming that the largest growth in this plot indicates the number of regions in the given image.
Let d(t) be the dissimilarity measure at level t of the hierarchical clustering, defined as
where Wi;, Wjt is the nearest pair of groupings at the level t that are to be fused to one at the next level.
The dissimilarity measure, in terms of the minimum of between-regions distances, is used to give an estimation of the number of clusters N l as
The value N * corresponds to the level at which the largest growth of Ad(t)/At occurs, which we assume suggests the presence of natural groupings. This rule to determine the number of regions is objective in the sense that it assumes no threshold, and as a consequence leads to an objective selection of N'. The rule here considered also makes the problem of the partition of the given image into an unknown number of regions well-defined.
To examine the performance of these criteria, the rule to estimate N * has been evaluated for a sample of given images. Fig. 1 shows the plots of d(t) against the level t, corresponding to the hierarchical clustering procedures applied to the grey-level images in Fig. 2. Figs. 1A and 1C show the largest growth of Ad(t)/At below level 3 and two natural regions can thus be claimed by intuition. In Fig. lB , the largest growth of Ad(t)/At below level 5 suggests that there are four natural regions in the image.
Scale-vector edge detection
Most edge detectors apply a smoothing process before the extraction of intensity changes, adjusting the amount of smoothing by choosing the neighborhood size of the smoothing operator. In many applications edges occur at a variety of spatial scales, and in order to detect them, multi-scale edge detection was proposed in (Rosenfeld and Thurston, 1971 ). By applying operators of different neighborhood size to an image, multi-scale analysis gets information at a range of scales. But without knowledge about the desired features, to select proper scales for a complete image is a difficult problem, as well as to combine the information from multiple scales. As described in (Lu and Jain, 1992) , the multi-scale techniques have the fundamental problem that the integration of outputs from operators of different scales generally is not based on any in-depth knowledge of how edges behave at different scales for the detector. Multi-scale methods represent the features at all the discrete scales between a fixed range. This guarantees that each feature will be described at the proper scale. However, there will be little qualitative change between most images at adjacent scales, and so much of the data is redundant, and it is inefficient to have to process all the output images.
Selection of proper scale parameters
The proposed approach is neither a single-scale nor a multi-scale analysis. Instead, once the image has been properly segmented into a number of regions RI,..., R,, the edge curves occurring in a region Ri showing one intensity change model at scale ui, are detected by the zero-crossings of the Laplacian of Gaussian (LOG) at standard deviation vi, with i-l,..., L. The operator size or scale refers to the size of the neighborhood used for polynomial approximation, and it is a crucial parameter for feature extraction. If the scale is too small then there will be many zero-crossings, most of them due to noise. On the other hand, if the operator scale is too large, the actual location of the zero-crossings may be displaced by several pixels, and also some significant edges may get lost. Therefore, a strategy is needed to decide an appropriate size neighborhood to each region R,, assuming the information in Ri at one unknown scale a,.
We will use Gaussian smoothing to obtain a representation of the region Ri at a specific scale. To smooth the region Ri, it is convolved with an orientation-independent second-order differential operator of standard deviation u (Marr and Hildreth, 1980) : or, normalizing to unity
Region Ri is smoothed over a range of octave separated scales, with (T starting at 1 and increasing by a factor of 6. The amount of smoothing required to locate the structure will depend on the region's ,intensity change model.
We will choose a measure of the zero-crossings of R,atascalea as a significance measure describing fundamental features of the region's shape. To find a proper scale for Ri, we choose the scale u maximizing the difference between the number of zero-crossings at CT and the number of the zero-crossings at the next scale 4.
The maximum of such a difference corresponds to significant information having been isolated at its proper scale as a result of removing the finer detail but not performing additional unnecessary smoothing which would only distort the infor- mation of interest without removing it. Gaussian smoothing is guaranteed to only eliminate and not create zero-crossings as the scale increases.
Let a, be the proper scale to Ri, which is defined as the value of Q verifying (11) Thus, once the image Z is partitioned into a number of regions R,, . . . , R,, each of them is described at its proper scale a,, and as a consequence, the image Z is therefore represented at the scale vector ((+r, . . . , aJ. Fig. 3 illustrates the performance of the region extraction. The given images contain positive-contrast regions, which are brighter than the background, as well as negative-contrast regions, which are darker than the background, and both types show different grey-level change models. Figs. 3A and 3D show some original images. They were digitized off the photographic illustrations from (Brodatz, 1966) using a 300 DPI scanner. The images are 256 by 256 pixels in size.
Experimental results
It is a matter of observation in the results obtained (see Figs. 3B, 3C, 3E and 3F) that in general the rule to estimate the value of N* identifies the natural number of regions. But obviously when similar rapid growths exist in the plot, the application of the previous criterion to give an estimation of N *, cannot avoid certain indetermination in the selection of one proper value. Fig. 3 reveals that when the given image is initially divided into a small number of large windows, the clustering process here considered produces groupings which model the basic shape of the regions (see Figs. 3B and 3E) . And also that an initial partition of smaller windows is able to capture the protrusions in the region shape (see Figs. 3C and 3F) . But in both cases, the detected regions have grey-level models that are uniform relative to their own scales; and therefore can serve as the starting point for selecting proper scale parameters that determine the components of the image's scale vector.
Many experiments of the scale-vector edge detection have been carried out on different images, and we present the results of some of them. The edge detection was applied to incoming images consisting of a set of images showing different textures and astronomical images of galaxies, both spiral and elliptical. Some examples of incoming images are shown in Figs. 4A, 4C, 5A , 5B, and 5C. Fig. 4B shows the edge curves selected from Fig.  4A at its scale vector ((or, oz, a,, ad> = (2.0, 2.82, 1.41, 2.0). In the partition process, four regions were obtained (see Figs. 3B and 3C ) that reveal the underlying intensity change models. In all the experiments here considered, the given image Z is initially divided into a number of non-overlapping windows, where the window size was chosen to be 13 X 13. At an experimental level, we observe the partition process is robust to reasonable elections of the window size. In Fig. 4B , the edge curves for each region are described at one proper scale.
Fig . 4D shows the edge curves selected by the zero-crossings from Fig. 4C at its scale vector (fxl, c~J=(1.41, 1.0). The process of image partition produces two regions which are shown in Fig.  3E .
Figs. 5A and 5C show two spiral galaxies. Fig.  5D presents the edge curves from Fig. 5A at its scale vector (Q~, ~~2) = (1.0, 2.0). Fig. 5F shows the edge curves from Fig. 5C at its scale vector ((or, w.J = (2.0, 2.82). The edge curves shown in both Fig. 5D and 5F, exhibit deformations due to the arms on spiral galaxies, and based on the information provided by these curves, galaxy characterization methods may be developed (Garcia et al., 1994) . But such edge curves cannot be extracted by using a singlescale operator. Fig. 5B shows an elliptical galaxy, and Fig. 5E presents its edge curves described at the scale vector (err, a,) = (2.82, 1.0). The edge curves shown in Fig. 5E exhibit a nearly elliptical shape, and as described in (Garcia et al., 19941 , all the information needed to characterize the elliptical galaxy is on the edge curve that surrounds the galaxy region.
Conclusions
In this paper, a new method for selecting proper scale parameters was introduced. It was shown how a classical edge detection technique can be used describing the given image at its scale vector, making only the assumption that such an image shows several intensity change models arising from distinct physical processes, and each of them can be isolated in one region. It was also shown that even though no single scale of smoothing is sufficient to accomplish the edge detection on the complete image, it can be possible to select a smoothing operator of proper size for each region that shows the information at one scale. It was also shown how one scale parameter for each homogeneous region can be selected as the scale maximizing the difference between the number of the region's zero-crossings at successive scales.
