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Abstract
Traditional methods of estimating frequencies of sinusoids from noisy data include peri-
odogram maximization and nonlinear least squares, which lead to ecient estimates with the
rate O(n−3=2). To actually compute these estimates, some iterative search procedures have to be
employed because of the high nonlinearity in the frequency parameters. The presence of many
local extrema requires the search be started with a very good initial guess { the required precision
is typically o(n−1), which is not readily available even from the fast Fourier transform of the
data. To overcome these problems, we consider an alternative approach, the contraction-mapping
(CM) method. Contributions of this paper include: (a) the establishment, for the rst time, of
the crucial connection between the accuracy of the initial guess required for convergence in the
xed-point iteration and the precision of the CM estimator as the xed point of the iteration;
(b) the quantication of the asymptotic relationship between the initial guess and the nal CM
estimator, together with limiting distributions and almost sure convergence of the xed point;
and (c) the construction of a single algorithm adaptable to possibly poor initial values without
requiring separate procedures to provide initial guesses. It is shown that the CM algorithm, en-
dowed with an adaptive regularization parameter, can accommodate possibly poor initial values
of precision O(1) and converge to a nal estimator whose precision is arbitrarily close to the
optimal O(n−3=2). c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Filter; Fixed points; Frequency estimation; Martingale dierence; Nonlinear
regression; Signal processing; Spectral analysis; Time series
1. Introduction
Let fy1; : : : ; yng be a time series of length n obtained from a zero-mean stationary
random process of the form
yt =  cos(!0t + ) + t ; (1.1)
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where > 0 and !0 2 (0; ) are unknown constants,  is a uniformly distributed ran-
dom variable in (−; ], and ftg is a zero-mean stationary ergodic process which is
independent of . In this paper we consider the problem of estimating the unknown
frequency !0 on the basis of the observed data record fy1; : : : ; yng, i.e., we focus on
estimation of single hidden frequency. For generalization of our results to estimation of
more than one hidden frequency (i.e., multiple frequencies in a model of superposition
of a nite number of sinusoids in stationary noise), see the concluding remarks in
Section 6.
The problem of frequency estimation has been an important subject in statistical
signal processing and time series analysis (e.g., Kay, 1988; Priestley, 1981). Traditional
methods of frequency estimation include periodogram maximization (PM) (Walker,
1971) and nonlinear least squares (NLS) (which is maximum likelihood if ftg is
Gaussian) (Hannan, 1971; Rao and Zhao, 1993). Although these methods lead to ef-
cient frequency estimates whose asymptotic standard error is of order O(n−3=2), it is
not a trivial task to actually compute the estimates. Because the problems are highly
nonlinear, iterative search procedures are usually required. However, the presence of
many spurious local extrema in the vicinity of the solutions makes the iteration ex-
tremely sensitive to the starting values { the required precision of the starting values
is typically o(n−1), which is not readily available even from the fast Fourier transform
(FFT) of the data, whose precision for frequency estimation is merely O(n−1) (Rice
and Rosenblatt, 1988). To overcome the diculty, heuristic methods are typically em-
ployed that improve upon the FFT estimates and thus produce the desired initial values
(e.g., Stoica et al., 1989). To fully understand the problem of frequency estimation from
both theoretical and practical viewpoints, the issue of initial values must be taken into
consideration. In the existing literature, although very huge indeed, the initial value
problem has not been adequately addressed. This leaves a great gap between theory
and practice. This paper addresses this issue, among others, by establishing a rigorous,
unied theory and thus lls up the gap on a sound basis.
An alternative approach for frequency estimation is called iterative ltering (IF)
(e.g., Dragosevic and Stankovic, 1989; Kay, 1984; Nehorai, 1985; Stoica and Nehorai,
1988; Tichavsky and Handel, 1995). This approach is favored in many engineering
applications because of its eectiveness and simplicity. In particular, the ltering in
most IF methods can be computed recursively, so, unlike FFT, the resulting frequency
estimators can be easily updated upon the arrival of new observations without having to
reprocess the entire time series (e.g., Li and Kedem, 1998). The contraction mapping
(CM) method proposed by Li and Kedem (1993a) is based on the IF approach. The
CM method alternates the following steps: (a) pass the observed time series through
a parametric lter whose parameter is determined by the previous frequency estimate;
(b) compute the lag-one autocorrelation coecient of the output time series to obtain
an improved frequency estimate. As such, the CM method can be unied under the
general concept of parametric ltering (PF) which advocates the combination of linear
parametric lters with simple output summary statistics for time series analysis (Kedem,
1994; Li, 1996,1997).
The parametric lter employed by Li and Kedem (1993a) is a second-order auto-
regressive (AR) lter endowed with an extra regularization parameter 2 (0; 1) that
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Fig. 1. Trajectory of the CM iterations with dierent initial values. The solid lines represent the CM frequency
estimates f^
(m)
n := !^
(m)
n =(2) plotted as functions of the iteration number m, the dashed line indicates the true
frequency f0 :=!0=(2), and the dotted lines stand for the Fourier frequencies separated by n−1. (a) With
a small  = 0:75, the algorithm is less sensitive to initial values for convergence, but the nal frequency
estimates are less accurate. (b) With a large  = 0:98, the algorithm is more sensitive to initial values for
convergence to the desired solution, but if converges the frequency estimates are more accurate. In this
example, n = 128; f0 = 20:5 n−1 = 0:1601562, and  = 0:2. The noise ftg is white Gaussian with the
signal-to-noise ratio equal to −3 dB.
stabilizes the lter by restricting its poles (the conjugate pair of roots of the second-
degree AR polynomial) outside the unit circle of the complex plane. An important
benet of the regularization parameter is the relaxation of the requirements on initial
values. Indeed, it can be shown that with a suitable choice of  the CM method allows
poor initial values of precision O(1) and still manages to converge to the desired
solution.
Numerical experiments show that the accuracy of the CM estimator depends not
only on n but also on  { the closer is  to unity the more accurate is the resulting
frequency estimate. However, as  becomes near unity, more accurate initial values are
needed for the CM iterations to converge. Fig. 1 presents a simulated example that
demonstrates this phenomenon. Therefore, to successfully implement the CM method in
practice, one should start with a small  to accommodate possibly poor initial values
and then gradually increase  toward unity as improved frequency estimates from
previous iterations become accurate enough to initiate the iteration with the increased
. In so doing, the CM method can start with poor initial values of precision O(1) and
produce, after the iterations, highly accurate frequency estimates whose precision can
be arbitrarily close to O(n−3=2). This idea is illustrated by the example in Fig. 2.
Simulation also shows that when  becomes too close to unity relative to the sample
size n, the asymptotic results of Li and Kedem (1993a), Li et al. (1994) are no longer
valid because they are derived under the scenario (assumptions) that  is constant while
n approaches innity. A more appropriate analysis requires  to be adaptive to the sam-
ple size n and approach unity at a certain rate as n tends to innity. Along these lines,
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Fig. 2. Similar to Fig. 1, except that  is increased from 0.75 to 0.84 after 13 iterations and then to 0.98
after 3 more iterations. Unlike Fig. 1(b), all initial values lead to the desired solution, and unlike Fig. 1(a),
the nal frequency estimates are very accurate.
we provide, in this paper, a rigorous theoretical analysis that vindicates the empirical
ndings discussed before and extends the asymptotic studies of Li and Kedem (1993a)
and Li et al. (1994). One of the important contributions of this analysis is the ana-
lytical formulas that provide rened quantitative relationships between the requirement
of initial values for the CM algorithm to converge and the asymptotic standard error
of the resulting frequency estimates, all in terms of the closeness of  to unity which
now is a function of n instead of a constant. These theoretical results provide a useful
guide for the selection of  in practice as demonstrated by the simulation examples in
Section 4.
Given that O(n−1=2) is the accuracy in most parametric estimation problems and
seems quite satisfactory, one cannot help but wonder why frequency estimation requires
an accuracy which is not only better than O(n−1=2) but O(n−1). This question can
be answered by considering the problem of frequency detection, i.e., that of deciding
whether or not a sinusoid of unknown frequency is present in the data. Typical methods
of frequency detection rely upon an accurate assessment of the sinusoid’s amplitude,
by linear regression, for example, once the frequency becomes available. However, the
amplitude cannot be estimated consistently unless the frequency is estimated with a
precision of o(n−1) or better (e.g., Rice and Rosenblatt, 1988). Otherwise one would
face an error-in-variable problem when estimating the amplitude on the basis of the
inaccurate estimated sinusoid (i.e., the explanatory variable measured with error in
the terminology of linear regression) in which the resulting error (i.e., error in the
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Fig. 3. Error-in-variable problem in frequency detection. (a) An estimated sinusoid (dotted line) whose
frequency diers from the true value by n−1; (b) An estimated sinusoid whose frequency diers from the
true value by n−3=2. Solid lines in the rst row represent the sinusoids with the exact frequency. The resulting
errors (i.e., errors in the explanatory variable) are shown in the second row. In both cases n = 128.
explanatory variable) can be as large as O(1), so the amplitude estimator is inconsistent.
Fig. 3 illustrates this point.
The rest of the paper is organized as follows. Section 2 describes the CM method
and summarizes the results of Li and Kedem (1993a) and Li et al. (1994). Section 3
presents the main results of the paper concerning (a) the requirement of initial values
that ensure the convergence of the CM iterations, (b) the asymptotic distributions of the
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CM estimators under dierent assumptions about  and (c) the construction of a single
unied algorithm that can accommodate possibly poor initial values of precision O(1)
and converge to a nal estimator whose precision is arbitrarily close to the optimal
rate O(n−3=2). Section 4 provides the results from some simulation experiments which
intend to validate the asymptotic analysis. The theorems are proved in Section 5 based
on some preliminary results whose proofs are not given in this paper since they are
extremely lengthy and technical. For detailed proofs of these propositions and technical
lemmas, see the technical report of Song and Li (1997). Section 6 ends with some
concluding remarks.
2. The CM frequency estimator
For any 2 (0; 1) and  := cos!2A := (−2(1 + 2)−1; 2(1 + 2)−1), let fyt()g
be obtained recursively from the observed time series fy1; : : : ; yng according to
yt() + 2()yt−1() + 2yt−2() = yt (t = 1; : : : ; n); (2.2)
with y−1() = y0() := 0. In other words, with fytg as the input, the series fyt()g is
the output from the second-order autoregressive (AR) lter L(B; )=(1+2()B+
2B2)−1, where B represents the backward-shift operator such that Byt =yt−1. In the
following, the parameter () is always taken to be (Li and Kedem, 1993a)
() := − 1 + 
2
2
 := − cos : (2.3)
Note that the variable 2 (0; ) always exists and is uniquely determined by  and 
from (2.3) for any 2 (0; 1) and 2A.
Let the lag-one autocorrelation coecient of the ltered process fyt()g be estimated
by the least-squares estimator
n() =
Pn
t=1 yt−1()fyt() + 2yt−2()g
(1 + 2)
Pn
t=1 y
2
t−1()
; (2.4)
which minimizes the weighted sum of forward and backward prediction error sums of
squares
e2n() :=
nX
t=1
fyt()− yt−1()g2 + 2
nX
t=1
fyt−2()− yt−1()g2:
The contraction mapping (CM) method proposed by Li and Kedem (1993a) estimates
the frequency !0 in (1.1) using the following iterative procedure:
^(m)n := n(^
(m−1)
n ) (m= 1; 2; : : :): (2.5)
Suppose that with a suitable initial guess ^(0)n the CM iteration (2.5) converges to
^n, i.e., ^
(m)
n ! ^n as m ! 1. Then, a frequency estimator is obtained from the
transformation
!^n := arccos(^n): (2.6)
Clearly, one can regard ^n as an estimator of the parameter 0 := cos!0, and regard
!^(m)n := arccos(^
(m)
n ) as intermediate frequency estimates.
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Some convergence properties of the CM algorithm (2.5) and asymptotic properties
of the CM frequency estimator (2.6) were investigated by Li and Kedem (1993a) and
Li et al. (1994) under the assumption that  is a constant and is independent of the
sample size n. It was shown that for suciently large n the sequence f^(m)n g converges
to some ^n almost surely as m!1 if the iteration is initiated by any initial value ^(0)n
such that j^(0)n −0j6c for some constant c> 0. It was also shown that the resulting CM
frequency estimator !^n converges to !0 almost surely as n!1 and is asymptotically
normal with the standard error ((1− 2)=(1+ 2))3=2−1n−1=2, where  := 122=2 is the
signal-to-noise ratio of fytg and 2 is the variance of ftg.
This expression of standard error suggests that improved accuracy can be achieved
by making  close to unity. However, simulation shows that when  is too close to
unity relative to the sample size, the foregoing standard error expression is no longer
accurate (Li et al., 1994). Furthermore, when  is too close to unity relative to the
sample size, the initial precision of O(1) becomes insucient to ensure convergence.
One of the main objectives of this paper is to study the convergence and asymptotic
properties of the CM method with variable regularization parameter  adaptive to the
sample size.
3. Main results
For any 2 (0; 1), one can always write
= 1− ; 2 (0; 1): (3.1)
In the following, unless stated otherwise, we always assume that , and hence , are
functions of the sample size n such that  ! 1, or equivalently,  = 1 −  ! 0, as
n ! 1. For technical reasons, we also assume that ftg is a martingale dierence
sequence with respect to a ltration fFtg such that Ef2t jFt−1g=2 almost surely and
Ef4t g<1.
Theorem 1. Let An := f: j− 0j6(1− )gA be a neighborhood of 0; where
> 0 and 2 (1; 32 ) are constants; and 2 (0; 1) is a function of n such that nn=O(1)
and (1 − )3−2 log n ! 0 as n ! 1. Then; for suciently large n; the mapping
 7! n() has a unique xed point ^n in An almost surely; such that n(^n) = ^n.
Furthermore; for any ^(0)n 2An; the sequence f^(m)n g dened by (2:5) converges to ^n
almost surely as m!1; provided n is suciently large.
It is easy to see that nn = n(1 − )n = O(1) implies n ! 1 because (1 − )n =
(1 − n=n)n  e−n. Therefore, to satisfy nn = O(1), it is required that the rate at
which  tends to zero be lower than that of n−1. On the other hand, the condition
that 3−2 log n! 0 is equivalent to the requirement that the convergence rate of  be
greater than that of (log n)−1=(3−2), which automatically rules out the case of constant
. For any 2 (0; 1), the choice of =O(n−) satises all the conditions in Theorem 1.
Depending on how quickly  tends to zero, dierent rates of weak convergence to
normality can be established for the CM frequency estimator !^n. Two useful cases are
considered in the following.
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Theorem 2. Assume that the conditions in Theorem 1 are satised so that the CM
algorithm dened by (2:5) converges to the xed point ^n 2An. Let !^n be the result-
ing frequency estimator obtained from (2:6). If  is chosen such that (1− )2n!1
and (1− )5n! 0 as n!1; then (1− )−3=2n1=2(!^n−!0) D!N(0; −2) as n!1.
The requirements in Theorem 2 can be satised by the choice of 1− =O(n−) for
any 2 ( 15 ; 12 ). The required initial precision for the CM algorithm to converge can then
be expressed as O(n−) which can be made arbitrarily close to O(n−1=5) by choosing
 close to 15 and  close to unity. Therefore any crude estimator with an initial guess
^(0)n of accuracy less than O(n
−1=5) is accurate enough to initiate the CM algorithm and
the algorithm is guaranteed to converge to the desired estimator with the asymptotic
error rate (i.e., asymptotic standard error of !^n which takes the form OP(n−(1+3)=2))
at most OP(n−4=5).
Theorem 3. Under the conditions in Theorem 1; if  is chosen such that (1−)2n! 0
as n!1; then (1− )−1=2n(!^n − !0) D!N(0; −1) as n!1.
The conditions in Theorem 3 can be satised by the choice of 1 −  = O(n−) for
any 2 ( 12 ; 1). With this choice, the resulting asymptotic standard error of !^n can be
expressed as OP(n−1−=2) and the required initial precision can be expressed as O(n−).
Clearly, as  takes values near unity, the error rate can be made arbitrarily close to
OP(n−3=2) { the optimal error rate achieved by the PM and NLS methods.
The above theorems suggest a practical and computationally ecient procedure: start
the CM algorithm with a constant , use the resulting estimate to initiate the CM
algorithm of Theorem 2, and the results, in turn, are suciently accurate to initiate the
CM algorithm of Theorem 3. Thus, we have just outlined a single algorithm consisting
of initial, intermediate, and nal steps. In this way, our CM-based iterative procedure
overcomes the computational diculties associated with PM and NLS methods and
is guaranteed to converge by the theoretical analysis summarized before. In terms of
computational complexity, our procedure is also ecient in that it requires m=O(log n)
iterations in the initial step to improve the frequency estimation from an initial accu-
racy of O(1) to an accuracy good enough to serve as initializer for the intermediate
step and it takes O(1) iterations in the intermediate and nal steps. Since each iter-
ation involves O(n) multiplications to compute the estimator, the total computational
complexity equals O(n log n), which is what FFT requires. But unlike the FFT method,
the CM estimator has a nearly optimal accuracy of O(n−3=2) instead of a suboptimal
accuracy of O(n−1) produced by the FFT method. In addition to the computational
eciency, in view of its recursive ltering scheme, this procedure can be implemented
on line and easily updated when new observations come in unlike block estimation
procedures such as Fourier-transform-based approaches.
Truong-Van (1990) and Quinn and Fernandes (1991) discussed some iterative pro-
cedures of frequency estimation which attain the optimal error rate of O(n−3=2). These
algorithms, similarly to the PM and NLS methods, require initial values of precision
o(n−1). The algorithm discussed by Quinn and Fernandes (1991) can be viewed as a
limiting case of the CM method with =1 [i.e., AR(2) lter without the regularization
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Table 1
Simulated and Theoretical Standard Errors ( = 0;  = 1)
 n = 50 n = 100 n = 300 n = 500 n = 700 n = 900
1 1.698E-02 1.009E-02 5.701E-03 4.448E-03 3.864E-03 3.136E-03
LKY 1.387E-02 9.807E-03 5.662E-03 4.386E-03 3.707E-03 3.269E-03
2 6.100E-03 2.550E-03 8.063E-04 4.975E-04 3.598E-04 2.667E-04
Thm2 3.871E-03 2.004E-03 7.056E-04 4.343E-04 3.155E-04 2.485E-04
3 2.184E-03 7.007E-04 1.331E-04 6.632E-05 4.243E-05 2.899E-05
Thm3 9.844E-04 3.998E-04 9.584E-05 4.934E-05 3.186E-05 2.298E-05
4 1.815E-03 5.647E-04 1.112E-04 5.040E-05 2.965E-05 1.939E-05
Thm3 5.474E-04 2.004E-04 4.074E-05 1.942E-05 1.192E-05 8.283E-06
NLS 1.559E-03 5.513E-04 1.061E-04 4.931E-05 2.977E-05 2.041E-05
Fig. 4. Plot of 1=MSE (in decibels) as a function of  and n. Solid lines stand for theoretical results
obtained from (bottom up) LKY (=1), Thm2 (=2), and Thm3 (=3). Dashed line is the asymptotic
Cramer{Rao lower bound (PM=NLS). Squares are simulation results based on 200 independent trials.
parameter]. As we have seen before, one of primary benets of the CM algorithm lies
in the exible choice of .
4. Numerical experiments
To conrm the theoretical ndings in the previous section, we conducted some sim-
ulation experiments. The simulation results are presented in Table 1 and Fig. 4.
In these experiments, the noise ftg is white Gaussian, the amplitude  of the si-
nusoid equals unity, the phase  equals zero, and the variance 2 of the noise is
chosen for each realization to attain the desired signal-to-noise ratio of =1. The true
frequency is f0 :=!0=(2) = 0:21. Presented in Table 1 are the root mean-squared er-
rors (RMSEs) of the CM frequency estimator f^n := !^n=(2) based on 200 independent
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realizations of fytg in which the phase is held xed. For each sample size n, four
values of  are used, namely 1 =0:4; 2 =1−n−0:3; 3 =1−n−0:6, and 4 =1−n−0:9.
For each value of  and each sample size n, the theoretical (asymptotic) standard
error is also given in Table 1 immediately below the corresponding RMSE from the
simulation. Note that the rst value of  is a constant and away from unity. There-
fore, the theoretical standard errors (labeled LKY) are obtained from the results of
Li et al. (1994). The second and third values of  depend on n with the choice of
 satisfying the conditions of Theorems 2 and 3, respectively, so that the theoretical
standard errors can be obtained from these results. Similar remarks apply to the fourth
value of . In the last row of Table 1 are given the theoretical standard errors of
the PM and NLS (or maximum likelihood) estimators whose asymptotic distribution
coincides with the asymptotic distribution of the CM estimator with  = 1, namely
n3=2(!^n − !0) D!N(0; 12−1) (Quinn and Fernandes, 1991).
Note that the same initial value !^(0)n = 0:05  2 is used in the simulation for all
sample sizes, hence the initial precision is O(1). Starting with this initial value and with
=1, the CM algorithm employs the increasing values of  sequentially. As the value
of  increases, the previous frequency estimates are used to initiate the CM algorithm
with the next value of . The convergence of this procedure is ensured theoretically by
Theorem 1{3 and the results of Li and Kedem (1993a) and Li et al. (1994), and is also
conrmed by the simulation. Furthermore, the RMSE of the nal frequency estimates
with  = 4 closely approximates the theoretical standard error of the PM and NLS
estimators, namely 12−1n−3=2 = O(n−3=2), which is also the asymptotic Cramer{Rao
lower bound (CRLB) for frequency estimation.
Although the analytical analysis is carried out for single sinusoid, the CM algorithm
can be applied to multiple sinusoids in colored noise under suitable conditions (Li and
Kedem, 1994). Fig. 5 shows a simulated example to demonstrate this application. In
this example, the time series contains two superimposed sinusoids whose frequencies
are well separated with respect to the frequency resolution n−1 where n = 128. The
additive noise ftg is the superposition of two independent random processes: a white
noise process and an AR(2) process of the form t + a1t−1 + a2t−2 = t , where t 
WN(0; 2); a1 =−0:5; a2 =0:6. The noise variances are adjusted for the given realiza-
tion of ftg so that the SNR is equal to −8:94 dB for the sinusoid with frequency f1=
19:5n−1 and −7:00 dB for the sinusoid with frequency f2 =42:5n−1. The periodogram
in Fig. 5(a) shows that the rst frequency cannot be distinguished from the spurious
peaks of the colored noise. It also shows that the peak locations of the periodogram do
not necessarily provide accurate frequency estimates. The CM algorithm, as shown in
Fig. 5(b), successfully converges to one of the signal frequencies, depending on the ini-
tial value. The nal frequency estimates are as accurate as in the case of single sinusoid.
5. Proof of the theorems
According to (2.2) and (2.3), one can write
yt() + 2yt−2() = yt + (1 + 2)yt−1():
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Fig. 5. (a) A time series and its periodogram which consists of two sinusoids in colored noise. Noise
spectrum is superimposed on the periodgram, with vertical dotted lines indicating the signal frequencies.
(b) Frequency estimates obtained from the CM algorithm with dierent initial values.
Therefore, n() in (2.4) can be expressed as
n() = + (1 + 2)−1sin 
Un()
Vn()
; (5.1)
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where
Vn() := sin
2 
nX
t=1
y2t−1(); (5.2)
Un() := sin 
nX
t=1
ytyt−1(): (5.3)
In these expressions  is determined by  according to (2.3). In order to investigate
the properties of the random mapping  7! n() in the neighborhood of 0, it is
necessary to understand the behavior of Vn() and Un() in a neighborhood of 0,
where 0 2 (0; ) is determined by
cos 0 =
1 + 2
2
0: (5.4)
This is the main focus of the following section.
5.1. Preliminary results
Let n be the set of 2 (0; ) determined by (2.3) with 2AnA. Since  ! 1
and hence A ! (−1; 1) as n ! 1, it follows that 0 becomes an interior point of
A for large n. Further, since the size of An decreases with the increase of n, the
interval An, being a shrinking neighborhood of 0, can be contained, for large n, in a
closed subinterval of A which is independent of n. As a result, the interval n, with
suciently large n, can be contained by a closed subinterval of (0; ), say (0; ),
which are independent of n. This implies that any 2n can be uniformly bounded
away from 0 and  for large n.
The following propositions and corollaries describe some asymptotic characteristics
of Vn() and Un() as functions of 2n. The proofs of all these results are given in
Song and Li (1997).
Proposition 1. Let Vn() be dened by (5:2) with 2n and 2An. Assume that
=1− ! 0 as n!1; but nn= n(1− )n=O(1). Then for 2 (1; 32 ); one obtains
Vn() = 18
2−2−2n+ O(−3) + O(−3=2n
p
log n) + O(−1n log n)
+ (− 0)fO(−4n) + O(−3) + O(−5=2n
p
log n) + O(−2n log n)g;
(5.5)
almost surely and uniformly in 2n for suciently large n; and
Vn()− Vn(0)
= (− 0)fO(−4n) + O(−3) + O(−5=2n
p
log n) + O(−2n log n)g (5.6)
almost surely and uniformly in , 0 2n.
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Proposition 2. Let Un() be dened by (5:3). If the conditions in Proposition 1 are
satised; then one obtains
Un() =O(−1=2n
p
log n) + O(−1
p
n log n) + O(−3=2
p
log n)
+ (− 0)f 142−2n+ O(−3) + O(−3=2n
p
log n)
+O(−3n) + O(−2
p
n log n) + O(−5=2
p
log n)g; (5.7)
almost surely and uniformly in 2n for suciently large n; and
Un()− Un(0) = (− 0)f 142−2n+ O(−3) + O(−3=2n
p
log n)
+O(−3n) + O(−2
p
n log n) + O(−5=2
p
log n)g; (5.8)
almost surely and uniformly in ; 0 2n.
As a corollary to Proposition 1, we have the following results that are instrumental
to the proof of Theorem 1.
Corollary 1. Let the conditions in Proposition 1 be satised. Assume further that
3−2 log n! 0. Then; it follows that
Vn() = 18
2−2−2nf1 + O(−1n−1) + O(1=2
p
log n) + O(2−2)g;
Vn(0) = 18
2−2−2nf1 + O(−1n−1) + O(1=2
p
log n)g;
Vn()Vn(0) = 164
4−4−4n2f1 + O(−1n−1) + O(1=2
p
log n) + O(2−2)g;
Vn()− Vn(0) = (− 0)O(−4n);
almost surely and uniformly in ; 0 2n for suciently large n.
For the proof of Theorem 1, we also need the following corollary concerning Un()
that directly results from Proposition 2.
Corollary 2. Assume that the conditions in Corollary 1 are satised. Then; it follows
that
Un() = O(−2n);
Un(0) = O(−1=2n
p
log n);
Un()− Un(0) = (− 0) 142−2nf1 + O(−1n−1) + O(1=2
p
log n) + O(−1)g;
almost surely and uniformly in ; 0 2n for large n.
We also need the following results to establish the asymptotic distribution of the
CM frequency estimator !^n.
Proposition 3. Under the conditions of Proposition 1; it follows that
Un(0) =Wn;1 +Wn;2 + OP(2n) + OP(n1=2) + OP(−1);
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where Wn;1 and Wn;2 are dened by
Wn;1 :=
1
2
g(0)
nX
t=1
t(n−t − t−1) sin(t!0 + ); (5.9)
Wn;2 :=
nX
t=1
t−1X
j=0
j−1 sin(j0)tt−j (5.10)
with g() := (1− 2 cos + 2)−1 and 0 := 0 − !0.
Proposition 4. Let Wn;1 be dened by (5:9). If the conditions of Proposition 3 are
satised; then 3=2Wn;1
D!N(0; 1822 ) as n!1.
Proposition 5. Let Wn;2 be dened by (5:10). If the conditions of Proposition 3 are
satised; then 1=2n−1=2Wn;2
D!N(0; 144 ) as n!1.
5.2. Proof of Theorem 1
Equipped with Corollaries 1 and 2, we now turn to the proof of Theorem 1. The
objective is to show that  7! n() is a contractive mapping in An. This requires
two inequalities [e.g., Stoer and Bulirsch, 1980, p. 251, Theorem 5:2:3]:
(a) There exists a constant c2 (0; 1) such that
jn()− n(0)j6c j− 0j (5.11)
uniformly for all , 0 2An.
(b) With the same constant c, it holds that
jn(0)− 0j6(1− c) (1− ): (5.12)
Of course, these inequalities need to hold almost surely for suciently large n.
5.2.1. Proof of Inequality (5.11)
From (5.1) we obtain
n()− n(0) = − 0 + Rn; (5.13)
where
Rn := (1 + 2)−1
J1 + J2 + J3
Vn()Vn(0)
with
J1 := (Vn(0)− Vn())Un() sin 0;
J2 := (Un()− Un(0))Vn() sin 0;
J3 := (sin − sin 0)Un()Vn(0):
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According to Corollaries 1 and 2, we can write
J1 = (− 0)O(2−6n2);
J2 = (− 0)sin 0 1324−2−4n2f1 + O(−1n−1) + O(1=2
p
log n) + O(−1)g;
J3 = (− 0)O(−4n2)f1 + O(−1n−1) + O(1=2
p
log n) + O(2−2)g:
To obtain the third expression, we also use the fact that sin − sin 0= (− 0)cos 00,
where 00 lies between  and 0. Because n is contained in a closed subinterval of
(0; ), it follows that sin 0 can be bounded away from zero uniformly for all 0 2n.
Therefore, we can write
J1 + J2 + J3 = (− 0)sin 0 1324−2−4n2f1 + O(−1n−1)
+O(1=2
p
log n) + O(−1)g:
This result, combined with the expression for Vn()Vn(0) in Corollary 1, leads to
Rn = (− 0)sin 022(1 + 2)−1f1 + O(−1n−1) + O(1=2
p
log n) + O(−1)g:
Note that Lemma 9(b) of Song and Li (1997) provides an expression for  − 0 in
terms of − 0. Using this expression with the fact that − 0 = O(), we can write
Rn =−(− 0)f1 + O(−1n−1) + O(1=2
p
log n) + O(−1)g:
Substituting this result in (5.13) yields
n()− n(0) = Cn(− 0); (5.14)
where
Cn := + O(−1n−1) + O(1=2
p
log n) + O(−1): (5.15)
The proof is complete upon noting that Cn ! 0 almost surely and uniformly in ,
0 2An.
5.2.2. Proof of Inequality (5.12)
Using (5.1) we can write
n(0)− 0 = (1 + 2)−1 sin 0Un(0)Vn(0) ;
where 0 is dened by (5.4). According to Corollaries 1 and 2, we obtain
Un(0)
Vn(0)
=
O(3=2
p
log n)
1 + O(−1n−1) + O(1=2
p
log n)
= O(3=2
p
log n):
Because 3=2−
p
log n! 0, it follows that O(3=2plog n) = o(). This implies that
n(0)− 0 = o()
almost surely for large n. The proof is thus complete.
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5.3. Proof of Theorem 2
Let ^n be the xed point of n() in An. Then, according to (5.14), we can write
^n − 0 = n(^n)− n(0) + n(0)− 0
=Cn(^n − 0) + n(0)− 0:
This implies that
^n − 0 = (1− Cn)−1fn(0)− 0g:
Using (5.1), we obtain
^n − 0 = (1 + 2)−1(1− Cn)−1sin 0Un(0)Vn(0) :
Note that Corollary 1 ensures that
2n−1Vn(0)! 182
almost surely as n ! 1. Note also that Cn ! 0 almost surely and sin 0 ! sin!0.
Therefore, by Slutsky’s theorem,
−3=2n1=2 (^n − 0)  4−2 sin!01=2n−1=2Un(0) (5.16)
asymptotically, so that it suces to consider the distribution of 1=2n−1=2Un(0).
Note that Wn;1 = Op(−3=2) by Proposition 4. Therefore, under the assumption that
2n!1 and 5n! 0, one can show from Proposition 3 that 1=2n−1=2Un(0) has the
same asymptotic distribution as 1=2n−1=2Wn;2. This result, combined with Proposition 5,
leads to
−3=2n1=2(^n − 0) D!N(0; −2 sin2!0):
The proof is complete upon noting that, by the delta method, −3=2n1=2(!^n − !0) has
the same asymptotic distribution as −3=2n1=2(^n − 0) (sin!0)−1.
5.4. Proof of Theorem 3
Using a similar argument as in the proof of Theorem 2, we can show that
−1=2n (^n − 0)  4−2 sin!0 3=2Un(0) (5.17)
asymptotically, so that it suces to consider the distribution of 3=2Un(0).
To that end, we use the expression of Un(0) given by Proposition 3 together with
the asymptotic normality of Wn;1 ensured by Proposition 4. According to these results
and the assumption that 2n ! 0, it is easy to see that 3=2Un(0) has the same
asymptotic distribution as 3=2Wn;1 so that 3=2Un(0)
D!N(0; 1822 ). Combining this
result with (5.17) yields
−1=2n (^n − 0) D!N(0; −1 sin2!0):
Again, an application of the delta method nishes the proof.
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6. Concluding remarks
In this paper we have considered the contraction-mapping (CM) method with vari-
able regularization parameter for ecient frequency estimation, and provided a simple
algorithm to overcome diculties associated with PM and NLS methods. The CM
algorithm is based on an iterative ltering idea in which the estimated rst-order auto-
correlation of the ltered process contracts to a xed point that denes the frequency
estimator. We have established, for the rst time, the crucial connection between the
accuracy of the initial guess required for convergence in the xed point iteration and
the precision of the CM estimator as the xed point of the iteration; we have quanti-
ed the asymptotic relationship between the initial guess and the nal CM estimator,
together with the limiting distributions and almost sure convergence of the xed point;
and we have constructed a single unied algorithm adaptable to possibly poor initial
values without requiring separate procedures such as FFT to provide initial values. It is
shown that the CM algorithm, endowed with an adaptive regularization parameter, can
accommodate possibly poor initial values of precision O(1) and converge to a nal
estimator whose precision is arbitrarily close to the optimal O(n−3=2). Although the
presentation is focused on the single-frequency case, the CM method can be general-
ized to the multiple frequency case in two dierent ways: (a) If the frequencies are
well separated, the single-frequency CM algorithm can be applied directly. Depending
on the initial value, the CM algorithm will converge to one of the frequencies. (b) If
the frequencies are closely spaced, it is more appropriate to employ the multivariate
extension of the CM algorithm discussed in Li and Kedem (1993b, 1994). Analytical
investigation of the initial and nal accuracies of the multivariate CM algorithm is an
ongoing research.
Except for Theorem 2 and Proposition 5, all the results in this paper hold under the
assumption that
t =
1X
j=0
 jzt−j; (6.18)
where f jg is absolutely summable with  0=1 and fztg is a stationary and ergodic mar-
tingale dierence sequence with respect to Ft=(fs: s6tg) such that Efz2t jFt−1g=2
almost surely and Efz4t g<1. For discussion on these conditions, see An et al. (1983)
and Quinn and Fernandes (1991). Under these more general assumptions, to obtain lim-
iting distribution results similar to Theorem 2 requires us to look at partial sum process
of the form
Pn
t=1 t
Pt
j=1 wj(n; ) t−j where wj(n; ) are possibly random weights. To
the best of the authors’ knowledge, the existing martingale theory cannot be applied
directly to such processes to obtain a limiting distribution (Chan and Wei, 1988). This
is an interesting open problem for future research.
In the special case of white Gaussian noise, it deserves to discuss an interesting class
of so-called signal=noise subspace methods of frequency estimation such as MUSIC,
ESPRIT and MODE (e.g., Stoica and Nehorai, 1989; Stoica and Soderstrom, 1991; Roy
and Kailath, 1989; Stoica and Sharman, 1990). These promising frequency estimators
are based on the eigendecomposition methods of the sample covariance matrix and
they all involve a design parameter m which is directly related to the dimension of
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the sample covariance matrix. This parameter m, if allowed to vary with the sample
size n, can be viewed as playing a similar role as our variable regularization parameter
. For xed m, the best convergence rate is known to be n−1=2, which implies that
the estimates are statistically inecient as compared to the optimal rate n−3=2. Many
empirical studies and theoretical analyses suggest that the accuracy of these methods
can be improved considerably by a suitable choice of m for the given sample size
(e.g., Stoica and Nehorai, 1989). This raises the interesting question as to whether it
would be possible for these methods to achieve the optimal rate n−3=2 by varying m.
No theoretical results have been reported that answer this question. In addition, many
other important issues remain to be investigated in order to compare these methods with
the CM procedure on an equal footing. These issues include, for example, (a) how to
handle the computational complexity associated with nding the eigenvalues=vectors of
the sample covariance matrix of huge dimension (the computational cost is proportional
to m3)? (b) how to quantify the relationship between the accuracy of the initial guesses
and the precision of the nal frequency estimates when iterations are involved?
Finally as we mentioned in the introduction, there are many other related meth-
ods in the engineering literature that are based on the idea of iterative ltering. An
advantage of iterative ltering, as compared with eigen-decomposition based methods
such as MUSIC, ESPRIT and MODE, is that it can be easily implemented to track
time-varying frequencies. The adaptive notch ltering (ANF) algorithms considered by
Nehorai (1985) and Tichavsky and Handel (1995) are such examples. As pointed out
by Li and Kedem (1994, 1998), the ARMA parametrization in these ANF algorithms
produces inconsistent frequency estimates when the bandwidth parameter is xed. The
CM method discussed in this paper overcomes the inconsistency problem with an ap-
propriately parametrized lter. More general discussion on this issue can be found in
Li and Kedem (1993a, 1994, 1998). As far as analytical theory is concerned, it is
unknown whether or not the ANF algorithms would have similar convergence and ef-
ciency properties as the CM algorithm if the ANF bandwidth parameter is allowed to
vary with the sample size, although it is so suggested by simulation results. A conjecture
is that the ANF algorithms, when implemented without the forgetting mechanism, be
asymptotically equivalent to the CM algorithm for estimating constant frequencies if the
ANF bandwidth parameter tends to unity suciently rapidly as the sample size grows.
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