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a b s t r a c t
This paper considers the problem of finding a zero of the sum of a single-valued Lipschitz
continuous mapping A and a maximal monotone mapping B in a closed convex set C .
We first give some projection-type methods and extend a modified projection method
proposed by Solodov and Tseng for the special case of B = NC to this problem, then we
give a refinement of Tseng’s method that replaces PC by PCk . Finally, convergence of these
methods is established.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the problem of finding
x ∈ C, s.t. 0 ∈ T (x) (1.1)
where C is a nonempty closed convex subset of a real Hilbert spaceH , and T : H → H is a monotone set-valued mapping
(see page 136, [1]). We focus on the case that T = A+ B, where A is a single-valued Lipschitz continuous mapping and B is
maximal monotone (see e.g. Definition 12.3.2, [2]).
This problem is actually a constrained monotone inclusion problem, which is different from the well-known problem of
finding x ∈ H such that 0 ∈ T (x), since the solution point should be found in C . One will find that this problem is a special
case of the broader equilibrium problem discussed in [3]. Constrained optimization problems can also be expressed in this
form. Throughout this paper, we assume that problem (1.1) has a solution.
In [4], Solodov and Tseng provided a modified projection-type method for solving monotone variational inequalities,
which can be viewed as a special case of (1.1) with T = A + B and B = NC (here NC is the normal cone to set C); later
in [5], Tseng proposed a modified forward–backward splitting method to find x ∈ H that satisfies 0 ∈ T (x), performing
an additional forward step and projection step onto some closed convex set C in order to relax the convergent assumption.
Inspired by their work, we extend Solodov and Tseng’s methods to solve (1.1).
In the following, we first give some projection-typemethods and extend Solodov and Tseng’s method in [4]. Then for the
efficiency to compute, we further investigate relaxed schemes of these methods and establish the convergence results. In
the relaxed schemes, we use the orthogonal projections onto a half space Ck instead of C at the kth iteration, which can be
directly calculated. Finally, we define sub-Lipschitz continuity and lead some further discussions.
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2. Algorithms and convergence results
In this section, we are to explore some methods to solve the problem defined in (1.1). Denote by PC the orthogonal
projection mapping onto C , we have
Algorithm 2.1. Let x0 be arbitrary. For k = 0, 1, . . . , compute
xk+1 = PC ((I + τkT )−1(xk)), τk > 0. (2.1)
This algorithm is a straightforward extension of the proximal point algorithm [6]. By the well-known property of
projection that
‖PC (x)− PC (y)‖2 ≤ ‖x− y‖2 − ‖x− PC (x)− y+ PC (y)‖2, (2.2)
and performing a classical procedure of proof (see e.g. Section 12.3, [2]), we can show that, if T is maximal monotone,
infk τk > 0, then any sequence {xk} generated by Algorithm 2.1 converges weakly to a solution of (1.1).
In the case of T = A+ B, with A single-valued and Bmaximal monotone, an algorithm based on the forward–backward
splitting method (see Section 12.4.2 in [2], [7]) can be written as:
Given x0 arbitrary, for k = 0, 1, . . . , compute
x¯k = J(xk, αk) (2.3)
for αk > 0, where
J(x, α) = (I + αB)−1(I − αA)(x). (2.4)
Set
xk+1 = PC (x¯k). (2.5)
Assume that mappings B and T = A + B on H are maximal monotone, if A is co-coercive with modulus γ > 0,
then it holds that any sequence {xk} generated by this splitting algorithm converges weakly to a solution of (1.1) as
0 < m ≤ αk ≤ M < 2γ . But it may be hard to choose αk, since this method entails estimating the modulus γ > 0. So we
prefer an Armijo-like search to get αk and x¯k, and this yields Tseng’s modified forward–backward splitting method [5].
Algorithm 2.2. Let x0 be arbitrary. For k = 0, 1, . . . , compute
x¯k = J(xk, αk) (2.6)
where αk is chosen to be the largest α ∈ {σ , σβ, σβ2, . . .} satisfying
α‖A(x¯k)− A(xk)‖ ≤ θ‖x¯k − xk‖ (2.7)
where σ > 0, β ∈ (0, 1) and θ ∈ (0, 1) are constants.
Set
xk+1 = PC (x¯k − αk(A(x¯k)− A(xk))). (2.8)
In [5], this algorithm was proposed to find x ∈ H satisfying 0 ∈ T (x), and C is chosen in the algorithm to be a closed
convex set containing a solution point. Tseng proved that if either (i) A is Lipschitz continuous or (ii) A is locally (in the weak
topology) uniformly continuous and x→ minω∈T (x) ‖ω‖ is locally bounded on C , then αk is well defined for all k. Obviously,
this convergence result also fits Algorithm 2.2 to solve (1.1).
Furthermore, to make it more practical for computing, inspired by the idea of Solodov and Tseng in [4], we propose the
following algorithm.
Algorithm 2.3. Let x0 be arbitrary, σ > 0, θ ∈ (0, 2), ρ ∈ (0, 1) and β ∈ (0, 1). For k = 0, 1, . . . , compute
x¯k = J(xk, αk) (2.9)
where αk is chosen to be the largest α ∈ {σ , σβ, σβ2, . . .} satisfying
α〈x¯k − xk, A(x¯k)− A(xk)〉 ≤ (1− ρ)‖xk − x¯k‖2 (2.10)
let
zk = xk − γk(xk − x¯k − αkA(xk)+ αkA(x¯k)) (2.11)
where
γk = θρ‖xk − x¯k − αkA(xk)+ αkA(x¯k)‖−2‖xk − x¯k‖2 (2.12)
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let
xk+1 = PC (zk). (2.13)
The following lemma is needed for establishing the convergence of this algorithm.
Lemma 2.1 (Opial, [8]). Let H be a Hilbert space and {xk} a sequence such that there exists a nonempty set S ⊂ H verifying the
following:
(a) For every x¯ ∈ S, limk→∞ ‖xk − x¯‖ exists.
(b) If xkj ⇀ xˆ weakly inH for a subsequence kj →∞, then x ∈ S.
Then, there exists x∗ ∈ S such that xk ⇀ x∗ weakly inH as k→∞.
Theorem 2.1. Assume that the mapping A is single-valued and Lipschitz continuous, B is maximal monotone and T = A + B
is maximal monotone, and that the solution set S of (1.1) is nonempty. Then αk is well defined for all k and any sequence {xk}
generated by Algorithm 2.3 converges weakly to an element of S.
Proof. First we claim that αk is well defined for all k. Suppose A is Lipschitz continuous with constant L > 0. Then for each
k, we have ‖A(x¯k)− A(xk)‖ ≤ L‖x¯k − xk‖, which implies
〈x¯k − xk, A(x¯k)− A(xk)〉 ≤ ‖x¯k − xk‖ ‖A(x¯k)− A(xk)‖ ≤ L‖x¯k − xk‖2.
It follows that (2.10) holds for all α ≤ (1− ρ)/L, so αk is well defined. Moreover, either αk = σ or (2.10) fails to hold for
α = αk/β . In the latter case, we must have αk/β > (1− ρ)/L, which leads to αk ≥ min{σ , (1− ρ)β/L}.
In what follows we prove the weak convergence of {xk}. Let x∗ be a solution of (1.1). We get from Algorithm 2.3 and (2.2)
that
‖xk+1 − x∗‖2 ≤ ‖zk − x∗‖2 − ‖xk+1 − zk‖2
= ‖xk − x∗ − γk(xk − x¯k − αkA(xk)+ αkA(x¯k))‖2 − ‖xk+1 − zk‖2
= ‖xk − x∗‖2 − 2γk〈xk − x∗, xk − x¯k − αkA(xk)+ αkA(x¯k)〉
+ γ 2k ‖xk − x¯k − αkA(xk)+ αkA(x¯k)‖2 − ‖xk+1 − zk‖2.
Now we consider
〈xk − x∗, xk − x¯k − αkA(xk)+ αkA(x¯k)〉
= 〈xk − x¯k, xk − x¯k − αkA(xk)+ αkA(x¯k)〉 + 〈x¯k − x∗, xk − x¯k − αkA(xk)+ αkA(x¯k)〉
= ‖xk − x¯k‖2 − αk〈xk − x¯k, A(xk)− A(x¯k)〉 + 〈x¯k − x∗, xk − x¯k − αkA(xk)+ αkA(x¯k)〉.
Since x¯k = (I + αkB)−1(I − αkA)(xk) and B is maximal monotone, there must exist a v¯k ∈ B(x¯k) such that x¯k + αkv¯k =
xk − αkA(xk), then by noting that T = A+ B is monotone and 0 ∈ T (x∗), we get
〈x¯k − x∗, xk − x¯k − αkA(xk)+ αkA(x¯k)〉 = αk〈x¯k − x∗, v¯k + A(x¯k)〉 ≥ 0. (2.14)
Hence
〈xk − x∗, xk − x¯k − αkA(xk)+ αkA(x¯k)〉 ≥ ‖xk − x¯k‖2 − αk〈xk − x¯k, A(xk)− A(x¯k)〉
≥ ‖xk − x¯k‖2 − (1− ρ)‖xk − x¯k‖2
= ρ‖xk − x¯k‖2
where the last inequality follows from (2.10). Consequently
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − 2γkρ‖xk − x¯k‖2 + γ 2k ‖xk − x¯k − αkA(xk)+ αkA(x¯k)‖2 − ‖xk+1 − zk‖2
= ‖xk − x∗‖2 − ρ2θ(2− θ)‖xk − x¯k − αkA(xk)+ αkA(x¯k)‖−2‖xk − x¯k‖4 − ‖xk+1 − zk‖2.
So the sequence {‖xk − x∗‖} is non-increasing and convergent. Thereby, {xk} is bounded, and we have
lim
k→∞ ‖x
k+1 − zk‖ = 0 (2.15)
and limk→∞ ‖xk − x¯k − αkA(xk)+ αkA(x¯k)‖−2‖xk − x¯k‖4 = 0. The latter limit together with (2.11) and (2.12) leads to
lim
k→∞ ‖z
k − xk‖ = 0. (2.16)
Moreover, noting that (I + αkB)−1 is firmly nonexpansive and A is Lipschitz continuous, we can see that both {x¯k} and
{xk − x¯k − αkA(xk)+ αkA(x¯k)} are bounded in norm. Thus
lim
k→∞ ‖x
k − x¯k‖ = 0 (2.17)
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and by Lipschitz continuity of A,
lim
k→∞ ‖A(x
k)− A(x¯k)‖ = 0. (2.18)
Let xˆ be any weak cluster point of {xk}, and we will show that xˆ ∈ S. First, since C is closed in the weak topology and
xk ∈ C for all k ≥ 1, we see that xˆ ∈ C . Consider any subsequence {xki} converging weakly to xˆ. We know from (2.17) that
{x¯ki} also converges weakly to xˆ.
We have by (2.9) that
xki − x¯ki − αkiA(xki)+ αkiA(x¯ki) ∈ αki(A(x¯ki)+ B(x¯ki)) = αkiT (x¯ki).
Since T is maximal monotone, αk ≥ min{σ , (1− ρ)β/L} together with (2.17) and (2.18) yields that 0 ∈ T (xˆ). Thus xˆ is a
solution of (1.1). Therefore by Lemma 2.1, we conclude that {xk} converges weakly to an element of the solution set S. The
proof is complete. 
3. Relaxed projection methods
In Algorithms 2.1–2.3, PC (x) is assumed to be easily calculated, however, sometimes it is difficult or even impossible to
compute orthogonal projections, so we investigate relaxed methods (see [9–12]) for solving the problem.
In this section, we first assume thatH = Rn and the nonempty closed convex set C satisfies the following assumptions:
(A1) The set C is given by C = {x ∈ Rn| c(x) ≤ 0}, where c : Rn → R is a convex (not necessarily differentiable) function.
(A2) For any x ∈ Rn, at least one subgradient ξ ∈ ∂c(x) can be easily calculated, where ∂c(x) is subdifferential of c at x, i.e.,
∂c(x) = {ξ ∈ Rn| c(y) ≥ c(x)+ 〈ξ, y− x〉, ∀y ∈ Rn}.
For such a set C , we aim to find
x ∈ C, s.t. 0 ∈ T (x) (3.1)
where T : Rn → Rn is a set-valued mapping.
The following lemma provides an important boundedness property of the subdifferential (see e.g. Lemma 4.1 in [13],
[14]).
Lemma 3.1. Suppose h : Rn → R is a convex function, then it is subdifferentiable everywhere and its subdifferentials are
uniformly bounded on any bounded subset of Rn.
Let T = A+ B, where A is single-valued and B is maximal monotone, then a relaxed splitting algorithm can be written as
follows.
Algorithm 3.1. Let x0 be arbitrary, σ > 0, β ∈ (0, 1) and θ ∈ (0, 1). For k = 0, 1, . . . , compute
x¯k = J(xk, αk) (3.2)
where αk is chosen to be the largest α ∈ {σ , σβ, σβ2, . . .} satisfying
α‖A(x¯k)− A(xk)‖ ≤ θ‖x¯k − xk‖. (3.3)
Set
xk+1 = PCk(x¯k − αk(A(x¯k)− A(xk))) (3.4)
where
Ck = {x ∈ Rn|c(xk)+ 〈ξ k, x− xk〉 ≤ 0} (3.5)
with ξ k ∈ ∂c(xk).
Algorithm 3.1 is actually a relaxed form of Tseng’s modified forward–backward splitting method [5]. It is more easily
executed because the orthogonal projections onto the hyperplane Ck can be directly calculated (see [10–12]). Solodov and
Svaiter showed in [15] that Tseng’s method [5] falls within their hybrid approximate extragradient proximal method, while
our refinement here is different.
Theorem 3.1. Suppose the single-valued mapping A : Rn → Rn is Lipschitz continuous, the set-valued mapping B : Rn → Rn is
maximal monotone, and T = A+ B is monotone. Let {xk} be a sequence generated by Algorithm 3.1. If the solution set of (3.1) is
nonempty, then {xk} converges to a solution of (3.1).
Proof. First, similar to the proof of Theorem 2.1, it is easy to show that αk is well defined for all k. Moreover, if A is Lipschitz
continuous with modulus L > 0, it holds that αk ≥ min{σ , θβ/L} > 0.
Let x∗ be a solution of (3.1). It is easily seen that C ⊆ Ck, so x∗ = PC (x∗) = PCk(x∗). Since T is monotone and 0 ∈ T (x∗),
we have from (2.14) that 〈x¯k − x∗, x¯k − xk − αkA(x¯k)+ αkA(xk)〉 ≤ 0, from which one easily gets
〈xk − x∗, x¯k − xk − αkA(x¯k)+ αkA(xk)〉 ≤ 〈xk − x¯k, x¯k − xk − αkA(x¯k)+ αkA(xk)〉. (3.6)
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Then, one has by (2.2) that
‖xk+1 − x∗‖2 = ‖PCk(x¯k − αkA(x¯k)+ αkA(xk))− x∗‖2
≤ ‖x¯k − αkA(x¯k)+ αkA(xk)− x∗‖2 − ‖xk+1 − x¯k + αkA(x¯k)− αkA(xk)‖2
= ‖x¯k − xk − αkA(x¯k)+ αkA(xk)+ xk − x∗‖2 − ‖xk+1 − xk + xk − x¯k + αkA(x¯k)− αkA(xk)‖2
= ‖xk − x∗‖2 + 2〈xk − x∗, x¯k − xk − αkA(x¯k)+ αkA(xk)〉 − ‖xk+1 − xk‖2
+ 2〈xk+1 − xk, x¯k − xk − αkA(x¯k)+ αkA(xk)〉.
It follows from (3.6) that
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 + 2〈xk − x¯k, x¯k − xk − αkA(x¯k)+ αkA(xk)〉
− ‖xk+1 − xk‖2 + 2〈xk+1 − xk, x¯k − xk − αkA(x¯k)+ αkA(xk)〉
= ‖xk − x∗‖2 + 2〈xk+1 − x¯k, x¯k − xk − αkA(x¯k)+ αkA(xk)〉 − ‖xk+1 − x¯k + x¯k − xk‖2
= ‖xk − x∗‖2 − ‖xk+1 − x¯k‖2 − ‖x¯k − xk‖2 − 2αk〈A(x¯k)− A(xk), xk+1 − x¯k〉
≤ ‖xk − x∗‖2 − ‖xk+1 − x¯k‖2 − ‖x¯k − xk‖2 + α
2
k
θ
‖A(x¯k)− A(xk)‖2 + θ‖xk+1 − x¯k‖2.
Taking into account (3.3), one gets
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − (1− θ)‖x¯k − xk‖2 − (1− θ)‖xk+1 − x¯k‖2.
So the sequence {‖xk − x∗‖} decreases and converges since θ ∈ (0, 1). Moreover, it obviously follows
lim
k→∞ ‖x¯
k − xk‖ = 0 (3.7)
lim
k→∞ ‖x
k+1 − x¯k‖ = 0. (3.8)
Since A is Lipschitz continuous, we have that
lim
k→∞ ‖A(x¯
k)− A(xk)‖ = 0. (3.9)
Noting {xk} is bounded, let xˆ be any cluster point of it. Let {xki} be the subsequence of {xk} converging to xˆ. It is
straightforward from (3.7) that x¯ki also converges to xˆ.
Now we show that xˆ solves (3.1). Firstly, since xki+1 ∈ Cki , we get from the definition of Cki
c(xki)+ 〈ξ ki , xki+1 − xki〉 ≤ 0, ∀i. (3.10)
By (3.7), (3.8) and Lemma 3.1, taking the limit in (3.10), we obtain c(xˆ) ≤ 0. This implies that xˆ ∈ C .
Next, we prove that 0 ∈ T (xˆ). From (3.2) one has that
xki − x¯ki − αkiA(xki)+ αkiA(x¯ki) ∈ αki(A+ B)(x¯ki) = αkiT (x¯ki).
Noting that αki ≥ min{σ , θβ/L} > 0 and x¯ki → xˆ, together with (3.7) and (3.9), we obtain 0 ∈ T (xˆ).
Therefore, we can use xˆ instead of x∗ in the above arguments. Since the entire sequence {‖xk − xˆ‖} converges and a
subsequence of it converges to zero, we conclude that {‖xk − xˆ‖} converges to zero. This completes the proof. 
Remark 1. In Theorems 2.1 and 3.1, if A satisfies local uniform continuity instead of Lipschitz continuity, and x →
minω∈T (x) ‖ω‖ is locally bounded on C , then the convergence results are still valid according to the proof of Theorem 3.4
in [5].
Remark 2. According to [9] (see Corollary 7.9), if X is a finite-dimensional real Hilbert space, then every convex function
from X to R is subdifferentiable everywhere and its subdifferentials are uniformly bounded on bounded sets. So we can
extend the result of Theorem 3.1 from Rn to a finite-dimensional Hilbert space if T is maximal monotone, but we only obtain
weak convergence. To prove this, we can show anyweak cluster point of {xk} solves the problem, according to the last part in
the proof of Theorem 2.1. Furthermore, we can replace PC by PCk in Algorithm 2.3 if the Hilbert spaceH is finite-dimensional.
4. Further discussions
At last, we claim that the weak convergence of Algorithm 2.3 still holds under sub-Lipschitz continuity assumption.
Here, sub-Lipschitz continuity can be defined as in [16]: A single-valuedmapping F onH is called sub-Lipschitz continuous,
if there is a positive continuous function L(x, y) : H ×H → R such that
‖F(x)− F(y)‖ ≤ L(x, y)‖x− y‖, ∀x, y ∈ H .
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