Attempts at discourse processing of spontaneously spoken dialogue face several difficulties: multiple hypotheses that result from the parser's attempts to make sense of the output from the speech recognizer, ambiguity that results from segmentation of multi-sentence utterances, and cumulative error -errors in the discourse context which cause further errors when subsequent sentences are processed. In this paper we will describe our robust parsers, our procedures for segmenting long uturances, and two approaches to discourse processing that attempt to deal with ambiguity and cumulative error.
Introduction
In this paper we describe how the JANUS [lo] multi-lingual speechto-speech translation system addresses problems that arise in discourse processing of spontaneous speech. The analysis of spoken dialogues requires discourse processors that can deal with ambiguity and cumulative error -errors in the discourse context which cause further errors when subsequent sentences are processed.
The input to our discourse processing module is a set of interlingua texts (ILTs) which are ourput by the parser. In an attempt to achieve both robustness and translation accuracy when faced with speech disfluencies and recognition mon, we use two different parsing strategies: the GLR* parser designed to be more accurate, and the Phoenix paner designed to be more robust. For both parsm, segmentation into units of coherent meaning is achieved in a twostage process, partly prior to and partly during parsing. The parsers are described in Section 2 and the segmentation procedures are described in Section 3.
We have also experimented with two approaches to discourse processing: a plan inference approach, designed to keep a detailed representation of the discourse context, and a finite state processor augmented with a statistical component, designed to be fast. Both discourse processors are robust over spontaneous speech. The plan inference system uses graded constraints to assign penalties instead of failing on unexpected input. The finite state approach incorporates a solution to the cumulative error problem. The discourse processors and an evaluation of their performance in assigning speech acts are presented in Section 4. Much of our current research deals with combining the discourse processors with the other translation components in a way that achieves optimal performance. This is described in Section 4.1.
The Robust GLR and Phoenix Translation
Modules JANUS employs two robust translation modules with complementary strengths. ?he GLR module gives more complete and accurate translations whereas the Phoenix module is mon robust over the disfluencies of spoken language. The two modules can separately or can be combined to gain the strengths of both.
The GLR module is composed of the GLR* parser [2][3 1, the LAMorph morphological analyzer and the GenKit generator. The GLR* parser is based on Tomita's Generalized LR parsing algorithm [8] . GLR* skips pans of the utterance that it cannot incorporate into a well-formed sentence structure. Thus, it is wellsuited to domains in which non-grammaticality is common. The parser conducts a search for the maximal subset of the original input that is covered by the grammar. JANUS GLR grammars are designed to produce feawe srmctures that correspond to a framebased language-independent representation of the meaning of the input utterance. For a given input utterance, the parser produces a set of interlingua texts, or ILTs. An example of an ILT is shown in Figure 1 . The GLR* parser also includes several tools designed to address the difficulties of parsing spontaneous speech, including a statistical disambiguation module, a self-judging parse qualiry heuristic, and the ability to segment multi-sentence utterances.
The JANUS Phoenix translation module [4] is an extension of the Phoenix Spoken Language System [9] . It consists of a parsing mod- ule and a generation module. Unlike the GLR method which attempts to construct a detailed ET for a given input utterance, the Phoenix approach attempts to only identify the key semantic concepts represented in the utterance and their underlying structure. i t allows the ungrammaticalities that often occur between phrases to be ignored and reflects the fact that syntactically incorrect spontaneous speech is often semantically well-foxmed. An example of output from the Phoenix parser is shown in Figure 2 . The parsed speech recognizer output is shown with unknown (-1 and unexpected (*> words marked. These segments were ignored by the parser.
The Phoenix parsing grammar specifies paaems which represent concepts in the domain. Each concept, irrespective of its level in the hierarchy, is represented by a separate grammar file. These &ram-mars are compiled into Recursive Transition Networks (RTNs). The parser matches as much of the input utterance as it can to the pattems specified by the RTNs. The paner can ignore any number of words in between top-level concepts, handling outsfdomain or otherwise unexpected input. The parser has no mnictions on the order in which slots can occur. This may add to the ambiguity in the segmentation of the utterance into concepts. The parser uses a disambiguation algorithm that attempts to cover the largest number of words using the smallest number of concepts. The result is a meanin" but somewhat telegraphic translation.
Although both GLR* and Phoenix were specifically designed to deal with spontaneous speech, each of the approaches has some clear stren,@s and weaknesses. Because each of the two translation methods appears to perform better on different types of utterances, they may hopefully be combined in a way that takes advantage of the stren,@s of each of them. One strategy that we have investigated is to use the Phoenix module as a back-up to the GLR module. The parse result of GLR* is translated whenever it is judged by a parse quality heuristic to be "Good". Whenever the parse result from GLR* is judged as "Bad", the translation is generated from the corresponding output of the Phoenix parser. Results of using this combination scheme are presented in Section 4.2. We are in the process of investigating some more sophisticated methods for combining the two translation approaches.
Segmentation
Spoken utterances are often composed of several sentences and/or fragments. Our interlingual approach to translation requires that utterances be broken down into units of coherent meaning or discourse function. We call these units Semantic Dialogue Units (SDUs). Utterance segmentation in our system is a two stage process. In the first stage, the utterance is broken down into smaller segments or "chunks" based on acoustic, statistical and lexical cues. The smaller segments are then passed on to the parsers, which further segment them into SDUs using their own intemal criteria.
The acoustic cues we use in the pre-parsing segmentation procedure include silence information and human and non-human noises where the potential SDU boundary being considered is between wz and ~3 .
The likelihood of an SDU boundary at this point is determined using an estimated probability that is Breaks are predicted at points where the estimated probability exceeds a threshold that was axrived at experimentally. The third component of the pre-paning segmentation procedure is a set of lexical cues. These cues are languageand domain-specific words or phrases that have been determined through linguistic analysis to have a very high likelihood of preceding or following an SDU boundary. These phrases alone do not aigger SDU boundary breaks. They are combined with the statistical component. The occurrence of a lexical cue triggers a "boost" increment to the probability of an SDU boundary, as determined by the statistical component.
Discourse Processing
The discourse processing module in Janus disambiguates the speech act of each SDU, updates a dynamic memory of schedules, and in: corporates the SDU into discourse context. We have experimented with two approaches to discourse processing: a plan inference sys- sources. The finite state approach provides a fast and efficient alternative to the more time-consuming plan-based approach. Currently, the two discourse processors are used separately. We intend to combine these two approaches with a layered architecture, similar to the one proposed for Verbmobil 161, in which the finite state machine would constitute a lower layer providing an efficient way of recognizing speech acts, while the plan-based discourse processor, at a higher layer, would be used to handle more knowledge-intensive processes, such as recognizing doubt or clarification sub-dialogues and robust ellipsis resolution. The performance of each approach in assigning speech acts is presented in Section 4.2.
The plan-based discourse processor (71 takes as its input the best parse returned by the parser. The discourse context is represented as a plan tree. The main task of the discourse processor is to relate the input to the context, or the plan tree. In general, plan inference starts from the surface forms of sentences from which speech acts are then inferred. Multiple speech acts can be inferred for one ILT. A separate inference chain is created for each potential speech act performed by the associated LT. Preferences for picking one inference chain over another were determined by a set of focusing heuristics, which provide ordered expectations of discourse actions given the existing plan tree. The speech act is recognized in the course of determining how the inference chain attaches to the plan tree.
The finite state machine (FSM) discourse processor 151 describes representative sequences of speech acts in the scheduling domain. It is used to record the standard dialogue flow and to check whether the predicted speech act follows idealized dialogue act sequences.
The states in the FSM represent speech acts in the domain. The transitlons between states record tum-taking information. Given the current state, multiple following speech acts are possible. The statistical component (consisting of speech act n-,%ms) is used to provide ranked predictions for the following speech acts.
One novel feature of the finite state approach is that we incorporate a solution to the cumulative error problem. Cumulative error is introduced when an incorrect hypothesis is chosen and incorpo- 
Late Stage Disambiguation
The robust parsing components discussed in Section 2 employ a large Aexible grammar to handle such features of spoken language as speech disfluencies, speech recognition errors, and the lack of clearly marked sentence boundaries. This is necessary to ensure the robustness and flexibility of the parser. However, as a sideeffect, the number of ambiguities increases. An important feature of our approach to reducing parse ambiguity is to allow multiple hypotheses to be processed through the system, and to use context to disambiguate between alternatives in the final stages of the processing, where knowledge can be exploited to the fullest Local utterance-level predictions are generated by the parser. The larger discourse context is processedand maintained by the discourse processing component, which has been extended to produce contextbased predictions for resolving ambiguity. The predictions from the context-based discourse processing approach and those from the non-context-based parser approach are combined in the final stage of processing.
We experimented with two methods of automatically leaming functions for combining the context-baed and noncontext-based scores for disambiguation, namely a genetic programming approach and a neural net approach. While we were able, in the absence of cumulative error, to get an improvement of both combination techniques over the parser's non-context-based statistical disambiguation technique, in the face of cumulative error, the performance decreased significantly. We an in the process of incorporating our cumulative m o r reduction technique in the task of disambiguation.
._.
the plan-based discourse processor, and improving the effectiveness of contextual information in constraining the speech translation process. 
Evaluation
The results in Table 1 show the the performance of the two discourse processing approaches, namely the plan-based approach and the finite state machine approach for the task of assigning speech acts. The FSM processor with the cumulative error reduction mechanism is marked by FSM Jumping Context, and the FSM without jumping is marked by FSM Smkr Context. The choice of randomly selecting a speech act from the non-context-based predictions of the grammar indicates the performance of the system when we do not use any contextual information.
We tested the discourse processors on fen unseen dialogues, with a total of 506 utterances. Out of the 506 utterances in the test set, we considered only 21 1 utterances for which the grammar returns multiple possible speech acts. We measured how well the different approaches correctly disambiguate the multiple speech acts with respect to hand-coded target speech acts. Table 1 demonstrates the effect of context in spoken discourse processing. Since the test was conducted on utterances with multiple possible speech acts proposed by the non-context-based grammar component, it evaluates the effectiveness of the various contextbased approaches in disambiguating speech acts. All of the approaches employing context perform better than the non-contextbased grammar predictions. The evaluation also demonstrates that it is imperative to estimate context carefully. The FSM jumping context approach, which attempts to reduce cumulative error, gives better performance than the the FSM strict context approach. It is even better than the more knowledge-intensive plan-based approach. We expect that performance of plan-based approach will improve when we introduce a solution to the cumulative error problem.
Conclusions and Future Work
In this paper, we described how our system addresses problems that arise in discourse processing of spontaneous speech. First, we described two different robust parsing strategies -the GLR* parser and the Phoenix paner, and the procedures that both parsers use to segment the input into units of coherent meaning representation that are also of an appropriate size for discourse processing.
Then we described two approaches to discoune processing -the plan inference approach and the finite state approach. In describing the finite state approach, we presented one solution to the cumulative error problem. Finally, we described our method of late stage disambiguation where the context-based predictions from our discourse processors are combined w i t h the non-context-based predictions from the parsers. Our future efforts will concentrate on finding improved methods for combining different knowledge sources effectively for the disambiguation task, treating cumulative error in
