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Abstract
The aim of probabilistic programming is to au-
tomatize every aspect of probabilistic inference in
arbitrary probabilistic models (programs) so that
the user can focus her attention on modeling, with-
out dealing with ad-hoc inference methods. Gra-
dient based automatic differentiation stochastic
variational inference offers an attractive option as
the default method for (differentiable) probabilis-
tic programming as it combines high performance
with high computational efficiency. However, the
performance of any (parametric) variational ap-
proach depends on the choice of an appropriate
variational family. Here, we introduced a fully au-
tomatic method for constructing structured varia-
tional families inspired to the closed-form update
in conjugate models. These pseudo-conjugate
families incorporate the forward pass of the input
probabilistic program and can capture complex
statistical dependencies. Pseudo-conjugate fami-
lies have the same space and time complexity of
the input probabilistic program and are therefore
tractable in a very large class of models. We vali-
date our automatic variational method on a wide
range of high dimensional inference problems in-
cluding deep learning components.
1. Introduction
Probabilistic programming is concerned with the symbolic
specification of probabilistic models in which inference
can be performed automatically. Stochastic gradient-based
variational methods are gradually replacing MCMC as the
default inference technique in (differentiable) probabilistic
programming languages (Wingate & Weber, 2013; Kucukel-
bir et al., 2017; Tran et al., 2016; Kucukelbir et al., 2015;
Bingham et al., 2019). This trend is a consequence of the
increasing automatization of variational inference (VI) tech-
niques, which passed from being highly mathematically
sophisticated and model-specific tools to generic algorithms
that can be applied to a broad class of problems without
model-specific derivations (Hoffman et al., 2013; Kingma
& Welling, 2013; Herna´ndez-Lobato & Adams, 2015; Ran-
ganath et al., 2014). However, applications of VI relies on
the choice of a parameterized variational family and this
reliance on user input arguably violates the spirit of proba-
bilistic programming. In general, it is relatively easy to au-
tomatize the construction of the variational family under the
mean-field approximation, where the approximate posterior
distribution factorizes as a product of univariate distribu-
tions. While there is a substantial amount of model-specific
research on structured variational families, few existing
methods can be used for automatically constructing an ap-
propriate scalable structured variational approximation for
an arbitrary chosen probabilistic model. Furthermore, these
existing methods either ignore most of the prior structure of
the model (e.g. ADVI with multivariate Gaussian distribu-
tion (Kucukelbir et al., 2017)) or require strict assumptions
such as local conjugacy (e.g. structured stochastic VI (Hoff-
man & Blei, 2015)). Furthermore, several of these methods
require the use of ad hoc gradient estimators or variational
lower bounds (Tran et al., 2015; Ranganath et al., 2016).
In this paper, we introduce an automatic procedure for con-
structing variariational approximations that incorporate the
structure (forward pass) of the probabilistic model while
being flexible enough to capture the distribution of the ob-
served data. The construction of these variational approx-
imations is fully automatic and the resulting variational
distribution has the same time/memory complexity of the
input probabilistic program. The new family of variational
models, which we call pseudo-conjugate variational fami-
lies, interpolate the evidence coming from the observed data
with the probabilistic structure of the prior model. Specif-
ically, the parameters of the posterior distribution of each
latent variable is a convex combination of the parameters
induced by the probabilistic program and a term reflect-
ing the influence of the data. This mimics the evidence
update in the expectation parameters of conjugate expo-
nential family models, where this posterior form is exact.
Pseudo-conjugate variational families can be trained using
used standard inference techniques and gradient estimators
and can therefore be used as drop-in replacement of the
mean-field approach in automatic differentiation stochastic
VI. We call this new form of fully automatic inference as
automatic structured variational inference (ASVI).
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2. Background on variational inference and
exact parameter update
VI is used to approximate the posterior over the latent vari-
ables of a probabilistic program p(x) with a member of a
parameterized family of probability distributions q(x;ψ).
The vector of variational parameters ψ is obtained by maxi-
mizing the ELBO:
L [ψ] = −Eq(x;ψ)
[
log
q(x;ψ)
L (y | x) p(x)
]
(1)
where L (y | x) is a likelihood function. The resulting vari-
ational posterior (i.e. the maximum of this optimization
problem) depends on the choice of the parameterized family
q(x;ψ) and it is equal to the exact posterior only when the
latter is included in the family. In this paper, we restrict
our attention to probabilistic programs that are specified
in terms of conditional probabilities and densities chained
together by deterministic functions:
p(x) =
∏
j
ρj (xj | θ(Xj)) (2)
where ρj (x | γ) is a family of probability distributions and
Xj = {xj , . . . , xM} is a subset parent variables such that
the resulting graphical model is a directed acyclic graph
(DAG). The vector-valued functions θj(Xj) specifies the
value of the parameters of the j-th of the distribution of the
latent variable xj given the values of all its parents.
An automatic variational family is determined by a algo-
rithm that takes as input a probabilistic program p(x) and
outputs a parameterized variational family q(x;ψ). The
most commonly used algorithm consists in creating a ran-
dom variable for each latent variable in the program which
follows the same distribution but with uncoupled variational
parameters (i.e. the mean-field (MF) approximation). This
approach is somehow reminiscent of parameter update in
conjugate models, where the posterior in in the same family
as the prior. In this paper, we go further by introducing an
explicit parameterization of the variational family that mim-
ics the update rule of (expectation) parameters in exactly
solvable conjugate models. This approach leads to a flex-
ible structured family that includes the prior probabilistic
program as special case.
2.1. Parameter update in conjugate models
Exponential family distributions have a central role in
Bayesian statistics as they are the only to admit conjugate
priors, where inference can be performed in closed form. An
exponential family distribution p(y) can be parameterized
by a vector of expectation parameters µ = Ep(y)[T (y)],
where T (y) is the vector of sufficient statistics of the data.
We can assign to these parameters a conjugate prior distri-
bution p(µ), which in turn is parameterized by the prior
expectations µ¯0 = Ep(µ)[µ]. Upon observing N indepen-
dently sampled datapoints, it can be shown that the posterior
expectation parameters are convex combination of the prior
parameters and the maximum likelihood estimators:
µ¯ = λ µ¯0 + (1− λ) µML . (3)
where λ is a vector of convex combination coefficients,
 denotes the element-wise product, µML is the maximal
likelihood estimator. For example, in a Gaussian model with
known likelihood precision τ and Gaussian prior over the
mean, the mean parameter updates as
µ¯ =
τ0
τ0 +Nτ
µ¯0 +
Nτ
τ0 +Nτ
(
1
N
N∑
n=1
yn
)
, (4)
where τ0 is the precision of the prior. This formula shows
that the posterior parameters are a trade-off between the
prior hyper-parameters and the value induced by the data.
3. Pseudo-conjugate variational families
We are finally ready to introduce the central innovation of
the paper. Consider the following probabilistic model:
p(x, y) = L(y | x)ρ(x | θ) (5)
where L (y | x) is a likelihood function and ρ (x | θ) is a
prior distribution parameterized by a vector of parameters θ.
We do not assume that the likelihood or the prior to be in the
exponential family. Nevertheless, we can construct a pseudo-
conjugate parameterized variational family by copying the
form of the parameter update rule in conjugate models:
q(x;λ,α) = ρ(x | λ θ + (1− λ)α) , (6)
where λ is now a vector of learnable parameters with entries
ranging from 0 to 1 andα is a vector of learnable parameters
that have the same domain of definition of the parameters θ.
In a model with a single latent variable, the pseudo-
conjugate parameterizations is overparameterized. However,
the power of this approach becomes evident in multivariate
models constructed by chaining basic probability distribu-
tions. Consider a probabilistic program specified in the
form of Eq. 2. We can construct a structured variational
family by applying the pseudo-conjugate form to each latent
conditional distribution in the model:
q(x;λ1, . . . ,λJ ,α1., . . . ,αJ) (7)
=
∏
j
ρj
(
xj | Uαjλj [θj(Xj)]
)
.
Where we rewrite the formula succinctly using the convex
update operator:
Uαλ [θ] = λ θ + (1− λ)α (8)
.
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3.1. Theoretical and practical justifications of the
structured pseudo-conjugate families
The multivariate structured distributions induced by this
family have several appealing theoretical properties that
justify their usage in structured inference problems:
• The family always contains the original probabilistic
program (i.e. the prior distribution). This is trivial
to see as we can obtain the prior by setting all the
lambdas equal to 1. On the other hand, setting all the
lambdas equal to 0 leaves us with the standard mean-
field approximation. Note that none of the commonly
used automatic structured variational approaches share
this simple property.
• In pseudo-conjugate stochastic VI, the gradient esti-
mator can backpropagate through forward pass of the
probabilistic program. Consequently, all the variational
variables can be updated from the very first stochastic
gradient update. Conversely, MF stochastic VI can up-
date variables that are not directly connected to obser-
vations only by updating all the intermediary variables
through multiple gradient updates. This phenomenon
is formally analogous of the bootstrap of policy updates
in model-free reinforcement learning (Sutton & Barto,
2018). The phenomenon is visualized in Fig. 1 which
shows the magnitude of the gradients during the first
100 updates of stochastic VI training of a timeseries
experiment (described in Appendix A).
• The family includes both the filtering and the smooth-
ing exact posterior of univariate linear Gaussian time-
series models such as
xt ∼ N
(
axt−1, σ2
)
, yt ∼ N
(
xt, ξ
2
)
. (9)
In this case, the filtering conditional posterior is given
by Kalman filter update:
µ¯t+1 = (1−Kt)µt+1(xt) +Ktyt (10)
= (1−Kt)axt−1 +Ktyt .
where 0 ≤ Kt ≤ 1 is the Kalman gain which in our
case corresponds to λt. The smoothing update has a
similar form where the data term is augmented with
a estimate integrating all observations of future time-
points.
• The pseudo-conjugate family has a very parsimo-
niously parameterization compared with other struc-
tured families. The number of parameters is 2P , where
P is the total number of parameters of the conditional
distributions. Conversely, the multivariate normal ap-
proach scales quadratically with the number of latent
variables. However, this parsimonious parameteriza-
tion implies that the pseudo-conjugate family cannot
capture dependencies that are not already present in
the prior probabilistic program. Specifically, pseudo-
conjugate family cannot model correlations originating
from colliding arrows in the DAG (”explaining away”
dependencies).
Figure 1. Propagation of the gradient to earlier latent variables.
The different plots visualize the magnitude of the normalized gra-
dients over the past latent variables. The corresponding graphical
model is also shown, which indicates that only from time point
t = 0 and onward anything is observed. Any information for the
earlier latent variables must therefore come via the propagation of
the gradient.
3.2. Pseudo-conjugate families for stochastic processes
The pseudo-conjugate family can be extended to discrete-
time and continuous-time stochastic processes. Stochastic
processes can be seen as probabilistic programs with a poten-
tially infinite number of variables. As a example, consider
a discrete-time Markov process defined marginals of the
following form:
p(x1, . . . , xt, . . . , xN ) =
N−1∏
j=0
ρj(xj+1 | θj(xj)) (11)
for all sets of ordered contiguous time points starting from 0.
Assume that we collected noisy observations of the process
at the arbitrary ordered set of time points {s1, . . . , sM}.
We can construct a pseudo-conjugate variational process by
applying the convex update operator to the active set of all
time points prior to the last observation:
q(x1, . . . , xt, . . . , xN ) = (12)
sM−1∏
j=0
ρj(xj+1 | Uαλ [θk(xk)]
N∏
k=sM
ρk(xk+1 | θk(xk)) .
It is straightforward to dynamically expand the active set
simply by adding the appropriate update operators. This
suggests the use of pseudo-conjugate families in Bayesian
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BR (Full) BR (Bridge) OS (Full) OS (Bridge) LZ (Full) LZ (Bridge)
ASVI 0.06± 0.01 0.08± 0.01 0.10± 0.01 0.15± 0.01 0.48± 0.06 0.56± 0.05
ADVI (MF) 0.06± 0.01 0.13± 0.02 0.12± 0.01 0.21± 0.02 1.39± 0.24 1.90± 0.313
ADVI (MN) 0.05± 0.01 0.12± 0.02 0.11 +−0.01 0.16± 0.01 3.04± 0.45 4.01± 0.53
NN 0.06± 0.01 0.11± 0.01 0.10± 0.01 0.17± 0.01 0.71± 0.08 1.07± 0.20
Table 1. Average and standard error of the root mean squared errors between the posterior means and the ground truth curves computed on
15 simulations.
nonparametrics that combine sampling of the DAG structure
with VI in the DAG parameters (Wang & Blei, 2012). This
can be particularly useful when combined with nonparamet-
ric models that can learn the graphical structure of the DAG
(Patrick et al., 2020).
We can also define pseudo-conjugate variational families for
diffusion processes defined as solutions of stochastic differ-
ential equations (SDE). Consider the distribution induced
by the following SDE:
dx(t) = f (x (t) , t) dt+ g (x (t) , t) dB(t) . (13)
where f is the drift function, g is the volatility function
and B(t) is a standard Brownian motion process. The cor-
responding variational SDE is obtained by applying the
convex update operator to the drift function:
dx(t) = Uα(t)λ(t) [f (x (t) , t)] dt+ g (x (t) , t) dB(t) , (14)
where λ(t), α(t), η(t) and β(t) are now functions. Note that
in this context λ(t) and α(t) can be interpreted as control
variables which can redirect the paths of the SDE towards
the datapoints. Variational inference in these SDEs model
can be performed either by discretizing the time-axis or
using more sophisticated continuous stochastic backpropa-
gation methods (Li et al., 2020).
4. Automatic structured variational inference
ASVI is a form of automatic differentiation variational infer-
ence in which the variational family is the pseudo-conjugate
family constructed from the input probabilistic program.
The family is constructed by copying the input probabilistic
program and applying the convex update operator to each
function that specify the parameters of a node given the
values of its parents (Eq. 8). We denote the conditional
distributions obtained in this way as Uρj . The lambda vari-
ables are constrained to be between 0 and 1. This constraint
is implemented by passing a unconstrained variable through
a sigmoid function. The alpha and lambda parameters are
trained by minimizing the ELBO, which in our case has the
following form:
L = (15)
Ex[logL(y | x)]
−
∑
j
EXj [DKL(ρj(xj | Xj)‖Uρj(xj | Xj))] ,
where the expectations are taken with respect to the vari-
ational family. Note that, if ρj is a tractable exponential
family distribution, we can automatically compute the KL
divergence analytically, thereby reducing the variance of the
gradient estimator.
5. Related work
Structured VI is commonly applied in time series models
such as hidden Markov models and autoregressive models.
In these models, the posterior distributions inherit strong
statistical dependencies from the sequential nature of the
prior. Structured VI for timeseries usually use structured
variational families that capture the temporal dependencies
while being fully-factorized in the non-temporal variables
(Eddy, 1996; Foti et al., 2014; Johnson & Willsky, 2014;
Karl et al., 2016; Fortunato et al., 2017). This differs from
the pseudo-conjugate families preserve where both temporal
and non-temporal dependencies are preserved. Furthermore,
these approaches typically require model specific deriva-
tions and variational bounds.
Several forms of model agnostic structured variational distri-
butions have been introduced. Hierarchical VI accounts for
dependencies between latent variables by coupling the pa-
rameters of their factorized distributions through a joint vari-
ational prior (Ranganath et al., 2016). While this method
is very general, it requires user input in order to define the
variational prior and the use of a modified variational lower
bound. Copula VI models the dependencies between latent
variables using a vine copula function (Tran et al., 2015). In
the context of probabilistic programming, copula VI shares
the some of the same limitations of hierarchical VI: It re-
quires the appropriate specification of bivariate copulas and
it needs a specialized inference technique. The approach that
is closest to our current work is perhaps structured stochastic
VI (Hoffman et al., 2013). Similarly to our model, its vari-
ational posteriors have the same conditional independence
structure as the input probabilistic program. However, this
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Figure 2. Example of inference on a stochastic Lorenz bridge.
method is limited to conditionally conjugate models with
exponential family distributions. Furthermore, the result-
ing ELBO is intractable and it needs to be estimated using
specialized techniques. Finally, automatic differentiation
VI (Kucukelbir et al., 2017) maps the values of all latent
variables to a unbounded coordinate space based on the sup-
port of each distribution. The variational distribution in this
new space is then parameterized as a multivariate Gaussian.
While this approach is very generic, it exploits very little in-
formation information from the original probabilistic model
and has scalability problems due to the cubic complexity of
Bayesian inference with multivariate Gaussian distributions.
6. Applications
We evaluate the performance of ASVI and relevant baselines
in a range of probabilistic inference problems. Since the
main goal of this paper is to introduce a new form of fully
automatic VI that works in arbitrary probabilistic programs,
we will only compare with general purpose variational fam-
ilies. Therefore, we will not include model-tailored vari-
ational families among our baselines. Furthermore, since
our approach is meant to be generally applicable, we will
only compere with existing methods that do not requires
special mathematical tractability assumptions such as local
conjugacy (Hoffman & Blei, 2015). Finally, we will ex-
clude from our comparisons methods that require the use
of ad hoc loss functionals and gradient estimators since our
pseudo-conjugate family is meant as a drop-in replacement
in standard stochastic VI settings where path-derivative and
reinforce estimators are used.
6.1. Time series analysis
As first application, we focus on timeseries models and
SDEs. We used three SDE models. The first model (BR) is
a Brownian motion without drift. The second model (OS)
is a linear second-order Langevin equation with oscillatory
dynamics. Finally, the third model (LZ) is a stochastic
Lorenz dynamical system. The details of these SDEs are
given in Appendix A. The form of our pseudo-conjugate
family is given in Eq. 11 where the conditional densities are
Gaussian distributions obtained by discretizing the SDE:
N
(
xt+1 | xt + f(xt, t) dt, g(xt, t)
√
dt
)
(16)
where f is the drift function while g is the volatility func-
tion. As baselines, we implemented mean field ADVI, mul-
tivariate normal ADVI and a more expressive hierarchical
structured variational approach where the dependencies are
learned using a fully connected neural network (Ranganath
et al., 2016). The details of this baseline is given in Ap-
pendix A. For each timeseries model, we performed infer-
ence in three experimental situations. In the first case (Full)
the processes were observed at all time points with a Gaus-
sian likelihood (BR: sd = 0.15, OS: sd = 0.2, LZ: sd = 1). In
the second case (Bridge), the processes were observed only
in the first 10 and last 10 timepoints. Finally, in the third
case (Past) the processes were observed only in the last 10
timepoints. In the case of the Lorenz system, only the x
timeseries was observed while z and y were latent variables.
Table 1 reports the performance of ASDI and baselines
quantified as root mean squared deviation of the posterior
mean (rMSE) from the generated ground truth curves. ASDI
achieves the highest performance in almost all comparisons
with the gain being more pronounced in the bridge exper-
iments. Figure 2 shows the analysis in a example trial of
the LZ Bridge experiment. Figure 2 (Top panel) shows the
variational parameter λ(t) as function of the time-step. In
a pseudo-conjugate distribution, λ can be interpreted as a
surprise detector with low values being associated with high
surprise. In this example, the dynamic of λ(t) is particularly
interpretable. In the first observed regime, λ(t) stays at a
intermediary value as the trajectory needs to be corrected
in order to keep track of the data. Subsequently, in the un-
observed regime, λ(t) increases as the extrapolation has to
rely on the prior dynamics. Eventually the second observed
regime is reached and lambda suddenly spikes down in order
to correct the trajectory to fit the new datapoints. Interest-
ingly, after this first correction λ(t) shoots back to very high
values as in this new high gain regime the Lorenz dynamics
can fit the data without the need of much interference. This
situation exemplifies how the pseudo-conjugate optimiza-
tion works in general: If the prior model is structured, the
variational parameters α and λ only need to nudge the prior
dynamics towards the observations at selected points.
6.2. Deep Bayesian smoothing with neural SDEs
So far, we performed inference in simple timeseries models
with low-dimensional state spaces. We will now test the
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(a) CIFAR10 (b) FashionGEN
Figure 3. Qualitative results of the deep Bayesian smothers using ASVI, mean-field, and linear coupling. The top row shows the ground
truth images, the second row the noisy-corrupted observations.
Figure 4. Quantitative results of the deep Bayesian smoothing ex-
periment. Negative ELBO of ASVI, mean field and linear coupling
as function of training iteration.
performance of ASVI on high dimensional problems with
complex nonlinearities parameterized by deep networks. As
latent model, we used neural stochastic differential equa-
tions (SDE) (Chen et al., 2018; Li et al., 2020):
dx = F (x)dt+ dB(t) (17)
where F (x) is a nonlinear function parameterized by a neu-
ral network and B(t) is a standard multivariate Brownian
motion (see Appendix B for the details of the architecture).
This latent processes generate noise-corrupted observations
through a deep networkG:
yt ∼ N
(
G(x(t)), σ2
)
(18)
In our examples,G is a generator which converts latent vec-
tors into RGB images. The details of the networks and gen-
erators are given in Appendix B. We tested on two kinds of
pre-trained generator: A DCGAN trained on CIFAR10 and
a DCGAN trained on FashionGEN (Radford et al., 2015)
(see Appendix B for the details of the architecture). In the
former case, the latent space is 100-dimensional while in
the latter it is 120-dimensional. We considered two kinds
of inference problems. In smoothing problems, we aim to
remove the noise from a series of images generated by a
trajectory in the latent process. On the other hand, in bridge
problems we reconstruct a series of intermediate images
given the beginning (first three time points) and the end (last
two time points) of a trajectory. For both problems,we as-
sumed to know the dynamical and generative model and we
discretize the neural SDE using a EulerMaruyama scheme
and we backpropagate through the integrator (Chen et al.,
2018).
Figure 3 shows the filtering performance of ASVI and two
baselines (mean field, and linear Gaussian model (see Ap-
pendix B for the details) in a filtering problem. The quanti-
tative results (negative ELBOs) are shown in Figure 4. As
you can see, ASVI always reaches tighter lower bounds ex-
cept in the Fashion bridge experiment where it has slightly
lower performance than the linear coupling baseline. This
tighter variational bound results is discernibly higher quality
filtered images in both CIFAR10 and Fashon, as shown in
Figure 3. Figure 5a shows several samples from the ASVI
bridge posterior. As expected, the generated images diverge
in the unobserved period and reconverge at the end.
6.3. Deep amortized generative modeling
Finally, we apply a amortized form of ASVI to deep gen-
erative modeling problem. The goal is to model the joint
distribution of a set of binary images y paired with class
labels l. To this aim, we use a deep variational autoencoder
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(a) CIFAR10 (b) FashionGEN
Figure 5. Interpolation results for ASVI. Once again, the top row shows the ground truth images. The second row shows the noisy
observations, which are missing for frames 3–8. The bottom four rows show posterior samples for the model estimated with ASVI.
y
z3
z2
l
z1
(a) Prior
y
z3
z2
l
z1
(b) Mean-field
y
z3
z2
l
z1
(c) ASVI
Figure 6. Graphical representation of the amortized pseudo-
conjugate family associated with a deep autoencoder. Solid arrows
denote probabilistic dependencies while dashed arrows denote the
flow of the inference network. In the mean-field family (b) the
latent variables are not joined by arrows. Conversely, the pseudo-
conjugate family (d) has the same graph structure of the input
probabilistic program (a).
with three layers of latent variables z1, z2 and z3 coupled
in a feed forward fashion through ReLu fully connected
networks:
z1 ∼ N (0, 1.5) (19)
z2 ∼ N (ReLu (f1(z1)) , 0.25)
z3 ∼ N (ReLu (f2(z2)) , 0.1)
y ∼ N (g1(z3), 0.1)
l ∼ Categorical(Softmax(g2(z2)))
where f1, f2 are fully connected two-layers networks with
ReLU activations and linear output units and 25 and 75 hid-
den units respectively while g1, g2 are linear layers. Figure
6c shows the graphical model associated to this probabilistic
model. The amortized pseudo-conjugate distribution has the
following form:
z1 ∼ N (α1(y), ξ1(y)) (20)
z2 ∼ N (λ2f1(z1) + (1− λ2)α2(y), ξ2(y))
z3 ∼ N (λ3f2(z1) + (1− λ3)α3(y), ξ3(y))
where the mean vectors αk(y) is the activation of the
(8− 2k)-th layer (post ReLu) of a fully-connected 6-layers
ReLu inference network taking the image y as input and
with sizes (120, 100, 70, 50, 70, 2). On the other hand, the
scale parameter vectors ξk(y) were obtained by applying a
linear layer to the (8− 2k)-th layer followed by a softplus
transformation. The details of all architectures are given in
Appendix C. The amortized family was parameterized by
the lambdas and by the weights and biases of the inference
network. The mean-field baseline had the same form given
in Eq. 20 but with αk(y) fully determining the expectation
of the distribution. We did not include comparison with the
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Figure 7. The latent embeddings for the different MNIST variants. Each element is a predicted sample together with its corresponding
label.
Figure 8. The losses for the different MNIST variants. Shaded
interval indicates one standard deviation around the mean, over 5
runs. Inset boxes show the distribution of the results at the 6000-th
iteration.
other baselines as they are computationally unfeasible in
this larger scale experiment.
We tested the performance of these deep variational gen-
erative models in three computer vision datasets: MNIST,
FashinMNIST and KMNIST (LeCun et al., 1998; Xiao et al.,
2017; Clanuwat et al., 2018). Furthermore, we performed
two types of experiment: I) Images and labels were gener-
ated jointly and II) only images were generated. Figure 8
shows the performance of ASVI and mean field baseline
quantified as the negative ELBO. As you can see, ASVI
achieves tighter bounds in all experiments for all datasets.
Figure 7 shows a randomized selection of images generated
by the ASVI model together with the corresponding label.
7. Discussion
In this paper we introduced a automatic algorithm for con-
structing an appropriate structured variational family given
a input probabilistic program. The resulting method can be
used on any probabilistic program specified by a directed
Bayesian network and always preserves the forward-pass
structure of the input program. The main limitation of the
pseudo-conjugate family is that it cannot capture dependen-
cies induced by colliding arrows om the input graphical
model. Consequently, in a model such a standard Bayesian
neural network, where the prior over the weights is decou-
pled, the pseudo-conjugate family is a mean-field family.
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A. Details of the timeseries experiments
A.0.1. MODELS
As first application, we focus on timeseries models and
SDEs. We used the following three models. The first model
(BR) is a Brownian motion without drift and with innovation
standard deviation equal to 0.1. The second model (OS) is
a linear Langevin equation with oscillatory dynamics:
x′′(t) = −ω20x(t)− βx′(t) + w(t) (21)
where ω0 = 2pi8, β = 20 and w(t) is a Gaussian white
noise process with standard deviation equal to 0.5. Finally,
the third model (LZ) is a stochastic Lorenz system (nonlin-
ear SDE):
x′(t) = 10(y(t)− x(t)) + wx(t) (22)
y′(t) = x(t)(28− z(t))− y(t) + wy(t)
z′(t) = x(t)y(t)− (8/3)z(t) + wz(t)
where wx(t), wy(t) and wz(t) are Gaussian white noise
processes with standard deviation equal to 0.1.
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A.0.2. BASELINES
The ADVI (MF) baseline was obtained by replacing all the
conditional Gaussian distributions in the probabilistic pro-
gram with Gaussian distributions with uncoupled trainable
mean and standard deviation parameters. The optimization
on the positive-valued standard deviations was performed
by transforming real-valued trainable parameters using a
sofplus function.
The ADVI (MF) baseline, the distribution over all the vari-
ables was modeled as a multivariate Gaussian parameterized
by its mean vector and the lower-triangular factor of covari-
ance (with positive-valued diagonal).
In the NN baseline was a hierarchical variational distribution
(Ranganath et al., 2016). The mean parameters of all the
Gaussian variables in the mean field model were obtained
by transforming a standard 10-dimensional (30-dimensional
for the LZ experiment) noise vector  with a trainable fully
connected perceptron:
qS(x, ν) = N (x0 | χ0(), s0)
∏
n
N (xt | χt(), st) (23)
where χn is the n-th component of the linear output of a
fully connected two layers perceptron with 10 (30 for the LZ
experiment) hidden units, without biases and with sigmoid
activations in the hidden units.
A.0.3. EXPERIMENT DETAILS
All processes were discretized with a EulerMaruyama
method ( dt = 0.01 for BR and OS and dt = 0.02 for
LZ) and the transition probability were approximated as
Gaussian distributions (this approximation is exact for dt
tending to 0). The total number of time points was 40 for
BR and OS and 30 for LZ. Each experiment was repeated
15 times with different synthetic data generated from the
joint model. The gradients of the ELBOs were estimated
using path-derivative gradient estimators (20 samples, with
entropy term integrated analytically). The models were op-
timized using Adam (Kingma & Ba, 2014) with parameters:
lr=0.05 (0.015 for MN), betas=(0.9, 0.999), eps=1e-08. In
the OS and BR experiment, the models were trained for 200
iterations. This number was chosen as all the model showed
convergence within this iterations range. Conversely, the
more challenging LZ problem required 400 iterations for
ASDI and NN, 2000 iterations for ADVI (MF) and 4000
iterations for ADVI (MN). The training of this latter model
was unstable, leading to some sub-optimal local optima.
B. Details of the neural SDE experiment
B.0.1. MODELS
The function F (x) had the following form
F (x) = W2 tanh (x+ tanh(W1x)) (24)
where W2 and W1 were d× d matrices whose entries were
sampled in each of the 5 repetitions from a centered normal
with SD equal to 0.2. Those matrices encodes the forward
dynamical model and they were assumed to be known dur-
ing the experiment. This is a Kalman filter-like setting
where the form of the forward model is known and the infer-
ence is performed in the latent units. The neural SDE was
integrated using EulerMaruyama integration with step size
equal to 1 from t = 0 to t = 9. We trained the model by
back-propagating though the integrator.
We used two DCGAN generators as emission models. The
networks were the DCGAN implemented in PyTorch. In
the CIFAR experiment, we used the following architecture:
ConvTranspose2d ( 1 0 0 , 6 4∗8 , 4 , 1 , 0 ,
b i a s = F a l s e ) ,
BatchNorm2d ( 6 4∗8 ) ,
ReLU( True )
ConvTranspose2d ( 6 4∗8 , 6 4∗4 , 4 , 2 , 1 ,
b i a s = F a l s e ) ,
BatchNorm2d ( ngf ∗4 ) ,
ReLU( True ) ,
ConvTranspose2d ( 6 4∗4 , 6 4∗2 , 4 , 2 , 1 ,
b i a s = F a l s e ) ,
BatchNorm2d ( 6 4∗2 ) ,
ReLU( True ) ,
ConvTranspose2d ( 6 4∗2 , 6 4 , 4 , 2 , 1 ,
b i a s = F a l s e ) ,
BatchNorm2d ( ngf ) ,
ReLU( True ) ,
ConvTranspose2 ( 6 4 , 4 , k e r n e l s i z e =1 ,
s t r i d e =1 ,
padd ing =0 ,
b i a s = F a l s e ) ,
Tanh ( )
Network pretrained on CFAR was obtained from the GitHub
repository: csinva/gan-pretrained-pytorch. The Fashion-
GEN network was downloaded from the pytorch GAN zoo
repository. The architectural details are given in (Radford
et al., 2015).
B.0.2. BASELINES
The ADVI (MF) baseline was obtained by replacing all the
conditional Gaussian distributions in the probabilistic pro-
gram with Gaussian distributions with uncoupled trainable
mean and standard deviation parameters. ADVI (MN) was
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not computationally feasible in this larger scale experiment.
Therefore, we implemented a a linear Gaussian model whith
conditional densities:
q(xt|xt−1) ∼ N
(
Wxt−1 +αt,σ2t
)
, (25)
where the matrixW , and the vectorsαt andσ2t are learnable
parameters.
C. Details of the autoencoder experiment
C.0.1. MODELS
Decoder 1 (f1(z1))
h i d d e n s i z e =25
L i n e a r ( l a t e n t s i z e 1 , h i d d e n s i z e )
ReLU ( )
L i n e a r ( h i d d e n s i z e , l a t e n t s i z e 2 )
Decoder 2 (f2(z2))
h i d d e n s i z e = 75
L i n e a r ( l a t e n t s i z e 2 , h i d d e n s i z e )
ReLU ( )
L i n e a r ( h i d d e n s i z e , l a t e n t s i z e 3 )
Decoder 3 (g1(z3))
L i n e a r ( l a t e n t s i z e 3 , i m a g e s i z e )
Decoder 4 (α(y))
L i n e a r ( l a t e n t s i z e 3 , i m a g e s i z e )
Inference network (f1(z1))
h i d d e n s i z e 1 =120
L i n e a r ( i m a g e s i z e , h i d d e n s i z e )
ReLU ( ) # For h id den u n i t s
# L a t e n t mean o u t p u t
# L a t e n t l o g sd o u t p u t
L i n e a r ( h i d d e n s i z e 1 , l a t e n t s i z e 3 )
S o f t p l u s ( ) # For s t a n d a r d d e v i a t i o n o u t p u t
h i d d e n s i z e 2 =70
L i n e a r ( l a t e n t s i z e 3 , h i d d e n s i z e 2 )
ReLU ( ) # For h id den u n i t s
# L a t e n t mean o u t p u t
L i n e a r ( h i d d e n s i z e 2 , l a t e n t s i z e 2 )
# L a t e n t l o g sd o u t p u t
L i n e a r ( h i d d e n s i z e 2 , l a t e n t s i z e 2 )
S o f t p l u s ( ) # For s t a n d a r d d e v i a t i o n
h i d d e n s i z e 3 =70
L i n e a r ( l a t e n t s i z e 2 , h i d d e n s i z e 3 )
ReLU ( ) # For h id den u n i t s
# L a t e n t mean o u t p u t
L i n e a r ( h i d d e n s i z e 3 , l a t e n t s i z e 1 )
# L a t e n t l o g sd o u t p u t
L i n e a r ( h i d d e n s i z e 3 , l a t e n t s i z e 1 )
S o f t p l u s ( ) # For s t a n d a r d d e v i a t i o n
