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Abstract—This paper proposes Scyclone, a high-quality voice
conversion (VC) technique without parallel data training. Scy-
clone improves speech naturalness and speaker similarity of
the converted speech by introducing CycleGAN-based spectro-
gram conversion with a simplified WaveRNN-based vocoder.
In Scyclone, a linear spectrogram is used as the conversion
features instead of vocoder parameters, which avoids quality
degradation due to extraction errors in fundamental frequency
and voiced/unvoiced parameters. The spectrogram of source and
target speakers are modeled by modified CycleGAN networks,
and the waveform is reconstructed using the simplified WaveRNN
with a single Gaussian probability density function. The subjec-
tive experiments with completely unpaired training data show
that Scyclone is significantly better than CycleGAN-VC2, one of
the existing state-of-the-art parallel-data-free VC techniques.
Index Terms—Voice conversion (VC), parallel-data-free VC,
CycleGAN, spectrogram, WaveRNN
I. INTRODUCTION
Voice conversion (VC) is a technique to convert the prop-
erties of the input speech such as speaker identity, emotion,
speech naturalness, and so on, and there have been many
studies in VC [1]. VC has good potential for various appli-
cations such as voice impersonation in broadcasting, dubbing
of movies, pronunciation training. Similar to other research
fields, techniques based on deep learning have been actively
proposed in recent years. One of the hot issues in VC studies
is VC without parallel (paired) utterances of source and
target speakers, called non-parallel or parallel-data-free VC.
Since the primary and straightforward idea for the VC is
the conversion of aligned data of source and target speakers
(parallel VC), it is obvious that achieving good conversion
quality in the parallel-data-free VC is much challenging than
that in the parallel VC.
Although various approaches have been proposed to the
parallel-data-free VC, the approaches based on variational
autoencoders (VAEs) [2] (e.g., [3]), phonetic posteriorgrams
(PPGs) [4] (e.g., [5]), cycle-consistent adversarial networks
(CycleGAN) [6] (e.g., [7]) , or their combination (e.g., [8])
seem to be more widely studied and provide better results than
the other approaches. Among these approaches, the techniques
based on PPGs need a large speech corpus of the target
language including many speakers, which can be a limitation
when applied to under-resourced languages. The VAE-based
technique has also a limitation that the theory is built under
the frame-wise mapping.
Recently the CycleGAN-based parallel-data-free VC tech-
nique using convolutional neural networks (CNNs) was pro-
posed (CycleGAN-VC) [9]. CycleGAN-VC made an impact
on the parallel-data-free VC, as well as CycleGAN made on
the image conversion from unpaired data [6], because the
approach enables to directly optimize the sequential mapping
of speech features from the source speaker to the target speaker
using CNNs. Since the training of the conversion model from
the unpaired speech data is more difficult than that from
the paired data, the study focuses only on the conversion
of spectral envelope features, which is much simpler than
spectrogram conversion. They used a traditional vocoder to
extract the speech parameters and reconstruct a waveform from
converted parameters. Consequently, converted speech often
suffers from the vocoder quality including the errors in the
fundamental frequency (F0) extraction and voiced/unvoiced
(V/UV) detection, which crucially degrades the speech quality.
The improved version of [9], named CycleGAN-VC2, was also
proposed [10], however, we found that the naturalness is still
insufficient from our preliminary experiment.
In this paper, we propose a high-quality and parallel-
data-free VC technique, named Scyclone, by introducing the
conversion of unpaired spectrograms using CycleGAN with
a neural vocoder based on a simplified version of WaveRNN
[11]. By using the spectrogram instead of vocoder parameters
as the conversion feature, we avoid the inherent problems in
the conventional vocoder parameter extraction. To train the
accurate conversion model from the unpaired spectrograms,
we change the network architecture from the encoder-decoder
model used in the original CycleGAN [6] and CycleGAN-
based VC techniques [7], [9], [10] to the generator without
encoder-decoder architecture. The spectral normalization with
the hinge loss is also employed in discriminators to stabi-
lize the network training. In the vocoder part, we simplify
the structure of WaveRNN by introducing a Gaussian loss
which is shown to be effective in text-to-speech synthesis
[12]. To demonstrate the performance of our Scyclone, we
compare Scyclone with CycleGAN-VC2, one of the state-
of-the-art parallel-data-free VC techniques, through subjective
experiments.
II. CYCLEGAN-BASED SPECTROGRAM CONVERSION WITH
MODIFIED NETWORKS
The basic theory of the feature conversion phase of Scyclone
is the same as that of CycleGAN and CyleGAN-based VC
techniques [7], [9], [10]. We change several parts to improve
training and conversion performance of Scyclone. This section
2describes modification in the CycleGAN-based feature conver-
sion from the conventional CycleGAN-based VC techniques.
A. Unified Conversion of Speech Features Using CycleGAN
with Linear Spectogram
The use of the traditional vocoder such as WORLD [13]
an advantage that the speech waveform is decomposed into
the spectral envelope and excitation features, and conversion
task becomes easier than that using the waveform itself or
spectrogram. However, there is also a drawback that converted
speech suffers from vocoder quality and V/UV errors. Another
problem is that the independent conversion of respective
features makes it difficult to take account of the relation
among the features in conversion. In the previous studies
[7], [9], [10], only the mel-cepstral coefficients are converted
using CycleGAN, and log F0 values are linearly converted
without conversion of band aperiodicity. Since the spectral
envelope features include the effect of excitation, ignoring the
dependency can affect the conversion performance.
The spectrogram includes both spectral and excitation fea-
tures as a unified form and is widely used in recent high-
fidelity text-to-speech (TTS) techniques (e.g., Tacotron2 [14]).
Hence, we employ the spectrogram in the CycleGAN-based
VC, which avoids the degradation caused by the parametric
vocoding. In [14], mel spectrogram is used as the target
feature. However, from a preliminary experiment, we found
that the low-dimensional linear spectrogram gives a better
result than the mel spectrogram as the input of the following
WaveRNN-based vocoder. Therefore, we use a linear spectro-
gram through Scyclone.
B. The Use of Sectral Normalization with Hinge Function for
Adversarial Loss
Since the spectrogram conversion is a more difficult task
than the spectral envelope conversion, we carefully choose
a loss function for CycleGAN. In the original CycleGAN
and CycleGAN-based VC techniques, the Jensen-Shannon
(JS) divergence is used as the loss function with instance
normalization [15]. However, in the GAN training, it is known
that the discriminator tends to be more quickly optimized and
the training of the generator often fails. One of the reasons
is that the loss of the discriminator continues to decrease
theoretically during the training when the JS divergence is
used.
To alleviate the problem, we employ the spectral normal-
ization [16] with the hinge loss. The spectral normalization is
one of the normalization techniques to stabilize the training
of the discriminator. The hinge loss function is also used in
the energy-based GAN [17]. In our case, the loss functions
LG and LD to be minimized for the generator G and the
discriminator D are given by
LG =Ex∼pdata(x)[max(0,−Dx(Gyx(y)))]
+ Ey∼pdata(y)[max(0,−Dy(Gxy(x)))]
+ λcyEx∼pdata(x)[||Gyx(Gxy(x)) − x||1]
+ λcyEy∼pdata(y)[||Gxy(Gyx(y))− y||1]
+ λidEx∼pdata(x)[||Gyx(x)− x||1]
+ λidEy∼pdata(y)[||Gxy(y)− y||1] (1)
and
LD =Ex∼pdata(x)[max(0,m−Dx(x)]
+ Ey∼pdata(y)[max(0,m−Dy(y)]
+ Ex∼pdata(x)[max(0,m+Dx(Gyx(y)))]
+ Ey∼pdata(y)[max(0,m+Dy(Gxy(x)))], (2)
respectively. Dx(·) and Dy(·) are the outputs of the dis-
criminators for source and target speakers when given input
features, respectively. Gxy(·) and Gyx(·) are the spectrogram
mapping functions from source to target speakers and target
to source speakers, respectively.m is a parameter of the hinge
loss and is set to 1.0 in [16] and 0.5 in our experiments. By
employing the hinge loss, we expect that the parameter update
of discriminator stops in the early step of the training, which
leads to avoid the excessive optimization of discriminator. In
Eq. (1), the first and the second terms are adversarial losses,
the third and the forth terms are the cycle losses, and the fifth
and the sixth terms are the identity mapping losses. λcy and
λid are the weights for the cycle losses and the identity losses,
respectively.
C. Non-Encoder-Decoder Network Architecture
Both networks of generator and discriminator mainly consist
of residual blocks with one-dimensional convolutional layers.
The frequency bins of the spectrogram are represented by
channels in each layer, and the convolution is performed using
time-domain filters. The original CycleGAN and the con-
ventional CycleGAN-based VC techniques use the encoder-
decoder model with downsampling and upsampling. This
operation enables capturing a wide range of input patterns and
make highly abstracted features. However, we think that such
high-level abstraction increases the risk of destroying linguistic
information and the time structure of input speech. A similar
effect is reported in [18] as aliasing in the converted waveform.
Therefore, we remove the encoder-decoder architecture and set
the stride to 1 in all convolution layers of Scyclone.
Figure 1 shows the network architectures of the generator
and the discriminator of Scyclone. The generator doubles the
number of channels1 in the first convolutional layer, and goes
through the nG residual blocks consisting of two convolutional
layers with a kernel size five. We used leaky rectified linear
units (ReLUs) [19] as an activation function for both generator
and discriminator. Finally, the generator halves the number of
channels in the final convolutional layer. Sixteen frames of
both edges of the output are discarded to ignore the effect
of zero padding in the generator, and the rest of the frames
are fed to the discriminator. The discriminator has a similar
architecture to that of the generator. nD is the number of resid-
ual blocks in the discriminator. After the residual blocks, the
number of channels is reduced to 1 in the final convolutional
layer. Finally, the global average pooling [20] is applied and
the scalar value is outputted. We add small Gaussian noise
1Each channel corresponds to its own bin in input and output layers.
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Fig. 1. Network architectures of the generator and the discriminator of
Scyclone. f, c, k, s, and SN represent the number of frames, the number
of channels, the kernel size, the stride size, and the spectral normalization,
respectively.
followingN (0, 0.01) to the input of the discriminator to fix the
instability and vanishing gradients issues [21]. In this study, we
set nG and nD to 7 and 6, respectively, based on preliminary
experiments.
III. WAVEFORM RECONSTRUCTION USING SIMPLIFIED
WAVERNN-BASED VOCODER WITH GAUSSIAN LOSS
WaveRNN [11] is one of efficient sequential generative
models for the TTS and is used as a neural vocoder as well as
the WaveNet vocoder [22]. The WaveRNN consists of a single-
layer recurrent neural network (RNN) with a dual softmax
layer that is designed to efficiently predict 16-bit raw audio
samples by splitting the state of the RNN into 8 coarse bits
and 8 fine bits. However, such a two-step operation increases
prediction time per sample. In contrast, the joint probability
of the wave samples is modeled using a single Gaussian
probability density function (pdf) in [12].
Figure 2 shows the network architecture of our vocoder. The
network consists of four fully-connected layers with the ReLU
activation functions, a single layer gated recurrent unit (GRU)
[23], and two fully-connected layers with a single ReLU
activation function. As the input, eight successive frames of
spectrogram with 128 frequency bins are concatenated and are
used as the conditions of 128 waveform sample points that
correspond to the center frame of the input spectrogram. The
input spectrogram is upsampled using four fully-connected
layers. The dimension of the input layer is 128 × 8 frames
(1,024 units), and the dimension of the output layer is 64
× 128 sample points (8,192 units), where each sample point
is conditioned on the corresponding 64-dimensional vector.
The value of the previous sample point is added as the input
of GRU. As the values, we use the ground-truth waveform
samples in the training phase and predicted values in the
inference phase.
Similarly to [12], we assume that output pdf of each
waveform sample is modeled by a single Gaussian pdf with
a mean µ and a variance σ2. The network outputs µ and
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Fig. 2. Network architecture of our WaveRNN-based vocoder. f, c, u, and
FC represent the number of frames, the number of channels, the number of
units, and a fully-connected layer, respectively.
s = log(σ). In the prediction, each sample point of the
waveform is sampled from
p(x|µ, s) =
1√
2pi exp(2s)
exp
(
−
(x− µ)2
exp(2s)
)
, (3)
where x represents the variable for the waveform samples.
For the parameter optimization, the negative log likelihood of
Eq. 3 is used as the loss function, LW , given by
LW =
1
2
(
log(2pi) + 2s+
(xt − µ)
2
exp(2s)
)
, (4)
where xt is the observed waveform sample at time t. We show
this simplified WaveRNN-based vocoder can generate high-
fidelity speech in the following experiments.
IV. EXPERIMENTS
A. Experimental Conditions
We compared Scyclone with CycleGAN-VC2 [10] using
large amount of Japanese speech data of two professional
female speakers, F009 used in [24] and Ayanami. Ayanami is
a voice impersonator of a famous Japanese anime character,
Rei Ayanami2. 4,999 utterances of F009 and 4,973 utterances
of Ayanami were used for the training. Those utterances are
completely unpaired. 53 parallel utterances of the speakers
were used for the evaluation. All of the utterances were used
after downsampling to 16 kHz. In Scyclone, the spectrogram
was calculated using a 254-point Hanning window with a
128-point shift. In the training, successive 160 frames of the
spectrogram were chosen from the training data and were used
as the input and the output of the generator of CycleGAN. The
first and the last 16 frames were discarded and 128 frames
were input to the discriminator. λcy and λid were set to 10
and 1 in Eq. 1. Adam [25] was used as the optimizer for both
CycleGAN and WaveRNN. As the hyperparameters of Adam,
α = 2.0 × 10−4, β1 = 0.5, and β2 = 0.999 were used for
CycleGAN, α = 1.0−4, β1 = 0.5, and β2 = 0.999 were used
for WaveRNN. The sizes of the mini-batches were 64 and 160
for CycleGAN and WaveRNN, respectively. For CycleGAN-
VC2, we used the same conditions in feature extraction and
network setting as [10].
2https://en.wikipedia.org/wiki/Rei_Ayanami
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MOS ON SPEECH NATURALNESS
Target speaker Ayanami F009
Target (natural) 4.59 ± 0.12 4.76 ± 0.10
Target (vocoded) 4.63 ± 0.10 4.68 ± 0.11
CycleGAN-VC2 1.80 ± 0.14 1.87 ± 0.17
Scyclone 3.92 ± 0.17 3.36 ± 0.20
TABLE II
MOS ON SIMILARITY TO THE TARGET SPEAKER
Target speaker Ayanami F009
Source (natural) 1.00 ± 0.00 1.06 ± 0.07
CycleGAN-VC2 2.81 ± 0.16 3.20 ± 0.17
Scyclone 4.39 ± 0.14 4.49 ± 0.14
B. Subjective Evaluation
We evaluated the naturalness and similarity of the converted
speech samples with the mean opinion score (MOS) tests. In
the speaker similarity test, the natural speech samples of the
source speakers were also evaluated as the reference. This is
important because the conversion task would be easy when
the voice characteristics of the source and target speakers are
very close to each other. Subjects were nine Japanese native
speakers, and ten sentences for each subject were randomly
chosen from the 53 test sentences3. The subjects listened to
the speech samples and evaluated those speech naturalness and
speaker similarity to the target speaker on a five-point scale:
“1” for bad, “2” for poor, “3” for fair, “4” for good, and “5”
for excellent.
Tables I and II show the results of the subjective evalu-
ation on speech naturalness and speaker similarity, respec-
tively. From Table I, we found that the proposed simplified
WaveRNN-based neural vocoder using a single Gaussian
loss achieves high-fidelity for both target speakers. As for
the conversion performance, the naturalness of the speech
samples with CycleGAN-VC2 is still low. In contrast, Scy-
clone gives significantly higher naturalness scores compared
to CycleGAN-VC2 in both target speakers. As for the speaker
similarity, the scores show that the source speakers have
completely difference speaker characteristics from the tar-
get speakers. Under such a condition, Scyclone outperforms
CycleGAN-VC2 in the conversion performance of the speaker
identity.
V. CONCLUSIONS
This paper has proposed Scyclone, a parallel-data-free VC
technique using CycleGAN-based spectrogram conversion and
a simplified WaveRNN-based neural vocoder with a Gaussian
loss. To improve the modeling and conversion performance in
CycleGAN, the network was modified in which non-encoder-
decoder architecture was employed with the spectral normal-
ization. Experiments were conducted under the condition of
completely unpaired training data. The subjective evaluation
results have shown the superiority of Scyclone to the state-of-
the-art parallel-data-free VC, CycleGAN-VC2. More detailed
3Some of the speech samples used in the MOS tests are available at the
following URL: https://bit.ly/2NFvLhk
description and evaluation of Scylone will be presented in our
next article.
ACKNOWLEDGMENTS
A part of this work was supported by the JST COI Grant
Number JPMJCE1303 and the JSPS Grant-in-Aid for Scien-
tific Research JP17H00823.
REFERENCES
[1] S. H. Mohammadi and A. Kain, “An overview of voice conversion
systems,” Speech Communication, vol. 88, pp. 65–82, 2017.
[2] P. K. Diederik, M. Welling et al., “Auto-encoding variational Bayes,” in
Proc. ICLR, 2014, pp. 1–14.
[3] C.-C. Hsu, H.-T. Hwang, Y.-C. Wu, Y. Tsao, and H.-M. Wang, “Voice
conversion from non-parallel corpora using variational auto-encoder,” in
Proc. APSIPA, 2016, pp. 1–6.
[4] T. J. Hazen, W. Shen, and C. White, “Query-by-example spoken term
detection using phonetic posteriorgram templates,” in Proc. ASRU, 2009,
pp. 421–426.
[5] L. Sun, K. Li, H. Wang, S. Kang, and H. Meng, “Phonetic posterior-
grams for many-to-one voice conversion without parallel data training,”
in Proc. ICME, 2016, pp. 1–6.
[6] J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-to-image
translation using cycle-consistent adversarial networks,” in Proc. ICCV,
2017, pp. 2223–2232.
[7] F. Fang, J. Yamagishi, I. Echizen, and J. Lorenzo-Trueba, “High-quality
nonparallel voice conversion based on cycle-consistent adversarial net-
work,” in Proc. ICASSP, 2018, pp. 5279–5283.
[8] Y. Saito, Y. Ijima, K. Nishida, and S. Takamichi, “Non-parallel voice
conversion using variational autoencoders conditioned by phonetic pos-
teriorgrams and d-vectors,” in Proc. ICASSP, 2018, pp. 5274–5278.
[9] T. Kaneko and H. Kameoka, “CycleGAN-VC: Non-parallel voice con-
version using cycle-consistent adversarial networks,” in Proc. EUSIPCO,
2018, pp. 2100–2104.
[10] T. Kaneko, H. Kameoka, K. Tanaka, and N. Hojo, “CycleGAN-VC2:
Improved CycleGAN-based non-parallel voice conversion,” in Proc.
ICASSP, 2019, pp. 6820–6824.
[11] N. Kalchbrenner, E. Elsen, K. Simonyan, S. Noury, N. Casagrande,
E. Lockhart, F. Stimberg, A. van den Oord, S. Dieleman, and
K. Kavukcuoglu, “Efficient neural audio synthesis,” arXiv preprint
arXiv:1802.08435, 2018.
[12] W. Ping, K. Peng, and J. Chen, “ClariNet: Parallel Wave Generation in
End-to-End Text-to-Speech,” in Proc. ICLR, 2019, pp. 1–15.
[13] M. Morise, F. Yokomori, and K. Ozawa, “World: a vocoder-based high-
quality speech synthesis system for real-time applications,” IEICE Trans.
Inf. Syst., vol. 99, no. 7, pp. 1877–1884, 2016.
[14] J. Shen, R. Pang, R. J. Weiss, M. Schuster, N. Jaitly, Z. Yang, Z. Chen,
Y. Zhang, Y. Wang, R. Skerrv-Ryan et al., “Natural TTS synthesis
by conditioning WaveNet on mel spectrogram predictions,” in Proc.
ICASSP, 2018, pp. 4779–4783.
[15] D. Ulyanov, A. Vedaldi, and V. Lempitsky, “Instance normalization: The
missing ingredient for fast stylization,” arXiv preprint arXiv:1607.08022,
2016.
[16] T. Miyato, T. Kataoka, M. Koyama, and Y. Yoshida, “Spectral
normalization for generative adversarial networks,” arXiv preprint
arXiv:1802.05957, 2018.
[17] J. Zhao, M. Mathieu, and Y. LeCun, “Energy-based generative adver-
sarial network,” in Proc. ICLR, 2017, pp. 1–17.
[18] K. Tanaka, H. Kameoka, T. Kaneko, and N. Hojo, “WaveCycleGAN2:
Time-domain neural post-filter for speech waveform generation,” arXiv
preprint arXiv:1904.02892, 2019.
[19] A. L. Maas, A. Y. Hannun, and A. Y. Ng, “Rectifier nonlinearities
improve neural network acoustic models,” in Proc. ICML, vol. 30, no. 1,
2013, p. 3.
[20] M. Lin, Q. Chen, and S. Yan, “Network in network,” arXiv preprint
arXiv:1312.4400, 2013.
[21] A. Martin and L. Bottou, “Towards principled methods for training
generative adversarial networks,” in Proc. ICLR, 2017, pp. 1–17.
[22] A. Tamamori, T. Hayashi, K. Kobayashi, K. Takeda, and T. Toda,
“Speaker-dependent WaveNet vocoder,” in Proc. INTERSPEECH, 2017,
pp. 1118–1122.
5[23] K. Cho, B. Van Merrie¨nboer, C. Gulcehre, D. Bahdanau, F. Bougares,
H. Schwenk, and Y. Bengio, “Learning phrase representations using rnn
encoder-decoder for statistical machine translation,” in Proc. EMNLP,
2014, pp. 1724–1734.
[24] H. Kawai, T. Toda, J. Ni, M. Tsuzaki, and K. Tokuda, “XIMERA: A
new TTS from ATR based on corpus-based technologies,” in Proc. ISCA
workshop on speech synthesis (SSW), 2004, pp. 179–184.
[25] D. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.
[26] K. Liu, J. Zhang, and Y. Yan, “High quality voice conversion through
phoneme-based linear mapping functions with STRAIGHT for Man-
darin,” in Proc. FSKD, vol. 4, 2007, pp. 410–414.
