I. Introduction M
ANY engineering optimization problems, for instance, optimal design or model updating, lead to a sensitivity analysis of the eigenvalue problem. In the case of distinct eigenvalues, the partial derivatives of the eigenvalues and eigenvectors with respect to a prechosen parametrization can be calculated. The situation is more complicated in the case of multiple eigenvalues because the associated subbasis of eigenvectors is only de® ned up to an arbitrary orthonormal matrix. This case has been the subject of m any studies in the recent years (see, for instance, Refs. 1±13). As demonstrated by Haug and Rousselet, 8 the (Fr Â echet) derivatives of the multiple eigenvalues do not exist, in general, for any parametrization in the case of more than one parameter. They suggest the use of the directional (Gateaux) derivatives, which exist for some directions. The question of which parametrization is permissable to ensure the existence of the partial derivatives of the eigenvalues and eigenvectors has not been discussed. A remark on that issue is the purpose of this paper. In Sec. II the problem of calculating the partial derivatives of repeated eigenvalues and the partial derivatives of the corresponding eigenvectors is recalled. Conditions on the existence of the partial derivatives of the eigenvalues and eigenvectors are investigated in Sec. III, accompanied by simple two-dimensional examples. To demonstrate the application of the theorems derived, in the fourth section an example of a three-dimensional elastomechanical model is presented.
II. Recalling the Problem
Consider the general eigenvalue problem 
then the primary partition X 1 2 N £ n of the matrix of eigenvec-
is de® ned only up to postmultiplication by an n £ n orthogonal matrix H . Indeed, from Eqs. (3) and (4), sub-
For some parameterizations this redundancy can be used to ensure the existence of the partial derivatives of the eigenvalues at q o . Partial differentiation of Eqs. (3) and (4) with respect to the r th component qr of q leads to
where the subscript r denotes the partial derivative with respect to qr and the matrix Z r is de® ned by
Note that Eqs. (8) and (9) 
where the commutator product is de® ned by
Considering only the diagonal of Eq. (8) leads to
Inserting this result into the diagonal of Eq. (9), K , r can be calculated, yielding
This can be done for all r = 1, . . . , m and also at q = q o . The problem is that, at q = q o , Eq. (13) requires the ® rst n £ n diagonal block C 
where c i = (C )ii . The expression in Eq. (22) 
where according to Eq. (10) 
Only the off-diagonal blocks of the last commutator depend on Z 11 s . Thus, the second partial derivatives of the eigenvalues can be calculated from the diagonal of Eq. (28), yielding 
For distinct eigenvalue derivatives, Eq. (32) allows the calculation of ( Z 11 r )off using, for instance, the diagonal r = s, which yields with reference to Eq. (21) for i 6 = k :
Of course, the consistency of Eq. (32) with this result has to be checked for the remaining equations resulting from r 6 = s because the coupling of the sensitivities of the eigenvalues and eigenvectors means that their existence is coupled, too. In the following section, conditions for the existence of the ® rst partial derivatives will be inferred and their continuity is investigated.
III. Existence of Eigenvalue an d Eigenvector Sensitivities

A. Two Theorems on the Existence of the Partial Derivatives of Repeated Eigenvalues
As already pointed out, the eigenvectors related to the multiple eigenvalues, in general, are not unique. In some cases it is possible to choose the orthonormal matrix H in such a way that it diagonalizes the m atrices C 
From basic algebra (for further reading see, for instance, Refs. 14± 16) it is clear that for two matrices having the same orthonormal eigenvectors the commutator vanishes. On the other hand, if the com mutator of two matrices vanishes they have the same diagonalizing matrix. If both matrices are symm etric [see Eqs. (11) and (12)], the diagonalizing matrix is orthonormal. The fact that there exist a maximum n linearly independent comm utating n £ n matrices leads to the following theorem. The conditions of Theorems 1 and 2 enable a given parameterization to be tested. If either theorem is violated, further computations are in vain because the derivatives will not exist at q = q o . Moreover, if the parameterization is permissible in the speci® ed sense, at q = q o the eigenvalues and eigenvectors and their ® rst partial derivatives are continuous if A(q) and B (q) and their ® rst derivatives are continuous. As a consequence of the continuity of the ® rst partial derivatives, the order of differentiation within the second partial derivatives is arbitrary. 
where for Cr and Cs the corresponding left-hand sides of Eq. (13) 
In general, this equation holds if
The ® rst equation expresses the arbitrariness of the order of differentiation of the eigenvalues and is equivalent with the continuity of their ® rst partial derivative. The second equation is, with reference to Eq. (25), equivalent with the continuity of the ® rst partial derivatives of the eigenvectors. Before corresponding conditions for the existence of the partial derivative of the eigenvectors will be derived the following academical example of Seyranian et al. 13 (see also Ref. 7 , p. 158) shows that not for any parameterization do the partial derivatives of the eigenvalues exist. 
Thus, the given parameterization (41) is not perm issible. Indeed, the calculation of the eigenvalues leads to
where
The ® rst partial derivatives are
and the second partial derivatives turn out to be
Obviously the limits of the derivatives as q ! 0 do not exist.
B. Two Theorem s on the Existence of the Partial Derivatives of Eigenvectors
Although it is popular (see, for instance, Ref. 
Because the right-hand side of this equation is symmetric, the lefthand side has to be symmetric, too. Moreover, the ranks of both sides have to be the same, which is equivalent to the condition
Of course, Eq. (51) has a unique solution only if
where the symmetric matrix Nik is the orthogonal projector (see, for instance, Ref. 17) into the (m ¡ 1)-dimensional orthogonal complement of the one-dimensional subspace spanned by hi k , i.e.,
is the orthogonal projector into the subspace spanned by hik 2 m . To see this, one can multiply Eq. (51) by hi k , yielding
For k hi k k 6 = 0, the matrix on the right-hand side of Eq. (56) is nonsingular. The unique solution of Eq. (56) is given by
Of course, in general this solution is not a solution of Eq. (51). Inserting zik from Eq. (57) into Eq. (51) yields
The latter equation is equivalent to
Summarizing what has been said in this section leads to the following. Theorem 3: Necessary conditions for the existence of a unique solution of Eq. (51) are
Moreover, Eq. (32) is consistent with the result given in Eq. (33) if and only if
where Gik and Ni k are de® ned in Eqs. (51±55). Of course, this theorem leads to restrictions on the given param eterization. Inserting the expressions given in Eqs. (20) and (21) 
Obviously, the matrices Gik are symmetric for all i 6 = k 2 f 1, . . . , n g . Thus, the ® rst of the necessary conditions of Theorem 3 does hold. Although Eq. (65) is related to Eq. (53) via hik = fk ¡ fi , neither the rank condition nor the suf® cient condition formulated in Theorem 3 does necessarily hold for any parameterization. Even in the case of a linear parameterization of the matrix B , Eq. (65) becomes
which may be of rank m > 2 for some i 6 = k , i, k 2 f 1, . . . , ng .
The suf® cient condition formulated in Theorem 3 should be checked numerically rather than analytically. The analytical expression of how the projector Nik acts on Gik is rather dif® cult. A better insight can be achieved by translating the effect of Nik on G r s rather than on Gik . Of course, in the light of Eq. (53) the effect of Ni k on Gi k is related to the effect of the projector Pik :
Considering only the element in row r and in column s of Eq. (67) and expanding this expression for all i 6 = k 2 f 1, . . . , n g leads to
where¯denotes the Hadamard product, which is the componentwise product of two matrices having the same size, 17 and
(
This leads to the formulation of the following theorem. Of course, Theorem 3 is equivalent to Theorem 4 but for a numerical check either one of them may be used. Before a threedimensional example is presented (in the next section), the following academical exam ple of a nonlinear parameterization shows that, though the partial derivatives of the eigenvalues exist, the partial derivatives of the eigenvectors do not exist in general.
For the example with a nonlinear parameterization, let A = I2 and de® ne B(q) with q 2 2 by
which leads at q = 0 to eigenvalues k 1 = k 2 = 1. A brief calculation
Thus, due to Theorems 1 and 2, the partial derivatives of the eigenvalues exist. To check Theorem 3 or 4, one has to calculate the following quantities:
A brief calculation shows that Gik = 0 for all but one pair of indices (i, k) = (1, 2), yielding
On the other hand,
and, therefore,
Finally, to check Theorem 3, one has to calculate
Thus, the partial derivatives of the eigenvectors do not exist. A direct calculation by using the diagonal [see Eq. (33)] without checking the consistency would lead to the incorrect results
In the next section, a three-dimensional example is investigated concerning permissible linear parameterizations.
IV. Exam ple
To demonstrate the application of the theorems, the spring-mass model depicted in Fig. 1, which 
is assumed to be constant and the stiffness matrix is parameterized by
which corresponds (see Fig. 1 ) to (k1 , k2, k3, k4 , k5, k6 ) = (q1 , 8q2, q3, 2q4 , 2q5, q6 ) (88) Fig. 1 Simple discrete three-degree-of-freedom model. 
The remaining eigenvalue is k 3 = 1 with the eigenvector
The norm alization constants are a : = 1/ and because all submatrices Br are symmetric generated by a single vector, each Cr also is symmetric and generated by one vector only. The generating vectors are listed in Table 1 . For example,
To check Theorems 1 and 2, the matrices C 11 r 2 2 £ 2 have to be calculated for all r = 1, . . . , 6. They are generated by the twodimensional vectors containing the ® rst two components of the generators listed in Table 1 , for instance,
Theorem 2 yields rank ae ç ç ç è é ê ê ê ë
Thus, the partial derivatives of the eigenvalues will not exist for the complete parameterization as de® ned by Eq. (87). To answer the question of a permissible parameterization Theorem 1 has to be checked. This requires the calculation of 15 commutators. The resulting matrices are skew sym metric. The corresponding upper off-diagonal elements are listed in Table 2 for all r < s. Of the six matrices only the two corresponding to param eters q2 and q6 commute. Thus, an orthogonal matrix H 2 2 £ 2 will only exist for the param eterization B(q1, q2) = 2 é ê ë 
To calculate the derivatives of the eigenvectors with respect to h at h = 1, the operator in Eq. (105) leads to 
V. C onclusions
The existence of the derivatives of eigenvalues is investigated. In the case of multiple eigenvalues, the partial derivatives do not exist for any param eterization. Two conditions are deduced, which enable a given parameterization to be tested to determine its perm issability. For any continuous permissible parameterization, the partial derivatives of the eigenvalues and eigenvectors are continuous, too. The application of the theorems presented has been demonstrated by examples. In preparation is a method to calculate the partial derivatives of repeated eigenvalues independent of the existence of eigenvectors.
