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1. INTRODUCTION 
In this paper, we wish to study problems of the form 
(1.1) 
or slightly more general problems, as we will see in Section 2. A surprising 
fact is that we do not need to assume that f (z) is a function; that is, we can 
solve (1.1) when f (z) is any formal power series. 
In Section 2, we study problem 1.1 when g(z) and z+,(z) are entire functions 
of one variable, which do not grow too fast at infinity. We also show that, 
in a certain sense, our choices for g(z) and us(z) are optimal. Finally, we 
easily extend the results to problems in several variables. 
In Section 3 we introduce the Fourier-Bore1 transform which is closely 
related to the classical Fourier transform and use it to solve problem (1.1) 
when the formal power series defines an analytic function. These solutions 
are of a kind considerably different from those obtained in Section 2. 
In Section 3, we consider problems of the form 
(1.3) 
f(+ +,t) = If(r) 4~ --Y, 44~. 
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Again, we need only require thatf(z) be a formal power series. Also, some 
difference equations with constant coefficients are a special case of (1.3). 
In Section 5, we indicate how the theory can be extended to include the 
cases where the data for problem (1.1) are analytic functionals or distribu- 
tions, the case of a system of differential equations, and the case of nonlinear 
equations. We also discuss the problem of variable coefficients. 
Differential operators of the form a/at -f(a/&), which are of infinite 
order, appear in quantum physics (see Lax [2, p. 3411). However, the Cauchy 
problem for such equations does not seem to have been studied. 
We remark that when f(a) is an analytic or possibly an entire function, 
then differential operators of the form f(a/&) (a particular case of the so- 
called hyperdifferential operators; see [6]) h ave been studied by Martineau [4], 
Valiron [8], Lepson [3], and Treves [6]. 
Some of the basic techniques for solving problem (1.1) are developed in 
Treves [6], and Steinberg and Treves [5]. 
2. SPACES OF ANALYTIC FUNCTIONS 
We will use the standard multi-index notation; that is, z = (zr ,..., an), 
I z I2 = I Zl I2 + ..* + I %l P, where zi E V and V are the complex numbers 
(R = real numbers). Also, p = (p, ,..., p,), / p 1 = p, + e-1 + p, , where pi 
is a nonnegative integer. Finally, p! = pr!ps! ... p,!, zp = zlpls?$ .*. z$ and 
Dzp = $ . . . &. 
1 II 
For the first part of this section, we assume that x is one complex variable 
and p is a positive integer. We will consider the multivariable case later. We 
now suppose that F, (p = 0, 1 ,...) is a sequence such that 
F, b 0 for all p 
F, # 0 for some p > 0 
and that S,, , S, and M are fixed positive numbers with S,, > S, . 
Also, we suppose that yD is a sequence that satisfies 
(2-l) 
0 < Yz G Mz(pi&--)-’ for I > 0, (2.2) 
where y # 0 is arbitrary if the right side of (2.2) is infinite. There are many 
solutions to (2.2) and, in particular, there is one maximal solution which we 
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call Fl . In case right side of (2.2) . is infinite for some value of 1, we choose 
F, = 1. Because of condition (2.1) the right side of (2.2) can be infinite for 
only a finite number of values of 1. 
Now, if u(z) = C u(P)xP/p! is a formal power series, then we define the 
norm 
II f4 Ily.s = II u IIS = c sp y ’ 
and define the Banach space X,,, = X, to be all formal power series u(z) 
such that II u lIV,S < co. Naturally, the norm on X, is II * IIS . We now remark 
that the topological structure of the Banach space X, does not depend on 
any finite number of the ye’s as long as yB f 0. Also, the arbitrary choices 
made in choosing the Tp’s does not affect our results. 
We note that if S < s’ and u E Xs’ , then 
II 4s < II 24. IIS, 
x,, c x, . 
(2.4) 
THEOREM 2.1. If we suppose that 
f(t,b) = Cflp;:‘ip , PER 
is a formal power series and that 
(a> IfW>l <F, t 
(b) f(t, 5) is continuous in t for I t / < 77 in the sense that 
s;p(C If’“‘(td -f%,)l) + 0 as I tl - t, / -+ 0, 
(c) g(t) : R -+ Xs, continuously for I t I < 7, and 
(4 uo E Xs,, 9 
then there is a 6 such that 
g (0 = f (4 x&) u(t) + i?(t) 
(2.5) 
u(0) = 24, 
has a unique continuously diferentiable solution u(t) : R -+ X,,, for 
I t I < 6(So - S), where ys is any sequence satisfying (2.2). In addition, if 
f (t, a/&) and g(t) are analytic in t, so is u(t). 
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Remark. Condition (b) implies: Given E > 0, there is a 6 > 0 independent 
of 1 and p such that 
If’“‘(tl) -f’“)(t,)j < E 1% MLs19p!l . 
Proof of Theoretn 2.1. We want to apply the Ovcyannikov theorem (see 
[6, p. 2-011). To do this, we need only check that 
and 
for all S’, S, s’ > S 3 Sl 
(4 SUP lif(h, -&) 24 -f (t, ,&) u 1ls -+ 0 as I t, - + 0, 
l1*1l,y=l 
whenuEX,*,S’>S>S,. 
We compute 
We note that here we consider S in the interval [S, , S,,], 0 < S, < S,, < co, 
instead of the interval [0, l] as in [6]. Finally, (ii) follows easily from (b). 
We are now interested in what the solutions of the recursion relation (2.2) 
are like. 
PROPOSITION 2.1. If Fk f 0, then y1 < KZ(Z!)l/k for some K > 0. Also, 
if F, f 0, then yL < Kzll!/Fz for some K > 0. 
PROPOSITION 2.2. The spaces X,,, can be identified with a subspace of the 
functions analytic in some neighborhood of the origin. 
Proof. Proposition 2.1 follows from Eq. 2.2 and Proposition 2.2 follows 
from Proposition 2.1 and condition (2.1). If u E X,,, we identify u with 
u(9) z9 
44 = c pl * 
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In what follows, we will identify the sequence F, with the formal power 
series F(z) = C F+*/p!. Al so, we will identify the formal power series F(x) 
andf(t, z) with the usual analytic function if the formal power series converge. 
If we have a formal power series f(z) = Cf(“)s”/$! (or a sequence f(p)) 
we say it is of Gevery type OL if 
If’“’ / < Ma(p! 
for some M > 0. We note that if CL = 0, then f defines an analytic function 
in a neighborhood of the origin and if 01 < 0, then f defines an entire function. 
PROPOSITION 2.3. We have the following solutions to the recursion rela- 
tion (2.2). Note that 
F(x) = IF%, 
and for convenience choose S, = 1. 
(i) If F(z) is a polynomial of degree k, then ys = Cz(l!)llk is a solution of 
the recursion (2.2) for any C > 0. If k = 1, X, can be iden@ed with a subspace 
of the functions analytic in the disk 1 z 1 < C-l. If k > 1, then Xs can be 
identified with a subspace of the entire functions of order (1 - (l/k))-l. 
(ii) If F(z) = C (p!)” 9, that is, F, = (~!)l+~, 01 > 1 and F is a diver- 
gent power series of Gevery type 01, then yt = (l!)-a is a solution of the recursion 
relation (2.2). Also, Xs can be identijied with a subspace of the entire functions 
of order l/( 1 + a). 
Proof. It is easy to check that the recursion is satisfied. To obtain the 
identification of X, we use Section 2 of [5]. 
Remark. If in recursion (2.2) we replace F, by MrF9 , then a solution is 
given by ytM-l. Thus, the restriction S, > 1 can be removed from 
Proposition 2.2. 
Remark. In Section 3, we will discuss more carefully the case where f (z) 
is an analytic function. 
Remark. The results of part (i) of the above theorem were used exten- 
sively in [5]. 
We now want to show that choosing yz = rr = maximal solution to the 
recursion (2.2) is in some sense an optimal solution of problem (1.1). First, 
one can ask the question: If the data for problem (1.1) is an entire function, 
is the solution an entire function too? The answer to the problem is no, as 
shown by the backwards heat equation. However, there should be a largest 
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space of entire functions so that if the data for problem (1.1) belong to the 
space, then the solution of problem (1.1) also belongs to the space. 
Another question one can ask is: If the data to problem (1.1) are distri- 
butions of compact support, what is the smallest space that the solution 
belongs to ? In other words, how regular is the solution ? This question is the 
dual of the above question. 
In classical problems of the above type the Ovcyannikov Theorem has 
given optimal results [6]. If we assume that the Ovcyannikov Theorem is 
optimal, then we must choose an optimal scale of Banach spaces. One 
possibility is to choose 
II 4s = 1 Y(P, S) I u’“‘(O)l, 
and then choose y(~, S) optimal. Since this is a bit complicated, we will 
instead choose y(~, S) = ~$9’ and then find the optimal yP . We remark 
that this corresponds to choosing our scale of Banach space as a scale defined 
by dilation, i.e., 
II e4ls = II N~4ll - 
Also, we will consider more general circumstances in Section 3. 
As we wish to apply the Ovcyannikov Theorem, we need to choose /I * IIs 
so that 
for some C and S < T. 
We find that formally 
and consequently that 
where 
z 1 1.P) I Yz M,= C---- s 
p=p P! Yl-9 ’ 
r= -. ( 1 T 
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Consequently, we need 
for all r near 1, r < 1. 
Now this implies 
MC c z ’ rZ(l - r) ’ 
We also find that 
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1 m;x(r”(l - r)) = (&)‘~+1, 
and that the maximum occurs at the point r = Z(1+ 1). Thus, 
M, < Cl. 
On the other hand, it is easily checked that 
1 1 
syp(V G F l--r 3 
ro that choosing M, = Cl is optimal. 
Another indication that our choice is optimal is the following regularity 
sesult. Suppose that 0 < d < 1 and that we choose yz such that 
0 < YZ < Mid (z2 &- $)-‘. cw 
We then have 
THEOREM 2.2. If in addition to the hypothesis of Theorem 2.1 we assume 
thatf(t, a/&z) =f(a/a z is independent of t, that yz satisjies (2.6), and that g(t) ) 
is entire in t and satisfies 
0) llP(Ws, d G+YWd, 
then for ewry S, S, < S < SO , there is a constant MS such that 
(ii) 11 ufk)(0)llS < Mi+l(k!)“. 
Remark. If f (t) : @? -+ X, , is analytic at z = 0 and satisfies 
Ilf'"'(Ws < Ck(Wd, 
505/9/343 
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then f(t) is an entire function and has order at most K = l/(1 - d) in the 
sense that 
Ilf@)ll~ d C exp(-r I t I”) 
for some r and C. 
Proof of Theorem 2.2. As in the proof of Theorem 2.1, we find that 
the result then follows from [6, Section 131. 
We now consider the case of several variables, i.e., z = (x1 ,..., zn), 
P = (PI >..‘> p,), etc. In this case, if we are given a sequence F, , 
F, b 0 
F, f 0 for somep, 
then we choose any sequence y1 which satisfies 
where p < 1 if and only if p, < li for all i. It is easily checked that the above 
results then hold in the case of several variables. 
3. THE FOURIER-BOFWL TRANSFORM AND DIFFERENTIAL EQUATIONS 
DEFINED BY ANALYTIC FUNCTIONS 
We suppose that f (z) is a function holomorphic on Q C P, and that Q 
is open and Runge. If p is a distribution with compact support, we define 
the Fourier-Bore1 transform of p by 
We want to solve 
@(A) = (p, ecAsz)). 
g (4 = f (j&) 44 
u(0) = 0. 
(34 
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However, by using the Fourier-Bore1 transform we may as well study the 
problem 
(3.2) 
whose solution is given by 
If we let H(Q) be the space of holomorphic functions in Q with the topology 
of uniform convergence on compact subsets, then exp(tf(h)) is a bounded 
operator on H(Q). H’(Q) is the dual space of H(Q) and if TV E H’(Q) and 
u E H(Q), then we define exp(tf(h)) by 
(etrcA)p, u) = (p, etf%). 
Clearly, exp(tf(h)) is a bounded operator on H’(Q). 
Now, as e@sA) E H(Q), we can define the Fourier-Bore1 transform of 
CL E H’(Q) by 
P(4 = ~(1.4 = <P, e”“). 
Also, it is clear that P(Z) is entire, and since ~2 is Runge, that 9 is 1 - 1. If 
we let Er = P(H’(Q)), then exp(tf(a/&)) is a bounded operator on Er for 
all t; and if u,, E Ei , then 
exp (tf (g)) u. 
is the solution to problem (3.1) for no E E1 . 
We can also consider R(K) the germs of holomorphic functions on K 
where K is a compact Runge subset of Q. We then obtain the same result 
as above for the space E, = S@‘(K)). 
We can now characterize the spaces El and E2 in the case when K and Q 
are convex. 
PROPOSITION 3.1. f(z) E Es if and only $for every E > 0 there is a constant 
C, depending on E such that 
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Also, f (2) E E1 if and only if 
(9 IfC4l G Cex~~&) 
for so112e compact KC 52. 
Proof. This follows from Section 18, Formula 18.2 and Theorem 18.2 
of [6]. 
We now proceed to find more precise information on the solution to 
problem (1.1) when f (z) is analytic in 52. We suppose that F(h) is a function 
defined on 52 (where Q is Runge), and that 
(i) F(h) 2 0, 
(ii) F(h) is continuous, and 
(iii) For all x E 59 there is a constant M, such that 
F(h) + M, >, re(zh) = re 1 xi& for hEQ. 
Remark. Condition (iii) is automatically satisfied if Q is a bounded set. 
If u(h) is an analytic function on Q, then we define 
II 4vlls = II f4)llS,F = $ 441 exp(---SW))) 
and define Y, = YSsF to be all function u analytic in Sz such that 11 u ]]S,F < co. 
We next let Ys’ be the dual space of Ys . Because of condition (ii), eZJ E X, 
for all S > 0, and consequently we can define 
for every p E Y,‘. It is easy to check that p(X) is an entire function. Also, 
the mapping TV -+ p * is 1 - 1 as Sz is Runge. We now let X, be the space of 
entire functions u(z) such that u(z) = p(z) for some /J E Y,‘, and let 
]I u IIs = I] p IIs . We remark that these spaces are related to the spaces intro- 
duced in Section 14 of [6]. 
THEOREM 3.1. If we suppose that f (t, .z) is analytic for z E sd, and that 
(a) If (4 4 < WI 
(b) f (t, z) is continuous in t for / t I < 7 in the sense that 
sup If PI 9 4 (tz -f > 41 
Fc4 
- 0 as 1 t, - t, I -+ 0, 
Es2 
(c) f(t) : R + XSO continuously for I t I < 7, and 
(4 uo E -Go 3 
CAUCHY PROBLEM FOR DIFFERENTIAL EQUATIONS 601 
then there is a 6 such that 
g (t) = f (4 ;) w + g(t) 
u(0) = u(J 
has a unique continuously d@mntiable solution u(t) : R + X8 fw 
1 t 1 < 6(S,, - S). In addition, if.f(t, a/&x) and g(t) are analytic in t, then so 
is u(t). 
Proof. We again want to apply the Ovcyannikov Theorem of [6, Section 23. 
We first note that we have denoted the norms on Ys , Y,‘, and X, by (1 * 11. 
Being careful of this, we note that if S < S’, 
(i) If u E Ys , then 11 u IIs < 11 u jls, and Ys C Yse ; 
(ii) If TV E Y& , then \I p IIs, < (I /J (Is and Y& C Y,‘; 
(iii) If u E X,* , then /I u IIs, < 11 u IIs and X,, C X;. . 
We next note that if u E X8* , then f (t, a/&) u E X, for S < 5”; and if 
u = @, then f (t, a/&r) u = (f (t, X) p)* as * is 1 - 1. Also, if u E X, , then 
and if u E Ys , then 
Ilf (4 x>u IIS’ < IIw% /Is’ 
= sup(F(h) e(s’+s)F(3) II u IIs 
and, consequently, 
Similarly, one can check that 
when s’ > S. We remark that we again consider S and s’ such that 
o<s,~s<s’~s,<oo. 
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Remark. If Q is bounded and if one is given II E X,, one can find a 
TV E Ys’ such that u = $ by using the Fantappie and Laplace transforms. 
See [6, Sections 18 and 191. 
We now consider the problem of characterizing the functions that belong 
to X, . If we let H(Q) be the analytic functions on Sz, then we have 
and, consequently, 
y,s cWQ), Y,' 3 H'(O), 
xs 1 mqQ)); 
i.e., X, contains all of the functions satisfying condition (ii) of Proposition 3.1 
if J2 is convex. If we allow 0 to be unbounded, then the space X, will include 
all of the spaces considered in [5] and many others. 
However, if we assume Q is bounded, then we can say more. Let fi(@ 
be the germs of functions analytic in a neighborhood of 52. Then we have 
@=2) c Ys c H(Q), 
and, consequently, 
AI(B) 1 Ys’ 2 H(O), 
qI?yLQ 2 xs 2 ?F(II(Q)). 
PROPOSITION 3.2. If Sz is bounded and u(z) E Xs , then there is a constant 
C, depending on E such that 
I 44 d C, expV&) + E I z I) 
Id4 = pi r&i z>. 
In addition, ;f Q is convex, if K C Q is convex, and if u(z) satisjes 
I +>I < C exp If&), 
then u(z) E X, . 
4. CONVOLUTION EQUATIONS 
At this point we would like to study problems of the form 
w = f (t) * u(z, t) + g(z, t) 
= s f (t, y) ~(2 - Y, t) 4 + g(z, t), 
u(x, 0) = u&z). (4.1) 
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We remark that iff(t, y) is a tempered distribution in y for each t then these 
equations can be solved using the Fourier transform. Here we only assume 
that, for each t, f(t, y) is a linear functional on all polynomials in y. We can 
then define 
f&> = (f(C Yh Y”)* 
We call f*(t) the p-th moment off(z, t). 
Now, for z in the domain of analycity of u(z) we define 
f(t)*44 = $+f&Y),Y”)~ (4.3) 
and note that the result is usually only a formal series. It is clear that when 
f(t, z) is an analytic functional, distribution, or function which decays fast 
enough at infinity and U(Z) is sufficiently restricted so that (4.3) is a function, 
then (4.3) is the usual convolution. 
We can also define the Fourier-Bore1 transform f(t, h) off(t, z) by 
f(t, A) = cfy, 
where f(t, /\) is a formal power series. We can now consider the problem 
we, t) ~ = f (4 - ;, 4% t> + g(z, t), at 
u(z, 0) = u&z). 
(4.5) 
THEOREM 4.1. If we suppose that u(z, t) is the solution of problem (4.5) 
given by Theorem 2.1, then u(z, t) is a solution to problem (4.1). 
Proof. We need only show that for u(z) E X, 
f” (4 - ;, 44 = f(t) * 44, 
which is clear when U(Z) is a polynomial. As the polynomials are dense in X, , 
the two operators are equal. 
Remark. Difference equations are a special case of (4.1). In fact, 
u(Z + 6) - u(x) = (es(Qa*) - 1) u(z); 
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and, consequently, we can easily solve the differential difference problem 
; u(z, t) = u(z + 8, t) - u(x, t), 
4% 0) = %(4, 
where us(z) satisfies the conditions given by Theorem 2.1. 
5. REMARKS 
Distribution Solutions 
If we let X,’ be the dual scale of the scale introduced in Section 2, then 
we automatically obtain the following existence theorem for problem (1.1) 
with data in these dual spaces. 
THEOREM 5.1. If f (t, z) satisfies the conditions of Themm 2.1 for the 
appropriate scale X, , and ;f 
v(t) : R --f X;, for I t I < n, 
then there is a 6 such that 
Jg = f (4 &) p(t) + 4th 
has a unique solution p(t) : R + X,’ for 1 t 1 < 6(S - S,). In addition, ;f 
f(t, a/&z) and v(t) are anaZytic in t, then so is p(t). 
Proof. We first remark that 
by definition, and that if f (t, z) satisfies the condition of Theorem 2.1, then 
so does f (t, -z). We now need only apply the remarks in Section 6 of [a]. 
To do this, we need only check that X,, is dense in X, for 5’ < S’.‘In the 
case of the spaces in Section 2, it is clear that the polynomials are dense in 
X, , the implication that we want. 
Remark. In the case of the spaces in Section 3, we note that we essentially 
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must work with the second dual of X, which is rather complicated, and, 
consequently, we omit such a discussion. 
The elements of the space Xr’ are called analytic functionals. However, 
if we note that since there is a natural identification 
x, c crm c C”, 
then there is a dual identification 
x,l 2 (Cry’ 2 (Cm)‘. 
Here C” is the set of infinitely differentiable functions on R” and the func- 
tions in Crm are the C” functions with a certain rate of growth at co. Conse- 
quently, we see that X,’ contains all distributions that do not grow too 
rapidly at infinity, and, in particular, all distributions with compact support. 
Systems 
We remark that we can easily study systems of equations by simply 
making Xs functions valued in a finite dimensional vector space, as in 
[6, Section 111. 
Nonlinear Equations 
If we let F(z, t) be a complex-valued function of two complex variables, 
then we can consider the problem 
~=~(j(&,t), 
u(0) = ug . 
(5.1) 
This problem is easily solved, as was problem (1. I), under reasonable condi- 
tions on F(z, t). Here one has to use a nonlinear Ovcyannikov Theorem. See 
DuChateau [l, 61. 
Variable Coejicients 
If one considers the standard Cauchy problem for the equation 
(5.2) 
then it has a solution if f(a) is analytic in some neighborhood of a = 0. If 
we use the Fourier-Bore1 transform, we obtain the problem 
(5.3) 
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which is easily seen to be solvable. The surprising thing is that this is the 
most general problem with variable coefficients that can be solved using 
these techniques. The difficulty is easily seen when we require that the opera- 
tor which is multiplication by zk on the scales introduced in Section 2 satisfy 
the estimate 
(5.4) 
Clearly, this is the minimal requirement if we are to discuss even the case 
of all polynomial coefficients. Now, to obtain (5.4) we need to require that 
YY--k P! 
YP (P -41 G G, 
for p > k. 
Hence 
which contradicts (2.2) unless F, = 0 for p > 3. It is now easily checked 
that F, must be 0, which implies that if we wish to consider a problem with 
variable coefficients which include all polynomials, then it must be 
problem (4.2). 
It is clear that if we consider a particular equation with polynomial coeffi- 
cients, more can be said. This topic is discussed extensively in [5]. 
ACKNOWLEDGMENT 
I wish to thank F. Treves for several helpful discussions concerning the results of 
this paper. 
REFERENCES 
1. P. DUCHATEAU, An abstract non-linear Cauchy Kovalevska theorem with applica- 
tions to Cauchy problems with coefficients and data of Gevrey type, Thesis, 
Purdue University, 1970. 
2. M. LAX, “Fluctuation and Coherence Phenomena in Classical and Quantum 
Physics,” Brandis University Summer Institute in Theoretical Phy. II, 269, 
Gordon and Breach, l%w York, 1966. 
3. B. LEPSON, Differential equations of infinite order, hyperderichlet series and 
entire functions of bounded index, Amer. Math. Sot. Proc. Sym. Pure Math. 11 
(1968), 298. 
4. A. MARTINEAU, Equations diff&entielles d’ordre infini, Bull. Sot. Math. France 95 
(1967), 109. 
CAUCHY PROBLEM FOR DIFFERENTIAL EQUATIONS 607 
5. S. STEINBERG AND F. TREVES, Pseudo-Fokker Planck Equations and Hyperdifferen- 
tial Operators, Jour. Dzr. Eqns. 8 (1970), 333-366. 
6. F. TREVES, “Ovcyannikov Theorem and Hyperdifferential Operators,” Instituto 
de Matematica Pura e Aplicada, Rio de Janeiro, 1968. 
7. F. TREVES, An abstract non-linear Cauchy Kovalevska theorem, preprint, Purdue 
University, Lafayette. 
8. G. VALIRON, Sur les solutions des equations differentielles lineaires d’ordre infini 
et coefficients constants, Ann. Sci. hole Norm. &dp. 3” s&e 46 (1929), 25-53. 
