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ADAPTED BASES OF KISIN MODULES AND SERRE WEIGHTS
HUI GAO
Abstract. Let p > 2 be a prime. Let K be a tamely ramified finite extension
over Qp with ramification index e, and let GK be the Galois group. We study
Kisin modules attached to crystalline representations of GK whose labeled
Hodge-Tate weights are relatively small (a sort of “er ≤ p” condition where r
is the maximal Hodge-Tate weight). In particular, we show that these Kisin
modules admit “adapted bases”. We then apply these results in the special case
e = 2 to study reductions and liftings of certain crystalline representations. As
a consequence, we establish some new cases of weight part of Serre’s conjectures
(when e = 2).
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1. Introduction
1.1. Motivations and overview.
1.1.1. Weight part of Serre’s conjectures. Let F be an imaginary CM field and let
GF be the Galois group. Suppose r : GF → GLd(Fp) is an irreducible representation
that is automorphic. The weight part of Serre’s conjectures asks for which weights
is r automorphic of. Weight part of Serre’s conjectures have proved to be useful
in the quest for a p-adic local Langlands correspondence, but known results have
restrictions in either the dimension d or the ramification of p in F . Conjecturally,
the automorphic weights of r should be determined by the information in r|GFv (or
even furthermore, by r|Iv ), where v runs through all places of F above p, Fv the
completion at v with Galois group GFv , and Iv the inertia subgroup. When d = 2
(with p > 2 and in the unitary group setting), this conjecture is completely proved
by [GLS14, GLS15]; in particular, they have shown that for a given Serre weight, it
is automorphic if and only if r|GFv , ∀v|p admits a crystalline lift with Hodge-Tate
weights corresponding to the given Serre weight.
However, once the dimension d gets bigger than 2, we have rather little evidence
to see if the above picture (automorphic weight ⇔ crystalline weight) still holds
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completely. Note that one direction (automorphic weight ⇒ crystalline weight) is
obviously true. So we would like to know what crystalline weights are automorphic.
Our previous paper [Gao15] proved some results in this direction (in the unrami-
fied case), and this current paper is a continuation of the work in loc. cit.. Our
paper gives the first evidence about weight part of Serre’s conjectures where we can
allow (degree 2) ramification at p, and dimension d > 2. The method, similarly
as in [Gao15], is a generalization of [GLS14, GLS15], but requires substantially
more careful analysis of integral p-adic Hodge theory, see Subsection 1.2 for some
highlights of the technical difficulties.
1.1.2. Adapted bases of Kisin modules. Now let us state more precisely our fist main
local results. First, we set up some notations. Let p > 2, K/Qp a finite extension,
K0 the maximal unramified subfield, K a fixed algebraic closure, GK := Gal(K/K)
the absolute Galois group. Let π be a fixed uniformizer of K, and k the residue
field. Let f = [K0 : Qp], e = [K : K0]. Let E/Qp (the coefficient field) be a finite
extension that contains the image of all the embeddings K →֒ K. Let OE be the
ring of integers, ωE a fixed uniformizer, kE the residue field. Fix an embedding
κ0 ∈ HomQp(K0, E), and recursively define κi ∈ HomQp(K0, E) for i ∈ Z so that
κpi+1 ≡ κi (mod p). Then HomQp(K0, E) = {κ0, . . . , κf−1}, with κf = κ0. Label
HomQp(K,E) as {κij : 0 ≤ i ≤ f − 1, 0 ≤ j ≤ e − 1} in any manner so that
κij |K0 = κi.
We will use the following listed notations often (see Subsection 1.3 for any un-
familiar terms): (CRYS). Let p > 2 be an odd prime, K/Qp a finite extension.
• Let V be a crystalline representation of E-dimension d, D the filtered ϕ-
module associated to V , which is a finite free K0 ⊗Qp E-module. Let the
labelled Hodge-Tate weights be HTκi,j (D) = {0 = ri,j,1 < . . . < ri,j,d ≤ p}.
We call HTκi,0(D) the principal Hodge-Tate weights, and HTκi,j (D), ∀j 6= 0
the auxiliary Hodge-Tate weights.
• Let ρ = T be a GK-stable OE-lattice in V , and Mˆ ∈ Mod
ϕ,Gˆ
SOE
the (ϕ, Gˆ)-
module attached to T . Let ρ := T/ωET be the reduction.
• Let Mˆ =
∏f−1
i=0 Mˆi be the decomposition, where Mˆi = εiMˆ. And similarly
for the ambient Kisin module M =
∏f−1
i=0 Mi.
• Denote Mˆ the reduction modulo ωE of Mˆ, so it decomposes as Mˆ =∏f−1
i=0 Mˆi. And similarly for the ambient Kisin module M =
∏f−1
i=0 Mi.
The following local result says that when the labeled Hodge-Tate weights are
relatively small (a sort of “er ≤ p condition, if we use r to denote the maximal
Hodge-Tate weight), then the Kisin module admits an “adapted basis”.
1.1.3. Theorem. With notations in (CRYS), suppose p ∤ e, and assume that∑e−1
j=0 ri,j,d ≤ p, ∀i. Then there exists a basis ei of Mi such that,
ϕ(ei−1) = eiXi
e−1∏
j=1
Λi,e−jZi,e−j
Λi,0Yi,
where
• Xi, Yi, Zi,e−j ∈ GLd(OEJuK), ∀i, j.
• Y i := Yi (mod ωE) = Id, and Zi,e−j := Zi,e−j (mod ωE) ∈ GLd(kE).
• Λi,j is the diagonal matrix [(u − πij)
ri,j,x ]dx=1.
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Note that in the matrix of ϕ with respect to the “adapted basis” ei, we can
“isolate” the diagonal matrices Λi,j , where we can read off the labeled Hodge-Tate
weights ri,j,x directly. (See Remark 2.1.17 for more comments on the significance
of the adapted basis). We remark that Theorem 1.1.3 is the starting point, as well
as a key ingredient in the proof of the following Theorem 1.1.5.
1.1.4. Crystalline liftings and Serre weight conjectures. The following is our “crys-
talline lifting” result.
1.1.5. Theorem. With notations in (CRYS). Suppose the ramification degree of
K is e = 2. Suppose the Hodge-Tate weights of V are such that HTκi,0(V ) = {0 =
ri,0,1 < . . . < ri,0,d ≤ p}, ∀i and HTκi,1(V ) = {0, 1, . . . , d− 1}, ∀i. Suppose that ρ is
upper triangular. Suppose furthermore the following conditions on the Hodge-Tate
weights are satisfied:
(1) (The principle weights are enough separated): ri,0,x+1 − ri,0,x ≥ d, ∀i, x,
(2) (The sum of weights is bounded): ri,0,d + (d− 1) ≤ p− 2, ∀i.
Then ρ has an upper triangular crystalline lift ρ′, such that HTi,j(ρ
′) = HTi,j(ρ), ∀i, j.
Note that Theorem 1.1.5 is actually a special case of a slightly more general
theorem (Theorem 4.1.3) that we prove. However, Theorem 1.1.5 is the case that
can be applied to weight part of Serre’s conjectures (see Remark 3.2.4).
Our result in weight part of Serre’s conjectures is straightforward application of
the above crystalline lifting theorem (via automorphy lifting theorems of [BLGGT14]),
and we omit it in the introduction to save space, see Theorem 4.2.3 for more detail.
1.2. Structure of the paper. In Section 2, when K/Qp is tamely ramified and
the Hodge-Tate weights satisfy certain conditions, we obtain a structure theorem
for Kisin modules M associated to lattices in our crystalline representations. The
idea is very similar to [GLS15, §2], namely, we study filtration structures of various
modules. However, we need to study “deeper” level of filtrations (see Proposition
2.1.8), where the analysis is much more involved; in particular, many techniques in
dimension 2 (as in [GLS15]) are no longer valid, e.g., see the remarks in the proof
of Proposition 2.1.15.
In Section 3, we give a structure theorem for upper triangular reductions of
crystalline representations that we study, which indeed gives us the upper bound of
all the possible shapes of upper triangularM that we study. The idea is to generalize
results in [Gao15, §4]. However, the linear algebra is much more involved, and again
similarly as in Section 2, many techniques in dimension 2 are no longer valid. In
particular, the structure result in Proposition 3.2.3 has never been observed before.
In Section 4, we prove our crystalline lifting theorem (using ideas and techniques
from [Gao15]), and apply it to weight part of Serre’s conjectures.
1.3. Notations. Many notations here are taken directly from [GLS15, Gao15],
where the readers can find more details.
1.3.1. Decomposition of rings. We have W (k)⊗Zp OE ≃
∏f−1
i=0 W (k)⊗W (k),κi OE ,
and suppose 1 maps to (ε0, . . . , εf−1), then εi(W (k)⊗Zp OE) ≃W (k)⊗W (k),κi OE .
Let K0,E = K0 ⊗Qp E and KE = K ⊗Qp E. We have a natural decomposition
K0,E =
∏f−1
i=0 εi(K0,E) ≃
∏f−1
i=0 Ei where Ei = εi(K0,E) ≃ K0 ⊗K0,κi E. Similarly
we have KE =
∏
i,j Eij with Eij = K ⊗K,κij E. We will sometimes identify an
element x ∈ E with an element of Ei via the map x 7→ 1⊗ x, and similarly for Eij .
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Let S :=W (k)JuK, E(u) ∈ W (k)[u] the minimal polynomial of π overW (k), and
S the p-adic completion of the PD-envelope of S with respect to the ideal (E(u)).
Let A be an S-algebra. We write AOE := A⊗Zp OE , and AE := A⊗Zp E. Then we
have decompositions: AOE ≃
∏f−1
i=0 AOE ,i, with AOE ,i = εi(AOE ) ≃ A⊗W (k),κiOE ,
and AE ≃
∏f−1
i=0 AE,i, with AE,i = A⊗W (k),κi E.
We write ι for the isomorphismSOE ≃
∏f−1
i=0 SOE,i and ιi the projectionSOE ։
SOE,i. Then we have SOE ,i = S ⊗W (k),κi OE ≃ OEiJuK, where OEi denotes
the ring of integers in Ei. We write πij = κij(π) ∈ E. For each κi, we define
Eκi(u) =
∏e−1
j=0(u − πij) in E[u], so that E
κi(u) is just the polynomial obtained
by acting on the coefficients of E(u) by κi. Note that identifying Ei with E will
identify ιi(E(u)) with E
κi(u).
Let fπ be the W (k)-linear map S → OK such that u 7→ π. We also denote fπ for
the map fπ ⊗Zp E : SE → (OK)E . We have surjections ιij : (OK)E → KE → Eij
for all i, j, and composing with fπ gives E-linear maps fij := ιij ◦ fπ : SE → Eij .
Restricting the map fij to SOE gives an OE-linear surjection SOE → OEij which
we also denote by fij (Here OEij denotes the ring of integers in Eij).
1.3.2. Decomposition of modules. Recall that D (the filtered ϕ-module associated
to the crystalline representation V ) is a finite free K0,E-module of rank d, so that
DK := K ⊗K0 D is a finite free KE-module of rank d. We have natural decompo-
sitions D = ⊕f−1i=0 Di with Di = εi(D) ≃ D ⊗K0,E Ei, and DK = ⊕i,jDK,ij with
DK,ij = DK ⊗KE Eij . We always use {mij} to denote a multi-set of integers where
the indices 0 ≤ i ≤ f − 1 and 0 ≤ j ≤ e− 1. For a given {mij}, we define
Fil{mij}DK :=
f−1⊕
i=0
e−1⊕
j=0
Filmij DK,ij ⊂ DK ,
where Filmij DK,ij is the filtration of DK,ij (with respect to the embedding κij :
K → E). If mij = m for all i, j then of course Fil
{mij}DK = Fil
mDK .
Let D := S ⊗W (k) D be the Breuil module attached to D, we have a natural
isomorphism DK ≃ D ⊗S,fπ OK . We also have a natural isomorphism DK,ij ≃
D ⊗SE,fij Eij . We again denote the projection D ։ DK by fπ, and the projection
D ։ DK ։ DK,ij by fij . For a given {mij}, we can inductively define a filtration
Fil{mij}D ⊆ D. We first set Fil{mij}D = D if mij ≤ 0 for all i, j. Then define
Fil{mij}D = {x ∈ D : fij(x) ∈ Fil
mij DK,ij , ∀i, j, and N(x) ∈ Fil
{mij−1}D}.
Note that evidently FilmD = Fil{mij}D when mij = m for all i, j.
Recall that SE ≃
∏f−1
x=0 SE,x, so D = ⊕
f−1
x=0Dx with Dx = D ⊗SE SE,x. We
also have Fil{mij}D = ⊕f−1x=0 Fil
{mij}Dx with Fil
{mij}Dx = Fil
{mij}D ⊗SE SE,x.
Note that N(Dx) ⊂ Dx (because N is E-linear on D). So we see easily that
Fil{mij}Dx depends only on the mxj for 0 ≤ j ≤ e − 1, and we can define
Fil{mx,0,...,mx,e−1}Dx := Fil
{mij}Dx. Note that Fil
{mi,0,...,mi,e−1}Di also has the
recursive description
{x ∈ Di : fij(x) ∈ Fil
mij DK,ij , ∀j, and N(x) ∈ Fil
{mi,0−1,...,mi,e−1−1}Di}.
Recall that M (the Kisin module associated to a lattice in V ) is an object in
Modϕ
SOE
, which is a finite free SOE -module with rank d = dimE V , together with
an OE -linear ϕ-semilinear map ϕ : M → M such that the cokernel of 1 ⊗ ϕ :
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S⊗ϕ,SM→M is killed by E(u)
r. (We refer the readers to [Gao15, §1] for precise
definitions and various properties of the categories Modϕ
SOE
, Modϕ
SkE
, Modϕ,Gˆ
SOE
,
and Modϕ,Gˆ
SkE
.) Set M∗ = S⊗ϕ,SM, which can be viewed as a subset of D. Define
Fil{mij}M∗ := M∗ ∩ Fil{mij}D, and MK,ij := fij(M
∗) ⊂ DK,ij . Similarly we
define M∗i = M
∗ ⊗SE SE,i and Fil
{mi,0,...,mi,e−1}M∗i := M
∗
i ∩Fil
{mi,0,...,mi,e−1}Di.
There is also filtration on MK,ij where Fil
mMK,ij := MK,ij ∩ Fil
mDK,ij . We
note that the sequence FilmMK,ij is a sequence of finite free OE -modules, and it
is a saturated sequence (i.e., the graded pieces are also finite free over OE).
1.3.3. Some other notations. In this paper, we frequently use boldface letters (e.g.,
e) to mean a sequence of objects (e.g., e = (e1, . . . , ed) a basis of some module).
We use Matd(?) to mean the set of matrices with elements in ?, and GLd(?) the
set of invertible matrices. We use notations like [ur1 , . . . , urd ] to mean a diagonal
matrix with the diagonal elements in the bracket. We use Id to mean the identity
matrix. For a matrix A, we use diagA to mean the diagonal matrix formed by the
diagonal of A.
In this paper, upper triangular always means successive extension of rank-1
objects. We use notations like E(md, . . . ,m1) (note the order of objects) to mean
the set of all upper triangular extensions of rank-1 objects in certain categories.
That is, m is in E(md, . . . ,m1) if there is an increasing filtration 0 = Fil
0m ⊂
Fil1m ⊂ . . . ⊂ Fildm = m such that Filim/Fili−1m = mi, ∀1 ≤ i ≤ d.
We normalize the Hodge-Tate weights so that HTκ(εp) = 1 for any κ : K → K,
where εp is the p-adic cyclotomic character.
We fix a system of elements {µpn}
∞
n=0 in K, where µ1 = 1, µp is a primitive p-th
root of unity, and µp
pn+1
= µpn , ∀n. We also fix a system of elements {πn}
∞
n=0 in
K where π0 = π is the fixed uniformizer of K, and π
p
n+1 = πn, ∀n. Let Kp∞ =
∪∞n=0K(µpn), Kˆ = K∞,p∞ = ∪
∞
n=0K(πn, µpn). Note that Kˆ is the Galois closure of
K∞. Let Gˆ = Gal(Kˆ/K), HK = Gal(Kˆ/K∞), and Gp∞ = Gal(Kˆ/Kp∞). When
p > 2, then Gˆ ≃ Gp∞ ⋊ HK and Gp∞ ≃ Zp(1), and so we can (and do) fix a
topological generator τ of Gp∞ . And we can furthermore assume that µpn =
τ(πn)
πn
for all n.
2. Kisin modules associated to crystalline representations
In this section, when K/Qp (p > 2) is tamely ramified, we study the shape of
Kisin modules M, which are associated to OE-lattices in crystalline representations
with certain technical restrictions on Hodge-Tate weights. The method is to study
the filtration structure of M∗, which is a generalization of [GLS15, §2]. In the
second subsection, we obtain some results about rank-1 (ϕ, Gˆ)-modules.
2.1. Kisin modules: filtration structures and adapted bases.
2.1.1. Definition. Let 0 = r1 < · · · < rd be a sequence of integers. Let M be a
finite free module over a ring R, and let Fil∗M = {Filrx M}dx=1 be a decreasing
filtration ofM by finite free R-submodules. Letm1, . . . ,md be some elements inM ,
we say that the ordered sequence {mx}
d
x=1 = {m1, . . . ,md} fully generates Fil
∗M
over R if
• mx ∈ Fil
rx M, ∀x
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• Filrx M = ⊕dy=xRmy, ∀x.
2.1.2. Notation. With notations in (CRYS), fix one 0 ≤ i ≤ f − 1 and fix one
0 ≤ j ≤ e − 1. We use r to denote the sequence ri,0,d, . . . , ri,j−1,d, and we use 0
to denote the sequence 0, . . . , 0 (with e − 1 − j count of 0). This will simplify the
filtration superscripts. For example, we have Fil{r,n,0} = Fil{ri,0,d,...,ri,j−1,d,n,0,...,0}.
2.1.3. Proposition. With notations in (CRYS), fix i, j and use Notation 2.1.2. If
there exists (e′i,j,x)
d
x=1 such that
(1) e′i,j,x ∈ Fil
{r,ri,j,x,0}M∗i = Fil
{ri,0,d,...,ri,j−1,d,ri,j,x,0,...,0}M∗i ;
(2) Fil{r,0,0}M∗i = ⊕
d
x=1SOE,ie
′
i,j,x;
(3) {fij(e
′
i,j,x)}
d
x=1 fully generates {Fil
ri,j,x DK,ij}
d
x=1 over E.
Then for any n ≥ ri,j,d we have
Fil{r,n,0}M∗i =
d⊕
x=1
SOE,i(u− πij)
n−ri,j,xe′i,j,x.
Proof. This is a generalization of [GLS15, Prop. 2.3.3], and the proof is similar,
so we only give a sketch. However, we want to point out an important observation
here. In loc. cit., it would require (when j = 0) that {fij(e
′
i,j,x)}
d
x=1 to fully
generate the filtration of Fil∗MK,ij over OE . However, it is not necessary at all.
All we need is that {fij(e
′
i,j,x)}
d
x=1 fully generates the filtration of Fil
∗DK,ij over
E.
Firstly, we prove by induction that for any 0 ≤ n ≤ ri,j,d, we have
(2.1.4) Fil{r,n,0}Di =
d⊕
x=1
SOE,i(u− πij)
⌈n−ri,j,x⌉e′i,j,x + (Fil
p SE,i)Di.
Here, the notation ⌈a⌉ is such that ⌈a⌉ = a if a ≥ 0 and ⌈a⌉ = 0 if a < 0.
The case n = 0 is trivial. Suppose the Statement (2.1.4) is valid for n− 1, and
consider it for n. Now similarly as in [GLS15, Prop. 2.3.3], we set:
• F˜il
{r,n,0}
Di := right hand side of (2.1.4), and
• F˜il
{m0,...,mj ,0}
Di := Fil
{m0,...,mj,0}Di for {m0, . . . ,mj , 0} < {r, n, 0} in dictionary
order.
We can easily check that F˜il satisfies all the conditions of [GLS15, Prop. 2.1.12],
in particular, we can check that
• N(F˜il
{m0,...,mj ,0}
Di) ⊆ F˜il
{m0−1,...,mj−1,0}
Di, because e
′
i,j,x ∈ Fil
{r,ri,j,x,0}M∗i .
• fπ(F˜il
{r,n,0}
Di) =
(
⊕j−1y=0 Fil
ri,y,d DK,iy
)
⊕ FilnDK,ij ⊕
(
⊕dy=j+1 Fil
0DK,iy
)
, by
using the assumption that {fij(e
′
i,j,x)}
d
x=1 fully generates {Fil
ri,j,x DK,ij}
d
x=1.
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• Eκi(u)F˜il
{r−1,n−1,0}
Di ⊆ Fil
{r,n,0}Di. Indeed, we have
Eκi(u)F˜il
{r−1,n−1,0}
Di
=
 e−1∏
y=j+1
(u− πiy)
 (u− πij)
(
j−1∏
y=0
(u − πiy)
)
F˜il
{r−1,n−1,0}
Di
⊆ (u− πij)F˜il
{r,n−1,0}
Di
⊆ F˜il
{r,n,0}
Di(by using (2.1.4) for n− 1).
So now by [GLS15, Prop. 2.1.12], we must have F˜il
{r,n,0}
Di = Fil
{r,n,0}Di, and so
(2.1.4) is proved.
Now, by [GLS15, Lem. 2.2.1(3)], to prove our proposition, it suffices to prove
it for n = ri,j,d. This can be easily achieved by the similar argument as the
last paragraph of [GLS15, Prop. 2.3.3]. (Note that there is a minor error in
loc. cit., namely, Filr SE,i ∩ SOE ,i should be equal to (E
κi(u))rSOE ,i, not (u −
πi0)
rSOE,i). 
Now we verify the assumptions in the above proposition. First, we state the
j = 0 case in Proposition 2.1.5 (with something extra), and then the general case
in Proposition 2.1.8.
2.1.5. Proposition. With notations in (CRYS).
(1) There exists a basis (ei−1,0,x)
d
x=1 of Mi−1, such that {fi,0(ei−1,0,x)}
d
x=1 fully
generates {Filri,0,x MK,i,0}
d
x=1 over OE.
(2) There exists (e′i,0,x)
d
x=1 in M
∗
i , such that
(a) e′i,0,x − ei−1,0,x ∈ ωEM
∗
i , ∀x.
(b) e′i,0,x ∈ Fil
{ri,0,x,0,...,0}M∗i , ∀x, and (e
′
i,0,x)
d
x=1 form a basis of M
∗
i .
(c) {fi,0(e
′
i,0,x)}
d
x=1 fully generates {Fil
ri,0,x DK,i0}
d
x=1 over E.
Proof. This is easy generalization (from dimension 2 to higher dimension) of [GLS15,
Prop. 2.3.5]. Note that Item (2)(c) is actually an easy consequence of (2)(a). We
still list it just to emphasize it. 
Before we state our next proposition, we introduce the following definition and
lemma.
2.1.6. Definition. Let π be an element in the maximal ideal of OE , and vπ the
valuation of E such that vπ(π) = 1. A polynomial f(u) ∈ E[u] is said to satisfy
(Property B) with respect to vπ, if when written as f(u) =
∑N
i=0 ai(u − π)
i, we
have vπ(ai) ≥ −i, ∀i.
2.1.7. Lemma.
(1) If f1, f2 ∈ E[u] satisfy (Property B), then so is f1f2.
(2) With notations in Subsection 1.3.1, suppose p ∤ e (i.e., K is tamely rami-
fied). Let 0 ≤ q < j ≤ e−1, then
u−πiq
πij−πiq
satisfies (Property B) with respect
to vπij .
Proof. (1) is easy. To prove (2), first consider Eκi(u) =
∏e−1
q=0(u−πiq) = u
e+pF (u).
Take derivative, evaluate at πij , and consider vπij on both sides, then one can easily
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see that vπij (πij − πiq) = 1, ∀q 6= j (using that p ∤ e). Since
u−πiq
πij−πiq
= 1 +
u−πij
πij−πiq
,
we can conclude (2). 
2.1.8. Proposition. With notations in (CRYS), fix i, j and use Notation 2.1.2.
Suppose p ∤ e (i.e., K is tamely ramified), and assume that
• (A0): For each i,
∑e−1
q=0 ri,q,d ≤ p.
Then there exists (e′i,j,x)
d
x=1 such that
(1) e′i,j,x ∈ Fil
{r,ri,j,x,0}M∗i , and Fil
{r,0,0}M∗i = ⊕
d
x=1SOE,ie
′
i,j,x.
(2) {fij(e
′
i,j,x)}
d
x=1 fully generates {Fil
ri,j,x DK,ij}
d
x=1 over E.
(3) Fil{r,ri,j,d,0}M∗i = ⊕
d
x=1SOE ,iα
′
i,j,x where α
′
i,j,x = (u − πij)
ri,j,d−ri,j,xe′i,j,x.
(4) We have (e′i,j,x)
d
x=1 = (e
′
i,j−1,x)
d
x=1[(u−πi,j−1)
ri,j−1,d−ri,j−1,x ]dx=1Z
′
i,j, where
Z ′i,j = Bi,jAi,j for some Bi,j ∈ GLd(OE) and Ai,j ∈ GLd(OEJuK) such that
Ai,j ≡ Id (mod ωE).
Proof. We prove it by induction on j. When j = 0, this is precisely Proposition
2.1.5(2). Now suppose our proposition is true for j − 1, and now consider it for j.
Since we are working with a fixed i, so we drop i from all the subscripts.
Step 0. Let Lq := [(u−πq)
rq,d−rq,x ]dx=1, ∀0 ≤ q ≤ e−1 be the diagonal matrices,
then we have
(α′j−1,x)
d
x=1 = (e
′
j−1,x)
d
x=1Lj−1 = (e
′
0,x)
d
x=1
(
j−2∏
q=0
(LqZ
′
q+1)
)
Lj−1.
Note that the OE -linear span of {fj(e
′
0,x)}
d
x=1 is equal to fj(M
∗
i ) = MK,ij , which
is a lattice in DK,j . Now fj(u − πq) = πj − πq ∈ OE , ∀0 ≤ q ≤ j − 1, and
Z ′q+1 ∈ GLd(OEJuK), ∀0 ≤ q ≤ j − 2, so it is easy to see that the OE-linear span
of {fj(α
′
j−1,x)}
d
x=1 is also a lattice in DK,j . Now, by [GLS14, Lem. 4.4], we can
find some Bj ∈ GLd(OE) such that if we let (fj−1,x)
d
x=1 := (α
′
j−1,x)
d
x=1Bj , then we
have that
(2.1.9) {fj(fj−1,x)}
d
x=1 fully generates {Fil
rj,x DK,j}
d
x=1over E.
Step 1. For each x, if rj,x = 0, then we let f
(0)
j,x := fj−1,x. If rj,x > 0, then for
every 1 ≤ n ≤ rj,x, we want to construct
f
(n)
j,x = fj−1,x +
(
πj
j−1∏
q=0
(u − πq)
rq,d
)
n−1∑
s=1
(u− πj)
s
(
d∑
y=1
a(n)s,x,ye
′
i,0,y
)
∈ Fil{r,n,0}M∗i ,
with some a
(n)
s,x,y ∈ OE . Note that we have kept i in the subscript of e
′
i,0,y to
emphasize it. Let us now fix x, and drop x from the subscripts. We denote f(n) :=
f
(n)
j,x and f := fj−1,x in order for easier comparison with the proof of [GLS15, Prop.
2.3.5]. We also denote fy := e
′
i,0,y, Q := Qj−1 =
∏j−1
q=0(u− πq)
rq,d for brevity. That
is, we want to construct
(2.1.10) f(n) = f+ πjQ
n−1∑
s=1
(u− πj)
s
(
d∑
y=1
a(n)s,y fy
)
∈ Fil{r,n,0}M∗i .
We prove (2.1.10) by induction on n. When n = 1, it suffices to show that
f = fj−1,x ∈ Fil
{r,1,0}M∗i , which can be concluded from the following:
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• N(f) ∈ Fil{r−1,0,0}M∗i , because f ∈ Fil
{r,0,0}M∗i .
• fq(f) ∈ Fil
rq,d DK,q, ∀0 ≤ q ≤ j − 1 because f ∈ Fil
{r,0,0}M∗i ; and fj(f) ∈
Filrj,x DK,j ⊂ Fil
1DK,j because of (2.1.9).
Suppose we have constructed (2.1.10) for n, and now consider n+1 (which is≤ rj,x).
Let
(2.1.11) H := Hj(u) =
(u − πj)
πj
∏j−1
q=0(u− πq)
max{rq,d,1}∏j−1
q=0(πj − πq)
max{rq,d,1}
.
The polynomial H satisfies the following properties:
• (Property A): (u − πj) | N(H(u)) + 1, where N : S[1/p] → S[1/p] the
K0-linear differential operator such that N(u) = −u.
• (Property B) with respect to vπj as in Definition 2.1.6, by Lemma 2.1.7.
Now, we consider
(2.1.12) f˜(n+1) :=
n∑
ℓ=0
H(u)ℓN ℓ(f(n))
ℓ!
.
Then we have
N (˜f(n+1)) =
H(u)n
n!
Nn+1(f(n)) +
n∑
ℓ=1
(1 +N(H(u)))H(u)ℓ−1N ℓ(f(n))
(ℓ − 1)!
.
One can easily see that
• N (˜f(n+1)) ∈ Fil{r−1,n,0}Di, using (Property A) of H(u) above.
• When 0 ≤ q ≤ j − 1, fq (˜f
(n+1)) = fq(f
(n)) (since H(πq) = 0), which is in
Filrq,d DK,q, because f
(n) ∈ Fil{r,n,0}M∗i by induction hypothesis.
• fj (˜f
(n+1)) = fj(f
(n)) = fj(f) ∈ Fil
rj,x DK,j ⊆ Fil
n+1DK,i1 because n+ 1 ≤ rj,x.
So we can conclude that f˜(n+1) ∈ Fil{r,n+1,0}Di.
We have
(2.1.13) f˜(n+1) − f(n) =
n∑
ℓ=1
(H)ℓ
ℓ!
N ℓ
(
f+ πjQ
n−1∑
s=1
(u − πj)
s
(
d∑
y=1
a(n)s,y fy
))
=
n∑
ℓ=1
(H)ℓ
ℓ!
N ℓ(f)+
n∑
ℓ=1
n−1∑
s=1
ℓ∑
t=0
(H)ℓ
ℓ!
(
ℓ
t
)
N ℓ−t
(
πjQ(u−πj)
s
)(
d∑
y=1
a(n)s,yN
t(fy)
)
.
Denote the right hand side of (2.1.13) as F . Let G =: Q∏j−1
q=0(πj−πq)
rq,d
, then H
G
is
still in E[u]. Factor G from F , and write F = GF
G
. For β = f or one of fy, 1 ≤ y ≤ d,
let us write
(2.1.14) Di ∋ N
t(β) =
∞∑
m˜=0
(u− πj)
m˜(
d∑
z=1
ctm˜,z(β)fz), where c
t
m˜,z(β) ∈ E.
Substituting (2.1.14) into F
G
, and rewrite all element (e.g., H
ℓ
Gℓ! , N
ℓ−t(πjQ(u−πj)
s))
in E[u] to be in the ring E[u− πj ]. Then we can collect terms and write
f˜(n+1) = f(n) +G
(
∞∑
m=1
(u − πj)
m(
d∑
y=1
bm,yfy)
)
, where bm,y ∈ E.
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And finally, we can define
f(n+1) := f(n) +G
(
n∑
m=1
(u− πj)
m(
d∑
y=1
bm,yfy)
)
.
Since the terms that we throw away is G
(∑∞
m=n+1(u − πj)
m(
∑d
y=1 bm,yfy)
)
, which
belongs in Fil{r,n+1,0}Di, so we have f
(n+1) ∈ Fil{r,n+1,0}Di.
Step 2. In order to finish our construction of (2.1.10) for n + 1, it suffices to
show that for each 1 ≤ m ≤ n, vπj (bm,y) ≥ 1 + |r| where |r| :=
∑j−1
q=0 rq,d (Note
that the denominator of G has vπj equal to |r|). First, we list the following facts in
controlling the coefficients.
• (Coe-1): Let S′ =W (k)Jup, u
ep
p
K[ 1
p
]∩S and set Iℓ =
∑ℓ
m=1 p
ℓ−mupmS′. Fix one
1 ≤ ℓ ≤ p, then for any β ∈ M∗i , N
ℓ(β) =
∑
y wyfy with wy ∈ Iℓ by [GLS14,
Cor. 4.11]. For each w of wy, expand it as w =
∑∞
i=0 ai(u − πj)
i, then by
[GLS15, Lem. 2.3.9], we have vπj (a0) ≥ p + (ℓ − 1)min{p, e} and vπj (ai) ≥
p + e − i + (ℓ − 1)min{p, e}, ∀1 ≤ i ≤ p − 1. But we only need a weak form of
these results, namely,
vπj (ai) ≥ p− i, ∀0 ≤ i ≤ p− 1.
• (Coe-2): When 1 ≤ ℓ < p, the polynomial (H)
ℓ
Gℓ! satisfies (Property B) of 2.1.6
with respect to vπj .
Now we analyze the terms in F
G
, and prove that for any m ≤ n, each (u− πj)
m
appearing in it has coefficient divisible by π
1+|r|
j .
(Part 1). For the part
∑n
ℓ=1
(H)ℓ
Gℓ! N
ℓ(f). To build a term with (u− πj)
m where
1 ≤ m ≤ n, suppose that Hℓ/G contributes (u − πj)
m1 , and in N ℓ(f), some w
(as in (Coe-1) above) contributes (u− πj)
m2 . Then using (Coe-2) and (Coe-1), the
coefficient of this (u−πj)
m1+m2 has vπj at least−m1+p−m2 ≥ p−n ≥ p−(rj,d−1),
which is ≥ |r|+ 1 by Assumption (A0).
(Part 2). For the part of
(H)ℓ
Gℓ!
(
ℓ
t
)
N ℓ−t
(
πjQ(u− πj)
s
)(
d∑
y=1
a(n)s,yN
t(fy)
)
,
it suffices to consider the πj-powers in the coefficients of
(H)ℓ
G
N ℓ−t (πjQ(u− πj)
s)N t(fy),
because a
(n)
s,y ∈ OE by induction hypothesis, and ℓ < p. To build a term with (u −
πj)
m where 1 ≤ m ≤ n, suppose thatHℓ/G contributes (u−πj)
m1 , N ℓ−t (πjQ(u− πj)
s)
contributes (u − πj)
m2 , and N t(fy) contributes (u − πj)
m3 . Using (Coe-2) and
(Coe-1), and note that N ℓ−t (πjQ(u− πj)
s) can be written as a polynomial in
OE [u − πj ], we can see that the coefficient of this (u − πj)
m1+m2+m3 has vπj at
least −m1+p−m3 ≥ p−n ≥ p− (rj,d− 1), which is ≥ |r|+1 by Assumption (A0).
Now we can conclude that (2.1.10) is valid for all 1 ≤ n ≤ rj,x.
Step 3. Finally, we can define
(e′j,x)
d
x=1 := (f
(rj,x)
j,x )
d
x=1,
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and we can conclude the proof of our proposition, by verifying that (e′j,x)
d
x=1 satisfies
all the four items in our proposition:
• For Item (4). Let us write (2.1.10) as
f(n) = f+ πjP.
Since both f(n) and f are in Fil{r,0,0}M∗i , so πjP ∈ Fil
{r,0,0}M∗i , and so P ∈
Fil{r,0,0}M∗i too. This means that P can be written as a SOE,i-linear combina-
tion of the basis (fj−1,x)
d
x=1 of Fil
{r,0,0}M∗i . Then it is clear from (2.1.10) that
(e′j,x)
d
x=1 = (fj−1,x)
d
x=1Aj for some matrix Aj ∈ GLd(OEJuK) such that Aj ≡ Id
(mod ωE).
• For Item (1). Apply induction hypothesis to Item (3), (α′j−1,x)
d
x=1 is a basis for
Fil{r,0,0}, so (e′j,x)
d
x=1 = (fj−1,x)
d
x=1Aj = (α
′
j−1,x)
d
x=1BjAj is also a basis.
• For Item (2). By (2.1.10), we have fj(e
′
j,x) = fj(fj−1,x), and then apply (2.1.9).
• Item (3) is a consequence of Item (1) and (2), by Proposition 2.1.3.

2.1.15. Corollary. With notations in (CRYS), suppose p ∤ e, and assume that∑e−1
j=0 ri,j,d ≤ p, ∀i. Then we have Fil
{p,p,...,p}M∗i =
⊕d
x=1SOE ,iαi,e−1,x, where
(αi,e−1,1, . . . , αi,e−1,d) = (e
′
i,0,1, . . . , e
′
i,0,d)Λ
′
i,0
e−1∏
j=1
Z ′ijΛ
′
ij

such that
• e′i,0,x as in Proposition 2.1.5(2).
• Λ′ij = [(u− πi,j)
p−rij,1 , . . . , (u− πi,j)
p−rij,d ], ∀0 ≤ j ≤ e− 1.
• Z ′ij = Bi,jAi,j ∈ GLd(OEJuK) as in Proposition 2.1.8(4).
Proof. This is easy corollary of Proposition 2.1.8. Note that [GLS15, Cor. 2.3.10]
proved the case for d = 2 where all the auxiliary labelled Hodge-Tate weights are
{0, 1}. But the argument of loc. cit. relies on this special shape of auxiliary labelled
Hodge-Tate weights, and cannot be generalized. 
2.1.16. Theorem. With notations in (CRYS), suppose p ∤ e, and assume that∑e−1
j=0 ri,j,d ≤ p, ∀i. Then there exists a basis ei of Mi such that,
ϕ(ei−1) = eiXi
e−1∏
j=1
Λi,e−jZi,e−j
Λi,0Yi,
where
• Xi, Yi, Zi,e−j ∈ GLd(OEJuK), ∀i, j.
• Y i := Yi (mod ωE) = Id, and Zi,e−j := Zi,e−j (mod ωE) ∈ GLd(kE).
• Λi,j is the diagonal matrix [(u − πij)
ri,j,x ]dx=1.
Proof. Similar as in [GLS15, Thm. 2.4.1]. Note that in loc. cit., Zi,e−j ∈ GLd(OE).
But here in our situation, we will only have Zi,e−j ∈ GLd(OEJuK). Fortunately,
we still have the reduction Zi,e−j ∈ GLd(kE), because Zi,e−j = (Z
′
i,e−j)
−1 and
Z
′
i,e−j = Bi,e−jAi,e−j ∈ GLd(kE) by Proposition 2.1.8(4). 
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2.1.17. Remark. (1) We call the basis ei (0 ≤ i ≤ f − 1) the “adapted basis”
for ϕ. In fact, we usually call those elements αi,e−1,x in Corollary 2.1.15 the
“base adapte´e” for the filtration Fil{p,p,...,p}M∗i , see [Bre99, Def. 2.2.1.4].
So we are slightly abusing the terminology here, although it is easy to see
that they determine each other.
(2) (The following remark is inspired from discussions with Tong Liu.) As we
already mentioned after Theorem 1.1.3 in the Introduction, the adapted
basis allows us to isolate the diagonal matrices Λi,j . The significance of
the “isolation of Λi,j” is that when we consider crystalline liftings (of some
residual representation) with fixed labeled Hodge-Tate weights, then the
corresponding Kisin modules will always admit adapted bases, and the
only part (of the matrix for ϕ) that is changing (i.e., deforming) are the
matrices Xi, Yi, Zi,e−j .
The adapted bases help to study reductions of crystalline representa-
tions (see Proposition 3.1.4), which in turn are needed when considering
crystalline lifting problems. Indeed for example, the key fact that the ar-
gument of [BLGGT14, Lem. 1.4.2] can work is the existence of adapted
basis in the Fontaine-Laffaille case (which is much easier than our situa-
tion). We expect our adapted bases of Kisin modules can have some similar
applications in the future.
2.2. Rank-1 (ϕ, Gˆ)-modules in the tamely ramified case.
2.2.1. Definition. Let t = (t0, . . . , tf−1) be a sequence of non-negative integers,
a ∈ k×E . Let M(t; a) := M(t0, . . . , tf−1; a) =
∏f−1
i=0 M(t; a)i be the rank-1 module
in Modϕ
SkE
such that
• M(t; a)i is generated by ei, and
• ϕ(ei−1) = (a)iu
tiei, where (a)i = a if i = 0 and (a)i = 1 otherwise.
2.2.2. Definition. Let (ri,j) be an f × e-matrix where ri,j ≥ 0 are integers. Let
aˆ ∈ O×E . Let M((ri,j); aˆ) :=
∏f−1
i=0 M((ri,j); aˆ)i be the rank-1 module in Mod
ϕ
SOE
such that
• M((ri,j); aˆ)i is generated by eˆi, and
• ϕ(eˆi−1) = (aˆ)i
∏e−1
j=0(u− πij)
ri,j eˆi, where (aˆ)0 = aˆ and (aˆ)i = 1, ∀i 6= 0.
2.2.3. Lemma.
(1) If a ∈ k×E is the reduction of aˆ, then M((ri,j); aˆ)/ωEM((ri,j); aˆ) ≃M(t; a),
where t = (t0, . . . , tf−1) with ti =
∑e−1
j=0 ri,j.
(2) When p ∤ e, there is a unique Mˆ((ri,j); aˆ) ∈ Mod
ϕ,Gˆ
SOE
such that
• The ambient Kisin module of Mˆ((ri,j); aˆ) is M((ri,j); aˆ), and
• Tˆ (Mˆ((ri,j); aˆ)) is a crystalline character.
In fact, Tˆ (Mˆ((ri,j); aˆ)) = λaˆ
∏
0≤i≤f−1,0≤j≤e−1 ψ
ri,j
i,j , where ψi,j is a certain
crystalline character such that HTi′,j′(ψi,j) = {0} for (i
′, j′) 6= (i, j) and
HTi,j(ψi,j) = {1}, and λaˆ is the unramified character of GK which sends
the arithmetic Frobenius to aˆ.
Proof. (1) is easy. For (2), we imitate the proof of [GLS14, Lem. 6.3]. It suffices to
show existence of Mˆ((ri,j); aˆ). Similar as in loc. cit., consider M((1i,j); 1) where
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(1i,j) is the matrix where the only nonzero element is in the (i, j)-position, which is
1. This is a height 1 Kisin module, and similarly as in the argument of loc. cit. (by
applying our Theorem 2.1.16), TS(M((1i,j); 1)) extends to a crystalline character
ψi,j such that HTi′,j′ (ψi,j) = {0} for (i
′, j′) 6= (i, j) and HTi,j(ψi,j) = {1}. Then
one can continue the argument as in [GLS14, Lem. 6.3] to conclude. 
3. Shape of upper triangular Kisin modules with kE-coefficients
In this section, when K/Qp is ramified of degree e = 2 (in particular, K/Qp is
tamely ramified since p > 2), we study the shape of upper triangular Kisin modules
(with kE-coefficients) coming from reductions of crystalline representations. We
divide this section into two steps. In the first step, we determine the information
on the diagonal of the matrix of ϕ for M. In the second step, we determine the
structure of the full matrix of ϕ.
3.1. Shape of the diagonal. We first list some very elementary linear algebra
lemmas. By writing out these lemmas first, it will make the proof of our main
result Proposition 3.1.4 more transparent (in particular, we would not need to
introduce too many notations there).
3.1.1. Lemma. Let A ∈ GLd(kE + u
∆kEJuK) for some ∆ ≥ 0, where GLd(kE +
u∆kEJuK) denotes the set of invertible matrices with all elements in the ring kE +
u∆kEJuK. Then there exists a unique unipotent (i.e., upper triangular with all
diagonal elements being 1) matrix C ∈ GLd(kE) such that AC = (mx,y) satisfies
the following: there exists an ordering {k1, . . . , kd} of {1, . . . , d}, such that for each
1 ≤ x ≤ d,
• mkx,x is the top most element in colx(AC) that is a unit, and
• the elements above mkx,x satisfy u
∆ | mz,x, ∀z < kx (note that when ∆ = 0,
then mz,x = 0, ∀z < kx),
• the elements to the right of mkx,x satisfy mkx,y = 0, ∀y > x.
Proof. This is extracted from the beginning of the proof of [Gao15, Lem. 2.4],
where ∆ = p. 
When the conclusion of Lemma 3.1.1 is satisfied, we say that the matrix AC
satisfies (Property Z).
3.1.2. Lemma. Let M1 =M2M3M4, where
• M1 ∈ Matd(kEJuK) upper triangular, such that diagM1 = [c1u
t1 , . . . , cdu
td ]
where ti ≥ 0, ci ∈ kEJuK
×.
• M2 ∈ Matd(kEJuK).
• M3 = [u
r1 , . . . , urd ], where 0 ≤ r1 ≤ . . . ≤ rd ≤ ∆ for some ∆ ≥ 0.
• M4 ∈ GLd(kE + u
∆kEJuK), i.e., M4 = M5 + u
∆M6 for some M5 ∈
GLd(kE),M6 ∈Matd(kEJuK).
Then we have:
(1) There exists an ordering {k1, . . . , kd} of {1, . . . , d} such that rkx ≤ tx, ∀x.
(2) If M2 is furthermore invertible, then rkx = tx, ∀x.
Proof. This is easy generalization of [Gao15, Lem. 2.4] (where ∆ = p). We sketch
the proof. For M4, by Lemma 3.1.1, we can find a unipotent M7 ∈ GLd(kE) such
that M4M7 satisfies (Property Z). It is easy to see that u
rkx | colx(M3M4M7), ∀x,
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where {k1, . . . , kd} is the ordering of {1, . . . , d} in the conclusion of Lemma 3.1.1.
So urkx | colx(M1M7), and so u
rkx | utx since M7 is unipotent, i.e., rkx ≤ tx, ∀x.
Note that for our Statement (2), we need M2 to be invertible in order to apply
the determinant argument at the end of [Gao15, Lem. 2.4]. 
3.1.3. Lemma. With exactly the same notations in Lemma 3.1.2 (including in its
proof). Suppose furthermore that there exists δ > 0 such that rx+1 − rx ≥ δ for
all 1 ≤ x ≤ d − 1 and ∆ − rd ≥ δ. Then M3M4M7 = Q[u
rk1 , . . . , urkd ] for some
Q ∈ GLd(kE + u
δkEJuK).
Proof. By the proof in Lemma 3.1.2, urkx | colx(M3M4M7), ∀x, which shows the
existence of Q. It suffices to show that Q ∈ GLd(kE + u
δkEJuK). Write Q = (qx,y),
and we now only prove that the elements in col1(Q) are in the ring kE+u
δkEJuK (for
the other columns, just use similar argument). Note that M4M7 satisfies (Property
Z), if we write M3M4M7 = (gi,j), then in col1(M3M4M7), we have
• u∆ | gk,1, ∀k < k1, and so u
rk1+δ | gk,1, ∀k < k1;
• urk1 ‖ gk1,1;
• urk | gk,1, ∀k > k1, and so u
rk1+δ | gk,1, ∀k > k1.
Since gx,1 = qx,1u
rk1 , so in col1(Q), we have u
δ | qk,1∀k 6= k1 and qk1,1 ∈ k
×
E , and
we are done. 
3.1.4. Proposition. With notations in (CRYS), suppose e = 2 (so we always
have p ∤ e) and ρ is upper triangular. Then M is upper triangular, i.e., M ∈
E(Nd, . . . ,N1), where Nx = M(t0,x, . . . , tf−1,x; ax) are some rank-1 modules. If the
following assumptions are satisfied:
• ri,0,x+1 − ri,0,x ≥ ri,1,d, ∀x, i, and
• ri,0,d + ri,1,d ≤ p, ∀i.
Then we have ti,x = ri,0,σi,0(x) + ri,1,σi,1(x)∀i, x, where σi,0, σi,1 are orderings of
{1, . . . , d}.
Proof. Via Theorem 2.1.16, we have ϕ(ei−1) = eiXiΛi,1Zi,1Λi,0 for some basis ei
of Mi. Here, by Xi,Λi,1, Zi,1,Λi,0, we really mean their reductions modulo ωE.
Similarly as in [Gao15, Prop. 2.3], M is upper triangular, and there exists another
basis f i ofMi such that ϕ(f i−1) = f iFi where Fi is upper triangular with diagFi =
[(ax)iu
ti,x ]dx=1. Suppose ei = f iTi, then we have Fi = TiXiΛi,1Zi,1Λi,0ϕ(T
−1
i−1).
Now, let us drop i from all the subscripts, so
F = TXΛ1Z1Λ0S,
where S = ϕ(T−1i−1) ∈ GLd(kEJu
pK) ⊂ GLd(kE + u
pkEJuK). Now we can apply
Lemma 3.1.2(1), where we let M1 = F,M2 = TXΛ1Z1,M3 = Λ0,M4 = S with
∆ = p, then we have r0,kx ≤ tx, so we can write tx = r0,kx +γx for some γx ≥ 0, ∀x.
Also by the proof of Lemma 3.1.2(1), there exists a unipotent matrix M7 such
that FM7 = B[u
r0,kx ]dx=1 and Λ0SM7 = Q[u
r0,kx ]dx=1 for some B and Q. We must
have B ∈ Matd(kEJuK) is upper triangular (since M7 is upper triangular), and
Q ∈ GLd(kE + u
ri,1,dkEJuK) (by applying Lemma 3.1.3 with δ = ri,1,d).
So we have FM7 = B[u
r0,kx ]dx=1 = TXΛ1Z1Q[u
r0,kx ]dx=1, and soB = TXΛ1Z1Q.
Now we can apply Lemma 3.1.2(2), where we let M1 = B,M2 = TX,M3 =
Λ1,M4 = Z1Q with ∆ = ri,1,d (note that Z1 ∈ GLd(kE) by Theorem 2.1.16).
so we have that ur1,k′x ‖ bx,x on the diagonal of B, where {k
′
1, . . . , k
′
d} is an ordering
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of {1, . . . , d}. Since M7 is unipotent, we finally have that u
r0,kx+r1,k′x ‖ fx,x on the
diagonal of F . That is, tx = r0,kx + r1,k′x . 
3.2. Shape of upper triangular Kisin modules. Let X be an upper triangular
matrix in Matd(kE [u]) of the shape
 u
s1 xi,j
. . .
usd
 , where 0 ≤ si ≤ p are
distinct integers.
• We call X satisfies the property (DEG) if deg(xi,j) < sj , ∀i < j.
• We call X satisfies property (P) if xi,j = u
siyi,j , ∀i < j, where
⋄ yi,j = 0 if si > sj , and
⋄ yi,j ∈ kE if si < sj .
Let X be as above which satisfies (DEG), recall that in the proof of [Gao15,
Lem. 4.3], we call the following procedure an allowable procedure for X :
X  X ′ = X(Id−Matd(ci,j)),
where 1 ≤ i < j ≤ d are two numbers such that si < sj and ci,j ∈ kE ; and
Matd(ci,j) is the matrix where the only nonzero element is at (i, j)-position, and
the element is precisely ci,j . This allowable procedure has the following properties:
• X ′ still satisfies (DEG).
• X satisfies (P) if and only if X ′ satisfies (P).
• When X satisfies (P), one can apply finite times of allowable procedures to
change X to the diagonal matrix [us1 , . . . , usd ].
3.2.1. Lemma. Let t1, . . . , td be distinct integers, and let δ1, . . . , δd be nonnegative
integers, such that if we let δ = max{δi}, then |ti1 − ti2 | > δ, ∀i1 6= i2. Let X be an
upper triangular matrix in Matd(kE [u]) of the shape u
t1+δ1 xi,j
. . .
utd+δd
 ,
where diagX = [uti+δi ]di=1. Let A ∈ GLd(kE). If we have
• X satisfies (DEG).
• uti | coli(XA), ∀i.
Then X = X1X0, where
• X0 is upper triangular, diagX0 = [u
ti ]di=1, and satisfies property (P).
• X1 is upper triangular, diagX1 = [u
δi ]di=1, and satisfies (DEG).
• X0A = B[u
ti ]di=1 for some B ∈ GLd(kE + u
δkEJuK).
Proof. It is clear that [Gao15, Lem. 4.3] is the special case of our lemma for δ = 0,
and the proof of our lemma is very similar to loc. cit.. Let us first remark here that
it is easy to see if we apply an allowable procedure to X , namely, change X to some
X(Id−Matd(ci,j)), and change A to (Id−Matd(ci,j))
−1A. Then the conclusion of
the lemma still holds.
We prove the lemma by induction. The case d = 1 is trivial. Suppose it is true
for dimension less than d, and now let the dimension become d. Similarly as in loc.
cit., we prove two special cases first. Note here that t1+ δ1, . . . , td + δd are distinct
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integers, and whenever we have ti > tj , we must have ti + δi > tj + δj , and in fact
ti > tj + δj .
(Case 1). Suppose td is maximal in {t1, . . . , td}. Note that we must have
td + δd = max{t1 + δ1, . . . , td + δd}.
Because utd | X
 a1,d...
ad,d
 , so we have utd | utd−1+δd−1ad−1,d+ xd−1,dad,d. Note
here that deg(xd−1,d) < td + δd (not < td as in [Gao15, Sublem. 4.5]), so we can
not conclude that utd−1+δd−1ad−1,d + xd−1,dad,d = 0 as in loc. cit.. However, we
still have ad,d 6= 0. Since otherwise, we have ad−1,d = 0, and similarly as in loc.
cit., we can then show that ai,d = 0, ∀i, which is impossible. So we must have
xd−1,d = u
td−1+δd−1yd−1,d + u
tdx′d−1,d
for some yd−1,d ∈ kE , x
′
d−1,d ∈ kE [u] with deg(x
′
d−1,d) < δd. Then similarly as in
loc. cit., we can apply the following allowable procedure:
X  X(Id−Matd(yd−1,d)), A (Id−Matd(yd−1,d))
−1A,
Then ad−1,d becomes 0, and xd−1,d becomes u
tdx′d−1,d.
Repeat the above argument and operations, in the end we will have
XA =
(
Xd,d u
td(x′i,d)
d−1
i=1
0 utd+δd
)(
Ad,d 0
(ad,j)
d−1
j=1 ad,d
)
=
(
Xd,dAd,d + u
tdP utdad,d(x
′
i,d)
d−1
i=1
utd+δd(ad,j)
d−1
j=1 u
td+δdad,d
)
,
where P is the (d − 1)× (d − 1) matrix formed by the product of the (d − 1)× 1-
matrix (x′i,d)
d−1
i=1 and the 1 × (d − 1)-matrix (ad,j)
d−1
j=1 . Then we clearly have u
ti |
coli(Xd,dAd,d) (since td is maximal), so by induction hypothesis, we can decompose
Xd,d = (Xd,d)1(Xd,d)0, and (Xd,d)0Ad,d = Bd,d[u
ti ]d−1i=1 . So we can decompose
X = X1X0 =
(
(Xd,d)1 (x
′
i,d)
d−1
i=1
0 uδd
)(
(Xd,d)0 0
0 utd
)
,
and so X1 satisfies (DEG). We also have that
X0A =
(
(Xd,d)0 0
0 utd
)(
Ad,d 0
(ad,j)
d−1
j=1 ad,d
)
=
(
Bd,d 0
(utd−tjad,j)
d−1
j=1 ad,d
)(
[uti ]d−1i=1 0
0 utd
)
,
so B ∈ GLd(kE + u
δkEJuK), and we are done for the proof of Case 1.
(Case 2). Suppose t1 is maximal in {t1, . . . , td}. Similarly as in [Gao15, Sublem.
4.6], the situation is:
XA =
(
ut1+δ1 (x1,j)
d
j=2
0 X1,1
)(
a1,1 (a1,j)
d
j=2
0 A1,1
)
=
(
ut1+δ1a1,1 u
t1+δ1(a1,j) + (x1,j)A1,1
0 X1,1A1,1
)
.
Then we can apply induction hypothesis onX1,1, and writeX1,1 = (X1,1)1(X1,1)0
as in the conclusion of our lemma. Since (X1,1)0 satisfies (P), we can apply finite
times of allowable procedures to change (X1,1)0 to the diagonal matrix [u
t2 , . . . , utd ].
So we have
XA =
(
ut1+δ1 (x1,j)
d
j=2
0 (X1,1)1[u
t2 , . . . , utd ]
)(
a1,1 (a1,j)
d
j=2
0 A1,1
)
.
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We claim that we have utj | x1,j , ∀2 ≤ j ≤ d. To prove the claim, suppose tk1 =
max{t2, . . . , td}, so we have
utk1 | X
 a1,k1...
ad,k1
 , and so utk1 | (X1,1)1[ut2 , . . . , utd ]
 a2,k1...
ad,k1
 .
Using that (X1,1)1 is upper triangular and tk1 > ti + δi, ∀i 6= 1, k1, we can easily
find that ai,k1 = 0, ∀i 6= 1, k1. Now we must have ak1,k1 6= 0 because of the shape of
col1(A) (the only nonzero element of col1(A) is a1,1, so if ak1,k1 = 0, then A will not
be invertible). Consider the first row of Xcolk1(A), we will have u
tk1 | ut1+δ1a1,k1 +
x1,k1ak1,k1 , and so u
tk1 | x1,k1 . Now let tk2 = max{{t1, . . . , td} − {t1, tk1}}, and
repeat the above argument just similarly as we did in [Gao15, Sublem. 4.6]. In the
end, we will have that utj | x1,j , ∀2 ≤ j ≤ d. We also note that for the matrix A,
we must have ai,j = 0 unless ti ≥ tj .
So we have
X = X1X0 =
(
uδ1 (
x1,j
u
tj
)dj=2
0 (X1,1)1
)(
ut1 0
0 [utj ]dj=2
)
,
so X1 satisfies (DEG). We also have
X0A =
(
ut1 0
0 [utj ]dj=2
)(
a1,1 (a1,j)
d
j=2
0 A1,1
)
=
(
a1,1 (a1,j
ut1
u
tj
)dj=2
0 B1,1
)(
ut1 0
0 [utj ]dj=2
)
,
and so B ∈ GLd(kE + u
δkEJuK).
(General case). Argue similarly as in [Gao15, Lem. 4.3], using the results we
obtained in (Case 1) and (Case 2). 
The following lemma is easy corollary of the above lemma. Writing it out will
greatly simplify the proof of our main Proposition 3.2.3.
3.2.2.Lemma. Lemma 3.2.1 still holds if we replace the sentence “Let A ∈ GLd(kE)”
to the sentence “Let A ∈ GLd(kE + u
γkEJuK) where γ ≥ max{ti}+max{δi}”.
Proof. Let A = A1 + u
γA2 where A1 ∈ GLd(kE), A2 ∈ Matd(kEJuK). Then ap-
parently we have uti | coli(XA1). So we can apply Lemma 3.2.1 (to the pair
X,A1) to conclude X = X1X0 where X0 satisfy (P) and X1 satisfy (DEG). We
also have X0A1 = B1[u
ti ]di=1 for B1 ∈ GLd(kE + u
δkEJuK) by loc. cit.. So
X0A = X0(A1 + u
γA2) = (B1 + X0A2[
uγ
uti
]di=1)[u
ti ]di=1. And we clearly have
B1 +X0A2[
uγ
uti
]di=1 ∈ GLd(kE + u
δkEJuK). 
3.2.3. Proposition. With notations in (CRYS), suppose e = 2 and ρ is upper
triangular. Suppose furthermore
• (A1): ri,0,x+1 − ri,0,x > ri,1,d, ∀x, i, and
• (A2): ri,0,d + ri,1,d ≤ p− 2, ∀i;
Then there exists basis f i of Mi, such that if we write ϕ(f i−1) = f iFi, then
• Fi is upper triangular with diagFi = [(ax)iu
ri,0,σi,0(x)+ri,1,σi,1(x) ]dx=1 where
σi,0 and σi,1 are orderings of {1, . . . , d}; Fi satisfies (DEG); and
• Fi = Ci(Fi)1(Fi)0 where Ci = [(ax)i]
d
x=1 for some ax ∈ k
×
E ; both (Fi)1, (Fi)0
are upper triangular with diag((Fi)0) = Λ˜i,0 = [u
ri,0,σi,0(x) ]dx=1 and diag((Fi)1) =
Λ˜i,1 = [u
ri,1,σi,1(x) ]dx=1; furthermore,
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• Both (Fi)1, (Fi)0 satisfies property (P).
Proof. The existence of f i such that Fi satisfies (DEG) is a consequence of [Gao15,
Prop. 2.2], Proposition 3.1.4, as well as the assumption (A2). Note that we need
assumption (A2) to avoid the situation in Statement (3) of [Gao15, Prop. 2.2] (see
also [Gao15, §3] for some explanation).
Note that by Proposition 3.1.4, diagFi = [(ax)iu
ri,0,σ0(x)+ri,1,σ1(x) ]dx=1. We now
prove that Fi satisfies the other properties. We drop i from the subscripts (except
we keep the subscript on Xi, to avoid confusion with X in Lemma 3.2.1 and Lemma
3.2.2), so we write similarly as in Proposition 3.1.4:
F = TXiΛ1Z1Λ0S.
Let W0 ∈ GLd(kE) such that W0Λ0W
−1
0 = Λ˜0 = [u
ri,0,σ0(x) ]dx=1. Then
FC−1i (CiS
−1W−10 ) = TXiΛ1Z1W
−1
0 Λ˜0, recall here Ci = [(ax)i]
d
x=1.
So we can apply Lemma 3.2.2, where we let X = FC−1i , A = CiS
−1W−10 with
γ = p. So we will have FC−1i = F1F0 with F0 satisfying property (P). Now it
suffices to show that F1 also satisfies property (P).
Note that in our situation, δ in Lemma 3.2.2 is precisely our ri,1,d. So by
the conclusion of loc. cit., there exists B ∈ GLd(kE + u
ri,1,dkEJuK) such that
F0CiS
−1W−10 = BΛ˜0. So we will have F1B = TXiΛ1Z1W
−1
0 , that is F1BW0Z
−1
1 =
TXiΛ1. Now let W1 ∈ GLd(kE) such that W1Λ1W
−1
1 = Λ˜1 = [u
ri,1,σ1(x) ]dx=1 =
diagF1, so we have
F1BW0Z
−1
1 W
−1
1 = TXiW
−1
1 Λ˜1.
Now we can apply Lemma 3.2.2 again, where we let X = F1, A = BW0Z
−1
1 W
−1
1
with γ = ri,1,d and δ = 0 (in this case, as we mentioned in the beginning of the proof
of Lemma 3.2.1, it is indeed [Gao15, Lem. 4.3], and we have X = X0 satisfying
(P)). So now we conclude that F1 satisfies (P), and we are done. 
3.2.4. Remark. We have analysed the shape of ϕ
M
in this section, for e = 2. It is
clear we can in fact generalize this section for any tame ramification index e, with
some additional assumptions. For notational simplicity, let us just discuss about
e = 3 in this remark, the higher e case is similar.
When e = 3, in order for the arguments of Proposition 3.1.4 and Proposition
3.2.3 to work through, we will need the following assumptions:
• (A1)-0 : ri,0,x+1 − ri,0,x > ri,1,d + ri,2,d, ∀x, i,
• (A1)-1 : ri,1,x+1 − ri,1,x > ri,2,d, ∀x, i,
• (A2): ri,0,d + ri,1,d + ri,2,d ≤ p− 2, ∀i.
Note that Condition (A1)-0 says that the weights in HTi,0 are enough separated
with respect to both HTi,1 and HTi,2; and Condition (A1)-1 says that weights in
HTi,1 are enough separated with respect to HTi,2.
However, these assumptions will never be satisfied for the crystalline represen-
tations that will be useful for our global application. Namely, the Serre type crys-
talline representations in Definition 4.2.1 will never satisfy the (A1)-1 above, so we
choose not to write out these generalizations.
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4. Crystalline liftings and Serre weight conjectures
In this section, we prove our local theorem on crystalline liftings, as well as
its application to weight part of Serre’s conjectures. The proof of our crystalline
lifting theorem follows the same strategy of [Gao15, Thm. 7.4]. We will freely use
notations and results in [Gao15, §5, §6, §7]. In particular, we will use the various
Ext(∗, ∗)’s defined in various categories, and their properties. In this section, we
always assume the ramification index e = e(K/Qp) = 2.
4.1. Crystalline lifting theorem. Recall that if L,L′ ∈ Modϕ
SOE
, then we can
let Ext(L′,L) be the set of short exact sequences 0 → L → N → L′ → 0 in
the category Modϕ
SOE
, modulo the natural equivalence relation as in [Gao15, Def.
5.2]. We can similarly define the set of Ext(∗, ∗)’s in the categories Modϕ,Gˆ
SOE
,
Modϕ
SkE
, and Modϕ,Gˆ
SkE
. These Ext(∗, ∗)’s have natural OE-module (or kE-vector
space) structures by [Gao15, Prop. 5.4].
Now we define certain set of upper triangular extensions of rank-1 modules in
Modϕ
SkE
, similar to the spirit of [Gao15, Def. 5.8].
4.1.1.Definition. LetN1, . . . ,Nd (resp. Nˆ1, . . . , Nˆd) be rank-1 modules in Mod
ϕ
SkE
(resp. Modϕ,Gˆ
SkE
).
(1) Let Eϕ−shape(Nd, . . . ,N1) ⊂ E(Nd, . . . ,N1) be the subset consisting of el-
ementsM such that there exists a basis f i ofMi, ϕ(f i−1) = f iFi, and Fi is
of the shape in Proposition 3.2.3 for each i. That is Fi = [(ax)i]
d
x=1(Fi)1(Fi)0,
where both (Fi)1, (Fi)0 satisfy property (P).
(2) Let E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1) ⊂ E(Nˆd, . . . , Nˆ1) be the subset consisting of
elements Mˆ such that there exists a basis f i ofMi such that ϕ(f i−1) = f iFi
with Fi of the shape in Proposition 3.2.3, and τ(1 ⊗ϕ f i) = (1 ⊗ϕ f i)Zi
with Zi of the shape in [Gao15, Lem. 5.7], namely,
• Zi = (zi,x,y) ⊂ Mat(R⊗Fp kE) is upper triangular.
• On the diagonal, vR(zi,x,x − 1) ≥
p2
p−1 , ∀x.
• On the upper right corner, vR(zi,x,y) ≥
p2
p−1 , ∀x < y.
(3) Suppose M ∈ Eϕ−shape(Nd, . . . ,N1),M′ ∈ Eϕ−shape(N
′
d′ , . . . ,N
′
1). We can
define the set Extϕ−shape(M,M
′
) analogously as in [Gao15, Def. 5.8]. And
similarly for Ext(ϕ,τ)−shape(Mˆ, Mˆ
′
).
4.1.2. Proposition. With notations in Definition 4.1.1, we have the following.
(1) Extϕ−shape(M,M
′
) is a sub-vector space of Ext(M,M
′
).
(2) Ext(ϕ,τ)−shape(Mˆ, Mˆ
′
) is a sub-vector space of Ext(Mˆ, Mˆ
′
).
Proof. Similar to [Gao15, Prop. 5.9], by using the following fact of matrix mul-
tiplications: If
(
A C(i)
0 A′
)
=
(
A1 C
(i)
1
0 A′1
)(
A0 C
(i)
0
0 A′0
)
, for i = 1, 2, then(
A aC(1) + bC(2)
0 A′
)
=
(
A1 aC
(1)
1 + bC
(2)
1
0 A′1
)(
A0 aC
(1)
0 + bC
(2)
0
0 A′0
)
. 
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4.1.3. Theorem. With notations in (CRYS), suppose e = 2 and ρ is upper trian-
gular. Suppose furthermore
• (A1): ri,0,x+1 − ri,0,x > ri,1,d, ∀x, i, and
• (A2): ri,0,d + ri,1,d ≤ p− 2, ∀i.
Then Mˆ (so in particular, ρ) has an upper triangular crystalline lift with the same
Hodge-Tate weights as ρ.
Proof. By Proposition 3.2.3, M ∈ Eϕ−shape(Nd, . . . ,N1). Furthermore by [GLS14,
Cor. 5.10], Mˆ ∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆ1). Let us writeNx = M(t0,x, . . . , tf−1,x; ax).
Then by Proposition 3.1.4, ti,x = ri,0,σi,0(x)+ri,1,σi,1(x) where σi,0, σi,1 are orderings
of {1, . . . , d}. By Lemma 2.2.3(2), we can find a crystalline lift Nˆx of Nˆx such that
HTi,j(Tˆ (Nˆx)) = {ri,j,σi,j(x)}. Now we claim: Mˆ has an upper triangular lift in
Ecris(Nˆd, . . . , Nˆ1), where Ecris(Nˆd, . . . , Nˆ1) is the set of crystalline representations
made of successive extensions of Nˆd, . . . , Nˆ1. It is clear that this claim implies our
theorem. The proof is similar to [Gao15, Thm. 7.4], so we only give a sketch.
We prove the claim by induction on d. When d = 1, there is nothing to prove.
Suppose the statement is true for d − 1, and now consider it for d. Suppose Mˆ ∈
Ext(ϕ,τ)−shape(Mˆ2, Mˆ1) where Mˆ2 ∈ E(ϕ,τ)−shape(Nˆd, . . . , Nˆ2) is of rank d− 1, and
Mˆ1 is of rank 1. We denote
dcris =
d∑
x=2
#{i, ri,0,σi,0(x) > ri,0,σi,0(1)}+
d∑
x=2
#{i, ri,1,σi,1(x) > ri,1,σi,1(1)}.
Then Extϕ−shape(M2,M1) is a kE-vector space of dimension at most dcris. Since
ti,x are all ≤ p − 2, we have Ext(ϕ,τ)−shape(Mˆ2, Mˆ1) →֒ Extϕ−shape(M2,M1) by
[Gao15, Prop. 6.2]. And so dimkE Ext(ϕ,τ)−shape(Mˆ2, Mˆ1) ≤ dcris.
By Lemma 2.2.3(2) and our induction hypothesis, we can take crystalline lift Mˆ1
(resp. Mˆ2) of Mˆ1 (resp. Mˆ2), where Mˆ2 ∈ Ecris(Nˆd, . . . , Nˆ2). Then similarly as in
[Gao15, Thm. 7.4], we will have that Extcris(Mˆ2, Mˆ1) has OE-free rank equal to
dcris, and so we will have an isomorphism of kE -vector spaces:
Extcris(Mˆ2, Mˆ1)/ωE → Ext(ϕ,τ)−shape(Mˆ2, Mˆ1).
And then we can conclude as in loc. cit.. 
4.2. Application to weight part of Serre’s conjecture. For our application
to weight part of Serre’s conjectures, we will need a special type of crystalline
representations.
4.2.1. Definition. A crystalline representation V as in (CRYS) is called of Serre
type, if the auxiliary Hodge-Tate weights HTκij (V ) = {0, 1, 2, . . . , d− 1}, ∀j 6= 0.
Clearly, when d = 2, a Serre type representation is precisely a pseudo-Barsotti-
Tate representation as in [GLS15, Def. 2.3.1].
4.2.2. Corollary. With notations in (CRYS), suppose e = 2. Suppose V if of Serre
type and ρ is upper triangular. Suppose furthermore:
• ri,0,x+1 − ri,0,x ≥ d, ∀x, i.
• ri,0,d + (d− 1) ≤ p− 2, ∀i.
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Then ρ has an upper triangular crystalline lift ρ′, such that HTi,j(ρ
′) = HTi,j(ρ), ∀i, j.
Proof. This is easy consequence of Theorem 4.1.3. Let us note here from our
assumptions, we must have d2 − 1 ≤ p− 2. 
Finally we can prove our application in Serre weight conjectures. Since the ap-
plication is straightforward (by using automorphy lifting theorems in [BLGGT14]),
we omit the precise definition of many terms in the statement. The reader can
consult [BLGG14] for more detailed explanation of any unfamiliar terms.
4.2.3. Theorem. Let F be an imaginary CM field with maximal totally real subfield
F+, and suppose that F/F+ is unramified at all finite places, that every place of
F+ dividing p splits completely in F , and that if d is even then d[F+ : Q]/2 is
even. Assume that ζp /∈ F . Suppose that p > 2, and that r : GF → GLd(Fp) is an
irreducible representation with split ramification. Assume that there is a RACSDC
automorphic representation Π of GLd(AF ) such that
• r ∼= rp,ı(Π) (i.e., r is automorphic).
• For each place w|p of F , rp,ı(Π)|GFw is potentially diagonalizable.
• r(GF (ζp)) is adequate.
Assume furthermore that r |GFw is upper triangular for all w | p. Let a = (aw)w|p ∈
(Zn+)
∐
w|p Hom(kw ,Fp)
0 be a Serre weight, and assume that a ∈W
cris(r).
For each w|p, suppose the ramification degree ew of Fw/Qp is either 1 or 2.
• If ew = 1, then aw satisfies the properties in [Gao15, Thm. 8.3].
• If ew = 2, then
⋄ aw,κ,x − aw,κ,x+1 ≥ d− 1, ∀κ ∈ Hom(kw ,Fp), ∀1 ≤ x ≤ d− 1, and
⋄ aw,κ,1 − aw,κ,d ≤ p− 2− 2(d− 1), ∀κ ∈ Hom(kw,Fp).
Then r is automorphic of weight a.
Proof. Similar as the proof of [Gao15, Thm. 8.3], using our Corollary 4.2.2. 
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