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zusammenfassung
Die Bestrebungen einer klimafreundlichen Energieversorgung stellen das
elektrische Energieversorgungssystem vor große Herausforderungen. Um
diese zu meistern, ist der aktive Einbezug der bisher weitgehend unbeteilig-
ten Verbraucher in den Betrieb des elektrischen Energieversorgungssystems
notwendig.
In dieser Arbeit wird ein Ansatz zum autonomen, selbst-organisierten
Demand Side Management vorgestellt. Durch die Steuerung von kleineren
Gruppen von Verbrauchern, sogenannten Autonomen Verbraucherorga-
nisationen, wird eine skalierbare Koordination der Verbraucher erreicht.
Autonome Verbraucherorganisationen sind selbst-organisierend, d. h. sie
bilden ihre Struktur selbst aus und passen sie wenn notwendig verän-
derten Bedingungen an. Für den Umgang mit den im System inhärenten
Unsicherheiten wird auf das soziale Konzept der Vertrauenswürdigkeit
zurückgegriffen, um die Koordination der Verbraucher robust gegenüber
Vorhersagefehler zu machen.
Des Weiteren werden die Autonomen Verbraucherorganisationen in der
vorliegenden Arbeit mit dem existierenden Konzept der Autonomen Virtu-
ellen Kraftwerke, selbst-organisierte Gruppen von Erzeugern, kombiniert.
Dieses System aus Autonomen Verbraucherorganisationen und Autonomen
Virtuellen Kraftwerken betreibt ein autonomes, selbst-organisiertes Supply
Demand Management durch die robuste Koordination von Erzeugern und
Verbrauchern unter Unsicherheiten.
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abstract
The aim to provide a climate-friendly energy supply poses a great challenge
to electric power systems. To meet this challenge, actively including the
currently mainly uninvolved consumers into the operation of electric power
systems is a necessity.
In this thesis, an approach for an autonomous, self-organized Demand
Side Management is proposed. By controlling smaller groups of consumers,
so-called Autonomous Consumer Organizations, a scalable coordination
of the consumers is achieved. Autonomous Consumer Organizations are
self-organizing, meaning that they form their structure on their own and
adapt it if changing conditions make it necessary. To handle the system’s
inherent uncertainties, the social concept of trust is used, thereby making
the coordination of consumers robust against prediction errors.
Moreover, in this thesis, Autonomous Consumer Organizations are com-
bined with the existing concept of Autonomous Virtual Power Plants, self-
organized groups of power producers. This system of Autonomous Con-
sumer Organizations and Autonomous Virtual Power Plants is able to do
an autonomous, self-organized Supply Demand Management by robustly
coordinating producers and consumers under uncertainties.
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Selbst-Organisation und Trust in
Smart Grids: Motivation und Überblick
Der erste Teil dieser Arbeit startet mit einer Mo-
tivation und legt die Grundlagen für die weitere
Arbeit.
1

einleitung
11.1. motivationDie größtenteils vom Menschen verursachte Zunahme an Treibhausgasen in
der Erdatmosphäre verstärkt den natürlichen Treibhauseffekt und sorgt für
eine ansteigende globale Erwärmung. So war das Jahr 2016 das wärmste
Jahr seit Beginn der Aufzeichnung von Klimadaten, womit bereits das
dritte Mal in Folge ein neuer Temperaturrekord aufgestellt wurde [80]. Die
globale Erwärmung hat zahlreiche ernsthafte Konsequenzen für Mensch
und Umwelt, darunter beispielsweise das Ansteigen des Meeresspiegels
durch das Abschmelzen der Pole und vermehrte extreme Wettersituationen
wie Dürren und Starkregen. Ein wesentlicher Faktor bei dem Ausstoß von
Treibhausgasen ist die Verbrennung fossiler Brennstoffe für die Gewinnung
von Strom, Wärme und den Betrieb von Verkehrsmitteln.
Um die globale Erwärmung abzuschwächen, wurde bereits 1997 im so-
genannten Kyoto-Protokoll der Vereinten Nationen eine Reduktion des Aus-
stoßes der Triebhausgase gegenüber dem Wert von 1990 beschlossen. Ein
großer Schritt in Sachen Klimaschutz wurde 2015 im Rahmen der Klimakon-
ferenz in Paris gemacht. Im sogenannten Übereinkommen von Paris einigten
sich die Mitgliedsstaaten der Vereinten Nationen völkerrechtlich bindend
auf eine Begrenzung der globalen Erwärmung auf unter 2°c gegenüber
vorindustriellen Temperaturwerten, angestrebt ist sogar eine Begrenzung
auf unter 1,5°c [36].
Damit diese ambitionierten Ziele eingehalten werden können, muss je-
doch die Reduktion der Emission von Treibhausgasen bald beginnen und
in großen Schritten voranschreiten [91], anderenfalls ist eine globale Er-
wärmung von 4°c oder mehr möglich [34]. Spätestens in der zweiten Hälf-
te dieses Jahrhunderts dürfen netto keine Treibhausgase mehr emittiert
werden [34]. Dies hat zur Folge, dass weltweit ein großer Wandel in den
Sektoren Strom, Wärme und Verkehr stattfinden muss, damit diese ohne
die Emission von Treibhausgasen auskommen.
Im Zuge des Übereinkommens von Paris hat die deutsche Bundesregie-
3
1. Einleitung
rung im November 2016 den sogenannten Klimaschutzplan 2050 [34] vorge-
legt, der in regelmäßigen Abständen aktualisiert und angepasst werden soll.
In diesem ist derzeit zum Ziel gesetzt, bis 2050 die Emission von Treibhaus-
gasen um 80–95% gegenüber 1990 zu reduzieren. Demzufolge müssen auch
die Energieversorgung durch Strom und Wärme und der Verkehrssektor
bis 2050 nahezu dekarbonisiert sein.
In diese Richtung hat Deutschland bereits vor Jahren wichtige Schritte
eingeleitet, die zur sogenannten Energiewende führten. Mit dem Gesetz für
den Ausbau erneuerbarer Energien (eeg)1 wurde im Jahre 2000 ein Gesetz
erlassen, das den Ausbau von Stromerzeugern aus erneuerbaren Energien
massiv beschleunigt hat; insbesondere Erzeuger basierend auf Wind- und
Sonnenkraft haben stark zugenommen. Im Jahr 2015 wurden bereits knapp
32% der Stromnachfrage von Erzeugern aus erneuerbaren Energien, vor
allem Windkraftanlagen und Photovoltaikanlagen, gedeckt und hatten damit
als Gruppe den größten Anteil aller Stromerzeuger an der Deckung der
Nachfrage [29]. Dieser Anteil soll in den kommenden Jahren noch weiter
ansteigen und im Jahr 2025 40–45%, im Jahr 2035 55–60% und im Jahr
2050 mindestens 80% betragen [29].
Durch die weitgehende Elektrifizierung des Verkehrs auf Basis von Strom
aus erneuerbaren Energien soll auch der Verkehrssektor klimafreundlicher
werden. Der Anteil an Fahrzeugen, die zumindest teilweise mit Strom
betrieben werden können, ist zwar derzeit noch verhältnismäßig gering,
legt aber laut Statistiken des Kraftfahrt-Bundesamtes bereits seit Jahren
kontinuierlich zu [63] und wird in Zukunft voraussichtlich weiter kräftig
ansteigen: So hat sich die Bundesregierung zum Ziel gesetzt, im Jahre
2020 eine Million und im Jahre 2030 sechs Millionen Elektrofahrzeuge in
Deutschland in Betrieb zu haben [28].
Doch bereits die heutige Situation im elektrischen Energieversorgungs-
system mit dem gestiegenen Anteil an unsicherer, volatiler Einspeisung
elektrischer Energie aus Wind- und Sonnenkraft sorgt für zunehmende
Schwierigkeiten, das elektrische Energieversorgungssystem stabil zu be-
treiben, also für ein Gleichgewicht zwischen erzeugter und nachgefragter
Leistung zu jeder Zeit zu sorgen. Dieser Aufgabe kommen nämlich bis-
her weitgehend nur größere steuerbare Kraftwerke nach, die ihre Leistung
der aktuellen Nachfrage und der aktuellen Einspeisung aus Wind- und
1 http://www.gesetze-im-internet.de/eeg_2014/index.html, Stand 2017 (besucht am
23.03.2017)
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Sonnenkraft anpassen müssen, dies allerdings aufgrund ihrer limitierten
Steuerungsmöglichkeiten nicht beliebig machen können. Diese Situation
verschärft sich in der Zukunft weiterhin, wenn der Anteil der eingespeisten
Leistung aus erneuerbarer Energien weiter zunimmt und sich Elektrofahr-
zeuge in der Bevölkerung weiter verbreiten, die den Stromverbrauch in
Deutschland um einen wesentlichen Faktor erhöhen werden und für große
Lastspitzen am Abend sorgen werden.
Eine Möglichkeit, dieser Herausforderung Herr zu werden, ist der aktive
Einbezug aller Systemteilnehmer in die Steuerung elektrischer Energiever-
sorgungssysteme, die bisher dazu nicht beitragen, denen es aber prinzipiell
möglich wäre. Das beinhaltet beispielsweise ein Großteil der Biomasseanla-
gen oder auch viele elektrische Verbraucher wie zum Beispiel Kühlschränke
und -häuser, Waschmaschinen oder Elektrofahrzeuge, welche zudem als
Energiespeicher wenn nötig auch Strom in das elektrische Energieversor-
gungssystem abgeben könnten. Notwendige Voraussetzung hierfür ist die
Durchdringung des elektrischen Energieversorgungssystems mit IKT. For-
schung und Politik sind sich einig, dass sich das elektrische Energieversor-
gungssystem in Zukunft zu einem Smart Grid entwickeln muss, um mit den
zukünftigen Herausforderungen umgehen zu können [31, 17]. Das ebnet
den Weg für intelligente Lösungen durch den Einsatz von IKT wie einen
autonomen Betrieb des elektrischen Energieversorgungssystems.
Ein autonomer Betrieb des elektrischen Energieversorgungssystems, der
alle steuerbaren Erzeuger und Verbraucher miteinbezieht, steht allerdings
vor zwei zentralen Herausforderungen. Einerseits muss der autonome Be-
trieb elektrischer Energieversorgungssysteme aufgrund der riesigen Anzahl
an zu koordinierender Erzeuger und Verbraucher skalieren. Andererseits
muss er mit den im System vorliegenden Unsicherheiten umgehen können,
die durch die unsicheren Vorhersagen diverser Systemteilnehmer verursacht
werden.
Aufbauend auf dem Konzept der Autonomen Virtuellen Kraftwerke [108, 5],
ein Ansatz zur autonomen, skalierbaren Steuerung von Kraftwerken unter
Unsicherheiten, und der dafür entwickelten Techniken werden in dieser
Arbeit Autonome Verbraucherorganisationen als ein Ansatz zur autonomen,
skalierbaren Steuerung von Verbrauchern unter Unsicherheiten vorgestellt.
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1.2. erzielte ergebnisse
In dieser Arbeit wurden folgende Ergebnisse erzielt:
• Ein Ansatz zum autonomen Demand Side Management in Smart
Grids durch sogenannte Autonome Verbraucherorganisationen, die
eine skalierbare und robuste Einsatzplanung von steuerbaren Verbrau-
chern erlauben. Die Evaluierung konnte zeigen, dass eine Einsatz-
planung von steuerbaren Verbrauchern im Kontext der Autonomen
Verbraucherorganisationen zu deutlich besseren Lösungen führt, als
eine ungesteuerte Nachfrage.
• Die Ausbildung von Autonomen Verbraucherorganisationen erfolgt
selbst-organisiert durch Lösung des Partitionierungsproblems [12] mit
dem Ziel einer homogenen Partitionierung [12]. Zwei Algorithmen [12,
5], die das Partitionierungsproblem lösen, werden in dieser Arbeit
vorgestellt. Dass eine homogene Partitionierung für Autonome Ver-
braucherorganisationen bessere Resultate liefert als Partitionierungen,
die nicht eine homogene Partitionierung bilden, wurde in dieser Arbeit
gezeigt.
• Eine robuste Einsatzplanung von steuerbaren Verbrauchern auf Basis
von Trust-basierten Szenarien [16], wodurch die Quantifizierung und
Antizipation von Unsicherheiten ermöglicht wird. Dass die Berücksich-
tigung von Unsicherheiten mittels Trust-basierten Szenarien bessere
Ergebnisse erzielt als eine Einsatzplanung auf Basis von Vorhersagen,
konnte in einer Evaluierung demonstriert werden.
• Ein Ansatz zur Integration von Autonomen Verbraucherorganisati-
onen in Autonome Virtuelle Kraftwerke, resultierend in einem auto-
nomen Supply Demand Management. In der Evaluierung hat sich
gezeigt, dass Autonome Virtuelle Kraftwerke zwar mit einer glatte-
ren Residuallast konfrontiert werden, allerdings in den untersuchten
Evaluationsszenarien keine weiteren Vorteile hatten.
1.3. überblick über die arbeit
Diese Arbeit besteht aus vier größeren Teilen: (1) Der erste Teil der Arbeit
dient der Motivation und Hinführung an die Thematik. (2) Im zweiten
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Teil der Arbeit wird der Ansatz der Autonomen Verbraucherorganisationen
vorgestellt, die ein autonomes Demand Side Management durch den Einsatz
von Selbst-Organisation und Trust [9] ermöglichen. (3) Daraufhin werden
im dritten Teil der Arbeit die Autonomen Verbraucherorganisationen mit
dem existierenden Konzept der Autonomen Virtuellen Kraftwerke – ein
Ansatz zur autonomen Steuerung von Kraftwerken – zu einem autonomen
Supply Demand Management kombiniert. (4) Im vierten und letzten Teil
der Arbeit erfolgt eine ausführliche Evaluierung der vorgestellten Konzepte
und die Arbeit wird abgeschlossen.
Im ersten Teil der Arbeit werden nach der in diesem Kapitel erfolgten
Einleitung in Kapitel 2 zunächst die Grundlagen elektrischer Energiever-
sorgungssysteme gelegt, die für das Verständnis und die Motivation dieser
Arbeit notwendig sind. Außerdem stellt es vor, mit welchen Herausforderun-
gen, die durch den Wandel in der Energieversorgung und im Verkehrssektor
verursacht werden, zukünftige elektrische Energieversorgungssysteme kon-
frontiert werden, und motiviert die autonome Steuerung von sowohl Kraft-
werken als auch Verbrauchern in einem Smart Grid als eine Möglichkeit mit
diesen Herausforderungen umzugehen.
Im zweiten Teil der Arbeit stellt Kapitel 3 den der Arbeit zugrundeliegen-
den Ansatz zu einem autonomen Demand Side Management in sogenannten
Autonomen Verbraucherorganisationen vor. Durch den Einsatz von Selbst-
Organisation und von Trust werden elektrische Verbraucher skalierbar unter
der Betrachtung von Unsicherheiten in den Betrieb elektrischer Energiever-
sorgungssysteme miteinbezogen.
Im Anschluss wird in Kapitel 4 vorgestellt, wie sich Autonome Verbrau-
cherorganisationen selbst-organisiert ausbilden. Dazu wird das zugrun-
deliegende Partitionierungsproblem [12] eingeführt. Zudem werden zwei
Algorithmen vorgestellt, die das Partitionierungsproblem im Allgemeinen
lösen können: psopp [12], eine bio-inspirierte Metaheuristik, und spada [5],
ein agenten-basierter Ansatz.
Die Einsatzplanung in Autonomen Verbraucherorganisationen wird in
Kapitel 5 präsentiert. Dazu wird im ersten Teil dieses Kapitels generell das
Optimierungsproblem der Glättung der Residuallast eingeführt, das noch
ohne die Betrachtung von Unsicherheiten auskommt. Im zweiten Teil des
Kapitels wird dieses Optimierungsproblem dahingehend erweitert, dass es
durch den Einsatz von Trust-basierten Szenarien [16] mit Unsicherheiten
umgehen kann.
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Im dritten Teil der Arbeit stellt Kapitel 6 zunächst das bereits existierende
Konzept der Autonomen Virtuellen Kraftwerke genauer vor. In Kapitel 7
werden dann Autonome Verbraucherorganisationen in Autonome Virtuelle
Kraftwerke integriert.
Der letzte Teil der Arbeit startet mit einer Evaluierung, die die Wirksam-
keit der in dieser Arbeit vorgestellten Konzepte unterstreicht. Zu diesem
Zweck erfolgt in Kapitel 8 die Evaluierung in unterschiedlichen Evalua-
tionsszenarien und Systemkonfigurationen – zuerst nur für Autonome
Verbraucherorganisation und danach für die Kombination aus Autonomen
Verbraucherorganisationen und Autonomen Virtuellen Kraftwerken. Ab-
schließend zieht Kapitel 9 ein Fazit über die erzielten Ergebnisse und gibt
einen Ausblick auf mögliche zukünftige Arbeiten.
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2ZUSAMMENFASSUNG Dieses Kapitel gibt einen Überblick über dieGrundlagen von elektrischen Energieversorgungssystemen und moti-viert, warum aktuelle und zukünftige Änderungen in elektrischen
Energieversorgungssystemen es notwendig machen, die bisher wei-
testgehend unangetasteten elektrischen Verbraucher zukünftig stärker
in den Betrieb eines elektrischen Energieversorgungssystems einzu-
beziehen und diese Systeme in der Zukunft autonom zu betreiben. Im
Falle eines autonomen Betriebs elektrischer Energieversorgungssys-
teme müssen allerdings zwei zentrale Herausforderungen gemeistert
werden: Solch ein Betrieb muss einerseits trotz einer riesigen Anzahl
an Systemteilnehmern skalieren und andererseits mit den in diesen
Systemen inhärenten Unsicherheiten umgehen können.
Zunächst liefert Abschnitt 2.1 diejenigen Grundlagen der elektrischen
Energieversorgung, die für das Verständnis dieser Arbeit notwendig sind.
Im Anschluss zeigt Abschnitt 2.2 die Probleme und Herausforderungen,
die mit dem fortlaufenden Wandel in der elektrischen Energieversorgung
einhergehen, verursacht durch die Energiewende. Abschnitt 2.3 motiviert die
Flexibilisierung des elektrischen Verbrauchs als eine wichtige Maßnahme
für eine erfolgreiche Energiewende. Dass sich das elektrische Energieversor-
gungssystem zu einem Smart Grid entwickeln muss, erläutert Abschnitt 2.4.
Abschließend stellt Abschnitt 2.5 zwei Herausforderungen vor, die in einem
zukünftigen, autonom betriebenen elektrischen Energieversorgungssystem
auftreten und mit denen umgegangen werden muss.
2.1. grundlagen der elektrischen energieversorgung
Oberstes Ziel im elektrischen Energieversorgungssystem ist es, dass die
von elektrischen Energieerzeugern in das System eingespeiste Leistung zu
jedem Zeitpunkt der von elektrischen Verbrauchern nachgefragten Leis-
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tung – der sogenannten Last – entspricht. Ob dieses Ziel eingehalten wird,
lässt sich direkt an der aktuellen Netzfrequenz des Wechselstroms im elek-
trischen Energieversorgungsnetz ablesen. Sind die eingespeiste Leistung
und die nachgefragte Leistung im Gleichgewicht, so entspricht die Netzfre-
quenz ihrem Nennwert. Das in der Verantwortung der European Network of
Transmission System Operators for Electricity (entso-e) liegende kontinental-
europäische Verbundnetz hat z. B. eine Nennfrequenz von 50Hz [40].
Treten Abweichungen zwischen eingespeister und nachgefragter Leis-
tung auf, weicht die Netzfrequenz ebenfalls von dem Nennwert ab. Ist
z. B. die Nachfrage elektrischer Energie höher als die Einspeisung elektri-
scher Energie, sinkt die Netzfrequenz unter 50Hz. Umgekehrt, wenn mehr
elektrische Leistung in das Stromnetz eingespeist wird als gerade nachge-
fragt wird, steigt die Netzfrequenz über 50Hz. Zu große Abweichungen
der Netzfrequenz von ihrem Nennwert können allerdings zu Schäden an
Kraftwerken und elektrischen Verbrauchern führen. Bei zu großen Frequenz-
abweichungen werden deshalb schrittweise Erzeuger bzw. Verbraucher vom
Netz genommen, mit dem Ziel, das Netz wieder zu stabilisieren und einen
Zusammenbruch (Blackout) zu vermeiden [41].
Um die Frequenzabweichungen gar nicht erst zu groß werden zu las-
sen, wird im elektrischen Energieversorgungssystem die sog. Regelleistung
eingesetzt, die reaktiv innerhalb von wenigen Sekunden bereits bei klei-
nen Frequenzabweichungen ab 10mHz aktiviert wird und das Ziel hat,
die Frequenz zunächst zu stabilisieren und später zu ihrem Nennwert zu-
rückzubringen [40]. Da der Abruf von Regelleistung für den Verursacher
allerdings kostspielig ist, wird versucht, so wenig Abweichungen wie mög-
lich auftreten zu lassen und jederzeit für ein Gleichgewicht von erzeugter
und nachgefragter Leistung zu sorgen.
Zur Erfüllung des Ziels des Gleichgewichts von nachgefragter und einge-
speister Leistung wird in der Regel die Last kaum angepasst. Stattdessen
läuft das elektrische Energieversorgungssystem nachfrage-getrieben, d. h.
die elektrischen Energieerzeuger speisen anhand der Last in das System ein.
Der Einsatz von Energiespeichern zur Erfüllung des Ziels ist nur begrenzt
möglich, denn das elektrische Energieversorgungssystem weist bis heute
sehr wenige Speichermöglichkeiten auf. Das liegt einerseits daran, dass Spei-
cher bisher relativ teuer und/oder ineffizient sind; andererseits sind manche
Speichermöglichkeiten aus geographischen Gründen nur begrenzt installier-
bar. Zu dieser Sorte gehören beispielsweise Pumpspeicherkraftwerke, bei
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denen Wasser in einen geographisch höher gelegenen See gepumpt und bei
Bedarf wieder abgelassen wird. Deren Bau ist zudem mit ökologischen und
landschaftlichen Nachteilen verbunden. Pumpspeicherkraftwerke machen in
Deutschland derzeit rund 6% der installierten steuerbaren Leistung aus [33].
Folglich muss die momentane Nachfrage hauptsächlich unmittelbar von
elektrischen Energieerzeugern gedeckt werden.
Steuerbare Kraftwerke können allerdings nicht beliebig Leistung in das
System einspeisen, sondern unterliegen technischen Einschränkungen. So
hat jedes Kraftwerk eine Minimalleistung sowie eine Maximalleistung (oft
auch mit Nennleistung bezeichnet), mit der es betrieben werden kann. Zu-
dem sind steuerbare Kraftwerke nicht beliebig von einem Zeitpunkt zum
nächsten regelbar, sondern weisen ein träges Verhalten auf. Diese Trägheit
zeichnet sich durch die Anfahrzeit2 und die Änderungsgeschwindigkeit der
eingespeisten Leistung aus. So bewegt sich die Änderungsgeschwindigkeit
von Kohle- oder Kernkraftwerken z. B. typischerweise zwischen ca. 3–10%
der Nennleistung pro Minute. Die entsprechenden Anfahrzeiten bewegen
sich im Bereich von wenigen Stunden. Kraftwerke, die in ihrem Verhalten
eher träge sind, dafür aber Leistung mit sehr günstigen Betriebskosten
erbringen können, werden in der Regel über den Tag oder einen größeren
Zeitraum konstant ausgelastet und in ihrer Leistung wenig angepasst. Eine
konstante, hohe Auslastung ist ökonomisch und technisch gesehen für sol-
che Kraftwerke am effizientesten. Sie werden daher zumeist zur Deckung
der durchgängig über den ganzen Tag auftretenden Last – der Grundlast –
oder zur Deckung von über einen längeren Zeitraum auftretenden Last –
der Mittellast – eingesetzt. Für Lastspitzen – eine erhöhte Nachfrage über
einen kurzen Zeitraum – werden hingegen Kraftwerke eingesetzt, die sehr
schnell anfahren können und eine hohe Änderungsgeschwindigkeit aufwei-
sen, wie z. B. Gasturbinenkraftwerke, deren Änderungsgeschwindigkeiten
bis zu 20% der Nennleistung pro Minute betragen können. Solche Spit-
zenlastkraftwerke besitzen meist jedoch relativ hohe Betriebskosten und eine
geringere Effizienz und werden daher bevorzugt für die Deckung von Last-
spitzen oder die Erbringung von Regelleistung eingesetzt. Eine beispielhafte
Lastkurve mit einer Unterteilung in Grund-, Mittel- und Spitzenlast zeigt
Abbildung 2.1.
Die Trägheit steuerbarer Kraftwerke sowie ökonomische Kriterien erfor-
2 Die Anfahrzeit bezeichnet die Dauer bis ein steuerbares Kraftwerk – ausgehend vom Stillstand –
betriebsbereit ist.
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Zeit
Leistung
Lastkurve Grundlast Mittellast Spitzenlast
Abbildung 2.1.: Eine beispielhafte Lastkurve über einen Zeitraum von einem Tag, unter-
teilt in Grund-, Mittel- und Spitzenlast. Lastspitzen treten vor allem mittags und abends
auf, die durch verhältnismäßig teure Spitzenlastkraftwerke gedeckt werden müssen.
dern deshalb statt einem reaktiven einen proaktiven Betrieb von steuerbaren
Kraftwerken zur Deckung der Last: Damit die Last überhaupt gedeckt wer-
den kann, Kraftwerke effizient und kostengünstig betrieben werden können
und für die Deckung der Last die günstigst möglichen Kraftwerke einge-
setzt werden, muss auf Basis von Vorhersagen der Last die eingespeiste
Leistung von steuerbaren Kraftwerken entsprechend im Voraus geplant wer-
den. Dies geschieht im Rahmen der Kraftwerkseinsatzplanung; Ergebnis der
Einsatzplanung ist ein Fahrplan für jedes steuerbare Kraftwerk. Ein Fahrplan
gibt an, wie viel Leistung ein steuerbares Kraftwerk zu welchem Zeitpunkt
einzuspeisen hat, gewöhnlich in einer Auflösung von 15 Minuten.
Doch nicht nur steuerbare Erzeuger tragen zu der Menge an eingespeister
Leistung und damit zur Deckung der Last bei, sondern auch dargebotsab-
hängige Erzeuger, also nicht steuerbare Erzeuger, die abhängig von ihren
Umwelteinflüssen Leistung in das elektrische Energieversorgungssystem
einspeisen. Zu dieser Gruppe von Erzeugern gehören z. B. Windkraftanla-
gen und Photovoltaikanlagen, die abhängig vom Wetter Leistung erzeugen.
Für die steuerbaren Kraftwerke bedeutet dies, dass der Anteil an einge-
speister Leistung, der von dargebotsabhängigen Erzeugern eingebracht
wird, folglich nicht mehr für die Deckung der Last erbracht werden muss.
Die Differenz aus Last und der eingespeisten Leistung dargebotsabhän-
giger Kraftwerke wird Residuallast genannt (von lat. residuum, Rest). Ab-
bildung 2.2 visualisiert diesen Zusammenhang. Folglich werden für die
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Zeit
Leistung
Last Leistung dargebotsabhängiger Erzeuger Residuallast
Abbildung 2.2.: Eine beispielhafte Lastkurve und Kurve eingespeister Leistung von
dargebotsabhängigen Erzeugern wie z. B. Windkraftanlagen und Photovoltaikanlagen
und die daraus resultierende Residuallast. Die durch steuerbare Kraftwerke zu deckende
Residuallast (orangefarbene Fläche) entsteht aus der Differenz der Last und der Leistung
dargebotsabhängiger Erzeuger und kann unter Umständen auch negativ werden, wenn
die dargebotsabhängige Leistung die Nachfrage übertrifft.
Kraftwerkseinsatzplanung nicht nur Vorhersagen der Last benötigt, son-
dern auch Vorhersagen der dargebotsabhängigen Leistung, um daraus
resultierend eine Vorhersage der Residuallast zu erstellen, auf deren Basis
Kraftwerksfahrpläne erstellt werden.
2.2. wandel in der elektrischen energieversorgung durch
die energiewende
Die in Deutschland3 vor allem aus Gründen des Klima- und Umweltschutzes
gesellschaftlich und politisch gewollte Abkehr von der Kernenergie und
fossilen, endlichen Rohstoffen hin zu regenerativen, erneuerbaren Energien
– oft als Energiewende bezeichnet –, führt zu drastischen Umwälzungen im
elektrischen Energieversorgungssystem.
So stieg die installierte Leistung der Stromerzeugungsanlagen aus erneu-
erbaren Energien von ca. 4,2GW im Jahre 1990 auf ca. 97,1GW im Jahre
2015 [29] und ist damit schon in etwa auf dem Niveau der installierten
3 Im Folgenden wird mit der Entwicklung in Deutschland argumentiert und Zahlen aus Deutsch-
land präsentiert; der hier skizzierte Wandel in der elektrischen Energieversorgung ist aber kein
auf Deutschland beschränktes Phänomen, sondern betrifft weite Teile der Welt.
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Leistung von konventionellen, steuerbaren Kraftwerken, die nicht auf er-
neuerbaren Energieträgern basieren4. Im gleichen Zeitraum stieg der Anteil
derartiger Anlagen am Bruttostromverbrauch von 3,4% auf 31,6% [29].
Beschleunigt wurde diese Entwicklung vor allem durch das Gesetz für den
Ausbau erneuerbarer Energien (eeg)5, das als Anreiz für die Einspeisung von
Leistung aus erneuerbaren Energien in das elektrische Energieversorgungs-
system attraktive Vergütungssätze festlegt. Das eeg legt auch in seiner
aktuellen Fassung6 die Ziele für die kommenden Jahre fest und bestimmt
somit den weiteren Trend bzgl. dem Ausbau erneuerbarer Energien: Der
Anteil des aus erneuerbaren Energien erzeugten Stroms am Bruttostromver-
brauch soll bis zum Jahr 2025 auf 40–45% steigen, bis zum Jahr 2035 auf
55–60% zulegen und im Jahr 2050 mindestens 80% betragen. Dieser bishe-
rige und weiter anhaltende massive Zuwachs an Stromerzeugungsanlagen
aus erneuerbaren Energien stellt das elektrische Energieversorgungssystem
allerdings vor enorme Herausforderungen.
Zunehmende Volatilität und Vorhersagefehler durch dargebotsabhängige Erzeuger
Mit 19,8% Anteil am Bruttostromverbrauch im Jahr 2015 und damit rund
63,0% der erzeugten Strommenge aus erneuerbaren Energien [29] stammt
ein erheblicher Anteil der Stromerzeugung aus Windkraft- und Photovol-
taikanlagen. Diese speisen gemäß den Wind- oder Lichtbedingungen in
das elektrische Energieversorgungssystem ein; dementsprechend volatil und
fluktuierend ist die Einspeisung dargebotsabhängiger Erzeuger (s. Abbil-
dung 2.3) und kann sich innerhalb kurzer Zeit stark verändern. So kann
sich beispielsweise die Windeinspeisung Schätzungen von Klobasa et al.
zufolge innerhalb einer Stunde um bis zu 25% der installierten Leistung
ändern [60] – also im zweistelligen GW-Bereich.
4 Gemäß der Kraftwerksliste der Bundesnetzagentur [33] betrug die installierte Leistung von
Kraftwerken, die nicht auf erneuerbaren Energieträgern basieren, Ende 2015 ca. 106,2GW.
5 Das EEG war früher bekannt unter dem Namen Gesetz für den Vorrang Erneuerbarer Energien.
Als Vorgänger des EEG gilt das Stromeinspeisungsgesetz von 1990.
6 http://www.gesetze-im-internet.de/eeg_2014/index.html, Stand 2017 (besucht am
23.03.2017)
7 Daten zur Verfügung gestellt von der TenneT TSO GmbH unter https://www.
tennettso.de/site/de/Transparenz/veroeffentlichungen/netzkennzahlen/
tatsaechliche-und-prognostizierte-windenergieeinspeisung (besucht am
01.11.2016).
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Abbildung 2.3.: Die volatile Einspeisung aller Windkraftanlagen in der deutschen Regel-
zone der TenneT TSO GmbH für den 8. Januar 2016 und die zugehörige, am Vortag
abgegebene prognostizierte Einspeisung.7 Während die eingespeiste Leistung am späten
Vormittag noch über 12GW betrug, fiel sie ab dem Mittag bis in den frühen Abend auf
unter 3GW ab. Die Prognose wich von der tatsächlichen Leistung teilweise deutlich ab.
In Zeiten niedriger Einspeisung dargebotsabhängiger Erzeuger müssen
somit die konventionellen, steuerbaren Kraftwerke die Last weitestgehend
selbst befriedigen, wohingegen in Zeiten hoher Einspeisung dargebotsabhän-
giger Erzeuger die Last zu großen Teilen von Windkraft- und Photovoltaik-
anlagen gedeckt werden kann und konventionelle, steuerbare Kraftwerke
heruntergefahren werden müssen. Wechselt diese Situation aufgrund der
Volatilität häufig, ist die Deckung der Residuallast hinsichtlich der Trägheit
steuerbarer Kraftwerke ein schwieriges Unterfangen und führt somit zu
Abweichungen zwischen erzeugter und nachgefragter Leistung.
Obwohl sich Windkraftanlagen und auch neuere Photovoltaikanlagen
prinzipiell aus der Ferne verhältnismäßig schnell ab- und anschalten lassen
und damit Ungleichgewichte zwischen erzeugter und nachgefragter Leis-
tung vermieden oder reduziert werden können, wird das in der Praxis nur
äußerst selten durchgeführt. Das liegt daran, dass im eeg die vorrangige
Einspeisung von Erzeugern aus erneuerbaren Energien festgelegt ist und
eine Abnahmepflicht besteht. Zudem muss für Leistung aus erneuerbaren
Energien, die nicht in das Stromnetz eingespeist werden kann, weil z. B.
das Netz überlastet ist, eine Entschädigung gezahlt werden. Im Jahr 2015
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mussten beispielsweise rund 4722GWh an Energie abgeregelt werden, was
sich auf Entschädigungsansprüche von rund 478 Mio. e belief und damit
bereits fast das Dreifache der Ansprüche aus dem Jahr 2014 betrug [32].
Doch nicht nur die volatile Einspeisung stellt eine Herausforderung bei
der Integration dargebotsabhängiger Erzeuger in das elektrische Energie-
versorgungssystem dar. Die Vorhersage der voraussichtlich eingespeisten
dargebotsabhängigen Leistung, die die Basis für die Kraftwerkseinsatzpla-
nung ist (siehe Abschnitt 2.1), ist zudem mit hohen Unsicherheiten verbunden
(siehe Abbildung 2.3 auf Seite 15). Vorhersagefehler führen dazu, dass die
tatsächliche Residuallast von der vorhergesagten Residuallast abweicht –
welche die Basis für die Kraftwerkseinsatzplanung war – und daher das
Gleichgewicht zwischen erzeugter und nachgefragter Leistung nicht mehr
durch die Kraftwerksfahrpläne gehalten werden kann.
Vermehrt auftretende Abweichungen zwischen erzeugter und nachgefrag-
ter Leistung, sowohl verursacht durch die zunehmende Volatilität als auch
durch Vorhersagefehler, führen dazu, dass immer häufiger teure Regelleis-
tung zur Kompensation solcher Abweichungen bezogen werden muss und
unter Umständen eine nachträgliche Anpassung der Kraftwerksfahrpläne
durchgeführt werden muss. Folglich wird es aktuell zunehmend schwieri-
ger und teurer das Gleichgewicht zwischen erzeugter und nachgefragter
Leistung zu halten.
Zunehmende Anzahl potentiell steuerbarer Erzeuger
Doch nicht nur die Anzahl an dargebotsabhängigen Erzeugern aus erneuer-
baren Energien nimmt stark zu; auch die Anzahl an potentiell steuerbaren
Erzeugern aus erneuerbaren Energien, allen voran Erzeuger basierend auf
Biomasse oder Biogas, hat in den letzten Jahren extrem zugelegt [29]. Derzeit
werden solche Erzeuger selten von außen gesteuert, obwohl es für den stabi-
len Betrieb des elektrischen Energieversorgungssystems von großen Vorteil
wäre. Stattdessen speisen die Anlagenbetreiber derzeit aufgrund der beste-
henden eeg-Vergütung und -Abnahmepflicht überwiegend selbstständig
nach eigenen, ökonomischen Interessen in das Stromnetz ein. Um sämtli-
ches Potenzial an steuerbarer Leistung für die Deckung der fluktuierenden
Residuallast zu verwenden, sollen Biomasse-Anlagen sowie Anlagen der
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kwk8 zukünftig flexibler betrieben werden [31] und sind daher potentielle
Teilnehmer an der Kraftwerkseinsatzplanung.
Veränderungen im Verbrauch elektrischer Energie
Neben dem Wandel in der elektrischen Energieversorgung selbst macht die
Energiewende auch nicht vor der Wärmeerzeugung und dem Verkehr halt
(auch oft als Wärmewende und Verkehrswende bezeichnet), die einen erheb-
lichen Anteil am Endenergieverbrauch in Deutschland haben. Die bereits
begonnenen und anstehenden Umwälzungen in diesen Bereichen haben
allerdings auch direkte Auswirkungen auf das elektrische Energieversor-
gungssystem bzw. den Verbrauch an elektrischer Energie.
So wird zum einen die Wärmeerzeugung zunehmend elektrifiziert, z. B.
durch leistungsstarke Power-to-Heat-Anlagen wie große Tauchsieder – die
beispielsweise dann eingesetzt werden, wenn zu viel Strom im Stromnetz
vorhanden ist –, oder durch den Einsatz von Wärmepumpen. Wärme-
pumpen gelten als effiziente Alternative zu Heizsystemen basierend auf
fossilen Energieträgern; deren Bestand und installierte Leistung hat sich in
den letzten Jahren stetig vergrößert [29]. Andererseits werden Strom- und
Wärmeerzeugung auch verstärkt miteinander kombiniert, wie z. B. bei der
durch die von der Politik geförderten Kraft-Wärme-Kopplung (kwk). Beides
führt dazu, dass der Stromverbrauch ansteigt und zusätzliche Lastspitzen
entstehen.
Dem Bereich Verkehr stehen ebenfalls grundlegende Veränderungen be-
vor. Mit dem Ziel eines klimafreundlichen Verkehrs werden momentan
in verschiedenen Richtungen Anstrengungen unternommen; ein vielver-
sprechender Ansatz zur Erreichung dieses Ziels ist die Elektromobilität, d. h.
die Elektrifizierung des Verkehrs durch Brennstoffzellentechnik oder bat-
teriebetriebene Fahrzeuge. Elektrofahrzeuge haben den Vorteil gegenüber
verbrennungsmotorbetriebenen Fahrzeugen, dass sie lokal emissionsfrei
sind. Batteriebetriebene Fahrzeuge, deren Emissionen primär bei der Erzeu-
gung von Strom entsteht, sind zudem selbst bei dem derzeitigem Strommix
in Deutschland und unter Betrachtung von Faktoren wie Fahrzeugpro-
duktion, Wartung und Entsorgung umweltfreundlicher als Fahrzeuge mit
Verbrennungsmotoren [27]. Offensichtlich vergrößert sich dieser Vorteil
8 Bei KWK-Anlagen wird die bei der Erzeugung von Strom entstehende Abwärme zusätzlich
verwendet.
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weiter bei einem höheren Anteil an „sauberen“ Strom aus erneuerbaren
Energien. Die Bundesregierung hat daher für das Jahr 2020 ein Ziel von 1
Mio. Elektrofahrzeugen in Deutschland ausgegeben9, für das Jahr 2030 ein
Ziel von 6 Mio. Elektrofahrzeugen [28]. Um diese Ziele zu erreichen, wurde
2015 nach Vorbild des eeg das sog. Gesetz zur Bevorrechtigung der Verwen-
dung elektrisch betriebener Fahrzeuge10 erlassen, kurz Elektromobilitätsgesetz
(EmoG), und zudem einen sogenannten Umweltbonus auf den Kauf von
elektrischen Fahrzeugen beschlossen. Die Elektromobilität sorgt allerdings
auch für zusätzliche Herausforderungen für das elektrische Energieversor-
gungssystem in Form eines deutlich höheren Verbrauchs. Bei einem derzeit
knapp über 2900 kWh liegenden durchschnittlichen Jahresverbrauch an elek-
trischer Energie pro Haushalt im Jahr 2015 [19] – also ca. 8kWh pro Tag –
würde das tägliche Laden eines batteriebetriebenen Elektroautos, dessen Bat-
teriekapazität heutzutage bereits bei den meisten Fahrzeugen über 20 kWh
liegt, eine Vervielfachung des Verbrauchs bedeuten. Insbesondere wenn die
arbeitende Bevölkerung abends nach Hause kommt und die batteriebetriebe-
nen Elektrofahrzeuge aufgeladen werden müssen, wird dies zu extremeren
Lastspitzen führen (s. Abbildung 2.4) und die Stromnetze sehr belasten – be-
sonders in Niederspannungsnetzen, wo sich die meisten Haushalte befinden.
Andererseits bergen batteriebetriebene Elektrofahrzeuge auch ein nicht zu
unterschätzendes Speicherpotential und könnten in bestimmten Situationen
Strom in das Stromnetz einspeisen (auch bekannt unter dem Begriff Vehicle
to Grid (v2g)) und somit die fluktuierende Einspeisung dargebotsabhängiger
Erzeuger abfedern. Denn laut der Mobilitätsstudie „Kraftfahrzeugverkehr
in Deutschland 2010“ [121] nehmen Kraftfahrzeuge im Mittel an Werkta-
gen fast 97% der Zeit nicht am Straßenverkehr teil; an Wochenenden oder
Feiertagen sogar etwas mehr als 98%. Batteriebetriebene Elektrofahrzeu-
ge könnten somit einen großen Teil der Zeit am Netz angeschlossen sein
und bei Bedarf Leistung aufnehmen oder abgeben – eine entsprechende
Ladeinfrastruktur z. B. an Arbeitsstätten vorausgesetzt.
Zudem verbreiten sich zunehmend dezentrale Speicher, die in Haushalten
vorzugsweise zur Unterstützung der Photovoltaikanlagen eingesetzt werden
und so den Eigenbedarf und die Autarkie des Besitzers erhöhen. Auch diese
können damit einen wesentlichen Teil zum stabilen Betrieb des Stromnetzes
9 Die Zahl der insgesamt in Deutschland im Jahr 2010 zugelassenen Kraftfahrzeuge betrug ca.
50,2 Mio., davon in etwa 41,7 Mio. Pkw [121].
10 https://www.gesetze-im-internet.de/emog/ (besucht am 23.03.2017)
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Zeit
Leistung
Last Leistung dargebotsabhängiger Erzeuger Residuallast
Abbildung 2.4.: Exemplarischer Verlauf der Last (violette Kurve) durch die zusätzliche
von Elektrofahrzeugen verursachte Nachfrage (violette Fläche). Wird die Nachfrage von
Elektrofahrzeugen nicht flexibilisiert, sorgt das gleichzeitige Laden vor allem am Abend
für noch größere Lastspitzen und kann somit zudem zu noch stärkeren Steigungen in
der Residuallast (orangefarbene Fläche) führen, wenn die dargebotsabhängige Leistung
(grüne Kurve) nicht gleichzeitig ebenfalls ansteigt.
beitragen.
2.3. flexibilisierung des verbrauchs als maßnahme für
eine erfolgreiche energiewende
Durch die zunehmende fluktuierende, volatile Einspeisung dargebotsab-
hängiger Erzeuger sowie den Veränderungen im Verbrauch durch neue
Verbrauchertypen, die für zunehmende Lastspitzen sorgen, wird die zu
deckende Residuallast immer fluktuierender mit immer größer werdenden
Schwankungen. Das hat zum einen zur Folge, dass die Deckung der Resi-
duallast immer teurer wird und zum anderen, dass es immer schwieriger
wird, das Gleichgewicht zwischen erzeugter und nachgefragter Leistung zu
halten. Studien (s. z. B. [43]) kommen außerdem zu dem Schluss, dass sich
der Trend der fluktuierenden Residuallast mit der weiteren Verbreitung von
dargebotsabhängigen Erzeugern weiter fortsetzen wird und erwarten, dass
sich die Residuallast zukünftig sogar zeitweise ins Negative bewegen kann,
d. h. der Verbrauch würde schon alleine durch die dargebotsabhängige Er-
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zeugung gedeckt bzw. sogar übertroffen werden und steuerbare Kraftwerke
würden zu diesen Zeitpunkten gar nicht erst benötigt werden.
Um die Energiewende dennoch erfolgreich zu meistern, werden in der
Politik und der Forschung derzeit verschiedene Maßnahmen vorgeschlagen
und diskutiert (siehe z. B. [31, 17]), darunter u. a. der Ausbau der Netze
und der Bau von großen Stromtrassen, die Entwicklung von Speichertech-
nologien, sowie die Kopplung des elektrischen Energieversorgungssystems
mit dem Gas- oder Wärmenetz (sog. Power-to-Gas und Power-to-Heat), die
ein großes Speicherpotential bieten und z. B. bei einem Überangebot an
elektrischer Leistung diese in Gas oder Wärme umwandeln können. Ein
weiterer wichtiger und häufig genannter Baustein in der Meisterung der
Energiewende ist die sog. Flexibilisierung des Verbrauchs [31, 17], also die An-
passung des Verbrauchs an die zur Verfügung stehende elektrische Leistung.
Erfolgt heutzutage der Betrieb des elektrischen Energieversorgungssystems
weitestgehend nachfrage-getrieben, sollen in Zukunft elektrische Verbrau-
cher verstärkt ihre Nachfrage an das verfügbare Angebot an elektrischer
Leistung anpassen. Dadurch kann das System robuster und effizienter be-
trieben werden, aber auch einiges an Kosten und Investitionen gespart
werden, weil weniger teure Regelenergie zur Verfügung gestellt werden
muss oder weniger in den Ausbau von Spitzenlastkraftwerken investiert
werden muss. Die Deutsche Energie-Agentur GmbH (dena) geht in ihrer
Studie z. B. für das Jahr 2020 davon aus, dass Anpassungen des Verbrauchs
zu einer Deckung positiver bzw. negativer Regelleistung11 von ca. 60%
bzw. 2% führen, der Bedarf an Spitzenlast um ca. 800MW reduziert wird
und dadurch die volkswirtschaftlichen Kosten der Stromerzeugung in dem
Zeitraum bis 2020 sich um 481 Mio. e reduzieren [37].
Obwohl der bisherige Betrieb des elektrischen Energieversorgungssys-
tems weitestgehend nachfrage-getrieben verläuft, gibt es dennoch schon seit
einigen Jahrzehnten Ansätze, die den Verbrauch an die Erzeugung anpas-
sen (siehe z. B. [99]). Früher war dabei das Ziel, Lastspitzen zu reduzieren
und die Grundlast über Nacht durch einen höheren Verbrauch z. B. mit
Nachtspeicheröfen zu erhöhen, damit die steuerbaren Kraftwerke effizienter
betrieben werden konnten und weniger oft teure Spitzenlastkraftwerke ein-
gesetzt werden mussten. Ermöglicht durch die Verordnung zu abschaltbaren
11 Positive Regelleistung wird erbracht, wenn die Nachfrage das Angebot erzeugter Leistung über-
trifft; negative Regelleistung im umgekehrten Fall.
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Leistung
Last Leistung dargebotsabhängiger Erzeuger Residuallast
Abbildung 2.5.: Ziel der Flexibilisierung des Verbrauchs ist die Anpassung des Ver-
brauchs (violette Kurve) an die Charakteristik der dargebotsabhängigen Leistung (grüne
Kurve), damit die Residuallast (orangefarbene Fläche) möglichst geglättet wird und
die steuerbaren Kraftwerke diese leichter, effizienter und günstiger decken können. Im
Idealfall kann die Nachfrage der dargebotsabhängigen Leistung so angepasst werden,
dass wie hier in diesem Beispiel daraus eine vollständig geglättete Residuallast resultiert.
Lasten12 gibt es heute in Deutschland für die Übertragungsnetzbetreiber die
Möglichkeit, teilnehmende Großverbraucher gegen Vergütung für kurze
Zeit abzuschalten oder deren Nachfrage zu reduzieren, um die Versorgungs-
sicherheit zu erhöhen. In der heutigen und insbesondere der zukünftigen
Situation mit dem hohen Angebot an fluktuierender dargebotsabhängiger
Leistung muss sich die Last aber zunehmend an der Einspeisung dargebots-
abhängiger Erzeuger orientieren, d. h. der Verbrauch findet idealerweise
vornehmlich dann statt, wenn ein hohes Angebot an dargebotsabhängiger
Leistung vorhanden ist. Wird der Verbrauch dementsprechend angepasst
und verschoben hat das zur Folge, dass die Residuallast im Idealfall geglättet
wird (s. Abbildung 2.5), wodurch wiederum die steuerbaren Kraftwerke effi-
zient betrieben werden können und seltener auf teure Spitzenlastkraftwerke
zurückgegriffen werden muss. Ziel der Flexibilisierung des Verbrauchs ist
also die Glättung der Residuallast.
Doch nicht jeder Verbraucher ist für eine Anpassung des Bedarfs geeignet.
12 https://www.gesetze-im-internet.de/ablav_2016/ (besucht am 23.03.2017)
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Brooks et al. schätzen, dass ca. 33% aller Lasten sich ohne signifikanten
Komfortverlust für den Benutzer zumindest teilweise verschieben lassen
können [25]. Dass es auch in Deutschland genug theoretisches Potenzi-
al zur Verschiebung von Last gibt, hat z. B. Klobasa aufgezeigt [59]. So
schätzt er das insgesamt verfügbare Potenzial in den drei Sektoren Indus-
trie, Gewerbe-Handel-Dienstleistungen und Haushalte auf ca. 9–26GW ein,
abhängig von saisonalen Schwankungen wie der Temperatur. Außerdem
erwartet Klobasa, dass dieses Potenzial in Zukunft weiter ansteigt. Vergli-
chen mit der insgesamt in Deutschland auftretenden Last, deren Minimum
im Jahr 2015 in einer Nacht an Weihnachten etwa 36GW betrug und deren
Maximum im Jahr 2015 an einem kalten Werktag ca. 83GW betrug [1],
ist das Potenzial zur Verschiebung von Last also in ausreichender Höhe
vorhanden. Berücksichtigt man zusätzlich noch die in Zukunft zahlreich
vorhandenen batteriebetriebenen Fahrzeuge, so erhöht sich dieses Potenzial
noch weiter und eröffnet zudem darüber hinaus die Möglichkeit, Leistung
wenn nötig in das System abzugeben und später wieder aufzunehmen
(v2g). Die Nationale Plattform Elektromobilität (npe) geht beispielsweise in
einer vorsichtigen Schätzung für die anvisierten 6 Mio. Elektrofahrzeuge
im Jahr 2030 von einem verfügbaren Speichervolumen von ca. 15GWh und
einer Leistungsaufnahme von 9GW aus, was sich bereits auf vergleichba-
rem Niveau mit dem Speichervolumen und der installierten Leistung von
Pumpspeicherkraftwerken bewegt (40GWh bzw. 7GW) [77].
Für die Beeinflussung des elektrischen Verbrauchs existieren verschiedene
Konzepte und Begriffe, die allerdings teilweise auch nicht einheitlich oder
synonym verwendet werden. In den häufigsten Fällen wird in der Literatur –
z. B. in der Studie von acatech [17] und auch im Folgenden in dieser Arbeit –
unter dem Begriff Demand Response die Beeinflussung des Verbrauchs durch
Preissignale verstanden, wohingegen die Begriffe Lastmanagement bzw. De-
mand Side Management etwas allgemeiner sind und zusätzlich Techniken der
direkten Beeinflussung des Verbrauchs durch Steuerungssignale beschrei-
ben. Techniken zur koordinierten Beeinflussung des Verbrauchs und der
Erzeugung für das Sicherstellen des Gleichgewichts zwischen erzeugter und
nachgefragter Leistung bezeichnet man häufig als Supply-Demand-Matching
oder Supply Demand Management (s. z. B. [61]). Einen umfassenden Überblick
über Demand Response bietet beispielsweise Siano [103].
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2.4. transformation heutiger elektrischer
energieversorgungssysteme zu smart grids
Ein mit der Energiewende verbundener, parallel laufender Prozess und eine
wichtige Voraussetzung für das Gelingen der Energiewende ist die Entwick-
lung des heutigen elektrischen Energieversorgungssystems hin zu einem
intelligenten, mit ikt durchdrungenen elektrischen Energieversorgungs-
system – einem sog. Smart Grid. Das United States Department of Energy
beschreibt ein solches System beispielsweise als vollständig automatisiert,
mit der Möglichkeit der Überwachung und Steuerung der Infrastruktur und
Teilnehmer sowie des Informationsaustauschs zwischen diesen [113]. Die
Transformation zu einem Smart Grid ermöglicht somit, dass alle Teilnehmer
vernetzt sind und miteinander kommunizieren können. Ein Smart Grid ist
deshalb eine wichtige Voraussetzung für die Koordination aller Teilnehmer
und die Flexibilisierung des Verbrauchs.
Den langen Weg der Transformation des heutigen elektrischen Ener-
gieversorgungssystems hin zu einem Smart Grid und die bis dahin zu
meisternden Herausforderungen beschreibt u. a. die Studie von acatech
aus dem Jahre 2012 [17]. Einen weiteren Überblick über die Herausforde-
rungen bei der Transformation zu Smart Grids, mehr aus der Sicht der
Künstlichen Intelligenz und der Multiagentensysteme, liefern Ramchurn
et al. [88]. Die Umsetzung eines Smart Grids ist ein großes, interdisziplinäres
Forschungsfeld, bei dem neben den technischen Herausforderungen viele
weitere verschiedene Aspekte eine wesentliche Rolle für das Gelingen spie-
len, z. B. das Schaffen von Anreizen und Regularien, die Berücksichtigung
von Sicherheitsaspekten wie Datenschutz, das Sorgen für Akzeptanz bei
den Endkunden, etc. Diese sind für die Transformation zu einem Smart
Grid, das Gelingen der Energiewende aber auch für den in dieser Arbeit
vorgestellten Ansatz zwingend notwendig, jedoch nicht im Fokus dieser
Arbeit und werden im Folgenden nicht weiter betrachtet.
2.5. entstehende herausforderungen beim autonomen
betrieb zukünftiger elektrischer
energieversorgungssysteme
Wie in den vorherigen Abschnitten aufgezeigt, stellt die Energiewende das
elektrische Energieversorgungssystem vor eine große Herausforderung. Ei-
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ne notwendige Maßnahme zur erfolgreichen Bewältigung der Energiewende
und eines stabilen, zuverlässigen Betriebs des elektrischen Energieversor-
gungssystems ist der Einbezug in die Einsatzplanung und daraus folgend
die Koordination aller potentiell steuerbaren Erzeuger und Verbraucher.
Allerdings wird die große Anzahl an verschiedenen Teilnehmern erfor-
dern, dass der Betrieb des elektrischen Energieversorgungssystems autonom
erfolgt (siehe z. B. [88]). Damit einher gehen allerdings zwei zentrale Her-
ausforderungen:
Skalierbarkeit: Die Einsatzplanung skaliert nicht mit der Anzahl der Teil-
nehmer, da es sich hierbei um ein komplexes, gemischt ganzzahliges
Optimierungsproblem handelt, das NP-schwer ist.
Unsicherheit: Die Deckung der Residuallast ist mit Unsicherheiten verbun-
den, da sie in hohem Maße von der prognostizierten Leistung von
Systemteilnehmern abhängt, deren Prognosen z. B. auf Wetterbedin-
gungen oder dem Benutzerverhalten von elektrischen Verbrauchern
basieren.
Anders hat in seiner Dissertation [5] bereits allgemeine Techniken und
Algorithmen zur Bewältigung dieser Herausforderungen in offenen, techni-
schen Systemen behandelt und diese insbesondere auf Erzeuger in einem
elektrischen Energieversorgungssystem angewandt. In der vorliegenden
Arbeit sollen diese Techniken und Algorithmen nun Anwendung auf Seiten
der elektrischen Verbraucher finden und in den existierenden Ansatz auf
Seiten der Erzeuger integriert werden.
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ii.
Selbst-organisiertes, trust-bewusstes
Demand Side Management
In diesem Teil der Arbeit wird betrachtet, wie
Autonome Verbraucherorganisationen ein autonomes
Demand Side Management unter Unsicherheiten
in Smart Grids durch den Einsatz von Selbst-
Organisation und dem sozialen Konzept der Ver-
trauenswürdigkeit ermöglichen.
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verbraucherorganisationen
3ZUSAMMENFASSUNG In diesem Kapitel werden Autonome Verbrau-cherorganisationen als ein Ansatz zur autonomen Steuerung elektri-
scher Verbraucher in zukünftigen elektrischen Energieversorgungs-
systemen vorgestellt. Autonome Verbraucherorganisationen sind
selbst-organisierend und nutzen außerdem das soziale Konzept der
Vertrauenswürdigkeit, um einen skalierbaren Betrieb unter Berück-
sichtigung von Unsicherheiten zu ermöglichen.
Nachdem im vorhergehendem Kapitel aufgezeigt wurde, dass zukünftige
elektrische Energieversorgungssysteme von ganz anderer Natur sind als
es heutige sind und diese vor den zwei zentralen Herausforderungen der
Skalierbarkeit und der Unsicherheit stehen, soll dieses Kapitel einen Über-
blick über den in dieser Arbeit verfolgten Ansatz zur Bewältigung dieser
Herausforderungen geben. Abschnitt 3.1 stellt dazu vor, wie mittels Selbst-
Organisation der autonome Betrieb elektrischer Energieversorgungssysteme
skalierbar wird. Daraufhin beschreibt Abschnitt 3.2 den Umgang mit Unsi-
cherheiten unter Einsatz des sozialen Konzepts der Vertrauenswürdigkeit [9].
In Abschnitt 3.3 werden die in dieser Arbeit betrachteten steuerbaren Ver-
braucher und ihre Steuerungsmodelle eingeführt. Abschnitt 3.4 präsentiert
abschließend den Ansatz der Autonomen Verbraucherorganisationen, die die-
se zwei Techniken zur autonomen Koordination elektrischer Verbraucher
einsetzen.
Im Folgenden bezeichnet das Wort Verbraucher die physikalische Einheit
mit der Nachfrage an elektrischer Leistung, wohingegen der menschliche
Endkunde, der den Verbraucher verwendet, als Nutzer oder Benutzer be-
zeichnet wird.
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3.1. selbst-organisation für den skalierbaren betrieb
elektrischer energieversorgungssysteme
Aufgrund der vorliegenden Komplexität der Einsatzplanung ist eine zentrale
Lösung dieses Optimierungsproblems für eine große Anzahl an Teilneh-
mern nicht in ausreichender Geschwindigkeit durchführbar, ohne dass die
Lösungsqualität im starken Maße darunter leidet. Eine Möglichkeit die-
ser Komplexität Herr zu werden und Skalierbarkeit zu erreichen ist daher
Problemdekomposition, d. h. das Zerlegen des gesamten Problems in kleinere
Subprobleme. Diese Subprobleme sind jeweils für sich leichter und daher
schneller zu bewältigen13 und lösen in der Summe das gesamte Problem,
allerdings möglicherweise auf Kosten einer global optimalen Lösung. Pro-
blemdekomposition wird in autonomen Systemen oft durch Ausbildung
von Organisationsstrukturen umgesetzt, die z. B. durch Overlay-Netze reprä-
sentiert werden (siehe z. B. [14]). Entsprechende Organisationsstrukturen
können beispielsweise Koalitionen (siehe z. B. [101]), Teams (siehe z. B. [50])
oder Hierarchien (siehe z. B. [14]) sein; einen umfassenden Überblick über
verschiedene Organisationsformen geben Horling und Lesser [50]. Die kon-
krete Wahl der Organisationsstruktur hängt dabei stark von der Situation
ab, in der sie eingesetzt werden sollen. In vielen Fällen sollen Organisati-
onsstrukturen nicht vorgegeben oder statisch sein, sondern sich selbst zur
Laufzeit ausbilden und ggf. wieder auflösen oder sich an geänderte Bedin-
gungen anpassen. Gemäß Di Marzo Serugendo et al. [38] ist ein solches
System, das während der Laufzeit seine Organisation ohne explizite Befehle
von außen anpassen kann, ein selbst-organisierendes System.
Einen umfangreichen Ansatz zur selbst-organisierten Problemdekomposi-
tion mit Anwendung in autonomen, elektrischen Energieversorgungssys-
temen wird von Anders et al. [14] und Anders in seiner Dissertation [5]
vorgestellt. Dort werden Erzeuger selbst-organisiert in sog. Autonome Vir-
tuelle Kraftwerke (avkw) [108] gruppiert und innerhalb dieser autonom eine
Einsatzplanung durchgeführt. Dieses Prinzip wird auch in dieser Arbeit
verfolgt: Für die skalierbare, autonome Steuerung von elektrischen Verbrau-
chern sollen sich diese selbst-organisiert in sog. Autonome Verbraucherorga-
nisationen (avo) gruppieren (siehe Abschnitt 3.4).
Ein selbst-organisierendes System wird üblicherweise als Multiagentensys-
13 Zudem können die Subprobleme – entsprechende Hardware-Kapazitäten vorausgesetzt – parallel
gelöst werden.
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tem (mas) umgesetzt, in dem jeder Teilnehmer ein autonomer, intelligenter
Software-Agent [120] ist, der sowohl reaktiv handeln als auch proaktiv
seine Ziele verfolgen und mit anderen Agenten in Verbindung treten kann.
Auch in dieser Arbeit wird davon ausgegangen, dass jeder physikalische
Systemteilnehmer durch einen entsprechenden Agenten repräsentiert ist,
der Wissen über und Zugriff auf die repräsentierte physikalische Einheit
hat und mit der Außenwelt kommunizieren kann.
3.2. trust für den robusten betrieb elektrischer
energieversorgungssysteme
Unsicherheiten in elektrischen Energieversorgungssystemen haben vielerlei
Ursachen. So basiert die Einsatzplanung auf Last- und Leistungsprognosen,
die mit Fehlern behaftet sind. Lastprognosen basieren bei Verbrauchern mit
einem Energiebedarf von weniger als 100.000kWh pro Jahr beispielsweise
auf Standardlastprofilen14, die zwar eine gute Abschätzung der Nachfrage
ermöglichen, aber naturgemäß die tatsächliche Nachfrage nicht fehlerfrei
vorhersagen können. Die Prognosen dargebotsabhängiger Erzeuger hän-
gen von der Umwelt in Form von Wettervorhersagen ab. Obwohl erwartet
wird, dass diese zukünftig bis zu 45% besser werden [37], werden sie den-
noch auch in der Zukunft fehlerhaft und unsicher sein. Bei steuerbaren
Verbrauchern, aber auch auf Seiten einiger potentiell steuerbarer Erzeuger,
stehen außerdem eigene Interessen im Vordergrund, die nicht zwingend
dem Systemziel entsprechen oder womit elektrische Energieversorgungsun-
ternehmen gerechnet haben. Zudem können Kraftwerke und Verbraucher
unerwartet ausfallen bzw. vom Netz gehen. Für den robusten, d. h. den
zuverlässigen, stabilen Betrieb des elektrischen Energieversorgungssystems,
ist es essentiell, dass solche Unsicherheiten antizipiert werden und mit ihnen
in einem geeigneten Maße umgegangen wird.
Ein von Anders et al. verfolgter Ansatz, um mit Unsicherheiten in selbst-
organisierenden Systemen umzugehen und die Robustheit und Effizienz
solcher Systeme zu erhöhen, ist die Verwendung des sozialen Konzepts der
Vertrauenswürdigkeit zur Quantifizierung von Unsicherheiten [9] – nachfol-
gend mit Trust bezeichnet. Dieses Konzept wurde bereits erfolgreich von
14 Ein Standardlastprofil gibt die durchschnittlich erwartete Last eines Tages für eine Abnahme-
stelle in 15-Minuten-Schritten an. Es existieren Standardlastprofile für verschiedene Typen von
Abnahmestellen, z. B. einen Haushalt, verschiedene Gewerbearten und Landwirtschaftsbetriebe.
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Anders et al. [14] und Anders in seiner Dissertation [5] in der Anwendung
der Autonomen Virtuellen Kraftwerke zum robusten Betrieb autonomer,
elektrischer Energieversorgungssysteme eingesetzt; ein Ziel dieser Arbeit be-
steht darin, diese Technik auf Autonome Verbraucherorganisationen (siehe
Abschnitt 3.4) zu übertragen.
trust zur quantifizierung von unsicherheiten in
selbst-organisierenden systemen
Im Folgenden werden die wichtigsten und die für diese Arbeit relevan-
ten Eigenschaften von Trust in selbst-organisierenden Systemen aus [9]
zusammengefasst; für mehr Details ist der Blick in die entsprechende Publi-
kation [9] empfohlen, aber auch z. B. Steghöfer et al. [110] oder Ramchurn
et al. [85] geben ausführliche Einblicke über die Eigenschaften und die
Verwendung von Trust in selbst-organisierenden Systemen bzw. Multiagen-
tensystemen (mas).
In mas liegt der Fokus von Trust oft auf der Glaubwürdigkeit eines Agen-
ten und bezeichnet den Grad, zu welchem ein Agent seine Verpflichtungen
und an ihn gestellte Erwartungen erfüllt; Trust kann in technischen Syste-
men jedoch auch viele andere Facetten haben [110], wie beispielsweise die
funktionale Korrektheit eines Systems. Das Vertrauen in Andere entwickelt
sich über die Zeit mittels in Interaktionen gemachten Erfahrungen [110]. Trust
spielt insbesondere bei der Auswahl von Interaktionspartnern eine Rolle; so
ist die Auswahl eines vertrauenswürdigen Interaktionspartners von Vorteil,
um den Nutzen einzelner Interaktionen zu maximieren und Unsicherheiten
zu minimieren [85]. Allgemein lässt sich Trust in Entscheidungsprozes-
sen nutzen, um die Glaubwürdigkeit unsicherer Informationsquellen zu
quantifizieren und daraus ein erwartetes Verhalten abzuleiten [6].
Vertrauen ist eine subjektive Eigenschaft. Da jeder Beteiligte seine eigenen
Erfahrungen mit einem Interaktionspartner sammelt, spiegelt das Vertrauen
auch diese eigenen Erfahrungen wider; Andere wiederum können ganz
andere Erfahrungen mit dem selben Interaktionspartner gesammelt haben
und dementsprechend eine ganz andere Meinung über selbigen haben oder
andere Maßstäbe an die Interaktionen anlegen. Demzufolge ist Vertrauen
im Allgemeinen auch nicht transitiv. Eine weitere wichtige Eigenschaft von
Vertrauen ist die Abhängigkeit vom Kontext der Interaktion: Vertraut man
beispielsweise dem Arzt bei einer Behandlung einer Krankheit, ist das
Vertrauen in diesen Arzt jedoch in einem anderen Kontext wie z. B. der
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Reparatur eines Autos möglicherweise nicht vorhanden.
Grundlage, um in technischen Systemen das Vertrauen in jemand Ande-
ren auf Basis von vergangenen Interaktionen abzuschätzen, ist eine Trust-
Metrik, welche das Vertrauen in jemand Anderen oft durch einen nume-
rischen Trust-Wert ausdrückt (siehe z. B. [72]), meistens normalisiert auf
Werte zwischen 0 und 1 oder -1 und 1. Ein Trust-Wert am oberen Ende
des Intervalls bedeutet dabei, dass der Agent sich bisher besonders ver-
trauenswürdig und positiv verhielt und dies auch für sein zukünftiges
Verhalten erwartet wird, wohingegen ein Trust-Wert am unteren Ende des
Intervalls das Gegenteil bedeutet. Über das Verhalten von Agenten mit
einem Trust-Wert in der Mitte des Intervalls lässt sich meistens jedoch keine
Schlüsse ziehen. Statt einem einfachen Trust-Wert können allerdings auch
komplexere Konstrukte zum Einsatz kommen, wie z. B. Trust-basierte Szena-
rien (tbs) [16]. Diese erlauben es, Verhalten über einen zeitlichen Verlauf zu
berücksichtigen und somit Abhängigkeiten zwischen aufeinanderfolgenden
Verhalten abzubilden. Eine ausführlichere Beschreibung von tbs erfolgt
später in Kapitel 5.
Der sog. Lebenszyklus von Trust-Werten (siehe Abbildung 3.1) beschreibt
eine allgemeine Sichtweise auf das Entstehen und Nutzen selbiger. Zwei
oder mehrere Interaktionspartner einigen sich auf einen Kontrakt [86].15 Der
Kontrakt hält sowohl die Interaktion, welche möglicherweise aus mehreren
verschiedenen Schritten besteht, als auch das vereinbarte Ergebnis der Inter-
aktion fest. Ist die Interaktion abgeschlossen, vergleichen die Beteiligten
das tatsächliche Ergebnis der Interaktion mit dem vereinbarten Ergebnis und
speichern dies in einer Erfahrung ab [53]. Auf Basis dieser Erfahrung – und
möglicherweise bereits gesammelten Erfahrungen aus vergangenen Interak-
tionen mit dem Interaktionspartner – lässt sich mittels einer Trust-Metrik
ein Trust-Wert ableiten. Der Trust-Wert entwickelt sich somit über die Zeit
via in Interaktionen gesammelten Erfahrungen und kann selbst wiederum
für die Auswahl von Interaktionspartnern herangezogen werden.
Zur Einschätzung, ob der Trust-Wert das tatsächlich beobachtbare Verhal-
ten eines Agenten widerspiegelt, können beispielsweise Ansätze wie die
Confidence [57] herangezogen werden. Dabei spielen z. B. Faktoren wie die
Anzahl der Erfahrungen, das Alter der Erfahrungen und Unterschiede in
den Erfahrungen eine Rolle. Wurden z. B. jüngst einige Erfahrungen mit
einem Agenten gesammelt, die alle positiv waren, so ist das aufgrund der
15 Der Kontrakt kann auch potentiell implizit sein.
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Abbildung 3.1.: Der Lebenszyklus von Trust-Werten, die sich aus in Interaktionen
gesammelten Erfahrungen entwickeln, dargestellt als UML-Aktivitätsdiagramm (nach
[9]).
Anzahl, des Alters und der Gleichheit der Erfahrungen ein Indikator dafür,
dass der Trust-Wert das tatsächliche Verhalten des Agenten widerspiegelt
und ein ähnliches Verhalten für zukünftige Interaktionen erwartet werden
kann.
Zu Agenten, mit denen noch nicht persönlich interagiert wurde, kann
noch kein Trust-Wert basierend auf eigenen Erfahrungen bestehen. Für den
Umgang mit unbekannten Agenten gibt es die Möglichkeit, einen sog. Initial
Trust zu verwenden; oft ist jedoch nicht ganz klar, wie genau dieser gewählt
werden soll [73]. Eine andere Möglichkeit ist die Verwendung eines Reputati-
onsystems, das die Erfahrungen von Agenten kombiniert und Empfehlungen
generiert (siehe z. B. [75]). Agenten, mit denen noch nicht oder selten in-
teragiert wurde, können so aufgrund ihrer Reputation besser eingeschätzt
werden. Zur Entscheidung, welche Information – Trust-Wert, Reputations-
wert oder eine Kombination aus beiden – für eine mögliche Interaktion
herangezogen werden soll, stützen sich Ansätze aus der Literatur [58, 93]
beispielsweise auf die Confidence oder ähnliche Metriken.
Im Beispiel der elektrischen Energieversorgungssysteme setzt sich die
Vertrauenswürdigkeit aus den bisherigen Vorhersagefehlern zusammen.
Die Interaktionen entsprechen den vorhersagten Leistungen, woraufhin
nach Eintritt der tatsächlichen Leistung eine Erfahrung mit dem aufgetrete-
nen Vorhersagefehler gesammelt wird. Erzeuger oder Verbraucher, deren
Vorhersagen stets korrekt sind und die keine Vorhersagefehler aufweisen,
32
3.3. Betrachtete steuerbare Verbrauchertypen und Steuerungsmodelle
haben demnach einen maximalen Trust-Wert; Erzeuger oder Verbraucher
mit fehlerhaften Vorhersagen entsprechend einen niedrigen Trust-Wert.
3.3. betrachtete steuerbare verbrauchertypen und
steuerungsmodelle
Aufgrund der resultierenden Einschränkungen und Komforteinbußen für
den Nutzer lässt sich nicht jeder Verbraucher potentiell aus der Ferne an-
steuern bzw. an- oder ausschalten. So sollten z. B. im Haushaltsbereich
Computer, Fernseher, Beleuchtung oder Herd immer auf Wunsch des Nut-
zers im vollen Umfang verfügbar sein und nicht plötzlich abgeschaltet
werden. Das Gleiche gilt natürlich auch beispielsweise bei einigen Produkti-
onsanlagen oder Verbrauchern, welche die öffentliche Sicherheit betreffen.
Dennoch gibt es einige Verbrauchertypen, deren potentielle Steuerung mög-
lich ist, da diese weitgehend unbemerkt oder ohne große Einschränkung
erfolgen kann. Ähnlich den Kategorisierungen anderer Arbeiten (s. z. B.
[69, 89, 83]), werden in dieser Arbeit die folgenden vier Kategorien von
steuerbaren Verbrauchern betrachtet:
Thermische Verbraucher Zu der Kategorie der thermischen Verbraucher ge-
hören solche Verbraucher, die elektrische Leistung für das Erzeugen
von Kälte oder Wärme einsetzen, um das zu kühlende oder erwär-
mende Medium in einem bestimmten Temperaturbereich zu halten.
Da sich die Innentemperatur relativ träge der Außentemperatur an-
nähert, wird die elektrische Leistung normalerweise in regelmäßigen
Abständen für kurze Zeit zugeführt. Solange die Temperatur im ge-
wünschtem Bereich bleibt, ist der Zeitpunkt der Leistungsaufnahme
flexibel wählbar, ohne dass der Nutzer davon etwas bemerkt. Typi-
sche Vertreter dieser Kategorie sind z. B. Kühlschränke, Kühlhäuser,
Gefriertruhen, Klimaanlagen oder auch Wärmepumpen.
Programmgetriebene Verbraucher Diese Verbraucher sind dann im Einsatz,
wenn der Nutzer eine bestimmte Aufgabe erledigt haben möchte. Der
programmgetriebene Verbraucher spult zur Erledigung der Aufga-
be daraufhin ein gewisses Programm ab. Zu dieser Kategorie von
Verbrauchern gehören beispielsweise Geschirrspülmaschinen, Wasch-
maschinen oder Wäschetrockner. Nutzer können bei programmgetrie-
benen Verbrauchern angeben, bis zu welchem Zeitpunkt die Aufgabe
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erledigt sein muss; z. B. startet der Nutzer die Waschmaschine mor-
gens und gibt an, dass die Wäsche bis abends um 17:00 Uhr fertig sein
soll. Der konkrete Startzeitpunkt ist somit flexibel wählbar, solange
die Aufgabe bis zu dem angegebenen Endzeitpunkt erledigt ist.
Abschaltbare Verbraucher Abschaltbare Verbraucher lassen ihre Leistungsauf-
nahme für einen gewissen Zeitraum unterbrechen oder reduzieren,
wie es beispielsweise durch die Verordnung zu abschaltbaren Lasten
bereits umgesetzt wird. Zu dieser Kategorie gehören vor allem Indus-
trieverbraucher, wie z. B. Zementmühlen. Die Zeitpunkte, wann der
Verbraucher abgeschaltet wird, sind dabei flexibel wählbar.
Speicher Zu der Kategorie der Speicher gehören diejenigen Verbraucher, die
elektrische Leistung aufnehmen, Energie speichern und elektrische
Leistung wieder abgeben können. Die Speicherung der Energie kann
dabei z. B. über Batterien erfolgen, die zunehmend in Gebäuden in-
stalliert werden; genauso sind allerdings auch andere Formen wie
Gasspeicher denkbar, die die aufgenommene elektrische Leistung in
Gas umwandeln und das Gas wieder zur Gewinnung von elektrischer
Leistung einsetzen. Ein Spezialfall der Speicher sind batteriebetriebe-
ne Elektrofahrzeuge, die als ein mobiler Speicher aufgefasst werden
können und auch bei Bedarf in einem gewissen Rahmen elektrische
Leistung in das Stromnetz abgeben, solange die Mobilität des Nutzers
nicht gefährdet wird. Theoretisch ebenfalls in diese Kategorie fallen
jegliche Geräte, die einen Akku besitzen, wie beispielsweise Laptops
oder Smartphones – in dieser Arbeit werden aber nur größere Speicher
und Elektrofahrzeuge betrachtet.
Selbstredend sind Verbraucher dieser Kategorien nicht beliebig steuerbar;
die Steuerungsmodelle und -befehle müssen die technischen Bedingungen
aber auch die Vorgaben der Nutzer berücksichtigen. Im Folgenden werden
die in dieser Arbeit verwendeten Steuerungsmodelle für diese vier Katego-
rien von steuerbaren Verbrauchern vorgestellt, die ähnlich zu den in der
Literatur üblichen Modellierungen sind [69, 89, 83]. Die Steuerungsmodel-
le sind in der Realität natürlich deutlich komplexer und für diese Arbeit
abstrahiert, aber ausreichend realitätsnah.
34
3.3. Betrachtete steuerbare Verbrauchertypen und Steuerungsmodelle
Allgemein
Im Allgemeinen bezeichnet T die Menge der äquidistanten diskreten Zeit-
schritte und t ∈ T einen diskreten Zeitschritt. Der zeitliche Unterschied
zwischen zwei diskreten Zeitschritten aus T wird mit ∆t bezeichnet. Die
nachgefragte Leistung eines elektrischen Verbrauchers zu einem Zeitpunkt
t ∈ T wird durch P(t) dargestellt. Positive Leistungswerte werden im Folgen-
den in dieser Arbeit als nachgefragte bzw. aus dem Stromnetz entnommene
Leistung interpretiert, wohingegen negative Leistungswerte als erzeugte
bzw. in das Stromnetz eingespeiste Leistung interpretiert werden.
Thermische Verbraucher
Thermische Verbraucher benötigen eine Leistung Poff ∈ R+0 im Ruhezu-
stand und eine konstante Leistung Pon ∈ R+ im Betriebszustand – d. h.
wenn das Gerät kühlt bzw. wärmt – wobei Poff < Pon. Die aufgenommene
Leistung entspricht zu jedem Zeitpunkt entweder Poff oder Pon, so dass
∀t ∈ T : P(t) ∈ {Pon,Poff}. Die zugehörige Temperatur zum Zeitpunkt t
ist T(t) ∈ R. Der vom Nutzer gewünschte Temperaturbereich wird durch
die Minimaltemperatur Tmin ∈ R und die Maximaltemperatur Tmax ∈ R
definiert. Demzufolge gilt ∀t ∈ T : T(t) ∈ [Tmin, Tmax]. Die Veränderung
der Temperatur im Betriebszustand von einem zum nächsten Zeitschritt
wird mit ∆Ton ∈ R bezeichnet, wobei ∆Ton negativ ist, wenn der thermische
Verbraucher ein kühlendes Gerät ist, und positiv ist, wenn der thermische
Verbraucher ein wärmendes Gerät ist. Analog dazu bezeichnet ∆Toff ∈ R die
Veränderung der Temperatur vom einen zum nächsten Zeitschritt, wenn der
Verbraucher im Ruhezustand ist. ∆Toff ist positiv bei einem kühlenden Ver-
braucher und negativ bei einem wärmenden Verbraucher. Die Temperatur
im Zeitschritt t+ 1 berechnet sich daher abhängig von der Leistungsaufnah-
me im Zeitschritt t wie folgt:
∀t ∈ T : T(t+ 1) = T(t) +∆T(t), wobei ∆T(t) =
{
∆Ton falls P(t) = Pon
∆Toff falls P(t) = Poff
Unter Berücksichtigung der Einhaltung der Temperaturschranken ist der
Verbrauch flexibel zwischen Pon und Poff wählbar. Abbildung 3.2 stellt diese
Zusammenhänge graphisch dar.
35
3. Selbst-Organisation und Trust in Autonomen Verbraucherorganisationen
P(t)
t
T(t)
T(t)
P(t)
∆Ton ∆Toff
Pon
Poff
Tmax
Tmin
Abbildung 3.2.: Beispielhafte Last- und Temperaturkurve eines kühlenden thermischen
Verbrauchers mit dem in dieser Arbeit verwendeten Steuerungsmodell über einen Zeit-
raum von einigen Zeitschritten. Der Verbrauch P(t) (Primärachse) ist durch die hellblaue
Fläche gekennzeichnet, die sich abhängig von den Betriebszuständen entwickelnde
Temperatur T(t) (Sekundärachse) ist durch die dunkelgraue Fläche gekennzeichnet. Die
Betriebszustände wurden so gewählt, dass die Temperatur stets im gewünschtem Bereich
zwischen Tmin und Tmax bleibt.
Programmgetriebene Verbraucher
Analog zu den thermischen Verbrauchern haben programmgetriebene Ver-
braucher eine Leistung Poff ∈ R+0 im Ruhezustand und eine konstante
Leistung Pon ∈ R+ im Betriebszustand, wobei Poff < Pon. Auch bei pro-
grammgetriebenen Verbrauchern entspricht die aufgenommene Leistung zu
jedem Zeitpunkt entweder Pon oder Poff. Der Nutzer kann einen frühesten
Endzeitpunkt tearly ∈ T bis zu dem das Programm frühestens beendet sein
soll und einen spätesten Endzeitpunkt tlate ∈ T bis zu dem das Programm
spätestens beendet sein soll festlegen16, wobei tearly < tlate. Das Programm
hat dabei eine Dauer von τdur ∈N+ Zeitschritten, sobald es gestartet wurde.
Der flexibel wählbare Startzeitpunkt tstart ∈ T gibt an, zu welchem Zeit-
punkt das Programm gestartet wird. tstart muss dabei so gewählt werden,
dass das Programm frühestens zum Zeitpunkt tearly und spätestens zum
Zeitpunkt tlate beendet ist, so dass tearly 6 tstart + τdur 6 tlate. Da der
16 Der Einfachheit halber wird hier nur von einem Programmdurchlauf in T gesprochen; mehrere
aufeinanderfolgende Programmdurchläufe mit entsprechend mehreren definierten Endzeitpunk-
ten sind selbstverständlich ebenso möglich.
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Abbildung 3.3.: Beispielhafte Lastkurve eines programmgetriebenen Verbrauchers mit
dem in dieser Arbeit verwendeten Steuerungsmodell über einen Zeitraum von einigen
Zeitschritten. Der Verbrauch P(t) ist durch die hellblaue Fläche gekennzeichnet. tstart
wurde hier so gewählt, dass das vier Zeitschritte andauernde Programm (τdur = 4)
nach tearly aber vor tlate beendet ist; genauso hätte das Programm auch bis zu zwei
Zeitschritte vorher oder bis zu drei Zeitschritte nachher gestartet werden können.
programmgetriebene Verbraucher nur während des Programms im Betrieb
ist, gilt ∀t ∈ {tstart, ..., tstart + τdur − 1} : P(t) = Pon und für alle anderen
Zeitschritte P(t) = Poff. Ein Beispiel für eine Verbrauchskurve eines pro-
grammgetriebenen Verbrauchers auf Basis dieses Steuerungsmodells zeigt
Abbildung 3.3.
Abschaltbare Verbraucher
Abschaltbare Verbraucher haben eine konstante Nachfrage Pon ∈ R+ im
Betrieb und eine konstante Nachfrage Poff ∈ R+0 , wenn die Last reduziert
bzw. abgeschaltet ist. Dabei gilt Poff < Pon und ∀t ∈ T : P(t) ∈ {Pon,Poff},
wobei P(t) flexibel wählbar ist. Abschaltbare Verbraucher lassen jedoch ihre
Nachfrage nicht beliebig oft reduzieren bzw. abschalten, sondern spezi-
fizieren eine maximale Anzahl an Zeitschritten τoff ∈ N0, zu denen die
Nachfrage in einem gewissen Zeitraum Tsub ⊆ T – z. B. innerhalb eines
Tages – reduziert bzw. abgeschaltet werden kann. Demnach gilt, betrachtet
für alle solche Zeiträume:
∀Tsub ⊆ T :
⏐⏐⏐{t ∈ Tsub | P(t) = Poff}⏐⏐⏐ 6 τoff
Das Prinzip eines abschaltbaren Verbrauchers wird anhand Abbildung 3.4
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Abbildung 3.4.: Beispielhafte Lastkurve eines abschaltbaren Verbrauchers mit dem in
dieser Arbeit verwendeten Steuerungsmodell über einen Zeitraum Tsub von einigen
Zeitschritten. In diesem Beispiel ist τoff = 2 und P(t) wurde so gewählt, dass die
Nachfrage dementsprechend im Zeitraum Tsub maximal zweimal unterbrochen wird.
illustriert.
Speicher
Speicher haben eine Minimalleistung Pmin ∈ R−0 und eine Maximalleistung
Pmax ∈ R+. Dabei ist Pmin die maximale Leistung, mit der der Speicher
entladen werden kann und Leistung in das Netz abgeben kann, und Pmax die
maximale Leistung, mit der der Speicher aufgeladen werden kann und somit
Leistung aus dem Netz bezieht. Die nachgefragte bzw. abgegebene Leistung
des Speichers liegt stets zwischen Pmin und Pmax, so dass ∀t ∈ T : P(t) ∈
[Pmin,Pmax]. Der Speicher besitzt eine minimale Speicherkapazität Emin
und eine maximale Speicherkapazität Emax. Der Energielevel des Speichers
zum Zeitpunkt t wird mit E(t) bezeichnet und muss zu jedem Zeitpunkt
innerhalb der minimalen und maximalen Speicherkapazität liegen; daher
gilt ∀t ∈ T : E(t) ∈ [Emin,Emax]. Des Weiteren besitzt der Speicher einen
prozentualen Wirkungsgrad e ∈ [0, 1], der sowohl beim Auf- als auch beim
Entladen des Speichers zum Tragen kommt. Abhängig von der flexibel
wählbaren Leistung P(t) im Zeitpunkt t, entwickelt sich der Energielevel
des Speichers für den Zeitpunkt t+ 1 folgendermaßen:
∀t ∈ T : E(t+ 1) = E(t) +∆E(t), wobei ∆E(t) = P(t) ·∆thour · e
∆thour bezeichnet dabei den zeitlichen Unterschied ∆t zwischen zwei auf-
einanderfolgenden Zeitschritten in Stunden. Abbildung 3.5 illustriert die
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Abbildung 3.5.: Beispielhafte Last- und Energiekurve eines elektrischen Speichers mit
dem in dieser Arbeit verwendeten Steuerungsmodell über einen Zeitraum von einigen
Zeitschritten. Der Verbrauch P(t) (Primärachse) ist durch die hellblaue Fläche gekenn-
zeichnet, der sich abhängig von der nachgefragten/abgegebenen Leistung entwickelnde
Energielevel E(t) (Sekundärachse) ist durch die orangefarbene Fläche gekennzeichnet.
Die Leistung wurde so gewählt, dass der Energielevel stets zwischen Emin und Emax
bleibt.
eben geschilderten Zusammenhänge anhand einem Beispiel.
Elektrofahrzeuge
Batteriebetriebene Elektrofahrzeuge – im Folgenden nur noch mit Elek-
trofahrzeuge bezeichnet – sind eine besondere Art von Speicher, da sie
zwar prinzipiell als Speicher genutzt werden können, aber primär dem Ver-
wendungszweck der Mobilität folgen und die Speichermöglichkeiten daher
limitierter als bei herkömmlichen, stationären Speichern sind. Analog zu den
allgemeinen Speichern haben auch Elektrofahrzeuge eine Minimalleistung
Pmin ∈ R−0 , eine Maximalleistung Pmax ∈ R+, eine minimale Batteriekapazi-
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tät Emin ∈ R+0 , eine maximale Batteriekapazität Emax ∈ R+0 , einen prozen-
tualen Wirkungsgrad e ∈ [0, 1] und einen Energielevel E(t) ∈ [Emin,Emax].
Bei Elektrofahrzeugen kommt nun hinzu, dass diese nur teilweise verfüg-
bar und am Stromnetz angeschlossen sind. So gibt es einen Zeitpunkt der
Ankunft (bzw. des Verbindens mit dem Stromnetz) tarr ∈ T und einen Zeit-
punkt der geplanten Abfahrt17 (bzw. des Trennens vom Stromnetz) tdep ∈ T,
wobei natürlich tarr 6 tdep. Demnach ist die nachgefragte bzw. abgegebene
Leistung P(t) nur für Zeitschritte t ∈ {tarr, . . . , tdep − 1} innerhalb des Inter-
valls [Pmin,Pmax] flexibel wählbar; für alle anderen Zeitschritte gilt P(t) = 0.
Als Nutzer eines Elektrofahrzeugs möchte man weder für die nächste ge-
plante Fahrt noch für spontane Fahrten oder Notfälle zu wenig Energie in
der Batterie gespeichert haben. Daher spezifiziert der Nutzer einen für den
geplanten Abfahrtszeitpunkt gewünschten Energielevel Edepdes ∈ [Emin,Emax],
der zur Abfahrt mindestens gespeichert sein muss, so dass Edepdes 6 E(tdep).
Außerdem spezifiziert der Nutzer einen gewünschten Mindestenergielevel
Emindes ∈ [Emin,Emax], der stets an Energie für spontane Fahrten gespeichert
sein soll. Da Elektrofahrzeuge jedoch nach einer Fahrt mit einem niedri-
geren Energielevel ankommen können als via Emindes gewünscht, muss ggf.
τinit ∈ N0 Zeitschritte lang die Batterie mit Pmax geladen werden, um
Emindes schnellstmöglich zu erreichen. Wie viele Zeitschritte es sein müssen
berechnet sich wie folgt:
τinit =
⎧⎪⎨⎪⎩
⌈ Emindes − E(tarr)
Pmax ·∆thour · e
⌉
wenn Emindes > E(tarr)
0 sonst
Für die darauffolgenden Zeitschritte t ∈ {tarr + τinit, . . . , tdep} gilt folglich
E(t) ∈ [Emindes ,Emax]. Der Energielevel E(t) berechnet sich identisch zu dem
Energielevel von herkömmlichen Speichern, allerdings beschränkt auf den
verfügbaren Zeitraum zwischen tarr und tdep. Das Steuerungsmodell der
Elektrofahrzeuge ist anhand einem Beispiel in Abbildung 3.6 dargestellt.
Nicht steuerbare Verbraucher
Nicht steuerbare Verbraucher werden in dieser Arbeit nicht gesondert mo-
delliert und insbesondere wird nicht jeder einzelne Verbraucher im System
17 Der Einfachheit halber wird hier nur von einer Ankunft und einer Abfahrt gesprochen; mehrere
aufeinanderfolgende Fahrten sind selbstverständlich ebenso möglich.
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P(t)
t
E(t)
τinit
Pmin
Pmax
tarr tdep
Emindes
Emax
Emin
E
dep
des
E(t)
P(t)
Abbildung 3.6.: Beispielhafte Last- und Energiekurve eines Elektrofahrzeugs mit dem in
dieser Arbeit verwendeten Steuerungsmodell über einen Zeitraum von einigen Zeitschrit-
ten. Der Verbrauch P(t) (Primärachse) ist durch die hellblaue Fläche gekennzeichnet, der
sich abhängig von der nachgefragten/abgegebenen Leistung entwickelnde Energielevel
E(t) (Sekundärachse) ist durch die orangefarbene Fläche gekennzeichnet. Die ersten
zwei Zeitschritte (τinit = 2) nach der Ankunft tarr wird die fast leere Batterie zunächst
mit maximaler Leistung aufgeladen, damit der Energielevel den Mindestenergielevel
Emindes erreicht. Danach wird die Leistung so gewählt, dass dieses Level nicht mehr
unterschritten wird und zur Abfahrt tdep der Energielevel mindestens E
dep
des beträgt.
41
3. Selbst-Organisation und Trust in Autonomen Verbraucherorganisationen
durch einen eigenen Agenten mit eigener Nachfrage repräsentiert. Stattdes-
sen repräsentieren diese Agenten eine Gruppe einzelner nicht steuerbarer
Verbraucher – beispielsweise einen Haushalt, einen Wohnblock oder einen
industriellen Verbraucher – und verwenden Lastkurven ähnlich den Stan-
dardlastprofilen.
3.4. autonome verbraucherorganisationen
Wie in Abschnitt 2.5 motiviert, ist eine zentrale Einsatzplanung für die
riesige Anzahl an steuerbaren Verbrauchern nicht zielführend. Durch die
Dekomposition der zentralen Einsatzplanung in kleinere Subprobleme wird
hingegen eine skalierbare Einsatzplanung erreicht. Das bedeutet, dass die
Einsatzplanung jeweils für kleinere Gruppen von Verbrauchern durchge-
führt werden muss. Dies wird erreicht, indem Organisationsstrukturen
geschaffen werden, welche die Gesamtheit aller Verbraucher – steuerba-
re und nicht steuerbare Verbraucher – in kleinere, paarweise disjunkte,
autonom und voneinander unabhängig arbeitenden Organisationen von
Verbrauchern aufteilen (s. Abbildung 3.7).18 Eine jede solche Gruppe von
Verbrauchern wird avo genannt.
Die Menge aller Autonomen Verbraucherorganisationen verfolgt dabei
gemeinsam das Ziel, die insgesamt im System vorliegende Residuallast zu
glätten und somit die Einsatzplanung der steuerbaren Erzeuger zu erleich-
tern, die Kraftwerke effizienter zu betreiben und Kosten zu sparen. Dazu
bekommt jede avo einen Teil der im System vorliegenden nicht steuerba-
ren Erzeugung zugewiesen – wobei die Summe der Anteile der einzelnen
Autonomen Verbraucherorganisationen die insgesamt im System vorhande-
ne nicht steuerbare Erzeugung ergibt. Auf Basis der vorhergesagten nicht
steuerbaren Leistung und des vorhergesagten Verbrauchs der in der avo
enthaltenen nicht steuerbaren Verbraucher wird die lokale Residuallast
geglättet, indem eine autonome, periodische Einsatzplanung für einen zu-
künftigen Zeitraum für die in der avo enthaltenen steuerbaren Verbraucher
durchgeführt wird. Durch die Glättung der lokalen Residuallast in jeder avo
wird die insgesamt im System vorliegende Residuallast geglättet. Eine avo
wird im System wie die physikalischen Verbraucher durch einen Agenten
18 Es werden ausnahmslos alle Systemteilnehmer gruppiert, d. h. es werden keine Systemteilnehmer
ausgeschlossen.
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Abbildung 3.7.: Exemplarisches System Autonomer Verbraucherorganisationen. In die-
sem kleinem Beispiel werden die 14 Verbraucher auf drei verschiedene Autonome
Verbraucherorganisationen (in violett) aufgeteilt.
repräsentiert, der somit einen großen, virtuellen Verbraucher darstellt. Ein
Ansatz für die autonome Einsatzplanung in Autonomen Verbraucherorgani-
sationen wird in Kapitel 5 vorgestellt.
Wichtiger Bestandteil einer Einsatzplanung innerhalb von Autonomen
Verbraucherorganisationen ist der Umgang mit Unsicherheiten, die zwangs-
läufig bei der Verwendung von Vorhersagen der Systemteilnehmer entste-
hen. So baut die Einsatzplanung in einer avo auf die Vorhersagen (1) der
zugewiesenen, nicht steuerbaren Erzeugung, (2) der enthaltenen nicht steu-
erbaren Verbraucher und (3) der enthaltenen steuerbaren Verbraucher auf.
Um die bei diesen Vorhersagen entstehende Unsicherheiten besser zu quanti-
fizieren, zu antizipieren und geeignete Gegenmaßnahmen zu ergreifen, wird
in Autonomen Verbraucherorganisationen deshalb das Prinzip des Trusts
verwendet. So werden die Systemteilnehmer anhand ihrer vergangenen Pro-
gnosefehlern als vertrauenswürdig oder nicht vertrauenswürdig eingestuft
(s. Abschnitt 3.2) und diese Information bei der Zusammensetzung der Au-
tonomen Verbraucherorganisationen berücksichtigt (s. Kapitel 4) sowie die
gewonnenen Erfahrungen aus den Prognosefehlern bei der Einsatzplanung
berücksichtigt (s. Kapitel 5).
Da jede avo gleichermaßen für die Glättung der lokalen und damit der
systemweiten Residuallast zuständig ist, spielt die Zusammensetzung der
Autonomen Verbraucherorganisationen eine wichtige Rolle; diese muss so
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gewählt werden, dass das Systemziel optimal unterstützt wird. Bei der
Zusammensetzung von Autonomen Verbraucherorganisationen gibt es drei
wichtige Punkte zu berücksichtigen, die die lokale und systemweite Resi-
duallastglättung bestmöglich unterstützen und somit die Robustheit und
Effizienz des Systems erhöhen (siehe auch Kapitel 4):
Komplexität Aufgrund der Komplexität der Einsatzplanung dürfen Autono-
me Verbraucherorganisationen nicht zu groß sein, um eine ausreichend
schnelle Durchführung der Einsatzplanung zu ermöglichen.
Flexibilität Zur idealen Unterstützung der lokalen Residuallastglättung ist es
von Vorteil, wenn sich innerhalb einer avo eine hohe Anzahl flexibler
Verbraucher mit vielen Freiheitsgraden befinden.
Ähnlichkeit Die Bildung von zueinander ähnlichen Autonomen Verbraucher-
organisationen – eine sog. homogene Partitionierung [12] – ermöglicht
die bestmögliche, lokale Erfüllung des Systemziels in jeder avo.
Die Schwierigkeit der Berücksichtigung dieser drei Punkte liegt darin, dass
diese zum Teil orthogonal zueinander sind. Beispielsweise hat der Punkt
Flexibilität das Ziel, dass eine hohe Anzahl an steuerbaren Verbrauchern
in einer avo enthalten ist, was in Konkurrenz zu dem Punkt Komplexi-
tät steht oder unter Umständen den Punkt Ähnlichkeit verletzt, wenn die
hohe Anzahl an steuerbaren Verbrauchern nur in wenigen Autonomen
Verbraucherorganisationen vorhanden wäre. Letztlich kommt es bei der
Schaffung der Organisationsstrukturen daher darauf an, dass ein gesun-
der Mittelweg aus ähnlichen, flexiblen aber nicht zu großen Autonomen
Verbraucherorganisationen gefunden wird.
Änderungen zur Laufzeit – z. B. durch Änderungen in der Umwelt, Verän-
derungen in der Flexibilität existierender Verbraucher oder auch das stetige
Hinzukommen neuer und Ersetzen alter Verbraucher – können allerdings
dafür sorgen, dass die Organisationsstruktur nicht mehr bestmöglich das
Systemziel unterstützt. Daher dürfen die Organisationsstrukturen nicht
vorgegeben oder statisch sein, sondern müssen sich selbst autonom zur
Laufzeit an die geänderten Bedingungen anpassen, so dass das Systemziel
wieder optimal unterstützt wird. Autonome Verbraucherorganisationen
sind demnach nach Di Marzo Serugendo et al. [38] selbst-organisierend (siehe
Abschnitt 3.1). Gleichwohl sollte die Systemstruktur relativ stabil bleiben
und nicht permanent angepasst werden. Zwei Algorithmen, die für die
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selbst-organisierte Ausbildung von Autonomen Verbraucherorganisation-
en zuständig sind und oben genannte Punkte berücksichtigen, werden in
Kapitel 4 vorgestellt.
Autonome Verbraucherorganisationen sind somit ein Ansatz zum selbst-
organisierten, trust-bewussten Demand Side Management in Smart Grids.
Nach einer jetzt folgenden Diskussion zu verwandten Arbeiten werden
in den darauffolgenden Kapiteln die einzelnen Techniken, die in diesem
Ansatz verwendet werden, genauer behandelt.
Stand der Technik und verwandte Arbeiten
In diesem Abschnitt sollen neben einem groben Überblick über den Stand
der Technik nur verwandte Arbeiten dargestellt werden, welche den allge-
meinen Ansatz betreffen. Verwandte Arbeiten bezüglich einzelner Techniken
werden in den jeweiligen Abschnitten behandelt, welche die Techniken vor-
stellen.
Generell gibt es viele Ansätze, um flexibilisierte elektrische Verbraucher
in irgendeiner Form in den Steuerungsprozess einzubinden.
In der Praxis bereits eingesetzte Konzepte zur Einbindung von Verbrau-
chern in Steuerungsprozesse in Deutschland existieren z. B. von Entelios,
mittlerweile ein Tochterunternehmen der EnerNOC, die Verbraucher wie z. B.
die Paulaner Brauerei mit entsprechender Technik ausrüsten [39], so dass
diese steuerbar werden und z. B. in einem virtuellen Kraftwerk wie dem der
Stadtwerke München eingesetzt werden können [105]. Zudem sind durch die
bereits erwähnte Verordnung zu abschaltbaren Lasten teilnehmende Groß-
verbraucher in den Steuerungsprozess von Übertragungsnetzbetreibern
eingebunden, wenn es die Netzsituation erfordert. Diese Verbraucher kön-
nen entweder reaktiv auf größere Frequenzabweichungen automatisiert ihre
Nachfrage drosseln oder bei Bedarf gezielt angesteuert werden, damit diese
ihre Last reduzieren. Weil die Teilnahme nur für Großverbraucher mit einer
Lastreduzierung von mindestens 5MW erlaubt ist19, bieten Unternehmen
wie z. B. Next Kraftwerke den Zusammenschluss mehrerer Unternehmen im
virtuellen Kraftwerk Next Pool an [78]. Auch für die zunehmende Anzahl an
dezentralen Speichern existieren Lösungen, die virtuelle Kraftwerke einset-
zen, wie das beispielsweise sonnen GmbH mit der sonnenCommunity anbietet,
um die Autarkie der Mitglieder durch die Speicherung und Nutzung von
19 https://www.gesetze-im-internet.de/enwg_2005/__13i.html (besucht am 23.03.2017)
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Energie aus dem virtuellen Speicher zu erhöhen [104]. Open Energi – ein
Unternehmen aus dem Vereinigtem Königreich – rüstet Verbraucher mit
Geräten aus, so dass diese bei Abweichungen der Netzfrequenz von 50Hz
wenn möglich ihre Nachfrage erhöhen oder senken [84].
Eines der Vorreiter-Projekte in Deutschland zu Smart Grids war das E-
Energy-Programm [30]. In den dort enthaltenen Modellprojekten wie u. a.
eTelligence [2], MeRegio [49] und Smart Watts [64] waren vor allem die
Erprobung von regionalen Märkten zur Integration von erneuerbaren Ener-
gien und Verbrauchern Thema. Das Projekt Smart Nord [70] beschäftigte
sich ebenfalls mit der Integration von erneuerbaren Energieerzeugern am
Markt oder an der Bereitstellung von Systemdienstleistungen.
Zudem existieren in der Praxis erprobte Feldtests wie das Projekt Smart
Operator20 von der RWE Deutschland AG zu einem intelligenten Betrieb
eines Ortsnetzes. Die Feldtests wurden in drei verschiedenen Ortsnetzen
durchgeführt, die neben normalen Haushalten u. a. aus diversen Photo-
voltaikanlagen, Strom- bzw. Wärmespeichern sowie Haushalten mit in-
telligenten Haushaltsgeräten bestanden. Eine zentrale autonome Einheit
in dem Ortsnetz, der Smart Operator, erfasst alle notwendigen Daten im
Ortsnetz zu aktueller dargebotsabhängiger Einspeisung und aktueller Last
und erstellt Prognosen der zukünftig zu erwartenden dargebotsabhängigen
Leistung und Last [119]. Anhand dieser Daten steuert der Smart Operator
im Ortsnetz die Nachfrage der flexiblen Lasten, so dass die im Ortsnetz
eingespeiste dargebotsabhängige Leistung möglichst gut ausgenutzt wird
und somit Kosten beim Netzausbau gespart werden können. Damit ist auch
eine bessere Frequenzeinhaltung möglich [45].
Ein vielfach in der Literatur untersuchter Ansatz ist die Beeinflussung
des Verbrauchs durch die Reaktion auf die aktuelle Netzfrequenz (siehe
z. B. [46, 102]) oder auf aktuelle (teilweise komplexe) Preissignale (siehe
z. B. [51, 117, 89, 42]), manchmal noch erweitert um weitere Signale wie
aktuelle Emissionswerte [87]. Zwar haben solche Ansätze durchaus Vorteile
wie eine geringere Komplexität und die verhältnismäßig einfache techni-
sche Umsetzung auf Seiten der Verbraucher, allerdings auch Nachteile:
Neben der offensichtlich fehlenden Planbarkeit führen solche Betriebswei-
sen zudem oft zur Synchronisation der Verbraucher, so dass komplexe
Desynchronisationsstrategien entwickelt und umgesetzt werden müssen.
Ein großer Fokus liegt zudem auf der autonomen Einsatzplanung von
20 https://www.lew.de/energiezukunft/smart-operator (besucht am 01.02.2017)
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Erzeugern bzw. Verbrauchern (siehe z. B. [118, 61, 47, 67]). Verwandte Arbei-
ten aus diesem Bereich werden in den späteren Kapiteln zu den einzelnen
Techniken diskutiert.
Die Gruppierung von Erzeugern bzw. Erzeugern und Verbrauchern ist
ein Ansatz, den viele Forscher untersuchen (s. z. B. [111, 82, 54, 69]). Ei-
nige davon werden in den späteren Kapiteln an passenderer Stelle näher
diskutiert.
Lünsdorf schlägt in seiner Dissertation [69] die Bildung von Verbünden
von Haushaltsgeräten zur autonomen Lastverschiebung vor. Ein solcher Ver-
bund wird virtuelles Gerät genannt. Die Ausbildung von virtuellen Geräten
erfolgt selbst-organisiert mittels einer dafür entwickelten Heuristik. Haus-
haltsgeräte nehmen am Steuerungsprozess teil indem sie für die Ansteue-
rung sog. Deltaprognosen erstellen, welche eine mögliche Lastverschiebung
des jeweiligen Geräts auf Basis des geplanten Verbrauchs darstellt. Diese
werden im zugehörigen virtuellen Gerät für alle enthaltenen Haushaltsge-
räte aggregiert; ein zentraler Einsatzplanungsagent berechnet Fahrpläne
für alle virtuellen Geräte, d. h. Zeitpunkte, an denen die Lastverschiebung
stattfinden soll. Diese für das virtuelle Gerät erstellten Zeitpunkte der Last-
verschiebung werden direkt an die enthaltenen Haushaltsgeräte übermittelt
und von denjenigen versucht umzusetzen. Da alle Haushaltsgeräte in einem
virtuellen Gerät mit dem für das virtuelle Geräte erstellten, selben Fahr-
plan angesteuert werden, werden in einem virtuellen Gerät Haushaltsgeräte
gleichen Typs mit ähnlichen Lastverschiebungspotenzialen gruppiert, da-
mit sich Lastverschiebungen nicht aufheben. Unsicherheiten spielen in der
Arbeit von Lünsdorf eine untergeordnete Rolle; sog. Fehlerprognosen der
Haushaltsgeräte sind zwar Teil des Verbundbildungsprozesses, um zu große
virtuelle Geräte mit zu großen Prognosefehlern zu vermeiden, werden aber
bei der Einsatzplanung nicht berücksichtigt, da angenommen wird, dass
sich die prozentuale Abweichung vom Erwartungswert der Lastverschie-
bung gemäß dem schwachen Gesetz großer Zahlen in einer Gruppe von
Verbrauchern reduzieren.
Eine naturgemäß verwandte Arbeit zu Autonomen Verbraucherorganisa-
tionen sind die Autonomen Virtuellen Kraftwerke (siehe z. B. [108, 14, 5]),
auf deren Prinzip und Techniken die Autonomen Verbraucherorganisation-
en beruhen. Autonome Virtuelle Kraftwerke werden noch später in dieser
Arbeit ausführlicher behandelt (siehe Kapitel 6).
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selbst-organisierte ausbildung von autonomen
verbraucherorganisationen
4ZUSAMMENFASSUNG Dieses Kapitel stellt zwei Algorithmen zur Aus-bildung von Autonomen Verbraucherorganisationen vor – eine Me-taheuristik [12] und einen dezentralen agenten-basierten Ansatz [5].
Beide lösen im Allgemeinen das Partitionierungsproblem [12] und
können mit beliebigen Zielfunktionen bestückt werden sowie Parti-
tionierungsbedingungen wie die Anzahl an Partitionen und die Par-
titionsgrößen berücksichtigen. Bei der Ausbildung von Autonomen
Verbraucherorganisationen wird eine homogene Partitionierung [12]
hergestellt, die zueinander ähnliche Partitionen bildet.
In Abschnitt 4.1 wird zunächst generell vorgestellt, wie die Selbst-Organi-
sation von Autonomen Verbraucherorganisationen abläuft und welche Ziele
sie dabei verfolgt. Daraufhin beschreibt Abschnitt 4.2 das zugrundeliegen-
de Partitionierungsproblem [12], das bei der Ausbildung von Autonomen
Verbraucherorganisationen zu lösen ist. Anschließend werden zwei verschie-
dene Algorithmen vorgestellt, die das Partitionierungsproblem auf zwei
unterschiedliche Weisen lösen: Abschnitt 4.3 präsentiert psopp [12], einen
diskreten Partikelschwarmoptimierer, wohingegen Abschnitt 4.4 mit dem
Algorithmus spada [5] ein dezentraler, agenten-basierter Ansatz gezeigt
wird.
4.1. selbst-organisation in autonomen
verbraucherorganisationen
Wie in Kapitel 3 beschrieben, ist die Ausbildung von Autonomen Verbrau-
cherorganisationen selbst-organisiert. Das bedeutet, dass die notwendigen
Organisationsstrukturen autonom zur Laufzeit ausgebildet und während
der Laufzeit selbstständig angepasst werden, sollten Änderungen in dem
Verhalten der Agenten oder der Umwelt dazu führen, dass die vorliegende
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Organisationsstruktur das Systemziel nicht mehr optimal unterstützt. Der
Hauptgrund zur Ausbildung von Autonomen Verbraucherorganisationen
ist Skalierbarkeit – die NP-schwere Einsatzplanung für die steuerbaren
physikalischen Verbraucher muss schnell genug erfolgen, da die Fahrpläne
spätestens zu dem Zeitpunkt verfügbar sein müssen, ab dem sie angefahren
werden müssen; ein vorzeitiger Abbruch der Einsatzplanung wäre in vielen
Fällen mit Qualitätseinbußen verbunden. Da die Komplexität der Einsatz-
planung u. a. von der Anzahl der steuerbaren Verbraucher abhängt, wird
Skalierbarkeit durch eine selbst-organisierte Problemdekomposition [107, 5]
erreicht, die durch die Ausbildung von Autonomen Verbraucherorganisati-
onen erfolgt. Wichtig dabei ist aber, dass die Autonomen Verbraucherorga-
nisationen eine passende Größe haben und weder zu klein noch zu groß
werden: Während zu große Organisationen zu viele steuerbare Verbraucher
enthalten, für welche die Einsatzplanung durchgeführt werden muss, und
die Einsatzplanung somit nicht schnell genug oder nur mit Einbußen bei
der Qualität der Fahrpläne ausgeführt werden kann, sind zu kleine Organi-
sationen mit zu wenigen steuerbaren Verbrauchern möglicherweise nicht
flexibel genug, um sich bestmöglich den verschiedenen Charakteristiken
der dargebotsabhängigen Leistung anzupassen und somit die Residuallast
bestmöglich zu glätten. Es ist daher notwendig, dass die Algorithmen, die
für eine selbst-organisierte Problemdekomposition eingesetzt werden, dafür
sorgen, dass Partitionierungsbedingungen wie eine minimale Organisati-
onsgröße smin nicht unterschritten und eine maximale Organisationsgröße
smax nicht überschritten wird, um einen Trade-Off zwischen der Qualität
der Lösungen und der Laufzeit zu erlauben [14, 5].
Die Einsatzplanung muss jedoch nicht nur schnell genug, sondern auch
gut genug erfolgen. Da jede avo unabhängig von den anderen Autonomen
Verbraucherorganisationen arbeitet und einen essentiellen Beitrag zur Er-
reichung des globalen Systemziels liefert, ist es notwendig, dass jede avo
in etwa die gleichen Voraussetzungen hat wie alle anderen, um lokal die
Residuallast glätten zu können. Qualitative Unterschiede bei den System-
teilnehmern hinsichtlich deren Möglichkeiten positiv zu der Erfüllung des
Systemziels beizutragen und weil Teilnehmer aus dem System nicht aus-
geschlossen werden können machen es erforderlich, dass gut und weniger
gut geeignete Systemteilnehmer auf die verschiedenen Organisationen best-
möglich aufgeteilt und somit möglichst zueinander ähnliche Organisationen
gebildet werden. Die Ausbildung von zueinander ähnlichen Organisationen
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nennt sich homogene Partitionierung [12]. Eine homogene Partitionierung hat
zur Folge, dass jede avo ähnliche Eigenschaften wie das Gesamtsystem
aufweist und somit jede avo in der Lage ist, das Systemziel ähnlich gut
zu erfüllen, wie es das Gesamtsystem theoretisch könnte. Dies verhindert
demnach auch, dass Organisationen mit im Verhältnis zu anderen Organisa-
tionen überwiegend weniger gut geeigneten Verbrauchern gebildet werden.
Solche Organisationen würden das Systemziel nicht optimal unterstützen
oder wären verstärkt auf Hilfe von anderen Organisationen angewiesen; die
Bildung zueinander ähnlichen Organisationen stärkt somit auch die Unab-
hängigkeit und Dezentralität von Agentenorganisationen [14]. Im Gegensatz
zum Anticlustering (siehe [114]), was unähnliche Elemente in Partitionen
gruppiert und somit auch für ähnliche Mittelwerte bestimmter Eigenschaf-
ten zwischen den Partitionen sorgen kann, ist eine homogene Partitionie-
rung nicht auf das Schaffen von Partitionen von ähnlichen Mittelwerten
beschränkt und gruppiert auch nicht notwendigerweise unähnliche Elemen-
te, um dies zu erreichen [14]. Als Beispiel hierfür sei das Ausbilden von
Agentenorganisationen, die eine ähnliche Summe bestimmter Eigenschaf-
ten zwischen den Partitionen aufweisen sollen, genannt. Eine detaillierte
Erläuterung der Unterschiede zwischen einer homogenen Partitionierung
und Anticlustering findet der interessierte Leser in der Dissertation von
Anders [5].
Eine homogene Partitionierung von Autonomen Verbraucherorganisati-
onen berücksichtigt den Trust-Wert – also die mittlere Abweichung von der
Prognose –, die Flexibilität der Verbraucher und ihre maximale Nachfrage.
Das bedeutet, dass sowohl vertrauenswürdige und nicht vertrauenswürdige
Verbraucher als auch flexible und unflexible Verbraucher auf alle Organisa-
tionen verteilt werden müssen. Liegt eine derartige Verteilung vor, können
die vertrauenswürdigen, flexiblen Verbraucher in einer avo die Progno-
sefehler und die fehlende Flexibilität der nicht vertrauenswürdigen und
unflexiblen Verbraucher innerhalb ihrer Möglichkeiten so gut wie möglich
kompensieren. Besonders flexible Verbraucher sind beispielsweise Speicher,
wohingegen z. B. ein vom Nutzer stark eingeschränkter programmgetriebe-
ner Verbraucher weniger flexibel ist; d. h. die Flexibilität eines Verbrauchers
ist sowohl abhängig von dem Typ des Verbrauchers, als auch vom Verhalten
des Nutzers. Die Flexibilität eines Verbrauchers besteht dabei aus mehreren
Dimensionen. So spielt dabei einerseits die Flexibilität der nachgefragten
Leistung selbst eine Rolle – so ist die nachgefragte Leistung bei Speichern
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und Elektrofahrzeugen innerhalb der maximalen Ladeleistung und der
maximalen Entladeleistung flexibel wählbar, wohingegen die Nachfrage
von thermischen oder programmgetriebenen Verbrauchern immer eine feste
Größe hat. Des Weiteren ist auch die zeitliche Verfügbarkeit und inner-
halb dieser die Freiheitsgrade ein wichtiger Faktor in der Flexibilität eines
Verbrauchers. Beispielsweise ist ein herkömmlicher Speicher stets am Netz
angeschlossen, wohingegen Elektrofahrzeuge auch auf der Straße unterwegs
sind und somit nicht immer zur Verfügung stehen. Die Anwendung der
Autonomen Virtuellen Kraftwerke hat ebenfalls das Ziel einer homogenen
Partitionierung, die Kriterien wie den Trust-Wert und die Steuerbarkeit der
Kraftwerke berücksichtigt [14].
Änderungen im Verhalten des Agenten (bzw. des Nutzers des elektrischen
Verbrauchers) oder der Umwelt oder das Hinzukommen bzw. Wegfallen
von Agenten können sich auf die Optimalität der Systemstruktur auswirken,
so dass keine homogene Partitionierung mehr vorhanden ist. Aus diesem
Grund können Anpassungen der Systemstruktur zur Laufzeit notwendig
werden. Zu diesem Zweck beobachten die Organisationen laufend ihre
Zusammensetzung und vergleichen sie mit derjenigen der anderen Orga-
nisationen, um festzustellen, wann eine homogene Partitionierung nicht
mehr gegeben ist; konkret wird dabei der mittlere Trust-Wert und der Grad
der Flexibilität beachtet. Hierfür werden jeweils Constraints formuliert, die
nur eine maximale Abweichung des eigenen Werts von dem der anderen
Organisationen erlauben. Wird nun zur Laufzeit festgestellt, dass eines der
Constraints verletzt ist, wird eine Reorganisation ausgelöst, mit dem Ziel,
dass danach wieder ein ordnungsgemäßer Zustand hergestellt ist. Eine
Reorganisation sollte dabei spätestens bis zu dem Zeitpunkt, zu dem die
nächste Einsatzplanung durchgeführt werden muss, abgeschlossen sein. Zu
häufige Reorganisationen sollten allerdings vermieden werden, um eine sta-
bile Systemstruktur zu erhalten. Eine homogene Partitionierung ist deutlich
robuster gegenüber Umwelteinflüssen als eine Partitionierung bestehend
aus homogenen Partitionen und sorgt somit dafür, dass weniger oft Reorga-
nisationen durchgeführt werden müssen und eine stabilere Systemstruktur
vorliegt, wie Anders gezeigt hat [5].
Diese Art und Weise der Wiederherstellung der homogenen Partitionie-
rung nach einer Verletzung von Constraints mittels einer Reorganisation
ist angelehnt an den von Nafz et al. [76] vorgestellten Restore Invariant Ap-
proach (ria). In diesem Ansatz wird eine Invariante – eine Konjunktion von
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(a) Systemstruktur vor der Reorganisation
(b) Systemstruktur nach der Reorganisation
Abbildung 4.1.: Exemplarische Reorganisation von Agentenorganisationen, bei der eine
homogene Partitionierung hinsichtlich Agenten mit weißer Eigenschaft und blauer
Eigenschaft etabliert wird. Aufgrund von Änderungen zur Laufzeit ist die vorliegende
Systemstruktur von Organisationen nicht mehr optimal, denn die Agenten mit der
blauen Eigenschaft sind nicht mehr ähnlich auf die Organisationen verteilt. Aufgrund der
entdeckten Verletzung des Constraints wird eine Reorganisation angestoßen. Bei einer
Reorganisation wird das Partitionierungsproblem für die Agenten in der orangefarbenen
Box gelöst und eine neue Systemstruktur gesucht, die eine homogene Partitionierung
wieder herstellt. Die vor der Reorganisation vorhandenen Organisationen werden
durch die neu gebildeten Organisationen ersetzt. Nach der Reorganisation sind die
Agenten mit der blauen Eigenschaft auf die Organisationen wieder bestmöglich verteilt.
Constraints – formuliert, die gültige von nicht gültigen Systemzuständen
trennt; die gültigen Systemzustände werden als Korridor korrekten Verhal-
tens bezeichnet. Wird ein Constraint verletzt, wird eine Reorganisation
angestoßen – mit dem Ziel, das System zurück in den Korridor zu brin-
gen. Dieser Vorgang wird oftmals durch eine Observer/Controller-Architektur
umgesetzt [90].
Bei einer Reorganisation wird das sog. Partitionierungsproblem [12] (siehe
Abschnitt 4.2) für die zu partitionierenden Agenten gelöst und – wenn
gefunden – eine neue, bessere Systemstruktur etabliert (siehe Abbildung 4.1
zur Veranschaulichung der Zusammenhänge). Zwei Algorithmen, die zur
Lösung des Partitionierungsproblems eingesetzt werden können, werden in
Abschnitt 4.3 und Abschnitt 4.4 vorgestellt.
4.2. das partitionierungsproblem
In diesem Abschnitt wird das allgemeine Partitionierungsproblem zusam-
mengefasst, das der Ausbildung von Autonomen Verbraucherorganisationen
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zugrunde liegt und in [12] vorgestellt wurde. Eine detaillierte Beschreibung
des Partitionierungsproblems kann der interessierte Leser in der Disser-
tation von Anders finden [5]. Obwohl dieses Problem natürlich nicht nur
in Multiagentensystemen relevant ist und sich beliebige Elemente statt
Agenten partitionieren lassen, wird im Folgenden ohne Beschränkung der
Allgemeinheit von Agenten die Rede sein.
Im Set Partitioning Problem (spp) (vgl. [35]) wird eine Menge von Agenten
A = {a1, . . . ,an} bestehend aus n > 1 Agenten ai in nichtleere, paarweise
disjunkte Teilmengen partitioniert. Zusammen bilden diese Teilmengen –
die sog. Partitionen – eine Partitionierung. Ziel im spp ist das Finden einer
Partitionierung mit minimalen Kosten; dies ist allerdings NP-schwer. Die
optimale Partitionierung wird im spp anhand im Vorhinein vorgegebenen,
gültigen Partitionen gesucht. In dem vollständigen spp (vgl. [66]) wird diese
Einschränkung nicht gemacht, weswegen die Anzahl der gültigen Partitio-
nen exponentiell mit n wächst. Die Anzahl der möglichen Partitionierungen
kann in diesem Fall durch die sog. Bellsche Zahl Bn angegeben werden,
die durch Dobin´skis Formel Bn = 1e ·
∑∞
k=0
kn
k! [23] berechnet wird. Beispiels-
weise ist die Anzahl der möglichen Partitionierungen für 50 Elemente
B50 ≈ 1, 86 · 1047. Das Berechnen von vorgegebenen, gültigen Partitionen
und das Finden einer optimalen Partitionierung ist demnach mit extremen
Aufwand verbunden.
In dem in diesem Kapitel betrachteten Partitionierungsproblem (pp) [12]
werden im Gegensatz zum spp aufgrund der schieren Anzahl möglicher
Partitionen diese nicht im Voraus berechnet und vorgegeben. Zwar werden
im pp nicht wie im vollständigen spp alle möglichen Partitionierungen als
gültig angesehen, allerdings sind im pp gültige Partitionen lediglich durch
eine minimale Partitionsgröße smin und eine maximale Partitionsgröße
smax sowie Partitionierungen durch eine minimale Anzahl an Partitionen
nmin und eine maximalen Anzahl an Partitionen nmax beschränkt, den sog.
Partitionierungsbedingungen. Des Weiteren werden im Vergleich zum spp
keinerlei Annahmen bezüglich den Kosten einer Partitionierung bzw. der
Zielfunktion gemacht – im spp sind diese für jede Partition vorgegeben und
müssen additiv sein. Stattdessen werden im pp beliebige Zielfunktionen bzw.
Metriken erlaubt, die eine Partitionierung bewerten können; dadurch ist es
möglich, dass das pp beispielsweise zur Formierung von Koalitionen (siehe
z. B. [101]), für strikt partitionierendes Clustering (wie z. B. k-means [71]), für
Anticlustering (siehe [114]) oder für eine homogene Partitionierung [12] gelöst
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wird.
Partitionierungsprobleme werden in Multiagentensystemen von verschie-
denen Algorithmen in einer Vielzahl von Anwendungsgebieten gelöst. So
kommen derartige Algorithmen beispielsweise in Sensornetzen [122], in Pro-
duktionszellen [8], Kommunikationssystemen [3] oder im E-Commerce [26]
zum Einsatz. Algorithmen, die das pp lösen, sind allerdings entweder (1)
auf ein bestimmtes Problem in einer bestimmten Domäne spezialisiert – wie
z. B. die zuvor genannten Beispiele –, (2) hängen von den Eigenschaften der
Zielfunktion ab – wie z. B. die zuvor genannte Additivität im spp – oder
(3) die Spezifizierung von gewünschten Eigenschaften der resultierenden
Partitionierung in Form der Größe und Anzahl der Partitionen – den Parti-
tionierungsbedingungen – sind entweder nicht (siehe z. B. [81]) oder nur ein-
geschränkt möglich, wie beispielsweise bei dem k-means-Algorithmus [71],
bei welchem der Nutzer vor der Anwendung genau spezifizieren muss, wie
viele Cluster gebildet werden sollen. In x-means [52], eine Erweiterung von
k-means, muss die Anzahl der zu bildenden Cluster zwar nicht vorher fest-
gelegt werden, allerdings ist es auch dort nicht möglich, für die Anwendung
sinnvolle Bereiche für die Anzahl und Größe von Partitionen festzulegen.
In diesem Kapitel werden nun zwei verschiedene Algorithmen vorgestellt,
die das pp im Allgemeinen lösen, d. h. nicht auf eine bestimmte Domäne
oder Zielfunktion zugeschnitten sind, und die Partitionierungsbedingungen
berücksichtigen. Beide können durch Formulierung einer entsprechenden
Zielfunktion für zahlreiche Anwendungen eingesetzt werden. Während der
im nächsten Abschnitt vorgestellte Algorithmus eine mit globalem Wissen
arbeitende Metaheuristik ist, wird in Abschnitt 4.4 ein dezentraler, agenten-
basierter Ansatz präsentiert, der auf Basis von lokalem bzw. regionalem
Wissen das pp löst.
4.3. ausbildung von autonomen
verbraucherorganisationen mit einem
partikelschwarmoptimierer
In diesem Abschnitt wird der Algorithmus Particle Swarm Optimizer for the
Partitioning Problem (psopp) vorgestellt, der zuerst in [13] präsentiert und
daraufhin in [12] in einer erweiterten Version publiziert wurde. Eine ausführ-
liche Vorstellung von psopp inklusive einer verbesserten Bewegungsoperati-
on findet in der Dissertation von Anders [5] statt. Die erweiterte Version [12],
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mit der verbesserten Bewegungsoperation [5], wird in diesem Abschnitt
zusammengefasst. Eine ausführliche Evaluierung hinsichtlich verschiedener
Zielfunktionen und einen Vergleich mit dem x-means-Algorithmus findet
sich in [12] und in [5]; zudem erfolgt ein detaillierter Vergleich von psopp
mit dem agenten-basierten Ansatz spada (siehe Abschnitt 4.4) von Anders
in seiner Dissertation [5].
psopp basiert auf der Partikelschwarmoptimierung (pso) [55], eine Metaheu-
ristik zur Suche von optimalen Lösungen in Optimierungsproblemen mit
großen Suchräumen – ein Ansatz, den andere Ansätze aus der Literatur
aufgrund des großen Suchraums des spp bzw. pp ebenfalls verfolgen, indem
sie beispielsweise ebenfalls Partikelschwarmoptimierung oder Genetische
Algorithmen einsetzen (siehe z. B. [35, 4, 74]).
Wie zuvor bereits in Abschnitt 4.2 genannt, sind diese und die zuvor
genannten Ansätze jedoch nicht für eine allgemeine Lösung des pp unter Be-
rücksichtigung von Partitionierungsbedingungen anwendbar. Im Gegensatz
dazu löst psopp das pp im Allgemeinen und ermöglicht zudem die Berück-
sichtigung von Partitionierungsbedingungen, also die Berücksichtigung von
minimalen und maximalen Partitionsgrößen und einer minimalen und ma-
ximalen Anzahl an Partitionen. Das grundlegende Prinzip, auf dem psopp
beruht, ist das iterative Anwenden von Mengenoperationen auf Partitionie-
rungen; die Mengenoperationen machen dabei keinerlei Annahmen bzgl.
der Zielfunktion und können daher für Partitionierungsprobleme mit belie-
biger Zielfunktion eingesetzt werden. In psopp werden diese Operationen so
angewandt, dass ausgehend von einer gültigen Partitionierung die erhaltene
Partitionierung stets valide ist (d. h. eine Lösung des Partitionierungspro-
blems unter Berücksichtigung der Partitionierungsbedingungen); dies hat
zum einen den Vorteil, dass der Suchraum kleiner ist und effizienter durch-
sucht werden kann und zum anderen, dass psopp wie viele andere Algorith-
men zur Lösung eines Partitionierungsproblems ein Anytime-Algorithmus
ist und somit jederzeit eine gültige Lösung zurückgeben kann, da er mit
validen Partitionierungen initialisiert wird.
In Abschnitt 4.3.1 wird zuerst eine Einführung in Partikelschwarmop-
timierung gegeben, woraufhin der Algorithmus psopp in Abschnitt 4.3.2
vorgestellt wird.
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4.3.1. einführung in partikelschwarmoptimierung
Zunächst wird im folgenden Abschnitt das grundlegende Prinzip von Parti-
kelschwarmoptimierung eingeführt; eine Erweiterung dieser zur Anwen-
dung auf diskrete Optimierungsprobleme erfolgt im darauf folgenden Ab-
schnitt.
Grundlegendes Prinzip von Partikelschwarmoptimierung
Die von Kennedy und Eberhart vorgeschlagene Partikelschwarmoptimie-
rung (pso) [55] ist eine bio-inspirierte Metaheuristik zum Finden von Lö-
sungen in Optimierungsproblemen. Vorbild von pso ist das in der Natur
beobachtbare Schwarmverhalten von Vögeln oder Fischen. Analog zu diesen
bewegt sich in der pso ein Schwarm von Partikeln in einem n-dimensionalen,
kontinuierlichen Suchraum. Dabei repräsentiert die Position eines Partikels
eine mögliche Lösung des Optimierungsproblems. Die Partikel bewegen sich
iterativ mit einer bestimmten Geschwindigkeit durch den Suchraum mit dem
Ziel, eine möglichst optimale Lösung zu finden. Die Qualität einer Lösung
wird durch eine Fitnessfunktion bewertet, die eine Lösung umso höher be-
wertet, desto besser sie ist. Die Partikel explorieren jedoch nicht nur zufällig
den Suchraum, sondern angelehnt an das Schwarmverhalten aus der Natur
orientieren sie sich zudem auch an ihren benachbarten Schwarmgenossen.
So ist jedem Partikel Πi neben seiner bisher persönlich besten gefundenen
Lösung Bi auch die bisher in seiner Nachbarschaft Ni beste gefundene
Lösung BNi bekannt.
21 Die Beeinflussung der Bewegung eines Partikels
durch diese zwei Positionen erlaubt das Exploitieren des Suchraums an
Stellen, die sich bisher als relativ gut herausgestellt haben – mit der Hoff-
nung, in der dortigen Gegend oder auf dem Weg dort hin eine noch bessere
Lösung zu finden. Konkret wird für den Partikel Πi die Position xi(t+ 1)
für die nächste Iteration t+ 1 auf Basis der aktuellen Position xi(t) und der
Geschwindigkeit vi(t+ 1) für die nächste Iteration wie folgt bestimmt:
xi(t+ 1) = xi(t) + vi(t+ 1) (4.1)
vi(t+ 1) = ω · vi(t) + c1 · r1 · (Bi − xi(t)) + c2 · r2 · (BNi − xi(t)) (4.2)
mit ω, c1, c2 ∈ R+0 , r1, r2 ∈ [0, 1], und ∀t : xi(t), vi(t),Bi,BNi ∈ Rn
21 Die Topologie der Nachbarschaft von Partikeln kann je nach Anwendung variieren; auch eine
Vollvermaschung ist denkbar.
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Die Geschwindigkeit vi(t+ 1) der Iteration t+ 1 hängt dabei neben der
bisher persönlich besten gefundenen Lösung Bi und der bisher in der Nach-
barschaft besten gefundenen Lösung BNi auch von der vorigen Geschwin-
digkeit vi(t) ab. Die Konstanten ω, c1, und c2 ermöglichen die Gewichtung
der einzelnen Elemente der Geschwindigkeitsbestimmung und legen so-
mit die Neigung der Partikel zur Exploration oder Exploitation fest. Die
Zufallszahlen r1 und r2 sorgen für ein gewisses stochastisches Verhalten
der Partikel und werden für jeden Partikel in jeder Iteration neu generiert.
Haben alle Partikel terminiert, wird die global beste gefundene Lösung B
als Ergebnis der pso zurückgegeben. Mögliche Terminierungskriterien sind
beispielsweise eine maximale Laufzeit, eine maximale Anzahl an Iteratio-
nen bzw. Bewegungen durch den Suchraum, das Erreichen eines vorher
festgelegten minimalen Fitnesswerts oder auch eine Kombination dieser
Möglichkeiten.
Diskrete Partikelschwarmoptimierung
Die im vorigen Abschnitt definierte pso ist nur auf kontinuierliche Optimie-
rungsprobleme anwendbar, allerdings nicht auf diskrete Optimierungspro-
bleme wie dem pp. Kennedy und Eberhart [56] haben daher eine Erweite-
rung der pso auf n-dimensionale, binäre Suchräume eingeführt, die Diskrete
Partikelschwarmoptimierung (dpso). Die Positionen von Partikeln werden
dort als Werte der Domäne {0, 1}n definiert; die Bestimmung der Position
eines Partikels in der nächsten Iteration erfolgt mittels einer angepassten
Berechnung der Geschwindigkeit [56].
Einen anderen dpso-Ansatz haben Garcia und Perez mit der Jumping
Particle Swarm Optimization (jpso) vorgestellt [44]. In jpso bewegen sich die
Partikel – unabhängig von einer Geschwindigkeit – durch den Suchraum
indem sie von einer Position zur nächsten Position „hüpfen“:
xi(t+ 1) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
rdm(xi(t)) falls ri 6 crdm
appr(xi(t),Bi) falls crdm < ri 6 c∗Bi
appr(xi(t),BNi) falls c
∗
Bi
< ri 6 c∗BNi
appr(xi(t),B) ansonsten
(4.3)
mit crdm, cBi , cBNi , cB ∈ [0, 1], crdm + cBi + cBNi + cB = 1,
ri ∈ [0, 1], c∗Bi = crdm + cBi , und c∗BNi = crdm + cBi + cBNi
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Abhängig von der für jeden Partikel in jeder Iteration neu generierten gleich-
verteilten Zufallszahl ri und den konstanten Wahrscheinlichkeiten crdm, cBi ,
cBNi
und cB führt ein Partikel entweder eine Zufallsbewegung rdm(xi(t))
oder eine Annäherungsbewegung an die bisher persönlich beste gefundene
Lösung appr(xi(t),Bi), an die bisher beste in der Nachbarschaft gefundene
Lösung appr(xi(t),BNi) oder an die bisher beste global gefundene Lösung
appr(xi(t),B) aus. Durch entsprechende Festlegung der Wahrscheinlich-
keiten crdm, cBi , cBNi und cB lässt sich somit wie in der ursprünglichen
pso das Verhalten eines Partikels hinsichtlich Exploration und Exploitation
gewichten.
4.3.2. ein partikelschwarmoptimierer zur lösung des
partitionierungsproblems
In diesem Abschnitt wird nun psopp vorgestellt, ein diskreter Partikelschwar-
moptimierer, der das Partitionierungsproblem löst und von jpso inspiriert
ist.
Wie in der pso repräsentiert auch in psopp ein Partikel eine mögliche
Lösung des Optimierungsproblems; in diesem Fall also eine Lösung des
pp, d. h. eine Partitionierung der Menge von Agenten A, welche die Parti-
tionierungsbedingungen berücksichtigt. Demnach stellt die Position xi(t)
eines Partikels Πi eine Partitionierung P dar, die aus nmin 6 |P| 6 nmax
Partitionen besteht; jede Partition K ∈ P enthält smin 6 |K| 6 smax Elemente.
Die Geschwindigkeit spielt wie in der jpso bei der Bewegung eines
Partikels in psopp keine Rolle. Dafür wird die Bewegung eines Partikels von
seiner bisher persönlich besten gefundenen Lösung Bi und der bisher in
seiner Nachbarschaft besten gefundenen Lösung BNi beeinflusst. Obwohl es
für psopp kein Problem wäre, die Bewegung eines Partikels wie in der jpso
auch von der bisher global besten gefundenen Lösung B beeinflussen zu
lassen, wird diese Funktionalität hier aus Gründen der Einfachheit bewusst
weggelassen. Das bedeutet, übertragen auf Gleichung (4.3), dass cB = 0.
Die in den späteren Abschnitten näher vorgestellten Zufalls- und Annähe-
rungsbewegungen der Partikel stellen sicher, dass die Partitionierungsbedin-
gungen während einer Bewegung nicht verletzt werden. Da der Suchraum
dadurch nur noch gültige Lösungen des pp enthält, kann er deutlich einge-
schränkt werden und die Suche nach optimalen Lösungen daher effizienter
ablaufen.
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Bevor nun die Bewegungsoperationen der Partikel in psopp vorgestellt
werden, wird im folgenden Abschnitt das grundsätzliche Vorgehen von
psopp beschrieben.
Grundsätzliches Vorgehen des Algorithmus
psopp beginnt zunächst damit, die gewünschte Anzahl an Partikeln zu
erstellen und sie auf initiale Positionen im Suchraum zu setzen. Das können
zufällig generierte Partitionierungen sein oder auch vordefinierte Partitio-
nierungen, wie z. B. eine aktuell vorliegende Partitionierung bei einer Reor-
ganisation der Systemstruktur. Sowohl die zufällig generierten Positionen
als auch die vordefinierten Positionen müssen allerdings die Partitionie-
rungsbedingungen einhalten.
Danach durchkämmen alle Partikel gleichzeitig iterativ so lange den
Suchraum auf der Suche nach besseren Lösungen, bis ein Terminierungskri-
terium eingetreten ist. Im Detail führt ein Partikel Πi in jeder Iteration die
folgenden Aktionen aus (siehe auch Abbildung 4.2):
1. Evaluation der Fitness f(P) der repräsentierten Partitionierung P.
2. Aktualisierung der bisher persönlich besten gefundenen Lösung Bi
auf P, falls die Fitness f(P) des Partikels besser ist als die Fitness f(Bi).
Außerdem Information aller anderen Partikel Πj, die Πi in ihrer Nach-
barschaft Nj enthalten, über die persönlich beste gefundene Lösung, so
dass diese BNj aktualisieren können – die beste in ihrer Nachbarschaft
gefundene Lösung.
3. Aktualisierung der bisher in der Nachbarschaft Ni besten gefundenen
Lösung BNi .
4. Terminierung, falls ein Terminierungskriterium eingetreten ist.
5. Ansonsten Bestimmung der nächsten Bewegung, indem eine Zufalls-
zahl ri ∈ [0, 1] auf Basis einer Gleichverteilung generiert wird. Diese
Zufallszahl bestimmt, ob eine zufällige Bewegung oder eine Annähe-
rungsbewegung angewandt wird und – im Falle einer Annäherungs-
bewegung – ob Bi oder BNi angenähert wird (siehe Gleichung (4.3)).
6. Bestimmung der neuen Position P′ durch Anwendung der gewählten
Bewegungsoperation auf P.
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Evaluiere
Fitness
Wende Bewe-
gungsoperation an
Bestimme Bewe-
gungsoperation
Evaluiere Termi-
nierungskriterien
Aktualisiere
persönlich beste
gefundene
Position Bi
Aktualisiere in
der Nachbarschaft
beste gefundene
Position BNi
[sonst]
[f(P) > f(Bi)]
[sonst]
[Terminierungs-
kriterium einge-
treten]
Abbildung 4.2.: Grundsätzliches Vorgehen eines Partikels in PSOPP, dargestellt als
UML-Aktivitätsdiagramm (nach [12]).
Sobald alle Partikel terminiert haben, gibt psopp die beste gefundene Lö-
sung B zurück; die Terminierungskriterien können je nach Anwendungsfall
gewählt sein (siehe Abschnitt 4.3.1).
Im Folgenden werden die verschiedenen Bewegungsoperationen der Par-
tikel vorgestellt. Zuerst werden die elementaren Bewegungsoperationen
anhand der Zufallsbewegungen erklärt, bevor anschließend die Annähe-
rungsbewegungen folgen.
Zufällige Bewegungen im Suchraum
Generell ist in psopp die Bewegung eines Partikels sowohl für Zufalls- als
auch für Annäherungsbewegungen durch die Mengenoperationen Split
und Join umgesetzt [18], die auf die repräsentierte Partitionierungen ange-
wandt werden. Der angewandte Operator wird bei einer Bewegung zufällig
bestimmt; kann der Operator nicht ohne eine Verletzung der Partitionie-
rungsbedingungen angewandt werden, wird der andere Operator gewählt.
Sind beide Operatoren aus diesem Grund nicht anwendbar, wird in psopp
ein Exchange ausgeführt. Alle drei Operationen sind so ausgelegt, dass sie
die Partitionierungsbedingungen berücksichtigen und die neu entstehende
Partitionierung diese einhält.
Wie in [12] dient das Beispiel P∗ = {{a1,a2,a4,a5}, {a3,a6}, {a7,a8}} mit
den enthaltenen Partitionen K∗ = {a1,a2,a4,a5}, L∗ = {a3,a6} und M∗ =
{a7,a8}} sowie den Partitionierungsbedingungen smin = nmin = 2 und
smax = nmax = 4 im Folgenden der Illustration der vorgestellten Operatio-
nen.
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zufalls-split Die Split-Operation teilt eine zufällig teilbare Partition K ∈ P
in zwei neue, nichtleere, disjunkte Partitionen L und M, so dass K = L∪M.
Für die neu entstandene Partitionierung P′ gilt somit P′ = (P \ {K})∪ {L,M}.
Die Split-Operation kann jedoch nur angewandt werden, wenn dadurch
die Partitionierungsbedingungen nicht verletzt werden. Einerseits muss die
Partition K groß genug sein (|K| > 2 · smin), so dass die zwei neu entstande-
nen Partitionen auch noch groß genug sind und die erforderliche minimale
Partitionsgröße smin einhalten (|L|, |M| > smin). Andererseits darf die Parti-
tionierung P nicht bereits nmax Partitionen enthalten, denn die Anwendung
des Split-Operators erhöht die Anzahl der enthaltenen Partitionen in P′ um
1 gegenüber P. Die Menge von zufällig teilbaren Partitionen σrdm(P) ist somit
wie folgt definiert:
σrdm(P) :⇔ {K | K ∈ P∧ |K| > 2 · smin ∧ |P| < nmax}
In dem Beispiel P∗ ist nur K∗ = {a1,a2,a4,a5} zufällig teilbar, woraus sich
beispielsweise die Partitionierung P∗′ = {{a1,a2}, {a4,a5}, {a3,a6}, {a7,a8}}
ergeben könnte.
zufalls-join Die Join-Operation vereinigt eine zufällig zusammenführbare
Partition K ∈ P und ein zufällig zusammenführbares Gegenstück L ∈ P (mit
K ̸= L) in eine neue Partition M, so dass K ∪ L = M. Für die neu entstan-
dene Partitionierung P′ gilt somit P′ = (P \ {K,L}) ∪ {K ∪ L}. Damit M die
maximale Größe smax nicht überschreitet, müssen K und L klein genug sein
(|K|+ |L| 6 smax). Außerdem darf P nicht nur aus nmin Partitionen beste-
hen, da der Join die Anzahl der enthaltenen Partitionen um 1 erniedrigt.
Die Menge von zufällig zusammenführbaren Partitionen ιrdm(P) und zufällig
zusammenführbaren Gegenstücken ιrdm(K,P) ist somit wie folgt definiert:
ιrdm(P) :⇔ {K | K ∈ P∧ ιrdm(K,P) ̸= ∅∧ |P| > nmin}
ιrdm(K,P) :⇔ {L | L ∈ P∧ |K|+ |L| 6 smax ∧K ̸= L}
In dem Beispiel P∗ sind L∗ = {a3,a6} und M∗ = {a7,a8} zufällig zu-
sammenführbare Partitionen mit den zufällig zusammenführbaren Ge-
genstücken {M∗} bzw. {L∗}. Die Vereinigung von L∗ und M∗ ergibt P∗′ =
{{a1,a2,a4,a5}, {a3,a6,a7,a8}}.
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zufalls-exchange Die Anwendung des Split- oder Join-Operators ist
aufgrund der Partitionierungsbedingungen nicht immer möglich. Das ist
offensichtlich der Fall, wenn smin = smax oder nmin = nmax gilt; aber auch
in weniger eingeschränkten Fällen können solche Situationen auftreten, bei-
spielsweise in der Partitionierung P = {{a1,a2,a3}, {a4,a5,a6}} mit smin = 2,
smax = 4, nmin = 2 und nmax = 3. Damit die Partikel in solchen Situationen
dennoch eine Bewegung ausführen können, bietet psopp einen Exchange-
Operator an, der in einer einzigen Operation Elemente aus zwei Partitionen
miteinander vertauscht.
Die Exchange-Operation vertauscht die echte Teilmenge K^ ⊂ K (mit K^ ̸= ∅
und |K| > 1) und die Teilmenge L^ ⊆ L (L^ darf auch die leere Menge ∅ sein)
einer zufällig vertauschbaren Partition K ∈ P und einem zufällig vertausch-
baren Gegenstück L ∈ P. Da K^ eine nichtleere, echte Teilmenge von K ist
und |K| > 1, sind auch die beiden neuen Partitionen nichtleer. Die Men-
ge von zufällig vertauschbaren Partitionen ϵrdm(P) und zufällig vertauschbaren
Gegenstücken ϵrdm(K,P) ist somit wie folgt definiert:
ϵrdm(P) :⇔ {K | K ∈ P∧ |K| > 1}
ϵrdm(K,P) :⇔ P \ {K}
Der Austausch der zwei Teilmengen aus K und L muss allerdings sicherstel-
len, dass die neuen Partitionen K′ und L′ korrekte Partitionsgrößen zwischen
smin und smax haben. Während die Größe der Partition K^ zufällig zwischen
1 und |K|− 1 gewählt werden kann, ist die Wahl der Größe der Partition L^
abhängig von |K^|. Genauer muss |L^| 6 min{|L|, min{(|L|+ |K^|) − smin, smax −
(|K| − |K^|)}} und |L^| > max{(|L| + |K^|) − smax, max{0, smin − (|K| − |K^|)}} für
die zufällig bestimmte Menge L^ gelten, damit die entstehende Partitionie-
rung P′ = (P \ {K,L})∪ {(K \ K^)∪ L^, (L \ L^)∪ K^} die minimale und maximale
Partitionsgrößen smin und smax einhält.
In dem Beispiel P∗ kann z. B. K^∗ = {a1,a2,a5} und M^∗ = {a7} zwischen
K∗ und M∗ ausgetauscht werden, was P∗′ = {{a4,a7}, {a3,a6}, {a1,a2,a5,a8}}
ergibt.
Annäherung an andere Positionen
Während sich der vorherige Abschnitt auf Zufallsbewegungen der Partikel
konzentriert hat, stehen in diesem Abschnitt Annäherungsbewegungen im
Fokus. Wie bei der Auswahl des Operators der Zufallsbewegung wird auch
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der Operator der Annäherungsbewegung zufällig gewählt. Die Annähe-
rungsoperatoren stellen zudem sicher, dass nach deren Anwendung die
Partitionierungsbedingungen weiter eingehalten werden.
Ziel einer Annäherungsbewegung ist es, die Ähnlichkeit zwischen der
aktuellen und der anzunähernden Partitionierung zu erhöhen. Um zu
verstehen, was das konkret für eine Annäherungsbewegung bedeutet, wird
nachfolgend die Ähnlichkeit von Partitionierungen definiert, deren Definition
Kudo und Murai [65] aufgestellt haben.
Die Ähnlichkeit von zwei Partitionierungen P,Q baut auf der Definition
der Schnittmenge von Partitionierungen auf [65], die daher zuerst eingeführt
wird:
P∩Q :⇔ {K∩ L | K ∈ P∧ L ∈ Q∧K∩ L ̸= ∅} (4.4)
Die Schnittmenge P∩Q zweier Partitionierungen P,Q ist somit die Menge
aller nichtleeren Schnittmengen von Partitionen in P und Q. Zum Beispiel
ist S ∩ Q = {{a1,a2}, {a3}, {a4}} die Schnittmenge von S = {{a1,a2}, {a3,a4}}
und von Q = {{a1,a2,a3}, {a4}}.
Darauf aufbauend ist die Ähnlichkeit von Partitionierungen wie folgt
definiert [65]:
sim(P,Q) :=
|P|+ |Q|
2 · |P∩Q| (4.5)
Die Ähnlichkeit sim(P,Q) ∈ ]0, 1] von zwei nichtleeren Partitionierungen
P,Q ist folglich direkt proportional zu dem Verhältnis von der Summe
ihrer Kardinalitäten zu der Kardinalität ihrer Schnittmenge. Somit steigt
die Ähnlichkeit zweier Partitionierungen P und Q je kleiner die Mächtigkeit
der Schnittmenge P ∩ Q ist. Das bedeutet, dass je mehr Elemente in den
gleichen Partitionen in P und Q enthalten sind, desto kleiner ist |P∩Q| und
desto ähnlicher sind sich die zwei Partitionierungen P und Q. Die maximale
Ähnlichkeit sim(P,Q) = 1 wird genau dann erreicht, wenn P = Q, da dann
P ∩ Q = P = Q gilt. Die vorigen Beispiele aufgreifend, ist die Ähnlichkeit
sim(S,Q) = 2+22·3 =
4
6 kleiner als die Ähnlichkeit sim(P,Q) =
3+2
2·3 =
5
6 .
Gemäß der Definition der Ähnlichkeit kann sich die Ähnlichkeit zwei-
er Partitionierungen P und Q beispielsweise durch die Vergrößerung der
Anzahl der Partitionen in P ohne Veränderung der Größe der Schnitt-
menge |P ∩ Q| erhöhen. Das kann erreicht werden, indem eine Partition
aus P aufgeteilt wird, deren Elemente in zwei oder mehr Partitionen in
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Q enthalten sind. Die Ähnlichkeit kann zudem durch Verkleinerung der
Größe der Schnittmenge |P∩Q| erhöht werden. Dazu muss eine Join- oder
Exchange-Operation ausgeführt werden, welche Elemente vereinigt, die in
Q in einer einzelnen Partition enthalten, in P jedoch in zwei oder mehr
Partitionen enthalten sind. Am Rande sei bemerkt, dass die Definition der
Ähnlichkeit lediglich zwei Partitionierungen hinsichtlich der Ähnlichkeit
ihrer Zusammensetzung vergleicht, jedoch keinen Hinweis darauf gibt, wie
viele Annäherungsoperationen auf eine Partitionierung angewandt werden
müssen, um die Gleichheit der Partitionierungen herzustellen.
Im Folgenden werden die vorgestellten Operationen wie in [12] anhand
der Partitionierung P∗ = {{a1,a2,a4,a5}, {a3,a6}, {a7,a8}} illustriert, welche
die Partitionierung Q∗ = {{a1,a2}, {a4,a6,a7}, {a3,a5,a8}} annähert, wobei
smin = nmin = 2 und smax = nmax = 4.
annäherungs-split Wie sein Pendant bei den Zufallsbewegungen kann
der Split-Operator für eine Annäherungsbewegung nur angewandt werden,
wenn |P| < nmax. Zudem muss eine teilbare Partition K wiederum groß ge-
nug sein, um aufgeteilt zu werden. Partitionen, welche diese Eigenschaften
erfüllen, sind Teil der Menge der teilbaren Partitionen σ(P,Q), die sich auf
der Menge der extrahierbaren Teilmengen σ↑(K,P,Q) stützt:
σ(P,Q) :⇔ {K | K ∈ P∧ σ↑(K,P,Q) ̸= ∅∧ |P| < nmax}
σ↑(K,P,Q) :⇔ {L | L ∈ P∩Q∧ L ⊂ K∧ |K \ L| > smin ∧ |L| > smin}
Die extrahierbare Teilmenge L ∈ σ↑(K,P,Q) muss aus der Schnittmenge
P ∩ Q sein. Da L eine echte Teilmenge von K ∈ P sein muss, kann der
Annäherungs-Split-Operator daher nicht angewandt werden, wenn alle
Partitionen aus P Teilmengen von Partitionen aus Q sind. Durch Anwen-
dung dieses Operators erhöht sich die Ähnlichkeit zwischen P und Q, weil
sich die Mächtigkeit von P um 1 erhöht und sich die Schnittmenge der
Partitionierungen nicht ändert, d. h. P′ ∩Q = P∩Q.
In dem Beispiel P∗ und Q∗ ist K∗ = {a1,a2,a4,a5} die einzige teilbare
Partition mit der extrahierbaren Teilmenge N∗ = {a1,a2}. N∗ ist zugleich das
einzige Element von σ↑(K∗,P∗,Q∗). Die Ausführung des Annäherungs-Splits
ergibt somit die Partitionierung P∗′ = {{a1,a2}, {a4,a5}, {a3,a6}, {a7,a8}}.
annäherungs-join Genau wie der Zufalls-Join kann der Annäherungs-
Join nur angewandt werden, wenn |P| > nmin. Die zusammenführbaren Par-
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titionen ι(P,Q) und die zusammenführbaren Gegenstücke ι(K,P,Q) sind wie
folgt definiert [5]:22
ι(P,Q) :⇔ {K | K ∈ P∧ ι(K,P,Q) ̸= ∅∧ |P| > nmin}
ι(K,P,Q) :⇔ {L | L ∈ P∧ |K|+ |L| 6 smax ∧K ̸= L
∧ ∃R ⊆ Q : |R| > x  
C1
∧∀M ∈ R : (M∩K ̸= ∅∧M∩ L ̸= ∅)  
C2
}
mit x = 1+
⌊
|P∩Q|
|P|+ |Q|
⌋
Gegenüber dem Zufalls-Join sind die zusammenführbaren Gegenstücke um
zwei zusätzliche Bedingungen C1 und C2 erweitert. Die Bedingung C2 stellt
sicher, dass Elemente, die in einer einzigen Partition M ∈ Q aber in P in
zwei verschiedenen Partitionen K und L enthalten sind, durch den Join
zusammengeführt werden. Dementsprechend kann ein Annäherungs-Join
nicht angewandt werden, wenn alle Partitionen aus Q Teilmengen von
Partitionen aus P sind. Zwar verkleinert ein Annäherungs-Join die Größe
der Partitionierung P um 1, allerdings verringert sich gleichzeitig auch
die Größe der Schnittmenge |P′ ∩ Q| um mindestens x – bedingt durch
die Bedingung C1 in Kombination mit C2 –, wodurch sich die Ähnlichkeit
zwischen P und Q erhöht.
In dem Beispiel P∗ und Q∗ ergibt sich x = 1 +
⌊
7
3+3
⌋
= 2. Für R =
{{a4,a6,a7}, {a3,a5,a8}} ⊆ Q∗ sind die Partitionen L∗ = {a3,a6} und M∗ =
{a7,a8} zusammenführbare Partitionen mit den jeweiligen Gegenstücken
M∗ und L∗ [5]. Der Join ergibt P∗′ = {{a1,a2,a4,a5}, {a3,a6,a7,a8}}.
annäherungs-exchange Der Annäherungs-Exchange-Operator wird in
Situationen ausgeführt, in denen kein Annäherungs-Split oder -Join möglich
ist. Der Operator vertauscht Elemente einer nichtleeren echten Teilmen-
ge K^ ⊂ K mit einer möglicherweise leeren echten Teilmenge L^ ⊂ L aus
P zwischen einer Partition K aus der Menge der vertauschbaren Partitio-
nen ϵ(P,Q) und einer Partition L aus der Menge der vertauschbaren Gegen-
stücke ϵ(K,P,Q), wobei 2P∩Q die Potenzmenge der Schnittmenge P ∩ Q
22 Dies ist die gegenüber der in [12] erfolgten Definition verbesserte Variante des Annäherungs-Joins
aus [5].
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bezeichnet:
ϵ(P,Q) :⇔ {K | K ∈ P∧ ϵ(K,P,Q) ̸= ∅}
ϵ(K,P,Q) :⇔
{
L | L ∈ P∧K ̸= L∧ ∃M ∈ Q : ∃K^ ⊂ K :(
K^∩M ̸= ∅∧ L∩M ̸= ∅∧ K^ ∈ 2P∩Q ∧
(
∃L^ ⊂ L : L^∩M = ∅∧ L^ ∈ 2P∩Q
∧ smin 6 |(K \ K^)∪ L^| 6 smax ∧ smin 6 |(L \ L^)∪ K^| 6 smax
))}
Das Ziel des Annäherungs-Exchange ist es, die Elemente K^ und L \ L^ zusam-
menzubringen, welche sich in Q in der gemeinsamen Partition M befinden.
Die zwei neuen Partitionen (K \ K^) ∪ L^ und (L \ L^) ∪ K^ müssen natürlich
wieder die Partitionierungsbedingungen smin und smax einhalten.
Die Mächtigkeit der Partitionierung P bleibt von der Anwendung des
Operators unberührt. Die Größe der Schnittmenge |P ∩ Q| reduziert sich
allerdings mindestens um 1. Dies wird erreicht, indem zum einen L^∩M =
∅, K^ ∩M ̸= ∅ und K^ ∈ 2P∩Q sicherstellen, dass nicht nur Elemente von
M zusammengebracht werden sondern auch die Anzahl der Partitionen,
die Elemente aus M enthalten, um 1 reduziert wird. Zum anderen stellt
L^ ∈ 2P∩Q sicher, dass nicht eine bereits in der Schnittmenge P∩Q enthaltene
Teilmenge durch die Anwendung des Operators auseinandergebracht und
auf zwei verschiedene Partitionen K und L aufgeteilt wird. Somit erhöht der
Annäherungs-Exchange die Ähnlichkeit zwischen den Partitionierungen P
und Q.
In dem Beispiel P∗ und Q∗ ist z. B. K∗ = {a1,a2,a4,a5} eine vertauschbare
Partition mit den vertauschbaren Gegenstücken L∗ = {a3,a6} und M∗ =
{a7,a8}. Beispielsweise könnten die Teilmengen K^∗ = {a4} und L^∗ = ∅
zwischen K∗ und L∗ vertauscht werden, wodurch sich die Partitionierung
P∗′ = {{a1,a2,a5}, {a3,a4,a6}, {a7,a8}} ergibt.
In besonderen Fällen kann weder ein Exchange noch ein Split oder Join für
eine Annäherungsbewegung an eine andere Position durchgeführt werden.
Ein Beispiel hierfür und wie in solchen Situationen umgegangen werden
kann findet sich in [12].
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4.4. ausbildung von autonomen
verbraucherorganisationen mit einem
agenten-basierten ansatz
Fokus dieses Abschnitts ist der Set Partitioning Algorithm for Distributed
Agents (spada), ein agenten-basierter Algorithmus zur Lösung des Partitio-
nierungsproblems. spada ist inspiriert von einem dezentralen Clustering-
Algorithmus von Ogston et al. [81] und wurde zunächst in einer einfachen
Fassung in [15] veröffentlicht. Diese einfache Version [15] von spada beachte-
te jedoch keine Partitionierungsbedingungen wie die Größe und Anzahl der
zu bildenden Partitionen. Darüber hinaus war es ihr nicht möglich, mit belie-
bigen Zielfunktionen für die Ausbildung von Partitionierungen zu arbeiten;
beispielsweise konnte sie keine homogene Partitionierung [12] ausbilden.
Eine substantiell überarbeitete Version von spada, die die Partitionierungs-
bedingungen respektiert und den Einsatz beliebiger Zielfunktionen zulässt
und somit wie psopp das Partitionierungsproblem im Allgemeinen löst,
wurde in [14] skizziert und in der Dissertation von Anders [5] ausführlich
vorgestellt und evaluiert.
Obwohl sowohl psopp als auch spada das Partitionierungsproblem (pp) im
Allgemeinen lösen, so unterscheiden sich die beiden Algorithmen wesent-
lich in ihrer Herangehensweise. Ist psopp eine bio-inspirierte Meta-Heuristik,
die mit globalem Wissen arbeitet, ist spada ein agenten-basierter Ansatz,
in dem die Agenten das pp selbst mit regionalem Wissen lösen. Ein Vor-
teil des regionalen Prinzips ist u. a., dass bei einer Reorganisation eine
bestehende Partitionierung durch ausgewählte, regionale Veränderungen
minimalinvasiv verändert werden kann und somit keine komplett neue
Systemstruktur etabliert werden muss [14]. Ein Vergleich von psopp und
spada, der die Stärken und Schwächen beider Ansätze unter verschiedenen
Bedingungen beleuchtet, kann in der Dissertation von Anders [5] gefunden
werden. So zeigt spada insbesondere in der multikriteriellen Optimierung
Vorteile gegenüber psopp.
Dieser Abschnitt fasst nun die wesentlichen Eigenschaften von spada
aus [15, 5] zusammen; eine ausführliche Darstellung kann in [5] gefunden
werden. In Abschnitt 4.4.1 wird zunächst das zugrundeliegende Systemmo-
dell vorgestellt [15], woraufhin Abschnitt 4.4.2 das prinzipielle Vorgehen
des Algorithmus in Kürze zusammenfasst [5].
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4.4.1. systemmodell
Könnten zwar prinzipiell alle Agenten miteinander kommunizieren und
interagieren, wird in spada auf einem Overlay-Netzwerk gearbeitet, was
die Kommunikation und Interaktion zwischen den Agenten einschränkt
und somit die Komplexität zur Lösung des pp reduziert. Dieses Overlay-
Netzwerk besteht aus den teilnehmenden Agenten und den jeweils ihnen
bekannten Agenten (den sog. Acquaintances) und wird Acquaintances Graph
genannt. Der Acquaintances Graph ist ein gerichteter Graph, bestehend
aus einer Menge von Knoten, welche die zu partitionierenden Agenten
repräsentieren, und einer Menge von gerichteten Kanten, welche die Ac-
quaintances zwischen den Agenten darstellen. Eine Acquaintance ist eine
binäre Relation zwischen zwei Agenten und ist irreflexiv, nicht symmetrisch
und nicht transitiv. Jeder Agent hat die gleiche Anzahl an Acquaintances,
d. h. die Anzahl der ausgehenden Kanten pro Knoten ist gleich.
Partitionen werden im Acquaintances Graph durch Teilgraphen repräsen-
tiert, die zueinander disjunkte Knoten enthalten. Zu diesem Zweck können
die Kanten im Acquaintances Graph eine partitions-spezifische Markierung
tragen. Diese Markierung drückt aus, dass die zwei assoziierten Agenten
Teil der selben Partition sind. Die Bekanntschaftsbeziehung bleibt davon
unberührt, d. h. die Markierung ist nur eine zusätzliche Information der
Kante. Die Kanten im Acquaintances Graph werden daher in markierte und
unmarkierte Kanten unterschieden. Eine Partition wird über die Menge der
Agenten gekennzeichnet, die transitiv über markierte Kanten miteinander
verbunden sind, welche die gleiche partitions-spezifische Markierung tra-
gen; genauer gesagt werden Partitionen über die reflexiv-transitive Hülle
der binären Relation der markierten Kanten definiert. Ein exemplarischer
Acquaintances Graph ist in Abbildung 4.3 dargestellt.
Jede Partition besitzt einen ausgewählten Anführer, welcher Verände-
rungen an der Partitionierung vornehmen kann. Anführer einer Partition
kann prinzipiell jeder Agent sein – innerhalb einer Partition ist jedoch nur
ein Agent der Anführer. Dies ermöglicht einen geordneteren Ablauf und
vermeidet inkonsistente Zustände. Agenten, die nicht Anführer einer Parti-
tion sind, nehmen nicht aktiv an der Veränderung der Partitionierung teil,
können dieses Amt aber ggf. von einem aus der Partition ausscheidenden
Anführer übernehmen.
Änderungen an der Partitionierung bilden auf Graphoperationen ab,
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a b c
d e f
Abbildung 4.3.: Exemplarischer Acquaintances Graph für ein System von sechs Agenten
(Quelle: [14]). Knoten stellen Agenten dar, die gerichteten Kanten Acquaintances; so hat
beispielsweise der Agent d die Agenten a und f als Acquaintance. Die dicken Kanten
repräsentieren markierte Kanten und kennzeichnen somit, dass die assoziierten Agenten
Teil der selben Partition sind. Die Anführer einer Partition sind durch die doppelte
Umrandung des Agenten gekennzeichnet. In dem in diesem Beispiel vorliegenden
System gibt es somit die drei Partitionen {a, c, f}, {b,d} und {e} mit den jeweiligen
Anführern a, b und e.
welche die Markierungen auf Acquaintances ändern aber auch unter Um-
ständen die Acquaintances selbst ändern können. Wird beispielsweise ein
Agent von einer Partition in eine andere Partition integriert, müssen die
Markierungen der alten Partition auf den eingehenden und ausgehenden
Kanten des Agenten entfernt werden, die Markierung auf einer einge-
henden Kante des Agenten, ausgehend von der neuen Partition, gesetzt
werden und möglicherweise entstandene „Lücken“ in der transitiven Ver-
bindung der Partitionsmitglieder der alten Partition geschlossen werden.
Im einfachen Fall sind die voneinander getrennten Teile untereinander über
Acquaintances bekannt und können über das Setzen einer Markierung die
ordnungsgemäße Verbindung der Partition wieder herstellen; waren diese
getrennten Teile der alten Partition allerdings nur über den aus der Partition
entfernten Agenten bekannt, müssen neue Acquaintances zwischen diesen
Teilen erstellt werden – unter Berücksichtigung der konstanten Anzahl an
Acquaintances pro Knoten, d. h. es müssen auch Acquaintances an anderer
Stelle entfernt werden. Ein Beispiel für das Entfernen eines Agenten aus
einer Partition wird in Abbildung 4.4 dargestellt.
Eine wichtige Voraussetzung für das Gelingen des Algorithmus ist, dass
der Acquaintances Graph schwach zusammenhängend ist. Gibt es beispiels-
weise zwei voneinander getrennte Teile des Acquaintances Graphs, wissen
die Agenten aus dem einem Teil nichts von den Agenten aus dem an-
deren Teil und können somit weder miteinander agieren noch Agenten
miteinander austauschen. Daher müssen sowohl die Initialisierung des
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a
Abbildung 4.4.: Exemplarisches Entfernen des Agenten a aus einer Partition im Acquain-
tances Graph (nach [15]). Zur Vereinfachung ist in dieser Darstellung nur ein Ausschnitt
des Acquaintances Graphs dargestellt. Wie zuvor stellen die gerichteten Kanten die
Acquaintances dar, wobei markierte Kanten durch die dicken Linien gekennzeichnet
sind; der doppelt umrahmte Agent repräsentiert den Anführer. Durch das Entfernen
von a aus der Partition werden alle in a eingehenden und alle von a ausgehenden
markierten Kanten zu unmarkierten Kanten (gestrichelte, dünne Kanten). Die durch
das Entfernen von a entstandenen voneinander getrennten Teile der Partition müssen
durch neu erstellte markierte Kanten wieder verbunden werden (dargestellt durch die
gestrichelten, dicken Kanten).
Acquaintances Graphs als auch die Graphoperationen auf dem Acquain-
tances Graph derart gestaltet sein, dass ein schwacher Zusammenhang
des Acquaintances Graph besteht und erhalten bleibt. [5] beschreibt im
Detail Graphoperationen auf dem Acquaintances Graph, die den schwachen
Zusammenhang garantieren.
4.4.2. grundsätzliches vorgehen des algorithmus
spada beginnt zunächst damit, den Acquaintances Graph für die zu partitio-
nierenden Agenten zu initialisieren. Dieser wird ausgehend von der spada
zur Verfügung gestellten initialen Partitionierung generiert. Wie auch bei
psopp kann die initiale Partitionierung im Falle einer Reorganisation die ak-
tuell vorhandene, zu reorganisierende Systemstruktur sein. Ebenso ist eine
zufällig generierte Partitionierung möglich; bei solch einer ist aber darauf
zu achten, dass diese die Partitionierungsbedingungen berücksichtigt. Für
die Generierung des initialen Acquaintances Graphs muss für jede Partition
der initialen Partitionierung ein gerichteter Graph bestehend aus markierten
Kanten generiert werden, die jeweils die eindeutige, partitions-spezifische
Markierung tragen, so dass jede Partition über die reflexiv-transitive Hülle
der markierten Kanten definiert ist. Neben den markierten Kanten für die
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Repräsentation der Partitionen müssen zusätzlich noch die unmarkierten
Kanten generiert werden. Diese können zufällig generiert werden; allerdings
derart, dass zum einen jeder Knoten die gleiche Anzahl an ausgehenden
Kanten hat und zum anderen der Acquaintances Graph schwach zusam-
menhängend ist, damit keine voneinander getrennten Subsysteme entstehen,
zwischen denen keine Informationen ausgetauscht werden können.
In spada [5] verbessern die Agenten die Partitionierung iterativ in sog.
Optimierungsrunden bis ein Terminierungskriterium eingetreten ist. In je-
der Optimierungsrunde versucht jeder Anführer anhand seines regionalen
Wissens in Form der der Partition bekannten anderen Agenten bzw. Parti-
tionen durch das Integrieren geeigneter neuer Agenten oder Ausschließen
in der Partition enthaltener Agenten die Zusammensetzung der regionalen
Partitionierung zu verbessern. Ist die Größe und die Anzahl der Partitionen
durch die Vorgabe von Partitionierungsbedingungen eingeschränkt, wird
dies von spada bei der Veränderung der (regionalen) Partitionierung be-
rücksichtigt. Im Anschluss an die Veränderung der Partitionierung mischt
der Anführer die Acquaintances aller Partitionsmitglieder. Dies dient der
besseren Verbreitung von Wissen im Acquaintances Graph und fördert
daher bessere Lösungen des Partitionierungsproblems, da sich dadurch die
regionalen Sichten auf die Partitionierungen mit jeder Optimierungsrunde
ändern und sich regionale Veränderungen am Acquaintances Graph aus-
breiten. Diejenigen Agenten, die kein Anführer einer Partition sind, bleiben
solange passiv, bis sie das Amt des Anführers einer Partition überneh-
men. Wie genau die Schritte eines Anführers in einer Optimierungsrunde
aussehen und wie im Detail sie versuchen, ihre regionale Partitionierung
durch die Auswahl und Integration geeigneter neuer Agenten zu verbessern,
und dabei die Partitionierungsbedingungen berücksichtigen, wird in [5]
ausführlich beschrieben.
Wie psopp zeigt sich auch spada flexibel, was mögliche Terminierungs-
kriterien angeht. So kann spada je nach Anwendungsfall beispielsweise
nach einer maximalen Laufzeit, einer maximalen Anzahl an durchgeführten
Optimierungsrunden oder nach dem Erreichen einer minimalen Fitness
terminieren.
Ist eine globale Sicht auf die Partitionierung notwendig, weil ein Terminie-
rungskriterium wie z. B. die Auswertung der Fitness es erfordert, wird diese
Sicht in der erweiterten Version von spada von einem globalem Anführer
übernommen, der diese Überprüfung einmal in jeder Optimierungsrunde
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durchführt. Wie psopp ist spada ein Anytime-Algorithmus, der jederzeit
eine den Partitionierungsbedingungen gehorchende, gültige Lösung zurück-
liefern kann.
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5ZUSAMMENFASSUNG In diesem Kapitel wird vorgestellt, wie eineGlättung der Residuallast in einem System von Autonomen Ver-braucherorganisationen durchgeführt wird, die zudem mit Unsicher-
heiten, die durch Fehler in den Vorhersagen der nicht steuerbaren
Nachfrage und der dargebotsabhängigen Leistung verursacht werden,
umgehen kann.
In Abschnitt 5.1 wird zunächst das Optimierungsproblem vorgestellt, das
der Einsatzplanung von steuerbaren Verbrauchern – mit dem Ziel, die Resi-
duallast zu glätten – zugrunde liegt. Die Betrachtung von Unsicherheiten
findet in diesem Abschnitt noch nicht statt. Diese werden anschließend in
Abschnitt 5.2 betrachtet und in der Form von Trust-basierten Szenarien [16]
in das Optimierungsproblem integriert.
5.1. verbrauchersteuerung als optimierungsproblem
Wie bereits in Kapitel 2 motiviert, ist die Flexibilisierung der Nachfrage
ein wichtiger Faktor für das Gelingen der Energiewende. Eine Möglichkeit,
die flexibilisierte Nachfrage geeignet einzusetzen, ist die proaktive Einsatz-
planung steuerbarer Verbraucher, also das Erstellen von Fahrplänen für
einen gewissen Zeitraum. Die Einsatzplanung für steuerbare Verbraucher
ist ein gemischt-ganzzahliges Optimierungsproblem – mit dem Ziel, die
Residuallast zu glätten. Das zu lösende Optimierungsproblem ist somit
ein Ressourcennivellierungsproblem. Da bei der Einsatzplanung verschie-
denste Constraints der steuerbaren Verbraucher zu berücksichtigen sind
(siehe Abschnitt 3.3), kann sie als ein Constraint Satisfaction Optimization Pro-
blem (csop) [112] formuliert werden. Im Folgenden wird nun das zu lösende
Optimierungsproblem für die Glättung der Residuallast beschrieben, ange-
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lehnt an die Formulierung der Einsatzplanung in Autonomen Virtuellen
Kraftwerken [7, 10, 62]. Eine ausführliche Beschreibung der Einsatzplanung
in Autonomen Virtuellen Kraftwerken kann in der Dissertation von Anders
gefunden werden [5].
In der Einsatzplanung werden Fahrpläne über einen Zeitraum H mit einer
zeitlichen Auflösung von ∆τ erstellt, wobei ∆τ ein ganzzahlig Vielfaches
von ∆t ist. Das bedeutet, dass die Fahrpläne für die N Zeitschritte der
Menge W = {tnow + i ·∆τ | i ∈ {1, . . . ,N}} berechnet werden, wobei tnow der
aktuelle Zeitschritt ist23 und H = N · ∆τ. So berechnen beispielsweise in
heutigen elektrischen Energieversorgungssystemen die Energieversorger
typischerweise Fahrpläne mit einer zeitlichen Auflösung von 15 Minuten für
den nächsten Tag. Da die zu treffenden Entscheidungen bzgl. der Nachfrage
von steuerbaren Verbrauchern teilweise länger andauernde Auswirkungen
haben – wie beispielsweise das Anschalten eines programmgetriebenen
Verbrauchers, was die Nachfrage dieses Verbrauchers für die Dauer des
Programms nicht mehr rückgängig machen kann und somit Flexibilität
für darauf folgende Zeitpunkte raubt – ist es für die Qualität der Lösung
der Einsatzplanung von Vorteil, wenn nicht nur der aktuelle oder die un-
mittelbar folgenden Zeitschritte berücksichtigt, sondern auch weiter ent-
fernte Zeitschritte in die Einsatzplanung mit einbezogen werden. Da die
Einsatzplanung nicht nur NP-schwer hinsichtlich der Anzahl steuerbarer
Teilnehmer ist, sondern auch hinsichtlich der Anzahl N der Zeitschritte, für
die Fahrpläne erstellt werden, darf N nicht zu groß werden. So beeinflusst
die Wahl der Länge des Zeitraums H die Anzahl der Zeitschritte N und ist
zudem ein entscheidender Faktor in der Einsatzplanung, was die Qualität
der Lösungen und die Komplexität des Problems angeht. Gleichzeitig spielt
die zeitliche Auflösung ∆τ der Fahrpläne eine wichtige Rolle in der Kom-
plexität des Optimierungsproblems und sollte daher weder zu fein noch zu
grob gewählt werden, um N nicht zu hoch bzw. die Fahrplanerstellung zu
ungenau werden zu lassen.
Damit stets Fahrpläne vorliegen, muss die Einsatzplanung regelmäßig
durchgeführt werden; d. h. spätestens dann, wenn der Zeitraum H seit
der letzten Einsatzplanung vergangen ist. Eine häufigere Einsatzplanung,
z. B. alle ∆τ Zeitschritte, ermöglicht allerdings eine Reaktion auf veränder-
23 Statt von dem aktuellen Zeitpunkt tnow auszugehen, wäre genauso gut ein anderer Zeitpunkt
in der Zukunft denkbar, wenn bis zu diesem Zeitpunkt bereits Fahrpläne vorliegen – in dieser
Arbeit wird aber immer vom aktuellen Zeitpunkt tnow ausgegangen.
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te Bedingungen und ermöglicht dadurch eine Anpassung der Fahrpläne,
wenn beispielsweise sich das Wetter anders entwickelt hat als angenommen.
Eine Anpassung der Fahrpläne ist jedoch nicht immer für jeden Teilneh-
mer möglich, wie im Falle eines bereits aktivierten programmgetriebenen
Verbrauchers.
Wie in Abschnitt 3.4 geschildert, erfolgt die Einsatzplanung nicht zentral
für alle steuerbaren Verbraucher im ganzen System, sondern regio-zentral,
d. h. innerhalb jeder Autonomen Verbraucherorganisation für die ihr unter-
geordneten steuerbaren Verbraucher. Die Menge der im System enthaltenen
Autonomen Verbraucherorganisationen wird mit Ω bezeichnet; im Folgen-
den wird die Einsatzplanung aus Sicht einer Autonomen Verbraucheror-
ganisation ω ∈ Ω beschrieben. Die einer avo ω untergeordneten Agenten
werden mit Aω ⊆ A bezeichnet; die untergeordneten steuerbaren Agenten
mit Dω ⊆ Aω.
Die Einsatzplanung erfolgt auf Basis der nicht steuerbaren Leistung Uω.
Diese ist zusammengesetzt aus der der avo ω zugewiesenen dargebotsab-
hängigen Leistung und der Nachfrage der in ω enthaltenen nicht steuerba-
ren Verbraucher. Uω enthält sowohl die aktuelle nicht steuerbare Leistung
Uωtnow als auch die für jeden Zeitschritt t ∈W vorhergesagte nicht steuerbare
Leistung Uωt .
Um die Residuallast zu glätten, berechnet die avo ω Fahrpläne Sa
für alle steuerbaren Agenten a aus der Menge der steuerbaren Verbrau-
cher Dω ⊆ Aω. Ein Fahrplan Sa enthält die geplanten Zielvorgaben Sat
für den Agenten a und alle Zeitpunkte t ∈ W. Zudem enthält er mit
Satnow die aktuelle Nachfrage des Agenten a. Die Summe aller Fahrpläne
der steuerbaren Teilnehmer Dω ergibt die steuerbare Nachfrage Sω, mit
∀t ∈ tnow ∪W : Sωt =
∑
a∈Dω S
a
t . Für die Berechnung der Fahrpläne für
die steuerbaren Verbraucher benötigt die avo somit Wissen über die Steue-
rungsmodelle der Verbraucher, darunter auch Vorhersagen über zukünftige
Verfügbarkeiten, wie beispielsweise die voraussichtliche Ankunft und Ab-
fahrt eines Elektrofahrzeugs.
Die Residuallast Rω ergibt sich aus der Summe der gesteuerten Nachfrage
Sω und der nicht steuerbaren Leistung Uω, wobei Rωtnow = S
ω
tnow
+Uωtnow für
den aktuellen Zeitschritt tnow und Rωt = S
ω
t +U
ω
t für jeden Zeitpunkt t ∈W.
Bei der Erstellung der Fahrpläne für die steuerbaren Verbraucher ist
die Einhaltung der Constraints der Steuerungsmodelle zwingend notwen-
dig. Dies beinhaltet nicht nur die physikalischen Leistungswerte, sondern
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auch interne Zustände bzw. vom Nutzer vorgegebene Constraints, wie
beispielsweise die Temperatur bei einem thermischen Verbraucher oder
der gewünschte Speicherstand eines Elektrofahrzeugs. Dementsprechend
gibt es für jeden steuerbaren Verbraucher a eine Funktion Ma(Sa), die den
Fahrplan Sa auf die Einhaltung aller Constraints des Steuerungsmodells
des Verbrauchers über den ganzen Zeitraum, den der Fahrplan abdeckt,
überprüft, inklusive dem aktuellen Zustand. Je nach Steuerungsmodell bein-
haltet die Überprüfung des Fahrplans zudem weitere Zeitschritte über den
Fahrplan hinaus, um auch gültige Zustände in Anschluss an den Fahrplan
zu garantieren. So wird vermieden, dass beispielsweise die Batterie eines
Elektrofahrzeugs, das kurz nach dem Ende des Fahrplans abfahrbereit sein
soll, im Fahrplan am Ende zu wenig aufgeladen ist und bis zur Abfahrt die
erforderliche Menge nicht mehr erreichen kann. In dieser Arbeit werden
die vom Nutzer vorgegebenen Constraints als harte Constraints angesehen,
die immer zu erfüllen sind; eine Erweiterung auf weiche Constraints und
die von Schiendorfer et al. vorgestellten Constraint Relationships [95], die
Präferenzen über Constraints definieren, ist allerdings möglich und für
zukünftige Arbeiten angedacht.
Damit die Residuallast geglättet wird, minimiert eine avo ω die abso-
lute Differenz der Residuallast ∆Rωt = |R
ω
t − R
ω
t−∆τ| zweier im Zeitraster
∆τ aufeinander folgender Zeitschritte. Zusätzlich wird die maximale für
den Zeitraum der Einsatzplanung auftretende Differenz der Residuallast
∆RωW,max = max{∆R
ω
t | t ∈W} zweier aufeinander folgender Zeitschritte
auf dem Zeitraster ∆τ minimiert, um gleichmäßigere Veränderungen der
Residuallast gegenüber abrupten Veränderungen zu bevorzugen. In vor-
ausgehenden Evaluierungen hat sich gezeigt, dass die Berücksichtigung
von ∆RωW,max im Optimierungsproblem zu deutlich geringeren Anstiegen in
der tatsächlichen Residuallast führt. Unter der Annahme, dass genügend
Kraftwerkskapazitäten zur Verfügung stehen, soll die Residuallast dabei al-
lerdings nicht möglichst niedrig gehalten werden; lediglich die Nivellierung
der Residuallast, also das Verringern oder im optimalen Fall Vermeiden von
Anstiegen der Residuallast, wird hier betrachtet.
Zusammengefasst muss eine avo ω folgendes Optimierungsproblem
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lösen:
minimiere
∑
t∈W
∆Rωt +∆R
ω
W,max (5.1)
unter ∀a ∈ Dω :Ma(Sa)
Die Entscheidungsvariablen dieses Optimierungsproblems ist dabei die
steuerbare Nachfrage Sat der steuerbaren Verbraucher a ∈ Dω ⊆ Aω für alle
t ∈ W, wobei die aktuelle Leistung Sanow der steuerbaren Verbraucher fix
vorgegeben ist und nicht geändert werden kann.24 Im Optimalfall, wenn die
Residuallast vollständig geglättet wäre, würde die Zielfunktion demnach
den Wert 0 zurückliefern. Die beiden Teilterme der Zielfunktion sind in
dieser Zielfunktion gleichwertig gewichtet.
In dem Optimierungsproblem außen vor gelassen ist eine Betrachtung von
Kosten. Die Integration solcher Kosten und die Minimierung selbiger wäre
selbstverständlich möglich, steht aber in dieser Arbeit nicht im Vordergrund.
Denkbar wäre auch eine Gewichtung der Zeitschritte in dem Optimie-
rungsproblem, so dass beispielsweise denjenigen Zeitpunkten, die nahe in
der Zukunft sind, eine höhere Bedeutung zukommt, als den Zeitpunkten,
die weiter entfernt liegen, und die Residuallast somit bevorzugt in der
nahen Zukunft glatt ist als zu späteren Zeitpunkten. Unter der Annahme,
dass die Einsatzplanung häufig durchgeführt wird und nicht erst, wenn
die Fahrpläne nicht mehr aktuell sind, würden so die weiter entfernten
Zeitpunkte bei der Einsatzplanung nicht unberücksichtigt bleiben, aber
weniger Einfluss haben; durch die wiederholte Einsatzplanung würden
sie dann zu einem späterem Zeitpunkt mit aktuellerem Wissen mit hoher
Gewichtung berücksichtigt werden. In vorausgehenden Evaluierungen hat
sich jedoch gezeigt, dass eine unterschiedliche Gewichtung der Zeitschritte
zu schlechteren Ergebnissen führt.
Löst jede avo ω ∈ Ω dieses Optimierungsproblem, wird die Residuallast
in gesamten System geglättet. Insgesamt gilt ∀t ∈ T : Rt =
∑
ω∈Ω Rωt , St =∑
ω∈Ω Sωt und Ut =
∑
ω∈ΩUωt .
24 Theoretisch könnte auch Sanow noch angepasst werden, vorausgesetzt das Steuerungsmodell des
Verbrauchers lässt dies zu. Unter der Annahme, dass im aktuellen Zeitschritt tnow aber die Nach-
frage und Erzeugung im Gleichgewicht ist oder zumindest alle Anstrengungen unternommen
wurden, um dies zu erreichen und die Abweichung von Nachfrage und Erzeugung so gering
wie möglich ist – sei es durch gute Fahrpläne oder durch reaktive Maßnahmen der steuerbaren
Kraftwerke/Verbraucher – würde eine Anpassung von Sanow keinen Vorteil bringen.
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Nachdem nun das grundlegende Optimierungsproblem vorgestellt wurde,
jedoch lediglich basierend auf Vorhersagen ohne Betrachtung von Unsicher-
heiten, wird jetzt im nächsten Abschnitt das Optimierungsproblem für den
Umgang mit Unsicherheiten erweitert.
5.2. umgang mit unsicherheiten bei der
verbrauchersteuerung
Wichtiger Bestandteil bei der Einsatzplanung sind die Vorhersagen der
nicht steuerbaren Leistung – also die Vorhersagen der nicht steuerbaren
Verbraucher und der dargebotsabhängigen Erzeuger. Doch auch die Vorher-
sagen steuerbarer Verbraucher, beispielsweise die zeitliche Verfügbarkeit
von Elektrofahrzeugen, spielen dabei eine Rolle. Da diese Vorhersagen den
Einflüssen der Umwelt bzw. des Nutzers unterliegen, sind sie naturgemäß
mit Unsicherheiten behaftet und fehlerhaft. Solche Abweichungen in den
Vorhersagen führen demnach in den meisten Fällen auch zu Fehlern in der
Einsatzplanung und dadurch zu schlechteren Ergebnissen, was die Glättung
der Residuallast betrifft.25
Entscheidender Punkt für eine erfolgreiche Einsatzplanung ist also der
Umgang mit Unsicherheiten: Unsicherheiten müssen quantifiziert und anti-
zipiert werden und in die Einsatzplanung miteinbezogen werden.
Ein von Anders et al. entwickeltes Konzept, das für die Quantifizierung
und Antizipation derartiger Unsicherheiten eingesetzt werden kann und
auch bereits erfolgreich für die Quantifizierung und Antizipation von Un-
sicherheiten in der autonomen Einsatzplanung für Autonome Virtuelle
Kraftwerke eingesetzt wurde [7], sind Trust-basierte Szenarien (tbs) [16]. Be-
vor dieses Konzept nun in Abschnitt 5.2.2 auf das Optimierungsproblem
der Glättung der Residuallast angewandt wird, werden tbs zunächst in
Abschnitt 5.2.1 kurz vorgestellt.
5.2.1. trust-basierte szenarien
In diesem Abschnitt werden die wesentlichen Merkmale und das Zustan-
dekommen von Trust-basierten Szenarien (tbs) aus [16, 14] zusammengefasst
25 Nicht alle Typen von Vorhersagefehlern führen zu schlechteren Ergebnissen: Ein konstanter
Vorhersagefehler würde beispielsweise nichts an der Charakteristik der ungesteuerten Leistung
ändern und somit die Glättung der Residuallast nicht negativ beeinflussen.
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dargestellt. Für Details sei der interessierte Leser auf [5] verwiesen; dort gibt
Anders eine ausführliche, formal präzise Beschreibung von Trust-basierten
Szenarien und evaluiert diese ausführlich – inklusive einem Vergleich mit
Hidden Markov Modellen.
tbs sind ein Ansatz zur Approximation eines stochastischen Prozesses, der
dem Verhalten eines einzelnen oder einer Gruppe von Interaktionspartnern
zugrundeliegende liegt. tbs werden zur Laufzeit generiert und eignen sich
besonders für Situationen, in denen das vergangene Verhalten eines Agenten
auf das zukünftige Verhalten schließen lässt, dieses sich jedoch aufgrund
von zeitabhängigen Änderungen im Verhalten nicht durch einen einfachen
Trust- oder Reputations-Wert wie einem Mittelwert, ggf. noch kombiniert
mit zusätzlichen Informationen wie einer Varianz oder der Konfidenz,
abbilden lässt.
Die Basis von tbs sind in Interaktionen gesammelte Erfahrungen, die
zur Laufzeit gesammelt werden (siehe Lebenszyklus von Trust-Werten, Ab-
schnitt 3.2). In diesem Fall stellen Erfahrungen Abfolgen von Verhalten
dar, z. B. Abfolgen von Abweichungen des tatsächlichen Verhaltens von
dem prognostiziertem Verhalten wie beispielsweise Prognoseabweichungen
dargebotsabhängiger Leistung. Das Sammeln von Erfahrungen, die das
Verhalten über mehrere Zeitschritte enthalten, ermöglicht das Abbilden und
Berücksichtigen von zeitabhängigen Verhalten: So ist es z. B. in elektrischen
Energieversorgungssystemen möglich, dass auf eine Prognoseabweichung
bestimmten Ausmaßes im nächsten Schritt eine weitere Prognoseabwei-
chung gleichen Ausmaßes folgt. Die gesammelten Erfahrungen werden
klassiert, indem die jeweiligen einzelnen Verhalten in zuvor festgelegte Klas-
sen eingeteilt werden. So können Prognoseabweichungen beispielsweise
mithilfe eines Normalisierungsfaktors wie dem bisher größten gemessenem
Prognosefehler normalisiert und entsprechenden Klassen zugeordnet wer-
den. Die Breite der Klassen bestimmt somit die Genauigkeit der Klassierung.
Die Breite der Klassen kann je nach Anwendung definiert werden und kann
auch für die unterschiedlichen Zeitschritte unterschiedlich breit sein, wenn
z. B. die Genauigkeit der Einschätzung des Verhaltens für Zeitpunkte weiter
in der Zukunft für die aktuelle Betrachtung nicht ganz so wichtig ist wie die
für zeitnahe Zeitpunkte. Eine solche klassierte Abfolge von Verhalten stellt
ein tbs dar. Die Häufigkeit von tbs mit gleicher klassierter Abfolge in Rela-
tion zu den Häufigkeiten von tbs anderer klassierter Abfolgen bestimmt die
angenommene Wahrscheinlichkeit, dass eine solche Abfolge von Verhalten
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in der Zukunft auftritt. Die Breite der Klassen bestimmt somit nicht nur die
Genauigkeit der Klassierungen, sondern hat u. a. auch Auswirkungen auf
die Häufigkeit und Anzahl von tbs. Durch die Kombination aller tbs und
dem Hinzufügen einer Wurzel r, die beispielsweise den aktuellen Zustand
beschreibt, entsteht ein Trust-basierter Szenariobaum (engl. Trust-Based Scena-
rio Tree, tbst). tbs, die das gleiche Präfix an klassierten Verhalten besitzen,
teilen sich einen Ast in dem tbst bis zu der Stelle, an der sich das klassierte
Verhalten unterscheidet. Die Kanten im tbst sind mit Übergangswahrschein-
lichkeiten versehen, die der Häufigkeit der Übergänge von der Klasse des
Verhaltens zu der Klasse des anderen Verhaltens entsprechen. Das tbs, das
man erhält, wenn ausgehend von der Wurzel an jeder Abzweigung im tbst
die Kante mit der höchsten Wahrscheinlichkeit genommen wird, nennt sich
antizipiertes Szenario – das antizipierte Szenario muss jedoch nicht notwen-
digerweise auch das wahrscheinlichste tbs im tbst sein. Ein Beispiel, das
die Entstehung eines tbst aus einer Menge an gesammelten Erfahrungen
illustriert, ist in Abbildung 5.1 dargestellt.
Mit einem tbst erhält man somit zur Laufzeit eine auf empirischen Daten
basierende Wahrscheinlichkeitsfunktion, die eine diskrete Wahrscheinlich-
keitsverteilung über mehrere Zeitschritte definiert und den dem Verhalten
des Interaktionspartners zugrundeliegenden stochastischen Prozess appro-
ximiert. Ein tbst ermöglicht somit Vorhersagen über mögliche Verhalten
eines Interaktionspartners in der Zukunft.
Der Vorteil von tbs gegenüber anderen Ansätzen, die Szenarien bzw.
Szenariobäume verwenden (siehe z. B. [123]), oder anderen Vorhersagemo-
dellen wie Hidden Markov Modelle [24], liegt vor allem in der Gewinnung
der tbs zur Laufzeit und der Möglichkeit, Zeitabhängigkeiten im Verhalten
zu berücksichtigen.
5.2.2. robuste steuerung von verbrauchern mit trust-basierten
szenarien
In diesem Abschnitt werden nun Trust-basierte Szenarien (tbs) [16] eingesetzt,
um die Steuerung der Verbraucher, wie sie in Abschnitt 5.1 vorgestellt
wurde, robust gegenüber Unsicherheiten zu machen. Konkret werden tbs
dafür eingesetzt, die Unsicherheiten der nicht steuerbaren Leistung U zu
quantifizieren und zu antizipieren – mögliche Vorhersagefehler steuerbarer
Verbraucher werden hier nicht betrachtet. Die Formulierung des robusten
Optimierungsproblems für steuerbare Verbraucher erfolgt analog zu der
82
5.2. Umgang mit Unsicherheiten bei der Verbrauchersteuerung
(35,85)
-0.50
(35,90)
-0.55
(30,90)
-0.60
Erfahrung 1:
(15,60)
-0.45
(20,70)
-0.50
(25,75)
-0.50
Erfahrung 2:
(10,50)
-0.40
(10,50)
-0.40
(60,20)
0.40
Erfahrung 3:
(25,30)
-0.05
(15,40)
-0.25
(20,45)
-0.25
Erfahrung 4:
(25,10)
0.15
(45,15)
0.30
(95,20)
0.75
Erfahrung 5:
(75,50)
0.25
(90,40)
0.50
(85,30)
0.55
Erfahrung 6:
1
Sammle Erfahrungen
r
(0.11,0.33] (0.2,0.6] (0.33,1]1.01.0
0.33
[-0.11,0.11] [-0.6,-0.2) [-0.33,0.33]
1.01.00.17
[-0.56,-0.33) [-0.6,-0.2)
(0.33,1]
0.33
[-1, -0.33)0.67
1.0
0.
5
0.34
0.16
0.17
0.33
4
Leite trust-basierten Szenariobaum ab
Relativer Zeitschritt
Bewertung
0.11-0.11 0.33-0.33 0.56-0.56 0.78-0.78 1-1
1
2
3
Klassiere gesammelte Erfahrungen
2
E1 E2 E3E4 E5E6
Relativer Zeitschritt
Bewertung
0.11-0.11 0.33-0.33 0.56-0.56 0.78-0.78 1-1
1
2
3
Generiere Transitionsbaum
3
r
3
3
2 1
1
1
1
2
2
2
Abbildung 5.1.: Exemplarischer Ablauf zur Erstellung eines Trust-basierten Szenario-
baums aus einer Menge von gesammelten Erfahrungen (aus [14]). In diesem Beispiel
werden Abfolgen von Prognoseabweichungen der Länge drei als Erfahrungen gesammelt
(s. Schritt 1). Erfahrung 1 enthält z. B. eine Abfolge von Abweichungen der tatsächlichen
Leistung von der vorhergesagten Leistung von -50, -55 und -60; die Abweichungen
werden in diesem Beispiel auf Werte zwischen -1 und 1 mit einem Normalisierungs-
faktor von 100 normalisiert. Für die Generierung eines TBST werden die gesammelten
Erfahrungen zunächst klassiert (s. Schritt 2) – in diesem Beispiel nimmt die Breite der
Klassen für weiter entfernte Zeitschritte zu. Durch das Zusammenfassen aller Übergän-
ge von einer Klasse zu einer Klasse des nächsten Zeitschritts in einen Pfad und dem
Hinzufügen einer Wurzel r ergibt sich in Schritt 3 ein Transitionsbaum (die Zahlen in
den Knoten stellt die Häufigkeit der Übergänge von der Klasse des Vorgängerknotens zu
der Klasse dieses Knotens dar), aus dem letztendlich der TBST mit den entsprechenden
Übergangswahrscheinlichkeiten abgeleitet werden kann (s. Schritt 4). Jeder Pfad von der
Wurzel zu einem Blatt ist ein TBS. Für Prognosen über die zukünftige Entwicklung wird
der jeweilige Mittelwert der Klasse herangezogen; so würde für das oberste Szenario
in diesem Beispiel – das antizipierte Szenario – mit der Wahrscheinlichkeit von 34%
eine Abweichungsabfolge von -44.5, -40 und -66.5 erwartet werden (unter erneuten
Verwendung des Normalisierungsfaktors von 100).
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robusten Fahrplanerstellung in Autonomen Virtuellen Kraftwerken [7], wo
Fahrpläne für steuerbare Kraftwerke auf Basis von tbs, die die erwartete
Residuallast abbilden, erstellt werden.
Wie zuvor im Optimierungsproblem ohne Unsicherheiten, benötigt die
avo ω wie gehabt eine Vorhersage über die ungesteuerte Leistung Uω für
die Zeitschritte aus W. Auf Basis der vergangenen Vorhersagen von Uω und
den zugehörigen gesammelten Erfahrungen bzgl. den Abweichungen der
tatsächlichen ungesteuerten Leistung von der vorhergesagten ungesteuerten
Leistung, generiert eine avoω wie in Abschnitt 5.2.1 beschrieben einen tbst,
der die erwarteten Abweichungen der ungesteuerten Leistung Uω enthält.
Dieser wird mit der aktuellen Vorhersage zu einem weiteren tbst UωT ver-
rechnet, indem die Vorhersage auf alle tbs des Abweichungs-tbst addiert
wird. Als Wurzel des von UωT wird die aktuelle ungesteuerte Leistung U
ω
tnow
verwendet. Dieser tbst enthält somit die erwarteten ungesteuerten Leis-
tungen für die nächsten Zeitschritte aus W, wobei jeder Knoten Uωn ∈ UωT
einem Zeitschritt aus W bzw. im Falle der Wurzel dem aktuellen Zeitschritt
tnow zugeordnet werden kann.
Anstatt nun nur für die vorhergesagte ungesteuerte Leistung oder für ein
einzelnes tbs wie dem antizipiertem Szenario aus UωT die Einsatzplanung
durchzuführen, werden die Fahrpläne in der robusten Einsatzplanung
für den ganzen tbst UωT erstellt. Die einzelnen tbs fließen jedoch nicht
gleichwertig in das Optimierungsproblem ein, sondern werden anhand
ihrer jeweiligen Wahrscheinlichkeit gewichtet, so dass für die erwartete
ungesteuerte Leistung optimiert wird. Eine Optimierung unter Unsicherheit
durch Einbezug mehrerer Szenarien entspricht den Gedanken von Stochastic
Programming [100]; die Lösung des Optimierungsproblems für den ganzen
tbst ist in diesem Fall ein mehrstufiges stochastisches Programm. Dadurch,
dass eine Einsatzplanung über mehrere Szenarien durchgeführt wird, ist
es prinzipiell möglich, Szenarien zur Laufzeit zur wechseln, wenn sich der
angenommene Verlauf der ungesteuerten Leistung beispielsweise als falsch
erwiesen hat. Die reaktive Anpassung der Leistung steuerbarer Kraftwerke
mit der Möglichkeit des Wechsels eines Szenarios hat sich im Kontext der
Autonomen Virtuellen Kraftwerke als sehr lohnenswert herausgestellt [10].
Werden die Fahrpläne für den ganzen tbst UωT erstellt, bedeutet dies,
dass jeder Fahrplan jedes steuerbaren Verbrauchers auch ein Baum SaT mit
der aktuellen Nachfrage Satnow als Wurzel ist, der die selbe Struktur und die
selben Übergangswahrscheinlichkeiten hat wie UωT ; jeder Knoten n ∈ SaT
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kann also genau einem eindeutigen Knoten aus UωT zugeordnet werden. Die
Summe aller Fahrplanbäume26 der untergeordneten steuerbaren Verbrau-
cher Dω ⊆ Aω ergibt den gesamten Fahrplanbaum SωT der avo ω mit Sωtnow
als Wurzel. Demzufolge ergibt sich für die Residuallast von ω ebenfalls ein
Baum RωT mit R
ω
tnow
als Wurzel, der aus der Summe von UωT und S
ω
T entsteht.
Wichtig bei der Berechnung eines Fahrplanbaumes ist, dass jede Transi-
tion von einem Knoten des Baumes zu einem nachfolgenden Knoten des
Baumes mit dem Steuerungsmodell des Agenten vereinbar ist, d. h. jeder
Pfad von der Wurzel bis zu einem Blatt des Knotens muss mit dem Steue-
rungsmodell konform sein. An dem Beispiel eines programmgetriebenen
Verbrauchers veranschaulicht bedeutet dies, dass ein in einem Knoten n
angeschalteter programmgetriebener Verbraucher für alle Nachfolgeknoten
im Fahrplanbaum für die restliche Dauer des Programms angeschaltet sein
muss; allerdings bedeutet das nicht zwangsweise, dass der programmge-
triebene Verbraucher auch in anderen Knoten in einem anderem Teil des
Baumes, die nicht von diesem Knoten n aus erreichbar sind, angeschaltet
sein muss. Anstatt eines einfachen Fahrplans in Form eines Pfades wie
in Abschnitt 5.1 muss die Funktion Ma(SaT ) demzufolge den ganzen Fahr-
planbaum SaT auf die Einhaltung aller Constraints des Steuerungsmodells
überprüfen. Zusätzlich muss Ma(SaT ) darüber hinaus erneut dafür Sorge
tragen, dass auch nachfolgende Zeitschritte nach den Blättern des Baumes
gültige Zustände in den Steuerungsmodellen ermöglichen.
Das für eine avo ω zu lösende Optimierungsproblem unter Berücksichti-
gung von Unsicherheiten lautet wie folgt:
minimiere
∑
n∈RωT \{Rωtnow }
∆Rωn · pn +∆RωT ,max (5.2)
unter ∀a ∈ Dω :Ma(SaT )
Im Gegensatz zu dem Optimierungsproblem ohne Unsicherheiten (sie-
he Gleichung (5.1)) wird die Glättung der Residuallast über den gan-
zen Residuallastbaum RωT durchgeführt. Konkret bedeutet dies, dass mit
∆Rωn = |R
ω
n − R
ω
fn
| die absolute Differenz der Residuallast zwischen dem
Knoten n ∈ RωT \ {Rωtnow} und seinem Vorgängerknoten fn aus dem Baum RωT
26 Die Summe bzw. Differenz zweier Bäume identischer Struktur, in der jeder Knoten des einen
Baumes eindeutig einem Knoten des anderen Baumes zugeordnet werden kann, entspricht der
Summe bzw. Differenz der einzelnen Knoten.
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minimiert wird. ∆Rωn wird mit der Wahrscheinlichkeit pn, dass der Knoten
n von der Wurzel Rωtnow aus erreicht wird, multipliziert. Dadurch wird die
erwartete absolute Differenz der Residuallast minimiert und wahrscheinli-
chere Szenarien haben folglich größere Bedeutung bei der Optimierung als
unwahrscheinliche Szenarien. Analog zu Gleichung (5.1) fließt zudem die
erwartete maximale Differenz der Residuallast von einem zum nächsten Zeit-
schritt ∆RωT ,max = max{∆R
ω
n · pn | n ∈ RωT \ {Rωtnow}} in das Optimierungspro-
blem ein. Auch bei ∆RωT ,max wird dementsprechend die Wahrscheinlichkeit
der Knoten berücksichtigt.
5.3. verwandte arbeiten
Wie bereits in Abschnitt 3.4 diskutiert, gibt es in der Literatur diverse
Ansätze, um Verbraucher aktiv in den Betrieb elektrischer Energieversor-
gungssysteme miteinzubeziehen, darunter auch reaktive Ansätze, in denen
Verbraucher beispielsweise auf die Frequenz (siehe z. B. [46, 102]) oder auf
Preissignale (siehe z. B. [51, 117, 89, 42]) reagieren.
Die in der Forschergemeinde untersuchten Ansätze zu einer Steuerung
von Verbrauchern via Fahrplänen sind oft beschränkt auf die Betrachtung
bestimmter Typen, wie beispielsweise die Untersuchung von verschiedenen
Ladestrategien von Elektrofahrzeugen (siehe z. B. [116]) oder die Steuerung
von einer Gruppe von Klimaanlagen (siehe z. B. [92]), oder auf die Opti-
mierung des Verbrauchs von Geräten in einem Haushalt (siehe z. B. [20]).
Eine Selbst-Organisation hinsichtlich adaptiver Verbraucherorganisationen
findet in derartigen Ansätzen in der Regel nicht statt, genauso wenig wie
eine Betrachtung von Unsicherheiten in Form von möglichen Szenarien der
Zukunft.
Ogston et al. stellen in [82] mittels einem einfachen Steuerungsmecha-
nismus dar, dass das Bilden von Clustern von Kühlschränken und die
koordinierte Steuerung darin bessere Ergebnisse liefert, als der unkoordi-
nierte Energieverbrauch dieser. Dabei wird insbesondere untersucht, wie
sich die Zusammensetzung der Cluster auf die Lösungsqualität auswirkt
und wie viele Cluster für das betrachtete Problem zu den besten Lösungen
führen; zu viele Cluster bieten zu wenig Flexibilität, wohingegen zu wenige
Cluster jeweils einen zu hohen Koordinationsaufwand besitzen. Über den
relativ einfachen Steuerungsmechanismus hinaus geht das Papier allerdings
nicht; auch keine Aussagen zu Algorithmen, die die Cluster ausbilden sollen,
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werden getroffen. Zudem findet keine Betrachtung von Unsicherheiten statt.
Ein Ansatz zur Steuerung von Verbrauchern in selbst-organisierenden
Virtuellen Geräten hat Lünsdorf in seiner Dissertation vorgestellt (siehe
Abschnitt 3.4). Dieser Ansatz ist jedoch zugeschnitten auf die Gruppierung
gleichartiger Geräte in einem Verbund und berücksichtigt keine Unsicherhei-
ten in der Einsatzplanung; insbesondere erstellt er keine robusten Fahrpläne
für verschiedene Entwicklungen der Zukunft.
Ansätze zu Virtuellen Kraftwerken werden in Kapitel 6 vorgestellt; An-
sätze zu einem koordiniertem Supply Demand Management, die sowohl
Erzeuger als auch Verbraucher beinhalten, werden in Kapitel 7 diskutiert
(siehe z. B. [118, 61, 47, 67]).
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iii.
Selbst-organisiertes, trust-bewusstes
Supply Demand Management
In diesem Teil der Arbeit werden Autonome Ver-
braucherorganisationen in den bestehenden Ansatz
der Autonomen Virtuelle Kraftwerke integriert.
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autonome virtuelle kraftwerke
6ZUSAMMENFASSUNG Dieses Kapitel stellt das Konzept der Auto-nomen Virtuellen Kraftwerke vor, die eine autonome, skalierbareEinsatzplanung für steuerbare Kraftwerke unter Unsicherheiten er-möglichen.
Autonome Virtuelle Kraftwerke [108] sind auf Kraftwerksseite das Pen-
dant zu Autonomen Verbraucherorganisationen. Ziel dieses Kapitels ist
es, Autonome Virtuelle Kraftwerke in dem Detailgrad vorzustellen, wie es
für das Verständnis der weiteren Arbeit notwendig ist. Für detailliertere
Informationen, die den gesamten Ansatz und die einzelnen Teilaspekte
näher beleuchten, sei der interessierte Leser auf [108, 14, 5] verwiesen.
6.1. grundprinzip von autonomen virtuellen
kraftwerken
Autonome Virtuelle Kraftwerke (avkw) [108] sind ein Ansatz, um mit den Her-
ausforderungen der Skalierbarkeit und Unsicherheiten (siehe Abschnitt 2.5)
in zukünftigen Smart Grids umzugehen. Autonome Virtuelle Kraftwerke
sind selbst-organisiert ausgebildete disjunkte Gruppen von Kraftwerken,
in denen jeweils lokal durch eine autonome, periodische Einsatzplanung
für die beinhalteten steuerbaren Kraftwerke ein Teil der im System anlie-
genden Residuallast gedeckt wird. Die NP-schwere Einsatzplanung für die
große Anzahl an steuerbaren Kraftwerken – insbesondere unter Berücksich-
tigung von potentiell steuerbaren Kraftwerken wie Biomasse-Anlagen, die
heutzutage zumeist nach eigenen Interessen in das elektrische Energiever-
sorgungssystem einspeisen und nicht von außen gesteuert werden – wird
somit durch eine selbst-organisierte Problemdekomposition skalierbar.
Die Ausbildung von Autonomen Virtuellen Kraftwerken ist ebenfalls
eine Instanz eines Partitionierungsproblems (pp) [12] und kann somit mit
den Algorithmen psopp [12] (siehe Abschnitt 4.3) und spada [5] (siehe
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Abschnitt 4.4) gelöst werden. Das Ziel bei der Ausbildung von Autonomen
Virtuellen Kraftwerken ist eine homogene Partitionierung [12]. Dabei werden
Kriterien wie die Steuerbarkeit von steuerbaren Kraftwerken sowie die
Vertrauenswürdigkeit – also die Prognosefehler – berücksichtigt [14], damit
alle avkw in etwa gleich viel Steuerungspotential besitzen und mit etwa
gleich großen Unsicherheiten konfrontiert sind. Dadurch ist jedes avkw
ähnlich gut gerüstet, um die lokal anliegende Last zu befriedigen, wodurch
sich insgesamt ein robusteres System ergibt, das das Systemziel – das
Gleichgewicht zwischen Erzeugung und Nachfrage – besser erfüllen kann.
Die in dem System vorliegenden Unsicherheiten in Form der Prognose-
fehler dargebotsabhängiger Erzeuger und der Verbraucher werden zum
einen bei der Ausbildung Autonomer Virtueller Kraftwerke betrachtet, in-
dem die Systemteilnehmer anhand ihrer Prognosefehler auf die Autonomen
Virtuellen Kraftwerke verteilt werden (siehe vorheriger Absatz). Zum ande-
ren führen avkw eine robuste Einsatzplanung auf Basis von Trust-basierten
Szenarien (tbs) [16] durch, wodurch die Quantifizierung und Antizipation
von Unsicherheiten in der zu deckenden Residuallast ermöglicht wird [7].
Im Gegensatz zu der Einsatzplanung in Autonomen Verbraucherorga-
nisationen ist das zugrundeliegende Problem in der robusten Einsatzpla-
nung der Autonomen Virtuellen Kraftwerke [7, 6, 62] ein über mehrere
Zeitschritte hinweg zu lösendes Ressourcenallokationsproblem [115]. In einem
Ressourcenallokationsproblem ist das Ziel, dass bereitgestellte und nach-
gefragte Ressourcen zu möglichst geringen Kosten exakt übereinstimmen.
Bezogen auf die Einsatzplanung in avkw bedeutet das, dass die Residuallast
der nachgefragten Ressource entspricht und durch die geeignete Allokati-
on von Leistung der steuerbaren Kraftwerke gedeckt werden muss. Dabei
gilt es selbstverständlich zu beachten, dass Kraftwerke nur im Rahmen
ihres Steuerungsmodells steuerbar sind und z. B. aufgrund ihrer Ände-
rungsgeschwindigkeit nur begrenzt ihre Leistung ändern können (siehe
Abschnitt 2.1), was auch einen rein reaktiven Betrieb nicht möglich macht.
Um auf mögliche Abweichungen der Residuallast zu reagieren und diese
zu kompensieren, ist es den physikalischen Kraftwerken möglich, reaktive
Anpassungen vorzunehmen und ggf. von ihrem Fahrplan abzuweichen
bzw. in ein anderes Szenario zu wechseln [10]. Durch die zusätzliche Be-
rücksichtigung von vorzuhaltenden Reserven während der Einsatzplanung
in Autonomen Virtuellen Kraftwerken wird diese Möglichkeit weiter ver-
stärkt [62].
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Jedes avkw hat die Aufgabe, einen Teil der im System anliegenden Resi-
duallast zu befriedigen. Damit dieser Teil auch tatsächlich von einem avkw
gedeckt werden kann, muss die Zuweisung des Anteils derart erfolgen, dass
Faktoren wie beispielsweise die in einem avkw maximal verfügbare Leistung
beachtet werden. Das bedeutet, dass an einer übergeordneten Stelle, dem
sogenannten Wurzel-avkw, die gesamte im System vorhandene Residuallast
auf die im System befindlichen avkw geeignet verteilt werden muss – es
muss also im Wurzel-avkw eine Einsatzplanung für die avkw durchgeführt
werden. Die einzelnen avkw agieren somit jeweils als ein virtuelles, großes
steuerbares Kraftwerk und bekommen ihre zu deckende Residuallast in
Form eines Fahrplanes zugewiesen, auf Basis der sie dann ihrerseits in einer
Einsatzplanung Fahrpläne für ihre untergeordneten steuerbaren Kraftwerke
erstellen. Damit das Wurzel-avkw bei der Einsatzplanung für die avkw
nicht die Steuerungsmodelle aller im System teilnehmenden steuerbaren
Kraftwerke verwenden muss – was die Aufteilung der Kraftwerke in avkw
ad absurdum führen würde – ist es notwendig, dass avkw dem übergeord-
netem Wurzel-avkw ein abstraktes Steuerungsmodell zur Verfügung stellen,
das die aggregierten Eigenschaften der untergeordneten steuerbaren Kraft-
werke abstrahiert. Dazu gehören beispielsweise die aggregierte Minimal-
und Maximalleistung, aber auch andere komplexere Abhängigkeiten. Die
hierfür verwendeten Techniken zur Modellabstraktion haben Schiendorfer
et al. in [94] vorgestellt.
Sind alle avkw in einer flachen Hierarchie dem Wurzel-avkw untergeord-
net, ist die Komplexität der Einsatzplanung durch die Problemdekompositi-
on zwar reduziert, skaliert jedoch nicht beliebig: Eine größere Anzahl an
Systemteilnehmern würde (1) die Größe der avkw erhöhen und somit dort
die jeweilige Einsatzplanung immer komplexer werden lassen (2) und/oder
die Anzahl der avkw, für die das Wurzel-avkw Fahrpläne zu berechnen
hat, größer werden lassen und somit die Komplexität im Wurzel-avkw er-
höhen. Statt einer flachen Hierarchie bilden Autonome Virtuelle Kraftwerke
deshalb eine hierarchische Systemstruktur mit beliebiger Tiefe, mit dem
Wurzel-avkw an der Spitze. Jedes avkw enthält somit potentiell weitere
avkw, für die es Fahrpläne zu berechnen hat. Ein Beispiel einer solchen
Hierarchie zeigt Abbildung 6.1.
Die selbst-organisierte Bildung der Hierarchie [109, 107, 5] ist getrieben
von der Dauer der Berechnung der Fahrpläne für die untergeordneten
Kraftwerke eines avkw. Benötigt ein avkw beispielsweise länger für die
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Abbildung 6.1.: Exemplarische hierarchische Systemstruktur Autonomer Virtueller Kraft-
werke (Quelle: [14]). Kraftwerke bilden selbst-organisiert eine Hierarchie von Autono-
men Virtuellen Kraftwerken, in der Autonome Virtuelle Kraftwerke sowohl physikalische
Kraftwerke (Blätter) als auch weitere Autonome Virtuelle Kraftwerke (innere Knoten)
beinhalten können. Da jedes Autonome Virtuelle Kraftwerk nur für die direkt unterge-
ordneten Kraftwerke Fahrpläne erstellen muss, wird die Komplexität der Einsatzplanung
verringert. Das Autonome Virtuelle Kraftwerk an der Wurzel des Baumes ist das sog.
Wurzel-AVKW.
Einsatzplanung als einen zuvor festgelegten Schwellwert, wird das Parti-
tionierungsproblem lokal für die untergeordneten Kraftwerke gelöst und
unter diesem avkw eine weitere Hierarchieebene eingeführt (siehe Abbil-
dung 6.2 für eine Illustration). Die dadurch entstehenden Partitionen – avkw
– werden dem bisherigem avkw untergeordnet; die Anzahl untergeordneter
Kraftwerke dieses avkw reduziert sich folglich, womit auch die Komplexität
der Einsatzplanung reduziert wird und schnellere Berechnungszeiten in der
Einsatzplanung erzielt werden können. Umgekehrt können sich auch avkw
auflösen, wenn die Dauer der Einsatzplanung unter einen zuvor festgeleg-
ten Schwellwert fällt.27 Die untergeordneten Kraftwerke eines aufgelösten
avkw werden dann dem Vater-avkw des aufgelösten avkw zugeordnet.
Dieser Schritt des Auflösens von avkw ist notwendig, um einerseits die
Flexibilität innerhalb der avkw ausreichend hoch zu halten und anderer-
seits um Hierarchien mit unnötiger Tiefe zu vermeiden – denn jede weitere
Hierarchieebene führt durch die notwendige Modellabstraktion potentiell
Ungenauigkeiten in der Einsatzplanung ein, die das Erreichen des Sys-
temziels erschweren [96]. Gleichzeitig ist allerdings auch immer noch eine
Reorganisation unter einem avkw innerhalb einer Hierarchieebene möglich,
27 Das Wurzel-AVKW ist fester Bestandteil des Systems und kann sich nicht auflösen.
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...
(a) Vorher
...
(b) Nachher
Abbildung 6.2.: Einführung einer neuen Hierarchieebene unter einem Autonomen
Virtuellen Kraftwerk (nach [14]). Nachdem das graue AVKW eine Verletzung des
Constraints festgestellt hat, welches fordert, dass die Dauer der Einsatzplanung unter
einen maximalen Schwellwert zu sein hat, wird für die untergeordneten Kraftwerke,
markiert durch die orangefarbene Box , ein Partitionierungsproblem gelöst. In diesem
Beispiel werden zwei neue AVKW – dargestellt durch – unterhalb des grauen AVKW
erstellt.
wenn innerhalb dieser keine homogene Partitionierung mehr existiert. Die
Reorganisation findet dann nur für den betroffenen Teil des Systems statt.
Ein Beispiel einer Reorganisation innerhalb einer Hierarchieebene ist in
Abbildung 6.3 dargestellt. Die Überwachung dieser Constraints und das
entsprechende Reorganisieren des Systems übernimmt eine hierarchische
Regelschleife [109], die auf jedem avkw ausgeführt wird. Das Überwachen
der Constraints und das Reorganisieren der Systemstruktur mit dem Ziel,
dass die Constraints nach der Reorganisation wieder erfüllt sind, entspricht
dabei den Gedanken des Restore Invariant Approach (ria) [76] (siehe auch
Kapitel 4).
Der Ablauf der robusten Einsatzplanung in hierarchischen Autonomen
Virtuellen Kraftwerken [7] wird in Kapitel 7 dargestellt.
6.2. verwandte arbeiten
Virtuelle Kraftwerke als Darstellung für eine Gruppe von Kraftwerken –
und teilweise Verbrauchern – sind ein verbreiteter Ansatz in der Forschung
zur Lösung der Probleme in zukünftigen elektrischen Energieversorgungs-
systemen und werden teilweise bereits in der Praxis eingesetzt, wie etwa
bei den Stadtwerken München [105] oder bei Next Kraftwerke [79].
In vielen dieser Ansätze sind Virtuelle Kraftwerke ein statischer Zusam-
menschluss von dezentralen Energieerzeugern, die von einer zentralen Stelle
aus koordiniert werden [68], manchmal auch limitiert auf bestimmte Typen
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...
(a) Vorher
...
(b) Nachher
Abbildung 6.3.: Reorganisation innerhalb einer Hierarchieebene unter einem Autono-
men Virtuellen Kraftwerk (nach [14]). Nachdem das graue AVKW eine Verletzung
des Constraints festgestellt hat, welches die homogene Partitionierung überwacht, wird
für den betroffenen Teil der Hierarchie, d. h. die untergeordneten Kraftwerke und die
Neffen von , markiert durch die orangefarbene Box , ein Partitionierungsproblem
gelöst. In diesem Beispiel werden die zu partitionierenden Kraftwerke in zwei neue
AVKW partitioniert, die die drei alten AVKW ersetzen.
von Kraftwerken [98]. Oft ist ihr Zweck, den Teilnehmern die Teilnahme an
Märkten zu ermöglichen (siehe z. B. [21]) oder diese in bereits existierende
Steuerungsmechanismen einzubinden. Ein Ansatz, der beide Sichtweisen
kombiniert, wird in [22] vorgestellt. Dort findet eine Aufteilung in Technical
Virtual Power Plants und Commercial Virtual Power Plants statt. Dabei werden
erstgenannte zur Erbringung von Systemdienstleistungen im Verteilnetz
eingesetzt, wohingegen letztere ein Konzept zur Teilnahme der enthaltenen
dezentralen Energieerzeuger an einem Energiemarkt darstellen.
Ein Ansatz mit dynamischen Virtuellen Kraftwerken wird von Tröschel in
seiner Dissertation vorgeschlagen [111]. Dort betrachtet er eine dynamische
Holarchie von Virtuellen Kraftwerken, die dezentrale Energiewandlungsan-
lagen gruppieren. In jedem dieser Virtuellen Kraftwerke wird eine reaktive
Einsatzplanung durchgeführt, die das Ziel hat, durch reaktive Anpassungen
an existierenden Fahrplänen auftretende Prognoseabweichungen zu kom-
pensieren. Eine Reorganisation der Virtuellen Kraftwerke wird durchgeführt,
wenn diese nicht mehr dazu in der Lage sind, die reaktiven Anpassungen
möglichst lokal vorzunehmen. Im Gegensatz zu Autonomen Virtuellen
Kraftwerken ist der Zweck der von Tröschel vorgeschlagenen Virtuellen
Kraftwerke lediglich eine reaktive Einsatzplanung; eine proaktive Einsatz-
planung wird darin nicht ausgeführt.
Der Ansatz der Autonomen Virtuellen Kraftwerke, mit der selbst-organi-
sierten Problemdekomposition mittels einer Hierarchie, die sich zur Laufzeit
an veränderte Bedingungen anpassen kann und in der autonom eine robuste
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Einsatzplanung unter Berücksichtigung von Unsicherheiten durchgeführt
wird, ist in dieser Art und Weise und mit den verwendeten Techniken
einzigartig in der Forscherlandschaft.
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7ZUSAMMENFASSUNG Fokus dieses Kapitels ist das Zusammenführender zwei Konzepte der Autonomen Verbraucherorganisationen undder Autonomen Virtuellen Kraftwerke in ein gemeinsames System
für ein Supply Demand Management unter Unsicherheiten. Dazu
wird vorgestellt, wie Autonome Verbraucherorganisationen in die
Hierarchie von Autonomen Virtuellen Kraftwerken integriert werden
können und in den Steuerungsprozess eingebunden werden. Des
Weiteren präsentiert dieses Kapitel, wie sich dies auf die Selbst-
Organisations-Prozesse auswirkt.
Um ein Verständnis dafür zu bekommen, wie Autonome Verbraucheror-
ganisationen in die Hierarchie Autonomer Virtueller Kraftwerke integriert
werden können, wird in Abschnitt 7.1 zunächst die robuste Einsatzpla-
nung in einer Hierarchie von Autonomen Virtuellen Kraftwerken [7, 62]
dargestellt. Darauf aufbauend wird in Abschnitt 7.2 ein Ansatz zur Inte-
gration von Autonomen Verbraucherorganisationen in die Hierarchie von
Autonomen Virtuellen Kraftwerken präsentiert. Dazu wird diskutiert, wie
der Steuerungsprozess in einem solchen System abläuft und welche Aus-
wirkungen die Integration von Autonomen Verbraucherorganisationen in
Autonome Virtuelle Kraftwerke auf die Selbst-Organisations-Prozesse hat.
7.1. robuste einsatzplanung in autonomen virtuellen
kraftwerken
Dieser Abschnitt stellt die robuste Einsatzplanung in Autonomen Virtuellen
Kraftwerken vor und ist eine Zusammenfassung aus [7, 62]; eine detail-
lierte Beschreibung der robusten Einsatzplanung in Autonomen Virtuellen
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Kraftwerken befindet sich in der Dissertation von Anders [5].
Die robuste Einsatzplanung in der hierarchischen Struktur Autonomer
Virtueller Kraftwerke läuft top-down ab, d. h. ausgehend von dem Wurzel-
avkw werden Fahrpläne (bzw. Fahrplanbäume auf Basis von tbst – im
Folgenden wird der Begriff Fahrplan synonym zu einem Fahrplanbaum ver-
wendet) für die untergeordneten steuerbaren Kraftwerke und avkw erstellt.
Jedes avkw wiederum erstellt Fahrpläne für seine untergeordneten steuerba-
ren Kraftwerke und avkw auf Basis des für ihn erstellten Fahrplans, also die
von ihm zu deckende Residuallast. Unten in der Hierarchie angekommen
sind demnach alle steuerbaren Kraftwerke mit einem Fahrplan versorgt.
Damit die Einsatzplanung im Wurzel-avkw gestartet werden kann, be-
nötigt es eine Prognose der lokalen Residuallast. Die lokale Residuallast
des Wurzel-avkw setzt sich zusammen aus der im System anliegenden Last
und der antizipierten Residuallast direkt untergeordneter avkw minus der
Leistung der direkt untergeordneten dargebotsabhängigen Erzeuger. Da im
bisherigen Verfahren zur robusten Einsatzplanung in Autonomen Virtuellen
Kraftwerken davon ausgegangen wird, dass die Last lediglich im Wurzel-
avkw anliegt, ist die lokale Residuallast in einem gewöhnlichem avkw
rekursiv definiert als die antizipierte Residuallast direkt untergeordneter
avkw minus der Leistung der direkt untergeordneten dargebotsabhängigen
Erzeuger. Die antizipierte Residuallast seitens eines avkw wird mit Hilfe
von Trust-basierte Szenarien (tbs) [16] bestimmt. Auf Basis der vorangegan-
gen Vorhersagen der lokalen Residuallast wird ein tbst erstellt, der die
erwarteten Abweichungen der lokalen Residuallast enthält. Die Verrech-
nung dieses tbst mit der aktuellen Vorhersage der lokalen Residuallast
ergibt einen tbst über die erwartete lokale Residuallast, wodurch man,
durch Wahl des antizipierten Szenarios aus diesem Baum, die antizipierte
lokale Residuallast erhält, die dem übergeordnetem avkw mitgeteilt wird.
Dadurch, dass die antizipierte statt der vorhergesagten lokalen Residuallast
nach oben gereicht wird, nimmt das avkw auch die Verantwortung auf sich,
auftretende Abweichungen von der antizipierten lokalen Residuallast lokal
zu kompensieren.
Wird einem avkw ein Fahrplan von einem übergeordnetem avkw zu-
gewiesen, muss es diesen Fahrplan durch eine eigene Einsatzplanung auf
seine untergeordneten Kraftwerke weiter verteilen. Dazu verrechnet es das
antizipierte Szenario seines zugewiesenen Fahrplans mit dem tbst, der die
Abweichungen der lokalen Residuallast enthält. Der daraus entstandene
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tbst mit der zu verteilenden Residuallast wird anschließend in der Einsatz-
planung verwendet, um Fahrpläne für die darunter liegenden steuerbaren
Kraftwerke zu berechnen.
7.2. integration von autonomen
verbraucherorganisationen in autonome virtuelle
kraftwerke
In diesem Abschnitt wird nun beschrieben, wie die Integration von Autono-
men Verbraucherorganisationen in das System der Autonomen Virtuellen
Kraftwerke erfolgt, um ein koordiniertes autonomes Supply Demand Mana-
gement unter Unsicherheiten zu ermöglichen.
Wie in Abschnitt 7.1 ersichtlich wurde, wird die Einsatzplanung in Au-
tonomen Virtuellen Kraftwerken im Wurzel-avkw initiiert. Dort wird zum
einen die Vorhersage der insgesamt im System anliegenden Last abgefragt
und zum anderen die in der Hierarchie bottom-up aufgesammelte Vorher-
sagen der dargebotsabhängigen Erzeuger verwendet. Auf der anderen Seite
arbeiten Autonome Verbraucherorganisationen auf Basis einer Vorhersage
der dargebotsabhängigen Leistung, die den Autonomen Verbraucherorgani-
sationen zugewiesen wird.
Ein natürlicher Ansatz wäre nun, die im Wurzel-avkw vorliegende ag-
gregierte Vorhersage der dargebotsabhängigen Leistung an die Menge der
Autonomen Verbraucherorganisationen zu reichen. Ein einfacher Mecha-
nismus, der die gesamte dargebotsabhängige Leistung proportional zu der
durchschnittlichen Nachfrage der Autonomen Verbraucherorganisationen
zuweist, könnte nun dafür sorgen, dass jede Autonome Verbraucherorgani-
sation auf Basis der zugewiesenen dargebotsabhängigen Leistung, wie in
Kapitel 5 beschrieben, eine robuste Einsatzplanung durchführt. Ist die Ein-
satzplanung in den Autonomen Verbraucherorganisationen abgeschlossen,
wird die antizipierte Nachfrage – d. h. die antizipierte nicht-steuerbare Nach-
frage sowie das antizipierte Szenario der Fahrplanbäume – jeder Autonomen
Verbraucherorganisation zu einer gesamten Lastvorhersage aggregiert und
dem Wurzel-avkw mitgeteilt. Das Wurzel-avkw kann daraufhin auf Basis
dieser aggregierten Lastvorhersage wie gehabt die robuste Einsatzplanung
für die Kraftwerke anstoßen.
Die Vorteile dieses Ansatzes liegen primär in der einfachen Umsetzung.
So müssen die getrennten Systeme der Autonomen Virtuellen Kraftwerke
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und der Autonomen Verbraucherorganisationen lediglich über eine einfache
Schnittstelle gekoppelt werden, die den Autonomen Verbraucherorganisati-
onen die Vorhersage der dargebotsabhängigen Erzeuger übermittelt und die
den Autonomen Virtuellen Kraftwerken die Vorhersage der nachgefragten
Leistung übergibt. Sowohl die Einsatzplanung in den Autonomen Virtuellen
Kraftwerken als auch die Einsatzplanung in den Autonomen Verbraucher-
organisationen können unverändert ablaufen. Auch die selbst-organisierte
Strukturausbildung muss in beiden Systemen nicht angepasst werden.
Ein anderer Ansatz, der diese Nachteile nicht hat, ist die Integration
von Autonomen Verbraucherorganisationen direkt in die Hierarchie von
Autonomen Virtuellen Kraftwerken. Autonome Verbraucherorganisation-
en werden in diesem Ansatz Autonomen Virtuellen Kraftwerken direkt
untergeordnet, so dass die Autonomen Virtuellen Kraftwerke neben einer
lokalen dargebotsabhängigen Erzeugung auch eine lokale Nachfrage haben.
Unsicherheiten, die beispielsweise durch nicht-steuerbare Verbraucher in
einer im avkw enthaltenen avo entstehen, können somit wenn möglich lokal
innerhalb dieses avkw kompensiert werden, ohne andere Teile des Systems
zu beeinträchtigen, wie es im Fall des zuvor vorgestellten Ansatzes wäre, wo
auftretende Abweichungen der nachgefragten Leistung vom Wurzel-avkw
ausgehend in dem System der Autonomen Virtuellen Kraftwerke behoben
werden müsste, womit die avkw womöglich gar nicht gerechnet haben.
Zudem bildet die Integration von Autonomen Verbraucherorganisationen
in Autonome Virtuelle Kraftwerke die Realität hinsichtlich der physikali-
schen Infrastruktur des elektrischen Energieversorgungssystems besser ab,
auch wenn dies in dieser Arbeit nicht relevant ist, sondern erst in zukünf-
tigen Arbeiten angegangen wird. Die Anzahl untergeordneter Autonomer
Verbraucherorganisationen eines Autonomen Virtuellen Kraftwerks kann
beliebig groß sein. Genauso kann es Autonome Virtuelle Kraftwerke geben,
die keine untergeordneten Autonomen Verbraucherorganisationen haben.
Abbildung 7.1 zeigt eine beispielhafte Illustration eines solchen Systems.
Der Nachteil dieses Ansatzes ist die etwas komplexere Umsetzung gegen-
über dem zuvor genannten Ansatz. So muss der Ablauf der Einsatzplanung
in Autonomen Virtuellen Kraftwerken leicht modifiziert werden. Die selbst-
organisierte Strukturausbildung muss derart angepasst werden, dass eine
Struktur aus Autonomen Virtuellen Kraftwerken und Autonomen Verbrau-
cherorganisationen geschaffen wird, die das Systemziel optimal unterstützt.
In Abschnitt 7.2.1 erfolgt nun eine kurze Vorstellung des Steuerungspro-
102
7.2. Integration von AVO in AVKW
Abbildung 7.1.: Exemplarisches System Autonomer Virtueller Kraftwerke mit integrierten
Autonomen Verbraucherorganisationen (in Anlehnung an [14]). Autonome Verbraucher-
organisationen (in violett) werden Autonomen Virtuellen Kraftwerken untergeordnet.
Dabei kann ein AVKW auch keine untergeordnete AVO haben, wie in diesem Beispiel
das AVKW ganz rechts.
zesses in einem solchen System, woraufhin in Abschnitt 7.2.2 der Ablauf
der Selbst-Organisation vorgestellt wird.
7.2.1. ablauf des kombinierten steuerungsprozesses im system
Wie zuvor wird im Wurzel-avkw für die Einsatzplanung steuerbarer Kraft-
werke eine Vorhersage der lokalen Residuallast benötigt. Im Gegensatz zu
dem in Abschnitt 7.1 geschilderten Vorgehen, ist die lokale Residuallast in
einem System aus avkw und avo in jedem avkw gleich definiert. Die lokale
Residuallast setzt sich zusammen aus der antizipierten Residuallast direkt
untergeordneter avkw, der antizipierten Nachfrage direkt untergeordneter
Autonomer Verbraucherorganisationen und der Leistung direkt untergeord-
neter dargebotsabhängiger Erzeuger. Das bedeutet, dass ein avkw für das
Hochreichen der antizipierten lokalen Residuallast an sein übergeordnetes
avkw eine antizipierte Nachfrage der direkt untergeordneten Autonomen
Verbraucherorganisationen benötigt, also eine Einsatzplanung für alle unter-
geordneten Autonomen Verbraucherorganisationen durchgeführt werden
muss, die die lokale Residuallast glättet. Die avkw geben demnach eine
geglättete, antizipierte lokale Residuallast an ihr übergeordnetes avkw. Die
Einsatzplanung Autonomer Verbraucherorganisationen läuft aus Sicht der
Hierarchie also Bottom-Up, wohingegen die Einsatzplanung für Autonome
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Virtuelle Kraftwerke im Anschluss Top-Down ausgeführt wird.
Damit eine Autonome Verbraucherorganisation seinem übergeordneten
avkw eine Vorhersage über die antizipierte Nachfrage geben kann, muss
sie auf Basis der Vorhersage der lokal im avkw untergeordneten dargebots-
abhängigen Erzeuger eine Glättung der Residuallast durchführen. Dazu
ist es notwendig, dass die dargebotsabhängige Leistung des Autonomen
Virtuellen Kraftwerks auf die untergeordneten Autonomen Verbraucherorga-
nisationen aufgeteilt wird. Diese wird proportional zu der durchschnittlich
nachgefragten Leistung der Autonomen Verbraucherorganisationen zuge-
wiesen.
7.2.2. ablauf der selbst-organisation im system
Werden Autonome Verbraucherorganisationen in Autonome Virtuelle Kraft-
werke wie beschrieben integriert, hat das auch Auswirkungen darauf, wie
die selbst-organisierte Ausbildung der Systemstruktur abläuft. So ist zum
einen zu klären, wie eine Reorganisation von Autonomen Verbraucheror-
ganisationen abzulaufen hat, wenn diese innerhalb einer Hierarchie von
Autonomen Virtuellen Kraftwerken stattfindet. Zum anderen ist zu klären,
wie die hierarchische Ausbildung Autonomer Virtueller Kraftwerke unter
Berücksichtigung der integrierten Autonomen Verbraucherorganisationen
abläuft.
Selbst-organisierte Reorganisation von Autonomen Verbraucherorganisationen in
einer Hierarchie von Autonomen Virtuellen Kraftwerken
Prinzipiell ändert sich bei der selbst-organisierten Reorganisation von Auto-
nomen Verbraucherorganisationen, wenn sie Teil der Hierarchie von Auto-
nomen Virtuellen Kraftwerken sind, nicht viel gegenüber dem Fall, wenn
sie für sich alleine betrachtet werden (siehe Kapitel 4). So ist lediglich das
Partitionierungsproblem nicht mehr für die gesamten im System befind-
lichen Verbraucher zu lösen, sondern für diejenigen Verbraucher, deren
Autonome Verbraucherorganisationen demselben Autonomen Virtuellen
Kraftwerk untergeordnet sind (siehe Abbildung 7.2 für ein Beispiel).
Die Kriterien zur Ausbildung von Autonomen Verbraucherorganisationen
bleiben unverändert, d. h. es soll nach wie vor eine homogene Partitionie-
rung gemäß der Flexibilität und des Trust-Werts der Verbraucher bestehen.
Die Überprüfung seitens der Autonomen Verbraucherorganisationen, ob
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...
(a) Vorher
...
...
(b) Nachher
Abbildung 7.2.: Reorganisation von Autonomen Verbraucherorganisationen in einem Au-
tonomen Virtuellen Kraftwerk. Kraftwerke (Blätter) und Autonome Virtuelle Kraftwerke
(innere Knoten) sind als Kreise, Verbraucher (Blätter) und Autonome Verbraucherorga-
nisationen (innere Knoten) als Quadrate dargestellt. Nachdem die graue AVO eine
Verletzung des Constraints festgestellt hat, das die Einhaltung der homogenen Partitio-
nierung überwacht, wird für den betroffenen Teil der Hierarchie, d. h. die Kinder und
Neffen von , markiert in Orange , ein Partitionierungsproblem gelöst. In diesem
Beispiel werden die zu partitionierenden Verbraucher in zwei neue AVO partitioniert,
die die zwei alten AVO ersetzen.
eine homogene Partitionierung aktuell vorliegt, ist auf die benachbarten
Autonomen Verbraucherorganisationen, die demselben Autonomen Virtuel-
len Kraftwerk untergeordnet sind, beschränkt. Wird von einer Autonomen
Verbraucherorganisation festgestellt, dass das Constraint, das überprüft,
ob eine homogene Partitionierung vorliegt, verletzt ist, stößt es eine Re-
organisation für die eigenen und die untergeordneten Verbrauchern der
benachbarten Autonomen Verbraucherorganisationen in demselben Autono-
men Virtuellen Kraftwerk an. Das zu lösende Partitionierungsproblem kann
dann wie gehabt von psopp oder spada gelöst werden (siehe Kapitel 4).
Für das übergeordnete Autonome Virtuelle Kraftwerk ändert sich nichts,
außer dass es im Anschluss an die Reorganisation darüber informiert wer-
den muss, welche neuen Autonomen Verbraucherorganisationen ihm fortan
untergeordnet sind und die alten ersetzen.
Für den Fall, dass nur eine einzige Autonome Verbraucherorganisation
einem Autonomen Virtuellen Kraftwerk untergeordnet ist, ist selbstverständ-
lich eine Reorganisation nicht möglich.
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Selbst-organisierte Ausbildung von hierarchischen Autonomen Virtuellen
Kraftwerken mit Autonomen Verbraucherorganisationen
Im Gegensatz zu der Reorganisation Autonomer Verbraucherorganisation-
en muss bei der Reorganisation Autonomer Virtueller Kraftwerke mehr
angepasst werden.
reorganisation innerhalb einer hierarchieebene Autonome Virtuelle
Kraftwerke haben weiterhin das Ziel, eine homogene Partitionierung zu
erreichen. Diese muss nun allerdings neben den die Kraftwerke betreffenden
Kriterien wie die Steuerbarkeit und der Prognosefehler der Kraftwerke auch
die Verbraucher mit einbeziehen. Bei einer Reorganisation wird daher das
Partitionierungsproblem für Kraftwerke und Verbraucher gemeinsam gelöst.
Daran beteiligt sind alle Autonomen Virtuellen Kraftwerke in der selben
Nachbarschaft, also alle Autonomen Virtuellen Kraftwerke, die demselben
Vater-avkw direkt untergeordnet sind. Zu partitionieren ist die Gesamtheit
der jeweils untergeordneten Kraftwerke und Verbraucher untergeordneter
Autonomer Verbraucherorganisationen aller beteiligten Autonomer Virtu-
eller Kraftwerke. Abbildung 7.3 zeigt diesen Zusammenhang an einem
Beispiel.
Wurde das Partitionierungsproblem wie oben beschrieben mit einem
Algorithmus wie psopp oder spada gelöst (siehe Kapitel 4), sind Autonome
Virtuelle Kraftwerke entstanden, welche nur eine Menge an Verbrauchern
enthalten, jedoch keine Autonomen Verbraucherorganisationen. Daher muss
innerhalb jedes Autonomen Virtuellen Kraftwerks im Anschluss noch das
Partitionierungsproblem für die Verbraucher gelöst werden, um eine Menge
an Autonomen Verbraucherorganisationen zu erhalten. Unter Umständen,
wenn die Menge an Verbrauchern verhältnismäßig gering ist, kann das auch
zu einer einzigen Autonomen Verbraucherorganisation führen, wenn die
Partitionierungsbedingungen das zulassen, also nmin = 1 und die Anzahl
an zu partitionierenden Verbrauchern kleiner ist als 2 · smin.
einführen einer neuen hierarchieebene Soll eine neue Hierarchieebene
unterhalb eines avkw eingeführt werden, weil dieses avkw den Schwellwert
überschreitet, der die maximale Dauer für die Einsatzplanung definiert,
muss wie im Fall der Reorganisation innerhalb einer Hierarchieebene das
Partitionierungsproblem für Kraftwerke und Verbraucher gemeinsam gelöst
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(a) Vorher
... ...
(b) Nachher
Abbildung 7.3.: Reorganisation innerhalb einer Hierarchieebene unter einem Auto-
nomen Virtuellen Kraftwerk. Kraftwerke (Blätter) und Autonome Virtuelle Kraftwerke
(innere Knoten) sind als Kreise, Verbraucher (Blätter) und Autonome Verbraucherorgani-
sationen (innere Knoten) als Quadrate dargestellt. Nachdem das graue AVKW eine
Verletzung des Constraints festgestellt hat, welches überprüft, ob eine homogene Partitio-
nierung vorliegt, wird für den betroffenen Teil der Hierarchie, also die untergeordneten
Kraftwerke und Verbraucher und die jeweiligen Neffen, markiert in Orange , ein
Partitionierungsproblem gelöst. In diesem Beispiel werden zwei neue AVKW – dargestellt
durch – erstellt. Im Anschluss muss in beiden neu erstellten Autonomen Virtuellen
Kraftwerken nachgelagert das Partitionierungsproblem für die zugeordneten Verbraucher
gelöst werden. Die dabei neu entstehenden Autonomen Verbraucherorganisationen
sind durch dargestellt.
werden. Konkret wird es für alle direkt untergeordneten Kraftwerke des
betroffenen avkw sowie für alle Verbraucher, die in den untergeordneten
Autonomen Verbraucherorganisationen enthalten sind, gelöst. Wurde un-
terhalb des avkw eine neue Hierarchiestufe mit neuen avkw erstellt, ist
innerhalb dieser im Anschluss noch das Partitionierungsproblem für die
jeweiligen Mengen an Verbrauchern zu lösen, um die jeweiligen untergeord-
neten Autonomen Verbraucherorganisationen zu erhalten. Abbildung 7.4
illustriert dies an einem kleinen Beispiel.
auflösen eines autonomen virtuellen kraftwerks Das Auflösen eines
Autonomen Virtuellen Kraftwerks bei Unterschreitung des Schwellwerts,
der die minimale Einsatzplanungsdauer definiert, läuft genauso ab, wie im
Fall ohne integrierte Autonome Verbraucherorganisationen (siehe Kapitel 6).
Das bedeutet, dass das avkw welches sich auflöst, seine untergeordneten
Kraftwerke – und zusätzlich seine untergeordneten Autonomen Verbrau-
cherorganisationen – seinem übergeordnetem avkw zuordnet.
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(a) Vorher
...
(b) Nachher
Abbildung 7.4.: Einführung einer neuen Hierarchieebene unter einem Autonomen
Virtuellen Kraftwerk. Kraftwerke (Blätter) und Autonome Virtuelle Kraftwerke (innere
Knoten) sind als Kreise, Verbraucher (Blätter) und Autonome Verbraucherorganisationen
(innere Knoten) als Quadrate dargestellt. Nachdem das graue AVKW eine Verletzung
des Constraints festgestellt hat, welches fordert, dass die Dauer der Einsatzplanung unter
einen maximalen Schwellwert zu sein hat, wird für die untergeordneten Kraftwerke
und die in den untergeordneten Autonomen Verbraucherorganisationen enthaltenen
Verbraucher, markiert in Orange , ein Partitionierungsproblem gelöst. In diesem
Beispiel werden zwei neue AVKW – dargestellt durch – erstellt, die im Anschluss
noch das Partitionierungsproblem für die ihnen zugeordneten Verbraucher zu lösen
haben. Die dabei neu entstandenen Autonomen Verbraucherorganisationen sind durch
dargestellt.
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7.3. verwandte arbeiten
In der Literatur gibt es einige Ansätze zu einem Supply Demand Mana-
gement in Smart Grids. Die Art und Weise, wie eine selbst-organisierte
Hierarchie von Erzeugern und Verbrauchern eine Einsatzplanung über meh-
rere Zeitschritte unter der Betrachtung von Unsicherheiten durchführen
ist in dieser Kombination und unter den verwendeten Techniken soweit
bekannt jedoch einzigartig.
Ansätze wie der PowerMatcher [61], DEZENT [118] oder Stigspace [67]
sind beispielsweise Verfahren, die mittels unterschiedlicher markt-basierter
Mechanismen ein Supply Demand Management durchführen. Neben der
fehlenden Fähigkeit, Fahrpläne für mehrere Zeitschritte zu erstellen [61,
118], fehlt diesen Ansätzen der Umgang mit Unsicherheiten.
Hinrichs präsentiert in seiner Dissertation [47] die Heuristik COHDA [48]
zur verteilten kombinatorischen Optimierung. Diese Heuristik läuft voll-
kommen dezentral ab und hat das Ziel, eine Einsatzplanung anhand eines
global bekannten Ziels durch eine verteilte Konsensbildung unter den Sys-
temteilnehmern durchzuführen. Dazu haben die Systemteilnehmer eine
Nachbarschaftsbeziehung untereinander, um sowohl Informationen über
ihre eigenen aktuell gewählten Konfigurationen als auch die Konfigura-
tionen der Nachbarn auszutauschen. Anhand des sich aufbauenden und
aktualisierenden Wissens passen die Systemteilnehmer iterativ ihre eigene
Konfiguration an, bis sich ein Konsens gebildet hat. Neben der vollkommen
anderen, dezentralen Herangehensweise unterscheidet sich COHDA von
dem hier betrachteten Ansatz vor allem dadurch, dass keinerlei Unsicher-
heiten betrachtet werden.
In [54] werden von Kamper und Schmeck Gerätepools von flexiblen Er-
zeugern und Verbrauchern betrachtet, die innerhalb eines Bilanzkreises
einen Ausgleich von kurzfristigen Schwankungen durchführen. Die auszu-
gleichenden Schwankungen können dabei sowohl intern als auch extern
sein. Sogenannte Elitäre Gruppen, deren Zusammensetzung sich dynamisch
ändern kann, übernehmen dabei den sofortigen Ausgleich kleinerer Schwan-
kungen, wohingegen der restliche Gerätepool für den Ausgleich größerer
und länger andauernder Schwankungen verantwortlich ist. Eine proaktive
Einsatzplanung auf Basis von Unsicherheiten findet in diesem Ansatz nicht
statt.
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iv.
Evaluation und Schluss
Im letzten Teil der Arbeit findet eine ausführli-
che Evaluierung des Ansatzes statt. Außerdem
wird die Arbeit durch eine Zusammenfassung der
erzielten Ergebnisse und der Identifizierung offe-
ner Forschungsfragen und zukünftiger Arbeiten
abgeschlossen.
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8ZUSAMMENFASSUNG In diesem Kapitel findet eine ausführlicheEvaluierung des in dieser Arbeit vorgestellten Ansatzes statt. Dazuwerden zunächst Autonome Verbraucherorganisationen in verschie-denen Evaluationsszenarien untersucht und gezeigt, dass die robuste
Einsatzplanung in Autonomen Verbraucherorganisationen trotz vor-
liegender Unsicherheiten die Residuallast erfolgreich glätten kann.
Anschließend erfolgt die Betrachtung eines Systems von Autonomen
Virtuellen Kraftwerken zusammen mit Autonomen Verbraucherorga-
nisationen.
In diesem Kapitel soll die robuste Steuerung von elektrischen Verbrau-
chern in Autonomen Verbraucherorganisationen und deren Integration in
eine Hierarchie von Autonomen Virtuellen Kraftwerken simulativ evalu-
iert werden. Dazu werden zunächst in Abschnitt 8.1 die Evaluationsziele
genannt; anschließend erfolgt eine Schilderung des generellen Evaluati-
onsaufbaus in Abschnitt 8.2 und eine Aufführung der gesammelten Daten
und ausgewerteten Metriken in Abschnitt 8.3. In Abschnitt 8.4 folgt eine
Evaluierung, die sich nur auf die robuste Einsatzplanung in Autonomen
Verbraucherorganisationen fokussiert. Dazu werden verschieden Evaluati-
onsszenarien aufgestellt und die darin erzielten Ergebnisse vorgestellt und
diskutiert. Im Anschluss wird in Abschnitt 8.5 ein System von Autonomen
Virtuellen Kraftwerken gekoppelt mit Autonomen Verbraucherorganisati-
onen betrachtet. Auch dort werden unterschiedliche Evaluationsszenarien
aufgestellt und im Anschluss die Evaluierungsergebnisse vorgestellt und
diskutiert. Abschnitt 8.6 schließt dieses Kapitel mit einem Fazit ab.
8.1. evaluationsziele
Ziel dieser Evaluation ist die Untersuchung folgender Fragestellungen:
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• Führt die Einsatzplanung im Allgemeinen zu besseren Ergebnissen
als im ungesteuerten Fall?
• Werden Unsicherheiten in der ungesteuerten Leistung durch den
Einsatz von tbs adäquat quantifiziert und antizipiert, so dass eine Ein-
satzplanung mittels tbs unter Unsicherheiten zu besseren Resultaten
führt, als sich nur auf die Vorhersagen zu verlassen?
• Bringen Fahrpläne für einen ganzen tbst Vorteile gegenüber einem
Fahrplan lediglich für das antizipierte Szenario?
• Können Autonome Verbraucherorganisationen, die gemäß einer homo-
genen Partitionierung gebildet sind, das Systemziel besser erreichen,
als Autonome Verbraucherorganisationen, die aus ähnlichen Verbrau-
chern bestehen?
• Wie ist der Zusammenhang zwischen der Lösungsqualität und der
Größe einer avo? Welche Rolle spielt dabei die Zusammensetzung
einer avo?
• Was sind die Auswirkungen verschiedener Planungshorizonte auf die
Ergebnisse und die Komplexität?
• Gibt es neben der veränderten Residuallast weitere positive oder nega-
tive Auswirkungen auf den Betrieb Autonomer Virtueller Kraftwerke,
wenn Autonome Verbraucherorganisationen in die Hierarchie von
Autonomen Virtuellen Kraftwerken integriert werden?
8.2. evaluationsaufbau
Die Evaluation wurde in dem Multiagentensystem temas [11] durchgeführt.
Die Simulation erfolgte runden-basiert, wobei jede Runde einem diskreten
Zeitschritt entsprach. Der zeitliche Unterschied ∆t zwischen zwei diskreten
Zeitschritten betrug 15Minuten; ebenso das Zeitraster ∆τ, für das Fahrplä-
ne erstellt werden. Fahrpläne wurden in jedem Zeitschritt neu berechnet.
Die Anzahl an Zeitschritten N, für die Fahrpläne erstellt wurden, wurde
in verschiedenen Evaluationsszenarien variiert und ihre Auswirkungen
untersucht; Details dazu folgen in den nachfolgenden Abschnitten.
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Für die Quantifizierung und Antizipation von Unsicherheiten wurden die
tbs aufgrund von vorhergehenden Versuchen wie folgt parametrisiert: tbs
wurden auf der Basis der 50 letzten Erfahrungen generiert; die Klassenbreite
des ersten relativen Zeitschritts betrug 0,5% der maximalen Prognoseabwei-
chung dieser Erfahrungen, die der letzten Klasse 10%.
Das Optimierungsproblem und die Steuerungsmodelle wurden für den
Optimierer cplex28 – einem Standard-Tool zur Lösung von Optimierungs-
problemen – formuliert und davon gelöst. Dabei wurde cplex eine maximale
Lösungszeit von 30 s vorgegeben und die bis dahin gefundene Lösung ver-
wendet. Fand cplex schon vor Ablauf dieser Zeit eine optimale Lösung,
wurde diese sofort zurückgegeben.
Je nach Evaluationsszenario wurden verschiedene Systemkonfigurationen
von Verbrauchern, Erzeugern, Autonomen Verbraucherorganisationen und
Autonomen Virtuellen Kraftwerken generiert und untersucht. Diese werden
im Detail in den zugehörigen Abschnitten, in denen sie relevant sind,
vorgestellt.
Für jedes Evaluationsszenario wurden 50 Simulationsläufe durchgeführt
und die Ergebnisse gemittelt. Jeder Simulationslauf führte dabei 192 diskrete
Zeitschritte aus, was einer simulierten Dauer von zwei Tagen entspricht.
Im Rahmen der Evaluierung fand keine Selbst-Organisation statt, d. h.
die jeweils vorliegende Systemstruktur hatte von Beginn bis Ende des
Simulationslaufes Bestand.
8.3. evaluationsmetriken und ausgewertete daten
An dieser Stelle sollen in Kürze die für die Evaluation notwendigen Daten
und Metriken erläutert werden.
Die wichtigsten Metriken betreffen die Glättung der Residuallast. Dazu
stellt ∆Rωµ die durchschnittlich pro Autonomer Verbraucherorganisation ω ∈
Ω pro Zeitschritt t aufgetretene absolute Differenz ∆Rωt = |R
ω
t − R
ω
t−1| der
Residuallast zum vorherigen Zeitschritt dar, gemittelt über alle Autonomen
Verbraucherorganisationen, Zeitschritte und Simulationsläufe.
Analog dazu stellt ∆Uωµ die durchschnittlich pro Autonomer Verbrau-
cherorganisation ω ∈ Ω pro Zeitschritt t aufgetretene absolute Differenz
28 IBM ILOG CPLEX Optimizer, Version 12.6: http://www-01.ibm.com/software/commerce/
optimization/cplex-optimizer/index.html (besucht am 10.03.2017)
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∆Uωt = |U
ω
t −U
ω
t−1| der ungesteuerten Leistung zum vorherigen Zeitschritt
dar, gemittelt über alle Autonomen Verbraucherorganisationen, Zeitschritte
und Simulationsläufe. Die Gegenüberstellung von ∆Uωµ und ∆Rωµ zeigt auf,
ob die aus einer Einsatzplanung resultierende gesteuerte Nachfrage die
durch die ungesteuerte Leistung gegebenen absoluten Differenzen reduzie-
ren kann. Ist dem so, gilt ∆Rωµ < ∆Uωµ . Dass dies gilt ist zwar erstrebenswert,
muss durch eine Einsatzplanung aber auch nicht zwingend gegeben sein,
wenn beispielsweise zahlreiche programmgetriebene Verbraucher oder Elek-
trofahrzeuge gleichzeitig eine hohe Nachfrage verursachen, die nicht besser
verteilt werden kann.
Durch ∆2Rωµ werden die mittleren Änderungen |∆Rωt −∆R
ω
t−1| von einem
Zeitschritt zum nächsten Zeitschritt t dargestellt, gemittelt über alle Zeit-
schritte und Simulationsläufe. Kleine ∆2Rωµ spiegeln somit gleichmäßige,
glatte Veränderungen der Residuallast wider, wohingegen größere ∆2Rωµ auf
wechselnde Veränderungen und somit eine unruhigere Residuallast hinwei-
sen. Jedoch ist die alleinige Interpretation von ∆2Rωµ ohne Betrachtung von
∆Rωµ unter Umständen irreführend: So verursacht eine konstant steigende
oder fallende Residuallast einen kleinen Wert ∆2Rωµ , wohingegen eine mehr
oder weniger glatte Residuallast, die lediglich minimal um einen Wert hin-
und herpendelt, einen größeren Wert ∆2Rωµ liefert. ∆2Rωµ sollte daher immer
im Zusammenhang mit ∆Rωµ betrachtet werden.
Rmin, Rmax und R↕ = Rmax − Rmin bezeichnen die im ganzen System in
einem Simulationslauf minimal aufgetretene Residuallast, die maximal auf-
getretene Residuallast und die Spreizung der Residuallast, jeweils gemittelt
über alle Simulationsläufe. Obwohl zum einen die Zielfunktion des Opti-
mierungsproblems nicht das Ziel hat, die Spreizung der Residuallast zu
minimieren bzw. die minimale oder maximale Residuallast zu beschränken
und somit unter Umständen zu einer größeren Spreizung führt – ein glattes,
hohes Plateau der Residuallast würde beispielsweise einem niedrigerem,
aber unruhigerem Verlauf der Residuallast bevorzugt – und zum anderen
je nach Verfügbarkeit der Verbraucher gar keine Möglichkeit besteht, die
Spreizung der Residuallast zu verändern – z. B. tagsüber laufende pro-
grammgetriebene Verbraucher –, werden diese Daten in der Evaluation
ausgewertet und diskutiert, um zu erfahren, ob bzw. wie sich die Flexibili-
sierung der Nachfrage unter verschiedenen Bedingungen auf R↕ auswirkt.
Rµ, Sµ und Uµ stellen die im ganzen System durchschnittlich pro Zeit-
schritt ermittelte Residuallast, gesteuerte Nachfrage bzw. ungesteuerte Leis-
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tung dar, jeweils gemittelt über alle Zeitschritte und Simulationsläufe.
Im Gegensatz dazu repräsentiert ∆P die absolute Abweichung der er-
zeugten Leistung von der tatsächlichen Residuallast im gesamten System,
gemittelt über alle Zeitschritte und Simulationsläufe.
Die durchschnittlich benötigte Dauer einer avo für die Berechnung der
Fahrpläne, gemittelt über alle ω ∈ Ω, alle Zeitschritte und alle Simulati-
onsläufe, wird mit Tω bezeichnet. Analog dazu bezeichnet Tλ die durch-
schnittlich benötigte Dauer eines avkw für die Berechnung von Fahrplänen,
ebenfalls gemittelt über alle Autonomen Virtuellen Kraftwerke, alle Zeit-
schritte und alle Simulationsläufe.
Die durchschnittliche Anzahl an Trust-basierten Szenarien, die in einem
Autonomen Virtuellen Kraftwerk für die Erstellung von Fahrplänen vorlag,
wird mit #TBSλ bezeichnet. Diese ist ebenfalls über alle avkw, Zeitschritte
und Simulationsläufe gemittelt.
8.4. demand side management: evaluationsszenarien und
-ergebnisse
In diesem Abschnitt liegt der Fokus zunächst auf der robusten Einsatzpla-
nung in Autonomen Verbraucherorganisationen, also dem reinen Demand
Side Management. Die Integration mit Autonomen Virtuellen Kraftwerken
wird im darauf folgenden Abschnitt untersucht (siehe Abschnitt 8.5).
Jede avo bekam in der Evaluation eine ungesteuerte Leistung Uω vor-
gegeben, die auf realen Lastdaten basierte29. Das beinhaltete somit auch
die Nachfrage untergeordneter nicht steuerbarer Verbraucher, die im Fol-
genden nicht mehr als Teil der Systemkonfiguration aufgefasst werden. Für
die Untersuchung der Auswirkungen von zeitabhängigen Unsicherheiten
wurden für die ungesteuerte Leistung Uω verschiedene Abfolgen von Pro-
gnosefehlern verwendet. So konnte die tatsächliche ungesteuerte Leistung
von der vorhergesagten ungesteuerten Leistung (1) in der Abfolge 0%, 1%,
0%, -1% und 0%, oder (2) in der Abfolge 0%, 2%, 3%, 2%, 0%, -2%, -3%,
-2% und 0%, oder (3) fünf Zeitschritte am Stück mit 0% abweichen. Nach
jeder solchen Abfolge von Abweichungen wurde zufällig (gleichverteilt) die
nächste Abfolge von Abweichungen ausgewählt.
29 LEW Netzdaten, https://www.lew-verteilnetz.de/stromnetz/netz/netzdaten (besucht
am 20.03.2017)
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Für die Evaluation wurden verschiedene Modelle von thermischen Ver-
brauchern, programmgetriebenen Verbrauchern und Elektrofahrzeugen mit
realitätsnahen Daten generiert. Die Modelle programmgetriebener Verbrau-
cher wurden dabei so generiert, dass diese tagsüber betrieben wurden; im
frühesten Fall konnte ein programmgetriebener Verbraucher bereits um
6:00 Uhr gestartet werden, im spätesten Fall musste ein programmgetriebe-
ner Verbraucher um 1:00 Uhr beendet sein. tearly und tlate wurden dabei
voneinander abhängig generiert, so dass der Abstand dieser Zeitpunkte
mindestens eine Stunde, maximal jedoch sechs Stunden betrug. Elektro-
fahrzeuge hatten eine zufällige Ankunftszeit tarr zwischen 9:00 Uhr und
22:30 Uhr, und fuhren zu einem zufälligen Zeitpunkt tdep zwischen 5:00
Uhr und 18:30 Uhr. tarr und tdep wurden dabei auch voneinander abhängig
generiert, so dass der Abstand zwischen Ankunft und Abfahrt mindestens
fünf Stunden, jedoch weniger als ein Tag betrug. Zwischen der Abfahrt und
der Ankunft eines Elektrofahrzeugs wurde der letztmalige Batteriestand
zufällig reduziert, mindestens jedoch um 20%. Die maximale Ladeleistung
Pmax eines Elektrofahrzeugs wurde zufällig zwischen 3,7kW, 11kW und
22 kW gewählt, wobei die ersteren beiden jeweils dreimal so wahrscheinlich
waren wie letztere; die maximale Entladeleistung Pmin entsprach dabei der
negierten maximalen Ladeleistung Pmax. Sowohl bei programmgetriebenen
Verbrauchern als auch bei Elektrofahrzeugen veränderten sich die zeitab-
hängigen Parameter über die Simulation mehrerer Tage hinweg nicht, d. h.
ein Elektrofahrzeug, das an einem Tag um 18:00 Uhr ankam, tat das auch
am nächsten Tag. Die übrigen generierten Parameter für die Steuerungsmo-
delle basierten auf Normalverteilungen, deren Parametrisierung Tabelle 8.1
entnommen werden können.
Wurden Fahrpläne für steuerbare Verbraucher für einen ganzen tbst
berechnet und nicht nur für ein tbs oder nur für die Vorhersage, dann
haben die steuerbaren Verbraucher ihre Nachfrage gemäß dem antizipierten
Szenario im nächsten Zeitschritt gewählt. Für das Evaluationsszenario, in
welchem die potentiell steuerbaren Verbraucher nicht gesteuert wurden,
verhielten sich diese wie folgt: Thermische Verbraucher waren so lange an-
bzw. ausgeschaltet, bis ihre Temperatur im nächsten Zeitschritt das zulässige
Temperaturintervall verlassen hätte; in diesem Fall wechselten sie vom an-
geschalteten Zustand in den ausgeschalteten Zustand und umgekehrt. Die
programmgetriebenen Verbraucher schalteten sich im ungesteuerten Fall
zum frühestmöglichen Startzeitpunkt an. Ungesteuerte Elektrofahrzeuge
118
8.4. Demand Side Management: Evaluationsszenarien und -ergebnisse
Thermische Verbraucher
Pon µ = 1, 00; σ = 0, 10
Poff 0
Tmin µ = 3, 00; σ = 0, 50
Tmax µ = 8, 00; σ = 0, 50
∆Ton µ = −0, 10; σ = 0, 01
∆Toff µ = 0, 03; σ = 0, 003
Programmgetriebene Verbraucher
Pon µ = 2, 50; σ = 0, 25
Poff 0
τdur µ = 120, 00; σ = 15, 00
Elektrofahrzeuge
Emin 0
Emax µ = 22, 00; σ = 4, 00
e µ = 0, 85; σ = 0, 03
Emindes µ = 0, 20; σ = 0, 03
E
dep
des
µ = 0, 80; σ = 0, 05
Tabelle 8.1.: Verwendete Werte für die normal-verteilte Generierung einiger Parameter
der Steuerungsmodelle von thermischen Verbrauchern, programmgetriebenen Verbrau-
chern und Elektrofahrzeugen. τdur ist in Minuten angegeben; der generierte Wert wurde
dabei auf ein Vielfaches von 15 Minuten gerundet. Emindes und E
dep
des sind in Prozent der
maximalen Kapazität Emax angegeben.
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luden ihre Batterie unmittelbar nach ihrer Ankunft schnellstmöglich bis zu
ihrer maximalen Kapazität auf. Die Leistungen der potentiell steuerbaren
Verbraucher im nicht gesteuerten Fall wurden auf die vorgegebene unge-
steuerte Leistung Uω hinzu addiert – allerdings waren diese Leistungen
keinen Unsicherheiten unterworfen.
Um die in Abschnitt 8.1 geäußerten Fragen zu beantworten, werden
hierfür in diesem Abschnitt verschiedene Systemkonfigurationen und Eva-
luationsszenarien untersucht. Dazu werden zunächst homogene Partitionen
betrachtet, also Autonome Verbraucherorganisationen, die aus ähnlichen
Verbrauchern bestehen. Anhand dieser kleinen Systeme wird zunächst be-
trachtet, ob die robuste Einsatzplanung unter Unsicherheiten in Autonomen
Verbraucherorganisationen prinzipiell zu einer erfolgreichen Glättung der
Residuallast führt. Zudem ermöglicht dies die gesonderte Betrachtung der
verschiedenen Verbrauchertypen und ihrer Unterschiede hinsichtlich ih-
rer jeweiligen Möglichkeiten zur Glättung der Residuallast beizutragen.
Anschließend liegt der Fokus auf heterogenen Partitionen und dem Ver-
gleich dieser mit den erzielten Ergebnissen der homogenen Partitionen.
Abschließend wird die Anzahl an Autonomen Verbraucherorganisationen
bei gleichbleibender Anzahl an Verbrauchern reduziert, um die Auswirkun-
gen der Partitionsgrößen auf die Lösungsqualität zu untersuchen.
8.4.1. homogene partitionen
Zuerst werden in dieser Evaluation die Ergebnisse von homogenen Parti-
tionen betrachtet. Konkret wurden hierfür drei verschiedene Systemkonfi-
gurationen untersucht: (1) ein System bestehend aus fünf avo, die jeweils
zehn thermische Verbraucher enthielten; (2) ein System von fünf avo, be-
stehend jeweils aus zehn programmgetriebenen Verbrauchern; (3) und ein
System aus fünf avo, bestehend aus jeweils zehn Elektrofahrzeugen. Diese
Systemkonfigurationen werden im Nachfolgenden mit TV50, PV50 und
EF50 bezeichnet.
Für die Untersuchungen hinsichtlich der generellen Performanz und des
Umgangs mit Unsicherheiten wurden für jede dieser Systemkonfigurationen
fünf verschiedene Evaluationsszenarien durchgeführt. So wurden in einem
Evaluationsszenario Fahrpläne lediglich auf Basis der prognostizierten un-
gesteuerten Leistung Uω erstellt (TV50-p, PV50-p bzw. EF50-p), in einem
weiteren Evaluationsszenario nur für die antizipierte ungesteuerte Leistung
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
EF50-a
0,646
± 0,223
0,587
± 0,147
1,260
± 0,322
171,698
± 10,972
262,362
± 8,250
90,664
± 18,379
224,118
± 22,344
27,381
± 27,666
58,491
± 4,125
EF50-o
0,111
± 0,127
0,027
± 0,037
1,252
± 0,322
200,244
± 4,757
239,752
± 3,189
39,508
± 7,128
224,120
± 11,331
27,363
± 30,418
64,880
± 9,338
EF50-p
1,039
± 0,261
1,006
± 0,224
1,263
± 0,322
179,016
± 6,875
261,149
± 6,631
82,132
± 11,346
223,951
± 17,486
27,198
± 28,727
63,465
± 7,035
EF50-t
0,626
± 0,215
0,591
± 0,143
1,245
± 0,325
174,012
± 12,192
261,695
± 8,096
87,682
± 18,884
224,803
± 22,275
28,053
± 27,877
157,110
± 27,674
EF50-u
2,574
± 1,782
2,501
± 2,087
2,574
± 1,782
132,025
± 1,977
343,440
± 7,517
211,415
± 8,017
228,885
± 57,054 — —
Tabelle 8.2.: Evaluationsergebnisse für EF50 mit N = 16: nur auf Basis des antizipierten
Szenarios, mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und
ungesteuert. Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω ist
in ms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
aus dem tbst UωT (TV50-a, PV50-a bzw. EF50-a) und in einem weiteren Eva-
luationsszenario für den ganzen tbst UωT (TV50-t, PV50-t bzw. EF50-t). Als
Vergleichsmaßstäbe wurde zum einen ein Evaluationsszenario unter opti-
malen Bedingungen, in dem die Unsicherheiten exakt vorhergesagt wurden,
untersucht (TV50-o, PV50-o bzw. EF50-o) sowie zum anderen ein Evaluati-
onsszenario betrachtet, in dem die potentiell steuerbaren Verbraucher nicht
steuerbar waren (TV50-u, PV50-u bzw. EF50-u).
Ergebnisse zu EF50
Die in der Systemkonfiguration EF50 erzielten Ergebnisse zu den Evaluati-
onsszenarien EF50-a, EF50-o, EF50-p, EF50-t und EF50-u für den Planungsho-
rizont von N = 16 sind in Tabelle 8.2 dargestellt.
Sofort ersichtlich ist, dass alle Evaluationsszenarien mit einer Einsatzpla-
nung deutlich besser abschneiden als EF50-u. Werden die Elektrofahrzeuge
nicht gesteuert und laden sich nach Ankunft sofort voll auf, führt das zu ei-
ner deutlich weniger glatten Residuallast mit höheren Werten von ∆Rωµ und
∆2Rωµ verglichen mit den anderen Evaluationsszenarien von EF50. Auch die
Spreizung der Residuallast ist mehr als doppelt so groß wie im schlechtesten
anderen Evaluationsszenario.
Vergleicht man EF50-p mit EF50-a und EF50-t, wird deutlich, dass der Ein-
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satz von tbs die im System durch Unsicherheiten verursachten vorliegenden
Prognosefehler reduziert. So werden in EF50-a die durchschnittlich pro avo
ω vorliegenden absoluten Änderungen der ungesteuerten Leistung ∆Uωµ
von 1,260 kW durch eine Einsatzplanung auf eine durchschnittliche absolute
Differenz der Residuallast ∆Rωµ von 0,646 kW reduziert; das entspricht einer
Reduktion um 48,73%. Ähnlich gut schneidet EF50-t ab und kann ∆Uωµ
durch die Einsatzplanung von 1,245kW auf 0,626kW um 49,72% reduzie-
ren, wohingegen EF50-p lediglich eine vergleichsweise geringe Reduktion
von 17,74% erzielen kann. EF50-t erzielt somit im Schnitt etwas bessere
Ergebnisse hinsichtlich der Residuallastglättung als EF50-a. Die mit Abstand
besten Ergebnisse fährt das als Vergleichsmaßstab dienende Evaluationssze-
nario EF50-o unter optimalen Bedingungen mit perfekten Vorhersagen ein,
dessen ∆Rωµ um satte 91,13% geringer ist als ∆Uωµ .
Wie bereits zuvor angemerkt, führt eine flexibilisierte Nachfrage in EF50
zu einer deutlich geringeren Spreizung der Residuallast gegenüber einer
ungesteuerten Nachfrage; die Spreizung der Residuallast R↕ ist in EF50-a,
EF50-p und EF50-t in etwa auf einem Niveau; die kleinen Unterschiede
sind vermutlich den Schwankungen und den zufälligen Unsicherheiten
der ungesteuerten Leistung zuzuordnen. EF50-o liefert auch hier klar die
geringste Spreizung der Residuallast, EF50-u fällt deutlich ab.
In Bezug auf Tω, die durchschnittliche Dauer pro Autonomer Verbrau-
cherorganisation für die Berechnung von Fahrplänen, schneiden die Evalua-
tionsszenarien, die Fahrpläne nur für ein einziges tbs zu berechnen hatten,
erwartungsgemäß mit vergleichbaren Zeiten ab, die rund 60ms betragen. In
EF50-t, wo Fahrpläne für einen ganzen tbst berechnet wurden, war Tω mit
157,110ms in etwa 2,5 mal so groß.
Tabelle 8.3 zeigt die Ergebnisse für das Evaluationsszenario EF50-t für die
verschiedenen Planungshorizonte N = 4, N = 8, N = 16 und N = 32. Wie
aus den Daten ersichtlich ist, profitieren die Autonomen Verbraucherorga-
nisationen deutlich von längeren Planungshorizonten: Durch die weitere
Vorausschau kann die Nachfrage der Elektrofahrzeuge besser verteilt wer-
den und sorgt somit für eine glattere Residuallast. Dies zeigt sich in den
sinkenden Werten von ∆Rωµ und ∆2Rωµ . So fällt beispielsweise ∆Rωµ um
24,50%, wenn Fahrpläne für die nächsten 32 Zeitschritte berechnet werden
anstatt für die nächsten vier Zeitschritte. ∆Rωµ ist dabei bei steigendem N
um 36,88%, 45,32%, 49,72% bzw. 52,04% geringer als der jeweilige Wert
von ∆Uωµ . Die zusätzlich erzielten Verbesserungen fallen demnach mit stei-
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
EF50-t,
N = 4
0,796
± 0,475
0,672
± 0,248
1,261
± 0,327
143,818
± 8,512
277,149
± 9,230
133,331
± 15,566
223,060
± 39,376
26,289
± 35,612
40,128
± 4,387
EF50-t,
N = 8
0,689
± 0,325
0,595
± 0,156
1,260
± 0,318
158,830
± 12,675
266,824
± 8,332
107,994
± 19,019
223,762
± 29,504
27,013
± 30,967
71,767
± 10,066
EF50-t,
N = 16
0,626
± 0,215
0,591
± 0,143
1,245
± 0,325
174,012
± 12,192
261,695
± 8,096
87,682
± 18,884
224,803
± 22,275
28,053
± 27,877
157,110
± 27,674
EF50-t,
N = 32
0,601
± 0,189
0,591
± 0,166
1,253
± 0,323
195,289
± 8,231
256,579
± 6,520
61,290
± 13,132
225,228
± 12,998
28,473
± 26,438
398,105
± 63,580
Tabelle 8.3.: Evaluationsergebnisse für EF50-t mit unterschiedlichen Planungshorizonten:
N = 4, N = 8, N = 16 und N = 32. Die durchschnittliche Dauer für die Berechnung
der Fahrpläne Tω ist in ms angegeben; alle anderen Werte sind in kW angegeben. Alle
Ergebnisse sind gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte
nach ± stellen die jeweiligen Standardabweichungen dar.
gendem Planungshorizont immer geringer aus. Gleiches lässt sich bei ∆2Rωµ
beobachten; die Sprünge von ∆2Rωµ mit größerem N sind nicht mehr ganz
so groß sind wie mit kleinem N, bzw. stagnieren sogar. Gleichzeitig steigt
aber auch wie erwartet die Dauer für die Berechnung der Fahrpläne an
und ist mit 398,105ms im Fall von N = 32 rund zehnmal so groß wie die
durchschnittlich benötigten 40,128ms im Fall von N = 4.
Neben einer verbesserten Glättung der Residuallast führt ein längerer
Planungshorizont zudem zu einer fallenden Spreizung der Residuallast;
Rmin und Rmax nähern sich mit steigendem N aneinander an, so dass die
Spreizung der Residuallast bei N = 32 nur noch 45,97% der Spreizung der
Residuallast bei N = 4 beträgt.
Ergebnisse zu PV50
In Tabelle 8.4 sind die Ergebnisse für die Systemkonfiguration PV50 und
die Szenarien PV50-a, PV50-o, PV50-p, PV50-t und PV50-u zu sehen, durch-
geführt für N = 16.
Auffällig ist zunächst, dass im Vergleich zu EF50 die Spanne zwischen
dem abermals schlechtesten Szenario PV50-u und dem besten Szenario
PV50-o weniger groß ist, als es bei EF50 der Fall war. Das liegt an der gerin-
geren Flexibilität der programmgetriebenen Verbraucher im Vergleich zu
den Elektrofahrzeugen, so dass die Vorteile einer flexibilisierten Nachfrage
nicht ganz so deutlich ausfallen. Dennoch reduzieren alle Evaluationssze-
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
PV50-a
1,282
± 0,326
0,853
± 0,284
1,253
± 0,324
129,929
± 1,452
265,149
± 3,979
135,220
± 4,358
207,965
± 41,358
11,214
± 8,909
152,984
± 55,436
PV50-o
1,158
± 0,324
0,801
± 0,270
1,253
± 0,328
130,223
± 1,523
264,259
± 3,930
134,036
± 4,144
208,012
± 41,413
11,249
± 9,022
152,277
± 54,644
PV50-p
1,338
± 0,356
0,849
± 0,299
1,251
± 0,327
130,050
± 1,565
268,364
± 4,321
138,314
± 3,956
208,059
± 41,732
11,296
± 8,860
142,761
± 46,445
PV50-t
1,275
± 0,329
0,851
± 0,287
1,256
± 0,318
129,834
± 1,480
265,566
± 3,519
135,732
± 3,645
208,014
± 41,419
11,266
± 8,846
671,139
± 584,579
PV50-u
1,536
± 0,559
1,065
± 0,537
1,536
± 0,559
129,831
± 1,445
265,987
± 2,678
136,156
± 2,962
208,030
± 42,236 — —
Tabelle 8.4.: Evaluationsergebnisse für PV50 mit N = 16: nur auf Basis des antizipierten
Szenarios, mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und
ungesteuert. Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω ist
in ms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
narien, die eine Einsatzplanung durchführen, ∆Rωµ gegenüber PV50-u um
16,54% (PV50-a), 12,89% (PV50-p) und 16,99% (PV50-t), bzw. um 24,61%
unter optimalen Bedingungen. Relativ ähnlich sieht die Situation für ∆2Rωµ
aus. Interessanterweise ist jedoch nur PV50-o tatsächlich dazu in der La-
ge, ∆Rωµ gegenüber den vorliegenden Veränderungen der ungesteuerten
Leistung ∆Uωµ durch eine Einsatzplanung zu reduzieren; die Reduktion
fällt mit 7,58% aber im Vergleich zu EF50 relativ gering aus. Die anderen
drei Evaluationsszenarien mit einer Einsatzplanung erhöhen ∆Uωµ hingegen
um 2,31% (PV50-a), 6,95% (PV50-p) bzw. 1,51% (PV50-t). Das unterstreicht
die verhältnismäßig geringe Flexibilität programmgetriebener Verbraucher
gegenüber Elektrofahrzeugen.
Im Vergleich von PV50-a, PV50-p und PV50-t zeigt sich demnach erneut,
dass der Einsatz von tbs bessere Ergebnisse liefert, als eine lediglich auf
Vorhersagen basierende Einsatzplanung. PV50-t weist dabei leichte Vorteile
gegenüber PV50-a auf; allerdings werden diese durch eine deutlich höhere
durchschnittliche Dauer für die Fahrplanberechnung Tω erkauft, die mit
durchschnittlich 671,139ms mehr als viermal so groß ist wie die Zeiten für
ein tbs (um die 150ms). Verglichen mit den Werten von Tω in EF50 lässt sich
außerdem feststellen, dass die Werte von PV50 höher sind. Das liegt daran,
dass das Optimierungsproblem aufgrund der diskreten Nachfrage von
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
PV50-t,
N = 4
1,290
± 0,370
0,864
± 0,320
1,254
± 0,319
129,992
± 1,542
272,268
± 5,045
142,277
± 5,078
208,065
± 42,355
11,310
± 10,354
68,899
± 10,594
PV50-t,
N = 8
1,282
± 0,352
0,844
± 0,298
1,265
± 0,323
129,644
± 1,616
268,648
± 4,061
139,004
± 4,073
208,112
± 42,066
11,347
± 9,619
149,326
± 40,882
PV50-t,
N = 16
1,275
± 0,329
0,851
± 0,287
1,256
± 0,318
129,834
± 1,480
265,566
± 3,519
135,732
± 3,645
208,014
± 41,419
11,266
± 8,846
671,139
± 584,579
PV50-t,
N = 32
1,288
± 0,328
0,852
± 0,285
1,256
± 0,316
129,940
± 1,522
263,845
± 4,769
133,906
± 4,755
207,862
± 41,361
11,116
± 9,124
3159,118
± 2695,515
Tabelle 8.5.: Evaluationsergebnisse für PV50-t mit unterschiedlichen Planungshorizonten:
N = 4, N = 8, N = 16 und N = 32. Die durchschnittliche Dauer für die Berechnung
der Fahrpläne Tω ist in ms angegeben; alle anderen Werte sind in kW angegeben. Alle
Ergebnisse sind gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte
nach ± stellen die jeweiligen Standardabweichungen dar.
programmgetriebenen Verbrauchern (P(t) ∈ {Pon,Poff}) komplexer zu lösen
ist als für Elektrofahrzeuge, deren Nachfrage kontinuierlich ist (Pmin 6
P(t) 6 Pmax).
Bezüglich der Werte zur Spreizung der Residuallast sind alle Evaluati-
onsszenarien in etwa auf einem Niveau, d. h. im Vergleich zu EF50 gibt
es hier keine deutlichen Unterschiede zwischen den Evaluationsszenarien.
Auch hier sind die kleinen Unterschiede vermutlich den Schwankungen
und den zufälligen Unsicherheiten der ungesteuerten Leistung zuzuordnen.
Tabelle 8.5 zeigt die Ergebnisse für PV50-t für die unterschiedlichen
Planungshorizonte N = 4, N = 8, N = 16 und N = 32. Anders als in
EF50 profitiert zwar auch PV50 grundsätzlich von einer größeren Anzahl
an Zeitschritten, für die Fahrpläne erstellt werden, jedoch nur in einem
gewissen Rahmen. ∆Rωµ und ∆2Rωµ liefern für N = 4 die schlechtesten Werte.
Die geringste Steigerung von ∆Rωµ gegenüber ∆Uωµ mit 1,34% weist die
Einsatzplanung für 8 Zeitschritte auf, dicht gefolgt von der Einsatzplanung
für 16 Zeitschritte mit einer Steigerung von 1,51%. Die Einsatzplanung
für N = 32 erzielt eine Steigerung von 2,55%. Dafür ist die Spreizung der
Residuallast bei N = 32 am geringsten; mit steigendem N sinkt R↕.
Besonders bemerkbar macht sich die steigende Komplexität in Form
der steigenden Anzahl an Zeitschritten in der steigenden Dauer für die
Berechnung der Fahrpläne, denn hier sind die Unterschiede größer als bei
EF50: Lag dort der Unterschied zwischen N = 4 und N = 32 bei einer rund
zehnfach so hohen Berechnungszeit, ist hier in PV50 die durchschnittliche
125
8. Evaluation
∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
TV50-a
0,835
± 0,278
0,596
± 0,110
1,249
± 0,318
141,569
± 1,516
260,608
± 4,358
119,038
± 4,500
208,265
± 34,081
11,508
± 2,515
6363,60
± 4780,37
TV50-o
0,545
± 0,365
0,276
± 0,100
1,261
± 0,327
145,547
± 0,623
258,171
± 2,788
112,623
± 2,810
208,247
± 33,915
11,496
± 2,694
5181,41
± 4849,62
TV50-p
1,372
± 0,314
1,026
± 0,251
1,268
± 0,313
139,994
± 2,176
263,132
± 4,567
123,138
± 4,733
208,238
± 33,959
11,484
± 2,342
7275,22
± 5033,90
TV50-t
0,841
± 0,288
0,630
± 0,119
1,264
± 0,322
142,351
± 1,601
259,074
± 3,385
116,724
± 3,668
208,260
± 33,987
11,502
± 2,622
12472,61
± 4988,56
TV50-u
1,631
± 0,376
1,243
± 0,313
1,631
± 0,376
140,231
± 2,038
266,733
± 3,781
126,502
± 4,591
208,233
± 34,532 — —
Tabelle 8.6.: Evaluationsergebnisse für TV50 mit N = 8: nur auf Basis des antizipierten
Szenarios, mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und
ungesteuert. Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω ist
in ms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
Zeit von 3159,118ms im Fall von N = 32 mehr als 45-mal so hoch wie für
N = 4 (68,899ms). Das liegt vor allem darin begründet, dass, wie bereits
zuvor erwähnt, das zu lösende Optimierungsproblem komplexer ist.
Ergebnisse zu TV50
Die in den Simulationsläufen erzielten Ergebnisse für TV50 für den Pla-
nungshorizont N = 8 sind in Tabelle 8.6 dargestellt.
Auffällig – trotz des verhältnismäßig kleinen Planungshorizonts von
N = 8 – ist die deutlich höhere durchschnittliche Dauer der Einsatzplanung
Tω gegenüber EF50 und PV50. So liefert selbst das Evaluationsszenario von
TV50 mit dem geringsten Wert von Tω, TV50-o, mit in etwa 5,181 s um ein
Vielfaches höhere Berechnungszeiten als die bisher langsamste durchschnitt-
liche Zeit für N = 8 mit 149,326ms (in dem Evaluationsszenario PV50-t).
Noch deutlicher fällt der Unterschied aus, wenn Tω für TV50-t betrachtet
wird: Diese ist mit durchschnittlich 12,473 s noch einmal mehr als doppelt
so hoch als von TV50-o. Auch der Unterschied von TV50-t für die Planungs-
horizonte N = 4 und N = 8 (siehe Tabelle 8.7) fällt deutlicher aus, als in den
bisherigen Vergleichen der Werte von Tω über verschiedene Planungshori-
zonte. So ist Tω in TV50-t für N = 8 in etwa um den Faktor 12 höher als für
N = 4. Ursächlich für die deutlichen längeren Zeiten zur Berechnung von
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Fahrplänen ist, dass das Optimierungsproblem für thermische Verbraucher
nochmals komplexer zu lösen ist als für programmgetriebene Verbraucher:
Ist bei beiden Typen von Verbrauchern zwar die Nachfrage diskret, so ist
die Anzahl möglicher Lösungen bei thermischen Verbrauchern deutlich
höher als bei programmgetriebenen Verbrauchern, die zum einen nur inner-
halb eines gewissen Zeitraums ihre Nachfrage flexibilisieren können und
zum anderen dabei nur der Startzeitpunkt tstart gewählt werden muss und
danach für die Dauer des Programms die Nachfrage festgelegt ist. Bei ther-
mischen Verbrauchern ist hingegen die Entscheidung, ob der Verbraucher in
Betrieb ist oder nicht, für jeden Zeitpunkt abhängig vom internen Zustand
zu treffen.
Hinsichtlich den Daten bezüglich der Glättung der Residuallast treten in
TV50 keine großen Überraschungen auf. Auch in dieser Systemkonfigurati-
on ist jedes Evaluationsszenario, in dem eine Einsatzplanung durchgeführt
wird, dem Evaluationsszenario TV50-u ohne Einsatzplanung überlegen.
Auffällig ist jedoch, dass TV50-p gegenüber TV50-a, TV50-o und TV50-t
deutlicher abfällt als in den zuvor untersuchten Systemkonfigurationen
und lediglich eine Verbesserung von ∆Rωµ gegenüber TV50-u um 15,88%
erreicht und es im Gegensatz zu den anderen Evaluierungsszenarien mit
Einsatzplanung nicht schafft, ∆Rωµ niedriger als ∆Uωµ zu halten. Stattdessen
ist ∆Rωµ um 8,20% höher als ∆Uωµ . Dafür erreichen die anderen Evaluati-
onsszenarien eine größere Verbesserung als in PV50: TV50-a, TV50-o bzw.
TV50-t erreichen eine Reduktion von ∆Rωµ gegenüber ∆Uωµ um 33,15%,
56,78% bzw. 33,47%. Daraus folgt auch, dass TV50-t und TV50-a in etwa
auf einem Niveau liegen; ist TV50-t minimal besser als TV50-a hinsichtlich
dem Verhältnis von ∆Rωµ zu ∆Uωµ , so ist es im Fall von ∆2Rωµ umgekehrt.
Die durchschnittliche Fahrplanberechnungsdauer Tω von TV50-t ist dabei
jedoch fast doppelt so groß. Allerdings erzielt TV50-t gegenüber TV50-a mit
einem Wert von 116,724kW gegenüber 119,038kW durchschnittlich eine
geringere Spreizung der Residuallast. Insgesamt erreichen sowohl TV50-a
als auch TV50-t deutlich bessere Ergebnisse als TV50-p und zeigen somit
auch in dieser Systemkonfiguration, dass der Einsatz von tbs zur Reduktion
von Unsicherheiten für das System große Vorteile bietet.
In Tabelle 8.7 ist der Vergleich von TV50-t mit N = 4 und N = 8 zu
sehen. Wie bereits zuvor diskutiert steigt Tω um knapp den Faktor zwölf
an, wenn für acht anstatt für vier Zeitschritte Fahrpläne erstellt werden.
Gegenüber der Reduktion von ∆Rωµ gegenüber ∆Uωµ liefert TV50-t mit N = 4
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
TV50-t,
N = 4
0,865
± 0,299
0,644
± 0,128
1,256
± 0,319
140,889
± 1,487
261,406
± 4,225
120,516
± 4,632
208,291
± 34,881
11,539
± 2,515
1046,619
± 894,243
TV50-t,
N = 8
0,841
± 0,288
0,630
± 0,119
1,264
± 0,322
142,351
± 1,601
259,074
± 3,385
116,724
± 3,668
208,260
± 33,987
11,502
± 2,622
12472,606
± 4988,565
Tabelle 8.7.: Evaluationsergebnisse für TV50-t mit unterschiedlichen Planungshorizonten:
N = 4 und N = 8. Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω
ist in ms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
eine Reduktion um 31,13% und somit 2,34% weniger als TV50-t mit N = 8
(33,47%). Aufgrund der periodischen, wiederkehrenden Nachfrage thermi-
scher Verbraucher können diese offenbar von längeren Planungshorizonten
weniger profitieren als Elektrofahrzeuge. Aus den Daten ersichtlich ist zu-
dem, dass ein größerer Planungshorizont zu einer geringeren Spreizung der
Residuallast führt.
Aufgrund der bereits im Verhältnis sehr langen Dauer für die Berechnung
der Fahrpläne und den verhältnismäßig geringen Steigerungen, wenn für
acht anstatt vier Zeitschritte Fahrpläne berechnet wurden, wurden keine
Simulationsläufe zu N = 16 oder gar N = 32 durchgeführt. Vorläufige Tests
ergaben bereits bei N = 16, dass selbst nach 180 Sekunden die Autonomen
Verbraucherorganisationen noch keine optimale Lösung gefunden hatten.
Fazit
In Gesamtbetrachtung der Systemkonfigurationen EF50, PV50 und TV50
lässt sich festhalten, dass durchgängig die Flexibilisierung der Nachfrage
zu deutlich besseren Ergebnissen führt als eine ungesteuerte Nachfrage. Je
nach Systemkonfiguration sind diese jedoch unterschiedlich stark ausge-
prägt: Die relativ unflexiblen programmgetriebenen Verbraucher können
die Residuallast weniger gut glätten, als es die thermischen Verbraucher
und insbesondere die Elektrofahrzeuge können. Elektrofahrzeuge, mit ihrer
Möglichkeit sowohl Leistung auf- als auch abzugeben, erzielen dabei mit
Abstand die besten Ergebnisse.
Ebenso hat sich in allen Systemkonfigurationen gezeigt, dass eine robuste
Einsatzplanung auf Basis von Trust-basierten Szenarien weitaus erfolgrei-
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cher ist, als sich lediglich auf die mit Unsicherheiten behafteten Prognosen
zu verlassen. Wie in der robusten Einsatzplanung in Autonomen Virtuellen
Kraftwerken, wo tbs erfolgreich zur Quantifizierung und Antizipation von
Unsicherheiten in der Residuallast eingesetzt werden [7, 5], hat sich im Kon-
text der robusten Einsatzplanung in Autonomen Verbraucherorganisation
somit ebenfalls bestätigt, dass tbs ein geeignetes Mittel sind, um Unsicher-
heiten im nicht steuerbaren Anteil der Residuallast zu quantifizieren und
antizipieren. Die Einsatzplanung auf Basis des ganzen Trust-basierten Sze-
nariobaums und die Einsatzplanung lediglich auf Basis des antizipierten
Szenarios befanden sich im Allgemeinen in etwa auf einem Niveau, wobei
die Einsatzplanung für einen ganzen tbst im Schnitt leicht bessere Resultate
erzielte, und das obwohl die Einsatzplanung in den Simulationen jeden
Zeitschritt ausgeführt wurde und die steuerbaren Verbraucher ihre Nach-
frage im Falle der Einsatzplanung für einen ganzen tbst für den nächsten
Zeitschritt nach dem antizipierten Szenario gewählt haben. Daran lässt sich
erkennen, dass in der Planung für mehrere Szenarien und der dadurch
erfolgten Berücksichtigung anderer möglichen Entwicklungen in der Zu-
kunft robustere Entscheidungen getroffen werden. Da sich die Festlegung
auf ein einziges Szenario jedoch als falsch herausstellen kann, weil sich die
ungesteuerte Leistung anders entwickelt als zuvor antizipiert, ist der Vorteil
der Einsatzplanung auf Basis eines ganzen tbst sogar noch größer, wenn ein
Wechsel des Szenarios zur Laufzeit ermöglicht wird [10], insbesondere wenn
nicht in jedem Zeitschritt eine Einsatzplanung durchgeführt wird. Nachteil
der Einsatzplanung für einen ganzen tbst sind jedoch die klar längeren
Berechnungszeiten für die Fahrpläne. Unerreicht blieben die als Vergleichs-
maßstab durchgeführten Evaluationsszenarien, die eine Einsatzplanung
unter optimalen Bedingungen, d. h. perfekten Vorhersagen, durchführten.
Des Weiteren ist das zu lösende Optimierungsproblem für eine Autonome
Verbraucherorganisation, die nur aus thermischen Verbrauchern besteht,
weitaus schwieriger zu lösen, als für eine Autonome Verbraucherorganisa-
tion, die nur aus programmgetriebenen Verbrauchern besteht. Das haben
die viel größeren durchschnittlichen Fahrplanberechnungszeiten gezeigt.
Die Glättung der Residuallast für eine Gruppe von Elektrofahrzeugen, die
die kürzesten Fahrplanberechnungszeiten aufweisen, hingegen geht ver-
hältnismäßig schnell von statten. Interessant zu beobachten wird sein, wie
sich die Fahrplanberechnungszeiten in einer homogenen Partitionierung
mit heterogenen Partitionen entwickeln werden – dies wird im nächsten
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Abschnitt untersucht.
In allen Systemkonfigurationen hat sich wie erwartet herausgestellt, dass
ein längerer Planungshorizont im Prinzip bessere Ergebnisse liefert als ein
kurzer Planungshorizont mit N = 4. Die unterschiedlichen Systemkonfi-
gurationen haben davon jedoch unterschiedlich stark profitiert. So ist es
den besonders flexiblen Elektrofahrzeugen bei größerer Weitsicht besser
möglich, ihre Nachfrage den Begebenheiten der ungesteuerten Leistung
anzupassen. Die weniger flexiblen programmgetriebenen Verbraucher profi-
tieren auch von einem größeren Planungshorizont, indem sie ihr Programm
im Rahmen ihrer zeitlichen Möglichkeiten potentiell zu einem späteren, aber
günstigeren Zeitpunkt starten, aber nicht in dem Maße wie bei den Elek-
trofahrzeugen. Und auch die thermischen Verbraucher können von einem
längeren Planungshorizont profitieren; mit ihrer immer wiederkehrenden,
periodischen Nachfrage können sie allerdings aus einem deutlich größeren
Planungshorizont nicht so stark profitieren wie Elektrofahrzeuge – stattdes-
sen steigt die Fahrplanberechnungszeit massiv an. So steigt die Qualität
der Residuallastglättung bei EF50 auch noch bei dem längsten untersuchten
Planungshorizont N = 32 an, wohingegen bei PV50 die besten Ergebnisse
bereits bei N = 8 erzielt werden konnten. Die verbesserten Ergebnisse bei
längeren Planungshorizonten gehen allerdings auf Kosten der Dauer für die
Berechnung der Fahrpläne; insbesondere bei TV50 sind bereits bei N = 8
sehr hohe Zeiten von durchschnittlich über zwölf Sekunden erreicht.
Die zwar nicht Teil der Zielfunktion seiende aber in der Evaluierung mit
ausgewertete Spreizung der Residuallast nimmt mit einer flexibilisierten
Nachfrage gegenüber einer nicht gesteuerten Nachfrage deutlich ab. Des
Weiteren führen im Allgemeinen längere Planungshorizonte zu geringeren
Spreizungen der Residuallast. Eine Tendenz hinsichtlich welche Art der
Einsatzplanung – auf Basis der Vorhersage, auf Basis des antizipierten
Szenarios oder auf Basis des ganzen tbst – durchschnittlich die geringste
Spreizung der Residuallast verursacht, lässt sich über die verschiedenen
Systemkonfigurationen hinweg nicht beobachten; lediglich unter optimalen
Bedingungen werden stets die geringsten Spreizungen der Residuallast
erzielt.
Zusammengefasst lässt sich festhalten, dass die Glättung der Residuallast
durch die Einsatzplanung für steuerbare Verbraucher gute Ergebnisse liefert
und somit einen wichtigen Beitrag zur Erfüllung des Systemziels beiträgt,
indem Kraftwerke mit weniger starken Schwankungen konfrontiert werden
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und die Spreizung der Residuallast gesenkt wird. Insbesondere die Einbin-
dung von Elektrofahrzeugen in ein Demand Side Management zeigt sehr
großes Potential.
8.4.2. heterogene partitionen
Im Gegensatz zum vorherigen Abschnitt, in dem Autonome Verbraucheror-
ganisationen mit homogener Zusammensetzung betrachtet wurden, werden
in diesem Abschnitt nun heterogen zusammengesetzte Autonome Verbrau-
cherorganisationen, die hinsichtlich ihres Verbrauchertyps somit eine homo-
gene Partitionierung bilden, betrachtet. Dazu wurden dieselben Verbraucher
und Steuerungsmodelle verwendet wie im vorherigen Abschnitt; allerdings
wurden diese nun gemeinsam in einem System betrachtet und nicht in
getrennten Systemen wie zuvor. Gemäß dem Prinzip der homogenen Par-
titionierung waren diese 150 Verbraucher auf 15 verschiedene Autonome
Verbraucherorganisationen mit heterogener Zusammensetzung aufgeteilt, je-
weils wieder bestehend aus zehn Verbrauchern. Diese Systemkonfiguration
wird im Folgenden mit O15 bezeichnet. Um die erzielten Ergebnisse hete-
rogener Partitionen mit homogenen Partitionen direkt miteinander verglei-
chen zu können, wurden zusätzlich in einer weiteren Systemkonfiguration
dieselben 150 Verbraucher auf 15 verschiedene Autonome Verbraucheror-
ganisationen mit homogener Zusammensetzung wie in dem vorherigem
Abschnitt aufgeteilt. Dabei bestand jede avo jeweils aus zehn Verbrauchern.
Die Bezeichnung dieser lautet O15H. Wie in den zuvor betrachteten Sys-
temkonfigurationen bekam in diesem vergrößerten System von O15 und
O15H erneut jede avo ω dieselbe ungesteuerte Leistung Uω zugewiesen,
so dass die gesamte im System vorliegende ungesteuerte Leistung und die
dazugehörigen Unsicherheiten in etwa dreimal so groß waren wie zuvor.
Analog zu dem vorherigen Abschnitt werden erneut Evaluationsszenarien
unter optimalen Bedingungen (O15-o), auf Basis der Vorhersage (O15-p), auf
Basis des antizipierten Szenarios (O15-a), auf Basis des ganzen tbst (O15-t)
und mit ungesteuerten potentiell steuerbaren Verbrauchern durchgeführt
(O15-u). Für die Systemkonfiguration auf Basis homogener Partitionen
O15H wurde zum Vergleich lediglich das Evaluationsszenario auf Basis
eines ganzen tbst untersucht (O15H-t).
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
O15-a
0,833
± 0,230
0,620
± 0,169
1,259
± 0,317
444,049
± 7,681
784,051
± 10,586
340,002
± 12,544
640,331
± 102,776
50,052
± 33,354
149,956
± 33,760
O15-o
0,440
± 0,323
0,144
± 0,141
1,258
± 0,319
472,911
± 1,814
784,860
± 6,109
311,949
± 6,786
640,396
± 100,515
50,126
± 35,187
148,422
± 26,690
O15-p
1,219
± 0,325
0,986
± 0,236
1,260
± 0,322
466,524
± 6,164
787,199
± 9,873
320,675
± 11,299
640,181
± 94,711
49,927
± 33,048
157,079
± 37,382
O15-t
0,829
± 0,229
0,637
± 0,164
1,253
± 0,323
451,131
± 7,008
783,938
± 10,245
332,807
± 11,464
640,495
± 101,561
50,206
± 32,001
714,348
± 435,288
O15-u
1,954
± 0,788
1,728
± 0,891
1,954
± 0,788
409,509
± 3,069
850,051
± 8,500
440,542
± 9,350
645,096
± 130,043 — —
Tabelle 8.8.: Evaluationsergebnisse für O15 mit N = 16: nur auf Basis des antizipierten
Szenarios, mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und
ungesteuert. Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω ist
in ms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
Ergebnisse zu O15
Zunächst werden die für O15 erzielten Ergebnisse diskutiert; der Vergleich
mit O15H erfolgt im Anschluss.
Tabelle 8.8 zeigt die in O15 erzielten Ergebnisse für O15-a, O15-o, O15-p,
O15-t und O15-u für einen Planungshorizont von N = 16.
Wenig überraschend sind die Werte von ∆Rωµ auch in O15-u mit Abstand
am höchsten. Zudem bestätigt sich auch in O15, was bereits zuvor in den
anderen Systemkonfigurationen mit homogener Zusammensetzung feststell-
bar war: O15-a sowie O15-t schneiden bzgl. der Glättung der Residuallast
besser ab als O15-p und bestätigen auch in dieser Systemkonfiguration den
Vorteil des Einsatzes von tbs für den Umgang mit Unsicherheiten in der
Einsatzplanung. So führen sowohl O15-a als auch O15-t zu einem 33,84%
geringeren Wert von ∆Rωµ gegenüber ∆Uωµ ; demgegenüber stehen 3,25%
von O15-p. Der Vergleichsmaßstab O15-o erreicht auch in O15 die besten
Werte von ∆Rωµ ; mit 0,440 kW ist dieser um 77,31% geringer als die 1,954 kW
von O15-u.
Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω ist
zwar langsamer als in EF50, bewegt sich in O15 mit ca. 714ms etwa auf
einem Niveau wie in PV50 (ca. 671ms) und ist damit weitaus geringer
als bei TV50, wo bereits bei N = 8 durchschnittliche Zeiten von über
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
O15-t,
N = 4
0,922
± 0,532
0,731
± 0,273
1,253
± 0,320
404,098
± 4,978
801,138
± 12,474
397,040
± 13,789
639,584
± 125,518
49,314
± 48,976
77,285
± 4,892
O15-t,
N = 8
0,855
± 0,336
0,635
± 0,164
1,254
± 0,318
418,080
± 6,983
793,624
± 11,261
375,544
± 13,696
639,527
± 116,845
49,241
± 42,039
187,180
± 40,870
O15-t,
N = 16
0,829
± 0,229
0,637
± 0,164
1,253
± 0,323
451,131
± 7,008
783,938
± 10,245
332,807
± 11,464
640,495
± 101,561
50,206
± 32,001
714,348
± 435,288
Tabelle 8.9.: Evaluationsergebnisse für O15-t mit unterschiedlichen Planungshorizonten:
N = 4, N = 8 und N = 16. Die durchschnittliche Dauer für die Berechnung der
Fahrpläne Tω ist in ms angegeben; alle anderen Werte sind in kW angegeben. Alle
Ergebnisse sind gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte
nach ± stellen die jeweiligen Standardabweichungen dar.
12 s erreicht wurden. Offensichtlich reduziert sich die Komplexität des
Optimierungsproblems unter Beteiligung thermischer Verbraucher, wenn
für eine heterogene Partition mit zusätzlich anderen Verbrauchertypen eine
Einsatzplanung durchgeführt werden muss.
In Tabelle 8.9 sind die Resultate für die unterschiedlichen Planungsho-
rizonte N = 4, N = 8 und N = 16 zu sehen. Offenbar kann auch O15
verhältnismäßig stark von steigenden Planungshorizonten profitieren: Die
Reduktion von ∆Rωµ gegenüber ∆Uωµ beträgt 26,42%, 31,82% bzw. 33,84%
für N = 4, N = 8 bzw. N = 16. Auch ∆2Rωµ nimmt mit zunehmenden
Planungshorizont ab. Doch nicht nur ∆Rωµ und ∆2Rωµ , sondern auch die
Spreizung der Residuallast R↕ kann wesentlich von längeren Planungshori-
zonten profitieren.
Selbstverständlich steigen auch die Zeiten Tω mit steigendem Planungs-
horizont. Wie bereits zuvor erwähnt, bewegen sich diese in etwa auf einem
Niveau mit den Zeiten der Autonomen Verbraucherorganisationen beste-
hend aus programmgetriebenen Verbrauchern.
Vergleich von O15 mit O15H
Die von O15 und O15H erzielten Ergebnisse für N = 8 sind in Tabelle 8.10
gegenübergestellt.
Wie vermutet, erzielt O15H für einen Planungshorizont von N = 8
schlechtere Werte bezüglich ∆Rωµ als O15. So kann O15-t den Wert von
∆Rωµ gegenüber O15-u um 56,24% reduzieren, wohingegen O15H-t eine Re-
duktion um 50,61% erreicht. Die durchschnittlich in einer avo anliegenden
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
O15-t
0,855
± 0,336
0,635
± 0,164
1,254
± 0,318
418,080
± 6,983
793,624
± 11,261
375,544
± 13,696
639,527
± 116,845
49,241
± 42,039
187,180
± 40,870
O15H-t
0,965
± 0,250
0,707
± 0,166
1,259
± 0,317
436,788
± 11,822
775,033
± 8,434
338,246
± 17,255
639,518
± 102,022
49,255
± 33,016
4316,819
± 1672,769
Tabelle 8.10.: Vergleich der Evaluationsergebnisse von O15-t mit O15H-t für den
PlanungshorizontN = 8. Die durchschnittliche Dauer für die Berechnung der Fahrpläne
Tω ist inms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
absoluten Differenzen der ungesteuerten Leistung ∆Uωµ können durch eine
flexibilisierte Nachfrage in O15-t um 31,82%, in O15H-t dagegen nur um
23,35% verringert werden. Ähnlich sieht es bei ∆2Rωµ aus: Auch hier erreicht
O15-t gegenüber O15-u geringere Werte. Somit lässt sich festhalten, dass
O15 gegenüber O15H sowohl geringere durchschnittliche Veränderungen
der Residuallast zulässt als auch für gleichmäßigere Veränderungen der
Residuallast sorgt.
Interessanterweise führt O15H jedoch zu geringeren Spreizungen der
Residuallast.
Ein deutlicher Unterschied zwischen O15 und O15H ist außerdem in
den Werten Tω für die durchschnittliche Dauer für die Berechnung der
Fahrpläne zu sehen. Braucht O15-t durchschnittlich nur 187,180ms für die
Einsatzplanung in jeder Autonomen Verbraucherorganisation, so benötigt
O15H-t hierfür 4,317 s. Das ist natürlich denjenigen Autonomen Verbraucher-
organisationen geschuldet, die nur aus thermischen Verbrauchern bestehen
und im Schnitt mehr als zwölf Sekunden für ihre Einsatzplanung benötigen
(siehe Abschnitt 8.4.1). Die deutlich niedrigere Fahrplanberechnungszeit ist
ein großer Vorteil für O15: Um auf vergleichbare Zeiten zu kommen, kann
das Optimierungsproblem in O15 komplexer und beispielsweise der Pla-
nungshorizont vergrößert werden. Vergleicht man nämlich O15-t für N = 16
mit O15H-t für N = 8, so werden die Unterschiede in ∆Rωµ nochmals größer
und O15 erreicht dann sogar eine geringere Spreizung der Residuallast, und
das, obwohl die durchschnittliche Fahrplanberechnungszeit mit 714,348ms
immer noch weitaus kürzer ist als die 4,317 s von O15H.
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Fazit
Das Fazit für die Evaluierung heterogener Partitionen – bestehend aus un-
terschiedlichen Verbrauchertypen – fällt sehr ähnlich aus zu dem Fazit für
homogene Partitionen (siehe Abschnitt 8.4.1). So erzielen auch die hete-
rogenen Partitionen wie die homogenen Partitionen sehr gute Ergebnisse
bezüglich der Glättung der Residuallast und übertrumpfen die Variante
ohne Einsatzplanung deutlich.
Auch die Berücksichtigung von tbs in der robusten Einsatzplanung hat
erneut die im System vorherrschenden Unsicherheiten gut quantifiziert und
antizipiert und bestätigt somit die Ergebnisse des vorherigen Abschnitts
und der robusten Einsatzplanung in Autonomen Virtuellen Kraftwerken [7,
5]. Gegenüber der Einsatzplanung basierend auf den Vorhersagen liefert
die robuste Einsatzplanung basierend auf tbs die besseren Ergebnisse; die
Einsatzplanung, die lediglich auf Basis des antizipierten Szenarios stattfand,
war dabei auf einem Niveau mit der Einsatzplanung für einen ganzen tbst.
Im direkten Vergleich mit den Ergebnissen des gleichen Systems – aber mit
einer Aufteilung in homogene Partitionen – hat sich bestätigt, dass hetero-
gene Partitionen unter gleichen Bedingungen die Residuallast besser glätten
können. Zudem benötigen diese wesentlich weniger Zeit für ihre Einsatzpla-
nung. So kann die Einsatzplanung für heterogene Partitionen beispielsweise
mit einem größeren Planungshorizont nochmals bessere Ergebnisse liefern –
trotz immer noch deutlich kürzeren Fahrplanberechnungszeiten gegenüber
O15H. Dies unterstreicht die Vorteile einer homogenen Partitionierung von
Autonomen Verbraucherorganisationen gegenüber anderen Zielfunktionen
im Partitionierungsproblem.
8.4.3. größere partitionen
In diesem Teil der Evaluierung wird die Auswirkung der Größe von Au-
tonomen Verbraucherorganisationen auf die Lösungsqualität untersucht.
Zu diesem Zweck wurden erneut dieselben Verbraucher und Steuerungs-
modelle verwendet, wie in den vorherigen Abschnitten. Im Vergleich zum
vorherigen Abschnitt, in dem die 150 Verbraucher auf 15 Autonome Ver-
braucherorganisationen aufgeteilt wurden, waren in diesem Abschnitt die
Verbraucher auf fünf Autonome Verbraucherorganisationen der Größe 30
verteilt. Diese Autonome Verbraucherorganisationen hatten zudem eine um
den Faktor drei höhere vorgegebene ungesteuerte Leistung Uω gegenüber
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
O5-a
2,276
± 0,696
1,663
± 0,414
3,754
± 0,967
437,826
± 11,406
783,820
± 17,019
345,994
± 22,318
639,041
± 105,064
48,791
± 39,341
392,881
± 117,031
O5-o
1,087
± 1,062
0,166
± 0,201
3,754
± 0,998
470,753
± 2,957
759,562
± 9,848
288,810
± 10,689
638,554
± 102,637
48,300
± 42,444
383,026
± 74,037
O5-p
3,465
± 0,917
2,886
± 0,673
3,749
± 0,969
454,460
± 8,169
794,746
± 14,015
340,286
± 17,812
639,201
± 97,852
48,967
± 37,971
404,649
± 182,778
O5-t
2,272
± 0,705
1,725
± 0,438
3,780
± 0,986
441,958
± 9,900
786,205
± 15,359
344,247
± 15,921
639,407
± 103,711
49,117
± 37,399
1367,884
± 595,749
O5-u
5,031
± 1,812
3,773
± 1,734
5,031
± 1,812
404,818
± 3,591
855,747
± 10,972
450,928
± 12,129
645,313
± 130,168 — —
Tabelle 8.11.: Evaluationsergebnisse für O5 mit N = 16: nur auf Basis des antizipierten
Szenarios, mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und
ungesteuert. Die durchschnittliche Dauer für die Berechnung der Fahrpläne Tω ist
in ms angegeben; alle anderen Werte sind in kW angegeben. Alle Ergebnisse sind
gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ± stellen
die jeweiligen Standardabweichungen dar.
den vorgegebenen ungesteuerten Leistungen der Autonomen Verbraucher-
organisationen aus dem vorherigen Abschnitt, so dass diese mit vergleich-
baren Unsicherheiten konfrontiert waren. Diese Systemkonfiguration wird
im Folgenden mit O5 bezeichnet.
Wie auch in den vorherigen Abschnitten werden erneut Evaluationsszena-
rien unter optimalen Bedingungen (O5-o), auf Basis der Vorhersage (O5-p),
auf Basis des antizipierten Szenarios (O5-a), auf Basis des ganzen tbst (O5-t)
und mit ungesteuerten potentiell steuerbaren Verbrauchern durchgeführt
(O5-u).
Ergebnisse zu O5
Die in O5 erzielten Ergebnisse für den Planungshorizont N = 16 sind in
Tabelle 8.11 dargestellt.
Was zunächst auffällt, ist dass die gestiegene zugewiesene ungesteuerte
Leistung Uω in entsprechend höheren Werten von ∆Rωµ und ∆Uωµ resultiert.
Wie bisher auch, ist das Evaluationsszenario mit komplett ungesteuerter
Nachfrage bzw. unter optimalen Bedingungen am schlechtesten bzw. am
besten. Auch die Verhältnisse zwischen O5-a, O5-p und O5-t haben sich
nicht verändert: In O5-p ist ∆Rωµ 7,58% niedriger als ∆Uωµ , wohingegen
eine robuste Einsatzplanung auf Basis von tbs weitaus bessere Ergebnisse
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∆Rωµ ∆
2Rωµ ∆U
ω
µ Rmin Rmax R↕ Rµ Sµ Tω
O5-t,
N = 4
2,510
± 1,774
1,971
± 0,691
3,784
± 0,966
393,110
± 11,116
805,276
± 11,985
412,166
± 17,597
639,129
± 133,813
48,859
± 54,244
205,799
± 40,379
O5-t,
N = 8
2,369
± 1,081
1,768
± 0,425
3,762
± 0,970
403,113
± 14,030
793,847
± 15,497
390,734
± 21,466
638,279
± 123,592
48,002
± 48,896
495,690
± 90,320
O5-t,
N = 16
2,272
± 0,705
1,725
± 0,438
3,780
± 0,986
441,958
± 9,900
786,205
± 15,359
344,247
± 15,921
639,407
± 103,711
49,117
± 37,399
1367,884
± 595,749
Tabelle 8.12.: Evaluationsergebnisse für O5-t mit unterschiedlichen Planungshorizonten:
N = 4, N = 8 und N = 16. Die durchschnittliche Dauer für die Berechnung der
Fahrpläne Tω ist in ms angegeben; alle anderen Werte sind in kW angegeben. Alle
Ergebnisse sind gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte
nach ± stellen die jeweiligen Standardabweichungen dar.
ermöglicht. So ist ∆Rωµ in O5-a um 39,37% niedriger als ∆Uωµ , O5-t reduziert
∆Uωµ um leicht bessere 39,89%.
Die pro Autonomer Verbraucherorganisation benötigte durchschnittliche
Fahrplanberechnungszeit ist bei denjenigen Evaluationsszenarien, die nicht
auf Basis eines tbst Fahrpläne zu berechnen hatten, wiederum in etwa auf
einem Niveau und liegt dort bei rund 400ms. Die größere Komplexität bei
der Einsatzplanung für einen tbst resultiert auch in O5 in einer höheren
durchschnittlichen Fahrplanberechnungszeit. Mit 1,368 s ist sie mehr als
dreimal so groß.
Bezüglich der Spreizung der Residuallast in O5 bewegen sich O5-a, O5-p
und O5-t wieder in etwa auf einem Niveau; O5-o bzw. O5-u liefern wie auch
in den anderen Systemkonfigurationen die geringste bzw. größte Spreizung.
In Tabelle 8.12 sind die Resultate von O5 für die Planungshorizonte N = 4,
N = 8 und N = 16 zu sehen. Die Unterschiede zwischen den verschiedenen
Planungshorizonten ähneln stark den Unterschieden von O15. So sind auch
hier Verbesserungen von ∆Rωµ und ∆2Rωµ mit steigendem Planungshorizont
zu sehen; die Reduktion gegenüber ∆Uωµ beträgt bei steigendem N 33,67%,
37,03% bzw. 39,89% und ist demnach in allen Planungshorizonten besser als
bei O15 (26,42%, 31,82% bzw. 33,84%). Auch die altbekannten reduzierten
Spreizungen der Residuallast und die steigenden Fahrplanberechnungszei-
ten sind erneut vorhanden.
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Vergleich von O5 mit O15
Im Vergleich zu O15 erzielt O5 bessere Ergebnisse bezüglich der Glättung
der Residuallast. So sind zwar die Werte von ∆Rωµ höher – das ist jedoch
der dreifach höheren zugewiesenen ungesteuerten Leistung Uω geschul-
det, was auch in den Evaluationsszenarien, in denen eine Einsatzplanung
durchgeführt wird, zu einem dreimal so hohen Wert von ∆Uωµ gegenüber
den vergleichbaren Evaluationsszenarien aus O15 führt. In Relation zu
∆Uωµ , sind die in O5 erreichten ∆Rωµ nämlich niedriger: ∆Rωµ ist um 39,37%,
71,04%, 7,58% bzw. 39,89% niedriger (für O5-a, O5-o, O5-p bzw. O5-t) als
das entsprechende ∆Uωµ . Die in O15 in den analogen Evaluationsszenarien
erzielten Verbesserungen betragen dagegen nur 33,84%, 65,02%, 3,25% bzw.
33,84% und bewegen sich daher ca. 4–6% unter denjenigen von O5.
Die in O5 größere Anzahl an Verbrauchern innerhalb einer Autonomen
Verbraucherorganisation, für die eine Einsatzplanung durchgeführt werden
muss, führt allerdings klarerweise auch zu einer höheren Dauer für die
Berechnung von Fahrplänen. Im Schnitt ist diese in O5 in etwa 2–3 mal so
hoch wie in O15 und daher noch im Rahmen.
Die Spreizung der Residuallast ist in O15 in etwa auf vergleichbarem
Niveau wie in O5. Im Evaluationsszenario unter optimalen Bedingungen
wird in O5 eine geringere Spreizung der Residuallast erzielt, in den anderen
Evaluationsszenarien eine etwas schlechtere.
Fazit
Aus den Evaluierungsdaten geht hervor, dass Autonome Verbraucherorga-
nisationen mit einer größeren Anzahl an Verbrauchern – in diesem Fall 30 –
die dadurch gewonnene Flexibilität besser ausnutzen können und zu einer
besseren durchschnittlichen Glättung der Residuallast führen, als Autonome
Verbraucherorganisationen mit einer kleineren Anzahl an Verbrauchern –
in diesem Fall 10. Die dadurch größere Komplexität des Optimierungs-
problems führt allerdings zu größeren durchschnittlichen Fahrplanberech-
nungszeiten. Sinnvolle Partitionsgrößen sind folglich ein Trade-Off zwischen
einer besseren Glättung der Residuallast und niedrigeren Fahrplanberech-
nungszeiten – genauso wie in Autonomen Virtuellen Kraftwerken, deren
Partitionsgrößen ebenfalls ein Trade-Off zwischen Lösungsqualität und
Fahrplanberechnungszeiten ist [14].
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8.4.4. fazit zum demand side management
Im Gesamten betrachtet, hat sich über alle Systemkonfigurationen gezeigt,
dass die Glättung der Residuallast in Autonomen Verbraucherorganisati-
onen unter Unsicherheiten gute Resultate liefert. Dabei ist festzuhalten,
dass in allen untersuchten Fällen eine Einsatzplanung gegenüber keiner
Einsatzplanung, wo keine Flexibilisierung des Verbrauchs stattfindet, zu be-
vorzugen war; selbst die Einsatzplanung auf Basis fehlerhafter Vorhersagen
führte bereits zu einer glatteren Residuallast. Wurden jedoch Trust-basierte
Szenarien [16] in der Einsatzplanung eingesetzt, konnten die vorliegenden
Vorhersagefehler reduziert werden, so dass sich wesentlich bessere Ergebnis-
se bezüglich der Glättung der Residuallast erzielen ließen. Dies bestätigt die
guten Ergebnisse des Einsatzes von tbs in der robusten Einsatzplanung von
Autonomen Virtuellen Kraftwerken [7, 5]. Dass die Unsicherheiten jedoch
nicht perfekt antizipiert werden konnten, haben die als Vergleichsmaßstab
herangezogenen Evaluationsszenarien gezeigt, welche eine Einsatzplanung
unter perfekten Vorhersagen ausführten; diese lieferten in allen Evaluierun-
gen mit Abstand die besten Resultate.
Die Betrachtung unterschiedlicher Systemkonfigurationen hat gezeigt,
dass die verschiedenen Verbrauchertypen unterschiedliches Potential zur
Glättung der Residuallast aufweisen. Die besonders flexiblen, als Speicher
fungierenden, Elektrofahrzeuge wiesen dabei trotz der geringsten Fahrplan-
berechnungszeiten das meiste Potential auf. Aber auch programmgetriebene
und thermische Verbraucher sind dazu in der Lage, die Residuallast glat-
ter zu machen. Allerdings benötigt eine Einsatzplanung für Autonome
Verbraucherorganisationen, die ausschließlich aus Verbrauchern desselben
Typs bestehen, insbesondere für thermische Verbraucher um ein Vielfaches
länger.
Die Evaluierung hat außerdem auch gezeigt, dass Autonome Verbraucher-
organisationen, die gemäß einer homogenen Partitionierung [12] gebildet
sind und eine Mischung von Verbrauchern unterschiedlichen Typs enthalten,
bessere Resultate erzielen, als solche Autonome Verbraucherorganisationen,
die ausschließlich aus Verbrauchern desselben Typs bestehen. Die Größe
von Autonomen Verbraucherorganisationen hat dabei einen Einfluss auf
die Qualität der Lösung – größere Organisationen liefern aufgrund ihrer
größeren Flexibilität zwar bessere Lösungen, benötigen dafür aber auch
länger für die Einsatzplanung. Genauso verhält es sich für die Größe des
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Planungshorizonts; es hat sich in allen Systemkonfigurationen gezeigt, dass
die Glättung der Residuallast bessere Resultate erzielt, wenn ein längerer
Planungshorizont gewählt wird, da so die Nachfrage besser an zukünftige
Entwicklungen angepasst werden kann. Aber auch hier führt die gewonnene
Lösungsqualität zu höheren Fahrplanberechnungszeiten.
8.5. supply demand management: evaluationsszenarien
und -ergebnisse
In diesem Abschnitt liegt der Fokus auf der Untersuchung der Auswir-
kungen von Autonomen Verbraucherorganisationen auf Autonome Virtu-
elle Kraftwerke. Das bedeutet, dass in diesem Abschnitt nun ein System
bestehend aus Autonomen Verbraucherorganisationen und Autonomen
Virtuellen Kraftwerken zum Supply Demand Management betrachtet wird.
An dem grundsätzlichen Evaluationsaufbau und -ablauf ändert sich in
diesem Abschnitt nichts gegenüber dem vorherigen Abschnitt; die verän-
derten und zusätzlichen Bedingungen werden nun vorgestellt.
Für die Generierung von Kraftwerksmodellen mit plausiblen Nennleis-
tungen wurden öffentlich verfügbare Daten von EnergyMap30 verwendet,
die bis zum Jahre 2014 aktuelle Daten zu den Erzeugern aus erneuerbaren
Energien in Deutschland gesammelt und analysiert haben. Dazu wurde
auf dem verfügbaren Datensatz über die verschiedenen Anlagentypen eine
empirische Wahrscheinlichkeitsverteilung der Nennleistungen basierend auf
einer Klasseneinteilung erstellt und daraus dann zufällig 98 Kraftwerksmo-
delle generiert, wovon 35 steuerbar waren. Im Falle steuerbarer Kraftwerke
wurden des Weiteren typische Daten für die Änderungsgeschwindigkeiten
verwendet. Eine Abbildung der Änderungsgeschwindigkeit auf Kosten oder
eine komplexere Kostenfunktion für steuerbare Kraftwerke, die unterschied-
lichen Auslastungen des Kraftwerks unterschiedliche Kosten zuordnet, wur-
de dabei nicht verwendet. Das bedeutet, dass für die Messung der Vorteile
für Kraftwerke, die sich durch die Einsatzplanung von Verbrauchern er-
geben, wie zuvor die Metriken bezüglich der Glättung der Residuallast
herangezogen werden. Dargebotsabhängige Erzeuger – Windkraftanlagen
und Photovoltaikanlagen – speisten in der Evaluation anhand des in der
Simulation vorliegenden Wetters, das auf real aufgetretenen Wetterdaten
30 http://www.energymap.info/ (besucht am 21.03.2017)
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basierte31, ein. Die Vorhersage der dargebotsabhängigen Erzeuger unterlag
dabei Unsicherheiten: So wich die tatsächliche dargebotsabhängige Leistung
von der vorhergesagten dargebotsabhängigen Leistung in der Abfolge 0%,
20%, 0% und -20% ab, unterlag also relativ hohen Vorhersagefehlern.
Die 98 Kraftwerke waren in einer kleinen Hierarchie, bestehend aus drei
Autonomen Virtuellen Kraftwerken, enthalten. Dabei waren dem Wurzel-
avkw mehrere Kraftwerke und die zwei anderen avkw untergeordnet. Die
Einsatzplanung in avkw erfolgte immer auf einem ganzen tbst der Resi-
duallast, wurde also nicht, wie es im vorherigen und in diesem Abschnitt
für die avo der Fall war, auf das antizipierte Szenario oder die Vorhersage
beschränkt. Die Leistung steuerbarer Kraftwerke wurde jedoch für jeden
Zeitschritt auf Basis des im Fahrplan enthaltenen antizipierten Szenarios
gewählt. Eine reaktive Anpassung der Leistung steuerbarer Kraftwerke fand
nicht statt.
Auf Seiten der Verbraucher waren die nicht-steuerbaren Verbraucher
mit denselben Unsicherheiten wie im vorherigen Abschnitt versehen. Die
ungesteuerte Leistung Autonomer Verbraucherorganisationen setzte sich
zusammen aus der zugewiesenen dargebotsabhängigen Leistung des über-
geordneten avkw und aus der nicht-steuerbaren Nachfrage der avo und un-
terlag somit den Unsicherheiten beider. Die Evaluation in diesem Abschnitt
wurde für zwei unterschiedliche Systemkonfigurationen von Verbrauchern
durchgeführt.
In einem etwas konservativeren Szenario wurden 775 Verbrauchermodelle
generiert, deren Nachfrage im Vergleich zu der Nachfrage nicht-steuerbarer
Verbraucher einen eher kleineren Anteil von ca. 15% ausmachte. Die ge-
samte Nachfrage dieser steuerbaren Verbraucher und die Nachfrage nicht-
steuerbarer Verbraucher war dabei so gewählt, dass die 98 Kraftwerke
diese problemlos decken konnten und der Anteil der dargebotsabhängigen
Leistung an der Deckung der Nachfrage in etwa 33% betrug, also vergleich-
bar mit der heutigen Situation [29]. Diese Systemkonfiguration wird im
weiteren Verlauf SD-now genannt. Die 775 Verbraucher wurden in dieser
Systemkonfiguration auf 35 verschiedene Autonome Verbraucherorganisati-
onen partitioniert, so dass jede avo knapp über 20 steuerbare Verbraucher
enthielt.
In einem etwas optimistischeren Szenario, wie es in einigen Jahren mit
einer Verbreitung von steuerbaren Verbrauchern und von Elektrofahrzeugen
31 http://www.lfl.bayern.de/, Daten aus dem Jahr 2010
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in der Realität vorliegen könnte, wurden 950 Verbrauchermodelle generiert,
deren Nachfrage im Vergleich zu der Nachfrage nicht-steuerbarer Verbrau-
cher einen größeren Anteil als in SD-now hatten, nämlich ca. 34%. Das
entspricht in etwa den Schätzungen von Brooks et al. [25]. Diese Systemkon-
figuration wird im Folgenden mit SD-fut bezeichnet. Die 950 Verbraucher
wurden in SD-fut auf eine etwas größere Menge von 50 Autonomen Verbrau-
cherorganisationen partitioniert, so dass auch in dieser Systemkonfiguration
jede avo im Schnitt knapp unter 20 steuerbare Verbraucher enthielt. Um
auch die Veränderungen der kommenden Jahre auf Seiten der Erzeuger
abzubilden, wurden in SD-fut die Nennleistungen der dargebotsabhängigen
Erzeuger etwas nach oben skaliert, so dass diese letztendlich in den Simu-
lationen einen relativ hohen Anteil von 61% an der gesamten erzeugten
Leistung hatten; das entspräche nach aktuellen Zielvorgaben des Ausbaus
erneuerbarer Energien einem Zeitpunkt von in etwa dem Jahr 2035 [29].
Die jeweiligen Autonomen Verbraucherorganisationen waren gleichmäßig
auf die Autonomen Virtuellen Kraftwerke aufgeteilt.
Generierung der Steuerungsmodelle in SD-now und SD-fut
Konkret wurden in SD-now 350 thermische Verbraucher, 350 programm-
getriebene Verbraucher, 35 abschaltbare Verbraucher, 10 Speicher und 30
Elektrofahrzeuge generiert. Die Parametrisierung der Steuerungsmodelle
für thermische Verbraucher, programmgetriebene Verbraucher und für Elek-
trofahrzeuge entsprach dabei derjenigen aus Abschnitt 8.4. Die Modelle
abschaltbarer Verbraucher wurden so generiert, dass sie entweder um 0:00,
6:00 oder 8:00 Uhr gestartet wurden und entweder um 18:00, 20:00 oder
0:00 Uhr beendet worden sind. In dem dadurch möglichen Zeitraum von
10–24 Stunden konnten sie insgesamt für maximal 30, 45 oder 60 Minuten
abgeschaltet werden (entsprechend zwei, drei oder vier Zeitschritte). Im
ungesteuerten Fall fragten abschaltbare Verbraucher permanent während
des Zeitraums ihrer Verfügbarkeit Leistung nach. Die maximale Entladeleis-
tung Pmin herkömmlicher Speicher entsprach der generierten maximalen
Ladeleistung Pmax. Herkömmliche Speicher waren im ungesteuerten Fall
sehr simpel gestrickt; diese füllten sich einfach schnellstmöglich auf und
verbrauchten danach keine Leistung mehr. Einen Überblick über die Pa-
rametrisierung der zufällig generierten Parameter der Steuerungsmodelle
abschaltbarer Verbraucher und Speicher gibt Tabelle 8.13.
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In der anderen Systemkonfiguration SD-fut wurden 350 thermische Ver-
braucher, 350 programmgetriebene Verbraucher, 25 abschaltbare Verbrau-
cher, 25 Speicher und 200 Elektrofahrzeuge generiert. Somit wurde im
Vergleich zu SD-now die Anzahl der Elektrofahrzeuge stark erhöht, um
der erwarteten Zunahme an Elektrofahrzeugen in der Zukunft gerecht zu
werden. Auch der Mittelwert für die Generierung der maximalen Batte-
riekapazität wurde gegenüber SD-now stark erhöht, um die zukünftigen
Entwicklungen der Batterieforschung zu berücksichtigen. So geht beispiels-
weise eine Studie im Auftrag des Umweltbundesamtes [97] davon aus,
dass im Jahre 2050 Batteriekapazitäten in Elektrofahrzeugen von 100kWh
möglich sind. Des Weiteren sind die maximalen Ladeleistungen für Elek-
trofahrzeuge an eine bessere Ladeinfrastruktur und bessere Ladecontroller
angepasst, so dass wesentlich schnellere Ladegeschwindigkeiten möglich
sind. Pmax eines Elektrofahrzeugs wurde in SD-fut zufällig zwischen 11, 22,
43, 150 und 350kW gewählt, wobei erstere und letztere dreimal weniger
wahrscheinlich waren wie die anderen maximalen Ladeleistungen. Obwohl
generell erwartet wird, dass der Verbrauch einzelner elektrischer Geräte
aufgrund von Effizienzsteigerungen zukünftig abnimmt [106], wurde in die-
ser Systemkonfiguration der Verbrauch der weiteren einzelnen Verbraucher
erhöht, um die Anzahl der im System befindlichen Verbraucher nicht unnö-
tig zu erhöhen, aber um gleichzeitig das erhöhte Potential an flexibilisierter
Nachfrage abzubilden. Eine Übersicht über die verwendeten Parameter
für die zufällige Generierung der Steuerungsmodelle ist in Tabelle 8.14 zu
sehen.
Die zeitabhängigen Parameter wurden in SD-fut wie in SD-now bzw. wie
im vorherigen Abschnitt generiert.
8.5.1. konservatives system
Wie zuvor erwähnt, wurden in SD-now die 775 Verbraucher auf 35 Auto-
nome Verbraucherorganisationen verteilt, die ihrerseits den 3 Autonomen
Virtuellen Kraftwerken zugeordnet waren. Die avo und avkw wurden je-
weils nach einer homogenen Partitionierung gebildet.
Analog zu den Systemkonfigurationen in Abschnitt 8.4, wurden auch für
SD-now verschiedene Evaluationsszenarien durchgeführt. Dies beinhaltet
ein Evaluationsszenario unter optimalen Bedingungen (SD-now-o), d. h. mit
perfekten Vorhersagen der ungesteuerten Leistung (also der dargebotsab-
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Abschaltbare Verbraucher
Pon µ = 75, 0; σ = 5, 0
Poff 0
Speicher
Emin 0
Emax µ = 8, 0; σ = 2, 0
Pmax ∈ {3, 7; 11; 22}
e µ = 0, 85; σ = 0, 03
Tabelle 8.13.: Verwendete Werte für die zufällige Generierung einiger Parameter der
Steuerungsmodelle von abschaltbaren Verbrauchern und Speichern in SD-now. Ein
Großteil der Parameter wurde mittels einer Normalverteilung generiert. Pmax eines
Speichers wurde gleichverteilt aus der angegebenen Menge gewählt.
hängigen Erzeuger und der nicht-steuerbaren Verbraucher), auf Basis der
Vorhersage ungesteuerter Leistung (SD-now-p), auf Basis des antizipierten
Szenarios der ungesteuerten Leistung (SD-now-a), auf Basis des ganzen tbst
ungesteuerter Leistung (SD-now-t) und mit ungesteuertem Verbrauch (SD-
now-u). Zu beachten dabei ist, dass die avkw in allen Evaluationsszenarien
Fahrpläne für einen ganzen tbst erstellt haben.
Der Planungshorizont war für avo auf N = 8 festgelegt, da dies im
vorherigen Abschnitt (siehe Abschnitt 8.4) gute Ergebnisse bei schnellen
Fahrplanberechnungszeiten geliefert hat. Der Planungshorizont von avkw
betrug N = 4, wie er in avkw üblicherweise verwendet wird [10, 62].
Ergebnisse zu SD-now
Die Ergebnisse zu SD-now sind in Tabelle 8.15 dargestellt.
Betrachtet man zunächst die erzielten Ergebnisse bezüglich der Glättung
der Residuallast, so lässt sich festhalten, dass Autonome Verbraucherorgani-
sationen auch im Kontext der Autonomen Virtuellen Kraftwerke dazu in der
Lage sind, die Residuallast zu glätten und die Spreizung der Residuallast zu
reduzieren. So liefert SD-now-u den schlechtesten Wert von ∆Rωµ . Auch der
Einsatz von tbs führt erneut zu besseren Ergebnissen als das Vertrauen auf
die vorhergesagte ungesteuerte Leistung und bestätigt somit die Ergebnisse
aus Abschnitt 8.4. Was hingegen überrascht, ist dass SD-now-o auf einem
Niveau mit SD-now-a und SD-now-t liegt und nur leicht bessere Ergebnis-
se erreicht. So gelingt es SD-now-o die absoluten Differenzen in ∆Uωµ um
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Thermische Verbraucher
Pon µ = 2, 0; σ = 0, 2
Poff 0
Tmin µ = 3, 0; σ = 0, 5
Tmax µ = 8, 0; σ = 0, 5
∆Ton µ = −0, 1; σ = 0, 01
∆Toff µ = 0, 03; σ = 0, 003
Programmgetriebene Verbraucher
Pon µ = 5, 0; σ = 0, 5
Poff 0
τdur µ = 120, 0; σ = 15, 0
Abschaltbare Verbraucher
Pon µ = 150, 0; σ = 5, 0
Poff 0
Speicher
Emin 0
Emax µ = 16, 0; σ = 3, 0
Pmax ∈ {3, 7; 11; 22}
e µ = 0, 9; σ = 0, 03
Elektrofahrzeuge
Emin 0
Emax µ = 100, 0; σ = 10, 0
e µ = 0, 9; σ = 0, 03
Emindes µ = 0, 2; σ = 0, 03
E
dep
des
µ = 0, 8; σ = 0, 05
Tabelle 8.14.: Verwendete Werte für die zufällige Generierung einiger Parameter der
Steuerungsmodelle von thermischen Verbrauchern, programmgetriebenen Verbrauchern,
abschaltbaren Verbrauchern, Speichern und Elektrofahrzeugen in SD-fut. Ein Großteil
der Parameter wurde mittels einer Normalverteilung generiert. τdur ist in Minuten
angegeben; der generierteWert wurde dabei auf ein Vielfaches von 15Minuten gerundet.
Pmax eines Speichers wurde gleichverteilt aus der angegebenen Menge gewählt. Emindes
und Edepdes sind in Prozent der maximalen Kapazität Emax angegeben.
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∆Rωµ ∆
2Rωµ ∆U
ω
µ R↕ Tω Tλ ∆P #TBSλ
SD-now-a
39,452
± 13,065
13,549
± 8,249
54,883
± 12,418
8413,464
± 77,272
156,410
± 9,685
77,348
± 13,081
74,713
± 80,653
1,037
± 0,069
SD-now-o
39,156
± 12,936
13,819
± 9,009
54,889
± 12,400
8424,343
± 64,307
157,417
± 9,240
451,395
± 131,120
0,061
± 0,135
4,997
± 0,015
SD-now-p
48,486
± 18,188
28,330
± 9,945
54,891
± 12,369
8942,854
± 61,603
302,504
± 250,601
79,439
± 12,520
75,605
± 79,361
1,040
± 0,072
SD-now-t
39,466
± 13,018
13,574
± 8,163
54,891
± 12,399
8445,012
± 75,925
167,996
± 21,882
78,138
± 13,867
75,389
± 79,770
1,036
± 0,062
SD-now-u
55,225
± 13,192
12,952
± 12,384
55,225
± 13,192
9432,174
± 67,216 —
75,633
± 17,093
75,793
± 78,833
1,030
± 0,049
Tabelle 8.15.: Evaluationsergebnisse für SD-now: nur auf Basis des antizipierten Sze-
narios, mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und
ungesteuert. Die durchschnittlichen Dauern für die Berechnung der Fahrpläne Tω und
Tλ sind in ms angegeben; alle anderen Werte bis auf #TBSλ sind in kW angegeben. Alle
Ergebnisse sind gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte
nach ± stellen die jeweiligen Standardabweichungen dar.
28,66% zu reduzieren – SD-now-a erreicht eine Reduktion um 28,12% und
SD-now-t erzielt ein um 28,10% geringeres ∆Rωµ gegenüber ∆Uωµ . SD-now-a
und SD-now-t sind also auch in dieser Systemkonfiguration auf einem Level.
Bezüglich ∆2Rωµ liefern SD-now-a und SD-now-t sogar bessere Resultate als
SD-now-o. Offenbar ist es in dieser Systemkonfiguration unter den vorliegen-
den Unsicherheiten den tbs möglich, die Unsicherheiten auf ein Minimum
zu reduzieren.
Die durchschnittlichen Fahrplanberechnungszeiten Tω innerhalb von
avo sind in SD-now-p im Vergleich zu den anderen Evaluationsszenarien
ziemlich hoch. Die mitunter großen Abweichungen der tatsächlichen von der
vorhergesagten ungesteuerten Leistung und die daraus folgenden großen
Abweichungen des aktuellen Zustands Uωtnow von den vorhergesagten U
ω
t
für t ∈W führen in dieser Systemkonfiguration anscheinend dazu, dass das
Optimierungsproblem auf Basis der Vorhersage in manchen Situationen in
der Komplexität deutlich ansteigt. Dies erklärt auch die im Vergleich extrem
hohe Standardabweichung. Ansonsten ist die Fahrplanberechnungszeit in
SD-now-t nicht unerwartet aufgrund der Berechnung für einen tbst etwas
höher als für SD-now-a und SD-now-o.
Die Analyse der Daten Tλ, ∆P und #TBSλ zeigt, dass avkw offenbar neben
einer glatteren Residuallast nicht weiter von der von Autonomen Verbrau-
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cherorganisationen durchgeführten Residuallastglättung profitieren können.
Abgesehen von SD-now-o, gibt es in den Evaluationsszenarien SD-now-a,
SD-now-p, SD-now-t und SD-now-u keine nennenswerten Unterschiede in
der durchschnittlichen Fahrplanberechnungszeit Tλ, die Abweichung ∆P
der erzeugten Leistung von der Residuallast bewegt sich relativ zur durch-
schnittlich vorliegenden Residuallast (über alle Evaluationsszenarien im
Schnitt ca. 7675kW) in allen Szenarien im Promillebereich und auch die
Anzahl der tbs pro avkw weicht in den verschiedenen Evaluationsszenarien
nicht nennenswert voneinander ab. Erstaunlich ist jedoch die auffallend
hohe #TBSλ in SD-now-o, die auch zu den verhältnismäßig hohen Fahr-
planberechnungszeiten Tλ führt. Dies liegt darin begründet, dass die Resi-
duallastglättung nicht jeden Zeitschritt zu den exakt gleichen Ergebnissen
führt und somit kleine Abweichungen in den Vorhersagen der steuerbaren
Nachfrage entstehen. Aufgrund der unterschiedlichen Ausprägungen dieser
kleineren Abweichungen und der gewählten Parametrisierung der tbs, dass
die Breite der Klassen der tbs auf Basis der maximalen Prognoseabwei-
chung bestimmt wird, konnte es im Zusammenspiel mit den perfekten
Vorhersagen der dargebotsabhängigen Erzeuger und der nicht-steuerbaren
Verbraucher zu einer derartig hohen Anzahl an tbs kommen.
8.5.2. zukünftiges system
Die 950 Verbraucher in SD-fut waren auf 50 Autonome Verbraucherorgani-
sationen verteilt, die ihrerseits den 3 Autonomen Virtuellen Kraftwerken
zugeordnet waren. Die avo und avkw wurden wie in SD-now jeweils nach
einer homogenen Partitionierung gebildet.
Die Evaluation von SD-fut wurde wie SD-now durchgeführt, d. h. es
wurden erneut die bekannten Evaluationsszenarien untersucht: SD-fut-a,
SD-fut-o, SD-fut-p, SD-fut-t und SD-fut-u.
Die Autonomen Virtuellen Kraftwerke erstellten in allen Evaluationssze-
narien Fahrpläne für einen ganzen tbst mit dem Planungshorizont N = 4.
Die avo erstellten Fahrpläne für einen Planungshorizont von N = 8.
Ergebnisse zu SD-fut
Die von SD-fut erzielten Resultate sind in Tabelle 8.16 zu sehen.
Die Ergebnisse bestätigen auch in SD-fut, dass die Glättung der Resi-
duallast der Autonomen Verbraucherorganisationen im Zusammenspiel mit
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∆Rωµ ∆
2Rωµ ∆U
ω
µ R↕ Tω Tλ ∆P #TBSλ
SD-fut-a
9,825
± 7,259
6,157
± 3,766
36,594
± 13,330
13921,166
± 240,571
120,664
± 3,770
78,401
± 13,915
593,360
± 1496,901
1,029
± 0,042
SD-fut-o
8,505
± 7,413
3,675
± 3,840
36,609
± 13,291
13775,915
± 156,441
121,325
± 3,712
427,633
± 127,884
519,258
± 1531,222
5,000
± 0,001
SD-fut-p
24,209
± 17,242
32,252
± 6,718
36,568
± 13,277
16067,771
± 186,984
122,016
± 11,276
77,681
± 12,618
618,154
± 1553,590
1,027
± 0,044
SD-fut-t
9,820
± 7,263
6,245
± 3,832
36,559
± 13,298
13898,286
± 216,470
131,298
± 15,848
78,478
± 13,792
593,100
± 1495,511
1,027
± 0,043
SD-fut-u
40,809
± 14,814
20,582
± 14,753
40,809
± 14,814
19369,609
± 149,668 —
75,912
± 17,950
584,577
± 1514,459
1,029
± 0,045
Tabelle 8.16.: Evaluationsergebnisse für SD-fut: nur auf Basis des antizipierten Szenarios,
mit perfektem Wissen, nur auf Basis der Vorhersage, mit ganzem TBST und ungesteuert.
Die durchschnittlichen Dauern für die Berechnung der Fahrpläne Tω und Tλ sind in ms
angegeben; alle anderen Werte bis auf #TBSλ sind in kW angegeben. Alle Ergebnisse
sind gemittelt über 50 Simulationsläufe pro Evaluationsszenario; die Werte nach ±
stellen die jeweiligen Standardabweichungen dar.
Autonomen Virtuellen Kraftwerken gut funktioniert und die Spreizung der
Residuallast deutlich reduziert. Wie üblich ist der ungesteuerte Verbrauch
am schlechtesten. Auch die Einsatzplanung auf Basis von Vorhersagen
schneidet wieder deutlich schlechter ab als die Varianten mit Einsatzpla-
nung auf Basis von tbst. So erreicht SD-fut-p einen Wert von ∆Rωµ , der um
33,80% niedriger ist als ∆Uωµ , wohingegen SD-fut-a einen um 73,15% und
SD-fut-t einen um 73,14% reduzierten Wert erzielt. Somit erreichen auch in
SD-fut die beiden Evaluationsszenarien SD-fut-a und SD-fut-t gleichwertige
Resultate. Und auch in SD-fut ist das Evaluationsszenario unter optimalen
Bedingungen, SD-fut-o, im Gegensatz zu den Resultaten aus Abschnitt 8.4
nicht so viel besser wie die Einsatzplanung unter Unsicherheiten. Mit einer
Reduktion von 76,77% der Differenzen ∆Uωµ der ungesteuerten Leistung
erzielt es nur knapp bessere Ergebnisse als SD-fut-a und SD-fut-t. Insge-
samt wird deutlich, dass der gestiegene Anteil an flexibilisierter Nachfrage
einen Vorteil bringt, trotz ebenfalls höherer Unsicherheiten verursacht durch
eine höhere dargebotsabhängige Leistung. So sind die erzielten Ergebnis-
se bezüglich der Glättung der Residuallast durch die Bank besser als in
SD-now.
Die Fahrplanberechnungszeiten Tω befinden sich in SD-fut in etwa auf
einem Niveau, wobei SD-fut-t aufgrund des durchschnittlich etwas mehr
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als ein Szenario enthaltenen tbst (nicht in der Tabelle dargestellt) leicht
höhere Zeiten aufweist. Die negativen Ausschläge der Fahrplanberechnungs-
zeiten in SD-fut-p sind deutlich weniger ausgeprägt als in SD-now-p, aber
gelegentlich noch vorhanden (siehe die leicht erhöhte Standardabweichung).
Wie in SD-now bestätigt sich auch in SD-fut, dass neben der glatteren
Residuallast sich keine weiteren Vorteile für Autonome Virtuelle Kraft-
werke ergeben. Die durchschnittlichen Fahrplanberechnungszeiten Tλ für
avkw bewegen sich auf dem gleichen Niveau wie in SD-now und auch
die Anzahl an tbs in einem avkw #TBSλ ist vergleichbar und ohne Auf-
fälligkeiten. Lediglich SD-fut-o zeigt wieder ein auffälliges Verhalten mit
einer hohen Anzahl an tbs; dies kann jedoch mit der gleichen Begründung
wie in SD-now erklärt werden. Was allerdings im Gegensatz zu SD-now
andere Resultate liefert, ist die durchschnittliche absolute Abweichung ∆P
der erzeugten Leistung von der Residuallast, die deutlich höher ausfällt als
in SD-now. Grund dafür ist, was aus den Daten der Tabelle nicht ersichtlich
ist, dass in dieser Systemkonfiguration die Einspeisung dargebotsabhän-
giger Erzeuger zeitweise derart hoch ist, dass die Residuallast über einen
längeren Zeitraum negativ ist. So bewegt sich Rmin in den Evaluationss-
zenarien im Schnitt bei in etwa -6750kW, was auch die im Vergleich zu
SD-now hohe Spreizung der Residuallast erklärt. Die negative Residuallast
ist auch ein Indiz dafür, dass trotz des relativ hohen Anteils an flexibilisier-
ter Nachfrage in dieser Systemkonfiguration, Speicher und die Kopplung
des elektrischen Energieversorgungssystems mit anderen Versorgungsnet-
zen wie dem Gas- oder Wärmenetz einen wichtigen Beitrag zum stabilen
Betrieb elektrischer Energieversorgungssysteme in Zukunft leisten müssen.
Mit Ausnahme von SD-fut-o, dessen Anteil von ∆P an der durchschnittlich
aufgetretenen Residuallast Rµ unter 10% liegt, bewegen sich die anderen
vier Evaluationsszenarien aber in etwa auf einem Niveau in dem Bereich
von 10,80–11,76%.
8.5.3. fazit zum supply demand management
Mit Blick auf SD-now und SD-fut lässt sich festhalten, dass sich die in Ab-
schnitt 8.4 erzielten Ergebnisse bezüglich der Residuallastglättung unter
Unsicherheiten auch in einem System von Autonomen Virtuellen Kraftwer-
ken und Autonomen Verbraucherorganisationen bestätigen. Dabei schnitt
die Systemkonfiguration SD-fut, die mit ca. 34% einen höheren Anteil an
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steuerbarer Nachfrage enthielt, deutlich besser ab als die Systemkonfigu-
ration SD-now, deren Anteil an steuerbarer Nachfrage nur in etwa 15%
betrug.
Außerdem hat sich gezeigt, dass Autonome Virtuelle Kraftwerke abgese-
hen von der geglätteten Residuallast nicht weiter von der Einsatzplanung
in Autonomen Verbraucherorganisationen profitieren können. So bleiben
die durchschnittlichen Fahrplanberechnungszeiten, die Anzahl der tbs, für
die Fahrpläne berechnet werden müssen, und die Abweichung zwischen
erzeugter Leistung und zu deckender Residuallast unabhängig von der
Einsatzplanung steuerbarer Verbraucher auf einem Level.
8.6. zusammenfassung
In Gesamtbetrachtung aller durchgeführten Evaluierungen in diesem Ka-
pitel, lässt sich als Fazit ziehen, dass die Einsatzplanung von steuerbaren
Verbrauchern unter allen untersuchten Umständen Vorteile bezüglich der
Glättung der Residuallast gegenüber einer ungesteuerten Nachfrage hat.
Längere Planungshorizonte liefern dabei bessere Ergebnisse als kürzere,
allerdings zu dem Preis von längeren Fahrplanberechnungszeiten. Ebenso
hat sich gezeigt, dass Autonome Verbraucherorganisationen, die eine homo-
gene Partitionierung [12] bilden, bessere Resultate erzielen als Autonome
Verbraucherorganisationen, die aus gleichen Verbrauchertypen bestehen. Zu-
dem profitieren Autonome Verbraucherorganisationen in einer homogenen
Partitionierung von kürzeren Fahrplanberechnungszeiten, da sich die Ein-
satzplanung für eine Gruppe bestehend nur aus thermischen Verbrauchern
als deutlicher komplexer herausgestellt hat, als für andere Verbrauchertypen.
Größere Autonome Verbraucherorganisationen liefern dabei zwar aufgrund
der steigenden Flexibilität bessere Ergebnisse als kleinere Autonome Ver-
braucherorganisationen, benötigen jedoch aufgrund der Komplexität der
Einsatzplanung auch länger dafür. Die Wahl geeigneter Partitionsgrößen
ist somit, wie die Wahl des Planungshorizonts, ein Trade-Off zwischen
Lösungsqualität und der benötigten Zeit.
Alles in allem hat sich wie in der robusten Einsatzplanung der Autono-
men Virtuellen Kraftwerke [7, 62] der Einsatz von Trust-basierten Szenari-
en (tbs) [16] zur Quantifizierung und Antizipation von Unsicherheiten in
der nicht-steuerbaren Leistung auch in Autonomen Verbraucherorganisati-
onen als tauglich herausgestellt. So konnten die Unsicherheiten, die durch
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Vorhersagefehler in der nicht-steuerbaren Leistung verursacht wurden, deut-
lich reduziert werden. Dadurch konnten gegenüber einer Einsatzplanung,
die lediglich auf Basis der Vorhersagen ausgeführt wurde, deutlich bessere
Ergebnisse erzielt werden.
Im Zusammenspiel mit Autonomen Virtuellen Kraftwerken bestätigen
sich zwar die Fähigkeiten der Autonomen Verbraucherorganisationen, die
Residuallast unter Unsicherheiten zu glätten und eine geringere Spreizung
der Residuallast zu erreichen, wodurch die Kraftwerke effizienter betrieben
werden können, mit weniger Schwankungen der Residuallast zurechtkom-
men müssen und aufgrund der geringeren Spreizung der Residuallast
theoretisch weniger steuerbare Kraftwerke hierfür benötigen. Allerdings
konnten Autonome Virtuelle Kraftwerke davon abgesehen in den unter-
suchten Evaluierungsszenarien nicht noch in irgendeiner anderen Form
profitieren. Weder werden die Unsicherheiten, mit denen Autonome Vir-
tuelle Kraftwerke konfrontiert sind, reduziert noch führt die Glättung der
Residuallast durch Autonome Verbraucherorganisationen zu einer kürzeren
Fahrplanberechnungszeit oder qualitativ besseren Lösungen hinsichtlich
der Deckung der Residuallast.
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fazit und ausblick
9Dieses Kapitel schließt die vorliegende Arbeit mit einer Zusammenfassungder erreichten Ergebnisse und einem Ausblick auf zukünftige Arbeiten undoffenen Fragestellungen ab.
9.1. zusammenfassung der erreichten ergebnisse
Zukünftige Smart Grids sind auf eine Flexibilisierung der Nachfrage ange-
wiesen, um das elektrische Energieversorgungssystem stabil betreiben zu
können. In dieser Arbeit wurde hierfür ein Ansatz zum autonomen Supply
Demand Management durch eine proaktive Einsatzplanung für steuerba-
re Verbraucher in einem selbst-organisierendem System vorgestellt. Der
Ansatz stützt sich dabei auf die entwickelten Algorithmen und Techniken,
die im Rahmen der selbst-organisierten, autonomen Einsatzplanung für
Autonome Virtuelle Kraftwerke [108, 5] entwickelt wurden, überträgt diese
auf die Verbraucher und verbindet diese beiden Ansätze.
Zwei zentrale Herausforderungen, die bei einem autonomen Betrieb elek-
trischer Energieversorgungssysteme entstehen, sind (1) Skalierbarkeit bei der
Einsatzplanung und (2) Unsicherheiten, verursacht durch Ungenauigkeiten
in den Vorhersagen der Systemteilnehmer. Um diese Herausforderungen
zu meistern, werden in dieser Arbeit die Verbraucher selbst-organisiert in
Autonome Verbraucherorganisationen gruppiert, in denen jeweils lokal eine
autonome Einsatzplanung unter Betrachtung von Unsicherheiten durch
den Einsatz des sozialen Konzepts der Vertrauenswürdigkeit für die darin
enthaltenen steuerbaren Verbraucher durchgeführt wird.
Die selbst-organisierte Ausbildung Autonomer Verbraucherorganisation-
en ist wie die Ausbildung von Autonomen Virtuellen Kraftwerken eine
Instanz des Partitionierungsproblems [12] und kann daher mit den beiden
Algorithmen psopp [12], eine bio-inspirierte Metaheuristik zur Lösung des
Partitionierungsproblems, und spada [5], ein dezentraler, agenten-basierter
Algorithmus zur Lösung des Partitionierungsproblems, gelöst werden. Da-
mit alle Autonomen Verbraucherorganisationen im System ähnliche Eigen-
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schaften haben, somit die Einsatzplanung ähnlich gut durchführen können
und es keine Schwachstellen im System gibt, und dadurch für eine höhere
Robustheit bezüglich des Erreichens des Systemziels sorgen, bilden Autono-
me Verbraucherorganisationen – wie Autonome Virtuelle Kraftwerke – eine
homogene Partitionierung [12]. Dies hat zur Folge, dass flexible und unflexible
Verbraucher wie auch vertrauenswürdige und nicht vertrauenswürdige Ver-
braucher gleichermaßen auf alle Autonomen Verbraucherorganisationen im
System aufgeteilt werden. Dass Autonome Verbraucherorganisationen, die
eine homogene Partitionierung bilden, dazu in der Lage sind, bessere Ergeb-
nisse zu liefern als Autonome Verbraucherorganisationen, die Verbraucher
gleichen Typs enthalten, hat die Evaluierung in Kapitel 8 gezeigt.
Die in Kapitel 5 vorgestellte autonome Einsatzplanung innerhalb einer Au-
tonomen Verbraucherorganisation hat zum Ziel, dass die Residuallast – die
Differenz zwischen Last und der Einspeisung nicht-steuerbarer Kraftwerke
wie Photovoltaikanlagen – geglättet wird. Dies ermöglicht einen effiziente-
ren Betrieb für steuerbare Kraftwerke und reduziert die Schwankungen der
Residuallast, die für steuerbare Kraftwerke aufgrund ihrer Trägheit, wenn
möglich, klein zu halten sind. Zusätzlich kann dies den teuren Zukauf von
Regelleistung zum Ausgleich von Differenzen zwischen der erzeugten und
nachgefragten Leistung reduzieren. Die Tauglichkeit des Ansatzes hat sich
in der Evaluierung in Kapitel 8 gezeigt, wo eine Einsatzplanung in allen
Fällen einer ungesteuerten Nachfrage überlegen war.
Da die Einsatzplanung jedoch auf Vorhersagen diverser Systemteilnehmer
angewiesen ist, die zwangsläufig Ungenauigkeiten aufweisen, ist die Einsatz-
planung mit Unsicherheiten konfrontiert. Ein Ansatz zur Quantifizierung
und Antizipation solcher Unsicherheiten sind Trust-basierte Szenarien [16],
mit denen sich zur Laufzeit auf Basis vergangener Erfahrungen Aussa-
gen über mögliche Entwicklungen der Zukunft, d. h. mögliche zukünftige
Prognosefehler, machen lassen. Durch die Integration von tbs in die Ein-
satzplanung für steuerbare Verbraucher ist es möglich, Unsicherheiten bei
der Glättung der Residuallast zu quantifizieren und zu antizipieren und
dadurch bessere Lösungen zu erhalten. Dies wurde in der Evaluierung des
Ansatzes in Kapitel 8 gezeigt.
Ein Ansatz, der Autonome Verbraucherorganisationen mit Autonomen
Virtuellen Kraftwerken für ein Supply Demand Management integriert,
wurde in Kapitel 7 vorgestellt. Abgesehen von der Glättung der Residuallast
konnten in der Evaluierung jedoch keine weiteren Vorteile für Autonome
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Virtuelle Kraftwerke gezeigt werden.
9.2. offene fragestellungen und ausblick auf zukünftige
arbeiten
Mit dem Abschluss dieser Arbeit gibt es noch weitere Anknüpfungspunkte
für interessante zukünftige Arbeiten.
Wurden in dieser Arbeit in der Einsatzplanung nur Unsicherheiten be-
trachtet, die von dargebotsabhängigen Erzeugern oder nicht-steuerbaren
Verbrauchern stammen, sollen in Zukunft auch solche Unsicherheiten in der
Einsatzplanung berücksichtigt werden, die von steuerbaren Verbrauchern
ausgehen. So können unter anderem die Vorhersagen über die Abfahrtszei-
ten von Elektrofahrzeugen fehlerhaft sein; eine Berücksichtigung vergan-
gener Erfahrungen über falsch vorhergesagte Abfahrtzeitpunkte könnte in
der Einsatzplanung beispielsweise in Form einer erwarteten Abfahrtszeit
integriert werden.
Ein Ansatz zur Einsatzplanung, der das ermöglichen würde, ist der markt-
basierte Mechanismus TruCAOS [6, 62]. TruCAOS ist ein markt-basiertes
Verfahren, bei dem ein Auktionator die Marktteilnehmer auf ein über mehre-
re Zeitschritte gehendes Angebot bieten lässt. TruCAOS wird in der robusten
Einsatzplanung von Autonomen Virtuellen Kraftwerken zur Deckung der
Residuallast durch die steuerbaren Kraftwerke eingesetzt. Die Vorteile von
TruCAOS gegenüber einem regio-zentralen Verfahren sind vor allem die
geringeren Laufzeiten, verursacht durch die geringere Komplexität des Ver-
fahrens. Außerdem wird die Privatheit der Steuerungsmodelle und Daten
der Marktteilnehmer gewahrt, da diese aufgrund der Abgabe von Geboten,
die keine Details zu dem Steuerungsmodell enthalten, nicht preisgegeben
werden müssen. War TruCAOS bisher ausgelegt auf das Lösen von Res-
sourcenallokationsproblemen, d. h. die exakte Befriedigung einer Nachfrage
durch die Bereitstellung von Ressourcen, kann er durch die Implementie-
rung der entsprechenden Schnittstellen für das Optimierungsproblem, wie
der Auswahl von Gewinner-Angeboten und den Terminierungskriterien,
auch für die Glättung der Residuallast in Autonomen Verbraucherorganisa-
tionen eingesetzt werden.
Die Teilnahme von Verbrauchern bzw. Autonomen Verbraucherorganisati-
onen an einem reaktiven Mechanismus innerhalb von Autonomen Virtuellen
Kraftwerken [10] zur Kompensation von aufgetretener Abweichungen zwi-
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schen erzeugter und nachgefragter Leistung auf Basis der Fahrplanbäume
wird ein weiterer interessanter Punkt sein.
Des Weiteren werden in zukünftigen Arbeiten die nutzer-definierten
Constraints, die in dieser Arbeit als harte Constraints aufgefasst wurden,
wie beispielsweise der gewünschte Ladestand des Elektrofahrzeugs zum
Abfahrtszeitpunkt, der späteste gewünschte Endzeitpunkt eines programm-
getriebenen Verbrauchers oder die festgelegten Temperaturgrenzen eines
thermischen Verbrauchers, als weiche Constraints aufgefasst, die unter
Umständen verletzt werden können. Der Nutzer kann zudem durch die
Angabe von Constraint Relationships [95] Präferenzen über diese weichen
Constraints ausdrücken und somit festlegen, welche weichen Constraints
wichtiger sind als andere. Die Berücksichtigung von weichen Constraints
gibt dem Optimierungsproblem mehr Spielraum und ermöglicht so unter
Umständen, zum Beispiel große Ausschläge der Residuallast nach oben
oder unten durch das Verletzen weicher Constraints abzuschwächen, wenn
keine andere Möglichkeit besteht. Ein wichtiger Faktor dabei ist sicherlich,
dass die weichen Constraints nicht zu häufig verletzt werden oder nicht
derart verletzt werden, dass der Nutzer in seiner Nutzung des Verbrauchers
eingeschränkt ist – denn das würde zu massiven Akzeptanzproblemen
führen.
Ein offener Punkt ist die Beachtung der physikalischen Stromnetzinfra-
struktur, von der in dieser Arbeit abstrahiert wurde, wie beispielsweise die
Berücksichtigung der verschiedenen Spannungsebenen, in die das Strom-
netz in einer hierarchischen Art und Weise eingeteilt ist, und von Leitungs-
und Ortsnetzstationskapazitäten. So wird der Strom üblicherweise von
den hohen Spannungsebenen, an der die großen Kraftwerke angeschlossen
sind, nach unten zu den niedrigen Spannungsebenen verteilt; die umge-
kehrte Richtung, wie es beispielsweise bei einem Überschuss an Leistung
aus Photovoltaikanlagen in Niederspannungsnetzen der Fall sein kann, ist
unerwünscht. Wird die physikalische Infrastruktur daher ebenfalls beach-
tet, müssen die Steuerungsprozesse derartige Bedingungen berücksichti-
gen. Zudem hat die physikalische Infrastruktur auch einen Einfluss auf
die Selbst-Organisations-Prozesse. So ist beispielsweise denkbar, dass die
Selbst-Organisation von Erzeugern und Verbrauchern nur noch in einem
Netzabschnitt und nicht darüber hinaus erlaubt ist, insbesondere wenn
andere Netzbetreiber berücksichtigt werden.
Ein weiterer Punkt in zukünftigen Arbeiten wird die Weiterentwicklung
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der Steuerungsmodelle und der zugrundeliegenden Verhaltensmuster der
Nutzer sein, so dass diese noch realitätsnäher werden und die Simulation
noch näher die Realität abbilden kann. Gleichzeitig bedeutet dies auch, dass
die Generierung der Steuerungsmodelle auf der Basis von realistischeren
Daten erfolgen und mehr Abhängigkeiten zwischen einzelnen Parame-
tern berücksichtigen muss. Dies gilt insbesondere dann, wenn wie zuvor
erwähnt die Netzstruktur beachtet wird, so dass beispielsweise größere
Verbraucher nicht an Niederspannungsnetzen angeschlossen sind. Auch
die Spezifizierung möglicher weiterer nutzer-definierter oder technischer
Constraints gehört zu diesem Punkt. So ist es beispielsweise denkbar, durch
eine entsprechende Formulierung eines Constraints die Beanspruchung der
Batterien von Elektrofahrzeugen zu reduzieren, um längere Batterielebens-
zeiten zu ermöglichen – denn aktuell ist es möglich, dass diese permanent
beansprucht wird.
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