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Abstract
In this paper we refine the process of computing calibration functions for a number
of multiclass classification surrogate losses. Calibration functions are a powerful
tool for easily converting bounds for the surrogate risk (which can be computed
through well-known methods) into bounds for the true risk, the probability of making
a mistake. They are particularly suitable in non-parametric settings, where the
approximation error can be controlled, and provide tighter bounds than the common
technique of upper-bounding the 0-1 loss by the surrogate loss.
The abstract nature of the more sophisticated existing calibration function results
requires calibration functions to be explicitly derived on a case-by-case basis, requiring
repeated efforts whenever bounds for a new surrogate loss are required. We devise a
streamlined analysis that simplifies the process of deriving calibration functions for a
large number of surrogate losses that have been proposed in the literature. The effort
of deriving calibration functions is then surmised in verifying, for a chosen surrogate
loss, a small number of conditions that we introduce.
As case studies, we recover existing calibration functions for the well-known loss
of Lee et al. (2004), and also provide novel calibration functions for well-known losses,
including the one-versus-all loss and the logistic regression loss, plus a number of
other losses that have been shown to be classification-calibrated in the past, but for
which no calibration function had been derived.
1 Introduction
Classification is a well-studied discrete prediction problem, and in this paper we are
interested in risk bounds for classifiers. The classifiers we focus on are obtained through
Empirical Risk Minimization (ERM, Vapnik, 2013). While the goal in classification is
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to minimize the misclassification probability (a.k.a. the expected 0-1 loss or the risk),
minimizing the empirical risk (the 0-1 loss on a sample, as prescribed by ERM) can
be computationally hard (Höffgen et al., 1995). So it is common to minimize a convex
surrogate loss, as a means to minimize the true risk, which is defined in terms of the
non-convex 0-1 loss. ERM with the surrogate loss gives us approximate minimizers
of the surrogate risk, i.e., the expected surrogate loss, so the first question that comes
to mind is whether minimizers of the surrogate risk are also minimizers of the true
risk, i.e., whether, ultimately, good classifiers can be obtained by ERM with a surrogate
loss. When a surrogate loss enjoys this guarantee, we say that it is calibrated or Fisher-
consistent. The question of calibration for different losses has been recently investigated
by a number of authors (Zhang, 2004; Liu, 2007; Tewari and Bartlett, 2007; Reid and
Williamson, 2009; Guruprasad and Agarwal, 2012; Ramaswamy et al., 2013; Calauzènes
et al., 2013; Ramaswamy and Agarwal, 2016; Dog˘an et al., 2016). Rather than being
concerned with just calibration, here we investigate how to obtain bounds for the true
risk of (surrogate-risk) ERM classifiers. Thanks to the solid understanding of techniques
to obtain risk bounds for empirical risk minimizers (Steinwart and Christmann, 2008;
Koltchinskii, 2011), we can follow the approach of Steinwart (2007); Ávila Pires et al.
(2013) and focus on techniques for converting surrogate risk bounds into true risk bounds
(to which we will henceforth refer as “bound conversion”). As a bonus, having effective
means to perform this conversion also enables us to answer calibration questions for
surrogate losses.
We build on the works of Steinwart (2007); Ávila Pires et al. (2013), exploring the
concept of calibration functions, which are an effective tool for bound conversion. In
fact, the toolset developed by Steinwart (2007) fully constitutes an approach for bound
conversion, at least in an abstract sense. This toolset generalizes techniques for the
binary case that were introduced by Bartlett et al. (2006) and used to characterize bound
conversion for a large family of popular surrogate losses. Unfortunately, notwithstanding
their power, the techniques of Steinwart (2007) are too abstract for one to perform bound
conversion for multiclass losses without a significant amount of effort directed to each
specific loss, an effort surmised in the calculation of the aforementioned calibration
functions. In contrast, calibration functions for common choices of binary surrogate losses
can be obtained almost immediately (see Theorem 3.5).
Our goal is, therefore, to simplify the process of calculating calibration functions in
the multiclass case for various surrogate losses, and our main contribution is a generic
way to “reduce” multiclass calibration functions to binary “calibration-like” functions
that can be easily computed for specific surrogate loss choices.
We achieve our goal by designing a set of conditions that, when satisfied by a particular
loss, yield a function that is essentially a calibration function for a binary loss, similar to
the calibration function presented by Bartlett et al. (2006) for margin-based losses. As an
advantage, we are able easily generalize, to the multiclass case, a result by Bartlett et al.
(2006) that gives improved calibration functions when the distribution of (X, Y) satisfies
the Mammen-Tsybakov noise condition (Mammen et al., 1999; Boucheron et al., 2005;
Bartlett et al., 2006).
Our analysis generalizes the work of Ávila Pires et al. (2013), who presented cali-
bration functions for a family of multiclass classification losses introduced by Lee et al.
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(2004). While Ávila Pires et al. (2013) investigate a cost-sensitive setting, we restrict our
considerations to the ordinary (cost-insensitive) classification problem, and we refine their
results for this case.
While various multiclass surrogate losses have been proposed in the literature (see
Table 3), many of them share a similar structure that allows our results to be widely
applicable. In order to illustrate the application of our results, we perform case studies
for our analysis. We verify the proposed conditions in order to easily obtain calibration
functions for the loss of Lee et al. (2004), thus recovering the results of Ávila Pires et al.
(2013) in the cost-insensitive setting. Also as case studies, we obtain novel calibration
functions for the decoupled unconstrained background discrimination losses presented
by Zhang (2004), the logistic regression loss (a special case of the coupled unconstrained
background discrimination losses), and the one-versus-all loss (Rifkin and Klautau, 2004).
Specific instantiations of the decoupled unconstrained background discrimination loss
(including the one-versus-all loss) require verification of an additional condition that,
we believe, is not harder to verify than a related binary calibration function is to derive.
We verify this condition for some choices of unconstrained background discrimination
losses. Our analysis does not cover the surrogate losses proposed by Weston and Watkins
(1998); Zou et al. (2006); Beijbom et al. (2014), for which we believe a different analysis is
required.
This work is structured as follows. In Section 2, we introduce the classification problem
and some notation, and we discuss the conversion of surrogate risk bounds into true risk
bounds. Section 3 presents a review of related work and introduces the core concepts that
we use for the bound conversion. We follow with Section 4, where we introduce a general
analysis that allows us to reduce multiclass calibration functions to binary calibration
functions. Then, in Section 5, we perform “case studies” by looking at how the analysis
works for specific families of surrogate losses. We conclude this work in Section 6, with a
commentary on the strengths and limitations of our results, and a discussion of possible
extensions of our work.
2 Preliminaries
Problem definition. In classification we wish to find a function1 g : X → Y , called a
classifier, achieving the smallest expected misclassification error, also known as the misclassifi-
cation rate or risk
R(g) .= P {g(X) 6= Y} , (2.1)
where (X, Y) ∼ p are jointly distributed random variables taking values in sets X and
Y .= [|Y|] .= {1, . . . , |Y|}, respectively. The risk can also be written as the expected value
of a loss, in this case the function y, y′ 7→ I {y 6= y′}, which is called the 0-1 loss. The goal
1 We will frequently omit well-understood technical details, such as measurability. In our discussions (but
not the proofs), we will mention minimizers of lower-bounded functions that may not have a minimizer, e.g.,
the exponential function. In those cases, the considerations are easily extended to approximate minimizers
that are arbitrarily close to the infimum.
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of the classification problem can also be stated as minimizing the excess risk
R(g)− inf
g′
R(g′).
whenever the Bayes-risk infg′ R(g′) is bounded in absolute value.
What we defined as the classification problem is often referred to as multiclass classifi-
cation. When |Y| = 2, in particular, the classification problem is called binary classification.
It is possible to define the classification problem in more general terms, to include cost-
sensitive classification (Zhang, 2004; Steinwart, 2007; Ramaswamy et al., 2013; Ávila Pires
et al., 2013), however we will leave this direction aside in this work.
In the classification learning problem, the distribution p is unknown and we are only
given a finite, i.i.d. sample ((X1, Y1), . . . , (Xn, Yn)) ∼ pn. Moreover, one typically fixes a
set of classifiers, G ⊂ YX , called the hypothesis class, in which case the goal of the problem
can be written as minimizing the G-excess risk
R(g)− inf
g′∈G
R(g′).
whenever
∣∣∣infg′∈G R(g′)∣∣∣ < ∞.
Empirical risk minimization. ERM, a common approach for solving classification prob-
lems (Steinwart and Christmann, 2008, p. 8; Shalev-Shwartz and Ben-David, 2014, p. 15),
prescribes that we solve
min
g∈G
Rn(g),
where
Rn(g)
.
=
1
n
n
∑
i=1
I {g(Xi) 6= Yi} (2.2)
is called the empirical (0-1) risk.
Surrogate losses. As shown by (Höffgen et al., 1995; Ben-David et al., 2003; Feldman
et al., 2012; Nguyen and Sanner, 2013), computing empirical risk minimizers for the
empirical risk in (2.2) is NP-hard for some commonly used hypothesis classes, so one
often replaces the empirical risk with an empirical surrogate risk
Rsurrn (h)
.
=
1
n
n
∑
i=1
L(h(Xi), Yi), (2.3)
where L : S ×Y → R is a convex surrogate loss, S ⊂ R|Y| is a set of scores and h ⊂ (R|Y|)X
is a score function. One chooses the loss L and the hypothesis class H ⊂ (R|Y|)X so that
minimizing (2.3) over h ∈ H can be done efficiently. ERM with (2.3) as its objective will
allow us to obtain guarantees (risk bounds) for the surrogate risk
Rsurr(h) .= E [L(h(X), Y)] .
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While the true loss yields a value in {0, 1} when given a prediction y′ ∈ Y and a class
y ∈ Y , the surrogate loss will yield a real number when given a |Y|-dimensional real
vector s, called a score, and a class y ∈ Y . The set of scores S is commonly chosen to be
R|Y| itself, or the space of sum-to-zero scores S0 .=
{
s ∈ R|Y| : 1>|Y|s = 0
}
, where 1|Y| is
the |Y|-dimensional vector of ones. A third common choice is the |Y|-dimensional simplex
∆|Y|.
In order to properly have classifiers, we will transform scores into classes using the
maximum selector f : S → Y defined by2
f (s) .= argmax
y
sy.
It is easy to show that any classifier can be obtained by composing a score function with
the maximum selector, so using score functions does not inherently limit solutions for the
classification problem.
In the binary case, a common loss choice is a margin loss (Steinwart and Christmann,
2008, Section 2.3) Lϕ(s, y) .= ϕ(−sy) with score set S = S0 and convex transformation
function ϕ. Table 1 contains some common choices of ϕ (see also Steinwart and Christmann,
2008, Section 2.3; Hastie et al., 2009, Chapter 4), and it includes non-convex choices for
completeness. Additional choices can be found in the works of Mason et al. (2000);
Transformation function Definition
Misclassification (0-1) ϕ0−1(t) .= I {t ≥ 0}
Identity ϕidentity(t) .= t
Linear ϕlinear(t) .= 1+ t
Hinge ϕhinge(t) .= (1+ t)+
Modulus ϕmodulus(t) .= |1+ t|
Squared ϕsquared(t) .= (1+ t)2
Truncated square (squared hinge) ϕtrunc−sq(t) .= ϕhinge(t)2
Exponential ϕexp(t) .= et
Logistic ϕlogit(t) .= ln(1+ et)
Sigmoid ϕsigmoid(t) .= 11+e−t
Kink ϕτ−kink(t) .= ϕhinge(t) + (t− τ)+
Table 1: Different choices of ϕ.
2 If the argmax is not a singleton we pick an arbitrary element from it. Our results will be worst-case
when it comes to ties, so that tie-breaking in the maximum selector is not an issue and can be done
arbitrarily.
5
Gneiting and Raftery (2007); Nock and Nielsen (2009); Reid and Williamson (2010); Shi
et al. (2015).
Applying ERM to some of the margin losses with ϕ from Table 1 and an appropriate
choice of H in fact gives a correspondence to successful binary classification methods. For
example, SVMs use ϕhinge, Ridge regression uses ϕsquared, Logistic regression uses ϕlogit
and AdaBoost uses ϕexp (see Table 21.1, and Sections 4.4.1 and 10.4 of Hastie et al., 2009).
Bound conversion. The convexity of L (precisely, the convexity of s 7→ L(s, y) for all
y ∈ Y) and the choice of H will ensure that the empirical risk can be minimized efficiently,
which satisfactorily addresses the computational side to constructing classifiers with ERM
and surrogate losses. On the statistical side, we are concerned with obtaining true risk
bounds for these classifiers.
We know that under certain conditions ERM will give us, with high probability,
an approximate surrogate risk minimizer over H (Steinwart and Christmann, 2008;
Koltchinskii, 2011), which will be a bound on the surrogate risk of a score function. We
have a straightforward way to convert score functions into classifiers, so what remains is
to show that ERM on the empirical surrogate risk will also give us, with high-probability,
an approximate true risk minimizer.
While our work is primarily motivated by ERM, our main concern is bound conversion,
and are be able to make statements about any learning algorithm for which a surrogate risk
bound is available. A learning algorithm A :
⋃∞
n=1(X ×Y)n → X Y is a function mapping
samples to hypotheses 3. For example, learning algorithms following the ERM approach
satisfy
A(S) ∈ argmin
h∈H
Rsurrn (h), (2.4)
when given a sample S ∈ (X ×Y)n.
As we are not concerned with specifics of bounding the surrogate risk, we will leave
this problem aside in our discussion of bound conversion. Assumption 1 establishes that
classifiers constructed by a given learning algorithm A from a random sample of size n
have surrogate risk (conditioned on the sample) bounded by TsurrH (n, δ) with probability
at least 1− δ. The surrogate risk of a random score function H conditioned on a sample
S taking values in (X ×Y)n is defined as
Rsurr(H, S) .= E [H(h(X), Y)| S] .
Similarly, for a random classifier G,
R(G, S) .= P {G(X) 6= Y| S} .
Assumption 1 (Surrogate risk bound). Given a learning algorithm A :
⋃∞
n=1(X ×Y)n → X Y
and a hypothesis class H ⊂ (R|Y|)X , there exists a function TsurrH : N× (0, 1) → R s.t. for
3 Extensions to randomized algorithms, mapping samples to distributions over score functions, are
straightforward.
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every n ≥ 1 and δ ∈ (0, 1) the following holds w.p. at least 1− δ:
Rsurr(A(S), S)− inf
h∈H
Rsurr(h) < TsurrH (n, δ), (2.5)
where S ∈ (X ×Y)n is a P-i.i.d.
Steinwart and Christmann (2008); Koltchinskii (2011) discuss techniques for obtaining
bounds that satisfy Assumption 1. Alternatively, we can replace Assumption 1 with an
assumption that an “expectation bound” is available, i.e., that (2.5) holds in expectation
(where the expectation is taken over the sample S). In this case, using bound conversion
we obtain expectation bounds for the true risk bounds. Assumption 1, in addition to
a H-excess surrogate risk bound, also gives an excess surrogate risk bound, since (2.5)
implies that
Rsurr(hˆ)− inf
h
Rsurr(h) < TsurrH (n, δ) + A
surr
H ,
where
AsurrH
.
= inf
h∈H
Rsurr(h)− inf
h
Rsurr(h)
is the approximation error w.r.t. the surrogate risk, which can only be made small with
appropriate choices of H. From a non-parametric point of view, one should control AsurrH
by trading it off with TsurrH (n, δ), so as to obtain an appropriate rate of convergence for
the excess surrogate risk (Steinwart and Christmann, 2008, p.8).
There are different ways to convert surrogate risk bounds into true risk bounds. The
following well-known result can be applied if the surrogate loss upper-bounds the 0-1
loss.
Theorem 2.1 (Boucheron et al. 2005). Given A and H satisfying Assumption 1, if L(s, y) ≥
I { f (s) 6= y} (s ∈ S , y ∈ Y), then, for all δ ∈ (0, 1), with probability at least 1− δ, we have
R( f ◦A(S), S) ≤ TsurrH (n, δ) + infh∈H R
surr(h).
A limitation of Theorem 2.1 is that the resulting true risk bounds can be loose
(Lin, 2004). For example, take X = {x}, Y ∼ Bernoulli(p) for p ∈ [0, 1], S = S0 ⊂
R2, and L(s, y) = (1 − sy)+ (the hinge loss). Then infh∈H R( f ◦ h) = min {p, 1− p},
but infh∈H Rsurr(h) = 2 min {p, 1− p}. Besides the undesirable factor of 2, even if
TsurrH (n, δ) → 0 as n → ∞, we cannot guarantee from the bound in Theorem 2.1 that
we get an optimal classifier with probability at least 1− δ.
Zhang (2004); Lin (2004); Chen and Sun (2006); Bartlett et al. (2006); Steinwart (2007)
provide tighter guarantees for the true risk by using what came to be known as calibration
functions. The following theorem can be inferred from the more general theoretical
framework proposed by Steinwart (2007).
Theorem 2.2 (Steinwart 2007). Given a surrogate loss L, assume that there exists a positive
function δ : (0,∞)→ (0,∞] s.t., for every ε > 0, s ∈ S and p ∈ ∆|Y|, with Y′ ∼ p if
E
[
L(s, Y′)
]− inf
s′∈S
E
[
L(s′, Y′)
]
< δ(ε) (2.6)
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then
P
{
f (s) 6= Y′}−min
y
P
{
y 6= Y′} < ε. (2.7)
Assume also that E [ infs∈S L(s, Y)|X] is measurable. Then, given A and H satisfying
Assumption 1, for all δ′ ∈ (0, 1), w.p. at least 1− δ′, we have
R( f ◦A(S), S)− inf
g
R(g) ≤ δ−1 (TsurrH (n, δ′) + AsurrH ) .
The function δ in Theorem 2.2 is called a calibration function (Steinwart, 2007). Steinwart
(2007) presents a general, extensive discussion on calibration functions, a few of which
are reported in Section 3.4.2. In order to properly obtain Theorem 2.2 even if δ is not
invertible, we can use δ−1(x) .= inf {ε : δ(ε) ≥ x}.
Theorem 2.2 states that if the excess surrogate risk goes to zero at a particular rate, we
can also get a rate at which the excess true risk goes to zero. Sometimes, we may know
that a calibration function exists for L without knowing the calibration function itself. In
this case, we know that the the excess surrogate risk goes to zero iff the excess true risk
goes to zero, so surrogate risk minimizers are also true risk minimizers. Conversely, if
some surrogate risk minimizer is not a true risk minimizer, then no calibration function
can exist. The existence of a calibration function is equivalent to fisher-consistency (Liu,
2007) or classification-calibration (Steinwart, 2007; Tewari and Bartlett, 2007); we will also
call this property consistency and calibration.
A limitation of Theorem 2.2 is the lack of elegant bounds for the H-excess true risk
when the Bayes optimal classifier cannot be obtained from a hypothesis in H. From a
parametric point of view, we want to get true risk bounds that mirror our surrogate risk
bounds, that is, bounds on the H-excess true risk given bounds on the H-excess surrogate
risk. This means that in a parametric setting we are concerned about using Assumption 1,
to obtain that for all δ′ ∈ (0, 1), w.p. at least 1− δ′,
R( f ◦ hˆ)− inf
h∈H
R( f ◦ h) ≤ TH(n, δ′).
Theorem 2.2, however, implies that for all δ′ ∈ (0, 1) w.p. at least 1− δ′, we have
R( f ◦ hˆ)− inf
h∈H
R( f ◦ h) ≤ δ−1 (TsurrH (n, δ) + AsurrH )− AH (2.8)
where
AH
.
= inf
h∈H
R( f ◦ h)− inf
g
R(g).
Long and Servedio (2013) have been concerned with guarantees of the above type in
specific settings, but we will work with bounds that have the form of (2.8). Extending
calibration functions to the parametric setting (to the so-called H-calibration functions)
will be left as future work. Bounds with the form of (2.8) are, however, still informative
in the non-parametric setting, when the approximation error can be controlled or is zero.
Next, we discuss calibration functions in more detail and present their forms for some
losses in binary (see also Bartlett et al., 2006; Steinwart, 2007) and multiclass (see also
Ávila Pires et al., 2013) classification.
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3 The calibration toolset
In this section we discuss calibration functions in more detail, surveying existing results
from the literature. Section 3.1 is an instantiation of the theoretical framework of Stein-
wart (2007) for the classification problem, where a we present the so-called maximum
calibration function, which is an important type of calibration function for our analysis.
In Section 3.3 we discuss existing fisher-consistency results and calibration functions for
binary classification, and in Section 3.4 we have a discussion of the corresponding results
for multiclass classification.
3.1 The maximum calibration function
Steinwart (2007) defined a function δmax : [0,∞) → [0,∞) that depends on the given
surrogate loss and constitutes a key notion for calibration functions. δmax is special
because no calibration function for the given surrogate loss is larger than δmax. Moreover,
if the loss is calibrated, then δmax is a calibration function (hence the name maximum
calibration function). As a consequence (see Theorem 3.3), the surrogate loss is calibrated
iff δmax(ε) > 0 for all ε > 0, i.e., iff δmax(ε) is a calibration function. Conveniently, any
positive lower bound to the maximum calibration function is also a calibration function,
which is a useful fact for understanding and calculating calibration functions for specific
losses.
In order to define δmax, we must define three useful concepts (see Definition 3.1): The
set of scores in S whose maximum coordinate is j (M(S , j)), the set of scores that give
ε-sub-optimal class predictions (T (S , ε, p)), and the set of ε-sub-optimal indices with
maximum probability (J (ε, p)). A score s ∈ S is ε-sub-optimal for a given p ∈ ∆|Y| if
maxk pk − p f (s) ≥ ε. On the other hand, a score s ∈ S is ε-optimal for a given p ∈ ∆|Y| if
maxk pk − p f (s) < ε.
Definition 3.1. Given a set of scores S ⊂ R|Y| let, for ε ≥ 0 and p ∈ ∆|Y|
M(S , j) .=
{
s ∈ S : sj = max
k
sk
}
, T (S , ε, p) .= ⋃
j:maxy py−pj≥ε
M(S , ε, j),
J (ε, p) .= argmax
j
{
pj : maxy py − pj ≥ ε
}
.
We will override notation and use RsurrL to denote the pointwise surrogate risk R
surr
L :
S × ∆|Y| → R for a surrogate loss L : S × Y → R with S ⊂ R|Y| by
RsurrL (s, p)
.
= EY∼p [L(s, Y)] , (3.1)
and we will write Rsurr when the choice of L is clear from context. The distinction between
the surrogate risk and the pointwise surrogate risk can be made by the first argument.
For now, we will be concerned with the pointwise surrogate risk, for which we will define
calibration functions. In Section 3.2, we will discuss how to use these calibration functions
to obtain calibration functions per se (in the sense of Theorem 2.2), for the surrogate risk.
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In Definition 3.2, we present two important functions introduced by Steinwart (2007):
δmax(ε, p) and δmax(ε). The former is the difference between the smallest surrogate risk of
any ε-suboptimal score and the optimal surrogate risk. If any score has surrogate risk
closer to the optimal surrogate risk than δmax(ε, p), the score must be ε-optimal w.r.t. p.
Confronting this fact with Theorem 2.2, we see that if δmax is positive for all ε > 0, then
it is a calibration function. It is, however, a calibration function only for the pointwise
surrogate risk defined in terms of p ∈ ∆|Y|, so in order to define a δmax that is a calibration
function iff δmax(ε, p) is a calibration function for all p ∈ ∆|Y|, it is natural to take δmax(ε)
as the infimum of δmax(ε, p) over all p. If δmax is a calibration function, it is called the
maximum calibration function.
Definition 3.2. Given a set of scores S ⊂ R|Y| and a surrogate loss L : S × Y → R, let
δmax(ε, p)
.
= inf
s∈T (S ,ε,p)
Rsurr(s, p)− inf
s∈S
Rsurr(s, p)
and
δmax(ε)
.
= inf
p∈∆|Y|
δmax(ε, p).
If δmax(ε) > 0 for all ε > 0, then it is called the maximum calibration function.
Theorem 3.3 (Steinwart 2007). δmax is always non-negative, and no calibration function for the
choice of S and surrogate loss L (and optionally of p) is larger than the corresponding δmax.
As mentioned, Theorem 3.3 and non-decreasingness of δ imply that δmax(ε) = 0 for
some ε > 0 iff the corresponding surrogate loss is not calibrated.
3.2 From δmax to risk bounds
By definition of δmax, we have that for all ε > 0, p ∈ ∆|Y| and s ∈ S if
Rsurr(s, p)− inf
s′∈S
Rsurr(s′, p) < δmax(ε) (3.2)
then
Rsurr(s, p)− inf
s′∈S
Rsurr(s′, p) < δmax(ε, p), (3.3)
and if (3.3) holds then we also have
max
y
py − p f (s) < ε. (3.4)
If δ(ε, p) > 0 for all ε > 0 and all p ∈ ∆|Y|, then (3.4) holds for all ε > 0, otherwise the
guarantee is vacuous. Moreover, the guarantee breaks down if the infimum in (3.2) is
unbounded, so we will assume otherwise in Assumption 2.
Assumption 2. Given a surrogate loss L : S × Y → R, we have
inf
s∈S ,p∈∆|Y|
Rsurr(s, p) > −∞.
10
If the surrogate loss satisfies Assumption 2, then any positive function that lower-
bounds δmax will allow us to obtain a similar guarantee implying (3.4). Therefore, the
strategy for calculating calibration functions will be to find a positive function δ(ε, p)
that lower-bounds δmax(ε, p) for all p ∈ ∆|Y|, or a positive δ(ε) ≤ infp∈∆|Y| δ(ε, p). Once
we have one of these, we can obtain Theorem 2.2 or a similar result by taking the
expectation of (3.2) or (3.3) with p = PY|X, the conditional probability of Y given X, defined
as (PY|X)y
.
= P {Y = y|X} almost everywhere (a.e.) for all y ∈ Y4. This integration step
is used by Zhang (2004); Chen and Sun (2006); Steinwart (2007) to obtain risk bounds from
calibration functions that they define. We now proceed to results that yield calibration
functions for classification, first binary, then multiclass.
3.3 Calibration functions in binary classification
Bartlett et al. (2006) characterized δmax for margin losses and also characterized the
conditions under which δmax is a calibration function for convex, lower-bounded ϕ5.
In Definition 3.4, we introduce δbinary, which Bartlett et al. (2006) have shown to be
equal to δmax in binary classification (see Theorem 3.5 ahead). By comparing δmax
from Definition 3.2 and δbinary from Definition 3.4, and taking Theorem 3.5 into con-
sideration, we can point out a few facts that will shape the conditions that we design
to reduce multiclass classification calibration functions, namely, δmax to binary classi-
fication calibration-like functions, viz. δbinary. For each ε, the worst-case distribution
is p =
(
1+ε
2 ,
1−ε
2
)
, i.e., δmax(ε) = δmax
(
ε,
(
1+ε
2 ,
1−ε
2
))
. Moreover, for every p ∈ ∆|Y|,
infs∈T (S ,ε,p) Rsurr(s, p) = Rsurr((0, 0), p) = R
surr((0,0),( 12 ,
1
2)) = infs∈T (S ,ε,p) R
surr(s,( 12 ,
1
2)). In
Theorem 3.5 and henceforth, we will denote the subdifferential of ϕ at t ∈ R by ∂ϕ(t).
Definition 3.4. Consider a surrogate loss L : S × Y → R with |Y| = 2 and S ⊂ R|Y|. Let
δbinary(ε)
.
= inf
s∈S
Rsurr(s, p0)− inf
s′∈S
Rsurr(s′, pε),
where pε .=
(
1+ε
2 ,
1−ε
2
)
.
Theorem 3.5 (Bartlett et al. 2006). Assume |Y| = 2, S = S0 and L(y, s) = ϕ(−sy) where ϕ
is convex and lower-bounded. If ∂ϕ(0) ⊂ [0,∞) then
δbinary(ε) = ϕ(0) +
1
2
inf
t∈R
(1+ ε) ϕ(t) + (1− ε) ϕ(−t)
and
δmax(ε) = δmax(ε, pε) = δbinary(ε).
Moreover, δbinary is a calibration function iff ϕ has a unique, positive derivative at zero (i.e.,
ϕ′(0) > 0). Finally, if ϕ is convex with a unique, positive derivative at zero, then δbinary is
convex.
4 For this argument to work, the surrogate risk minimizer must be measurable, which we assume to be
the case. Formally, following Steinwart (2007), we assume that for every α > 0, there exists a measurable
function h : X → S s.t. RsurrL (h(X), PY|X)− α < infs∈S RsurrL (s, PY|X) a.e..
5 ϕ is lower-bounded if inft ϕ(t) > −∞.
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Reid and Williamson (2009) showed an analogue of Theorem 3.5 for proper losses,
which have domain ∆2 and are defined to satisfy Rsurr(p, p) = infp′∈∆◦|Y| R
surr
L (p
′, p) for
all p in the interior of ∆|Y|, denoted ∆◦|Y|.
Steinwart (2007) used Theorem 3.5 to calculate δbinary for different choices of ϕ, which
are included in Table 2. The functions ϕlinear and ϕidentity do not have a calibration
Transformation function δbinary(ε) (ε ∈ (0, 1))
Misclassification (0-1) ε
Identity @
Linear @
Hinge ε
Modulus ε
Squared ε2
Truncated square (squared hinge) ε2
Exponential 1−√1− ε2
Logistic 12 ((1− ε) ln(1− ε) + (1+ ε) ln(1+ ε))
Sigmoid ε
Kink (τ > 0) ε
Kink (τ = 0) @
Table 2: Maximum binary classification calibration functions for different transformation
functions (Steinwart, 2007; Ávila Pires et al., 2013)
function because they violate lower-boundedness. The function ϕτ−kink with τ = 0 does
not have unique derivative at zero, so, by Theorem 3.5, it is not calibrated. The calibration
function for the margin loss based on ϕmodulus is not reported by Steinwart (2007) but is
evident from a result shown by Zou et al. (2006) and later, independently, by Ávila Pires
et al. (2013). The multiclass version of the result is given later in this text as Lemma 5.18.
Informally, in the binary case Lemma 5.18 implies that if L(y, s) = ϕ(−sy) and ϕ has a
minimum tmin, then δbinary is the same for L with S = S0 and for L with S = [tmin,−tmin].
Thus, we can combine Lemma 5.18 with Theorem 3.5 to obtain that the δbinary for
L(y, s) = ϕ(−sy) is the same when ϕ(t) = |1+ t| and ϕ(t) = (1 + t)+ (since they are
equal in S = [tmin,−tmin] = [−1, 1]). Also, ϕ(t) = (1+ t)2 and ϕ(t) = ((1+ t)+)2 share
the same δbinary.
It would seem that transformation functions leading to superlinear δbinary, such as
the squared transformation function, lead to true risk bounds with slower rates than
transformation functions associated with linear δbinary, such as the hinge loss. That would
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be true if the rates of the surrogate risk bounds were asymptotically the same for all
the losses, which is not always the case. As shown by Mammen et al. (1999) (see also
Boucheron et al. (2005); Bartlett et al. (2006)) fast rates can be obtained under the following
low-noise condition, known as the Mammen-Tsybakov noise condition, which states that
there exists c > 0 and α ∈ [0, 1] s.t. for every classifier g
P {g(X) 6= g∗(X)} ≤ c(R(g)− inf
g′∈G
R(g′))α, (3.5)
where g∗(X) .= argminyP {Y = y|X} is the Bayes-optimal classifier. We see that (3.5)
interpolates between the noiseless case (α = 1) and the case where no assumption about
the noise is made (c = 1, α = 0) Under the Mammen-Tsybakov noise condition, it is
possible to get faster rates, as shown by Bartlett et al. (2006, Theorems 3 and 5). Theorem
3 of Bartlett et al. (2006), presented here as Theorem 3.6, improves over Theorem 2.2 by
using the Mammen-Tsybakov noise condition. We can see from Theorem 3.6 that the
right-hand side of (3.6) with δ(ε) = ε2 becomes 1c ε
2−α, which gives a fast rate if α = 1 and
a “slow” rate with α = 0. As shown by Bartlett et al. (2006, Theorem 5), fast rates for
the true risk can be obtained by combining (3.6) and fast rates for surrogate risk, which
can be obtained, for example, if scores are bounded in a range [−t, t], and if ϕ is strictly
convex and Lipschitz in the interval [−t, t].
Theorem 3.6 (Theorem 3, Bartlett et al. 2006). Assume that there exist c > 0 and α ∈ [0, 1]
s.t. (3.5) holds for every classifier g. Given ϕ : R → R convex, classification-calibrated, for every
score function h and ε > 0 the following holds: If
Rsurr(h)− inf
h′
Rsurr(h) < cεαδbinary
(
ε1−α
2c
)
, (3.6)
then
R( f ◦ h)− inf
g
R(g) < ε.
3.4 Calibration functions and multiclass classification
The panorama of calibration and calibration functions for multiclass classification losses
is significantly more disperse that in binary classification, due to the many existing
generalizations of the binary margin loss, some of which are collected in Table 3. For
LZhang, various choices of F and ψ are possible (see Zhang, 2004), and we compute
calibration functions for some of these in Section 5. The loss LBSKV requires F (strictly)
increasing, and corresponds to LWW when F(t) = t. The surrogate LZhang also generalizes
different entries in Table 3, if we are flexible about S . It is easy to see that with S = S0,
ψ(t) = −ϕ(t) and F(t) = t, LZhang corresponds to LLLW; with S = S0, ψ(t) = ϕ(−t)
and F(t) = 0 it corresponds to LZZH, and with S = RK, ψ(t) = ϕ(−t) and F(t) = 0
it corresponds to LRRKA. It can also be seen that LZhang with S = R|Y|, ψ(t) = −t,
F(t) = ln t and ϕ = ϕexp, the logistic regression loss (Zhang, 2004), is equivalent to LZhang
with S = ∆|Y|, ψ(t) = − ln t and F(t) = 0 (see Proposition 5.8).
Although LWW, LCS, LLLW, LZZH, and LLiu all reduce to a margin loss in the binary
case, they lead to classifiers with substantially different behaviors in terms of calibration
and calibration functions, as we will see next.
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Definition S Proponent
LWW(y, s) .= ∑k 6=y ϕ(sk − sy) R|Y| (Weston and Watkins, 1998)
LCS(y, s) .= maxk 6=y ϕ(sk − sy) R|Y| (Crammer and Singer, 2003)
LLLW(y, s) .= ∑k 6=y ϕ(sk) S0 (Lee et al., 2004)
LZhang(y, s) .= ψ(sy) + F
(
∑|Y|k=1 ϕ(sk)
)
R|Y| (Zhang, 2004)
LRRKA(y, s) .= ϕ(−sy) +∑|Y|k=1 ϕ(sk) R|Y| (Rifkin and Klautau, 2004)
LZZH(y, s) .= ϕ(−sy) S0 (Zou et al., 2006)
LLiu(y, s) .= (|Y| − 2− sy)+
{
s ∈ S0 : s ≥ −1|Y|
}
(Liu, 2007)
LBSKV(y, s) .= F
(
∑k 6=y ϕ(sk − sy)
)
R|Y| (Beijbom et al., 2014)
Table 3: Different score losses.
3.4.1 Calibration
We will first provide an overview of calibration results for convex surrogate losses,
with calibration functions presented later. By reduction to the binary case, we get from
Theorem 3.5 that ϕ′(0) > 0 is a necessary condition for calibration of LWW, LCS, LLLW,
LZZH, and LLiu. Any condition presented ahead for the consistency of these losses will be,
of course, in addition to ϕ′(0) > 0, and the assumption of Theorem 3.5 that ϕ is convex
and lower-bounded.
Lee et al. (2004); Zhang (2004); Liu (2007); Tewari and Bartlett (2007) showed that
LLLW is consistent when ϕ is differentiable. Tewari and Bartlett (2007) provided a counter
example of a ϕ with a kink that is not calibrated, similar to Proposition 3.7.
Proposition 3.7. The loss LLLW with ϕ
1
2−Kink is not classification-calibrated.
LCS is not consistent in general, but it is consistent for distributions pi ∈ ∆|Y| there
maxy py ≥ 12 (Zhang, 2004; Liu, 2007; Tewari and Bartlett, 2007). Zhang (2004) defines a
property called order-preservation, which is sufficient for calibration when p ∈ ∆◦|Y|.
Definition 3.8 (Order-preservation). A loss L : S × Y → R is order-preserving if for all
p ∈ ∆◦|Y|, s 7→ Rsurr(s, p) has a minimizer s∗ s.t. pi > pj ⇒ s∗i > s∗j for every i, j.
LZZH is inconsistent in general Tewari and Bartlett (2007), but consistent for p ∈ ∆◦|Y|
when ϕ allows them to be order-preserving (Zhang, 2004). In particular, LZZH is order-
preserving whenever ϕ is twice-differentiable with ϕ′(0) > 0 and ϕ′′(x) > 0 for all x ∈ R
(Zou et al., 2006).
With ϕhinge, the losses LZZH and LWW are neither order-preserving nor calibrated
(Zhang, 2004; Liu, 2007; Tewari and Bartlett, 2007). Informally, any minimizer s∗ of
any of these two losses with any convex ϕ with ϕ′(0) > 0 satisfies p f (−s∗) = mink pk.
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In the binary case, this is not a problem because p f (s∗) = maxk pk. In the multiclass
case, however, with LZZH and ϕhinge, we have s∗i = 1 whenever pi > mink pk, so we can
only “find” mink pk, but not maxk pk, which is what we are interested in. Liu (2007)
modified LZZH with ϕhinge to obtain the calibrated loss LLiu. Interestingly, if we let
S ′ .=
{
s ∈ S0 : s ≥ −1|Y|
}
, we can show that LLiu with S = S ′ and LZZH with ϕidentity
and S = S ′ have the same δmax (see Lemma 5.18).
When S = R|Y| and L is differentiable we can use KKT conditions (Boyd and Vanden-
berghe, 2004) to get conditions for consistency of some losses, as done by Zhang (2004)
for many of the losses in Table 3. For LZhang, for example, if the the optimizer s∗ exists, it
must satisfy, for all i ∈ |Y|,
piψ′(s∗i ) + F
′
( |Y|
∑
k=1
ϕ(s∗k)
)
ϕ′(s∗i ) = 0.
If, in particular, F is increasing and the function mapping a to the zero of t 7→ aψ′(t) +
ϕ′(t) is well-defined and increasing for all a > 0, we get that LZhang is order-preserving
and, thus, calibrated (Zhang, 2004). The one-versus-all loss (LRRKA) is a special case of
LZhang, so under similar conditions it is calibrated. Zhang (2004) showed that LWW with
continuously-differentiable and increasing ϕ is also order-preserving and thus consistent
(see also Tewari and Bartlett, 2007, for an alternative proof). We can also see that LBSKV
is order-preserving and thus calibrated under the same conditions on ϕ as LWW, since F
is (strictly) increasing (cf. Zhang (2004) and Beijbom et al. (2014)).
3.4.2 Calibration functions
Calibration functions have been calculated for LRRKA (Zhang, 2004) and for LLLW (Chen
and Sun, 2006; Ávila Pires et al., 2013), with specific choices of ϕ. The first result we
present is Theorem 3.9, due to Zhang (2004). The function V(p) defined in Theorem 3.9 is
the optimal (binary) surrogate risk when Y ∼ Bernoulli(p) and S = S0, and the condition
in (3.7) corresponds to strong concavity (Nesterov, 2013, Definition 2.1.2 and Theorem
2.1.9). In particular, (as pointed out by Zhang (2004)) if V′′(p) ≤ −c′ for all p ∈ [0, 1] and
some c′ > 0, then (3.7) is satisfied with c =
√
c′
2 . We will recover Theorem 3.9 as a special
case of our Lemma 5.4, at which the argument used to prove Theorem 3.9 will be evident.
Theorem 3.9 (Zhang 2004). Consider LRRKA with S = R|Y| and ϕ convex, lower-bounded,
differentiable s.t. ϕ(t) > ϕ(−t) for all x > 0. Given p ∈ [0, 1], let
V(p) .= inf
t∈R
pϕ(−t) + (1− p)ϕ(t).
V is concave, and if there is a c > 0 s.t. for all p, p′ ∈ [0, 1]
1
2
V(p) +
1
2
V(p′) ≤ V
(
p + p′
2
)
− c2(p− p′)2, (3.7)
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then, for all ε > 0 and all p ∈ ∆|Y| s.t. maxk pk −mink pk ≥ ε, we also have
δmax(ε, p) ≥ cε2
and δmax(ε) ≥ cε2.
Chen and Sun (2006) derive calibration functions for LLLW with ϕ convex, differen-
tiable, increasing, and satisfying limt→−∞ ϕ(t) = 0 and limt→∞ ϕ(t) = ∞, based on an
assumption that can be shown to imply the existence of a calibration function. Ávila Pires
et al. (2013) proved a result for more general ϕ in a cost-sensitive setting, which we
present as Theorem 3.10. Theorem 3.10 has a form closer to Theorem 3.5, with two
notable differences: The calibration function depends on both ε and p, rather than just
ε, and the form for δ(ε, p) takes an infimum over θ ≥ 0. We can use Theorem 3.10 to
obtain a calibration function in terms of ε alone, but we will take a slightly different route
and arrive at such a result in Section 5.3. If the infimum over θ ≥ 0 in (3.8) is taken at 0,
then Theorem 3.10 becomes a generalization of Theorem 3.5 (when LLLW is taken as the
multiclass generalization of the margin loss). The infimum is taken θ = 0 for ϕhinge, ϕexp,
and ϕsquared (see Section 5.3).
Theorem 3.10 (Ávila Pires et al. 2013). Consider LLLW with ϕ convex and let
δ(ε, p) .= inf
θ≥0
{
(2− pj0 − pjε)ϕ(θ)− infs∈R
{
(1− pj0)ϕ(θ + s) + (1− pjε)ϕ(θ − s)
}}
, (3.8)
where j0 ∈ J (0, p) and jε ∈ J (ε, p). If δ(p, ε) > 0 for all ε, then it is a calibration function for
distribution p.
The proof of Theorem 3.10 entails a series of steps to lower-bound δmax(ε) with LLLW
as the surrogate loss. Theorem 3.9 can be seen to also entail this “reduction” of multiclass
classification calibration functions to binary classification calibration functions. In the
next section, we will generalize and reuse the analysis of Ávila Pires et al. (2013) in order
do most of the work involved in obtaining calibration functions for other surrogate losses.
To conclude this section, we discuss fast rates in multiclass classification. We are able
to generalize thm:bartlett:MTNC to the multiclass case with minor effort, which gives us
Theorem 3.11. In Theorem 3.11, the calibration function δ used to obtain the bound must
be convex and non-decreasing. Non-decreasingness is not a real restriction, since if δ is a
calibration function then ε 7→ supε′≤ε δ(ε) is a non-decreasing calibration function that is
not worse than (that is, greater than or equal to) δ. Convexity holds for δbinary, which will
allow our calibration functions in this paper to satisfy the assumption of Theorem 3.11,
since, as we will see, in our results we will lower-bound δmax(ε) ≥ δbinary(ε) for different
losses.
Theorem 3.11. Assume that there exist c > 0 and α ∈ [0, 1] s.t. (3.5) holds for every classifier
g. Given a surrogate loss L : S × Y → R, assume that it has calibration function δ : (0,∞)→
(0,∞) and that δ is convex and non-decreasing. Then for every score function h and ε > 0 the
following holds: If
Rsurr(h)− inf
h′
Rsurr(h) < cεαδ
(
ε1−α
2c
)
,
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then
R( f ◦ h)− inf
g
R(g) < ε.
Mroueh et al. (2012, Theorem 2) showed a fast-rate result for a simplex-coding least-
squares-like loss proposed by them (called S-LS). It can be shown that Theorem 2 of
Mroueh et al. (2012) and Theorem 3.11 are equivalent up to constant factors. By slightly
modifying the proof of Lemma 5 of Bartlett et al. (2006), we can also show that (3.5) and
Definition 2 of Mroueh et al. (2012) applied to S-LS are also equivalent, with q = α1−α .
Proof of Theorem 3.11. This proof is an adaptation of the proof of Theorem 3.6 (Theorem 3,
Bartlett et al., 2006) for the multiclass case. By simple algebra, we can see that the following
holds almost surely for every classifier g (where g∗ is the Bayes-optimal classifier):
P {g(X) 6= Y|X} −P {g∗(X) 6= Y|X}
= P {Y = g∗(X)|X} −P {Y = g(X)|X}
= I {g(X) 6= g∗(X)} (P {Y = g∗(X)|X} −P {Y = g(X)|X}) .
Therefore, by the Mammen-Tsybakov noise condition,
R(g)− inf
g′
R(g′) = E [I {g(X) 6= g∗(X)} (P {Y = g∗(X)|X} −P {Y = g(X)|X})]
≤ P {g(X) 6= g∗(X)}
≤ c(R(g)− inf
g′
R(g′))α.
Fix any score function h. By contrapositive of the calibration guarantee, we have that
for all ε > 0
P {Y = g∗(X)|X} −P {Y = f (h(X))|X} ≥ ε
implies that
E [L(h(X), Y)|X]− inf
s∈S
E [L(s, Y)|X] ≥ δ(ε).
Hence,
E [L(h(X), Y)|X]− inf
s∈S
E [L(s, Y)|X] ≥ δ (P {Y = g∗(X)|X} −P {Y = f (h(X))|X}) .
We will use the shorthand
D(h) .= P {g(X) 6= Y|X} −P {g∗(X) 6= Y|X} .
Therefore, for any t ≥ 0,
R( f ◦ h)− inf
g′
R(g′)
= E [D(h)I {D(h) ≤ t}] +E [D(h)I {D(h) > t}]
≤ ct(R( f ◦ h)− inf
g′
R(g′))α +E [D(h)I {D(h) > t}]
≤ ct(R( f ◦ h)− inf
g′
R(g′))α + t
δ(t)
E [δ(D(h))]
≤ ct(R( f ◦ h)− inf
g′
R(g′))α + t
δ(t)
(Rsurr(h)− inf
h′
Rsurr(h))
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To obtain the third line, we have Item 2 in Lemma 2 of Bartlett et al. (2006): If u is a
convex function with u(0) = 0, then for all a > 0 and b ∈ [0, a] we have u(a) ≤ ab u(a).
Now, we have assumed that δ is convex, but δ has domain (0,∞). We can extend δ to
[0,∞) by defining δ(ε) = lim supε→0 δ(ε). But
lim sup
ε→0
δ(ε) ≤ lim sup
ε→0
δmax(ε) = 0,
so
D(h)I {D(h) > t} ≤ t
δ(t)
δ(D(h))
almost surely.
By taking t = 12c (R( f ◦ h)− infg′ R(g′))1−α and performing some manipulations, we
get that
Rsurr(h)− inf
h′
Rsurr(h) ≥ c(R( f ◦ h)− inf
g′
R(g′))αδ
(
(R( f ◦ h)− infg′ R(g′))1−α
2c
)
.
Since δ is non-decreasing, we get that for every ε > 0
R( f ◦ h)− inf
g′
R(g′) ≥ ε
implies that
Rsurr(h)− inf
h′
Rsurr(h) ≥ cεαδ
(
ε1−α
2c
)
,
and the result follows by contrapositive.
4 Streamlining the derivation of calibration functions for
multiclass classification
Theorem 3.10 lower-bounds the δmax(ε, p) of LLLW by a quantity that resembles the
maximum calibration function of a binary loss (δbinary). Obtaining such lower-bounds for
the multiclass δmax can be a good idea because δbinary is often easier to compute than δmax,
once the surrogate loss has been chosen. Moreover, since δbinary is convex, we can apply
Theorem 3.11. Theorem 3.9 lower-bounds δmax(ε) based on a condition that is “easy to
verify”, i.e., it requires some calculations based on a binary classification loss. We deem it
acceptable for our results to also impose certain conditions that can be computed from a
binary classification loss.
Throughout this section, we will consider a score loss L : S × Y → R and the ap-
propriate score set S ⊂ R|Y|. Most statements will omit quantifiers on |Y|, in which
case the statements apply for any |Y| ≥ 2. In order to carry out our analysis in gen-
eral terms, we need to express the surrogate loss in a general form that we will take
advantage of. We say the function l : S → R is an adjustment function for L if it satisfies
EY∼p [L(s, Y)] = EY∼p [L(s, Y)− l(s)] + l(s) for all s ∈ S and p ∈ ∆|Y|. For example,
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LZhang has a natural adjustment: l(s) = F(∑|Y|k=1 ϕ(sk)). Adjustment functions will be
useful for reusing results; for example, LLLW can be written as LZhang with ψ(x) = −ϕ(x)
and F(x) (but S = S0), so that some results that apply to LZhang may also apply to LLLW.
Given the surrogate loss L and an adjustment l, we define for the pseudo-risk for s ∈ S
and p ∈ R|Y|:
R′(s, p) .= l(s) +
|Y|
∑
k=1
pk(L(s, k)− l(s)).
Note that if p ∈ ∆|Y|, then the pseudo-risk is the pointwise surrogate risk, and also
note that we do not multiply the first term (the adjustment) by ∑|Y|k=1 pk. Moreover, the
dependence of L on |Y| is implicit, so, e.g., if we write R′((s1, s2), (p1, p2)) we refer to L
with |Y| = 2.
The goal of this section is to present a set of conditions that allow us to reuse the
reduction analysis of Ávila Pires et al. (2013) to generalize and improve Theorem 3.10
for different surrogate losses. Once these conditions are verified, we immediately obtain
Lemma 4.1, which is similar to Theorem 3.5, but applies to multiclass losses. We first
present Lemma 4.1, then we introduce Conditions 1 to 4, which are essentially the steps
used to prove Lemma 4.1. It is important to point out that Lemma 4.1 does not necessarily
imply that δmax = δbinary when |Y| > 2, since δmax(ε, pε) is not necessarily equal to
δmax(ε, p′) when (p1, p2) = pε and pk = 0 for k > 2. After presenting Lemma 4.1, we
introduce Conditions 1 to 4, and illustrate how they are used to prove Lemma 4.1. The
proof itself can be found in Appendix A.
Lemma 4.1. Consider the surrogate loss L with score set S . If L satisfies Conditions 1 to 3 holds,
then for all ε > 0 we have
δmax(ε) ≥ ζ(ε).
Moreover, if Condition 4 holds, then
δmax(ε) ≥ δbinary(ε).
Lemma 4.1 essentially reduces δmax to a binary calibration function, δbinary. We will
illustrate how Conditions 1 to 4 are employed in the proof of Lemma 4.1 with L = Le.g. .=
LZhang, S = R, ψ(t) = −t, F(t) = t, ϕ = ϕexp (a loss akin to logistic regression, where
F(t) = ln t instead, see Section 5.2). As indicated earlier, l(s) = F(∑|Y|k=1 ϕ(sk)) for L
Zhang.
For convenience, in our illustration we will assume that p ∈ ∆◦|Y|, in which case
inf
s∈T (S ,ε,p)
Rsurr(s, p)
has a minimizer for all ε ≥ 0.
Condition 1, states that a surrogate risk minimizer s∗ of the ε-sub-optimal scores will
satisfy maxk s∗k = s
∗
j0
= s∗jε . As in Theorem 3.10, we take j0 ∈ J (0, p) and jε ∈ J (ε, p) (and
the choice is arbitrary whenever multiple choices exist). Intuitively, this makes sense for
our example loss Le.g.: In
inf
s∈T (S ,ε,p)
|Y|
∑
k=1
−pksk + l(s) (4.1)
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if we have sj0 < sjε , we can always decrease the objective above by decreasing sjε and
increasing sj0 (since (1− pj0) ≤ (1− pjε)). Since the minimizer s∗ must satisfy s∗j0 ≤ s∗jε =
maxk s∗k , we must have s
∗
jε = s
∗
j0
.
Condition 1. For the surrogate loss L with score set S , for all ε ≥ 0 and p ∈ ∆|Y|,
inf
s∈T (S ,ε,p)
Rsurr(s, p) = inf
s∈M(S ,jε)∩M(S ,j0)
Rsurr(s, p).
where j0 ∈ J (0, p) and jε ∈ J (ε, p).
If Condition 1 is satisfied, then (4.1) becomes equal to
inf
s∈T (S ,ε,p′)
|Y|
∑
k=1
−p′ksk + l(s) (4.2)
where p′k
.
= pk for k /∈ {jε, j0}, p′jε = p′j0
.
=
pjε+pj0
2 .
Condition 2 effectively reduces the multiclass calibration function to a binary δbinary-
like function, given in terms of pseudo-risks. With s∗ as the minimizer of (4.2), we can
lower-bound
sup
s∈S
−Rsurr(s, p) ≥ sup
s∈S :
sk=s∗k :k/∈{jε,j0}
−Rsurr(s, p) = sup
s∈S :
sk=s∗k :k/∈{jε,j0}
−Rsurr(s, p′), (4.3)
which, combined with (4.2), gives us Condition 2 for our example.
Condition 2. Consider the surrogate loss L with score set S and adjustment l. For all i, j ∈ Y
s.t. i 6= j and all p ∈ ∆|Y|,
inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
Rsurr(s, p)− Rsurr(s′, p)
≥ inf
s∈S
sup
s′∈S
R′(s, ( p¯, p¯))− R′(s′, (pi, pj)),
where p¯ =
pi+pj
2 .
Condition 3 is then used to lower-bound the δbinary-like function of Condition 2 by
some non-decreasing function ζ of the gap between pj0 and pjε , so that we can lower-
bound ζ(pj0 − pjε) ≥ ζ(ε), i.e., ζ will be our calibration function. Condition 4, presented
in the sequence, states Condition 3 holds with ζ = δbinary. It is possible to show that
Condition 4 does hold for Le.g. (see Lemma 5.5).
Condition 3. Consider the surrogate loss L with score set S and adjustment l. There exists a
non-decreasing ζ : [0, 1]→ R s.t. for all ε > 0, and p1, p2 s.t. 0 ≤ p2 ≤ p1− ε and p1 + p2 ≤ 1,
inf
s∈S
R′(s, ( p¯, p¯))− inf
s′∈S
R′(s′, (p1, p2))
≥ ζ(p1 − p2).
where p¯ = p1+p22 .
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Condition 4. Condition 3 holds with ζ = δbinary.
Using the steps exemplified above for Le.g., we can use Conditions 1 to 4 to obtain
Lemma 4.1. At this point we are almost ready to verify Conditions 1 to 4 for specific
cases, but before we do so we ought to introduce some useful results and conditions.
When illustrating Condition 1, we argued that we could decrease the objective in (4.1)
by increasing sj0 and decreasing sjε , provided that sj0 < sjε . In general, this may not be
doable, e.g., if classes are treated “differently” by L. “Equal” treatment is, in precise terms,
symmetry in the sense of Condition 5.
Condition 5. Given the surrogate loss L with score set S , for any permutation matrix P, any
s ∈ S and any p ∈ ∆|Y|, we have Ps ∈ S and Rsurr(s, p) = Rsurr(Ps, Pp).
The following result is a useful observation: If |Y| = 2 and L satisfies Condition 5,
then for any p ≥ 0 the minimizer s∗ ∈ R2 of the surrogate pseudo-risk w.r.t. (p, p) satisfies
s∗1 = s
∗
2 . The second statement in Proposition 4.2 is a straightforward consequence of the
first result and Condition 1.
Proposition 4.2. Consider the surrogate surrogate loss L with score set S ⊂ R2 and adjustment
l. If L satisfies Assumption 2 and Condition 5, then for any p ∈ R2+
inf
s∈S
R′ (s, ( p¯, p¯)) = inf
s∈S :
s1=s2
R′ (s, (p1, p2)) ,
where p¯ = p1+p22 . Moreover, Condition 1 implies that, for any ε > 0, if p ∈ ∆2 and T (S , ε, p) 6=
∅, then
inf
s∈S
Rsurr
(
s,
(
1
2
,
1
2
))
= inf
s∈T (S ,ε,p)
Rsurr(s, p).
When combined with the Condition 4, Proposition 4.2 gives us a tight result for
|Y| = 2, Lemma 4.3, which recovers Theorem 3.5, and shows that δbinary is the largest
calibration function, i.e., δmax. We present this equality result as Lemma 4.3, a result
originally shown by Bartlett et al. (2006) for the margin loss. As a consequence we can
recover another result by Bartlett et al. (2006) (for the margin loss, with |Y| = 2): L is
calibrated iff δbinary(ε) > 0 for all ε > 0.
Lemma 4.3. Consider the surrogate loss L with score set S , and assume Conditions 1, 4 and 5
are satisfied. For |Y| = 2 and all ε > 0, we have
δmax(ε) = δbinary(ε).
Proving Condition 2 requires us to take advantage of structure in L and account for
the choice of S . When S = S0, it will be convenient to break Condition 2 down into two
additional conditions from which it follows: Conditions 6 and 7. Having the sum-to-zero
constraint forces us to introduce infθ≥0 in Condition 6. For example, with L = LLLW
proceeding similarly to (4.3), it is not hard to see that the result in Condition 6 holds with
equality. Condition 7, in turn, allows us to eliminate the infimum. In Section 5.3 we will
discuss to what extent we are able to verify Condition 7 for the loss LLLW with different
choices of ϕ.
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Condition 6. Consider the surrogate loss L with score set S = S0 and adjustment l. For all
i, j ∈ Y s.t. i 6= j and all p ∈ ∆|Y|,
inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
Rsurr(s, p)− Rsurr(s′, p)
≥ inf
s≥0
sup
s′∈R
(
R′((s, s), ( p¯, p¯))− R′((s + s′, s− s′), (pi, pj))
)
,
where p¯ .=
pi+pj
2 .
Condition 7. Consider the surrogate loss L with score set S = S0 and adjustment l. For all
p1, p2 ≥ 0
inf
s≥0
sup
s′∈R
(
R′((s, s), ( p¯, p¯))− R′((s + s′, s− s′), (p1, p2))
)
= inf
s∈S
R′(s, ( p¯, p¯))− inf
s′∈S
R′(s′, (p1, p2))
where p¯ .= p1+p22 .
To conclude, we present two assumptions that will allow us to reuse results between
similar losses with different score sets, in particular to carry some results from LZhang to
LLLW. Assumption 3 states that we can swap coordinates of scores and obtain a valid
score (one belonging to S), while Assumption 4 is a weaker version of convexity of
S . Assumption 4 will allow us to use convexity of L and Jensen’s inequality to show
Condition 1 (see Lemma 5.3). We point out thatR|Y|, S0 and ∆|Y| all satisfy Assumptions 3
and 4.
Assumption 3. For any i, j, and any s ∈ S , if s ∈ M(S , j) then s′ ∈ M(S , i), where s′ is
defined by
s′k
.
=

sj k = i,
si k = j,
sk k 6= i, j.
Assumption 4. For any i, j, and any s ∈ M(S , j) s.t. sj > si ≥ sk for all k 6= j, we have
s′ ∈ M(S , j) ∩M(S , i), where s′ is defined by
s′k
.
=
{ sj+si
2 k = i or k = j,
sk k 6= i, j.
5 Case studies
In this section we instantiate the reduction analysis in order to obtain calibration functions
for specific losses. We aim to illustrate the applicability of the streamlined analysis
developed in Section 4. We apply our analysis to LZhang, to the multiclass logistic
regression loss, and to LLLW, respectively, in Sections 5.1 to 5.3.
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5.1 The background discrimination loss
The background discrimination loss LZhang (Zhang, 2004) admits two formulations: de-
coupled, with F(t) = t, and coupled. We verify Condition 2 only for the decoupled
formulations, while the others are verified regardless of F (but with restrictions on ψ),
and we summarize results for the specific decoupled variants discussed by Zhang (2004)
in Table 4. As for the coupled variants, Zhang (2004) only discusses two, the logistic
regression loss and the loss with ψ(t) = −t, ϕ(t) = |t|a′ and F(t) = 1a |t|
a
a′ , for a, a′ > 1.
We instantiate the reduction analysis for the former variant (Section 5.2), but the analysis
for the latter is left as future work. In this section we also recover Theorem 3.9, since
LRRKA is a special case of LZhang.
First, we will verify Condition 1 in three steps: Proposition 5.1 and Lemmas 5.2
and 5.3. Having Condition 5 (verified by Proposition 5.1) will allow us to use the
following argument to verify Condition 1: If a score s ∈ T (S , ε, p) satisfies maxk sk > sjε ,
we can swap argmaxk sk and sjε to obtain a score vector with the same or lower pointwise
surrogate risk, and which also belongs to T (S , ε, p). This is the result of Lemma 5.2, and
in order to guarantee that the swap will give us an element in S , we impose Assumption 3.
We proceed by arguing that if a score s ∈ M(S , jε) does not satisfy sj0 = maxk 6=jε sk then
we can swap argmaxk 6=jε sk and sj0 to obtain a score vector with equal or lower pointwise
surrogate risk, and which also belongs to s ∈ M(S , jε). Thanks to Assumption 4, we can
then use Jensen’s inequality to show that, with s ∈ M(S , jε) satisfying sj0 = maxk 6=jε sk,
the surrogate risk does not increase if we average the jε and j0-th coordinates, i.e., take s′
s.t. s′jε = s
′
j0
=
sjε+sj0
2 and equal for the other coordinates. This result is given as Lemma 5.2.
Proposition 5.1. LZhang satisfies Condition 5.
Proof. This result is evident from the definition of LZhang in Table 3.
Lemma 5.2. Consider LZhang convex, with ψ non-increasing and S satisfying Assumption 3.
For all ε ≥ 0 and p ∈ ∆|Y|,
inf
s∈T (S ,ε,p)
Rsurr(s, p) = inf
s∈M(S ,jε)
Rsurr(s, p),
where jε ∈ J (ε, p).
Proof. We will use Fact A.2 in this proof, so we must show that for every s ∈ T (S , ε, p)
there exists s′ ∈ M(S , jε) s.t. Rsurr(s′, p) ≤ Rsurr(s, p), where jε ∈ J (ε, p). By this
argument, the result holds even if infs∈T (S ,ε,p) Rsurr(s, p) = −∞.
Fix p ∈ ∆|Y|. Take any s ∈ T (S , ε, p) s.t. sjε < s f (s). The definition of J (ε, p) and the
choice of s imply that p f (s) ≤ pjε . Define s′ by
s′k
.
=

sjε k = f (s),
s f (s) k = jε,
sk k 6= f (s), jε,
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and note that s′ ∈ T (S , ε, p) by Assumption 3. Now, F(∑|Y|k=1 ϕ(sk)) = F(∑|
Y|
k=1 ϕ(s
′
k)), so
Rsurr(s, p)− Rsurr(s′, p) = p f (s)(ψ(s f (s))− ψ(s′f (s))) + pjε(ψ(sjε)− ψ(s′jε))
= (pjε − p f (s))(ψ(sjε)− ψ(s f (s)))
≥ 0,
since pjε ≥ p f (s), sjε ≤ s f (s) and ψ is non-increasing, therefore the result holds.
Lemma 5.3. Condition 1 holds for LZhang convex, with ψ non-increasing and S satisfying
Assumptions 3 and 4.
Proof. Thanks to Lemma 5.2, we only need to show that
inf
s∈M(S ,jε)
Rsurr(s, p) = inf
s∈M(S ,jε)∩M(S ,j0)
Rsurr(s, p),
for jε ∈ J (ε, p) and j0 ∈ J (0, p). To that end, we will use Fact A.2, so we must show that
for every s ∈ M(S , jε) there exists s′′ ∈ M(S , jε) ∩M(S , j0) s.t. Rsurr(s′′, p) ≤ Rsurr(s, p).
By this argument, the result holds even if infs∈M(S ,jε) R
surr(s, p) = −∞.
Fix p ∈ ∆|Y|. Given s ∈ M(S , jε), let i s.t. i 6= jε and si ≥ sj for all j 6= jε. Define
s′ ∈ M(S , jε) (see Assumption 3) by
s′k
.
=

sj0 , k = i
si, k = j0
sk k 6= i, j0.
Then s′jε ≥ s′j0 ≥ s′j for all j 6= jε, l(s) = l(s′) and
Rsurr(s, p)− Rsurr(s′, p) = pi(ψ(si)− ψ(s′i)) + pj0(ψ(sj0)− ψ(s′j0))
= (pi − pj0)(ψ(si)− ψ(sj0))
≥ 0,
since pi ≤ pj0 , ψ is non-increasing and si ≥ sj0 . Note also that s′ ∈ M(S , jε) ∩M(S , j0)
or s′jε > s
′
j0
≥ s′j for all j 6= j0, jε. If s′ ∈ M(S , jε) ∩M(S , j0), we can take s′′ = s′ and the
result follows, otherwise define s′′ by
s′′k
.
=
{ s′jε+s′j0
2 k = jε or k = j0,
s′k k 6= jε, j0.
Then s′′ ∈ M(S , jε) ∩M(S , j0) (by Assumption 4), s′jε − s′′jε = s′′j0 − s′j0 , and by a convex
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lower-bound on Rsurr(s′, p) at s′′,
Rsurr(s′, p)− Rsurr(s′′, p) ≥
(
pjεψ
′(s′′jε) + F
′
( |Y|
∑
i=1
ϕ(s′′i )
)
ϕ′(s′′jε)
)
(s′jε − s′′jε)
+
(
pj0ψ
′(s′′j0) + F
′
( |Y|
∑
i=1
ϕ(s′′i )
)
ϕ′(s′′j0)
)
(s′j0 − s′′j0)
= (pjε − pj0)ψ′(s′′jε)(s′jε − s′′jε)
≥ 0,
which implies the result of Lemma 5.3. For the last inequality above, we used that ψ is
non-increasing, s′jε ≥ s′′jε , and pjε ≤ pj0 .
Lemma 5.4. Under Assumption 2, Condition 2 holds for LZhang convex with ψ non-increasing,
F(t) = t, S = R|Y| and l(s) = F(∑|Y|k=1 ϕ(sk)).
Proof. We have
inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
Rsurr(s, p)− Rsurr(s′, p)
= inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
|Y|
∑
k=1
pk(ψ(sk)− ψ(s′k)) + ϕ(sk)− ϕ(s′k) (5.1)
= inf
s∈R
sup
s′∈R2
pi(ψ(s)− ψ(s′1)) + pj(ψ(s)− ψ(s′2)) + l((s, s))− l(s′) (5.2)
= inf
s∈S
sup
s′∈S
R′(s, ( p¯, p¯))− R′(s′, (pi, pj)). (5.3)
In (5.1), we expanded the definition of Rsurr, and in (5.2) we rewrote the objective and in
(5.3) we used Proposition 4.2.
At this point we can recover Theorem 3.9, since LRRKA is equivalent to LZhang with
ψ(t) = ϕ(−t) and F(t) = t. The condition (3.7) in Theorem 3.9 implies Condition 3 with
ζ(t) = c2t2 , so Lemmas 4.1, 5.3 and 5.4 give us Theorem 3.9.
More generally, for other instances of LZhang, rather assuming that (3.7) holds, we may
want to impose conditions on ψ and ϕ that are easier to verify, and which also guarantee
that Condition 3 holds. In order to do so, the structure of Lzhang allows us to “replace”
Condition 3 with Condition 8. Condition 8 is a purely technical condition that implies
Condition 3, as shown by Lemma 5.5. Condition 8 seems to be straightforward to verify if
a closed form for δbinary is also easy to calculate, so we do not consider it too restrictive.
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Condition 8. With LZhang as the surrogate loss, for all p1, p2 ≥ 0,
sup
s′∈S
inf
s∈S
R′(s, ( p¯, p¯))− R′(s′, (p1, p2))
= sup
s′∈S
inf
s∈S :
s1=s2
ψ(s1)+ψ(s2)≤ψ(s′1)+ψ(s′2)
R′(s, ( p¯, p¯))− R′(s′, (p1, p2))
where p¯ = p1+p22 .
Lemma 5.5. Consider LZhang convex with ψ non-increasing, l(s) = F(∑|Y|k=1 ϕ(sk)) and S
satisfying Assumption 3. If L satisfies Assumption 2, then Condition 8 implies Condition 4.
Proof. For all p1, p2 s.t. p1 ≥ p2 + ε ≥ 0 and p1 + p2 = 0 we have
inf
s∈S
sup
s′∈S
R′(s, ( p¯, p¯))− R′(s′, (p1, p2))
= sup
s′∈S
inf
s∈S
R′(s, ( p¯, p¯))− R′(s′, (p1, p2)) (5.4)
= sup
s′∈S
inf
s∈S :
s1=s2
2ψ(s1)≤ψ(s′1)+ψ(s′2)
(p1 + p2)ψ(s1) + l(s)− p1ψ(s′1)− p2ψ(s′2)− l(s′) (5.5)
= sup
s′∈S :
s′1≥s′2
inf
s∈S :
s1=s2
2ψ(s1)≤ψ(s′1)+ψ(s′2)
(p1 + p2)(ψ(s1)− qψ(s′1)− (1− q)ψ(s′2))
+ l(s)− l(s′) (5.6)
≥ sup
s′∈S :
s′1≥s′2
inf
s∈S :
s1=s2
2ψ(s1)≤ψ(s′1)+ψ(s′2)
1
2
(p1 + p2)(2ψ(s1)− ψ(s′1)− ψ(s′2))
− ε
2
(ψ(s′1)− ψ(s′2)) + l(s)− l(s′)
(5.7)
≥ sup
s′∈S :
s′1≥s′2
inf
s∈S :
s1=s2
2ψ(s1)≤ψ(s′1)+ψ(s′2)
ψ(s1)− 1+ ε2 ψ(s
′
1)−
1+ ε
2
ψ(s′2) + l(s)− l(s′) (5.8)
= inf
s∈S
Rsurr(s, p0)− inf
s′∈S
Rsurr(s′, pε), (5.9)
where q .= p1p1+p2 . In (5.4), we rewrote the objective, and in (5.5) we used Condition 8 and
expanded R′. To see that (5.6) holds, it suffices to use Fact A.2, noting that for any s′ s.t.
s′1 ≤ s′2 we have
R′(s′, (p1, p2))− R′((s′2, s′1), (p1, p2)) = (p1 − p2)(ψ(s′1)− ψ(s′2)) ≥ 0,
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since ψ is non-increasing, p1 ≥ p2 and s′1 ≤ s′2. Note that s′ ∈ M(S , 2) implies, by
Assumption 3, that (s′2, s′1) ∈ M(S , 1). In (5.7) we used Proposition A.3 and that ψ(s′1)−
ψ(s′2) ≤ 0. To obtain (5.8) we used that 2ψ(s1)−ψ(s′1)−ψ(s′2) ≤ 0 along with p1 + p2 ≤ 1.
To conclude, we used the argument of (5.6) and Condition 8 to arrive at (5.9).
We summarize the results in this section into Theorem 5.6. If the conditions of
Theorem 5.6 are satisfied for a particular choice of ψ and ϕ, we get that the corresponding
loss is calibrated iff δbinary(ε) > 0 for all ε > 0. Indeed, if δbinary is positive, then δmax must
also be positive. Conversely, if δbinary(ε) = 0 for some ε then δmax(ε) = 0 with |Y| = 2, in
which case the surrogate loss cannot be calibrated.
Theorem 5.6. Consider L = LZhang convex with ψ non-decreasing and F(t) = t. If L satisfies
Assumption 2 and Condition 8, then for all ε > 0
δmax(ε) ≥ δbinary(ε),
and the above holds with equality when |Y| = 2.
Proof. The result follows immediately from Proposition 5.1 and Lemmas 4.1 and 5.3
to 5.5.
Table 4 summarizes different calibrated variants of LZhang discussed by Zhang (2004),
and whether (and under which conditions) they satisfy Condition 8. We omit the standard
calculations involved in verifying Condition 8 for each of the losses in Table 4, and we
also include the variant with ψ(t) = −t and ϕ(t) = (at + b)2 for a, b ∈ R.
ψ(t) ϕ(t) Condition 8
−t et X
− ln t t X
−1a ta (a ∈ (0, 1)) t a ∈
(
0, 12
]
−t ln(1+ et) X
−t 1a |t|a (a > 1) a ≥ 2
−t 1a (t)a+ (a > 1) a ≥ 2
−t (at + b)2 (a, b ∈ R) X
Table 4: Different variants of LZhang with F(t) = t.
5.2 Multiclass logistic regression
When the surrogate loss is LZhang with ψ(t) = −t, F(t) = ln t, ϕ = ϕexp and S = R|Y|,
we obtain the multiclass logistic regression loss (Zhang, 2004). From the results for the
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general LZhang, we already have Conditions 1 and 4, provided that we verify Condition 8.
However, we need to show that Condition 2 holds for this variant, and doing so for a
coupled formulation (where we do not have F(t) = t) can be challenging, mainly because
the loss can no longer be expressed as a summation of |Y| terms. In order to address this
issue for the logistic regression loss, we re-express it as a decoupled loss with S = ∆|Y|,
which still does not satisfy the conditions of Lemma 5.4, but is more amenable for
verifying Condition 2 directly. The decoupled logistic regression loss is LLR : ∆|Y|×∆|Y| → R
defined by
LLR(s, y) .= − ln sy,
with S = ∆|Y|.
Proposition 5.7 shows that, with LZhang as outlined above, minimizers s∗ of the
surrogate risk over T (S , ε, p) for any ε > 0 and p ∈ ∆|Y| satisfy F(∑|Y|k=1 ϕ(s∗k)) = 0,
effectively eliminating the coupled part of the loss. Then Proposition 5.8 establishes the
equivalence between the two forms of the logistic regression loss: coupled with S = R|Y|,
and decoupled with S = ∆|Y|.
Proposition 5.7. Consider the surrogate loss LZhang with ψ(t) = −t, F(t) = ln t, ϕ = ϕexp,
S = R|Y| and l(s) = F
(
∑|Y|i=1 ϕ(si)
)
. Assume S ′ ⊂ S satisfies s ∈ S ′ ⇒ (s− l(s) · 1|Y|) ∈ S ′.
Then for any p ∈ ∆|Y|,
inf
s∈S ′
Rsurr(s, p) = inf
s∈S ′ :
l(s)=0
Rsurr(s, p).
Proof. We will use Fact A.2 in this proof. Take any s ∈ S ′ and define s′ by s′k
.
= sk − l(s).
Then s′ ∈ S ′, l(s′) = 0, ∑|Y|k=1 es
′
k = 1, and by a convex lower-bound on Rsurr(s, p) at s′ (see
Fact A.1),
Rsurr(s, p)− Rsurr(s′, p) ≥
|Y|
∑
k=1
(
−pk + e
s′k
∑|Y|i=1 e
s′i
)
(sk − s′k)
=
|Y|
∑
k=1
(
−pk + es′k
)
l(s)
= 0.
Proposition 5.8. Consider LLR with S = ∆|Y| and LZhang with ψ(t) = −t, F(t) = ln t, ϕexp,
S = R|Y| and l(s) = F
(
∑|Y|i=1 ϕ(si)
)
. Then for any p ∈ ∆|Y| and j ∈ [|Y|]
inf
s∈M(R|Y|,j)
RsurrLZhang(s, p) = infs∈M(∆|Y|,j)
RsurrLLR (s, p).
Proof. The result follows trivially by combining Proposition 5.7 and by observing that for
each s′ ∈
{
s ∈ M(R|Y|, j)
}
we have s′′ ∈ M(∆|Y|, j), when s′′k
.
= es
′
k .
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Thanks to Proposition 5.8, we can verify Condition 2 for LLR, the decoupled formu-
lation of the logistic regression loss, which is done in Lemma 5.9. Lemma 5.10 verifies
Condition 8, which combined with Lemma 5.5 gives us Condition 4.
Lemma 5.9. Under Assumption 2, Condition 2 holds for the surrogate loss LLR with score set
S = ∆|Y|.
Proof. We have
inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
Rsurr(s, p)− Rsurr(s′, p)
= inf
0≤s≤1
sup
s′1,s′2≥0:
s′1+s′2=s
−(p1 + p2) ln s2 + p1 ln s
′
1 + p2 ln s
′
2 (5.10)
= inf
0≤s≤1
sup
s′1,s′2≥0:
s′1+s′2=s
−(p1 + p2) ln 12 + p1 ln
s′1
s′1 + s
′
2
+ p2 ln
s′2
s′1 + s
′
2
(5.11)
= sup
s′1,s′2≥0:
s′1+s′2=1
−(p1 + p2) ln 12 + p1 ln s
′
1 + p2 ln s
′
2 (5.12)
= sup
s′∈∆2
−(p1 + p2) ln 12 + p1 ln s
′
1 + p2 ln s
′
2 (5.13)
= inf
s∈S
R′(s, ( p¯, p¯))− inf
s′∈S
R′(s′, (p1, p2)). (5.14)
In (5.10) we expanded the definition of LLR and rewrote the objective. In (5.11) we rewrote
the objective using that s = s′1 + s
′
2, while in (5.12) we dropped the infimum and rewrote
the objective. In (5.13) we also rewrote the objective and in (5.14) we plugged in the
definition of R′ after using the fact that
inf
s∈∆2
−1
2
(p1 + p2)(ln s1 + ln s2) = −(p1 + p2) ln 12.
To see that the above does indeed hold, it suffices to note that, by concavity, ln s1 + ln s2 ≤
2 ln s1+s22 = 2 ln
1
2 , so that the infimum must be taken at s =
(
1
2 ,
1
2
)
.
Lemma 5.10. Under Assumption 2, Condition 8 holds for the surrogate loss LLR with S = ∆|Y|.
Proof. This result follows immediately from Proposition A.4 and the following three facts:
(i) the infimum in Condition 8 is taken at s =
(
1
2 ,
1
2
)
, the supremum at s′ =
(
p1
p1+p2
, p2p1+p2
)
;
(ii) s1 =
s′1+s′2
2 ; and (iii) ψ is convex.
We conclude this section with the calibration function for the logistic regression loss.
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Theorem 5.11. Consider LLR with S = ∆|Y|, or, equivalently, LZhang with ψ(t) = −t, F(t) =
ln t, ϕ = ϕexp, S = R|Y|. Then for all ε > 0
δmax(ε) ≥ δbinary(ε),
and the above holds with equality when |Y| = 2.
Proof. The equivalence between the surrogate losses follows from Proposition 5.8. The
main statement follows from Proposition 5.1 and Lemmas 4.1, 5.3, 4.3, 5.5 and 5.9 and from
noting that Assumption 2 is satisfied because RsurrLLR is non-negative for all s, p ∈ ∆|Y|.
5.3 The loss of Lee et al. (2004)
In this section we develop a variant of Theorem 3.10 using the streamlined analysis, that
is, we instantiate our analysis with LLLW and S = S0. In order to recover Theorem 3.10,
we need to verify Conditions 1 and 2 as well as Condition 3 with the corresponding ζ.
For ease of presentation, we will verify the conditions for a special case of Theorem 3.10,
where Condition 2 is verified via Conditions 6 and 7, the letter of which will be assumed
to hold. We will discuss choices of ϕ for which Condition 7 does hold, and pose a
conjecture about more general ϕ for which the condition also holds. Because we are
concerned with the cost-insensitive setting (differently from Ávila Pires et al. (2013)), we
are able to refine Theorem 3.10 by verifying Condition 4 and provide a result for δmax
independent of p.
First, we establish through Proposition 5.12 that Condition 5 is satisfied. Condition 5
is used to verify that Condition 1 holds (see Lemma 5.13), with the swapping argument
used in Section 5.1, to show the same condition for LZhang. By writing LLLW with an
appropriate adjustment, we can reuse Lemma 5.3 to prove Lemma 5.13. Note, however,
that in Lemma 5.13 we are restricted to ϕ non-decreasing. This restriction allows us to use
the swapping argument, and it will be “removed” using Lemma 5.18 of Ávila Pires et al.
(2013), which shows that LLLW with ϕ has the same δmax to LLLW with a corresponding
non-decreasing ϕ.
Proposition 5.12. LLLW satisfies Condition 5.
Proof. This result is evident from the definition of LLLW (see Table 3).
Lemma 5.13. Condition 1 holds for LLLW with S = S0 and ϕ convex non-decreasing.
Proof. This condition holds thanks to Lemma 5.3, since LLLW is equivalent to LZhang with
ψ(t) = −ϕ(t) and F(t) = t, where ϕ non-decreasing implies ψ non-increasing.
As mentioned in Section 4, we verify Condition 2 via Conditions 6 and 7. Lemma 5.14
establishes Condition 6. The proof is based on a straightforward argument that mirrors
the example in Section 4 (4.3), while accounting for the requirement that scores be in S0.
Lemma 5.14. Under Assumption 2, Condition 6 holds for LLLW with S = S0, ϕ convex and
l(s) = ∑|Y|k=1 ϕ(sk).
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Proof. We have
inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
Rsurr(s, p)− Rsurr(s′, p)
= inf
s∈M(S ,i)∩M(S ,j)
sup
s′∈S :
s′k=sk,k 6=i,j
|Y|
∑
k=1
(1− pk)(ϕ(sk)− ϕ(s′k)) (5.15)
= inf
s≥0
sup
s′∈R2:
s′1+s′2=2s
(1− pi)(ϕ(s)− ϕ(s′1)) + (1− pj)(ϕ(s)− ϕ(s′2)) (5.16)
= inf
s≥0
sup
s′∈R
R′((s, s), ( p¯, p¯))− R′((s + s′, s− s′), (pi, pj)). (5.17)
In (5.15), we expanded the definition of Rsurr. We rewrote the objective in (5.16), where
the sum-to-zero constraint and the choice of s′ in (5.15) requires us to have s′i + s
′
j = si + sj.
In (5.17) we rewrote the objective and used Proposition 4.2.
It remains to verify Condition 7, which is challenging to do in general. 5.15 states
that continuously differentiable ϕ allow Condition 7 to hold. We have not been able to
prove or disprove this fact, but continuous differentiability in the increasing part of ϕ (in
addition to convexity and ϕ′(0) > 0) seems to be a minimal requirement, since adding
kinks can lead to non-calibrated losses, as Proposition 3.7 suggests. On the other hand,
Condition 7 can be shown to hold for ϕhinge, ϕexp, ϕsquared, while such result is not clear
for ϕlogit. We present a proof for ϕhinge ahead, but we omit the others, which can be
obtained with straightforward calculations6.
Conjecture 5.15. Assume Assumption 2 and let
tinf .= sup
{
t : ϕ(t) ≤ ϕ(t′), ∀t′ ∈ R} .
If ϕ is differentiable in (tinf,−tinf), then Condition 7 holds.
Lemma 5.16. The loss LLLW with S = S0 satisfies Condition 7, ϕ = ϕhinge and l(s) =
∑|Y|k=1 ϕ(sk).
Proof. Assume, without loss of generality, that p1 ≥ p2. Then
inf
s≥0
sup
s′∈R
R′((s, s), ( p¯, p¯))− R′((s + s′, s− s′), (p1, p2))
= inf
s≥0
sup
s′∈R
(2− p1 − p2)(1+ s)+ − (1− p1)(1+ s + s′)+ − (1− p2)(1+ s− s′)+ (5.18)
= inf
s≥0
(2− p1 − p2)(1+ s)− 2(1− p1)(1+ s) (5.19)
≥ (2− p1 − p2)− 2(1− p1) (5.20)
= inf
s∈R
R′((s, s), ( p¯, p¯))− inf
s′∈S
R′((s′1, s
′
2), (p1, p2)) (5.21)
6 With ϕexp, expθ can be factored out, and with ϕsquared the result can be obtained by explicit calculation
of the infima and supremum in Condition 6.
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In (5.18) we expanded the definition of R′, and in (5.19) we used the fact that the
supremum is taken at s′ = s+ 1 (since p1 ≥ p2). To obtain (5.20), we used that p1 ≥ p2, so
the infimum must be taken at s = 0. Then all that remains to be seen is that the infimum
in (5.21) is taken at s = 0 and that the supremum is taken at s′ = 1.
The argument used to prove Lemma 5.17, which verifies Lemma 5.17, also relies on ϕ
being non-decreasing,
Lemma 5.17. Under Assumption 2, Condition 4 holds for LLLW with S = S0, ϕ convex
non-decreasing, l(s) = ∑|Y|k=1 ϕ(sk)
Proof.
sup
s′∈S
inf
s∈S
R′(s, ( p¯, p¯))− R′(s′, (p1, p2))
= sup
s′∈S
R′(02, ( p¯, p¯))− R′(s′, (p1, p2)) (5.22)
= (2− p1 − p2) sup
s′≥0
ϕ(0)− (1− p1)ϕ(s′)− (1− p2)ϕ(−s′) (5.23)
= (2− p1 − p2) sup
s′≥0
ϕ(0)− (1− q)ϕ(s′)− qϕ(−s′) (5.24)
= (2− p1 − p2) sup
s′≥0
ϕ(0)− ϕ(s′) + q(ϕ(s′)− ϕ(−s′)) (5.25)
≥ (2− p1 − p2) sup
s′≥0
ϕ(0)− 1
2
ϕ(−s′)− 1
2
ϕ(s′) + ε
2
· 1
2− p1 − p2 (ϕ(s
′)− ϕ(−s′))
(5.26)
≥ sup
s′≥0
ϕ(0)− ϕ(−s′)− ϕ(s′) + ε
2
(ϕ(s′)− ϕ(−s′)) (5.27)
= inf
s∈S
Rsurr(s, p0)− inf
s′∈S
Rsurr(s′, p
ε
2 ) (5.28)
Having noted that Condition 1 holds, we used Proposition 4.2 in (5.22), and in (5.23) we
expanded the definition of R′ and used that for all s′ ≤ 0 we have
(1− p1)(ϕ(s′)− ϕ(−s′)) + (1− p2)(ϕ(−s′)− ϕ(s′))
= (p1 − p2)(ϕ(−s′)− ϕ(s′)) ≥ 0,
since ϕ is non-decreasing and p1 ≥ p2. In (5.24) and (5.25) we rewrote the objective with
q .= 1−p22−p1−p2 , and in (5.26) we used Proposition A.3 (with 1− p2 as p1 and 1− p1 as p2)
combined with the fact that ϕ(s′)− ϕ(−s′) ≥ 0. In (5.26) we used that 2− p1 − p2 ≥ 1
combined with the fact that the objective is non-negative, and we also used that
1
2− p1 − p2 ≥
1
2− p2 − ε ≥
1
2− ε ≥ ε.
The first and second inequality hold because 0 ≤ p2 ≤ p1 − ε, and the third inequality
holds iff (2− ε)ε ≥ 1 (since ε ≤ 1), which holds iff (ε− 1)2 ≥ 0, which always holds.
Finally, in (5.27) we rewrote the objective, while plugging in the definition of Rsurr and
lower-bounding the whole quantity (which is non-negative) by its half.
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In order to apply Lemmas 5.13 and 5.17 with ϕ convex, but not necessarily non-
decreasing, we can use the following result by Ávila Pires et al. (2013) (Zou et al., 2006,
see also).
Lemma 5.18 (Ávila Pires et al. 2013). Consider the surrogate loss LLLW with S = S0, ϕ convex
s.t. ϕ′(0) > 0, and l(s) = ∑|Y|k=1 ϕ(sk). Let
tinf .= sup
{
t : ϕ(t) ≤ ϕ(t′), ∀t′ ∈ R} .
If ϕ is non-decreasing, let σ = ϕ, otherwise let σ(t) .= ϕ(tinf) + (ϕ(t) − ϕ(tinf))+. Under
Assumption 2, for all p ∈ R|Y|+ and all j ∈ [|Y|] we have
inf
s∈M(S ,j)
R′LLLWϕ (s, p) = infs∈M(S ,j):
s≥tinf·1|Y|
R′Lϕ(s, p) = inf
s∈M(S ,j)
R′LLLWσ (s, p).
We are ready to present Theorem 5.19, a refined version of Theorem 3.10 for the case
where the infimum in (3.8) is taken at θ = 0. While in Theorem 3.10 δmax and δbinary
depend on p, this is not the case in Theorem 5.19.
Theorem 5.19. Consider LLLW with S = S0 and ϕ convex, lower-bounded. If Condition 7 holds,
then for all ε > 0
δmax(ε) ≥ δbinary(ε),
and the above holds with equality when |Y| = 2.
Proof. We have that infs∈S0,p∈∆|Y| R
surr(s, p) > −∞ iff inft ϕ(t) > −∞, so ϕ lower-bounded
implies Assumption 2. The result then follows by applying Lemma 5.18 combined with
Proposition 5.12 and Lemmas 5.13, 5.14 and 5.17 applied to σ as defined in Lemma 5.18.
Lemma 4.3 is used to obtain the statement for the case of |Y| = 2.
We note in passing that from Theorem 5.19 and Lemma 5.18 we can also obtain a
result for LLiu, once we realize that it has the same δmax as LLLW with ϕhinge.
Corollary 5.20. Consider LLiu. For all ε > 0 we have
δmax(ε) ≥ δbinary(ε),
and the above holds with equality when |Y| = 2.
Proof. Consider LLLW with ϕhinge for which Theorem 5.19 and Condition 7 hold, thanks
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to Lemma 5.16. We can apply Lemma 5.18 (with tinf = −1) to see that for all j ∈ [|Y|]
inf
s∈M(S ,j)
RsurrLLLW(s, p) = infs∈M(S ,j):
s≥−1·1|Y|
RsurrLLLW(s, p)
= inf
s∈M(S ,j):
s≥−1·1|Y|
|Y|
∑
k=1
(1− pk)(1+ sk)+
= inf
s∈M(S ,j):
s≥−1·1|Y|
|Y|
∑
k=1
(1− pk)(1+ sk)
= |Y| − 1+ inf
s∈M(S ,j):
s≥−1·1|Y|
|Y|
∑
k=1
−pksk
= 1+ inf
s∈M(S ,j):
s≥−1·1|Y|
|Y|
∑
k=1
pk(|Y| − 2− sk)
= 1+ inf
s∈M(S ,j):
s≥−1·1|Y|
|Y|
∑
k=1
pk(|Y| − 2− sk)+
= 1+ inf
s∈M(S ,j)
R′LLiu(s, p),
where we have used that ∑|Y|k=1(1− pk) = |Y| − 1 and that ∑|
Y|
k=1 sk = 0 since S = S0.
Evidently, adding a constant to a loss does not alter δmax, so the inequality in the
statement follows. To conclude, Lemma 4.3 is used to obtain the statement for the case of
|Y| = 2.
6 Conclusion
In this paper, we refined a strategy to lower-bound δmax for multiclass calibration func-
tions, which can be challenging to calculate for common surrogate loss choices. The
strategy presented reduces multiclass classification functions (δmax) to binary-like calibra-
tion functions (δbinary), which are often simple to instantiate for different loss choices (see
Lemma 4.1). As as an additional advantage, reducing calibration functions to δbinary gives
us improved calibration guarantees (not for the pointwise risk, but for the risk) under the
Mammen-Tsybakov noise condition, as shown in Theorem 3.11. Theorem 3.11 generalizes
Theorem 3 of Bartlett et al. (2006) to the multiclass case.
Our “reduction” strategy requires that we verify a set of conditions that break down,
in a general way, the complexity of lower-bounding δmax for specific surrogate losses. To
illustrate the generality of our analysis, we instantiated it for different losses, including
different variants of LZhang with F(t) = t (the so-called decoupled formulations, see
Theorem 5.6), the logistic regression loss (also special case of LZhang, see Theorem 5.11),
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and LLiu (see Corollary 5.20). We also used our analysis to recover previously-existing
results for the one-versus-all loss (LRRKA, recovered by Theorem 3.9) and some variants
of LLLW (see Theorem 5.19). Our results for LLLW are a refinement over existing results
because they provide a bound on δmax(ε), not on δmax(ε, p) (cf. Theorems 3.10 and 5.19),
and have weaker conditions.
Therefore, we both presented novel results for a large family of surrogate losses, in-
cluding the logistic regression loss, which has been frequently used in practice. Moreover,
we recovered and refined existing results in a unified manner, and generalized results that
give us improved calibration guarantees for the risk under the Mammen-Tsybakov noise
condition. More importantly, our results streamline the process of deriving calibration
functions for different families of losses, and provides a path for obtaining similar results
for losses proposed in the future.
The reduction analysis covers a majority of the multiclass surrogate losses presented,
but not all: LWW and LBSKV require care when verifying Condition 2, and doing so is left
for future work. The loss LZZH can be seen to satisfy Conditions 1 and 4 (by expressing it
as LZhang), but having S = S0 requires us to have some care in verifying Condition 2. It
can be seen that Condition 7 fails to hold even in simple cases, e.g., with ϕexp, so minor
adaptations of the results for LLLW does not seem feasible either. To make matters worse,
LZZH is not calibrated for p ∈ ∆|Y|\∆◦|Y|, which is reflected by the fact that δmax(ε) = 0,
so any calibration functions for LZZH must apply only to p ∈ ∆◦|Y| and the definition of
δmax(ε) needs to be adjusted.
We know that LWW, LBSKV with F(t) = t and LZZH all reduce to a margin loss when
|Y| = 2, which is consistent, in particular, with ϕhinge. However, we also know that none
of these losses is calibrated with ϕhinge in the multiclass case, so any instantiation of the
reduction analysis would have to take the conditions for calibration of these losses into
account. Order-preservation and/or strong convexity are sensible conditions to impose
on ϕ, if we consider Theorem 3.9. Therefore, it is likely that proving Condition 2 for any
of these losses would require such conditions, if the reduction analysis is suitable at all.
Regarding Condition 8, we have seen that it does not hold for all the decoupled
formulations discussed by Zhang (2004) (see Table 4). It would be useful to seek a
relaxation of Condition 8 as well; due to the technical nature of Condition 8, one ought
to seek alternative proofs for Lemma 5.5, and the losses in Table 4 would be a good
starting point. Additionally, understanding under which conditions on F we can verify
Condition 2 for LZhang would help us apply the reduction analysis to coupled formulations
other than the logistic regression loss.
We have also left a series of topics aside in this work, but they are worthy of in-
vestigation. It is important to investigate the interaction between Assumption 1 and
calibration functions. For example, if the surrogate loss is LLLW with ϕhinge, we get from
Theorem 5.19 and Table 1 that δ(ε) = ε is a calibration function for the loss, and if we use
the same result for L(s, p) = 1c L
LLW(s, p) we get the calibration function εc . This scaling
introduces a factor of c to the risk bound obtained through Theorem 2.2, while one might
want to have c = |Y| so the scale of L(s, p) does not depend on |Y|. The example used
in Section 4, LZhang with ψ(t) = −t, F(t) = t, ϕ = ϕexp and S = RK is a good starting
point for understanding the influence of scaling on the calibration functions, since we can
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easily calculate the surrogate risk minimizers that are restricted to be ε-suboptimal.
We have also left aside the possible extensions of Theorem 3.10 to simplex coding
(Mroueh et al., 2012; Ávila Pires et al., 2013). It would be interesting to better under-
stand the role of simplex coding and other score transformations for losses other than
LLLW. These transformations may be ultimately generalized by the unified formulation
introduced by Dog˘an et al. (2016), which should also be considered.
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A Proofs
In this section, we present the proofs omitted from the main text, as well as accessory
technical results. We will start with the following two well-known facts.
Fact A.1. If f : R → R is convex, then for all a, b ∈ R f (a) ≥ f (b) + v(a − b) for any
v ∈ ∂ f (b), where ∂ f (b) is the subdifferential of f at b.
Fact A.2. For f : Rn → R, and X ′,X ⊂ Rn, if for every x ∈ X there exists an x′ ∈ X ′ s.t.
f (x′) ≤ f (x), then infx′∈X ′ f (x′) ≤ infx∈X f (x). If X ′ ⊂ X , then we have infx′∈X ′ f (x′) =
infx∈X f (x).
We will refer to the lower-bound in Fact A.1 as a lower-bound for f (a) at b. We will
abuse notation and write f ′(b) in place of v for v ∈ ∂ f (b) when applying this lower-bound
and f ′(b) will mean an arbitrary element of ∂ f (b). Where Fact A.2 is used, we will simply
construct the surjective mapping from X to X ′.
Proposition 3.7. The loss LLLW with ϕ
1
2−Kink is not classification-calibrated.
Proof. Let L be LLLW with ϕ
1
2−Kink. We will show that L is not calibrated in a three-class,
one-point scenario. We will carry out a case-by-case proof where we choose a p ∈ ∆3
satisfying certain properties, and then we show that the minimizer of s 7→ Rsurr(s, p)
does not have a unique maximum coordinate corresponding to the unique maximum
coordinate of p.
Let p ∈ ∆3 satisfy the following properties:
p1, p2 > p3,
2− 3p1 − p2 > 0,
1− 2p2 < 0,
2− 3p1 − p2 > 0,
1− 2p1 < 0.
We can take, e.g., p =
( 8
20 ,
7
20 ,
5
20
)
or p =
( 6
15 ,
7
15 ,
2
15
)
.
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Consider
s∗ ∈ argmin
s∈S0
Rsurr(s, p).
Note that s∗ ≥ −13, otherwise s∗ would not be a minimizer of Rsurr(s, p) within S0. To
see that, if s∗i < −1 for some i, we can reduce Rsurr(s∗, p) by increasing s∗i to −1 and
decreasing the other coordinates, while we also ensure that 1>3 s∗ = 0.
If s∗3 is a largest coordinate of s∗, L is indeed not calibrated. Therefore, we assume
that s∗3 < maxk s∗k . Because s
∗ ≥ −13 and 1>3 s∗ = 0, we can only have one i s.t. s∗i > 12 . In
particular, since we assumed that s∗3 < maxk s∗k , we must have s
∗
3 <
1
2 .
Without loss of generality, we will write s3 = s1 + s2, and we will let s′
.
=
(
1
2 ,
1
2 ,−1
)
.
We will also use the fact that, for any p ∈ ∆K, the objective s 7→ Rsurr(s, p) is continuous.
Now we will show that under the assumptions above we must have s∗1 = s
∗
2 =
1
2 by
showing that
1. for all s ∈ S0 s.t. s1 > 12 , s2 < 12 and s1, s2 > s3, we have Rsurr(s, p) > Rsurr(s′, p),
2. for all s ∈ S0 s.t. s1 < 12 , s2 > 12 and s1, s2 > s3, we have Rsurr(s, p) > Rsurr(s′, p),
3. for all s ∈ S0 s.t. s1 < 12 , s2 < 12 and s1, s2 > s3, we have Rsurr(s, p) > Rsurr(s′, p).
For the first case, consider any s ∈ S0 s.t. s1 > 12 , s2 < 12 and s1, s2 > s3, which gives
Rsurr(s, p) = (1− p1)
(
1
2
+ 2s1
)
+ (1− p2)(1+ s2) + (p1 + p2)(1− s1 − s2)
= 2− 1− p1
2
+ (2− 3p1 − p2)s1 + (1− 2p2)s2.
By construction, 2− 3p1 − p2 > 0 and 1− 2p2 < 0, so if we want to minimize Rsurr(s, p)
we must make s1 as small as possible and s2 as large as possible, which, together with
continuity, implies Rsurr(s, p) > Rsurr(s′, p).
For the second case, consider any s ∈ S0 s.t. s1 < 12 , s2 > 12 and s1, s2 > s3, which gives
Rsurr(s, p) = (1− p1) (1+ s1) + (1− p2)
(
1
2
+ 2s2
)
+ (p1 + p2)(1− s1 − s2)
= 2− 1− p2
2
+ (1− 2p1)s1 + (2− 3p1 − p2)s2.
By construction, 1− 2p1 < 0 and 2− 3p1 − p2 > 0, so if we want to minimize Rsurr(s, p)
we must make s1 as large as possible and s2 as small as possible, which, together with
continuity, implies Rsurr(s, p) > Rsurr(s′, p) Finally, for any s ∈ S0 s.t. s1 < 12 , s2 < 12 and
s1, s2 > s3, we have
Rsurr(s, p) = (1− p1)(1+ s1) + (1− p2)(1+ s2) + (p1 + p2)(1− s1 − s2)
= 2+ (1− 2p1)s1 + (1− 2p2)s2.
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By construction, 1− 2p1 < 0 and 1− 2p2 < 0, so if we want to minimize Rsurr(s, p) we
must make s1, s2 as large as possible, which, together with continuity, implies Rsurr(s, p) >
Rsurr(s′, p).
In conclusion, we have that either s∗3 = maxk s∗k (in which case L is not calibrated) or
s∗3 < maxk s∗k and s
∗
1 = s
∗
2 =
1
2 (in which case L is not calibrated either).
Proof of Lemma 4.1. For any ε > 0 and p ∈ ∆|Y|, if maxk pk −mink pk < ε then δ(ε, p) = ∞,
so
δmax(ε) = inf
p∈∆|Y| :
maxk pk−mink pk≥ε
δmax(ε, p).
Now fix ε > 0 and p ∈ ∆|Y| s.t. maxk pk −mink pk ≥ ε. Pick jε ∈ J (ε, p) and
j0 ∈ J (0, p) and let p¯ = pjε+pj02 . We have that
δmax(ε, p) = inf
s∈T (S ,ε,p)
Rsurr(s, p)− inf
s∈S
Rsurr(s, p)
= inf
s∈M(S ,jε)∩M(S ,j0)
Rsurr(s, p)− inf
s∈S
Rsurr(s, p) (A.1)
= inf
s∈M(S ,jε)∩M(S ,j0)
sup
s′∈S
Rsurr(s, p)− Rsurr(s′, p) (A.2)
≥ inf
s∈M(S ,jε)∩M(S ,j0)
sup
s′∈S :
s′k=sk,k 6=jε,j0
Rsurr(s, p)− Rsurr(s′, p) (A.3)
≥ inf
s∈S
sup
s′∈S
Rsurr(s, ( p¯, p¯))− Rsurr(s′, (pjε , pj0)) (A.4)
To obtain (A.1), we used Condition 1. In (A.2), we simply rewrote the objective, and in
(A.3) we lower-bounded the supremum by restricting s′. We used Condition 2 in (A.4),
where S ⊂ R2 and where R′ and Rsurr have domain S × ∆2.
If Condition 3 holds, we can combine it with (A.4) to get that
δmax(ε, p) ≥ ζ(pj0 − pjε). (A.5)
Since δmax(ε, p) = ∞ if maxk pk −mink pk < ε, we can use (A.5), pj0 − pjε ≥ ε and ζ
non-decreasing to obtain that δmax(ε) ≥ ζ(ε), which implies the first statement.
Condition 4 implies, along with (A.4), that
(A.4) ≥ inf
s∈S
sup
s′∈S
Rsurr(s, p0)− Rsurr(s′, pε). (A.6)
Moreover, note that for any p ∈ ∆|Y| we have either (A.6) or δmax(ε, p) = ∞, which implies
that
δmax(ε) ≥ inf
s∈S
sup
s′∈S
Rsurr(s, p0)− Rsurr(s′, pε). (A.7)
41
Proposition 4.2. Consider the surrogate surrogate loss L with score set S ⊂ R2 and adjustment
l. If L satisfies Assumption 2 and Condition 5, then for any p ∈ R2+
inf
s∈S
R′ (s, ( p¯, p¯)) = inf
s∈S :
s1=s2
R′ (s, (p1, p2)) ,
where p¯ = p1+p22 . Moreover, Condition 1 implies that, for any ε > 0, if p ∈ ∆2 and T (S , ε, p) 6=
∅, then
inf
s∈S
Rsurr
(
s,
(
1
2
,
1
2
))
= inf
s∈T (S ,ε,p)
Rsurr(s, p).
Proof. Fix p ∈ R2+. For any s ∈ S , by Condition 5, convexity of R′ on the first argument
and Jensen’s inequality,
R′ (s, ( p¯, p¯)) =
1
2
R′ (s, ( p¯, p¯)) +
1
2
R′ ((s2, s1), ( p¯, p¯))
≥ R′ (( p¯, p¯), (s¯, s¯)) ,
where s¯ .= s1+s22 . Hence Fact A.2 implies that
inf
s∈S
R′ (s, ( p¯, p¯)) = inf
s∈S :
s1=s2
R′ (s, ( p¯, p¯)) ,
which gives the first statement.
Now assume that p ∈ ∆2 and fix ε > 0 s.t. T (S , ε, p) 6= ∅. By Conditions 1 and 5,
respectively,
inf
s∈T (S ,ε,p)
Rsurr(s, p) = inf
s∈S :
s1=s2
Rsurr(s, p)
= inf
s∈S :
s1=s2
Rsurr(s, 12 − p)
Fix any α > 0 and take sα ∈ S s.t. (sα)1 = (sα)2 and s.t.
inf
s∈S :
s1=s2
Rsurr(s, p) > Rsurr(sα, p)− α.
Then by Condition 5
Rsurr(sα, p) = Rsurr(sα, 12 − p),
and by linearity of expectation,
1
2
Rsurr(sα, p) +
1
2
Rsurr(sα, 12 − p) = 12 R
surr
(
sα,
(
1
2
,
1
2
))
.
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Hence,
inf
s∈S
Rsurr
(
s,
(
1
2
,
1
2
))
= inf
s∈S :
s1=s2
Rsurr
(
s,
(
1
2
,
1
2
))
= inf
s∈S :
s1=s2
1
2
Rsurr(s, p) +
1
2
Rsurr(s, 12 − p)
≥ 1
2
inf
s∈S :
s1=s2
Rsurr(s, p) +
1
2
inf
s∈S :
s1=s2
Rsurr(s, 12 − p)
= inf
s∈S :
s1=s2
Rsurr(s, p)
> Rsurr(sα, p)− α
= Rsurr
(
sα,
(
1
2
,
1
2
))
− α,
≥ inf
s∈S
Rsurr
(
s,
(
1
2
,
1
2
))
− α.
which implies the second result, since the above holds for any α > 0.
Lemma 4.3. Consider the surrogate loss L with score set S , and assume Conditions 1, 4 and 5
are satisfied. For |Y| = 2 and all ε > 0, we have
δmax(ε) = δbinary(ε).
Proof. Since Condition 2 holds trivially when |Y| = 2, we can use Lemma 4.1 to obtain
that
δmax(ε) ≥ δbinary(ε).
The result follows by using Proposition 4.2 to show that
δmax(ε, pε) = δbinary(ε)
and then recalling that δmax(ε, pε) ≥ δmax(ε).
Proposition A.3. For any ε > 0 and p1, p2 s.t. 0 ≤ p2 ≤ p1 − ε and p1 + p2 ≤ 1, we have
p1
p1 + p2
≥ 1
2
+
ε
2
· 1
p1 + p2
≥ 1+ ε
2
.
Proof. We have
p1
p1 + p2
≥ 1
2
· p1
p1 + p2
+
1
2
· p2
p1 + p2
+
ε
2
· 1
p1 + p2
=
1
2
+
ε
2
· 1
p1 + p2
≥ 1
2
+
ε
2
,
where for the first inequality we used that p1 ≥ p2 + ε and for the second we used that
p1 + p2 ≤ 1.
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Proposition A.4. For any p1, p2 ≥ 0,
inf
s∈∆2
−p1 ln s1 +−p2 ln s2 = −p1 ln p1p1 + p2 − p2 ln
p2
p1 + p2
.
Proof. We have
inf
s∈∆2
−p1 ln s1 − p2 ln s2 = (p1 + p2) inf
s∈∆2
−q ln s1 +−(1− q) ln s2,
where q .= p1p1+p2 . If q ∈ {0, 1}, the infimum is taken at s = (q, 1− q). Otherwise, the
infimum above is taken at s = (s∗, 1− s∗) where s∗ satisfies s∗ ∈ (0, 1) and
q
s∗
− 1− q
1− s∗ = 0,
that is, s∗ = q, which gives the result.
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