Introduction
Ilya Prigogine wrote that he presumably spoke about chemical oscillations for the first time in 1954 [1] . At that time, he published with Radu Balescu a general, modelindependent, thermodynamic demonstration establishing that sustained oscillations may become possible in nonlinear systems that operate far from thermodynamic equilibrium [2, 3] . Though this result constituted a clearcut prediction based on physics first principles, for many chemists sustained chemical oscillations as well as other unusual dynamical behaviours remained a controversial topic [1] . The innovative area of research on chemical reactions operating far from equilibrium was short in arguments at first. It was only some 10 years later, notably with the introduction on the theoretical side of the so-called Brusselator model [4] [5] [6] and on the experimental side with the discovery of the Belousov-Zhabotinsky reaction [7] , that chemical oscillations became a topic raising widespread interest. Two known models, those of Alfred Lotka [8, 9] and Alan Turing [10] , served as starting points in the search for a reaction capable of highlighting essential properties of dissipative structures. The Brussels group was looking for an instability of a steady state and the emergence of stable limit cycle oscillations. A stable limit cycle is a closed orbit in the phase plane which attracts all neighbouring trajectories. The original papers by Lotka [8, 9] deal with the irreversible form of Lotka's chemical scheme, which admits only conservative oscillations but no limit cycles. In 1967, René Lefever together with Grégoire Nicolis and Prigogine demonstrated that the full Lotka system with reversible reactions exhibits no instabilities [11] . However, modern physical chemistry textbooks still use the 1920 model to introduce chemical oscillatory phenomena [12] . Another mathematical model presenting properties of supposed instabilities is that of Turing for morphogenesis [10] . Turing emphasized the role of spatiotemporal instabilities as the mechanism leading to structures and thus approached the ideas developed in Brussels. However, Turing's model presented imperfections from the point of view of chemical kinetics.
The exploration of various autocatalytic reaction schemes led in 1967 to the formulation by Lefever of the Brusselator model. Involving a single nonlinear (trimolecular) reaction step, this model describes the evolution of two chemical intermediates X and Y as follows:
The supply of products A and B is assumed to be constant. The Brusselator was the first chemical model giving rise to sustained oscillations while being fully compatible with the law of mass action [4] [5] [6] . By formulating kinetic equations in dimensionless form [13] , it is possible to remove all kinetic constants. The Brusselator kinetic equations are then given by
Their analysis became the main topic of Lefever's thesis. The latter reports some first examples of intrinsic spatial dissipative structures obtained by numerical simulations performed during a stay at the University of Texas at Austin in 1967-1968 [5] . The advent of the computer later in Brussels allowed chemical instabilities to be explored in other systems such as models for the glycolytic oscillations in yeast [14] . The Brusselator, however, remained the most popular twovariable chemical model because bifurcation theories started to become popular at that time [15] (this reference contains papers from one of the first conferences on the applications of bifurcation theory, held in New York on 1-4 November 1977) and analytical bifurcation studies of the Brusselator reaction-diffusion equations were possible [16] [17] [18] [19] [20] [21] . A simpler form of the Brusselator equations is obtained by removing reaction step (1.1) and replacing reaction step (1.2) by B → Y. The simplified scheme then is 
where A and B represent constant products. Equations (1.12) and (1.13) admit a Hopf bifurcation from a stable steady state. However, the solution becomes unbounded as soon as the steady state is unstable [26] . More precisely, a branch of unstable periodic solutions emerges from a Hopf bifurcation point and becomes vertical at a critical value of the bifurcation parameter. As for the Sel'kov model, there are initial conditions that lead to unbounded solutions even if the steady state is locally stable. We wish to explore the bifurcation diagrams for both Sel'kov and Turing models. To this end, we analyse limit cycle orbits in the phase plane and find that they approach slow/fast orbits of progressively larger amplitude as we gradually change the bifurcation parameter. These orbits, called 'canards', follow an attracting slow manifold, pass close to a bifurcation point of the critical manifold, and then follow a repelling slow manifold for a considerable amount of time. The transition from a small-amplitude limit cycle to canard cycles as we approach a critical value of the bifurcation parameter is called 'canard explosion'. Canards were discovered and first analysed by Benoit et al. in 1981 for the van der Pol equation with an extra parameter [27] . Since then, they have attracted the interest of many mathematicians and are now explored for three-variable models of mixed-mode chemical oscillations [28] [29] [30] (see [31] for a recent review). As we shall demonstrate, the canard transition in both models does not lead to bounded relaxation oscillations as we pass the canard value, as is the case for the van der Pol equation. Rather, the branch of periodic solutions exhibits an infinite amplitude at the canard value. To the best of our knowledge, this degenerate form of a system exhibiting slow/fast oscillations has not been documented yet.
The plan of the paper is as follows. In §2, we analyse the bifurcation diagram of equations (1.10) and (1.11) in detail. We find that a stable limit cycle solution emerges from a Hopf bifurcation point and that its orbit becomes unbounded below a critical value of the bifurcation parameter. A similar analysis is then proposed in §3 for equations (1.12) and (1.13). For both models, we compare analytical and numerical solutions and find excellent agreement. Last, we comment on our results in the general framework of bifurcation theory and show how the laser damped oscillations can be interpreted in terms of a simple chemical scheme exhibiting an autocatalytic reaction. Because the oscillations near B = B c have different amplitudes and time scales, we propose to explore the limit cycle orbit in the phase plane. To this end, it will be convenient to introduce the new dependent variable
and rewrite equations (1.10) and (1.11) in terms of X and Z. We find Figure 3 shows limit cycle solutions in the phase plane (X, Z). The limit cycle orbit is close to the left and right branches of the X nullcline defined by
It is the red V-shaped curve in figure 3 with minimum at (X, Z) = (1, 2). The limit cycle follows a slow manifold that deviates from the nullcline (2.4) in the vicinity of this minimum. Note that not all initial conditions lead to a stable solution. If Z(0) < 2, trajectories are attracted by the line (X, Z) = (0, Bt) In order to determine an analytical approximation of this slow manifold, we introduce the new variables x and y, and the new parameter b as 
The scalings (2.5) are motivated by the slow/fast behaviour of X(t) near B = B c . It is now transparent through the presence of the small parameter ε multiplying x . Indeed, x is fast (x ∼ ε −1 ) except if the right-hand side of equation (2.6) is close to zero. There are two possibilities:
The line (2.8) is attracting and leads to an unbounded z. The line (2.9) is (2.4) reformulated in terms of z and x. The left and right branches of this V-shaped curve are repulsing and attracting, respectively. In the following, we determine an asymptotic approximation of the slow manifold for ε → 0. We then show that it quantitatively matches the numerical solution for ε = 1. Because the slow manifold is close to the nullcline (2.4), we seek a solution of the form
The functions z n (x) are determined sequentially. We anticipate our final result by claiming that such a solution is possible only for a single value of b = b c (the canard value). We determine this value by assuming the expansion
The b n will be found by requiring that the functions z n (x) are non-singular at x = 1. From equations (2.6) and (2.7), we determine a first-order equation for z = z(x, ε) of the form
Inserting (2.10) and (2.11) into equation (2.12), and simplifying one ε, we obtain
We equate to zero the coefficients of each power of ε and obtain a sequence of problems for z 1 , z 2 , . . . The first three problems are given by
where prime means differentiation with respect to x. The solution for z 1 is non-singular at x = 1 if
and is given by 
The solution for z 2 is non-singular at x = 1 provided that b 1 takes the value 
The solution for z 3 is non-singular at x = 1 if b 2 takes the value
With (2.17), (2.20) and (2.22), our approximation for the canard value is B c = 1 + εb 1 + ε 2 b 2 . Setting ε = 1, we find
which is close to the numerical estimate (B c (num) 0.90032). We also found that the function
quantitatively matches the V part of the limit cycle orbit in the phase plane. The minimum of Z slow , for example, is located at (X, Z) slow (0.93, 1.49) while the minimum of the limit cycle orbit is at (X, Z) num = (0.91, 1.52). In order to better understand the deficiencies of Sel'kov's model compared to the Brusselator, we investigate the limit cycle of the Brusselator in the phase plane (X, Z = X + Y) (figure 4). The Brusselator relaxation oscillations in the limit B/A large has been analysed by different methods [32] [33] [34] [35] [36] . The limit cycle follows a slow manifold close to the X nullcline defined by
It is the red S-shaped curve in figure 4 . By contrast to the Sel'kov model, the limit cycle follows the left branch of the S-shaped curve before jumping to its right branch. The reaction steps (1.1) and (1.2) are therefore essential for maintaining X > 0. The critical point A c is the canard value that we wish to determine. To this end, we proceed as for Sel'kov's model by seeking an approximation of the slow manifold. The analysis is similar to our analysis of the Sel'kov model and we only summarize the main steps. We first formulate the equations for Y and Z = X + Y. They are given by
We analyse these equations for large B by introducing the new variables x and y, and parameter a defined by In terms of x and y, equations (3.2) and (3.3) become
where ε ≡ B −1/2 . In order to find the slow manifold, we formulate an equation for z = z(y, ε). From (3.5) and (3.6), we obtain the first-order differential equation
We solve equation (3.7) by seeking a solution of the form
together with an expansion of parameter a given by
The coefficients a n will be determined by the condition that the functions z n are non-singular at the minimum of the nullcline z null (y), i.e. y = 1. We proceed as for the Sel'kov equations by introducing (3.8) and (3.10) into equation (3.7) and by equating to zero the coefficients of each power of ε. The first two problems for z 1 and z 2 are given by
The solution of equation (3.11 ) is bounded at y = 1 if
Then z 1 (y) takes the simple form
After inserting (3.14) into (3.12), we determine z 2 . The latter is bounded at z = 1 provided that
We have obtained the first two terms of expansion (3.10). Using the expression of A in (3.4) and (3.10), the critical canard value is given by
The numerical bifurcation diagram of figure 5 is for B = 1. Evaluating (3.15) with B = 1, we find A c = 2.125, which is close to the numerical estimate A c (num) = 2.123. We may also formulate the slow manifold along which the limit cycle spends most of its time. Reformulating the first two terms of (3.8) in terms of Z and Y gives
where Z slow is shown in figure 6 together with the Z nullcline 
Conclusion
In the early 1970s, analytical bifurcation techniques were developed by applied mathematicians in the USA for concrete nonlinear problems including the Brusselator [16, 20, 21, 37] . The analysis of its Hopf bifurcation is detailed in [38] . In 1982, Prigogine wrote [1]:
This new field [bifurcation theory] is in a state of explosive development, if I can say so. A few years ago, when we studied a simple model, known since in the literature as the Brusselator, we had to do the mathematics by ourselves: when we needed bifurcations, we had to adapt the mathematical tools in our own amateurish way. Today, this field is in full blossom. I think this is an interesting example of interaction between physics and mathematics.
The main contributions of this paper are as follows. By analysing trajectories in the phase plane, we first found that some initial conditions lead to unbounded trajectories for both the Sel'kov and Turing models even if there is a locally stable attractor. Second, we investigated the Hopf bifurcation branch, which becomes vertical at a critical value of the control parameter. The bifurcation mechanism is related to the emergence of canard cycles (called false bifurcations in [39] ).
Prigogine encouraged the members of his group to explore bifurcation phenomena in other scientific areas, such as biology and nonlinear optics. The link between these new fields and simple chemical models exhibiting autocatalytic reactions is still significant, as we illustrate here.
The dynamical response of most lasers used in applications and laboratories can be analysed by considering two coupled rate equations for the intensity I of the laser field and the inversion of population D. In dimensionless form, they are given by [40] where A = O(1) is the control parameter and γ = O(10 −3 ) is a ratio of two physical time constants. The fact that γ is small explains why the laser is weakly stable and exhibits slowly damped oscillations [40] . Consider now the following model for two intermediates X and Y and constant product B: 
