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/ kbs t rac t - -The  nonlinear invariant imbedding optimal filter is used to model the various problems 
of water resources and water quality. Some of the problems studied are the modeling of water 
underground aquifer, activated sludge process and the modeling of a nonlinear watershed system. 
Numerical results are given to illustrate the approach and also to show the effectiveness of the 
method. 
INTRODUCTION 
Two of the powerful estimation techniques developed by Dr. Bellman are quasilinearization 
and invariant imbedding. Both quasflinearization [1-4] and invariant imbedding [5,6] have been 
applied to various water resources and water quality problems. In this paper, a variation of 
invariant imbedding, the invariant imbedding filter, was used to model these problems. 
The advantage of the present approach is that a sequential estimation scheme is obtained. By 
the use of this sequential scheme, only current data are needed to estimate the current or future 
values of the parameters. Consequently, a large amount of computer time and computer memory 
can be saved. This approach forms an effective on-line up-dating scheme for the computer 
modeling and control. It should be emphasized that not only the parameters but the future 
concentrations of variables can also be estimated by this approach. Thus, it forms an effective 
forecasting technique which uses the weighted average of the past and current experimental data. 
To illustrate the versatility of the approach, various water quality and water resources problems 
are considered. Furthermore, the interval of convergence for the initially guessed values are shown 
to be fairly large and thus this approach forms a very powerful estimation technique. 
INVARIANT IMBEDDING F ILTER 
The invariant imbedding filter is well known, we shall not give the detailed derivations [7,8]. 
Consider a process whose dynamics is represented by 
d (t) 
dt - f ( z ( t ) , t )  + g(z(t),  t) w(t). (la) 
The state vector z can only be measured as a vector function of h: 
z(t) = h(z(t), t) + v(t), ( lb) 
where x and f are n-dimensional vectors, g is a n x p matrix, w is p-dimensional plant or process 
noise and z, h and v are m-dimensional vectors. The state vector x(t) can only be measured 
through the function h and v(t) is the observation or measurement oise. 
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The optimal estimate, e(a), of the state z at a can be obtained by minimizing the integral 
f0" [ ÷ ] (2) 
where Q(t) and W(t) represent the weighting factors for the noises. By the use of optimization 
techniques, uch as the calculus of variations, and the invariant imbedding concept, the estimator 
equations were obtained. They are listed in the following: 
de -~ = f(e, a) + q(a) h~(e, a) Q(a) [z(a) - h(e, a)], (3) 
dq d-~ = re(e, a) q(a) + q(a) fT(e, a) + g [gTWg]-lgT -- q(a) hTe(e, a) Q(a) h,(e, a) q(a) (4) 
+ q(a) [hee(e, a) Q(a) [z(a) - -  h(e, a)]] q(a), 
where 
a = the final value of the independent variable t, 0 < t < a, 
e = optimal estimates of z at a, 
q = can be considered as a weighting function, 
and the superscript T refers to the transpose of the matrix. Equation (3) represents n equations 
and the matrix equation (4) represents n × n equations. For simplicity, the weighting matrices, 
Q(t) and W(t), were assumed as unit matrices and the noise statistics for to and v were assumed 
stationary throughout the interval of interest. 
With estimated initial conditions for equations (3) and (4), the values of e can be estimated 
by solving these equations imultaneously. It was shown, by the use of numerical examples, that 
convergence can still be obtained even if the guessed initial values are fairly far removed from 
the actual values. 
In this paper, the estimator equations, (3) and (4), were used to estimate the parameters in
water underground aquifers, activated sludge process and nonlinear watershed modeling. 
WATER AQUIFER PARAMETER ESTIMATION 
Based on Darcy's law, an unconfined water aquifer can be represented by the following partial 
differential equation [1] 
Oh k cO ( h cOh ), (5) 
COt - S COx ~ 
where 
k = hydraulic permeability of the aquifer, 
h = water head in the aquifer, 
Oh = the hydraulic gradient, 
s = the dimensionless pecific storage of the aquifer. 
The specific storage, S, is the volume of water releasable from the aquifer per unit volume of the 
porous medium. The initial boundary conditions for equation (5) are: 
h(z, O) = h(t) = given initial condition, 
h(O, t) = ho(t) = given boundary condition, 
°h I =O=nof lowat  z=L ,  
Oz (L,,) 
(6) 
where L is the boundary of the aquifer. Equation (5) can be transformed into dimensionless by 
introducing the variables [1] 
D= k, O= h z Ht 
s ~,  y=~,  r= L2. , (7) 
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where H is the maximum water table height. Equation (5) now becomes: 
oo DO (ooo 
0--7 = Oy ~, Oy )' (8) 
with the initial and boundary conditions 
O(y, O) = h(x) 
H ' 
ho(t) 
o (o ,0= H '  
O0 [ O, 
Or (i,O 
(9) 
where D represents the diffusivity. If we discretized the space variable y into n equal intervals, 
equation (8) is reduced to the following set of ordinary differential equations 
dOi ly)2 (O 
d-'~ = D2-(----- /2+1 - 20~ + 0/2_1), i=  1,2,. . .  ,n. (10) 
Parameter estimation 
To illustrate the approach, both the parameter D and the state vector 9 were estimated by 
the use of the invariant imbedding filter. We establish the following trivial differential equation 
for D: 
dD 
d'--~ = 0. (11) 
In terms of equations (1)-(4), we have 
e T = [81, 02,... ,09, D] T, 
hV(e,a) = [el, e2 , . . . ,  e9] T,  
zT(a) = [0~(a), O;(a) , . . . ,  0;(a)], 
(12) 
1 2 2 2 el0 ~ (e2 - 2el + e0)] 
1 2 2 2 | 
el0 ~ (e3 -- 2e2 + el) [ (13) 
f (e ,a )  = : , 
1 " 2 2 elo ~ (-e9 + ~8) J 
and q is a 10 x 10 matrix. The desired estimator equations can be obtained by substituting 
equations (11)-(13) into equation (3) and (4). The resulting equations are quite lengthy. They 
will not be listed here. 
Numerical results 
The experimental data were obtained by integrating equation (10) with the following numerical 
values: 
0i(0) = 1.0, for all i, 
00(r) = 0.5, 
Ay = 0.1, 
D=I ,  
o.(O = e . - , (O ,  
At = 0.002. 
(14) 
The resulting data for 0i, i = 1, 2, . . .  , 10, as a function of r is used as the experimental data z. 
Thus, we are assuming that there were no plant and measurement oises. 
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Using the exactly correct initial conditions for ~i(0), i = 1,2, . . .  ,9, and 
[i0 S ...  0 q(0) - " " " . (15) 
0 .. .  S 
0 ... 0 S 
The problem was solved with S = 600 and with/~10(0) = el0(0) assuming the following different 
va lues  
el0(0) = 0.01, 0.1, 0.5, 0.8, 1.0. 
The results for the estimation of D are shown in Figure 1. Notice the very fast convergence rate. 
Also notice that el0(0) = 0.1 is the exactly correct value• 
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Figure 1. Es t imated  parameter  D as a funct ion of el0 (0). 
To test the influence of the diagonal terms in equation (15), the following two different sets of 
values were used. 
(1) el0(0) - 0.01, S = 10,100,400,800, 
(2) el0(0) = 1.0, S = 10,100,400,600. 
The results are shown in Figures 2 and 3 for sets 1 and 2, respectively; only the convergence 
rates of D are shown. With el0(0) = 0.01 and S = 900, the problem diverged. Similarly, with 
el0(0) = 1.0 and S = 700 it also diverged• However, as long as S is not too large, the higher the 
value of S, the faster the convergence rate. The convergence rates for ~i, i = 1, 2 ,• .• ,9  were 
also very fast. Because of space, they are not shown here. 
ACT IVATED SLUDGE PROCESS MODEL ING 
With the increasing demands on water pollution control, further improvements on waste water 
treatment process become essential. These biological waste treatment processes are generally 
known as the activated sludge process• The invariant imbedding filter will be used to estimate 
the parameters in the modeling of this process• 
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Figure 2. Est imated parameter D as a function of q~=# (0). 
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Figure 3. Est imated parameter D as a function of q;=j (0). 
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The activated sludge process can be represented bythe following three differential equations [9]: 
dL(t)  _ kL ( t )  S(t)  +b/3S,  (16) 
dt 
dS(t)  _ A k L(t)  S(t)  - b S(t) ,  (17) 
dt 
dO(t)  ( dL(t)'~ 
d-----~- = g (Os - O) + c \ ~ ]  + d, (18) 
where 
L = Concentration of substrate (BOD ppm), 
S = Concentration of activated sludge (SS ppm), 
O = Concentration of dissolved oxygen (DO ppm), 
Os = Concentration of oxygen in water equivalent to that in air bubble (ppm), 
k = Adsorption rate constant (liter/hr.), 
b = Death rate of sludge (liter/hr.), 
A = Conversion ratio of BOD into sludge (BOD ppm/SS ppm), 
K = Overall mass transfer coefficient (liter/hr.), 
c = Oxygen requirement to assimilate unit BOD (DO ppm/BOD ppm), 
d,/3 = Phenomenological constants whose dimensions are (DO ppm/hr.) 
(BOD ppm/SS ppm), respectively. 
and 
Parameter  estimation 
We shall estimate the parameters b,/3 and k and the states L ,S  and O. In order to estimate 
these parameters, we add three trivial differential equations with process noises. The complete 
system of equations i
dL 
w = -kLS+ b/3D + wl ,  (19) 
dt 
dS  
- -  = Ak  LS -  bS  + w2, (20) 
dt 
dO 
d--T = K (O, - O) + c ( -k  L S + b/3 S) + d + w3, (21) 
db 
- -  = 0 + w4,  (22) 
dt 
= o + ws, (23) 
dt 
dk 
d-~ = 0 + w6, (24) 
where the noise processes, wl, are defined as wi -,~ N(0, Qi), i = 1, 2,.. .  ,6. The experimental 
data are obtained from the three state variables: 
ZL -: L -]- vl,  
zs = S + v2, 
zo = 0 + v3, 
(25) 
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where L, S, ¢ are true or actual values and zL, zs, z~ are the measured values with noise, vi, which 
are defined as vi ,,, N(0, R/), i - 1, 2, 3. For the present problem, the variables for equations 
(1)-(4) are 
h T = [el, e2, es] T = [L, S, O] T, 
eT(a) = [L, S, O, b, fl, ]C] T, (26) 
- -e I e 2 e6 Jr- e 4 e5 e2 "[ 
A e I e 2 e 6 -- e 4 e2 ] / (e ,  a) = K(Os  - es) + c(e~ e~ e~ - e~ e~ ~s) + d 0 
0 
0 
he(e,a)= 1 0 0 0 , (28) 
0 1 0 0 
(27) 
with q as a 6 x 6 matrix. 
Substituting the above equations into equations (3) and (4), the desired estimator equations 
were obtained. These equations are fairly lengthy and they will not be listed here. 
Numerical results 
The experimental data were obtained by integrating equations (19)-(21) numerically. The 
results were then corrupted with noise by using the equations in (25). The Runge-Kutta numerical 
integration scheme was used. Once the experimental data were obtained, the estimator equations 
were used to estimate the three constant parameters b,/~ and k. The numerical values used for 
all these calculations are 
L(0) - 300.0 At -- 0.001 
S(0) = 936.0 to = 0.0 
O(0) = 8.22 t/  = 1.0 
b = 0.04 Q1 = 10.0 
/~ = 0.70 Q2 = 100.0 
k = 0.00347 Qa - 1.0 
A = 0.52 Q4 = 0.0001 
K = 5.60 Q5 = 0.001 
Os = 8.22 Q6 = 0.0 
R1 -- 100.0 R2 = 1000.0 
R3 = 12.0 
when At is the Runge-Kutta integration step size and t l  represents the duration of the process 
considered and R1 = R l l ,  R2 -- R22, R3 -- R33; Q1 -- Q l l ,  Q2 = Q22, . . .  ,Q6  = Qs6; the 
initial values for the state variables used were 
e i (0) - -300,  e2(0)=936,  e3(0)=8.22,  e4(0)=0.004, e5(0) -0 .07 ,  e6(0) -0 .004.  
The off-diagonal elements of q, Q and R were all set equal to zero. 
To test the effect of the initial conditions of the diagonal elements of q on convergence rate, 
the following six different sets of values were used. 
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T~ia q.(O) q22(o) q33(o) q.(o) q55(o) q66(o) 
1 1.0 1.0 1.0 1.0 1.0 0.000001 
2 1.0 1.0 1.0 10.0 10.0 0.000001 
3 1.0 1.0 1.0 100.0 100.0 0.000001 
4 1.0 1.0 1.0 200.0 200.0 0.000001 
5 1.0 1.0 1.0 200.0 200.0 0.0001 
6 1.0 1.0 1.0 200.0 200.0 0.001 
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Figure 4. Effect of initial condition q(0) on the convergence of b. 
The convergence rates for e4, e5 and e6 are shown in Figures 4, 5 and 6, respectively. Only 
Trials 1, 4 and 6 are shown. The estimates of e4, es, and e6 correspond to the estimates of the 
parameters b,/3 and k, respectively. The influence of these diagonal elements are shown clearly 
from these figures. All six trials converged to the correct values. 
Estimation with observations on L only 
Theoretically, it is possible to estimate the parameters as long as the number of experimental 
data is equal to or larger than the number of parameters. Thus, there is no need to collect data 
on all the state variables. In this section, the six state variables and parameters were estimated 
based on the observed data on one state variable. In other words, equation (25) is reduced to 
the following one equation. 
ZL = L + $1, (29) 
with vl ~- N(0, R1) and R2 -- R3 = 0. Using the same numerical values used before and using 
Trial 5 as the initial conditions for the diagonal elements of q, this estimation problem was 
solved. The convergence rates for the three parameters are shown in Figure 7, where only the 
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Figure 7. Estimation of b,~, k from observations on L only. 
experimental data for L(t) were used and the experimental data for the other two states were 
ignored. 
It is obvious that the choice of the state variable, whose experimental data are to be used for 
the estimation, is very important. The choice of an improper variable could lead to erroneous 
results. 
NONLINEAR WATERSHED MODEL ING 
In order to model the water basin response to rainfall, runoff and other natural phenomena, 
let us first consider the following storage-discharge elationship [10]: 
s = KI Q~, (30) 
where S represents storage, Q represents outflow, and K1 and N are time-invariant unknown 
parameters. In this equation, unsteady effects are assumed to be negligible. However, equation (3) 
can be modified to 
dQ (31) S -- K1 QN -t- K2 di ' 
to allow for the unsteady flow effects which are present in natural channels. The parameter K2 is 
a complicated function of several factors affecting the storage-discharge elationship. If the input 
to the system is represented by R, then the equation of continuity gives 
dS 
d--i- = R-  Q. (32) 
Differentiating equation (31) and eliminating ds/dt from equation(32), we obtain 
d~Q N QN_ 1 dQ 
K2 -~-  + I¢1 d-T ÷ o = R. (33) 
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This is a second-order, nonlinear, ordinary differential equation, representing the nonlinear hy- 
drologic response of a water basin. 
Equation (33) can be rewritten as 
d2Q QN-t  dQ 
dt ~ + A1 dt + As Q = As R, (34) 
with At = ktN/k2 and As = 1/k2. The parameters At, A2 along with the state Q were identified 
in this paper by the invariant imbedding filter. 
Parameter Estimation 
Equation (34) is first transformed into the following four equations 
dQ 
d-'/ = 8 + wl ,  (35) 
dS QN-I 
- -  -- -A1 S - A2 (Q - R )  + w~, (36) 
dt 
dAt 
= 0 + w3, (37) 
dt 
dA2 
= 0 + w4, (as) 
dt 
where the noise wi, i = 1, . . .  ,4 is defined as wi ,~ N(O,Q~), i = 1,...  ,4. 
The only measurable variable in this system is Q. Let the measured value of Q be represented 
by zQ, we have 
zq = Q + $1. (39) 
The noise process, vl, is defined as v] --~ N(0, R1). The estimation vector is 
eT(a) = [Q, S, A1, A2] T = [el, e2, e3, e4] T, 
and 
f (e ,  a) = --e3 e N-1  e20  -- e 4 (e I --  R )  
0 
The two estimator equations for equations (35)-(38) can be obtained easily. 
Numerical results 
To generate the observed experimental values for Q, equation (34) was first integrated numer- 
ically using the Runge-Kutta integration scheme. The numerical values used were 
Q(O) = 
A1 = 
R(t) = 
dQ(t) i 10 -5 ' 0.0, ~l =o= 6.725 x dt 
4.47, A2 = 0.09429, N = 1.27, 
0.008, 0 < t <_ 1.0, 
0.00914, 1.0 < t < 2.0, 
0.00732, 2.0 < t < 3.0, 
0.0, 3.0 < t < t!,  
t0=0.0 ,  t!---15.0, A t=0.1 .  
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The values of Q, obtained by this integration, were then corrupted with noise using equa- 
tion (39) with the noise parameter, Rt = 0.4 x 10 -7. The Q values before and after corruption 
with noise are shown in Figure 8, where only every tenth integration points are plotted. 
To test the influences of the initial conditions on convergence rates, the following six different 
sets of data were used: 
~d ~1(o) ~2(o) ~3(o) ~4(o) q.(o) q22(o) q33(o} q.(o) 
1 0 .0005 0 .0005 20.0 0 . I  0 . I  x I0  -5  0.1 x I0  -5  200 0 .0001 
2 0 .0005 0 .0005 20.0 0.1 0.1 X 10 -5  0.1 × 10 -5  200 0.001 
3 0 .0005 0 .0005 5.0 0.01 0.1 x 10 -5  0.1 x 10 -5  200 0.001 
4 0 .0005 0 .0005 1.0 0.05 0.1 x 10 -5  0.1 x 10 -5  200 0.001 
5 0 .0005 0 .0005 0. I  0 . I  0 . I  x I0  -5  0 , I  x I0  -5  200 0.001 
6 0 .0005 0 .005 5.0 0 . I  0 . I  x I0  -5  0 , I  X I0  -5  200 0.001 
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F igure  8. Actua l  va lues  of  Q and  measured  Zq. 
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Figures 9 and 10 graphically portray the estimation results for e3(t) and e4(t), the optimal 
estimates of A1 and A2, respectively. Trials 1 and 2 portray the effect of P(0) on the convergence 
rates and Trials 3 through 6 demonstrate he influences of initial conditions on convergence rates. 
Trial 5 was not shown on the figures, because this trial had nearly the same results as Trial 6. 
Notice that convergence was obtained in spite of the very rough initial guesses for the initial 
conditions. 
Invar iant imbedd ing  filter 21 
g 
1.4 
Z.O 
1.6 
i.$ 
0.8 
0.4  
0.0 
TrieS 
I 
a o l 
o o 3 
\ ' 
\ 
\ 
, " i ,  i I I I i 
4 6 8 I0  12 i4  
T ime io Ho l l r l  
FiKm'e 9. Convergence rate of e3, est imat ion of A1. 
. IS  
o 
,4 
. IQ  
.08  
.06  
.04  
.OZ 
/ 
"A  s 
/ 
/ -  
O 
1 ~ ~.~ 
Trios 
I 
3 
4 
I I I I 
4 | 8 iO 
T ime In Hours 
Figure 10. Convergence rate of e l ,  es t imat ion  of A2. 
I 
I |  
22 G. NAADIMUTHU, E.S. LzE 
REFERENCES 
1. W. W-G. Yeh and E.W. Tauxe, Optimal identification f aquifer diffusivity using quasillnearization, Water 
Resources Research 7,955-962 (1971). 
2. J.W. LabacUe and J.A. Dracup, Optimal identification of lumped watershed models, W~ter Resources 
Research 5,583-590 (1969). 
3. E.S. Lee and I.K. Hwartg, Stream quality modeling by quasilinearization, Journal Water Pollution Control 
Federation 43,300-311 (1971). 
4. E.S. Lee and K.W. Wang, QuasilJnearization in biological systems modeling, Modeling and Control of 
S~stems, edited by A. Blaquiere, Springer-Verlag, NY, pp. 413-421, (1989). 
5. Shin Chang and W.W-G. Yeh, Invariant imbedding and unsteady ground-water flow, J. Hydraulics Division, 
ASCF. I00, 1343--1352 (1974). 
6. E.S. Lee and I.K. Hwang, Dynamic modeling of stream quality by invariant imbedding, Water Resources 
Bulletin 7, 102-112 (1971). 
7. R. Bellman, H.H. Kagiwada, R. Kalaba and R. Sridhar, Invariant imbedding and nonlinear filtering theory, 
RM-4374-PR, RAND Corp., Santa Monica, CA, (1964). 
8. E.S. Lee, Quasilinearization and Invarlant Imbedding, Academic Press, NY, (1968). 
9. L.G. Rich, Unit Processes of Sanitary Engineering, John Wiley, NY, (1963). 
10. R. Prasad, A nonlinear hydrologic system response model, Journal o? H~/draulics Division, ASCE 93, 
201-221 (1967). 
