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Abstract 
We consider the Stonexech compactification ,BS of a countably infinite discrete commutative 
semigroup 5’. We show that, under a certain condition satisfied by all cancellative semigroups 
S, the minimal right ideals of ,OS will belong to 2” homeomorphism classes. We also show that 
the maximal groups in a given minima1 left idea1 will belong to 2’ homeomorphism classes. 
The subsets of ,BS of the form S + e, where e denotes an idempotent, will also belong to 2” 
homeomorphism classes. 
All the left ideals of @V of the form PN + e, where e denotes a nonminimal idempotent of PN, 
will be different as right topological semigroups. If e denotes a nonminimal idempotent of @Z, 
e + @iZ will be topologically and algebraically isomorphic to precisely one other principal right 
idea1 of /%Z defined by an idempotent: -e + @L. The corresponding statement for left ideals is 
also valid. 
Keywords: /3N; Stonezech compactification; Compact right topological semigroup 
AMS class$ication: 22A 15; 54D35 
Introduction 
In this paper, S will denote a discrete semigroup and PS’ its Stone-Tech compactifica- 
tion. We adopt the convention which makes PS a compact right topological semigroup. 
We shall remind the reader how this is done in the following section. 
If S is countably infinite and commutative and satisfies a further condition (weaker 
than being cancellative), we can show (Theorem 1) that the minimal right ideals of PS 
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belong to 2” different homeomorphism classes. This contrasts dramatically with the fact 
that all minimal left ideals are, of course, homeomorphic [2, lS.l]. We also show that 
the maximal groups in any given left ideal of PS belong to 2’ different homeomorphism 
classes, even though they are all algebraically isomorphic (Theorem 3). 
We also prove the remarkable fact that all the left ideals of PN of the form PN + e, 
where e denotes a nonminimal idempotent, are different as right topological semigroups, 
in that it is impossible to map one onto another by an algebraic and topological iso- 
morphism (Theorem 2). Furthermore, possible algebraic and topological isomorphisms 
between different right ideals of the form e + @I are very limited, as are such isomor- 
phisms between semigroups of the form e + ,BN + e. 
We investigate the discrete, countably infinite, commutative semigroups 5’ for which 
Theorem 1 fails to hold, and show that ,BS then contains precisely one minimal right 
ideal (Theorem 5). Thus, if S is any discrete, countably infinite, commutative semigroup, 
/3,S will contain either 2c minimal right ideals or else it will contain only one. 
Preliminaries 
In this paper, N will denote the set of positive integers and /3W its Stone-Tech com- 
pactification. 
It is well known that the semigroup operation defined on a discrete semigroup S can 
be extended in a natural way to PS. For each s E S, the map t H st from S to itself 
extends to a continuous mapping from OS to itself. The image of the element r E /3S 
under this map is denoted by sr. Then, for each 7 E ps, the map s c) ST from S to ,BS 
again extends to a continuous map from ,BS to itself. The image of the element u E PS 
under this map is denoted by PT. 
Thus err = lim, lim4 s,tp where (s,) and (tg) denote nets in S converging to g and 
r respectively in ,BS. 
The operation defined in this way on PS is associative, so that ,OS is again a semigroup. 
It is a compact right topological semigroup since, for each r E PS, the map p,(a) = 07 
is a continuous map from @S to itself. We observe that the map A, defined by A, (0) = VJ 
will be a continuous map from 05 to itself if 7 E S. 
In this paper, we shall be dealing with commutative semigroups S and we shall denote 
the semigroup operation on S and on /3S additively, even though PS may be wildly 
noncommutative. 
We shall regard the elements of /3S as being ultrafilters on S, with the elements of 
S itself corresponding to the fixed ultrafilters. We remind the reader that the topology 
of PS can be defined by choosing the sets of the form UT = {a E ,DS: T E a} as a 
base for the open sets, where T denotes a subset of S. Then UT is a clopen subset of 
05’. If T 2 S and 0 E OS, we have cr E Clp(T) if and only if T E 0. If X c OS 
we may simply denote Clps(X) by Cl(X) or by ;r?. It is easy to verify the well-known 
fact that OS’ is extremally disconnected and therefore an F-space. (We remind the reader 
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that an F-space is a completely regular space in which every cozero set is C*-embedded 
(cf. [41).) 
The fact that PS is a compact right topological semigroup has important algebraic 
consequences, for which the reader is referred to [2] or [8]. Among these, we note the 
following facts: any compact right topological semigroup X will contain an idempotent. 
Furthermore, X will contain a minimum two-sided ideal K(X), which will be the union 
of all the minimal left ideals of X and also the union of all the minimal right ideals of 
X. If L is a minimal left ideal and R a minimal right ideal of X, then R + L = R n L 
is a maximal group which is equal to e + X + e, where e denotes its idempotent. We 
note that minimal left ideals are always compact, but that minimal right ideals need not 
be. An idempotent in K(X) will be referred to as a minimal idempotent of X. 
We are particularly interested in the semigroup (ON, +), as an extension of (N, +). 
This is intrinsically interesting as being a natural extension of (N, +), and, in a sense, 
the largest possible extension. It also has important applications to combinatorial number 
theory and topological dynamics for which the reader is referred to [3] and [5]. We 
regard PW as being embedded in ,BZ. If z E &Z, we shall use --z to denote the ultrafilter 
{-A: A E z} in ,BZ. It is immediate that the map z ti --z is a topological and algebraic 
automorphism of ,BZ. 
We shall use qn to denote the natural homomorphism from Z onto Z,, where n E N. It 
is easy to see that q: : @Z ++ Z, is also a homomorphism and hence that the idempotents 
of /3Z belong to the kernels of all these maps. 
Lemma 1. Let A and B be countable subsets of an F-space. Then 
Proof. This lemma is due to Frolik. A proof can be found in [9], where this lemma 
occurs as Lemma 1. 0 
We remind the reader that a subspace X of a topological space Y is said to be C*- 
embedded in Y if every continuous function from X to a compact Hausdorff space has 
a continuous extension to Cly(X). 
Lemma 2. Let S be a discrete semigroup and let e be an idempotent in PS. Then S + e 
is extremally disconnected and is C*-embedded in 05’ + e. 
Proof. Let U and V be disjoint open subsets of S + e. Define f : S H { - 1, 0, 1) by 
stating that f(s) = -1 if s + e E U, f(s) = 1 if s + e E V and f(s) = 0 otherwise. 
Let z E U. If (sa) is a net in S converging to 5, then (sa + e) converges to z + e = 2, 
and so s, + e E U eventually and hence fp(z) = - 1. Similarly, fo(y) = 1 for every 
y E V. Hence g n v = 0, and so S + e is extremally disconnected. 
To show that S + e is C*-embedded, let 4 : S + e ++ C be a continuous mapping into 
a compact Hausdorff space. The map s cs 4(s + e) from S to C extends to a continuous 
map $ : PS + C. Let t E S and let (ta) be a net in S converging to t + e in ,BS. Then 
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(t, + e) converges to t + e. So $(t + e) = Lim &ta) = Lim 4(ta + e) = 4(t + e). This 
shows that 4 is an extension of 4. 0 
Lemma 3. Let 5’ be a commutative discrete semigroup. If L is a minimal left ideal in 
PS, and R a minimal n’ght ideal in PS, then R n L is dense in L and is C*-embedded 
in L. 
Proof. This follows from the fact that S + e = e + S + e C R n L, where e denotes 
the identity of R n L. By Lemma 2, R n L is therefore C*-embedded in L. Since 
Cl(S + e) = PS + e = L, it follows that R n L is dense in L. 0 
Lemma 4. Any countable subset of an F-space is P-embedded. 
Proof. This is well known (cf. [4, p. 5481). 0 
Lemma 5. Let S be a countable commutative discrete semigroup. Let R and R’ be 
minimal right ideals of PS and let L be a minimal left ideal of PS. Suppose that 
4: R + R’ is a homeomorphism. Let x E R n L. Then there is a compact subset X of 
,BS and a homeomorphism 4 : X + X with the following properties: 
(9 41~“~ = 41~7~; 
(ii) L 2 X; 
(iii) if L’ is the minimal left ideal of /3S containing 4(x) and if e’ is the identity of 
R’ n L’, then q5-‘(S + e’) G X. 
Proof. Let ,!Z denote the family of minimal left ideals of PS. For each I E ,C, let eI and 
e> denote the identities of R n I and R’ n I respectively. 
Put Ct = {L’} u {I E L: In 4(S + eL) # 0}, and 
Dt ={L}uClu IEL: In U 4-‘(S+e.t)#0 
{ JECl > 
Having defined V,, we put 
c n+t =2&u IE.P U In@(S+e_t)#B , 
JEVD, 
and 
v n+1 - CL+1 u IEIZC: 
{ 
U In4-‘(S+eJ)#0 . 
JECn+1 1 
Note that each C, and D, is countable. Let 
&= fi&= Gz-&, 
7k=l n=l 
and let X = Cl(UE). 
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Statement (ii) holds because L E V,. Statement (iii) is easily seen to be true, because 
L’~C,.So,ifs~Sand~-‘(s+e’)~I,where~~&,thenI~;D1.SoICX. 
Now let D = {s + er: s E S, I E E}. 
Then D is a countable subset of R. 
Note that the inclusion of D in R requires the assumption of commutativity. 
We observe that D is dense in X, because S + eI is dense in I for each I E E. 
Furthermore, 4(D) c X; for if s E S and I E D,, then d(s + ey) E J, where 
J E C, implies that J E C,+ 1, Since D is C*-embedded in X (by Lemma 41, there is a 
continuous function 4: X -+ X for which 41~ = 410. 
We now put E = {s + e>: s E S, I E C}. 
Then E is a countable dense subset of X for which E c R’ and 4-i (E) C X. Thus 
there is a continuous function (4-l)-: X ++ X for which (4-‘)-]~ = &‘)E. 
Now 4 agrees with 4 on D, which is dense in R n X, and so 61~“~ = 41~“~. 
Similarly, (&‘)-I R,“X = 4-l ]R~~x. It follows that both (4-*)-J and $(&‘)- are the 
identity map of X, because each is the identity map on a dense subspace of X. Thus $ 
is a homeomorphism. q 
Remark. As we shall see in Theorem 5, S will satisfy the conditions of Theorem 1 if 
S is a countably infinite, discrete, commutative, cancellative semigroup. 
Theorem 1. Let S be a countable commutative discrete semigroup with the property 
that, for any minimal idempotent e of ,BS, S + e has no isolated points. Then there are 
2c homeomorphism classes of minimal right ideals of PS. 
Proof. Let L be a minimal left ideal of PS. Since S + e has no isolated points if e is any 
minimal idempotent, S+ e must be infinite and L must be infinite. Thus L will contain a 
countable infinite discrete set D. D can be identified with PD, which is homeomorphic 
to ,@I. Any function f : D -+ D will have a continuous extension f : D -+ D (cf. Lemma 
4). 
According to [7], D \ D will have 2’ weak p-points. (We remind the reader that a 
weak p-point in a topological space is a point which does not belong to the closure of 
any countable set which does not contain it.) We define a quasiorder on B \ D (the 
Rudin-Keisler quasiorder) by stating that 2 + y if f(y) = 2 for some f : D + D, and 
we define an equivalence relation on B \ D by stating that x 2 y if x + y and y + x. 
Each equivalence class can have at most c members, since there are only c functions 
from D to itself. Thus there is a set P of weak p-points of o\ D which has cardinality 
2’ and which has the property that no two points of P are equivalent. 
We shall show that, for any two elements x, y of P, the minimal right ideals R = 
x + OS and R’ = y + /3S of PS cannot be homeomorphic. Since IF and y are not 
equivalent, we may suppose that x #y. 
Suppose then that 4: R -_) R’ is a homeomorphism. Let L and L’ be the minimal left 
ideals of ,BS which contain x and d(x) respectively, and let 4 and X be as described in 
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Lemma 5. Let e and e’ be the identities of R n L and R’ fl L’ respectively, and let f be 
the identity of R’ n L. 
Since S+e’ is dense in L’ and 4(x) E L’, it follows that 2 E Cl 4-i (S+e’). Hence z E 
Cl(q5-‘(S+e’)\{z}); f or o th erwise II: would be an isolated point of 4-l (S+e’) and 4(x) 
would therefore be an isolated point of 4-l (S + e’) and z would therefore be an isolated 
point of S + e’, contradicting our assumption that S + e’ has no isolated points. Since 
we also have II: E 0, it follows from Lemma 1 that z E Cl(D n C1(4-‘(S + e’) \ {x})) 
or z E Cl@ n (4-l (S + e’) \ {z})). We shall refute both these possibilities. 
Case (i). Suppose that z E Cl(D n C1(4-‘(S + e’) \ {x})). 
Now ,~f is one-one on L’ [2, 1.2.161 and maps R’ n L’ to R’ n L. Since R’ n L is a 
group which contains y (because y E D c L), there will be an element w of R’ n L for 
which 4(x) + f + w = y. 
Put E = D n Cl(q5-I (S + e’) \ {x}) and 19 = pw o of o &-i(E). So O(x) = y. Now 6 
is one-one on L and 4 maps E into L’. Since +f and &,, are one-one on L’, it follows 
that 13 is one-one and is therefore a homeomorphism. 
We now claim: (*) There is no subset F of E for which z E F and 8(F) 2 0. 
To see this, suppose that we have a set F with these properties. Since F C D, F will 
be discrete and therefore B(F) will be discrete. It follows that there will be a family 
(Uh)hEF of disjoint open subsets of PS with the property that 8(h) E uh for every 
h E F. 
We define g : D + D by stating that g(d) = h if d E uh, defining g arbitrarily on 
D \ Uh uh. If h E F, 8(h) will be a limit point of elements d in D n uh, for which we 
will have g(d) = h. So 3(0(h)) = h. S’ mce x E F, 7$(x) = s; i.e., g(y) = 2. But this 
contradicts our assumption that 5 # y. 
Thus (*) has been established. 
Now we are assuming that z E z and hence that y E O(E). Since we also have y E is, 
we can deduce from Lemma 1 that y E 8(E) n D or that y E B(E) fl D. 
If y E B(E) no, we put F = E n e-‘(D). Then y E B(F) and so zr E F, because 8 
is a homeomorphism on E. But this contradicts (*). 
So y E D n O(E). It follows that z E Cl(&‘(D)). Now ZE is a weak p-point of o\ D, 
and so x cannot be in the closure of any countable subset of D \ D which does not 
contain z. We note that x $ e-‘(D) because e(x) = y $! D. So x E Cl(F’(D) 0 D), 
because x $ Cl(&‘(D) \ D). S’ mce x E ??, it follows that J: E Cl(B-’ (D) n E), because 
A n B = ?[nB for any two subsets A and B of D. (This can be seen from the fact that 
IV, regarded as a subset of ,OW, has this property.) This time we put F = C’(D) n E, 
and again obtain a contradiction to (*). 
Case (ii). Suppose that x E Cl@ II (4-l (S + e’) \ {z})). Since x does not belong to 
the closure of any countable subset of D \ D which does not contain x, it follows that 
x E Cl(D n (c$-‘(S + e’) \ {x})). But C ase (i) now applies, and we have shown that 
this leads to a contradiction. •I 
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Remark. Let e and e’ be idempotents in ON. If we have either (i) e + e’ = e’ or (ii) 
-e + e’ = e’, then the semigroups e + /3N + e and e’ + pl+l + e’ are topologically 
and algebraically isomorphic. It is easy to check that, in the first case, pet defines an 
isomorphism from e + ON + e to e’ + /XV + e’, and that, in the second case, the map 
x ct -x + e’ defines an isomorphism and homeomorphism of this kind. We shall show 
that, for nonminimal idempotents, these are the only possible algebraic and topological 
isomorphisms which can occur. Note that (i) and (ii) are respectively equivalent to stating 
that e + ,EZ = e’ + &Z and e + ,DZ = -e’ + /Z. 
Theorem 2. Suppose that e and e’ are idempotents in ,8N and that e’ is not minimal. 
(i) Suppose that there is a continuous surjective homomorphism C$ from e + /?N + e 
onto e’ + ,ON + e’. Then either e + e’ = e’ and e’ + e = e, or else -e + e’ = e’ and 
-e’ + e = e. In the first case, #J(X) = x + e’ for every x E e + ON + e; in the second 
case, 4(x:) = -x + e’for every x E e + ,l3N + e. 
(ii) There is no possible continuous surjective homomorphism from @I + e onto 
PN + e’ apart from the identity. 
(iii) If there is a continuous surjective homomophism C/I from e + ON onto e’ + ,LN, 
then e + @Z is equal to 4(e) + ,074 or to -4(e) + PZ. 
Proof. We first note that 4(e) = e’, because 4(e) is in the centre of e’ + ON + e’ and is 
therefore in Z + e’ [IO]. Since 4( ) e must also be idempotent, it follows that 4(e) = e’. 
Now 4( 1 + e) is also in the centre of e’ + /3N + e’, and so ~$(l + e) = k + e’ for 
some ,4 E Z. By adding this equation n times, we deduce that ~$(n + e) = Icn + e’ 
for every n E N. Since every x E ,0N is a limit of positive integers n, we deduce that 
4(x + e) = Icx + e’. It follows that 1 + e’ = lcx + e’ for some x E /IN, because C#J is
surjective. We observe that /C # 0 because ‘#‘{pW + e} # {e’}. This implies that ]kl = 1, 
because $ = land(~~,(ICx+e’)=O.So~(x+e)=x+e’foreveryx~e+~Wor 
4(x + e) = -x + e’ for every x E e + ,0N. 
In the first case, putting x = e shows that e’ = e + e’. Furthermore, we know that 
d(e + x + e) = e + x + e’ for every x E PN, and so e + x + e’ E e’ + ,f3W and hence 
e’ + e + x + e’ = e + x + e’. It is possible to choose an element x E ON for which x + e 
is right cancellable in /3Z [lo]. Thus e’ + e = e. 
In the second case, putting x = e shows that e’ = -e + e’. Furthermore, since -e - 
x + e’ is then in e’ + PN for every x E ,0N, we deduce that 
e’-e-x+-t’=-e-x+e’ 
Since we can choose an element x E /3N for which -x + e’ is right cancellable in PZ 
[lo], it follows that e’ - e = -e and hence that -e’ + e = e. 
(ii) Suppose now that 4 : ON + e -+ PW + e’ is a continuous surjective homomorphism. 
We observe that @+l+ e’ = PlV + 4(e) because 
$(/XV + e) = 4((PN + e) + e) C PN + 4(e) C PN + e’ = $(PN + e). 
So 4(e) is also a nonminimal idempotent (because e’ = e’ + 4(e)). 
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Now 4 maps e + ,f3N + e onto 4(e) + PN + 4(e), because 
$(e + PN + e) = 4(e + (PN + e) + e) C 4(e) + PN + 4(e); 
and, for any x E ,BN, 
4(e) + x + 4(e) E 4(e) + PN + e’ = 4(e) + q!@N + e) = 4(e + PN + e). 
So it follows from the argument in (i) that d(n + e) = n + 4(e) for every 7~ E N, or else 
~$(n + e) = -n + 4(e) f or every n E N. We deduce by continuity that q5(x + e) = x + 
4(e) for every x E PN, or else 4(x + e) = -x + 4(e) for every x E PN. 
Since q5(e +x + e) = 4(e) + 4(x + e), we deduce in the first case that e + x + q5(e) = 
4(e) + x + 4(e) f or every x E ,BN. Since we can choose an x for which x + 4(e) is right 
cancellable in &Z [lo], it follows that e = 4(e) and that q5 is the identity mapping. 
In the second case, we deduce that -e-x+ 4(e) = 4(e) -x+4(e) for every x E PN. 
However, we can choose an x for which -x + 4(e) is right cancellable in PZ [IO] and 
so we can deduce that -e = d(e). This is impossible, because N* and -N* are disjoint. 
(iii) Suppose that 4 : e + PN -+ e’ + PW is a continuous surjective homomorphism. AS 
in paragraph (ii) we can show that d( ) . e is not minimal and that q5 maps e + ,0N + e onto 
4(e) + ,BN + 4(e). It then follows, as in (i) above, that e + 4(e) = 4(e) and 4(e) + e = e, 
or else -e + q5(e) = 4(e) and --4(e) + e = e. 0 
Remark. We observe that, for any nonminimal idempotent e in @I, Z + e will be the 
centre of e + /3Z + e, because e + /Z + e = e + (@Z + e) + e C e + ,BN + e, and so 
e + PN + e = e + ,LZ + e and Z + e is the centre of e + @I + e. 
The methods used in proving Theorem 2 allow us to assert the following: if e is a 
nonminimal idempotent in @Z, there are precisely two principal left ideals of PZ defined 
by idempotents, which are topologically and algebraically isomorphic to /EZ + e. These 
are ,KZ + e itself and ,BZ - e. Furthermore, the isomorphisms involved have to be the 
identity or the map x ++ -x. 
Remark. It is, of course, well known that in any compact right topological semigroup, 
the maximal groups in any minimal left ideal are all algebraically isomorphic, and that 
maximal groups in the same minimal right ideal are both algebraically and topologically 
isomorphic. The following theorem shows that maximal groups in the same minimal left 
ideal can differ topologically. 
Theorem 3. Let S be a discrete commutative semigroup and let L be a minimal left 
ideal in ,DS. If L is infinite, the maximal groups in L lie in at least 2” homeomorphism 
classes. 
Proof. Suppose that e and f are idempotents in L and that there is a homeomorphism 
C$ : e + L -+ f + L. We shall show that, given any x E e + L and any y E f + L, there is 
a homeomophism of L to itself which maps x to y. We know, by Lemma 2, that r$]~+~ 
has a continuous extension 4 defined on L. Since e + S is dense in e + L, 4 will coincide 
with 4 on e + L. 
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Now 4-i If+s also has a continuous extension (4-l)- defined on L. Since (4-l)- 6 
and 4(4-l)- are the identity maps on e-t L and f + L respectively and since these sets are 
dense in L, it follows they are also the identity maps on L. So 4 is a homeomorphism. 
There will be an element .z of f + L for which J(x) + z = y. Now the map pz defines 
a homeomorphism on L [2, Theorem 3.111, and so pt$ is a homeomorphism of L to 
itself which maps z to y. 
Theorem 3 now follows from the fact that the points of any infinite compact F-space 
lie in at least 2’ different homeomorphism classes. (Cf. [4, p. 5471.) 0 
Theorem 4. Let S be a countably injinite, commutative, cancellative discrete semigroup. 
Then the sets of the form S f e, where e denotes an idempotent of /3S \ S, lie in 2” 
different homeomorphism classes. 
Proof. Let e and f be idempotents in ,SS. Any homeomorphism 4 : S + e + S + f will 
correspond to a permutation 19 of S for which e5(s + e) = O(s) + f for every s E S. By 
Lemma 2, 4 will extend to a continuous mapping 4 from ,DS + e to /3S + f. Since S + f 
is dense in PS + f, 4 will be surjective. Since 4-l can also be extended to a continuous 
mapping defined on @I + f, it follows easily that 4 is a homeomorphism. 
The equation d(s + e) = O(s) + f for every s E S implies by continuity that 
4(x + e) = @(x) + f 
for every x E PS. 
For every x, y E PS we have: 
x+f=y+foJ((f3B)-1(x)+e) =J((@)-‘(y)+e) 
* (efl)+) + e = (efl)-l(y) + e. 
Suppose now that 4’ : S + e + S + f’ is also a homeomorphism, where f’ is another 
idempotent of OS. If 4 and 4’ correspond to the same permutation 0, then, for every 
x, y E /3S, x + f = y + f +j x + f’ = y + f ‘. Choosing x = s E S and y = s + f, we 
deduce that f = f’ + f, because s is cancellative in ,OS. Similarly, f’ = f + f’. 
We now apply this to minimal idempotents e, f, f ‘. If e + S is homeomorphic to f + S 
and to f’ + S, with the homeomorphisms defined by the same permutation 8 of S, then 
f and f’ belong to the same minimal right ideal. Since there are c permutations of S, we 
can assert that, for a given minimal idempotent e, the minimal idempotents f for which 
e + S and f + S are homeomorphic must lie in the union of at most c minimal right 
ideals. Theorem 3 now follows from the fact that /3S contains 2c minimal right ideals 
(by Theorems 1 and 5). 0 
Remark. It is well known that all the sets of the form S + e, where S satisfies the 
hypotheses of Theorem 4, are extremally disconnected (cf. Lemma 2). Thus there are 2= 
different extremally disconnected topologies which can be put on a countable set. 
Remark. In the following theorem we investigate the possibility that ,OS has a minimal 
left ideal which has an isolated point, where S denotes an infinite discrete commutative 
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semigroup. We shall see that this is a very strong assumption, which allows us to describe 
the minimum ideal of ,SS completely. We note that this possibility cannot occur if S is 
cancellative. 
We observe that the statement that a minimal ideal L of /3S has an isolated point is 
equivalent to the statement that, for any idempotent e E L, S + e has an isolated point. 
This follows from the fact that S + e is dense in L. 
Theorem 5. Let S be an infinite discrete commutative semigroup. Suppose that OS has 
a minimal left ideal L which has an isolated point. The following statements then hold: 
(i) /3S contains a unique minimal right ideal. 
(ii) Every minimal left ideal of /3S is isomorphic to the same finite commutative 
group G. 
(iii) If the minimum ideal of ,8S intersects S, it is contained in S and is isomorphic 
to G. 
(iv) Otherwise, if the minimum ideal of PS is disjoint from S, the set E of minimal 
idempotents of OS is a compact right zero subsemigroup of ,BS, and the minimum ideal 
K of ,0S is topologically and algebraically isomorphic to E x G. In this case, S will 
contain an infinite sequence (x,) of distinct points with the property that x, + x, = x, 
whenever m < n. If S is countable, CH implies that E is homeomorphic to N*. 
(v) If S is countable and if we assume CH, we can assert that K is topologically 
and algebraically isomorphic to the minimum ideal of (N,min) x G or to the minimum 
ideal of (N, max) x G. 
Proof. (i) Suppose that x E L is isolated in L. If R is any minimal right ideal of /3S - - 
and if e is the identity of R n L, we have x E L = S + e = e + S C R n L. Since 
x is isolated in L, this implies that x E R n L. Thus any two minimal right ideals of 
,OS intersect and must therefore be equal. So SS contains a unique minimal right ideal, 
whose idempotents will form a right zero semigroup. 
(ii) It follows that L = R n L, since L is the union of all the sets of the form R n L. 
So L is a group and is therefore homogeneous. Since no infinite compact F-space can 
be homogeneous [4, Theorem 3.4.11, L must be finite. Now S + e is a dense subset 
of L. Since L is finite, L = S + e and so L is commutative. Now let L’ be another 
minimal left ideal of PS with identity e’. Then L’ is homeomorphic to L and is also 
finite. So L’ = S + e’. It follows that L and L’ are also isomorphic, since pe/ defines an 
isomorphism from S + e = L to S + e’ = L’. 
We shall denote by G the finite commutative group isomorphic to every minimal left 
ideal of PS. 
(iii) Suppose that there is an element s E S which is in the minimum ideal of PS. By 
(ii) s will have finite order and so S will contain an idempotent a which is in the minimum 
ideal of OS. If e now denotes any minimal idempotent of ,DS, we have a + e = e and 
e + a = a. However, a + e = e + a and so e = a. It follows that a is the unique minimal 
idempotent of OS and that the minimum ideal of /3S is equal to S + a c S. We note 
that S + a z G. 
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(iv) Assume now hrrt the rhimum ideal of ,0S is disjoint fron-t S, Choose any minimal 
idempotent e of ,BS and put So(c) = {s E S: s + e = e), Note that So(e) is nonempty 
because e E S + e. If f is any other minimal idempotent of OS. s + c = e H .s + f = f 
for every .s E OS, because e + f = f and f t e = e. So S&f) = So(e) and we. shall 
denote this set simply by So. We observe that So E f, because the equation f + e = e 
implies that {s E S: s + e = e) E f. (This follows from the fact that S + e is a finite 
set and, for any 2 E (S + e) \ {e}, {s E S: s + e = zr) $! f because f + e # z.) 
If s E So, the equation 8 + e = e implies that there is a set T E e such that s + t = t 
for every t E T [l, Theorem 9.21. If Ts = (t E S: s + t = t}, Ts E e for every -.~ 
t E E and every s E SO. It follows that E c ndcs, Ts n So . We shall show that 
E = nsEsOz ns0 . 
Let f E fiJEso Ts n SO . For every s E SO, T, = (t f S: s + t = t} E f and so 
s + f = f. Since SO E e for every e E E, it follows that e + f = f. Hence f is in the 
minimum ideal of PS. Furthermore, since s + e = e for every s E SO, it follows that 
f+e-e.Sof is idernpolenl, because f + J = (e + 1) + (e + J) = e + (S + e) + J = 
e+e+f=f.ThusffE. 
This establishes that E is compact, and we have already observed that E is a right 
zero semigroup. Choose any e E E and identify G with S + e. It is then easy to see 
that the mapping 4 : (f, B + e) M s + f is an algebraic and topological isomotphim from 
E x G to the minimum ideal of /3S. It is well defined, because s + e = sf + t: imphes 
that s + f = s’ + f, and it is clearly bijective and a homomorphism. To see that it is 
continuous, suppose that ({f;, , s’ + e)) is a net converging to (f, s + e) in E x G. Since 
G is finite, we shall have si + e = s + e eventually and hence &fi, si + e) = s + Ji 
eventually. But (s + fi) converges to s + f = Q(f, s + e). 
We have seen that Ts E e for every e E E and every s E SO, Thus {T,: s E SO} is a 
filter base of infinite sets. We can choose a sequence (2,) inductively by first choosing 
any 33 f So. Once 21,x2,..,, x91 have been chosen in SO, we choose z,,+i to be any 
element distinct from these in n,=l,,.,,,T,i . We then have X~ + z, = x, whenever 
na < n, as claimed. 
If S is countable, the fact that E = nsEso m implies that E is a compact. G, in 
S*. Assuming CH, this implies that E is homeomorphic to N” [4, p. 512, 1,2.41. 
(v) The minimum ideal of (W, min) x G is ( 1) x G and the minimum ideal of (N, max) x 
G is W’ x G. These statements are not hard to check, and we shall leave this as an exercise 
for the reader. Thus (v) follows at once from (iii) and (iv). 0 
Remark. We have stated before that &S cannot have a minimal left ideal with an isolated 
point if S is cancellative. This fact follows from Theorem 5. If S is cancellative and 
infinite! S + e must be infnite for every e E OS; for s + e # s’ + e if s and s’ are distinct 
clcmcnts of S [2, Thcorcm 9.21. 
Remark. WC observe that any given finite abclian group F can occur as the “G” of 
Theorem 5, both in the case in which SnK(@‘) = 0 and the case in which K(,&!?) c S. 
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If 5’ = (Pi, max) x F, then G M F and S n K(PS) = 8. If S = (N, min) x F, then again 
G M F and K(PS) C S. 
Example. Part (iv) of Theorem 5 shows that a semigroup S which satisfies the conditions 
of this theorem and the condition K(PS) C S*, will be close to containing a copy of 
(N, max). We give an example to show that S need not contain any idempotents, and 
therefore need not contain a copy of (N, max). 
We take S to be the set N x N, with a semigroup operation defined as follows: 
s+t=s if ~Q.(s) > r*(t); 
s+t=t if7rz(t) >7r*(s); 
s + t = (7rl(s) + v(t), m(s)) if ~2(s) = n2(t). 
It is easy to check that this operation is associative. We observe that S has no idem- 
potents. 
Let z be an ultrafilter in S* for which A = {s E S: rl(s) = Q(S)} E 2. For every 
s E S, we clearly have s + z = z because s + t = t for all but a finite number of 
elements t E A. It follows that y + z = z for every y E PS. Thus PS + z = {x} is a 
minimal left ideal of PS which is a singleton. 
It is well known that, in any compact right topological semigroup, maximal groups 
contained in the same minimal right ideal will be topopogically and algebraically iso- 
morphic. We shall show in Theorem 6 that there are maximal groups in ,BW which are 
contained in different minimal right ideals, but are still topologically and algebraically 
isomorphic. 
The following lemma is well known, but we do not have a reference for it. 
Lemma 6. Let S be a compact right topological semigroup and let T be a compact 
subsemigroup of S. 
(i) If R is a minimal right ideal of S, then R n T is a minimal right ideal of T if 
RnTf0. 
(ii> If L is a minimal left ideal of S, then L is a minimal lefr ideal of T if L n T # 8. 
(iii) If K(S) n T # 0, then K(T) = K(S) n T. 
Proof. (i) RnT is a right ideal of T and will therefore contain a minimal right ideal R’ 
ofT.LetebeanidempotentinR’.IfxE RnT,thenxE R=eSandsox=ex~ R’. 
Thus RnT = R’. 
(ii) The proof is similar to that of (i). 
(iii) Since K(S) n T is an ideal in T, K(S) n T > K(T). If z E K(S) n T, then 
x E R for some minimal right ideal R of 5’. Hence x E R n T C K(T). q 
Corollary. K(@Z) = K(PN) U (-K(PN)). 
Proof. Since ,ON and -pN are left ideals of PZ, they both intersect K(&Z). 0 
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Theorem 6. Let e be a minimal idempotent in ON. Then -e + N* is a minimal right 
ideal of @I which is disjoint from e -I- PN. If-e + W’ = f + N*, where f is a minimal 
idempotent of ,HV, then the groups e + ,8W + e and f + ,DN + f are topologically and 
algebraically isomorphic. 
Proof. Since -e E K(PZ), 1s a minimal right ideal in ,&Z. Hence (-e + ,f3Z) n /XV is a 
minimal right ideal in ,0N by Lemma 6. Now, for any z E ,KZ, we have -e + z E PN 
if and only if z E N’. Thus (-e + &Z) n ,8N = -e + N’. 
We shall show that e + PN and -e + PN are disjoint. If they were not, they would be 
equal and we would have e E -e + W*. Suppose then that e = -e + x, where x E N*. 
This equation implies that x E nnEN fi . (This follows from the fact that nnEN nN is 
the intersection of the kernels of the maps 4: with N*.) 
We now express each n E N in the form n = c,” a,3r, where a, E (0, 1,2}. We 
define 4(n) to be the first a, # 0. Let A = {n E N: 4(n) = @(e)}. Then A E e. 
However, if m E A and if n is a multiple of the lowest power of 3 greater than m, then 
-m + n E N \ A. The set of integers -m + n of this kind is a member of -e + x, as 
can be seen by first allowing n to converge to x and then allowing m to converge to e. 
We thus contradict the assumption that e = -e -t x. 
Now the equation -e + N* = f + PN implies that -e + f = f, because f E -e + IV*, 
and also that f - e + u = -e + u for every u E N*, because -e + u E f + PN. Since 
we can choose u to be right cancellable in &Z, it follows that f - e = -e. 
Consider the map 0: z e -x + f from e + ,BN + e to f + ,BN + f. This will be a 
homomorphism, because, for any x, y E e + ,0N + e, we have 
-x+f-y+f=-x+f-e-y+f=-x-e-y+f=-x-y+f. 
Furthermore, the map 11, : z e -x + e from f + PN + f to e + ,BW + e is obviously 
the inverse of 19. Since 8 and $J are both continuous, 8 is a topological and algebraic 
isomorphism from e + PW + e to f + /3N + f. 0 
An open question. The methods used in Theorem 2 above only apply to nonminimal 
idempotents. It would be interesting to know whether two different minimal left ideals or 
two different minimal right ideals of PW can be topologically and algebraically isomor- 
phic. (It is well known that any two minimal left ideals are homeomorphic and are also 
algebraically isomorphic. However, the standard mappings used for the homeomorphism 
and the algebraic isomorphism are different.) 
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