A global solution for the provision of QoS in IPng sites must include ISP selection based on per-application requirements. In this article we present a new site-local architecture for QoS-driven ISP selection in multi-homed domains, performed in a per application basis. This architecture proposes the novel use of existent network services, a new type of routing header, and the modification of address selection mechanisms to take into account QoS requirements. This proposal is an evolution of current technology, and therefore precludes the addition of new protocols, enabling fast deployment. The site-local scope of the proposed solution results in ISP transparency and thus in ISP independency.
Introduction 1
As more organizations depend on critical applications built over the Internet, access links are becoming a vital resource for them. Consequently, many organizations are improving fault tolerance and QoS over their Internet connection through multihoming, i.e. the achievement of global connectivity through several connections, possibly supplied by different Internet Service Providers (ISPs). Focusing on QoS, some mechanism is required to allow QoS policies to gain control over the path followed by packets, enabling for example, to route traffic generated by critical applications (i.e. real time or multimedia applications) through links providing a proper service in terms of bandwidth, delay, etc., while non critical traffic (i.e. ftp, www) is routed without interfering premium traffic.
IPv6 aggregatable global unicast address delegation rules [1] constrains multihomed sites to obtain one prefix per connecting ISP when current provider-based aggregation, aimed to provide routing scalability is used. Therefore, the site will have as much prefixes as ISPs. Address selection mechanisms impact on ISP selection and thus on the QoS obtained since source address selection will determine the return path of sent packets.
In this article, we will present an architecture designed to provide QoS-driven ISP selection on a per-application basis, taking into account coherence between forward and backward paths. The solution presented relies on a host mechanism that builds packets appropriately to enable the network components to route it through the selected ISP.
The remainder of the paper is structured as follows: in section 2 an introduction to IPv6 multi-homing is presented, along with a discussion of multi-homing requirements. In section 3, the problem addressed in the article is thoroughly characterized and the proposed architecture is detailed, describing the network and host mechanisms, and their interaction for achieving QoS-enabled ISP selection. Finally, section 4 is devoted to conclusions and future work.
Introduction to IPv6 Multi-homing
Multi-homing deployment has been fostered since Internet connectivity has become a critical resource. Increasing QoS requirements, including those regarding to reliability, and the proliferation of Internet providers, are raising demand for appropriate multi-homing architectures.
In IPv4 solutions, ISPs propagate reachability routes to the multi-homed sites over the network. However, the actual IPv6 framework cannot directly apply the IPv4 solution, since one of the main concerns of IPng is routing system scalability, based on hierarchical routing, which restricts route propagation. Therefore, the IPv6 community has addressed the problem of defining specific mechanisms to allow IPv6 site multi-homing, taking into account the routing particularities above mentioned. Some of the results of this effort are described in this section, and include a draft detailing the requirements that IPv6 multi-homing proposals should fulfill [2] (issued by a recently created IETF group on IPv6 multi-homing, multi6), and a set of different architectures that has been proposed for IPv6.
Multi-homing Requirements
The initial requirements identified for multi-homing are [2] :
• Redundancy and reliability: A multi-homing architecture is built to improve Internet connection reliability, so fault tolerance is a key issue in any proposed mechanism. Failures that should be coped with include physical and logical link breakdowns, routing protocol malfunction, and ISP or exchange crash.
• Load sharing: Distribution of load among available links is another key issue in a multi-homed environment. Distribution criteria include: -Performance improvement in situations such as long-term congestion.
-Cost optimization: Depending on the SLA agreed, cost and quality of different connections may vary among ISPs. Cost-aware selection mechanisms are needed to fulfill the requirements of multi-homed organizations.
• Simplicity is a relevant condition if the architecture is meant to be deployed. The fewer the changes in existing protocols and mechanisms that are introduced, the faster the solution would be developed.
• Scalability has been a major concern in IPv6 definition so proposed multi-homing architectures must adhere to this policy. In particular, routing scalability provided by ISP -based aggregation must be preserved. Other scalability issues such as the manageability of the solution should also be considered.
Note that the requirement of QoS-driven ISP selection is included among the multi-homing requirements, in the load-sharing item discussion.
Review of Proposed Solutions for Multi-homing Issues
We can find several proposals aiming to solve different multi-homing challenges. We will introduce some of them that we have considered close to our study.
IPv4 Multi-homing Proposals
Initial IPv4 approaches to the multi-homing problem were based on the ability of CIDR for prefix propagation [3] . The most common solutions are based on the injection of routing information regarding the site prefix into the Internet. Since this approach does not impose the addition of new prefixes, address scarcity is not fostered. The main drawback of these approaches is that they contribute to the undesirable explosion of the number of entries in the routing tables of the default free zone (DFZ) of the Internet [4] .
A more scalable approach is presented in [5] , with several prefixes assigned to the multi-homed site, one per each ISP. In normal operation no extra routing information is advertised to the DFZ, and non-hierarchical route injection only occurs in case of link failure. The main drawback of this mechanism, given the lack of IPv4 addresses, lies in the requirement of assigning several prefixes to each site.
IPv6 -compatible Multi-homing Proposals
As we have seen, IPv4 solutions, that are based on routing information injection, collide with the IPv6 provider-based aggregation paradigm. We will briefly present some new IPv6-oriented solutions.
Multi-homing support at exit routers, presented in [5] and developed for IPv6 in [6] , is an optimization of the last IPv4 mechanism described, eliminating the need for route information injection even in the case of link failure. This solution is aimed to provide link fault tolerance through multi-homing. Provider-based aggregation is assumed, so each ISP delegates one prefix to the considered site. Link fault tolerance is achieved through tunnels between site egress routers (RA, RB) and ISP border routers (BRB, BRA) as it is depicted in figure 1 . In normal operation tunneled paths are advertised with a low priority, to guarantee that traffic is routed through direct links whenever possible. In case of link failure, the link that is down is no longer advertised as a valid route, so tunneled path becomes the preferred route (in spite of its low priority). Multi-homing with router renumbering [7] is intended to avoid the usage of ISP delegated prefixes when the delegating ISP is down. The proposal uses the Router Renumbering protocol [8] as a mechanism to deprecate addresses delegated by the unreachable ISP in routers. Routers perform deprecation of host addresses using Router Advertisement. While this solution is a good option for long-term failures, established communications cannot be preserved after the failure event. A better approach could be an hybrid one, i.e. to use Router Renumbering for long-term failures and a tunneling scheme, such as the one described before, for established communications.
There are other proposed solutions, which involve the usage of mobile IP protocols [7] , the modification of the TCP handshake protocol to include a set of possible source and destination addresses [9] or the report of link failure through explicit routing information [10] .
We should stress that the proposed solutions focus on fault tolerance, taking into account even long term failures and the preservation of established TCP connections in case of failure. Load balancing could be enabled in some cases, but QoS driven ISP selection has not been considered.
QoS-Driven ISP Selection
We will present now a proposal for an ISP selection mechanism based on QoS criteria. First the problem is delimited, and the intended solution scope is stated. Later the proposed architecture is described and finally the main components are detailed.
Problem Delimitation
The topology we are going to consider for illustrating the problem is depicted in figure 2 . As we can see in the figure above, we are considering a site (S1), composed of several sub-networks, that obtains external connectivity through two different ISPs, ISPA and ISPB. Note that even if we are considering the case of only two ISPs, the solution presented is valid for more ISPs, and this limitation is introduced only to facilitate comprehension.
Each one of the connected ISPs, delegates one prefix to S1, so that the hosts belonging to S1 may have addresses containing prefix PrefA::/nA and prefix PrefB::/nB. In order to enable the reception of packets from a given ISP, any host must have one address with the corresponding prefix of that ISP.
To properly delimitate the problem, we could divide the problem into the following two cases:
• Internally initiated traffic: Suppose that a host (H1) that belongs to S1 needs to communicate with a remote host (H2). Based on site-local routing policies, the host and/or the network should be able to decide which ISP will carry the outbound packet, and this selection should be based on QoS requirements that could be specified on a per application basis. Note that the route from the Internet towards the destination host is determined by the destination address returned by DNS, and b y the external routing policies 2 . However, intra-site mechanisms can influence on intra-site routing and ISP selection. The ISP used in the return path for the outbound traffic is determined by the source address included in the outbound packet, more specifically by the prefix used (PrefA::/nA or PrefB::/nB), so there should be a relation between the selected exit path and the source address included in the packet, in order to provide a coherent path for outgoing and incoming packets belonging to the same data stream.
• Externally initiated traffic: The ISP included in the path for inbound connections is determined by the prefixes of the addresses returned by DNS, PrefA::/nA or PrefB::/nB. This issue is out of the scope of this work.
An Architecture for a QoS-based ISP Selection Mechanism
In this paper we present a solution that allows the selection of the ISP used for coursing locally initiated traffic (i.e. traffic initiated by H1). The ISP selection is based in the QoS policies defined within a site and it is done on a per application basis (H1 can select ISPA for some applications and ISPB for others).
The solution for the stated problem should involve both host and network. A basic justification for this statement is the following: Intra-site rout e selection is performed by network devices, because the host does not have all the routing information needed for that decision (and it is not desirable that it had it). However, the host is involved in the route selection, since the return path is determined by the source address included by the host. So we will next present the two main components of the solution: network elements and host mechanism.
Network Elements for QoS-based ISP Selection
A mechanism intended to force routing through a specific ISP in multi-homed sites is suggested in [11] . The main idea is to include a routing header with an intermediate anycast address identifying selected ISP routers, in order to force the packet path through the chosen ISP. In this section we describe a different approach, based in a mechanism for path selection that achieves ISP transparency through the usage of a self-destructive routing header. We will end with a comparison between the mechanisms proposed and other possible approaches.
ISP transparent path selection. ISP selection can be performed by means of selecting the appropriate exit router, in the case that each ISP connection were supported in a different router. Note that supporting both ISP connections on a single router introduces a single point of failure, which precludes the fault tolerance ability of multi-homing architectures, so we will focus on the first case. Besides, when all the packets are routed to a single exit router, ISP selection can be implemented locally in the border device.
When different routers support ISP connections, exit router selection can be done using a Routing Header that includes a site-local address assigned to one of the router interfaces. In the case that there was more than one exit router connected to the same ISP, this address would become an anycast address, because we should assign it to all the connecting routers.
Self-destructive routing header. Routing header information is no longer useful once the exit router is reached. Furthermore, considering that the address included in this particular routing header has site-local scope, it becomes meaningless once the packet is out of the site. So a new type of routing header is proposed, possibility that is considered in [12] . This type of routing header is self-destructive, meaning that once it has reached the intermediate destination (exit router in our case) this particular routing header is removed from the packet. This reduces the overhead introduced by the ISP selection mechanism in the most critical links in terms of bandwidth, the WAN links. One concern about the stated solution could be the overhead introduced by routing headers, even considering that routing headers are only present inside the local site. Note that the packets routed through one of the ISPs do not need to include the routing header, since it could be the site's default exit router.
The main advantages of the proposed solution are described next:
• ISP transparence: In previous proposals, the routing header was used to force a path including the ISP routers anycast address; as a consequence, processing of the routing header requires ISP routing resources. In this proposal, the processing of the routing header is done by the site exit router, which combined with the self destructive routing header makes path selection completely transparent to the ISP. This presents several benefits:
• Improved scalability: as one ISP connects many sites with the Internet, interpretation of routing headers could be a heavy task. If it is done at site exit routers, scalability is preserved.
• No bandwidth overhead caused by ISP selection on WAN links, because the self-destructive routing header ensures that no useless routing header information is transmitted over these links.
• ISP independence. There is no need for ISP cooperation, such as support for the all routers anycast address in the ISP network.
• This solution is based in existing protocols, so it is fast and easy to implement.
• This solution is deployed completely at network level, without NAT or proxy services that could compromise performance.
Host Mechanism for QoS-based ISP Selection
As we have seen before, once the ISP to be used is decided, the host must include in all packets the appropriate routing header, in order to force routing through the selected ISP, and the according source address to ensure a coherent return path. In the following paragraphs we are going to detail how source address and routing header are determined. We first introduce the non QoS-enabled source address selection algorithm described in [13] and then we present a novel extended mechanism performing the desired behavior.
Source Address Selection Algorithm
The source address selection mechanism relies on a set of rules to obtain the most appropriate source address for a given destination address and a defined policy. For further reading on this issue the reader is referred to [13] . The policy table is a longest prefix match table that takes an address (source or destination) as input, and returns two values: a label value and a precedence value. The label value is used to match destination addresses with source addresses. The precedence value is used to select destination address among a set of available destination addresses, and it is not needed for our study so it will not be introduced. The suggested default policy table is included in Table 1 Prefix The process of source addres s selection is as follows: Once a packet is to be sent to a destination address, the host routing mechanisms will select the interface used for delivering the packet. After this, source address selection is started. The source address selection algorithm has as inputs a destination address (D) and the first two source addresses (SA and SB) from a proposed candidate source address set, and it returns the source address that fits best with the destination address. Successive pairwise comparisons are performed throughout all addresses in the candidate set to obtain the best one. The algorithm is implemented as an ordered set of rules; if a rule selects one of the two addresses, no further rules are processed. Here we list the proposed rules (Sx refers to any SA and SB) − Rule 1: Prefer same address: If Sx=D then prefer Sx − Rule 2: Prefer appropriate scope: If SB has a larger scope than SA (i.e. SA is a site local address and SB is a global address) and D has a larger scope than SA then prefer SB; otherwise, prefer SA. 
Proposed Host Mechanism
The only modifications required to allow QoS-enabled source address selection are related with the policy table. In particular, port information (to identify the application) and an intermediate address (to force routing path) are included in the table. Also the policy table search algorithm must be adapted to included the added information. The address selection rules, however, do not have to be modified.
Policy table modifications.
Port information must be included in order to be able to make application based source address selection. Besides, we also include exit router addresses in another column to be used as intermediate addresses in the routing process. The new policy table will then have the aspect illustrated in Table 2 .
To perform a lookup in the table, an address and optionally a port are required as inputs, and the outputs are a label value, a precedence value and an intermediate routing address when available. The lookup algorithm first performs longest prefix match among the matching port entries, and, if no matching port is found, longest prefix match is performed with entries that do not have a specified port. Table 2 . QoS-enabled policy table
Resulting behavior. Consider that a multi-homed site (figure 2) is connected to ISPA through exit router RA, and to ISPB through exit router RB. The site obtains prefix PrefA::/nA from ISPA and prefix PrefB::/nB from ISPB. Suppose that a host (H1) of the considered site needs to send QoS-demanding traffic, with destination port P1, to several destination addresses through ISPA, and best-effort traffic through ISPB. In order to ease the explanation, suppose that host H1 has only one interface with two assigned addresses, PrefA::H1 and PrefB::H1, besides link-local and site-local addresses. The host policy table included in table 2 accomplish the desired behavior:
Applying the defined policy table, when an application needs to communicate to a remote host D with an application listening at port P1, the policy table will return the following values:
• For destination address D and port P1, it will return a label value equal to 100, because destination address and entry ports match.
• For source address PrefA::H1, it will return a label value equal to 100, and RA as the intermediate address for the routing header.
• For source address PrefB::H1, it will return a label value equal to 1, because longest prefix match is applied.
Final label matching leads to a resulting packet with PrefA:H1 as source address, RA as destination address and PA as destination port, and a routing header containing address D. This packet will then exit through ISPA, and response packets will also be routed through ISPA because their destination address will be PrefA:H1.
Note that all the previously described process is carried out only if the first five rules specified in the source address selection algorithm do not apply. We will next justify that rule 6, where the host part of the QoS-driven ISP selection mechanism resides, is reached when it is needed.
Rule 1: Same address only applies when the target host is the local host, so no ISP selection is needed. -Rule 2 assures that ISP selection is aimed only to traffic addressed to destinations outside the site; therefore no ISP selection is performed with site local or link-local connections. Mechanism will only work for global addresses, which is the intended behavior. To avoid being routed through exit routers when systems of the same site use ports associated with QoS delivery service, site-local addressing should be deployed. -Rule 3 enables compatibility with the fault tolerance features provided by multi-homing through the Router Renumbering mechanism. So when there is a failure in an ISP, address deprecation through Router Renumbering and Router Advertising precludes the selection of addresses delegated by crashed ISP, without need to modify existing policy tables on hosts. -Rule 4 does not applies. -Rule 5. The interface selection in the host routing mechanism for a given destination could force selection in rule 5 if the chosen interface has not been assigned at least one address from all ISPs. Then, if one interface has an address with prefix PrefA::/nA, it must als o have an address with prefix PrefB::/nB and vice versa to ensure proper functioning.
Conclusions and Future Work
We have presented a QoS-driven ISP selection mechanism, which allows to force routing through a selected ISP of both inbound and outbound packets of on a per application basis. The selection of ISP is based on site local policies implemented in hosts through a modified policy table. The overall behaviour of the mechanism can be summarized as follows: When an application running on a local host needs to communicate with another application listening in a particular port of the remote host, the source address selection algorithm uses the policy table to provide an intermediate address and a source address. The intermediate address forces outbound packets to pass through the ISP assigned for that application, and the corresponding source address ensures that response packets will be routed across the same ISP. Once the host transmits the packet, the network routes it to the selected ISP exit router. When the router receives the packet, it updates destination address accordingly and removes the routing header, according to the behaviour of a newly defined routing header type. A key advantage of the presented mechanism is the provision of QoS on a per application basis, without introducing a new protocol, based only on the modification of an existing mechanism. Changes only affect hosts, so deployment is eased. Since only network-level processing is performed, performance will not be impaired by this mechanism. Another significant advantage is ISP transparence, which allows enabling ISP selection without ISP cooperation as a result of the site-local nature of the proposed solution. Moreover, ISP performance is not affected by site multi-homing. It is also important to note compatibility with existing multi-homing mechanisms, such as multi-homing support at exit routers or multi-homing with Router Renumbering, allowing a complete solution providing a fault tolerant and QoS aware multi-homing architecture. We want to stress that this is the first proposal achieving per application QoS-driven ISP selection. Moreover, this capacity is achieved in an ISP transparent manner.
Further work remains to be done. Manual policy table configuration has a high management cost, and opposes to the IPv6 autoconfiguration-enabling spirit. Therefore, automatic distribution mechanisms should be developed in order to provide convenient policy management. Another future working issue is the evaluation of a possible optimization for the overhead in bandwidth and processing introduced by the routing header usage. A possible improvement is the inclusion of a routing header only in the first packet of a connection, along with an IPv6 header flow label. Routing of subsequent packets of the connection will be based on the flow label.
