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Local Hamiltonians arise naturally in physical systems. Despite its seemingly ‘simple’ local structure, exotic
features such as nonlocal correlations and topological orders exhibit in eigenstates of these systems. Previous
studies for recovering local Hamiltonians from measurements on an eigenstate |ψ〉 require information of non-
local correlation functions. In this work, we develop an algorithm to determine local Hamiltonians from only
local measurements on |ψ〉, by reformulating the task as an unconstrained optimization problem of certain tar-
get function of Hamiltonian parameters, with only polynomial number of parameters in terms of system size.
We also develop a machine learning-based-method to solve the first-order gradient used in the algorithm. Our
method is tested numerically for randomly generated local Hamiltonians and returns promising reconstruction
in the desired accuracy. Our result shed light on the fundamental question on how a single eigenstate can encode
the full system Hamiltonian, indicating a somewhat surprising answer that only local measurements are enough
without additional assumptions, for generic cases.
I. INTRODUCTION
The principle of locality, arising naturally in physical sys-
tems, states that objects are only affected by their nearby sur-
roundings. Locality is naturally embedded in numerous phys-
ical systems characterized by local Hamiltonians, which play
a critical role in various quantum physics topics, such as quan-
tum lattice models [1–3], quantum simulation [4–7], topolog-
ical quantum computation [8], adiabatic quantum computa-
tion [9–11], quantum Hamiltonian complexity [12–14], etc.
In the past few years, rapidly developing machine learning
techniques allow us to study these topics in a new manner [15–
20]. Empowered by traditional optimization methods and con-
temporary machine learning techniques, we map the task of
revealing the information encoded in a single eigenstate of a
local Hamiltonian to an optimization problem.
For a local Hamiltonian H =
∑
i ciAi with Ai being some
local operators, it is known that a single (non-degenerate)
eigenstate |ψ〉 can encode the full Hamiltonian H in certain
cases [21–23], such as when the expectation value of Ais on
|ψ〉, ai = 〈ψ|Ai|ψ〉, are given and further assumptions are
satisfied. A simple case is that when |ψ〉 is the unique ground
state of H; thus the corresponding density matrix of |ψ〉 can
be represented in the thermal form as
|ψ〉〈ψ| = e
−βH
tr(e−βH)
(1)
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for sufficiently large β. This implies that the Hamiltonian H
can be directly related to |ψ〉, and hence can be determined
by the measurement results ai, using algorithms developed in
the literature [24, 25] for practical cases. Because Ais are
local operators, the number of parameters of H (i.e., the num-
ber of cis) is only polynomial in terms of system size. We
remark that the problem of finding H is also closely related
to the problem of determining quantum states from local mea-
surements [15, 16, 26–33], and it also has a natural connec-
tion to the study of quantum marginal problem [34–37], as
well as its bosonic/fermionic version that are called the N -
representability problem [34, 38–44].
For a wavefunction |ψ〉 that is an eigenstate (i.e. not neces-
sarily a ground state), one interesting situation is related to the
eigenstate thermalization hypothesis (ETH) [45–49]. When
the ETH is satisfied, the reduced density matrix of a pure
and finite energy density eigenstate for a small subsystem be-
comes equal to a thermal reduced density matrix asymptoti-
cally [21]. In other words, Eq. (1) will hold for some eigen-
state |ψ〉 of the system in this case, and one can use a similar
algorithm [24, 25] to findH from ais, as in the case of ground
states. Another situation previously discussed is that if the
two-point correlation functions 〈ψ|AiAj |ψ〉 are known, one
can reproduce H without satisfying ETH [22, 23]. Once the
two-point correlation functions are known, one can again use
an algorithm to recover H from the correlation functions, for
the case of ground states. However, in practice, the nonlocal
correlation functions 〈ψ|AiAj |ψ〉 are not easy to obtain.
In this paper, we answer a simple but significant question:
can we determine a local Hamiltonian (cis) from only the lo-
cal information (ais) of any one of the eigenstates (|ψ〉) with-
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2out further assumptions. Surprisingly, we show that only the
knowledge of ais suffices to determineH . Our proposed algo-
rithm is based on a key observation: the eigenstate |ψ〉 ofH is
the unique ground state of the Hamiltonian H˜2 = (H −λI)2,
where I is the identity operator and λ is the associated eigen-
value of |ψ〉. Then, recovering H from the set of expectation
value ai turns to finding the H˜2 from expectation values (ai)
of its ground states. In addition, the ground state of H˜2 could
be written as
|ψ〉〈ψ| = e
−βH˜2
tr(e−βH˜2)
≡ ρ(~c), (2)
for sufficiently large β. Hence, our problem can be reformu-
lated as an unconstrained optimization problem - minimizing
the following objective function:
f(~x) = (tr(Aiρ(~x))− ai)2 + tr(H˜2ρ(~x)), (3)
where ~x is the estimation of ~c, and ~x = ~c when f(~x) is mini-
mized.
We implement our algorithm in a way that combines the
power of traditional optimization methods and modern ma-
chine learning techniques. Knowing Ais and ais, our algo-
rithm begins with a random guess of ~c′. Then, we update ~x
using the gradient-based Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm [50–53] in each iteartion. Let ~x(k) denotes
the estimation of ~c after k-th iteration and ~x(0) = ~c′. In each
iteration, we update ~x(k) according to the gradient. The pa-
rameter d(k)i controls the direction and scale of iterations (In
machine learning, it is often called learning rate). It can be
calculated from the Hessian matrix, which are extremely hard
to obtain in our problem. To solve this issue, we developed
a new technique to obtain the first-order derivatives (or gradi-
ents ∂f
∂x
(k)
i
) based on a machine learning gradient technique -
automatic differentiation [54]. The procedure of our approach
is depicted in Fig. 1.
We test the algorithm in two scenarios: four randomly gen-
erated operator Ais, and two random local operators Ais. Our
algorithm returns almost perfectly reproducing cis, the aver-
age fidelities for both cases are close to 1. Based on the re-
constructed Hamiltonian H (i.e. cis), one can also recover the
eigenvalue of |ψ〉 from cis and ais, and the wavefunction it-
self from the eigenvectors of HamiltonianH . In the case when
Ais are local operators, our method can find cis from only lo-
cal measurement results, hence shed light on the correlation
structures of eigenstates of local Hamiltonians.
II. ALGORITHM
We start to discuss our method in a general situation, where
the HamiltonianH can be expressed in terms of a set of known
Hermitian operators (A1, A2, . . . , Am): H =
∑
ciAi with
(c1, c2, . . . , cm) = ~c. For an eigenstate |ψ〉 of H with un-
known eigenvalue λ, which satisfies H|ψ〉 = λ|ψ〉, we can
denote the measurement results as ai = 〈ψ|Ai|ψ〉. With only
knowing the measurement results ais, our goal is to find the
coefficients ~c to determine H .
We observe that, even if |ψ〉 is not the ground state of H ,
it can be the ground state of another Hamiltonian H˜2 with H˜
given by
H˜ = H − λI =
∑
i
ci(Ai − aiI), (4)
since
〈ψ|H|ψ〉 = λ =
∑
i
ci〈ψ|Ai|ψ〉 =
∑
i
ciai. (5)
Then the density matrix of |ψ〉 (which is in fact of rank 1)
can be written in the form of a thermal state:
ρ(~c) = |ψ〉〈ψ| = e
−βH˜2
tr(e−βH˜2)
(6)
for sufficiently large β, satisfying
tr(Aiρ(~c)) = ai, tr(H˜2ρ(~c)) = 0. (7)
With these conditions in mind, we are ready to reformulate
our task as an optimization problem with the Eq. (11).
For the convenience of numerical implementation, we let
H˜β =
√
βH˜ , then the thermal state ρ(~c) becomes
ρ(~c) =
e−H˜
2
β
tr(e−H˜
2
β )
. (8)
Consequently, the objective function Eq. (11) can be rewritten
in an equivalent form
f(~c) =
∑
i
(tr(Ai · ρ(~c))− ai)2 + tr(H˜2β · ρ(~c)). (9)
We aim to solve f(~c) = 0 by minimizing f(~c). In practice,
we terminate our iterations when f(~c) is smaller than a fixed
small value . The corresponding optimization result is de-
notes as ~copt. As we reformed the objective function by using
H˜β , the result ~copt achieves in our optimization frame is actu-
ally
√
β · ~c. Theoretically, β could turn to infinity. However,
numerically, when our algorithm achieved high fidelity, the
outcome β in our algorithm is still an adequate large constant.
A more detailed discussion can be found in Section A.
Since all the constraints are written in Eq. (9), minimiz-
ing f(~c) is an unconstrained minimization problem. There
are plenty of standard algorithms for this task. In our setting,
computing the second-order derivative information of f(~c) is
quite complicated and expensive. Therefore, instead of us-
ing Newton method which requires the Hessian matrix of the
second derivatives of the objective function, we choose the
quasi-Newton method with BFGS-formula to approximate the
Hessians [50–53]. The MATLAB function FMINUNC, which
uses the quasi-Newton algorithm, is capable of realizing this
algorithm starting from an initial random guess of cis. When
the quasi-Newton algorithm fails (converges into a local min-
imum), we start with a different set of random initial value cis
and optimize again until we obtain a good enough solution.
3Start with ais and Ais
random sample c0is
Let ~x(0) = ~c0 and k = 0
Calculate f(~x(k)) and
gradient rf(~x(k))
||rf(~x(k))||2 < ✏0 Determine d(k) using BFGS
~x
(k+1)
i = ~x
(k)
i + d
(k)
i rf(~x(k)i )
k = k + 1
f(~x(k))  ✏?
solution found
~c = ~x(k)
no
yes
yes
no
1
Figure 1. Diagram of our approach. With the knowledge of Ais and ais, we use a randomly sampled vector ~c′ = {c′i} as the initial value.
We upgrade ~x(k) using the gradients. The learning rate dis are approximated using BFGS algorithm. Repeatedly upgrading the gradients until
||∇f(~x(k))||2 < 0, we process to check f(~x(k)).If f(~x(k)) is smaller than , the solution is found, i.e. ~c = ~x(k). Otherwise, we repeat the
procedure with another random guess c′i.
The BFGS algorithm is a typical optimization algorithm
which requires gradients of the objective function on cis. The
form of the objective function f(~c) is so complicated such that
computing the gradient is a difficult task. To solve this issue,
we borrow the methods of computational graph and auto dif-
ferentiation from machine learning. The computational graph
is shown in Fig. 2, in which we show the intermediate func-
tions and variables. Mathematically, the final gradients could
be calculated via chain rules. However, since some of the in-
termediate variables are matrices and complex-valued, the au-
tomatic differentiation toolboxes, which deal with real func-
tions with numbers as their variables, can not be applied di-
rectly. To obtain the gradients, we have to be very careful
when handling the derivation of the intermediate functions,
especially those with matrices as their variables.
In order to compute the first-order derivatives, we devel-
oped our own machine learning-based technique. The com-
putational graph of this technique is depicted in Fig. 2. In
the computational graph, each node represents an intermedi-
ate function. In principle, the chain rule can be applied; thus,
it seems that we can compute the gradient by using the ex-
isting deep learning frameworks. However, those auto dif-
ferentiation tools embedded in the frameworks such as Py-
Torch [55] and TensorFlow [56] cannot harness our problem
due to the following two reasons: first, most of the tools only
deal with real numbers while in quantum physics we often
deal with complex numbers; second and the most important,
some of the intermediate functions in the computational graph
use matrices (or in physics, operators) as their variables, while
in the neural network, the variables are pure real numbers.
When applying differentiation to a matrix variable, due to the
chain rule, one has to be very careful since usually, a matrix
does not commute with its derivative. For example, even for
some simple conditions, the node v3 = H˜2 = v22 , the deriva-
4civ1,i = ci
H˜v2 =
P
v1,i(Ai   aiI)
H˜2v3 = v2 · v2
e H˜
2 v4 = e
 v3tr(e H˜
2
)v5 = tr v4
⇢v6 =
v4
v5
tr(Ai⇢)  aiv7,j = tr(Ajv6)  aj
P
(tr(Aj⇢)  aj)2v8 =
P
v27,j
tr(H˜⇢)v9 = tr(v2v6)
f
v10 = v8 + v9
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Figure 2. Computational graph. Each node represents a intermediate function with the label on its left. The arrows from lower nodes to
upper nodes represent the propagation of function while those for upper nodes to lower nodes represent the propagation of the derivatives.
tive ∂v3∂v1,k can not be simply considered as 2v2
∂v2
∂v1,k
because
[H˜, ∂H˜ck ] 6= 0. Instead, ∂v3∂v1,k = v2 ∂v2∂v1,k + ∂v2∂v1,k v2. There-
fore, based on the thoughts of automatic differentiation, we
developed a way to obtain the gradients. Details on how the
gradient is calculated, as well as the calculation of derivatives
of matrix exponential functions, are shown in Section B.
III. RESULTS
We remark that the fact a non-degenerate eigenstate |ψ〉 of
H is in fact the unique ground state of another Hamiltonian
H˜2 with eigenvalue zero, where H˜ =
∑
i ci(Ai − aiI). We
then show that it is then enough to reconstruct H using only
the information of ais.
Notice that since |ψ〉 is the unique ground state of a H˜2,
one can represent |ψ〉 in terms of ci based on its thermal form
|ψ〉〈ψ| = e
−βH˜2
tr(e−βH˜2)
≡ ρ(~c), (10)
for sufficiently large β. This reformulate the task of finding
the Hamiltonian H (i.e. to find ~c = (c1, c2, . . .)) as an uncon-
strained optimization problem of the target function
f(~c) = (tr(Aiρ(~c))− ai)2 + tr(H˜2ρ(~c)). (11)
The minimum value of f(~c) is obtained by the ~c correspond-
ing to H˜2 with |ψ〉 as the unique ground state. Our method
applies in the general case whenever Ais are known, to find
cis by only knowing ais.
Now, the problem becomes an unconstrained optimization
problem. For this unconstrained optimization problem of
f(~c), usually, the gradient-based algorithm is employed. For
better convergence, the algorithm requires the Hessian ma-
trix, which is the second-order derivative. Therefore, we have
obtained the first and second-order derivatives of the objec-
tive function, which is also a fundamental task in the training
tasks of machine learning. However, the function form of f(~c)
is rather complicated. Consequently, the derivatives of f(~c)
is hard to obtain. One of the commonly used algorithm for
unconstrained optimization problem is the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm matrix [50–53]. Instead
of deriving the Hessian matrix, this algorithm can approxi-
mate the Hessian Matrix without knowing the second-order
derivatives. However, we still have to calculate the first-order
derivatives (i.e., gradients).
The recent rapid progress of machine learning is not only
proved to be useful in various fields such as image identifi-
cation and natural language processing but also provided new
methods and tools in optimization. To obtain gradients for
hugely various neural networks and cost functions automati-
cally and easily, a technique called automatic differentiation is
5developed. This technique could be applied to many problems
which need calculation of gradients and is already embedded
in platforms such as TensorFlow and PyTorch. For our prob-
lem, due to the complexity of our objective function, these
tools cannot be directly applied. Here, we developed our own
methods for calculating the gradients based on this technique.
Gradient-based algorithms have a common obstacle that the
results might fall into local minimums. Therefore, we try dif-
ferent initial values attempting to find a global minimum. The
diagram of our approach is shown in Fig. 1. The detailed
description of our approach is discussed in the Methods sec-
tion Section II and the references therein.
A. General settings
We test our algorithm in three steps as follows. First, we
randomly generate severalAis and cis, hence the Hamiltonian
Hrd and its eigenstates. Second, for each Hamiltonian, we
randomly choose one eigenstate |ψ〉, therefore we have ai =
〈ψ|Ai|ψ〉 and ρ = |ψ〉〈ψ|. Hereby we can run our algorithm
to find the Hamiltonian Hal. Comparing Hal and Hrd, we
know whether the approach works. The algorithm has been
tested for two cases: Ai being the generic operator and local
operator.
To compare Hal and Hrd, we need a measure to charac-
terize the distance between these two Hamiltonians. We use
the following definition of fidelity [57] since the Hamiltonians
considered here do not include the term of all I thus might not
be positive semi-definite
f(Hal, Hrd) =
TrHalHrd√
TrH2al
√
TrH2rd
. (12)
Notice that if |ψ〉 is an eigenstate of H , it is also an eigenstate
of bH with b ∈ R. Our definition (eq. (12)) gives the same
result when all cis are multiplied by the same constant.
B. Results with general operators
When implementing our method on generic operators, we
randomly generate three Hermitian operators Ais and fix
them. We also create several real constants cis randomly, then
assemble Ais and cis into Hamiltonians
H = c1A1 + c2A2 + c3A3. (13)
After diagonalizing H , we choose one eigenvector |ψ〉 and
calculate the expectation values ai = 〈ψ|Ai|ψ〉.
For n-qubit systems, the dimension of H is d = 2n. We
tested the cases for n = 3, 4, 5 and 6. For each n, we gener-
ated 200 data points. Each test set is {ci, Ai, ai|i = 1, 2, 3},
where ci ∈ (0, 1) for i = 1, 2, 3 and Ais are randomly gener-
ated Hermitian matrices of dimension d = 2n [58]. With these
data,Hrd =
∑
i ciAi is obtained. DiagonalizingHrd and ran-
domly choosing one eigenvector |ψ〉, we obtain {a1, a2, a3}.
We show the results for applying our algorithm to all cases
in Fig. 3.
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Figure 3. Results for generic operators. Each dot represents the
fidelity f of a test data point. (a) . (b) 5 qubits. (c) 6 qubits. (d) 7
qubits.
We find that the final fidelities are larger than 99.8% for
all tested cases. Although the fidelity slightly decreases with
the increasing number of qubits, the lowest fidelity (7-qubit
case) is still higher than 99.8%. Because the eigenvector |ψ〉 is
randomly chosen, our method is not dependent on the energy
level of eigenstates.
C. Results with local operators
In this section, we report our results on the systems with a 2-
local interaction structure. We tested two different structures,
shown in Fig. 4(a) and Fig. 4(d). Each circle represents a qubit
on a lattice, and each line represents an interaction between
the connected two qubits.
The fully-connected 4-qubit system is showing in Fig. 4(a).
The Hamiltonian can be written as
H =
∑
1≤j,i≤4
∑
i<j
cijAij , (14)
where cijs are real parameters and Aijs are random generated
2-local operators.One eigenstate out of 16 is randomly chosen
as the state |ψ〉. Our algorithm has been tested on 800 such
Hamiltonians.
We also try the 7-qubit chain model shown in Fig. 4(d).
Similarly, we can write the Hamiltonian as
H =
∑
1≤i≤6
ci,i+1Ai,i+1, (15)
where ci,i+1s and Ai,i+1s are the parameters and 2-local in-
teractions. We randomly generated 40 such Hamiltonians and
applied our algorithm to them.
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Figure 4. Configurations and Results of tested local Hamiltonians (a) Structure of a four-qubit full connected lattice. (b) The fidelity f
between random 4-qubit 2-local Hamiltonians Hrd and Hamiltonian obtained in our algorithm Hal. (c) The fidelity distribution of 4-qubit
systems. (d) Structure of a 7-qubit chain lattice (e) The fidelity f between 7-qubit 2-local Hamiltonians Hrd and Hamiltonian estimation Hal
of our algorithm. (f) The fidelity distribution of our 7-qubit systems.
The results of these two 2-local Hamiltonians are shown
in Fig. 4. Our algorithm recovered Hamiltonians with high
fidelities for both cases. The average fidelity for our 4-qubit
(7-qubit) system is 99.99% (99.73%). As the dimension of the
system increases, the fidelity between Hrd and Hal is slightly
decreased. The histogram of the fidelities shows that, for most
data points, the fidelities are very close to 1. Our algorithm al-
most perfectly recovered these 2-local Hamiltonian from mea-
surement outcomes of a randomly picked eigenvector.
We examine the effectiveness of our algorithm according
to different eigenvectors of the same Hamiltonians. Fig. 5
demonstrates average fidelities between Hrd and Hal of 4-
qubit case by chosen different eigenvectors. These average fi-
delities are higher than 99.9% for all 16 eigenvectors. Hence,
the effectiveness of our algorithm is independent of energy
levels.
IV. DISCUSSION
In this work, we discuss the problem of reconstructing sys-
tem Hamiltonian H =
∑
i ciAi using only measurement data
ai = 〈ψ|Ai|ψ〉 of one eigenstate |ψ〉 of H by reformulating
the task as an unconstrained optimization problem of some
target function of cis. We numerically tested our method
for both randomly generated Ais and also the case that Ais
are random local operators. In both cases, we obtain good
fidelities of the reconstructed Hal. Our results are some-
what surprising: only local measurements on one eigenstate
are enough to determine the system Hamiltonian for generic
cases, no further assumption is needed.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Energy level of eigenstates
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Figure 5. The average fidelities f by applying our algorithm to
different energy levels of eigenstates of the 4-qubit case. The av-
erage fidelities for different energy levels of eigenstates are all higher
than 99.97%. As expected, our algorithm is effective for any eigen-
state.
We also remark that, in the sense that our method almost
perfectly recovered the Hamiltonian H , the information en-
coded in the Hamiltonian H , such as the eigenstate |ψ〉 itself
(though described exponentially many parameters in system
size) can also in principle be revealed. This builds a bridge
from our study to quantum tomography and other related top-
ics of local Hamiltonians. Empowered by traditional opti-
mization methods and machine learning techniques, our al-
gorithm could be applied in various quantum physics prob-
lems, such as quantum simulation, quantum lattice models,
adiabatic quantum computation, etc.
Our discussion also raises many new questions. For in-
stance, a straightforward one is whether other methods can
be used for the reconstruction problem, and their efficiency
7and stability compared to the method we have used in this
work. One may also wonder how the information of “being an
eigenstate" helps to determine a quantum state locally, which
is generically only the case for the ground state, and how this
information could be related to help quantum state tomogra-
phy in a more general setting.
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Appendix A: The value of β
It is easy to observe that H˜2 and H˜2β have the same eigen-
states structure. The constant β only contribute a constant
factor to the magnitude of eigenvalues, i.e., the eigenenergies
of the given system. Theoretically, a thermal state tends to the
ground state of the given Hamiltonian if and only if the tem-
perature is zero (or, for a numerical algorithm, close to zero),
which means β = 1kT goes to infinite. Numerically, the β
only needs to be a sufficiently large positive number.
Let us denote the i-th eigenvalue of H˜2β as Ei and the en-
ergy gaps as ∆i = Ei+1 − Ei. From the definition of H˜2β ,
the ground energy Eg = E1 is always 0. From our ex-
perience, during the optimization process, the eigenenergies,
as well as the energy gaps of the Hamiltonian, gets larger.
From Fig. 6(a), we can see the energy gaps grow as the opti-
mization goes. The corresponding β is a finite sufficient large
number.
One the other hand, we can also examine the probability of
the ground state of H˜2β as the iteration goes. This probability
can be expressed as
P (E = Eg) =
e−Eg
Tr e−H˜
2
β
Since the ground state of H˜2β always have zero energy, the
probability is
P (E = Eg) =
1
Tr e−H˜
2
β
.
The change of the probability P (E = Eg) with iterations is
shown in Fig. 6(b), from which we can see finally, the prob-
ability goes to 1, which means the thermal state form is (al-
most) ground state when β is a relatively large positive con-
stant.
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Figure 6. Behavior of H˜2β in optimization process. (a) Energy
spectrum of H˜2β . (b) The ground state probability distribution during
optimization
Appendix B: Calculation of the gradient of f(~c)
1. General method
The derivatives in the computational graph shown in Fig. 2
are listed in Table I. Here, due to the reason mentioned in the
main text, we use forward propagation to calculate the gra-
dients. In Table I, the derivative could be separated into the
following categories: 1. The variable(s) of the function is a
number. This corresponds to the simplest case, and the deriva-
tives could be obtained simply using chain rules. 2. The vari-
ables are matrices, but the function is the trace function tr.
The derivatives could be obtained by applying dtr(A)dx = tr
dA
dx .
Some functions take matrix as their variables but are still sim-
ple, i.e., v3 = v22 . In this case, one should be careful of the
commutators when dealing with it. 4. v4 = eH˜
2
, of which the
gradients are very hard to calculate, which will be discussed
in detail later.
2. Derivative of matrix exponentials
The derivative of function f(X) = exp(X(ck)) with ex-
pect to ck can be written as
∂eX(ck)
∂ck
=
∫ 1
0
eαX(ck)
∂X(ck)
∂ck
e(1−α)X(ck)dα, (B1)
9Node Function Derivative Type of variable(s) Type of function value
v2 v2 =
∑
ci(Ai − aiI) Ai − aiI number matrix
v3 v3 = v2 · v2 ∂v2v1,k H˜ + H˜
∂v2
v1,k
matrix matrix
v4 v4 = e
−v3 ∫ 1
0
eαv3 ∂v3
v1,k
e(1−α)v3dα matrix matrix
v5 v5 = trv4 tr( ∂v4v1,k ) matrix number
v6 v6 =
v4
v5
∂v4
v1,k
1
v5
− v4
v25
∂v5
∂v1,k
matrix & number matrix
v7 v7, j = tr(Ajv6)− aj tr(Aj ∂v6∂v1,k ) matrix number
v8 v8 =
∑
v27,j 2v7,j
∂v7,j
∂v1,i
number number
v9 v9 = tr(v3v6) tr( ∂v3∂v1,i v6 + v3
∂v6
∂v1,i
) matrix number
v10 v10 = v8 + v9
∂v8
∂v1,i
+ ∂v9
∂v1,i
number number
Table I. The types of the variables and values of the intermediate functions.
where, in our cases, X(ck) = −H˜(ck)2 = −v3. Gener-
ally, the commutator [X, ∂X∂ck ] 6= 0. Therefore, the integra-
tion Eq. (B1) can not be simply calculated. In Ref. [25], the
authors simply approximate the integration using the value of
the upper and lower limits, which, for our experience, does
not work. Here, we introduce a new way to calculate it. Let
A(β) =
∂eX(ck)
∂ck
=
∫ β
0
eαX(ck)
∂X(ck)
∂ck
e−αX(ck)dα,
(B2)
B(β) = e−βX(ck)A(β), (B3)
and
C(β) = e−βX(ck). (B4)
Note that A(1) = B(1) exp[X(ck)]. It can be derived that
d
dβ
B(β)
C(β)
 =
−X(ck) ∂X(ck)∂ck
0 −X(ck)
B(β)
C(β)
 . (B5)
Let
G =
−X(ck) ∂X(ck)∂ck
0 −X(ck)
 , (B6)
The derivative equation (B5) can be solved asB(1)
C(1)
 = eG
B(0)
C(0)
 , (B7)
where B(0) is a matrix with all entries 0 and C(0) is the iden-
tity matrix. With B(1), we can obtain A(1), hence the inte-
gration Eq. (B1).
