Abstract-We develop space-time adaptive processing (STAP) methods by leveraging the advantages of sparse signal processing techniques in order to detect a slowly-moving target. We observe that the inherent sparse characteristics of a STAP problem can be formulated as the low-rankness of clutter covariance matrix when compared to the total adaptive degrees-of-freedom, and also as the sparse interference spectrum on the spatio-temporal domain. By exploiting these sparse properties, we propose two approaches for estimating the interference covariance matrix. In the first approach, we consider a constrained matrix rank minimization problem (RMP) to decompose the sample covariance matrix into a low-rank positive semidefinite and a diagonal matrix. The solution of RMP is obtained by applying the trace minimization technique and the singular value decomposition with matrix shrinkage operator. Our second approach deals with the atomic norm minimization problem to recover the clutter response-vector that has a sparse support on the spatio-temporal plane. We use convex relaxation based standard sparse-recovery techniques to find the solutions. With extensive numerical examples, we demonstrate the performances of proposed STAP approaches with respect to both the ideal and practical scenarios, involving Doppler-ambiguous clutter ridges, spatial and temporal decorrelation effects. The low-rank matrix decomposition based solution requires secondary measurements as many as twice the clutter rank to attain a near-ideal STAP performance; whereas the spatio-temporal sparsity based approach needs a considerably small number of secondary data.
I. INTRODUCTION
T HE problem of detecting slowly-moving targets using airborne radars, particularly in the presence of background clutter and hostile electronic countermeasures or jamming, has led to the development of the space-time adaptive processing (STAP) algorithms in the radar community. Since the publication of a seminal paper by Brennan and Reed [1] , the STAP techniques have been extensively researched and well-documented in the literature over the last few decades [2] - [6] ; interested readers can refer to [7] - [9] and references therein for a comprehensive survey of different STAP methodologies.
Conventionally, STAP involves the design of a two-dimensional spatio-temporal adaptive filter in order to cancel out the interference effects from the measurements of the primary range gate (also commonly known as the cell-under-test (CUT)) that contains a target. Assuming that the secondary range gates adjacent to the CUT are target-free and have the same statistical characteristics of the interference returns as in the CUT [2] , they are used to estimate the interference covariance matrix required for the computation of the STAP filter weights. The estimation accuracy of the interference covariance matrix, and consequently the effectiveness of the STAP filter, depends on the number of homogeneous secondary measurements used (given by the RMB rule) [10] . Unfortunately, in a fully-adaptive STAP, the number of required secondary measurements are so large that they do not satisfy the essential homogeneity property due to the intrinsic nonstationarity of the interference statistics.
To overcome such practical limitations, several partially-adaptive STAP algorithms are proposed based on the assumption that the dominant interferences are confined within a low-dimensional subspace. In general, these methods transform the STAP filtering process from its original high-dimensional space to a lower-dimensional subspace by various rank-reduction techniques based on the eigen-decomposition of the interference covariance matrix [11] - [13] . The data-dependent rank-reduction algorithms, such as the principal components (PC) [14] , [15] , relative importance of eigenbeam (RIE) [6, Ch. 5] , cross-spectral metric (CSM) [16] , parametric adaptive matched filter (PAMF) [17] , [18] , and multistage Wiener filter (MWF) [19] , are shown in [20] to provide improved STAP performance at the expense of higher computational cost when compared with the data-independent methods, such as the joint-domain localization (JDL) [9] , [21] .
Recently, knowledge-aided (KA) or knowledge-based (KB) STAP algorithms [22] - [27] , which assume the availability of some a-priori knowledge about the environment, are also gaining interests. These a-priori information are generally obtained from other sensors/systems, such as the global position system (GPS), digital elevation maps, land cover database, and previous scanning data [9] , [28] . Additionally, to deal with the nonstationary interference returns, algorithms in [29] , [30] utilize the measurements exclusively from the CUT.
While the radar community continued the development of these various partially-adaptive and KA/KB STAP methods, over the last decade, the signal processing community has witnessed an epic emergence and growth of the sparsity-based and compressive sensing (CS) techniques that exploit low dimensional signal structures, for example, the sparseness for vectors [31] - [33] , low-rankness for matrices [34] - [36] , and low-dimensional manifold structures [37] , [38] . In addition to many diverse fields, such as sensor arrays, communication, seismology, medical imaging, image processing, computer vision, and so on, the sparsity-based algorithms are used also in different radar applications, including the moving target indication (MTI) and STAP problems [39] - [55] . The core idea has been to formulate sparse-representations of the target (and interference) responses in some specific domains, and to employ sparse-recovery algorithms for estimating the original target (and interference) characteristics by utilizing only a small number of linear measurements.
In this work, from the sparse signal processing perspective, we present a renewed description of the STAP algorithm in order to exploit the intrinsic sparse nature of the problem. Specifically, we address the STAP filter design problem for a sidelooking radar system [5, Ch. 2] that employs a uniformly-spaced linear array (ULA) antenna and a fixed pulse repetition interval (PRI) for signal transmission. We also assume the availability of a set of homogeneous secondary measurements that bear the same statistical properties of the interference returns as in the CUT. In such a framework, the problem essentially reduces to an accurate estimation of the unknown interference covariance matrix and to an efficient inversion of the estimated covariance matrix. Here, we particularly focus on the first issue of obtaining a good estimate of the interference covariance matrix. By leveraging the low-rank and sparse-structure of the problem, we propose two different approaches that intend to use a considerably small number of secondary data for estimating the interference covariance matrix, and consequently for producing nearly optimum STAP performance. Additionally, in contrast to the other sparsity-based STAP approaches that mostly analyze with respect to the ideal setup, we characterize the performances of our approaches with respect to various practical scenarios, involving multiple values of Doppler foldover factor (resulting in Doppler-unambiguous and Doppler-ambiguous clutter ridges), spatial decorrelation originating due to the array-calibration errors, and temporal decorrelation caused by the intrinsic clutter motion (ICM).
In our first approach, we utilize the fact that the rank of the clutter covariance matrix (generally given by Brennan's rule [56] ) is much smaller than the total adaptive degrees-of-freedom (DoFs). Traditional partially-adaptive STAP methods use this concept by applying eigen-decomposition on the sample covariance matrix. We, however, aim to construct a low-rank clutter covariance matrix from the convex optimization perspective. Hence, mathematically we formulate a constrained matrix rank minimization problem (RMP) [34] , [35] that decomposes the sample covariance matrix into a sum of a low-rank positive-semidefinite matrix and a diagonal matrix (which corresponds to the covariance matrix of the thermal noise). It is to be noted here that our RMP formulation is different than the other approaches that apply the low-rankness as a specific constraint to the optimization problem [57] .
The RMPs arise in various applications, such as system identification, optimal control, signal processing, finance, etc. [34] , [58] . In general, these problems are NP-hard [59] , [60] , and in many instances no global solution can be found in polynomial time using, for example, singular value decomposition (SVD) or convex optimization [34] . However, as described in [61] , [62] , when we want to minimize the rank of a positive-semidefinite matrix (which is pertinent to STAP filter design), we can easily solve the corresponding trace minimization problem (TMP), because it is convex and can be cast as a semidefinite program (SDP). From the second-order statistical data analysis terminology, this minimum trace based matrix decomposition approach is also referred to as the minimum trace factor analysis (MTFA) [63] . Following the analysis of [62] , we present the condition for the existence and uniqueness of the optimal solution of TMP in terms of the coherence measure of the column space of the clutter covariance matrix. We show that, for a sidelooking STAP radar with a well-calibrated ULA and fixed PRI, a unique matrix decomposition cannot be obtained by solving the TMP. Additionally, we demonstrate that similar STAP performances are found by solving a matrix-equivalent of LASSO estimation problem [36] . This alternative approach provides us a closed-form analytical solution that performs SVD with matrix shrinkage operator (MSO) [64] - [66] on the sample covariance matrix.
Our second approach considers the target and interference spectra to be present only at a small number of spatio-temporal frequencies out of all the possible ones on the entire spatio-temporal plane; this is similar to the method used in other sparsitybased STAP techniques [39] - [41] , [43] - [46] , [48] - [50] , [52] , [54] , [55] . It is important to mention here that in spite of both the spatial and temporal frequencies being continuously varying parameters, the superiority of sparse signal processing can still be availed by just discretizing the spatio-temporal plane into a finite number of spatio-temporal frequency grids [67] . Then, the sparse nature of the target and interference spectra on this spatiotemporal grid structure is exploited by the standard sparse-recovery techniques to produce an estimate of the clutter covariance matrix. In particular, our procedure involves two steps: (i) we estimate the clutter response from the secondary measurements by applying a sparse-recovery algorithm (LASSO estimator [68] ), and (ii) compute the clutter covariance matrix based on the known sparse measurement matrix and the sparsely-recovered clutter estimate. One additional benefit of this approach is that the estimated clutter support provides the necessary information to form a masking matrix [43] , which is used in the sparse-recovery of target response from the primary gate measurements, and thus we can avoid the explicit estimation and inversion of the interference covariance matrix.
To demonstrate the STAP performance obtained by employing the low-rank matrix decomposition and spatio-temporal sparsity frameworks, we present several numerical examples. We analyze the performance in terms of the signal-to-interference-plus-noise ratio (SINR) loss measure and the receiver operating characteristics (ROC), and make comparative characterizations with respect to the ideal and the sample matrix inversion (SMI) STAP techniques. Additionally, performances of the low-rank matrix decomposition techniques are compared with those of the PC-STAP and MWF-STAP approaches, and the LASSO estimator based spatio-temporal sparse STAP performances are compared with the orthogonal matching pursuit (OMP) and iterative shrinkage/thresholding (IST) based sparse STAP performances.
Both the low-rank based algorithms TMP and MSO show similar STAP performances; in an ideal setup with Doppler-unambiguous clutter ridge, they attain near-optimum performances when the number of secondary measurements is of the order of twice the clutter rank, which is similar to the other conventional partially-adaptive STAP techniques. The required number of secondary data further increases when scenarios with the Doppler-ambiguous clutter ridges and spatial/temporal decorrelation effects are considered. Alternatively, the spatio-temporal sparsity-based STAP approach yields near-optimum performances by utilizing a significantly small number of secondary measurements. For example, only two secondary data are found to be enough in an ideal setup with Doppler-unambiguous clutter ridge; whereas in the presence of other non-ideal factors a few more secondary data is required.
The rest of the paper is organized as follows. In Section II, we succinctly review the STAP fundamentals encompassing the descriptions of the target and interference models, statistical assumptions, filter design, and spatial and temporal decorrelation models. Our proposed approaches are presented in Section III, including the problem statement and solution method for the rank minimization technique, followed by the same for the sparsity-based algorithm. We discuss the numerical results in Section IV. Conclusions and possible future work are given in Section V.
II. OVERVIEW OF STAP FUNDAMENTALS
In this section, we briefly present an overview on the STAP fundamentals. We consider a sidelooking STAP radar system residing on an airborne platform [5, Ch. 2], and having an -element ULA with inter-element spacing . The platform is flying with a constant velocity . A unit vector pointing towards a patch on the ground at the direction is expressed as , where , , and are the unit vectors of the Cartesian co-ordinate system. Target Model-We consider that the target is at a far-field distance and along a direction , and is moving with velocity . The distance corresponds to a roundtrip delay , where is the speed of propagation. Then, the complex envelope of the measurements collected over pulse repetition periods at the primary range gate (CUT) is (1) where is the target-scattering coefficient; is an space-time steering vector with and representing the Doppler (or temporal) and spatial steering vectors, respectively; and is the interference vector at the CUT. Here, the normalized spatial and Doppler frequencies are respectively defined as and , where is the carrier frequency; is the inter-element time delay;
is the relative Doppler shift; and is the PRI. In (1), subscript ' ' suggests the primary range gate measurements.
Interference Model-The interference vector contains not only the thermal noise, but also the clutter returns due to the ground reflections from all the azimuth directions. Due to the platform velocity , this ground clutter is spread in both the angle and Doppler frequency. Ignoring the effects of any ambiguous range gates and noticing that the target and clutter returns are affected in a similar way by the radar transmission, we represent the interference vector at the CUT as (2) where is the number of clutter patches evenly distributed in azimuth angles ; is the clutter returns and are the normalized spatial and Doppler frequencies of the th clutter patch; and is the additive thermal noise component. In the matrix-vector notation, is an space-time steering matrix, and is an vector. In some scenarios, includes also the noise-like jamming signals from certain spatial directions.
Detection Test-Given the measurements , the detection problem is to choose between the null (target-free) and the alternate (target-present) hypotheses. Typically, however, a set of target-free training or secondary measurements, , is also available from the range gates adjacent to the CUT. Here, we use subscript ' ' to explicitly denote the secondary measurements, and is the number of secondary range gates considered. Therefore, the overall detection problem is given as (3) where the interference measurements from the secondary range gates are expressed as (similar to (2)) for . Statistical Assumptions-We consider the target as a Rayleigh fluctuating target with power . On the other hand, assuming a homogeneous scenario, the clutter returns from all the secondary and the primary range gates are considered to circularly symmetric zero-mean complex Gaussian process with an unknown covariance matrix , where is the clutter covariance matrix of the th patch. The noise components of both the primary and secondary data are represented as another circularly-symmetric, zero-mean complex Gaussian process with covariance matrix . Assuming mutual uncorrelatedness between the clutter and noise components, the overall interference covariance matrix is . STAP Filter Design-STAP is linear filter having weights , and it yields a scalar output when operated with the received primary data. Design of is carried out in order to maximize the output SINR, defined as [10] (4) Now, the equality is satisfied when the optimal STAP filter weight is . Moreover, under the Gaussian interference assumption, the maximization of SINR is equivalent to maximizing the probability of detection for a specified probability of false alarm as
In addition to characterizing and , the STAP filter performance is also analyzed in terms of the SINR-loss metric, which compares the interference-limited performance to the interference-free (noise-limited) performance [2] : (6) Spatial and Temporal Decorrelation Models-There are many real-world effects, such as the spatial decorrelation (channel mismatch), temporal decorrelation (ICM), antenna array misalignment, that cause performance degradation to the idealistic STAP formulation discussed so far [6, Ch. 4] , [69] . The channel mismatch occurs (and is ever-present) due to the array calibration errors associated with element positioning, pattern differences, etc. Various natural environmental variations, such as wind blowing over foliage, motion of ocean waves, induce pulse-to-pulse fluctuations in clutter reflectivity, which is commonly referred to as ICM. Additionally, there are errors because of aircraft crabbing that results in a misalignment between the ULA axis and the direction of motion.
In general, the combined effect of the spatial and temporal decorrelations (with an angle-independent assumption) is modeled as a Hadamard product of a unitary modulo 'tapering' of the clutter responses: (7) where is an random vector representing spatial decorrelation, and is an temporal decorrelation random vector. Considering and to be uncorrelated with , the modified clutter covariance matrix is given by , where and . The representation of spatial-only decorrelation is made with and , where the amplitude and phase errors can be assumed to be uniformly distributed respectively having the following pdfs [6, Ch. 4]:
and for otherwise (9) The temporal-only decorrelation for a water scenario can be constructed with and , where the temporal autocorrelation of the fluctuations have a Gaussian shape [2] : (10) with representing the variance of the clutter spectral spread. Additionally, in a land scenario, Billingsley model [70] can be used to describe the temporal decorrelation.
III. PROPOSED APPROACHES From the descriptions of the previous section, we understand that the problem of a STAP filter design requires an accurate estimation of the unknown interference covariance matrix using the secondary measurements . Now, it is shown in [10] that, with the availability of homogeneous secondary data, the sample covariance matrix provides a good estimate of , and achieves an SINR-loss within 3 dB of the optimum at the STAP filter output. However, in practice, those many secondary homogeneous data might not be available due to the intrinsic nonstationarity of the interference statistics. To overcome this practical difficulty of obtaining a large number of secondary measurements, in this section, we present two different approaches that exploit the inherent sparse characteristics of the interference formulation in order to accurately estimate .
A. Approach I: Low-Rank Matrix Decomposition
The rank of the clutter covariance matrix informs us regarding the severity of the clutter scenario, and indicates also the number of DoFs required to obtain an effective clutter cancelation. For a sidelooking STAP radar with a well-calibrated ULA and fixed PRI, the rank of the clutter covariance matrix is approximately given by Brennan's rule [56] :
, where is the Doppler foldover factor, and denotes rounding to the nearest smaller integer. Usually,
, and therefore when we compute the spectral decomposition of , only eigenvalues show significantly larger magnitudes than the rest. Fig. 1 
, and we observe a sharp cutoff of the eigenspectra. For a noninteger , Brennan's rule only provides an approximation of , and the eigenspectra falls off gradually. Therefore, we seek to exploit this low-rank structure of the clutter covariance matrix in our first approach.
1) Problem Statement:
We cast the problem as the well-studied additive matrix decomposition problem in which the sample covariance matrix would be decomposed into a sum of a low-rank positive-semidefinite matrix and a diagonal matrix. Mathematically, we try to compute , where and are evaluated by solving the RMP as (11) If was a diagonal matrix, then the objective function of (11) could be written as , where represents a vector with the diagonal entries (also the eigenvalues) of , and the optimization problem would look for the sparsest form of . Therefore, in general, rank of a matrix can be interpreted as the cardinality of the support set of the vector that contains the eigenvalues [61] .
2) Solution Method: The RMP formulated in (11) cannot be solved directly as the rank function is nonconvex and discontinuous. To make the problem convex, we replace the rank function with the trace function in the objective and solve the TMP as (12) Since rank function counts the number of nonzero eigenvalues and trace function computes the sum of eigenvalues, they are respectively analogous to the and norms of the sparse signal recovery analysis. Now, (12) can be easily rewritten as an equivalent SDP [35] , [66] : (13) There are many efficient SDP solvers, such as SeDuMi [71] and SDPT3 [72] , available to solve this type of problem.
It is shown in [62] that an optimum solution of (12) with depends only on the column space of . Denoting as the orthogonal projection onto the subspace , we define the coherence measure of as [62, Def. 4 
.1] (14)
This coherence measure plays an important role in the low-rank matrix completion analysis. In general, we have , where the lower bound is achieved by an incoherent subspace (for example, a subspace spanned by columns of an orthogonal Hadamard matrix), and the upper bound is attained by a subspace that contains a standard basis vector [73] . Then, we state the following condition:
Condition 1: [62, Th. 4.2] A sufficient condition for a subspace to be realizable, and consequently a sufficient condition on to be recoverable by solving (12) , is given by a coherence-threshold condition . On the other hand, a subspace with is not realizable. We mention here that (12) belongs to a more general class of matrix decomposition problems involving a low-rank and a sparse matrix, because the diagonal noise covariance matrix can always be considered as a sparse matrix. A sufficient condition for a unique optimum decomposition in such a general framework is given as [73] , where is the square root of the coherence measure of column space of , and is the maximum number of nonzero entries per row/column of .
In particular, for a sidelooking STAP radar with a well-calibrated ULA and fixed PRI, the clutter subspace can be approximated by a subspace generated by a set of space-time vectors [54] (15) for . Alternatively, since , we can apply the Gram-Schmidt orthogonalization method on . Therefore, from the expression of or we understand that the sufficient condition on the coherence threshold of the clutter subspace is not satisfied, and as a consequence, we cannot get a unique matrix decomposition by solving (12) .
3) Alternative Approach Based on Matrix Shrinkage Operator (MSO):
Instead of looking for a matrix decomposition problem of (12) , where the sample covariance matrix is partitioned into a positive-semidefinite clutter covariance matrix with the minimum trace value and a diagonal noise covariance matrix, we can attempt to construct only the clutter covariance matrix in a clutter-dominant scenario as follows: (16) Observing similarity with the single-dimensional vector version of the LASSO algorithm, we see that (16) corresponds to the matrix LASSO (mLASSO) estimator [36] . The motivation behind the choice of this alternative approach is that we have a closed-form expression for the solution of (16) . Therefore, MSO applies a soft-threshold on the singular values of . For a particular choice of , if many of the singular values of happen to be smaller than , then of (17) would be a low-rank representation of the clutter covariance matrix. Subsequently, an estimate of the overall interference covariance matrix is given by , where is a positive constant.
B. Approach II: Spatio-Temporal Sparse Recovery
Our second approach is build upon the atomic norm minimization problem in order to exploit the inherent sparsity of the clutter spectrum on the spatio-temporal domain (see Fig. 2 ). From the clutter measurement model , we understand that the secondary range gate STAP measurements are completely characterized by their space-time steering vectors , which depend on two parameters and . Even though these two parameters vary continuously with and , based on the theoretical results of [67] , we discretize the spatio-temporal domain into grid points, where and are the number of grids along the spatial and temporal axes respectively. Thus, we construct a finite dictionary (or, the sparse measurement matrix) of dimension as . The corresponding vector with sparsity level can then be expressed as if and otherwise,
where , , and . This implies that a nonzero content at the th index in would suggest the physical presence of a scatterer at a specific spatio-temporal frequency . As a consequence, the equivalent sparse representation of the secondary range gate measurement is given as for .
1) Problem Statement:
Using the sparse measurement matrix and the secondary measurements, our first task is to recover the sparsest solution of , which is given in terms of an -minimization problem as (19) for . Once we have , we estimate the clutter covariance matrix as (20) where is the nonzero support-set of the estimated clutter response from the th secondary data, and . Next, the estimate of the overall interference covariance matrix is obtained as , where is a positive constant. 2) Solution Method: Analogous to the RMP, -minimization problem is also NP-hard. However, under certain conditions [32] , [74] , we can apply the convex relaxation methods in which the norm is replaced by the norm that remains a measure of sparsity while being a convex function. Three most renowned convex relaxation methods are the basis pursuit (BP) [75] , the Dantzig selector (DS) [76] , and the LASSO estimator [68] . The BP algorithm minimizes the norm subject to bounded noise constraint: (21) The DS technique recovers the sparsest vector when the linear measurements are corrupted by unbounded noise: (22) The LASSO estimator solves the following optimization problem: (23) Here, and are the tuning parameters, and and are the noise levels. All these three optimization problems can be efficiently solved using SDPs.
IV. NUMERICAL RESULTS
In this section, we present the results of several numerical examples to illustrate the STAP performance obtained by utilizing the low-rank matrix decomposition and spatio-temporal sparsity frameworks. First, we provide a description of the simulation setup and then discuss different numerical results.
Radar parameters-We considered a radar moving with a speed of 100 m/s. It used a linear array with sensor elements and a coherent processing interval (CPI) having temporal pulses to collect the spatio-temporal measurements. The transmitted waveform had the following parameters: carrier frequency , bandwidth , pulse width , and PRI was chosen differently to simulate various values of Doppler foldover factor .
Interference and target parameters-We modeled the thermal noise covariance matrix as with a known value of . The clutter responses were assumed to be equally spaced in azimuth angles with over the entire range gate. We simulated the clutter responses of each patch from an independent complex Gaussian distribution , and scaled to satisfy the required clutter-to-noise ratio (CNR), defined as . For all the results presented in this section, we kept the CNR fixed at 40 dB. The spatial decorrelation effects were incorporated by using (8), (9) with and , and for the temporal decorrelation we used (10) with . The target was simulated with the normalized spatio-temporal frequency values and . The scattering coefficients of the target are realized from a complex Gaussian distribution . To satisfy a specific signal-to-noise ratio (SNR) condition, the target scattering coefficients were further scaled to satisfy ; in the simulations, we considered . Simulation parameters-Both the approaches, that were respectively build upon to exploit the low-rank clutter covariance and spatio-temporal sparse spectrum, were implemented using CVX [77] . The TMP was simulated with the various sample covariance matrices that were constructed from different number of secondary measurements . Only the estimated clutter covariance portion of the solution of (12) was used to compute with . The same sample covariance matrices were also used in the MSO framework to perform their SVDs, and subsequently to compute with and with . The spatio-temporal sparsity-based problem was solved following the LASSO formulation of (23) after constructing the dictionary matrix with grid points by equally partitioning the azimuth angle with an interval of 1 . In this method, the LASSO estimator operated separately on each secondary data , and then used the recovered clutter responses to construct according to (20) . The results presented in this section represent the average performance characteristics of these algorithmic steps over 50 independent Monte Carlo runs. For the comparison purpose, we include the STAP performances of the optimal STAP filter, SMI formulation with secondary data, PC-STAP with the number of eigenvalues specified by Brennan's rule, MWF-STAP with rank equals to 10, and OMP-STAP and IST-STAP with the stopping criteria on the residual norm to be 0.01.
A. Results of Approach I
Figs. 3-7 demonstrate the STAP results in terms of the interference eigenspectra, SINR-loss, and receiver operating characteristics (ROC) for the various simulated scenarios. In Fig. 3 , we kept the Doppler foldover factor . The low-rank property of the clutter covariance matrix is clearly evident from the eigenspectra of the original and in Fig. 3(a) . When the number of secondary measurements , both the TMP and MSO algorithms failed to estimate all the eigenvalues of the clutter covariance matrix. As a result, we observe poorer SINR-loss and ROC performances respectively in Figs. 3(b) and 3(c). Fig. 3 (a) also shows that due to the soft-thresholding or shrinkage operation all the smaller eigenvalues of remained at zero in the MSO method, but in the TMP method we observe tiny, nonzero values for the nondominant eigenvalues.
When the number of secondary measurements were increased to , which is slightly greater than , we notice from Fig. 3(a) that both the TMP and MSO methods reasonably estimated the stronger eigenvalues. In the MSO case, we found only nonzero eigenvalues; however, the TMP approach yielded medium-magnitude eigenvalues in addition to the other strong and tiny eigenvalues. Observing this particular trend of the TMP algorithm at a still larger value, we understood that the low-rank clutter covariance matrix portion of the TMP solution actually tried to furnish an estimate of the total interference covariance matrix . The corresponding SINR-loss and ROC performances in Figs. 3(b) and 3(c) suggest that both the TMP and MSO approaches have similar STAP performances, and they attained near-optimal performances only when , which is shown only for the TMP cases just for the sake of a cleaner graphical representation.
Figs. 4 and 5 show the similar results respectively for and 2.67. From the plots of the eigenspectra, we can clearly see that the Brennan's rank rule does not hold any longer as more eigenvalues than predicted by Brennan's rule show significant magnitudes. Consequently, more secondary measurements were required to properly estimate the significant interference eigenvalues. For example, from Fig. 4(a) we see that, at , at least measurements were required by the TMP method to approximately estimate the significant eigenvalues; however, those many secondary measurements were found to be insufficient at , as shown in Fig. 5(a) . The effect of increasing the value on SINR-loss performance is manifested by widening of the mainbeam clutter notch, which implies that more DoFs are required for the clutter cancelation. Evidently, Figs. 4(b) and 5(b) depict that, with secondary data, the TMP algorithm performed a little bit better than (similar to) the conventional SMI method when . Similar inferences can also be deduced from the associated ROC plots. The effects of spatial and temporal decorrelation on the performance of STAP designed by the TMP and MSO techniques are demonstrated in Figs. 6 and 7 respectively. In both the decorrelation cases the rank of the original increased significantly. The SINR-loss performance also showed a much wider mainbeam clutter notch and a smaller maximum value when compared with the ideal scenario without any decorrelation. Therefore, STAP performances obtained via the TMP, MSO, and SMI algorithms in the presence of spatial and temporal decorrelations were quite poorer than their counterparts when no decorrelation was considered.
In Fig. 8 we compare the STAP performances of the low-rank matrix decomposition based approaches with the PC-STAP and MWF-STAP methods in terms of the SINR-loss measure. When and no decorrelation is present, all the methods showed approximately similar performances, as shown in Fig. 8(a) .
However, in the non-ideal scenarios (i.e., when and spatial/temporal decorrelation is present), PC-STAP in general had poorer performances than the others. In scenarios with and 2.67 but no decorrelation, low-rank matrix decomposition based STAP techniques performed better than MWF-STAP. On the other hand, when with temporal decorrelation, MWF-STAP demonstrated a narrower mainbeam clutter notch than the low-rank matrix decomposition based STAP methods.
The computational time of these low-rank STAP techniques are shown in Fig. 9 for different values of the product of and would be more preferable than TMP-STAP considering both the computational complexity and STAP performance. Although the total computational time of the TMP-STAP increased, its convergence rate was found to be independent of the values, as depicted in Fig. 10 . For all four different choices of , we observed convergence within 5 iterations along with the very similar convergence profiles, which are represented in terms of 
B. Results of Approach II
Figs. 11-15 demonstrate the STAP performance obtained by solving the spatio-temporal sparsity based approach. The results of Fig. 11 corresponds to the scenario. The spectrum of the estimated clutter response derived using a set of secondary measurements is shown in Fig. 11(a) . We can clearly observe the diagonal clutter ridge of the estimated spectrum along with extremely few nonzero off-diagonal elements. It is to be noted here that because of the inherent randomness of the clutter returns the estimated spectrum would look different when computed from a different set of secondary data. From the SINR-loss results of Fig. 11(b) , it is clearly evident that we achieve a near-ideal performance by using only or more secondary measurements. Similar near-optimum ROC performances with or 4 are also noticeable in Fig. 11(c) . The spatio-temporal sparsity-based STAP performance at and 2.67 are demonstrated in Figs. 12 and 13 respectively. The plots of estimated clutter spectra in Figs. 12(a) and 13(a) with secondary data indicate reasonably good estimates of the Doppler-ambiguous clutter ridges. The SINR-loss performances in Figs. 12(b) and 13(b) show again that a significantly small number of secondary measurements (e.g., or 6) is enough to produce the near-optimum results. However, one thing that needs to be critically looked into is the mainbeam clutter notch. Even though the SINR-loss measures with or 6 were better than that of the SMI at larger value of the normalized Doppler frequency, they showed a wider clutter notch at the smaller normalized Doppler frequency. This can reduce the detectability of a slowly moving target. For example, ROC plot of Fig. 13(c) depicts that the sparsity-based STAP had slightly poorer detection probability than that of the SMI at the chosen target parameters.
Figs. 14 and 15 demonstrate the spatio-temporal sparsity based STAP performance in the presence of spatial and Doppler decorrelations respectively. The estimated clutter spectra in Figs. 14(a) and 15(a) still showed a prominent diagonal ridge characteristics, but with some tri-diagonal nonzero entries particularly near the mainbeam clutter (more pronounced in the temporal decorrelation case). The associated SINR-loss and ROC plots confirm again that an extremely small number of secondary data was required to produce near-optimum performances. We mention here that the dictionary used in the LASSO estimator does not incorporate any knowledge of the spatial/temporal decorrelation. Therefore, there is a model mismatch between the actual measurements and their sparse representations. As a consequence of that the STAP performance, in the presence of spatial/temporal decorrelation, deteriorate slightly when we combine a large number of secondary measurements (e.g., ). In Fig. 16 we compare the STAP performances of the LASSO estimator based sparse STAP with the OMP-STAP and IST-STAP techniques in terms of the SINR-loss measure. In general, LASSO-STAP outperformed both the OMP-STAP and IST-STAP in all the different scenarios considered here; particularly when and no spatial/temporal decorrelation is present, OMP-STAP and IST-STAP had considerably poorer SINR-loss performances than the LASSO-STAP with the same number of secondary measurements. In scenarios with and spatial/temporal decorrelation, OMP-STAP achieved a higher maximum SINR-loss measure than the LASSO-STAP at the larger normalized Doppler frequency values; however, it had a wider mainbeam clutter notch at the smaller normalized Doppler frequency.
We also analyzed the performance of the LASSO estimator based sparse STAP method when the actual spatio-temporal frequencies do not fall onto the chosen grid points , and the corresponding results are shown in Fig. 17 . In this simulation, we kept the earlier dictionary matrix with grid points (obtained from 1 spacing of azimuth angles), which resulted into a 0% offgrid scenario as it encompassed all the true spatio-temporal frequencies. Additionally, we simulated 50% and 67% offgrid scenarios by respectively partitioning the azimuth angles in 1.33 and 1.5 intervals (i.e., dictionary matrices respectively had and grid points). In general, as the amount of offgrid spatio-temporal frequencies increased, the STAP performances deteriorated. However, we notice from Fig. 17(a) that even with 50% offgrid parameters the LASSSO-STAP produced 5 dB of SINR-loss measure when only secondary measurements were used. In other scenarios (Figs. 17(b)-17(e) ), the SINR-loss measure with 50% offgrid frequencies reduced by only 2-5 dB from the corresponding values with no offgrid parameters.
V. CONCLUSIONS In this paper, we addressed the problem of detecting a slowlymoving target by employing a space-time adaptive processing (STAP) radar that was constructed from the sparse signal processing perspective. Specifically, we designed the STAP filter weights for a sidelooking STAP radar (with an linear array antenna and a fixed pulse repetition interval) using the available homogeneous secondary measurements. We observed that, in such a problem formulation, the sparse structure appeared as the low-rankness of clutter covariance matrix in comparison to the total adaptive degrees-of-freedom, and also as the sparse interference spectrum on the spatio-temporal domain. To exploit these sparse characteristics, we proposed two approaches for estimating the interference covariance matrix: (i) by solving a constrained matrix rank minimization problem to obtain the low-rank clutter covariance matrix from the sample covariance matrix, and (ii) by applying the sparse estimation technique on the secondary measurements to recover the clutter response that had a sparse support on the spatio-temporal plane. We presented two solution methods for the first approach based on the trace minimization problem (TMP) and the singular value decompo-sition with matrix shrinkage operator (MSO). The second approach was solved by a standard sparse-recovery technique with convex relaxation methods (e.g., LASSO estimator). We presented several numerical examples to illustrate the performances of the proposed STAP approaches in terms of the SINR-loss and receiver operating characteristics. In addition to the ideal STAP scenario, we considered various other practical scenarios, such as the Doppler-ambiguous clutter ridges, spatial/temporal decorrelation effects, to characterize the performances of our approaches. The low-rank solutions based on the TMP and MSO showed similar STAP performances, and they required secondary measurements as many as twice the clutter rank to achieve the near-ideal behavior under the Doppler-unambiguous clutter. Presence of Doppler-ambiguous clutter and spatial/temporal decorrelation factors necessitated more secondary data. On the other hand, a considerably small number of secondary measurements was needed to produce a near-optimum STAP performance when we used the spatio-temporal sparse recovery based approach.
In our future work, we will continue to explore the low-rank matrix decomposition based STAP design approach with the aim to further reduce the number of secondary measurements and to decrease the computational complexity of TMP-STAP. The spatio-temporal sparsity based approach will be further analyzed for the clutter responses at mismatched grid-positions. Additionally, we plan to validate the performance of our proposed approaches with real STAP radar data, particularly in the presence of non-Gaussian clutter returns and unknown noise variance.
