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Summary
The study of uncertainty principles traced back to the early twentieth century, when
the famous Heisenberg uncertainty principle was first derived by Heisenberg [17] as a
principle of quantum mechanics in 1927. In quantum mechanics, this has the philosoph-
ical implication that it is impossible to determine a particle’s position and momentum
simultaneously. Mathematically, it states that a function and its Fourier transform
cannot be highly concentrated. Since Fourier analysis is universal, the uncertainty
principle has implications in other areas as well, such as in signal processing and ana-
lytic number theory.
The classical uncertainty principle is based on the interpretation of the standard
deviation as the size of the “essential support” of f . In [8], Donoho and Stark gave a
new type of uncertainty principle, where “sets of concentration” in time or frequency
were introduced, and we no longer require f and fˆ to be concentrated on intervals.
After [8], there are many generalizations of Donoho and Stark’s result in the past
two decades. In particular, the authors of [11] replaced the characteristic functions in
the definition of -concentration by suitable functions. The most general uncertainty
principle in [11] works for linear operators on a Banach space, and eventually leads
to a result on Bessel sequences in a Hilbert space, and a result on integral operators
between measure spaces.
In this thesis, our uncertainty principles can be classified into three classes, namely,
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concentration type, Benedicks type and Heisenberg type. To facilitate in-depth dis-
cussions on uncertainty principles in the subsequent chapters, an introduction of these
three classes of uncertainty principles and their respective developments and gener-
alizations is provided in the preliminary chapter. In the same chapter, we give an
account on the various time-frequency representations and their respective properties.
We begin Chapter 2 with a general uncertainty principle for operators on Hilbert
spaces. These operators include multiplications by certain specified functions. By
taking these functions to be characteristic functions, we end up with the notion of
-concentration as in [8]. Our uncertainty principles in Section 2.1 resemble those of
[11]. However, by considering f and its transformed function Uf to be -concentrated
in different Hilbert domains, and making the assumption that their respective norms
are equivalent, we successfully extend our study of uncertainty principles to many new
interesting applications. In Section 2.2, we apply our uncertainty principles to the
short-time Fourier transform, continuous wavelet transform and frames. We end the
chapter by exploring the extension of our general theorem in Section 2.1 to a more
general setting involving Banach spaces. This more general result has an interesting
application to p-frames.
Motivated by the elegance of our uncertainty principles obtained in Chapter 2, we
extend our studies to nonlinear operators which are sesquilinear forms in Chapter 3.
The general uncertainty principle in the Hilbert space setting is a consequence of that in
Chapter 2. It gives interesting applications in quadratic time-frequency representations
like the Wigner distribution and ambiguity function.
Results in Section 4.1 are tied in closely with those in Chapters 2 and 3. Previ-
ously, we consider ‖Uf − hUf‖2 ≤ η‖Uf‖2 for some η ≥ 0. There is a likelihood that
η cannot be arbitrarily small, we therefore want to find a constant c > 0 such that
‖Uf − hUf‖2 ≥ c‖f‖2. This result is then applied to the short-time Fourier trans-
form, continuous wavelet transform, tight frames, Wigner distribution and ambiguity
function. With the notion of strong α-pair, we can obtain several interesting results
in this chapter. In particular, in Section 4.2, we observe that uncertainty principles of
Benedicks type have interesting ramifications in signal recovery. Donoho and Stark’s
signal recovery result to recover missing segments of a bandlimited signal can be up-
graded by weakening the hypothesis (for stable reconstruction) |T ||Ω| < 1, where T
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and Ω are measurable sets in time and frequency respectively. Lastly, we study un-
certainty principles of Heisenberg type in Section 4.3. In particular, we compare the
localization of the cross-ambiguity function with respect to one variable, with that of
the same cross-ambiguity function with respect to the other variable. Similar results
for the short-time Fourier transform and cross-Wigner distribution hold. We conclude
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In this chapter we collect some fundamentals to the study of uncertainty principles
and time-frequency representations.
The uncertainty principle is a fundamental statement regarding Fourier transform
pairs. It was first derived by Heisenberg as a principle of quantum mechanics in 1927
(see [17]). According to the account given in [7], in fact, Heisenberg presented it
as an equality rather than as an inequality. Weyl subsequently reinterpreted it as
an inequality, which in turn led to operator theoretic extensions of various types. In
particular, the physicist Darwin made the connection between the uncertainty principle
and Fourier transform pairs.
Uncertainty principles describe inherent obstructions to the concept of instanta-
neous frequency. In the context of signal analysis, it reflects the well-known fact in
engineering that a narrow waveform yields a wide spectrum and a wide waveform gives
a narrow spectrum. That is, both the time waveform and frequency spectrum cannot
be small simultaneously.
Even though the knowledge of the values of a function f(t) for all t ∈ R determines




f(t)e−2piitωdt, ω ∈ R,
it is not all the time convenient to extract properties of fˆ by looking only at f . We
may view f and fˆ as two representations containing the same information of the same
object f , but each makes visible different features of f .
1
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In time-frequency analysis, we look for representations that combine features of
both f and fˆ into a single function. Such representations are referred to as time-
frequency representations.
1.1 Three Classes of Uncertainty Principles
If uncertainty cannot be avoided, then one naturally wants to be as certain as possible.
There are various types of uncertainty principles in the literature. In particular, there
are three classes of uncertainty principles which are well studied and are of interest to
us in this thesis.
We begin with the classical Heisenberg inequality.










Equality holds if and only if f is a multiple of e2piib(t−a)e−pi(t−a)
2/c for some a, b ∈ R
and c > 0.
The inequality (1.1) is a consequence of an inequality for self-adjoint linear op-
erators in a complex Hilbert space. In [12], the authors obtained improvements and
generalizations of the Heisenberg inequality in the Hilbert space setting. They studied
inequalities bounding the commutator of two linear operators acting on a Hilbert space
and their general inequality was derived without the assumption that the two opera-
tors are self-adjoint. In the same paper, the authors explored the issue of equality and
asymptotic equality in their inequalities.
The inequalities in [12] and many previous work related to Heisenberg inequaliy
are for univariate functions. In [10], the authors extended the study to functions of n
variables by establishing an uncertainty principle for n pairs of linear operators on a
Hilbert space, where n = 2, 3, ..., and derived uncertainty principles for functions on
spheres in Euclidean space of any dimension.
The classical uncertainty principle is based on the interpretation of the standard
deviation as the size of the “essential support” of f . It is well known for its applications:
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in quantum mechanics, showing that a particle’s exact position and momentum cannot
be determined simultaneously; in signal processing, it reflects the limits on the extent
to which the “instantaneous frequency” of a signal can be measured.
Other notions of support give different versions of the uncertainty principle. In [8],
Donoho and Stark gave a new type of uncertainty principle, where “sets of concen-
tration” in time or frequency were introduced. This is a more general principle, as it
is not necessary to suppose that f and fˆ are concentrated on intervals. A function





In [8], the main result to this end is as follows:
Theorem 1.2 Let T,Ω ⊂ R be measurable sets. Suppose that f ∈ L2(R) is nonzero,
f is T -concentrated on T , fˆ is Ω-concentrated on Ω and T + Ω ≤ 1. Then
|T ||Ω| ≥ (1− T − Ω)2 . (1.2)
Here, |T | and |Ω| denote the measures of the sets T and Ω respectively. Following [8],
we call the pair (f, fˆ) a Fourier transform pair. In the same paper, the authors showed
that this type of uncertainty principle applies to sequences as well. In particular, they
stated the analogous version of the theorem which gives rise to (1.2) for discrete time.
In [23], Smith generalized the above result to functions in Lp(G), 1 ≤ p ≤ 2, for
a locally compact Abelian group G. In [11], the authors further generalized Smith’s
result, whereby the characteristic functions in the definition of -concentration were
replaced by suitable functions. This result in [11] can be viewed as giving restrictions
on how well f can be simultaneously approximated by multiplication by a function
and by convolution with another function. The most general uncertainty principle
in [11] works for linear operators on a Banach space. This result on Banach space
eventually leads to a result on Bessel sequences in a Hilbert space, and a result on
integral operators between measure spaces.
Theorem 1.2 implies that the support of (f, fˆ) occupies a region of at least a certain
area in the time-frequency plane. It is to be compared with Theorem 1.3 below, which
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was established by Benedicks in [3]. It gives a qualitative statement about the Fourier
transform pair (f, fˆ): either f = 0 or |supp f | · |supp fˆ | is infinite, that is, the measures
of the supports of f and fˆ are both finite only if f = 0.
Combining the two results, if f ∈ L2(R) is nonzero with supp f ⊆ T and supp fˆ ⊆
Ω, then not only |T ||Ω| ≥ 1, we must also have |T ||Ω| =∞. Thus it is not possible for
supp f ⊆ T and supp fˆ ⊆ Ω where |T | and |Ω| are both finite.
Theorem 1.3 Suppose that f ∈ L2(R), supp f ⊆ T and supp fˆ ⊆ Ω. If |T ||Ω| <∞,
then f = 0 almost everywhere.
In comparison to the other two classes of uncertainty principles, uncertainty prin-
ciples of the Benedicks type are less studied in the past literature. In the subsequent
chapters, we shall extend the above-mentioned three classes of uncertainty principles
to the study of joint time-frequency representations and the continuous wavelet trans-
form. In the following section, we go on to explore the basic properties of some of the
commonly used time-frequency representations.
1.2 Time-Frequency Representations
In quantum mechanics and in signal analysis, more often than not, uncertainty prin-
ciples are discussed for joint time-frequency representations. We shall start off our
discussion with the short-time Fourier transform, followed by the Wigner distribution
and the ambiguity function. Such time-frequency representations are transforms which
map a function f on Rd to a function Uf on R2d. In our discussions, for simplicity, we
take d = 1. Readers may refer to [13] for the proofs of the results mentioned in this
section.
In order to obtain information about local properties of f , in particular, to gain
more insight about the “instantaneous frequency”, we restrict f to an interval and take
the Fourier transform of this restriction. In the context of signal analysis, suppose that
we have a signal f in time domain which lasts an hour. By taking the Fourier transform
of the whole segment, we obtain no indication as to which frequency occurs at which
time. A straightforward thing to do is to break this segment into one-minute segments
and analyze each interval with the Fourier transform. This is done by choosing a cut-off
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function g as a “window” that is peaked around the time of interest and falls off rapidly
outside, and multiplying this “window” g to the signal f . We then take the Fourier
transform of this product. Since a sharp cut-off introduces artificial discontinuities
which can create unwanted problems, we need to choose a smooth cut-off function.
This is the basic idea of the short-time Fourier transform (STFT): break up the
signal into small time segments and perform Fourier analysis to each segment to ascer-
tain the frequencies that existed in that segment. It provides some information about
both when and at what frequencies a signal event occurs. However, this information
can only be obtained with limited precision. After a certain narrowing, the answers
we get for the spectrum become meaningless and show no relation to the spectrum of
the original signal. This is due to the uncertainty principle for the small time intervals
which we have created for analysis.
We shall go on to look at the mathematical analysis of the STFT. We fix a nonzero
function g ∈ L2(R) called the window function. Let f ∈ L2(R). Then the short-time


















by the Cauchy-Schwartz inequality. Note that the right-hand side is exactly ‖f‖2‖g‖2.
If g has its support centered at the origin, then Vgf(t, ·) is the Fourier transform of
a segment of f in a neighborhood centered at t. As t varies, the window moves along
the t-axis to different positions.
In the following lemma, we give different equivalent forms of the STFT. For x, ω ∈ R
we define the following two operators:




They denote the translation operator and modulation operator respectively. Operators
of the form TxEω and EωTx are called time-frequency shifts.
1.2 Time-Frequency Representations 6
Lemma 1.1 If f, g ∈ L2(R), then we have the following:
Vgf(t, ω) = f̂ · Ttg¯(ω) = 〈f, EωTtg〉 = e−2piitω ̂ˆf · Tω ¯ˆg(−t).
The next theorem is on the inner products of STFT’s, and we can see that it
corresponds to the Parseval’s formula. Its consequence is important in our succeeding
study on uncertainty principles in Chapter 2.
Theorem 1.4 (Orthogonality relations for STFT) Let f1, f2, g1, g2 ∈ L2(R). Then
〈Vg1f1, Vg2f2〉L2(R2) = 〈f1, f2〉〈g1, g2〉.
Another important consequence of the orthogonality relations is the inversion for-
mula for the STFT.
Corollary 1.1 (Inversion Formula for the STFT) Suppose that g, γ ∈ L2(R) and






Vgf(t, ω)EωTtγ dtdω (weakly).
There are uncertainty principles which apply directly to the STFT. In particular,
we have the weak uncertainty principle for the STFT, which states that for any f, g ∈
L2(R) with ‖f‖2 = ‖g‖2 = 1, and given any Ω ⊂ R2 and 0 ≤  ≤ 1 such that∫∫
Ω
|Vgf(t, ω)|2dtdω ≥ 1− ,
we have |Ω| ≥ 1− . It captures the intuition that a function cannot be concentrated
on arbitrarily small sets in the time-frequency plane.
The STFT, as well as the above-mentioned results, can be formulated in a discrete
setting. These are analogous to those of the continuous setting.
In the last two decades, time-frequency analysis has become a widely recognized
and applied discipline of signal processing. Besides linear time-frequency representa-
tions, such as the short-time Fourier transform, another important contribution to this
development was the Wigner distribution, a quadratic time-frequency representation.
Quadratic time-frequency representations were early investigated in quantum me-
chanics by Wigner (see [25]). His original motivation was to use it to calculate the
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quantum correction to the second virial coefficient of a gas, which shows its deviations
from the ideal gas law. In order to calculate this coefficient, one needs a joint distri-
bution for the position and momentum variables. The Wigner distribution, sometimes
known as the Wigner-Ville distribution, was first introduced into signal analysis by
Ville (see [24]).

































by the Cauchy-Schwartz inequality. The right-hand side is exactly ‖f‖22, which is finite.
To obtain the Wigner distribution of f at a particular time, we need to take the
product f at a past time and f at a future time, where the time into the past equals
the time into the future. Intuitively, in signal analysis, to determine the property of
the Wigner distribution at time t, we mentally fold over the signal about time t, and
determine if the overlap includes the property of interest. If there is, then this property
will be present at time t.
With this kept in mind, for an infinite duration signal, its Wigner distribution is
expected to be generally nonzero. For a finite duration signal, the Wigner distribution
will be zero before the start of the signal and after the end.
The cross-Wigner distribution of f, g ∈ L2(R) is defined to be









The above expression is again well defined due to the Cauchy-Schwartz inequality.
Note that f = g yields the expression Wf , i.e. Wf = W (f, f).
In the following lemma, we see that the cross-Wigner distribution is in fact an
STFT in disguise. Before that, we define the reflection operator I : L2(R) −→ L2(R)
by
If(t) := f(−t).
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Lemma 1.2 For all f, g ∈ L2(R),
W (f, g)(t, ω) = 2e4piitωVIgf(2t, 2ω).
With the above lemma, many properties of the STFT carry over to the Wigner
distribution. In the next proposition, we present several properties of the cross-Wigner
distribution.
Proposition 1.1 For all f, g ∈ L2(R), the cross-Wigner distribution has the following
properties.
(a) (Supremum norm)
‖W (f, g)‖∞ ≤ 2‖f‖2‖g‖2.
(b) (Switching f and g)
W (f, g) = W (g, f).
In particular, the Wigner distribution Wf is real-valued.
(c) (Cross-Wigner distribution of Fourier transforms)
W (fˆ , gˆ)(t, ω) = W (f, g)(−ω, t).
(d) (Moyal’s formula) For f1, f2, g1, g2 ∈ L2(R),
〈W (f1, g1),W (f2, g2)〉L2(R2) = 〈f1, f2〉〈g1, g2〉.
Analogous to that of the STFT, we have a weak uncertainty principle of the Wigner
distribution, which states that for any f ∈ L2(R) with ‖f‖2 = 1, and given any Ω ⊂ R2
and 0 ≤  ≤ 1 such that ∫∫
Ω
|Wf(t, ω)|2dtdω ≥ 1− ,
we have |Ω| ≥ (1− )/4.
Another well known quadratic time-frequency representation is the ambiguity func-
tion, which occurs naturally in radar applications. It is also known as the radar ambi-
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The definition (1.3) can be generalized in the following sense. The cross-ambiguity
function of f and g ∈ L2(R) is defined as









By the Cauchy-Schwartz inequality, we can show that the two expressions are well-
defined. Next, we have the following lemma, which is analogous to Lemma 1.2.
Lemma 1.3 For all f, g ∈ L2(R),
A(f, g)(t, ω) = epiitωVgf(t, ω).
Many properties of the STFT can be easily translated to the ambiguity function.
In the following proposition, we present several properties for the cross-ambiguity func-
tion.
Proposition 1.2 For all f, g ∈ L2(R), the cross-ambiguity function of f and g has
the following properties.
(a) (Switching f and g)
A(f, g)(t, ω) = A(g, f)(−t,−ω).
(b) (Cross-ambiguity function of Fourier transforms)
A(fˆ , gˆ)(t, ω) = A(f, g)(−ω,−t).
(c) (Cross-ambiguity function of translates)
A(Taf, Tbf)(t, ω) = e
−ipi(a+b)ωA(f, g)(t+ b− a, ω).
(d) (Cross-ambiguity function of modulations)
A(Eaf, Ebf)(t, ω) = e
ipi(a+b)tA(f, g)(t, ω + b− a).
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In addition, the orthogonality relations of the STFT imply that∫ ∫
R2
|Af(t, ω)|2dtdω = ‖f‖42.
Also, we have the radar uncertainty principle, which is a slightly modified version of
the weak uncertainty principle of the STFT. It states that for any f ∈ L2(R) with
‖f‖2 = 1, and given any Ω ⊂ R2 and 0 ≤  ≤ 1 such that∫∫
Ω
|Af(t, ω)|2dtdω ≥ 1− ,
we have |Ω| ≥ 1− .










partial derivative and (Mαf)(t) = tαf(t) for the multiplication operator. The Schwartz




for all α, β ∈ Z2+ ∪ {0}.
In [7], Cohen presented a study of the class of quadratic time-frequency represen-
tations that are obtained from the Wigner distribution by convolution with a function
or distribution σ ∈ S ′(R2), where S ′(R2) denotes the dual space of the Schwartz class
S(R2). This class of time-frequency representations is called Cohen’s class. Using the
connection to the ambiguity function, a time-frequency representation in Cohen’s class





These time-frequency representations inherit their properties from those of the
Wigner distribution and those of the kernel function σ. In particular, the analogue of
Moyal’s formula takes the form
〈Qσf,Qσg〉L2(R2) = |〈f, g〉|2
for f, g ∈ L2(R) such that Wf,Wg, Ŵf, Ŵ g ∈ L1(R2). It holds if and only if
|σˆ(t, ω)| = 1 almost everywhere.
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In the next two chapters, we shall study uncertainty principles of the above-
mentioned time-frequency representations, which are of the Donoho and Stark type.
Uncertainty principles of the Benedicks type and the Heisenberg type will be discussed
in Chapter 4.
Chapter2
Uncertainty Principles for Linear
Time-Frequency Representations
In this chapter, we restrict our studies to bounded linear operators on Hilbert spaces.
Discussion on nonlinear operators will be postponed to the next chapter.
In the first section, we give a very general uncertainty principle for operators on
Hilbert spaces. All the other uncertainty principles in this chapter follow from it.
The uncertainty principle of Donoho and Stark will be derived as a consequence in
the second section, together with uncertainty principles for the short-time Fourier
transform, continuous wavelet transform and frames. In the last section, we explore
the possibility of further generalizing our uncertainty principle to the setting of Banach
spaces.
2.1 General Uncertainty Principles
The first result of this section is of a general setting — we give an uncertainty principle
for operators on Hilbert spaces. Let A be a (possibly unbounded) densely defined linear
operator in a complex Hilbert spaceH, i.e.D(A) is dense inH. Then the Hilbert-adjoint
operator A∗ of A is defined as follows. The domain D(A∗) of A∗ consists of all y ∈ H
such that there is a y∗ ∈ H satisfying
〈Ax, y〉 = 〈x, y∗〉
12
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for all x ∈ D(A). For each such y ∈ D(A∗) the Hilbert-adjoint operator A∗ is then
defined in terms of that y∗ by
y∗ := A∗y.
Theorem 2.1 Let H be a Hilbert space, (Y , ν) a measure space, and P : H → H,
Q : L2(Y , ν) → L2(Y , ν) bounded linear operators. Suppose that U : H → L2(Y , ν) is
a linear operator such that for all g ∈ PH,
(Ug)(y) = 〈g,Ky〉, y ∈ Y ,
where Ky ∈ H with
‖P ∗Ky‖ ≤ C, y ∈ Y .
Furthermore, suppose that there exists a constant D > 0 such that
‖QUg‖2 ≤ D sup{|〈g,Ky〉| : y ∈ Y}, g ∈ PH.
If f ∈ H is nonzero, ‖f − Pf‖ ≤ ‖f‖, ‖Uf − QUf‖2 ≤ η‖Uf‖2 and there exist
constants A,B > 0 such that
A‖m‖ ≤ ‖Um‖2 ≤ B‖m‖, m ∈ H,
where B(η + ‖Q‖) ≤ A, then
CD ≥ A−B(η + ‖Q‖).
Proof: As a consequence of ‖f−Pf‖ ≤ ‖f‖, ‖Uf−QUf‖2 ≤ η‖Uf‖2, ‖Uf‖2 ≤ B‖f‖
and the triangle inequality, we have
‖Uf −QUPf‖2 ≤ ‖Uf −QUf‖2 + ‖QUf −QUPf‖2
≤ η‖Uf‖2 + ‖Q‖‖U(f − Pf)‖2
≤ Bη‖f‖+B‖Q‖‖f − Pf‖
≤ B(η + ‖Q‖)‖f‖.
This in turn implies that
‖QUPf‖2 ≥ ‖Uf‖2 − ‖Uf −QUPf‖2
≥ (A−B (η + ‖Q‖)) ‖f‖,
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where the last inequality is due to A‖f‖ ≤ ‖Uf‖2. Now, we move on to find an upper
bound of ‖QUPf‖2. As a consequence of the Cauchy-Schwartz inequality,
‖QUPf‖2 ≤ D sup{|〈Pf,Ky〉| : y ∈ Y}
= D sup{|〈f, P ∗Ky〉| : y ∈ Y}
≤ D sup{‖f‖‖P ∗Ky‖ : y ∈ Y}
≤ DC‖f‖.
Hence we obtain
CD ≥ A−B(η + ‖Q‖).
By taking Q to be an orthogonal projector, and P the identity operator, we have
the following uncertainty principle.
Theorem 2.2 Let H be a Hilbert space, (Y , ν) a measure space, and Q : L2(Y , ν) →
L2(Y , ν) an orthogonal projector. Suppose that U : H → L2(Y , ν) is a linear operator
such that for all g ∈ H,
(Ug)(y) = 〈g,Ky〉, y ∈ Y ,
where Ky ∈ H with
‖Ky‖ ≤ C, y ∈ Y .
Furthermore, suppose that there exists a constant D > 0 such that
‖QUg‖2 ≤ D sup{|〈g,Ky〉| : y ∈ Y}, g ∈ H.
If f ∈ H\{0}, ‖Uf −QUf‖2 ≤ η‖Uf‖2 where 0 ≤ η ≤ 1, and there exists a constant
A > 0 such that A‖f‖ ≤ ‖Uf‖2, then
C2D2 ≥ A2(1− η2).
Proof: By the definition of orthogonal projector, we have 〈QUf, Uf − QUf〉 = 0.
Therefore,
η2‖Uf‖22 ≥ ‖Uf −QUf‖22 = ‖Uf‖22 − ‖QUf‖22,
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and so
‖QUf‖22 ≥ (1− η2)‖Uf‖22 ≥ A2(1− η2)‖f‖2.
By following the proof of the previous theorem and letting P = I, we have ‖QUf‖2 ≤
CD‖f‖, and the result follows.
In Theorem 2.1, if we let P = I and suppose A = B, we will obtain the result
CD ≥ A(1− η).
For 0 ≤ η ≤ 1, we see that the result in Theorem 2.2 gives a greater lower bound, as
compared to that in Theorem 2.1, and therefore a better inequality.
The following results are consequences of Theorem 2.1. In the next corollary, we
replace the operator Q by a function h ∈ L2(Y , ν) ∩ L∞(Y , ν).
Corollary 2.1 Let H be a Hilbert space and (Y , ν) a measure space. Take h ∈
L2(Y , ν) ∩ L∞(Y , ν). Let P : H → H, U : H → L2(Y , ν) be bounded linear oper-
ators such that for all g ∈ PH,
(Ug)(y) = 〈g,Ky〉, y ∈ Y ,
where Ky ∈ H with
‖P ∗Ky‖ ≤ C, y ∈ Y .
If f ∈ H\{0}, ‖f − Pf‖ ≤ ‖f‖, ‖Uf − hUf‖2 ≤ η‖Uf‖2 and there exist constants
A,B > 0 such that
A‖m‖ ≤ ‖Um‖2 ≤ B‖m‖, m ∈ H, (2.1)
where B(η + ‖h‖∞) ≤ A, then
C‖h‖2 ≥ A−B(η + ‖h‖∞).







and ‖Q‖ ≤ ‖h‖∞. Also, for f ∈ H,
‖QUPf‖22 = ‖hUPf‖22 =
∫
Y
|h(y)|2|〈Pf,Ky〉|2dν(y) ≤ ‖h‖22{sup |〈Pf,Ky〉| : y ∈ Y}2,
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and we let D = ‖h‖2. This completes the proof.
At this point, we would like to highlight the main differences between the settings
of the results in this thesis, and those in [11]. For simplicity, we compare our Corollary
2.1 with Theorem 2.2 in [11]. First of all, we are looking at the hypothesis of ‖Uf −
hUf‖2 ≤ η‖Uf‖2, which deals with approximate concentration in the transformed
norm space, whereas in [11], the corresponding hypothesis is ‖f − U∗hUf‖ ≤ η‖f‖.
Secondly, the condition (2.1) is absent in [11].
If U∗U = A2IH and UU∗ = A2I for some constant A > 0, where IH and I denote
the identity operators on H and L2(Y , ν) respectively, we can show that f ∈ H\{0}
satisfies the inequality ‖Uf − hUf‖2 ≤ η‖Uf‖2 if and only if it satisfies the following
inequality: ∥∥∥∥f − 1A2U∗hUf
∥∥∥∥ ≤ η‖f‖.
This explains why we have common results in certain applications of the two uncer-
tainty principles, as we shall observe in subsequent discussion in this section.
When our Hilbert space H is a complex Hilbert space, we can show by standard
arguments (see [19]) that for some constant A > 0, U∗U = A2IH and UU∗ = A2I hold
if and only if U is surjective and ‖Uf‖2 = A‖f‖. By considering U to be the short-time
Fourier transform, with H and L2(Y , ν) taken to be L2(R) and L2(R2) respectively, a
result in [26] states that
Vgf(L2(R)) ∩ {F ∈ L2(R2) : F = χΩF} = {0},
where Ω ⊂ R2 is a finite measurable set. Taking F to be a non-zero compactly sup-
ported function in L2(R2) clearly shows that U is not surjective. The same argument
holds when we consider U to be the continuous wavelet transform. For both cases,
the obvious sufficient condition for both uncertainty principles to be equivalent is not
satisfied. This naturally motivates the need for new results to obtain uncertainty prin-
ciples for the short-time Fourier transform and continuous wavelet transform, which
we shall discuss in greater details in the following section.
In the following result, the Hilbert space H is taken to be L2(X , µ) and we replace
both operators P and Q by multiplication by g ∈ L2(X , µ) ∩ L∞(X , µ) and h ∈
L2(Y , ν) ∩ L∞(Y , ν) respectively.
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Corollary 2.2 Let (X , µ) and (Y , ν) be measure spaces. Take g ∈ L2(X , µ)∩L∞(X , µ),
h ∈ L2(Y , ν) ∩ L∞(Y , ν). Let U : L2(X , µ) → L2(Y , ν) be a linear operator such that





where K(·, y) ∈ L2(X , µ) with
|K(x, y)| ≤ κ, x ∈ X , y ∈ Y .
If f ∈ L2(X , µ)\{0}, ‖f − gf‖2 ≤ ‖f‖2, ‖Uf − hUf‖2 ≤ η‖Uf‖2 and there exist
constants A,B > 0 such that for all m ∈ L2(X , µ),
A‖m‖2 ≤ ‖Um‖2 ≤ B‖m‖2,
where B(η + ‖h‖∞) ≤ A, then
κ‖g‖2‖h‖2 ≥ A−B(η + ‖h‖∞). (2.2)
Proof: In Corollary 2.1, we let H = L2(X , µ), Pf = gf and Ky = K(·, y), y ∈ Y .





Therefore, we may replace C by κ‖g‖2 and obtain (2.2).
In particular, as we shall see in the examples in the next section, we can take g
and h to be the characteristic functions of sets T ⊂ X and Ω ⊂ Y , both with finite
measure. Then ‖g‖2 = µ(T )1/2 and ‖h‖2 = ν(Ω)1/2.
Suppose our g and h coincide with the zero function almost everywhere outside
measurable sets T and Ω respectively, the same result holds as long as |K(x, y)| ≤ κ
for x ∈ T and y ∈ Ω. We shall state this result as a corollary without proof as it
follows from the derivations in Corollaries 2.1 and 2.2.
Corollary 2.3 Let (X , µ) and (Y , ν) be measure spaces. Take g ∈ L2(X , µ)∩L∞(X , µ),
h ∈ L2(Y , ν) ∩ L∞(Y , ν) and choose T ⊂ X and Ω ⊂ Y such that g = 0 almost every-
where outside T and h = 0 almost everywhere outside Ω. Let U : L2(X , µ)→ L2(Y , ν)
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for some K(·, y) ∈ L2(X , µ) with
|K(x, y)| ≤ κ, x ∈ T, y ∈ Ω.
If f ∈ L2(X , µ)\{0}, ‖f − gf‖2 ≤ ‖f‖2, ‖Uf − hUf‖2 ≤ η‖Uf‖2 and there exist
constants A,B > 0 such that for all m ∈ L2(X , µ),
A‖m‖2 ≤ ‖Um‖2 ≤ B‖m‖2,
where B(η + ‖h‖∞) ≤ A, then
κ‖g‖2‖h‖2 ≥ A−B(η + ‖h‖∞).
In the next result, we use Corollary 2.1 to obtain an uncertainty principle on frames
in a Hilbert space H. At this point, we recall that a sequence {φn}n∈I , where I is a





|〈f, φn〉|2 ≤ B‖f‖2, f ∈ H.
The best constants A and B are called the lower and upper frame bounds respectively.
When A = B, the sequence {φn}n∈I is a tight frame.
Corollary 2.4 Let H be a Hilbert space, I a countable index set and {φn}n∈I a frame
in H with lower and upper frame bounds A and B. Let P : H → H be a bounded linear
operator with ‖P ∗φn‖ ≤ κ for all n ∈ I. If f ∈ H\{0}, h ∈ l2(I), ‖f − Pf‖ ≤ ‖f‖,
‖Uf − hUf‖2 ≤ η‖Uf‖2, where
Uf = {〈f, φn〉}n∈I ,
and B1/2(η + ‖h‖∞) ≤ A1/2, then
κ‖h‖2 ≥ A1/2 −B1/2(η + ‖h‖∞).
Proof: In Corollary 2.1, take Y = I with the counting measure. The result then
follows.
Next, we apply Theorem 2.2 to our frames setting.
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Corollary 2.5 Let H be a Hilbert space, I a countable index set, Ω ⊂ I and {φn}n∈I
a frame in H with lower frame bound A. Suppose that ‖φn‖ ≤ C for all n ∈ I. If
f ∈ H\{0}, ‖Uf − χΩUf‖2 ≤ η‖Uf‖2, where
Uf = {〈f, φn〉}n∈I ,




Proof: In Theorem 2.2, we take Y = I with the counting measure, and QF = χΩF




|〈f, φn〉|2 ≤ |Ω| sup{|〈f, φn〉|2 : n ∈ I},
we let D = |Ω|1/2.
Orthonormal basis is an example of a frame. By considering g and h to be char-
acteristic functions on a measurable set T ⊂ [0, 2pi] and a set Ω ⊂ I, we have the












Corollary 2.6 Let I a countable index set and {φn}n∈I an orthonormal set in L2([0, 2pi])
with ‖φn‖∞ ≤ 1 for all n ∈ I. Let T ⊂ [0, 2pi] be a measurable set and Ω ⊂ I.
If f =
∑
n∈I cnφn ∈ L2([0, 2pi]) is nonzero, f is T -concentrated on T, and Uf is
Ω-concentrated on Ω, where
Uf = {〈f, φn〉}n∈I
and T + Ω ≤ 1, then
|T ||Ω| ≥ (1− (T + Ω))2. (2.3)
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Proof: We take H to be the L2-span of {φn}n∈I , h = χΩ and let Pf = χTf in
Corollary 2.4. Note that ∑
n∈Z
|〈f, φn〉|2 = ‖f‖2, f ∈ H,






≤ |T |1/2‖φn‖∞ ≤ |T |1/2,
and ‖h‖2 = |Ω|1/2, ‖h‖∞ = 1. Hence, by letting κ = |T |1/2 and A = 1 = B, we obtain
(2.3).
Interestingly, this result is exactly the same as Corollary 2.3 of [11], though they
are consequences of different results. This is of no great surprise because for f ∈ H =












cnφn, c = {cn}n∈I ∈ l2(I).


















= {cn}n∈I , c ∈ l2(I),
i.e. U∗U = IH, UU∗ = I2, where IH, I2 denote the identity operator on H and l2(I)
respectively. Following our discussion prior to Corollary 2.2, we can easily see that
both general uncertainty principles will give the same result in this context.
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2.2 Specific Uncertainty Principles
In this section, we use corollaries in the previous section to obtain uncertainty principles
on the short-time Fourier transform, the Gabor transform, the continuous wavelet
transform and wavelets frames. After which, we shall discuss the uncertainty principles
of sampling sequences in reproducing kernel Hilbert spaces.
As some of the results in the previous section are generalizations of the uncertainty
principle of Donoho and Stark (see [8]), we shall first see how we can recover this result
from Corollary 2.1. Recall that a function f ∈ L2(R) is said to be -concentrated on a





Corollary 2.7 Let T,Ω be measurable sets in R. Suppose that there is a Fourier
transform pair (f, fˆ), where f ∈ L2(R) is nonzero, f is T -concentrated on T and fˆ is
Ω-concentrated on Ω. Then for T + Ω ≤ 1,
|T ||Ω| ≥ (1− T − Ω)2.
Proof: Without loss of generality, we shall assume that both T and Ω are of finite
measure. We let H = L2(R), Y = R with ν as the Lebesgue measure, Pf = χTf ,





















where Ky(t) = χT (t)e




|χT (t)e2piity|2dt = |T | <∞.
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Since ‖P ∗Ky‖2 ≤ ‖Ky‖2, we let C = ‖Ky‖2 = |T |1/2. By Parseval’s identity, ‖f‖2 =
‖fˆ‖2, so we let A = B = 1. Furthermore, ‖h‖2 = |Ω|1/2 and ‖h‖∞ = 1. The result
thus follows from Corollary 2.1.
We shall now discuss a discrete analogue of this result. To this end, we consider f
as defined on the cyclic group of integers modulo a positive integer N ,
ZN = Z/N.
That is,
f : ZN → C with
f [t+ kN ] := f [t],
for all k ∈ Z, and t ∈ ZN . We let S(ZN) be the Hilbert space of all f : ZN → C with
















Similarly, we may define the Hilbert space S(Z2N).







where ω ∈ ZN . The discrete analogue of Corollary 2.7 (see [8]) can be obtained as a
consequence of Corollary 2.2. A sequence f ∈ S(ZN) is said to be -concentrated on
the index set T if
‖f − χTf‖2 ≤ ‖f‖2.
Corollary 2.8 Let (f, fˆ) be a discrete Fourier transform pair with f ∈ S(ZN)\{0}, f
T -concentrated on the index set T and fˆ Ω-concentrated on the index set Ω. Let |T |
and |Ω| denote the number of elements for T and Ω respectively. Then for T + Ω ≤ 1,
|T ||Ω| ≥ N(1− T − Ω)2.
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Proof: In Corollary 2.2, we let X = Y = {0, 1, ..., N−1}, with µ and ν as the counting






f [t]e−2piiωt/N , ω = 0, 1, ..., N − 1.
Here, K(x, y) = 1√
N
e−2piixy/N and |K(x, y)| = 1√
N
. We take κ = 1√
N
. By the Parseval’s
identity, ‖f‖2 = ‖fˆ‖2, and so A = B = 1. Since ‖g‖2 = |T |1/2, ‖h‖2 = |Ω|1/2 and
‖h‖∞ = 1, the result follows.
Corollaries 2.7 and 2.8 were proved in [8] with the introduction of the Hilbert-
Schmidt norm of an operator, whereas here, these results were easily recovered from
Corollaries 2.1 and 2.2 respectively. They indicate that f and fˆ cannot be concentrated
on arbitrarily small sets simultaneously.
Before we apply our results to the short-time Fourier transform (STFT), we would
like to recall that for a fixed nonzero function g ∈ L2(R), letting f ∈ L2(R), the STFT





for t, ω ∈ R.
Readers are referred to [13] for a more detailed discussion on the elementary prop-
erties of the STFT. In particular, as a consequence of the orthogonality relations (see
Theorem 1.4) for the STFT, we have the following result.
Lemma 2.1 If f, g ∈ L2(R), then Vgf ∈ L2(R2) and
‖Vgf‖2 = ‖f‖2‖g‖2.
We shall now proceed to obtain the following uncertainty principle of the STFT as
a consequence of Corollary 2.2.
Corollary 2.9 Let g ∈ L2(R) ∩ L∞(R) and h ∈ L2(R2) ∩ L∞(R2). If f ∈ L2(R)\{0}
and ψ ∈ L2(R)∩L∞(R) such that ‖ψ‖2 = 1, ‖f − gf‖2 ≤ ‖f‖2 and ‖Vψf −hVψf‖2 ≤
η‖Vψf‖2 where η + ‖h‖∞ ≤ 1, then
‖g‖2‖h‖2 ≥ 1‖ψ‖∞ (1− (η + ‖h‖∞)) .
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Proof: In Corollary 2.2, we let X = R, Y = R2 and µ, ν be the Lebesgue measure.
Here, K(x, y) = ψ(x− t)e−2piixω, where y = (t, ω). Therefore, |K(x, y)| = |ψ(x− t)| ≤
‖ψ‖∞ and we take κ = ‖ψ‖∞. Since
‖Vψf‖2 = ‖f‖2‖ψ‖2 = ‖f‖2,
we let A = B = 1. The result thus follows.
Corollary 2.10 Let T ⊂ R, Ω ⊂ R2 be measurable sets. Suppose that f ∈ L2(R)\{0}
and ψ ∈ L2(R) ∩ L∞(R) where ‖ψ‖2 = 1. If f is T -concentrated on T and Vψf is
Ω-concentrated on Ω where T + Ω ≤ 1, then
|T ||Ω| ≥ 1‖ψ‖2∞
(1− (T + Ω))2. (2.4)
In the proof of Corollary 2.10, we may assume without loss of generality that both
T and Ω are of finite measure. We then proceed by letting g = χT and h = χΩ.
Inequality (2.4) indicates that the measures of sets T and Ω cannot be small si-
multaneously. This is in accordance with the philosophy of uncertainty. Suppose that
Ω = supp Vψf and T = supp f , and we set T = 0 = Ω. Then (2.4) becomes
|T ||Ω| ≥ 1‖ψ‖2∞ .
Now, we let W be the projection of Ω onto the time-axis. When |T | is small, and





Note that Vψf(t, ω) = 0 whenever (t + supp ψ) ∩ T = ∅. Assume that T and supp ψ
are both intervals, say T = (a, b) and supp ψ = (c, d). Then Vψf(t, ω) = 0 whenever
(c+ t, d+ t) ∩ (a, b) = ∅. Equivalently, Vψf(t, ω) = 0 whenever t > b− c or t < a− d.
For measures of T and support of ψ both sufficiently small, |W | is also small. This is
because
|W | ≤ (b− c)− (a− d) = (b− a) + (d− c) = |T |+ |supp ψ|.
We know that
|Ω| ≥ 1|T |‖ψ‖2∞
.
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Since |W | is also small, we know that Ω cannot be a long horizontal strip. As we shall
see in Section 4.2, for non-trivial f , Ω has infinite measure. Hence, we will obtain a
long vertical strip.
As the last result pertaining to the STFT in this section, we discuss the recovery
of the known weak uncertainty principle of the STFT (see [13]).
Corollary 2.11 (Weak Uncertainty Principle of the STFT) Suppose that f, g ∈
L2(R) where f is nonzero and ‖g‖2 = 1. Then given any Ω ⊂ R2 and 0 ≤ η ≤ 1 such
that ∫∫
Ω
|Vgf(t, ω)|2dtdω ≥ (1− η2)‖f‖22,
we have |Ω| ≥ 1− η2.




|Vgf(t, ω)|2dtdω ≤ η2‖f‖22,
and the left-hand side is exactly
∫∫
R2\Ω |Vgf(t, ω)|2dtdω because ‖Vgf‖2 = ‖f‖2. Hence,








|g(x− t)|2dx = ‖g‖22 = 1.




|Vgf(t, ω)|2dtdω ≤ |Ω| sup{|Vgf(t, ω)|2 : (t, ω) ∈ R2}.
In Theorem 2.2, by letting A = 1, C = 1 and D = |Ω|1/2, we obtain the result.
The above results for the STFT can be formulated in a discrete setting. The discrete
short-time Fourier transform of f ∈ S(ZN) with respect to g ∈ S(ZN) is defined to be





f [n]g[n− t]e−2piiωn/N .
Analogous to Lemma 2.1, we have the following result:
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or equivalently, ‖Vgf‖2 = ‖f‖2‖g‖2.
Corollary 2.12 Let g ∈ S(ZN) and h ∈ S(Z2N). If f, ψ ∈ S(ZN) such that f is a
nonzero sequence and ‖ψ‖2 = 1, ‖f − gf‖2 ≤ ‖f‖2, ‖Vψf − hVψf‖2 ≤ η‖Vψf‖2 where
η + ‖h‖∞ ≤ 1, then
‖g‖2‖h‖2 ≥
√
N(1− (η + ‖h‖∞)).
Proof: In Corollary 2.2, let X = {0, 1, ..., N−1} and Y = {(t, ω) : t, ω = 0, 1, ..., N−1},





where y = (t, ω). Therefore, |K(x, y)| ≤ 1√
N
, and we take κ = 1√
N
. Furthermore, as a
consequence of Lemma 2.2, we let A = B = 1.
Similarly, by letting T ⊆ {0, 1, ..., N − 1}, Ω ⊆ {(t, ω) : t, ω = 0, 1, ..., N − 1} and
setting g = χT , h = χΩ, we obtain the following result.
Corollary 2.13 Let T and Ω be index sets such that T ⊆ {0, 1, ..., N − 1}, Ω ⊆
{(t, ω) : t, ω = 0, 1, ..., N − 1}. Suppose that f, ψ ∈ S(ZN) where f is nonzero, f
is T -concentrated on T , Vψf is Ω-concentrated on Ω and T + Ω ≤ 1. Then for
‖ψ‖2 = 1,
|T ||Ω| ≥ N(1− T − Ω)2.
Analogously, we can obtain the weak uncertainty principle for the discrete STFT.
Corollary 2.14 (Weak Uncertainty Principle for the Discrete STFT) Suppose
that f, g ∈ S(ZN) such that f is nonzero and ‖g‖2 = 1, I ⊆ {(t, ω) : t, ω =
0, 1, ..., N − 1}, 0 ≤ η ≤ 1 and∑
(t,ω)∈I
|Vgf(t, ω)|2 ≥ (1− η2)‖f‖22. (2.5)
Then |I| ≥ N(1− η2).
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|Vgf(t, ω)|2 ≤ η2‖f‖22,






















|Vgf(t, ω)|2 ≤ |I| sup{|Vgf(t, ω)|2 : t, ω = 0, 1, ..., N − 1}.
In Theorem 2.2, by letting A = 1, C = 1√
N
and D = |I|1/2, we obtain (2.5).
The next few results are pertaining to Gabor frames in L2(R). The idea of the
(discrete) Gabor transform is to discretize the short-time Fourier transform, which
is also known as the continuous Gabor transform. Instead of recovering the original
f from its STFT Vgf(t, ω), one seeks to use the discrete version {Vgf(tλ, ωλ)}λ∈I to
recover the original f . This discretization problem then becomes a sampling problem.
Let g ∈ L2(R) be fixed. A Gabor frame is a frame for L2(R) of the form
{EmbTnag = e2piimb·g(· − na)}m,n∈Z,
where a, b > 0. That is, there exist constants A,B, where 0 < A ≤ B <∞, such that




|〈f, EmbTnag〉|2 ≤ B‖f‖22.
Readers may refer to [5] for equivalent conditions for the Gabor system {EmbTnag}m,n∈Z
to be a frame. In particular, we recall the following result:



























g(x− na)g(x− na− k/b)
∣∣∣∣∣ <∞.
Then {EmbTnag}m,n∈Z is a frame for L2(R) with bounds A,B.
Readers may refer to [5] for a proof. As a consequence of this result and Corollary
2.4, we have the following.
Corollary 2.15 Let g ∈ L2(R) and h ∈ l2(Z2). Suppose that ψ ∈ L2(R)∩L∞(R)\{0},


























ψ(x− na)ψ(x− na− k/b)
∣∣∣∣∣ <∞.
If f ∈ L2(R)\{0}, ‖f − gf‖2 ≤ ‖f‖2 and ‖Uf − hUf‖2 ≤ η‖Uf‖2, where
Uf = {〈f, EmbTnaψ〉}m,n∈Z
and B1/2(η + ‖h‖∞) ≤ A1/2, then
‖g‖2‖h‖2 ≥ 1‖ψ‖∞
(
A1/2 −B1/2(η + ‖h‖∞)
)
.
Proof: As a consequence of Lemma 2.3, we know that {EmbTnaψ}m,n∈Z is a frame for




|〈f, EmbTnaψ〉|2 ≤ B‖f‖22, f ∈ L2(R).








and we let κ = ‖ψ‖∞‖g‖2. The result thus follows.
Like what we have done for the STFT, we let g = χT and h = χΩ where T ⊂ R is
finite measurable and Ω ⊂ Z2 is finite, to obtain the following result.
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Corollary 2.16 Let T ⊂ R be a measurable set and Ω ⊂ Z2. Suppose that ψ ∈


























ψ(x− na)ψ(x− na− k/b)
∣∣∣∣∣ <∞.
If f ∈ L2(R)\{0}, f is T -concentrated on T and Uf is Ω-concentrated on Ω, where
Uf = {〈f, EmbTnaψ〉}m,n∈Z
and B1/2(T + Ω) ≤ A1/2, then
|T ||Ω| ≥ 1‖ψ‖2∞
(
A1/2 −B1/2(T + Ω)
)2
.
As before, we see that the measures of T and Ω cannot be small simultaneously.
Next, for a nontrivial function ψ ∈ L2(R), the continuous wavelet transform (CWT)









dt, α ∈ R, β ∈ R\{0}.
In contrast with the short-time Fourier transform where we have no restriction on
the window function g, for the continuous wavelet transform, there is a condition, called





|ξ| dξ <∞. (2.6)













Readers may refer to [6] for a more detailed discussion of the CWT. In particular, we
have the following result as a consequence of the orthogonality relations for CWT:
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Lemma 2.4 Suppose that f, ψ ∈ L2(R)\{0} and (2.6) holds. Then
‖Wψf‖2L2ω(R2) = Cψ‖f‖22.
Like what we have done previously, we shall give several uncertainty principles of
the CWT.
Corollary 2.17 Let g ∈ L2(R) ∩ L∞(R) and h ∈ L2ω(R2) ∩ L∞(R2) such that h = 0
almost everywhere outside Ω, where Ω ⊂ R2 is a measurable set. Suppose that ψ ∈
L2(R) ∩ L∞(R)\{0} such that (2.6) holds. If f ∈ L2(R)\{0}, ‖f − gf‖2 ≤ ‖f‖2 and





Cψ(1− (η + ‖h‖∞)),
with κ′ = maxβ∈Ω′ |β|−1/2 and Ω′ = {β ∈ R\{0} : (α, β) ∈ Ω for some α}.
Proof: In Corollary 2.3, we let X = R, Y = R2 and µ, ν be the Lebesgue measure.





, where y = (α, β). Therefore,
|K(x, y)| ≤ ‖ψ‖∞max
β∈Ω′
|β|−1/2, x ∈ R, y ∈ Ω,




Note that the finiteness of κ depends on the second coordinate of Ω. Indeed, κ is
finite when Ω is vertically away from the horizontal axis. A simple example of such Ω
is the region {(α, β) : β ≥ 1}.
By letting g = χT and h = χΩ, we obtain the following result.
Corollary 2.18 Let T ⊂ R and Ω ⊂ R2 be measurable sets. Suppose that ψ ∈ L2(R)∩
L∞(R)\{0} such that (2.6) holds. If f ∈ L2(R)\{0}, f is T -concentrated on T and
Wψf is Ω-concentrated on Ω (with respect to the weighted norm) where T + Ω ≤ 1,
then
κ6|T ||Ω| ≥ 1‖ψ‖2∞
Cψ(1− (T + Ω))2,
with κ = maxβ∈Ω′ |β|−1/2 and Ω′ = {β ∈ R\{0} : (α, β) ∈ Ω for some α}.
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where κ is defined as above.
The next result is obtained from Theorem 2.2.
Corollary 2.19 Suppose that ψ ∈ L2(R)\{0} such that (2.6) is satisfied and ‖ψ‖2 = 1.









with κ = maxβ∈Ω′ |β|−1/2 and Ω′ = {β ∈ R\{0} : (α, β) ∈ Ω for some α}.
Proof: First note that
‖Wψf − χΩWψf‖2L2ω(R2) ≤ Cψη2‖f‖22 = η2‖Wψf‖2L2ω(R2).




















≤ κ4|Ω| sup{|Wψf(α, β)|2 : (α, β) ∈ R2}.
In Theorem 2.2, by letting A =
√





If we only consider positive values of β, consequently, in reconstructing f from the
CWT of f , we are only allowed to use the values (Wψf)(α, β), where β > 0. For this to
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be possible, we need to be more restrictive on our basic wavelet ψ. The extra condition













The Hilbert space L2ω(R× (0,∞)) is defined analogously. It consists of all functions

















In this case, we have the following lemma (see [6]):





In the same way, we can obtain the following results as a consequence of Corollary
2.3.
Corollary 2.20 Let g ∈ L2(R) ∩ L∞(R) and h ∈ L2ω(R × (0,∞)) ∩ L∞(R × (0,∞))
such that h = 0 almost everywhere outside Ω, where Ω ⊂ R × (0,∞) is a measurable
set. Suppose that ψ ∈ L2(R) ∩ L∞(R)\{0} such that (2.7) holds. If f ∈ L2(R)\{0},
‖f − gf‖2 ≤ ‖f‖2 and ‖Wψf − hWψf‖L2ω(R×(0,∞)) ≤ η‖Wψf‖L2ω(R×(0,∞)) where η +







(1− (η + ‖h‖∞)),
with κ = ‖ψ‖∞maxβ∈Ω′ |β|−1/2 and Ω′ = {β ∈ (0,∞) : (α, β) ∈ Ω for some α}.
Corollary 2.21 Let T ⊂ R and Ω ⊂ R × (0,∞) be measurable sets. Suppose that
ψ ∈ L2(R)∩L∞(R)\{0} such that (2.7) holds. If f ∈ L2(R)\{0}, f is T -concentrated
on T and Wψf is Ω-concentrated on Ω (with respect to the weighted norm) where
T + Ω ≤ 1, then
κ6|T ||Ω| ≥ Cψ
2‖ψ‖2∞
(1− (T + Ω))2,
with κ = maxβ∈Ω′ |β|−1/2 and Ω′ = {β ∈ (0,∞) : (α, β) ∈ Ω for some α}.
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Corollary 2.22 Suppose that ψ ∈ L2(R)\{0} such that (2.7) is satisfied and ‖ψ‖2 = 1.











with κ = maxβ∈Ω′ |β|−1/2 and Ω′ = {β ∈ (0,∞) : (α, β) ∈ Ω for some α}.
Discrete wavelets can be obtained from the continuous wavelet transform by dis-





0t− b0k), j, k ∈ Z.
A function ψ ∈ L2(R) is said to generate a wavelet frame {ψj,k : j, k ∈ Z} of L2(R) if




|〈f, ψj,k〉|2 ≤ B‖f‖22, f ∈ L2(R). (2.8)
Obviously, a wavelet frame is an example of a frame. Hence, we can apply our result
on frames (Corollary 2.4) to obtain the following.
Corollary 2.23 Let g ∈ L2(R)∩L∞(R) and h ∈ l2(Z2). Suppose that ψ ∈ L2(R)\{0}
is a wavelet and (2.8) is satisfied. If f ∈ L2(R)\{0}, ‖f − gf‖2 ≤ ‖f‖2 and ‖Wψf −
hWψf‖2 ≤ η‖Wψf‖2, where
Wψf = {〈f, ψj,k〉}j,k∈Z
and B1/2(η + ‖h‖∞) ≤ A1/2, then
‖ψ‖2‖g‖∞‖h‖2 ≥ A1/2 −B1/2(η + ‖h‖∞).








and we let κ = ‖ψ‖2‖g‖∞.
By letting T ⊂ R be a finite measurable set and Ω ⊂ Z2 a finite set, and g = χT ,
h = χΩ, we have the following result:
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Corollary 2.24 Let T ⊂ R be a measurable set and Ω ⊂ Z2. Suppose that ψ ∈
L2(R)\{0} and (2.8) is satisfied. If f ∈ L2(R)\{0}, f is T -concentrated on T and
Wψf is Ω-concentrated on Ω, where
Wψf = {〈f, ψj,k〉}j,k∈Z
and B1/2(T + Ω) ≤ A1/2, then
|Ω| ≥ 1‖ψ‖22
(
A1/2 −B1/2(T + Ω)
)2
.
The following result is a consequence of Corollary 2.5.
Corollary 2.25 Let Ω ⊂ Z2. Suppose that ψ ∈ L2(R)\{0} and (2.8) is satisfied. If
f ∈ L2(R)\{0} and ‖Wψf − χΩWψf‖2 ≤ η‖Wψf‖2 where
Wψf = {〈f, ψj,k〉}j,k∈Z
and 0 ≤ η ≤ 1, then
|Ω| ≥ A‖ψ‖22
(1− η2).
Proof: Note that for all j, k ∈ Z,
‖ψj,k‖2 = ‖ψ‖2.
Hence we let C = ‖ψ‖2 in Corollary 2.5 and the result follows.
We shall now study uncertainty principles of frames generated by sampling se-
quences in a reproducing kernel Hilbert space. We let H denote a reproducing kernel
Hilbert space on a set D with reproducing kernel K(t, ξ) (see [1], [21]), i.e.
f(ξ) = 〈f,K(·, ξ)〉, f ∈ H, ξ ∈ D. (2.9)






forms a frame for




∣∣∣∣〈f, K(·, ξn)‖K(·, ξn)‖
〉∣∣∣∣2 ≤ B‖f‖2. (2.10)
2.2 Specific Uncertainty Principles 35







As a consequence of Corollary 2.4, we obtain the following result.
Corollary 2.26 Let H be a reproducing kernel Hilbert space on a set D with repro-
ducing kernel K(t, ξ) and let {ξn}n∈Z ⊆ D be a sampling sequence in H, with bounds A
and B. Let P : H → H be a linear operator with ‖P ∗K(·, ξn)‖ ≤ C(K(ξn, ξn))1/2 for









and B1/2(η + ‖h‖∞) ≤ A1/2, then
C‖h‖2 ≥ A1/2 −B1/2(η + ‖h‖∞).







By letting P to be the identity operator on H, and h the characteristic function on
a finite set Ω in Z, we apply Corollary 2.5 to obtain the following result.
Corollary 2.27 Let H be a reproducing kernel Hilbert space on a set D with repro-
ducing kernel K(t, ξ) and let {ξn}n∈Z ⊆ D be a sampling sequence in H, with lower








and 0 ≤ η ≤ 1, then
|Ω| ≥ A(1− η2). (2.11)
Proof: Note that
∥∥∥ K(·,ξn)(K(ξn,ξn))1/2∥∥∥ = ∥∥∥ K(·,ξn)‖K(·,ξn)‖∥∥∥ = 1. In Corollary 2.5, we let C = 1 to
obtain (2.11).
The classical theorem of Shannon enables us to reconstruct a finite-energy, ban-
dlimited signal from a set of regularly spaced samples. A function f is Ω-bandlimited,
2.2 Specific Uncertainty Principles 36
Ω > 0, if f ∈ L2(R) with suppfˆ ⊆ [−Ω,Ω]. We denote this set of functions by
BΩ := {f ∈ L2(R) : fˆ(ω) = 0 for ω /∈ [−Ω,Ω]}.
The space of Ω-bandlimited functions BΩ is a reproducing kernel Hilbert space,
with reproducing kernel K(t, ξ) = 2Ω sin 2piΩ(t−ξ)




We shall state the classical sampling result of Shannon without proof (see [22]).






2piΩ(t− nT ) .
Furthermore,






This theorem, together with Corollary 2.26, leads to the following result. We
replace the possibly irregular sequence {ξn}n∈Z by the regular sequence of real numbers
{nT}n∈Z.
Corollary 2.28 Let T,Ω > 0 such that 0 < 2TΩ ≤ 1. Let P : BΩ → BΩ be a linear
operator with ‖P ∗K(·, nT )‖2 ≤
√
2ΩC for all n ∈ Z, where K(t, ξ) = 2Ω sin 2piΩ(t−ξ)
2piΩ(t−ξ)) ,






sin 2piΩ(· − nT )
2piΩ(· − nT )
〉}
n∈Z





(1− (η + ‖h‖∞)) .




















and we let A = B = 1
8Ω3T 2
in Corollary 2.26.
Next, by considering the operator P = F−1χ[−Ω0,Ω0]F where 0 < Ω0 ≤ Ω, we have
the following result.
Corollary 2.29 Let T,Ω > 0 such that 0 ≤ 2TΩ ≤ 1. Let W ⊂ Z. If f ∈ BΩ\{0},






sin 2piΩ(· − nT )
2piΩ(· − nT )
〉}
n∈Z
such that + η ≤ 1, then
|W | ≥ 1
8Ω2T 2Ω0
(1− η − )2. (2.12)
Proof: We begin with the operator P = F−1χ[−Ω0,Ω0]F . Then by applying Parseval’s
identity,
‖f − Pf‖2 = ‖fˆ − χ[−Ω0,Ω0]fˆ‖2 ≤ ‖f‖2.









, if ω ∈ [−Ω,Ω],
0, otherwise.
Since











. Also, by letting h = χW in Corollary 2.28, we have
‖h‖2 = |W |1/2.
In the event that Ω0 = Ω, we take  = 0 and (2.12) becomes
|W | ≥ 1
8Ω3T 2
(1− η)2.
However, we can apply Corollary 2.27 to obtain a better result.
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Corollary 2.30 Let T,Ω > 0 such that 0 ≤ 2TΩ ≤ 1. If f ∈ BΩ\{0} and ‖Uf −






sin 2piΩ(· − nT )
2piΩ(· − nT )
〉}
n∈Z
such that 0 ≤ η ≤ 1, then
|W | ≥ 1
8Ω3T 2
(1− η2).
Proof: As shown in the proof of Corollary 2.28, we have∑
n∈Z
|f(nT )|2




and we let A = 1
8Ω3T 2
in Corollary 2.27 to obtain the result.
As T,Ω→ 0, the inequality shows that |W | has to be large. On the other hand, for
2TΩ close to 1 and T small, the right-hand side of the inequality will be small. Not
much information about |W | can then be gathered from the inequality.
Moving on, we let
D := {z ∈ C : |z| < 1}
be the unit disk in C. The normalized area measure on D will be denoted by dA. In





In our discussion, we shall focus our attention on sampling sequences for the Bergman
space A2(D) given by
A2(D) :=
{








According to [27], the Bergman space A2(D) is a reproducing kernel Hilbert space with
reproducing kernel K(z, ξ) = 1
(1−ξ¯z)2 , i.e.
f(ξ) = 〈f,K(·, ξ)〉, f ∈ A2(D), ξ ∈ D.
In this case,
‖K(·, ξn)‖ = 1
1− |ξn|2 .
This leads to the next corollary, which is a direct consequence of Corollary 2.26.
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Corollary 2.31 Suppose that {ξn}n∈Z ⊆ D is chosen such that it is a sampling se-
quence for A2(D) with bounds A and B. Let P : A2(D) → A2(D) be a linear operator
with ‖P ∗K(·, ξn)‖ ≤ C1−|ξn|2 for all n ∈ Z, where K(z, ξ) = 1(1−ξ¯z)2 . If f ∈ A2(D)\{0},








and B1/2(η + ‖h‖∞) ≤ A1/2, then
C‖h‖2 ≥ A1/2 −B1/2(η + ‖h‖∞).
2.3 Extension to Banach Spaces
The purpose of this section is to explore the extension of Theorem 2.1 to a more general
setting involving Banach spaces. We denote the dual of a Banach space X by X ′, and
the adjoint of a linear operator P : X → Y by P † : Y ′ → X ′.
Theorem 2.4 Let X and Y be Banach spaces, and P : X → X , Q : Y → Y, R : X →
Y be bounded linear operators. Suppose that S ⊂ X ′ and for constants C,D > 0
‖P †α‖ ≤ C, α ∈ S,
‖QRg‖ ≤ D sup{|α(g)| : α ∈ S}, g ∈ PX .
If f ∈ X is nonzero, ‖f−Pf‖ ≤ ‖f‖, ‖Rf−QRf‖ ≤ η‖Rf‖ and there exist constants
A,B > 0 such that
A‖m‖ ≤ ‖Rm‖ ≤ B‖m‖, m ∈ X ,
where B(η + ‖Q‖) ≤ A, then
CD ≥ A−B(η + ‖Q‖),
Proof: As a consequence of ‖f −Pf‖ ≤ ‖f‖, ‖Rf −QRf‖ ≤ η‖Rf‖, ‖Rf‖ ≤ B‖f‖
and the triangle inequality, we have
‖Rf −QRPf‖ ≤ ‖Rf −QRf‖+ ‖QRf −QRPf‖
≤ η‖Rf‖+ ‖Q‖‖R(f − Pf)‖
≤ Bη‖f‖+B‖Q‖‖f − Pf‖
≤ B(η + ‖Q‖)‖f‖.
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This in turn implies that
‖QRPf‖ ≥ ‖Rf‖ − ‖Rf −QRPf‖
≥ (A−B (η + ‖Q‖)) ‖f‖,
where the last inequality is due to A‖f‖ ≤ ‖Rf‖. Now, we move on to find an upper
bound of ‖QRPf‖. Note that
‖QRPf‖ ≤ D sup{|α(Pf)| : α ∈ S}
= D sup{|P †α(f)| : α ∈ S}
≤ DC‖f‖.
Hence we obtain
CD ≥ A−B(η + ‖Q‖).
We specialize the two Banach spaces in Theorem 2.4 to a Hilbert space H and
L2(Y , ν), where (Y , ν) is a measure space. Following the assumptions in Theorem 2.1
and letting R = U , S = {〈·, Ky〉 : y ∈ Y}, we have for α ∈ S,
|P †α(g)| = |α(Pg)| = |〈Pg,Ky〉| ≤ ‖g‖‖P ∗Ky‖ ≤ C‖g‖,
which implies ‖P †α‖ ≤ C. In addition, for g ∈ PX ,
‖QRg‖ ≤ D sup{|〈g,Ky〉| : y ∈ Y}
= D sup{|α(g)| : α ∈ S}.
Hence we obtain Theorem 2.1 as a consequence of Theorem 2.4.
In very much the same way, we obtain the following result by taking Y = Lp(Y , ν),
for p ≥ 1.
Corollary 2.32 Let H be a Hilbert space, (Y , ν) a measure space, and P : H → H,
Q : Lp(Y , ν)→ Lp(Y , ν) bounded linear operators, where p ≥ 1. Suppose that U : H →
Lp(Y , ν) is a linear operator such that for all g ∈ PH,
(Ug)(y) = 〈g,Ky〉, y ∈ Y ,
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where Ky ∈ H with
‖P ∗Ky‖ ≤ C, y ∈ Y .
Furthermore, suppose that there exists a constant D > 0 such that
‖QUg‖p ≤ D sup{|〈g,Ky〉| : y ∈ Y}, g ∈ PH.
If f ∈ H is nonzero, ‖f − Pf‖ ≤ ‖f‖, ‖Uf − QUf‖p ≤ η‖Uf‖p and there exist
constants A,B > 0 such that
A‖m‖ ≤ ‖Um‖p ≤ B‖m‖, m ∈ H,
where B(η + ‖Q‖) ≤ A, then
CD ≥ A−B(η + ‖Q‖).
As another illustration of Theorem 2.4, we shall apply it directly to the p-frame
setting. Let p ≥ 1 be given and X be a Banach space. A family {αk}k∈Z ⊂ X ′ is said







(see [5]). Here, {αk(m)}k∈Z is a sequence in the lp-space.
Corollary 2.33 Let X be a Banach space, and P : X → X , Q : lp(Z) → lp(Z) be
bounded linear operators. Suppose that {αk}k∈Z ⊂ X ′ is a p-frame satisfying (2.13).
Let R : X → lp(Z) be a linear operator such that for all m ∈ X ,
Rm = {αk(m)}k∈Z.
For constants C,D > 0,
‖P †αk‖ ≤ C, for all k ∈ Z,
‖QRg‖ ≤ D sup{|αk(g)| : k ∈ Z}, g ∈ PX .
If f ∈ X is nonzero, ‖f−Pf‖ ≤ ‖f‖, ‖Rf−QRf‖p ≤ η‖Rf‖p, where B(η+‖Q‖) ≤
A, then
CD ≥ A−B(η + ‖Q‖).
Proof: The result follows from Theorem 2.4 by letting Y = lp(Z) and S = {αk}k∈Z.
Chapter3
Uncertainty Principles for Quadratic
Time-Frequency Representations
In this chapter, we study uncertainty principles for bounded nonlinear operators. Or-
ganization of materials in this chapter roughly follows that of the previous chapter.
In the first section, we give several general results on the Hilbert space. Then we
apply these results to obtain uncertainty principles for the Wigner distribution and
ambiguity function in the second section. Uncertainty principles for Cohen’s class of
time-frequency representations are also studied in the same section.
3.1 General Uncertainty Principles
The first result of this section is of the same setting as Theorem 2.1, except that U ′
is now a nonlinear operator. The rest of the results in this section follow from this
theorem.
Theorem 3.1 Let H be a Hilbert space, (Y , ν) a measure space, and P : H → H,
Q : L2(Y , ν)→ L2(Y , ν) bounded linear operators. Suppose that W : H×H → L2(Y , ν)
is an operator satisfying the conditions
(a) for some constants A,B > 0, and every f, g ∈ H,
A‖f‖‖g‖ ≤ ‖W (f, g)‖2 ≤ B‖f‖‖g‖,
42
3.1 General Uncertainty Principles 43
(b) for some constant C > 0 and every y ∈ Y,
W (f, g)(y) = 〈f, Lyg〉,
where Ly : H → H is a linear operator with ‖P ∗Ly‖ ≤ C,
(c) for some constant D > 0 and every f, g ∈ PH,
‖QW (f, g)‖2 ≤ D sup{|〈f, Lyg〉| : y ∈ Y}.
Define U ′ : H → L2(Y , ν) by U ′f := W (f, f) for all f ∈ H. If f ∈ H\{0}, ‖f−Pf‖ ≤
‖f‖, ‖U ′f −QU ′f‖2 ≤ η‖U ′f‖2 where B(η + ‖Q‖) ≤ A, then
CD ≥ A−B (η + ‖Q‖) . (3.1)
Proof: Fixing g ∈ H\{0}, we define a linear operator V : H → L2(Y , ν) by V f :=
W (f, g). If f ∈ H\{0}, ‖f − Pf‖ ≤ ‖f‖, ‖V f − QV f‖2 ≤ η‖V f‖2 where B(η +
‖Q‖) ≤ A, by taking U to be V , Ky be Lyg and constants A, B, C, D be A‖g‖,
B‖g‖, C‖g‖, D respectively in Theorem 2.1, we obtain (3.1) after dividing both sides
of the inequality by ‖g‖. Since g is arbitrary, we may choose g = f , and the condition
‖V f−QV f‖2 ≤ η‖V f‖2 is exactly ‖U ′f−QU ′f‖2 ≤ η‖U ′f‖2. The result thus follows.
Note that condition (b) in the hypothesis of Theorem 3.1 implies that for f, g, h ∈
H, α ∈ C
W (f + αg, h) = W (f, h) + αW (g, h),
W (f, g + αh) = W (f, g) + αW (f, h),
i.e. W is a sesquilinear form.
By considering Q to be an orthogonal projector and P the identity operator, we
have the following result, independent of the previous theorem.
Theorem 3.2 Let H be a Hilbert space, (Y , ν) a measure space, and Q : L2(Y , ν) →
L2(Y , ν) an orthogonal projector. Suppose that W : H×H → L2(Y , ν) is an operator
satisfying the conditions
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(a) for some constant A > 0, and every f, g ∈ H,
A‖f‖‖g‖ ≤ ‖W (f, g)‖2,
(b) for some constant C > 0 and every y ∈ Y,
W (f, g)(y) = 〈f, Lyg〉,
where Ly : H → H is a linear operator with ‖Ly‖ ≤ C,
(c) for some constant D > 0, and every f, g ∈ PH,
‖QW (f, g)‖2 ≤ D sup{|〈f, Lyg〉| : y ∈ Y}.
Define U ′ : H → L2(Y , ν) by U ′f := W (f, f) for all f ∈ H. If f ∈ H\{0}, ‖U ′f −
QU ′f‖2 ≤ η‖U ′f‖2 where 0 ≤ η ≤ 1, then
C2D2 ≥ A2(1− η2). (3.2)
Proof: Fixing g ∈ H\{0}, we define a linear operator V : H → L2(Y , ν) by V f :=
W (f, g). If f ∈ H\{0}, ‖V f −QV f‖2 ≤ η‖V f‖2 where 0 ≤ η ≤ 1, by taking U to be
V , Ky be Lyg and constants A, C, D be A‖g‖, C‖g‖, D respectively in Theorem 2.2,
we obtain (3.2) after division by ‖g‖. Since g is arbitrary, we select g = f and note
that the condition ‖V f −QV f‖2 ≤ η‖V f‖2 is ‖U ′f −QU ′f‖2 ≤ η‖U ′f‖2. This gives
the result.
In Theorem 3.1, if we let P = I and suppose A = B, we will obtain the result
CD ≥ A(1− η).
For 0 ≤ η ≤ 1, we see that Theorem 3.2 gives a greater lower bound and therefore a
better result, as compared to Theorem 3.1.
In the next corollary, we replace the operator Q by a function h ∈ L2(Y , ν) ∩
L∞(Y , ν) in Theorem 3.1.
Corollary 3.1 Let H be a Hilbert space, (Y , ν) a measure space, and P : H → H a
bounded linear operator. Take h ∈ L2(Y , ν) ∩ L∞(Y , ν). Suppose that W : H ×H →
L2(Y , ν) is an operator satisfying the conditions
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(a) for some constants A,B > 0, and every f, g ∈ H,
A‖f‖‖g‖ ≤ ‖W (f, g)‖2 ≤ B‖f‖‖g‖,
(b) for some constant C > 0 and every y ∈ Y,
W (f, g)(y) = 〈f, Lyg〉,
where Ly : H → H is a linear operator with ‖P ∗Ly‖ ≤ C.
Define U ′ : H → L2(Y , ν) by U ′f := W (f, f) for all f ∈ H. If f ∈ H\{0}, ‖f−Pf‖ ≤
‖f‖, ‖U ′f − hU ′f‖2 ≤ η‖U ′f‖2 where B(η + ‖h‖∞) ≤ A, then
C‖h‖2 ≥ A−B (η + ‖h‖∞) .
Proof: In Theorem 3.1, we let QF = hF , where F ∈ L2(Y , ν). Proceeding as in the
proof of Corollary 2.1, we have ‖Q‖ ≤ ‖h‖∞. Also,
‖hW (f, g)‖22 =
∫
R
|h(y)|2|〈f, Lyg〉|2dν(y) ≤ ‖h‖22{sup |〈f, Lyg〉| : y ∈ Y}2,
and we let D = ‖h‖2. This ends the proof.
In the following result, we replace the operators P andQ by functions g ∈ L2(X , µ)∩
L∞(X , µ) and h ∈ L2(Y , ν) ∩ L∞(Y , ν) respectively. The Hilbert space H is taken to
be L2(X , µ).
Corollary 3.2 Let (X , µ) and (Y , ν) be measure spaces. Take g ∈ L2(X , µ)∩L∞(X , µ)
and h ∈ L2(Y , ν)∩L∞(Y , ν). Suppose that W : L2(X , µ)×L2(X , µ)→ L2(Y , ν) is an
operator satisfying the conditions
(a) for some constants A,B > 0, and every f1, f2 ∈ L2(X , µ),
A‖f1‖2‖f2‖2 ≤ ‖W (f1, f2)‖2 ≤ B‖f1‖2‖f2‖2,
(b) for some constant κ > 0 and every y ∈ Y,




where Ly : L2(X , µ) → L2(X , µ) is a linear operator with |Lyf(x)| ≤ κ‖f‖2 for
all x ∈ X , y ∈ Y.
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Define U ′ : L2(X , µ) → L2(Y , ν) by U ′f := W (f, f) for all f ∈ L2(X , µ). If f ∈
L2(X , µ)\{0}, ‖f−gf‖2 ≤ ‖f‖2, ‖U ′f−hU ′f‖2 ≤ η‖U ′f‖2 where B(η+‖h‖∞) ≤ A,
then
κ‖g‖2‖h‖2 ≥ A−B (η + ‖h‖∞) .







so ‖P ∗Ly‖ ≤ κ‖g‖2 and we replace C by κ‖g‖2. This completes the proof.
3.2 Specific Uncertainty Principles
In this section, we restrict our attention to obtaining uncertainty principles for the
Wigner distribution (WD), the ambiguity function and the Cohen’s class of time-
frequency representations.
At this point, we recall that the Wigner distribution Wf of a function f ∈ L2(R)










We can show that the above integral is well defined by applying the Cauchy-Schwartz
inequality. By polarizing the quadratic expression (3.3), we obtain the cross-Wigner
distribution of f, g ∈ L2(R):













Readers are referred to [13] for a more detailed discussion on the elementary proper-
ties of the WD. In particular, as a consequence of the Moyal’s formula (see Proposition
1.1), we have the following result.
Lemma 3.1 For f, g ∈ L2(R), we have W (f, g) ∈ L2(R2) and
‖W (f, g)‖2 = ‖f‖2‖g‖2.
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We shall now obtain our first uncertainty principle of this section as a consequence
of Corollary 3.2.
Corollary 3.3 Let g ∈ L2(R) ∩ L∞(R), h ∈ L2(R2) ∩ L∞(R2) and α > 0. If f ∈
L2(R)∩L∞(R)\{0} such that ‖f‖∞ ≤ α‖f‖2, ‖f−gf‖2 ≤ ‖f‖2 and ‖Wf−hWf‖2 ≤
η‖Wf‖2 where η + ‖h‖∞ ≤ 1, then
2α‖g‖2‖h‖2 ≥ 1− (η + ‖h‖∞).
Proof: In Corollary 3.2, we let X = R, Y = R2 with µ, ν being the Lebesgue measure.
Here, Lyf(x) = 2f(2t− x)e2piiω(2)(x−t), where y = (t, ω). Therefore,
|Lyf(x)| ≤ 2‖f‖∞ ≤ 2α‖f‖2,




|Lyf(x)|2dx = 4‖f‖22 <∞.
As a consequence of Lemma 3.1, we let A = B = 1. The result thus follows.
By letting T ⊂ R, Ω ⊂ R2 be finite measurable sets and g = χT , h = χΩ, we have
the following result.
Corollary 3.4 Let T ⊂ R, Ω ⊂ R2 be measurable sets and α > 0. If f ∈ L2(R) ∩
L∞(R)\{0} such that ‖f‖∞ ≤ α‖f‖2, f is T -concentrated on T and Wf is Ω-
concentrated on Ω where Ω + T ≤ 1, then
|T ||Ω| ≥ 1
4α2
(1− (Ω + T ))2. (3.4)
We can observe from (3.4) that the measures of the sets T and Ω cannot be small
simultaneously. Suppose that Ω = supp Wf and T = supp f , and we set T = 0 = Ω.
Then (3.4) becomes |supp f ||supp Wf | ≥ 1
4α2
.
Now, we let W be the projection of Ω onto the time-axis. Assuming that f has
finite support, we have
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Note that Wf(t, ω) = 0 whenever (2t− T )∩ T = ∅. Assume that T is an interval, say
T = (a, b). Then Wf(t, ω) = 0 whenever (2t − b, 2t − a) ∩ (a, b) = ∅. Equivalently,
Wf(t, ω) = 0 whenever t < a or t > b. For measure of T sufficiently small, |W | is also
small, because




Since |W | is also small, we see that Ω cannot be a long horizontal strip. As we shall
see in Section 4.2, for nontrivial f , Ω has infinite measure. Hence, putting these two
results together, we shall have Ω as a long vertical strip.
Next, we recover from Theorem 3.2 the weak uncertainty principle of Wigner dis-
tribution (see [13]).
Corollary 3.5 (Weak Uncertainty Principle for the Wigner Distribution) Suppose
that f ∈ L2(R)\{0}. Then given any 0 ≤ η ≤ 1 and Ω ⊂ R such that∫ ∫
Ω
|Wf(t, ω)|2dtdω ≥ (1− η2)‖f‖42,
we have |Ω| ≥ (1− η2)/4.




|Wf(t, ω)|2dtdω ≤ η2‖f‖42,
and the left-hand side is exactly
∫∫
R2\Ω |Wf(t, ω)|2dtdω because ‖Wf‖2 = ‖f‖22. Hence




|2f(2t− x)e2piiω(2)(x−t)|2dx = 4‖f‖22,
therefore, ‖Ly‖ = 2. In Theorem 3.2, we let A = 1, C = 2 and D = ‖χΩ‖2 = |Ω|1/2 to
obtain the result.










3.2 Specific Uncertainty Principles 49
As we discussed in Chapter 1, many properties of the STFT carry over to the ambiguity
function. In particular, as a consequence of the orthogonality relations of the STFT,
we have ‖Af‖2 = ‖f‖22. Like what we had done for the WD, we shall obtain the
following uncertainty principle as a consequence of Corollary 3.2.
Corollary 3.6 Let g ∈ L2(R) ∩ L∞(R), h ∈ L2(R2) ∩ L∞(R2) and α > 0. If f ∈
L2(R)∩L∞(R)\{0} such that ‖f‖∞ ≤ α‖f‖2, ‖f − gf‖2 ≤ ‖f‖2 and ‖Af −hAf‖2 ≤
η‖Af‖2 where η + ‖h‖∞ ≤ 1, then
α‖g‖2‖h‖2 ≥ 1− (η + ‖h‖∞).
Proof: In Corollary 3.2, we let X = R, Y = R2 with µ, ν being the Lebesgue measure.
Here, Lyf(x) = f(x− t)e2piiω(x−t/2), where y = (t, ω). Therefore,
|Lyf(x)| ≤ ‖f‖∞ ≤ α‖f‖2,
and we let κ = α. Moreover, ‖Lyf‖2 = ‖f‖2, hence Lyf ∈ L2(R). Since ‖Af‖2 = ‖f‖22,
we let A = B = 1. The result thus follows.
By letting T ⊂ R, Ω ⊂ R2 be finite measurable sets and g = χT , h = χΩ, we have
the following result.
Corollary 3.7 Let T ⊂ R, Ω ⊂ R2 be measurable sets and α > 0. If f ∈ L2(R) ∩
L∞(R)\{0} such that ‖f‖∞ ≤ α‖f‖2, f is T -concentrated on T and Af is Ω-
concentrated on Ω where Ω + T ≤ 1, then
|T ||Ω| ≥ 1
α2
(1− (Ω + T ))2.
Next, we recover the weak uncertainty principle of the ambiguity function (see [13])
from Theorem 3.2.
Corollary 3.8 (Weak Uncertainty Principle for the Ambiguity Function) Suppose
that f ∈ L2(R)\{0}. Then given any 0 ≤ η ≤ 1 and Ω ⊂ R such that∫ ∫
Ω
|Af(t, ω)|2dtdω ≥ (1− η2)‖f‖42,
we have |Ω| ≥ 1− η2.
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|Af(t, ω)|2dtdω ≤ η2‖f‖42,
and the left-hand side is exactly
∫∫
R2\Ω |Af(t, ω)|2dtdω because ‖Af‖2 = ‖f‖22. Hence




|f(x− t)e2piiω(x−t/2)|2dx = ‖f‖22,
therefore, ‖Ly‖ = 1. In Theorem 3.2, we let A = 1, C = 1 and D = |Ω|1/2.
Following the definition given in [13], a quadratic time-frequency representation Qf
belongs to Cohen’s class, if it is of the form
Qf = Qσf = Wf ∗ σ,
for some function or distribution σ ∈ S ′(R2), the dual space of S(R2). In other words,
Cohen’s class consists of all time-frequency representations arised from convolving the
Wigner distribution with a function or distribution σ in S ′(R2). As such, the time-
frequency representations in Cohen’s class inherit their properties from those of the
Wigner distribution and those of the kernel function σ. Readers may refer to [7]
for a more detailed discussion on Cohen’s class of time-frequency representations. In
particular, we have the following result.
Lemma 3.2 If f ∈ L2(R) such that Wf, Ŵf ∈ L1(R2), then for σ ∈ L1(R2),
‖Qσf‖2 = ‖f‖22
holds if and only if |σˆ(t, ω)| = 1 almost everywhere.
Unfortunately, Corollary 3.2 cannot be applied directly to obtain uncertainty prin-
ciples for the Cohen’s class of time-frequency representations, because condition (b)
is not satisfied. However, by following the proof for the general uncertainty principle
and making slight modifications to it, we are able to prove the following result. Before
that, we define
Qσ(f1, f2) := W (f1, f2) ∗ σ,
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for some function or distribution σ ∈ S ′(R2). Following the proof in [13], we can show
that for f1, f2 ∈ L2(R) such that Wf1,Wf2, Ŵ f1, Ŵ f2 ∈ L1(R2), and for σ ∈ L1(R2),
‖Qσ(f1, f2)‖2 = ‖f1‖2‖f2‖2
holds if and only if |σˆ(t, ω)| = 1 almost everywhere.
Corollary 3.9 Let g ∈ L2(R)∩L∞(R), h ∈ L2(R2)∩L∞(R2) and α > 0. Suppose that
σ ∈ L1(R2) such that |σˆ(t, ω)| = 1 almost everywhere. If f ∈ L2(R)∩L∞(R)\{0} such
that ‖f‖∞ ≤ α‖f‖2, Wf, Ŵf,W (f − gf), ̂W (f − gf) ∈ L1(R2), ‖f − gf‖2 ≤ ‖f‖2
and ‖Qσf − hQσf‖2 ≤ η‖Qσf‖2 where η + ‖h‖∞ ≤ 1, then
α‖σ‖1‖g‖2‖h‖2 ≥ 1− (η + ‖h‖∞). (3.5)
Proof: As a consequence of ‖f − gf‖2 ≤ ‖f‖2, ‖Qσf − hQσf‖2 ≤ η‖Qσf‖2 and the
triangle inequality, we obtain
‖Qσf − hQσ(gf, f)‖2 ≤ ‖Qσf − hQσf‖2 + ‖hQσf − hQσ(gf, f)‖2
≤ η‖f‖22 + ‖h‖∞‖Qσf −Qσ(gf, f)‖2
= η‖f‖22 + ‖h‖∞‖f‖2‖f − gf‖2
≤ ‖f‖22(η + ‖h‖∞).
This implies that
‖hQσ(gf, f)‖2 ≥ ‖Qσf‖2 − ‖Qσf − hQσ(gf, f)‖2 ≥ ‖f‖22(1− (‖h‖∞ + η)).




|h(t)|2|(W (gf, f) ∗ σ)(t)|2dt.
Applying the Cauchy-Schwartz inequality, we have
|(W (gf, f) ∗ σ)(s)| ≤
(∫ ∫
R2







|(W (gf, f) ∗ σ)(s)|2 ≤ ‖σ‖21‖W (gf, f)‖22 = ‖σ‖21‖gf‖22‖f‖22 ≤ ‖σ‖21‖f‖2∞‖g‖22‖f‖22.
3.2 Specific Uncertainty Principles 52
Together with ‖f‖∞ ≤ α‖f‖2, we obtain
‖hQσ(gf)‖22 ≤ α2‖σ‖21‖f‖42‖g‖22‖h‖22.
Combining the two results, we obtain (3.5).
As we have seen in the proof, the analysis of Cohen’s class amounts to understanding
the mathematics of convolution operators. By letting T ⊂ R, Ω ⊂ R2 be measurable
sets and g = χT , h = χΩ, we have the following result.
Corollary 3.10 Suppose T ⊂ R, Ω ⊂ R2 are measurable sets and α > 0. Suppose that
σ ∈ S ′(R2) such that |σˆ(t, ω)| = 1 almost everywhere. If f ∈ L2(R)∩L∞(R)\{0} such
that ‖f‖∞ ≤ α‖f‖2, Wf, Ŵf,W (f−χTf), ̂W (f − χTf) ∈ L1(R2), f is T -concentrated
on T and Qσf is Ω-concentrated on Ω where T + Ω ≤ 1, then
|T ||Ω| ≥ 1
α2‖σ‖21
(1− (T + Ω))2 . (3.6)
Similar to the case of Wigner distribution, from (3.6), we can see that the product
of measures of T and Ω is bounded below, agreeing once again with the philosophy of
uncertainty principles. Lastly, we shall prove the following.
Corollary 3.11 Suppose that f ∈ L2(R) such that ‖f‖2 = 1. Then given any 0 ≤  ≤
1 and Ω ⊂ R2 such that ∫ ∫
Ω
|Qσf(t, ω)|2dtdω ≥ (1− )‖σ‖21,
we have |Ω| ≥ 1
4
(1− ).

















Other Classes of Uncertainty Principles
In this chapter, we study other classes of uncertainty principles. In the first section,
we shall show that the portions of STFT and CWT lying outside sets of finite measure
cannot be arbitrarily small. These results were first mentioned in [26]. Here, we
extend them to the operator setting, and use more general functions in L2(R) in place
of the characteristic function to describe sets of concentration. By doing so, we obtain
analogous results for other time-frequency representations like the Wigner distribution,
ambiguity function and tight frames.
In the second section, we recall the famous Benedicks’ theorem which says that for
a Fourier transform pair (f, fˆ), the measures of f and fˆ are both finite only if f = 0,
and go on to discuss the corresponding version for the STFT, the cross ambiguity
function, the cross Wigner distribution, the CWT, as well as wavelet frames. More
interestingly, we establish the possibility of upgrading the signal recovery result for
bandlimited functions mentioned in Donoho and Stark’s paper [8].
Lastly, we discuss uncertainty principles of Heisenberg type, where in particular,
we compare localization of the STFT with the localization of f (respectively fˆ). In
another result, we compare the localization of the STFT with respect to one variable,
with that of the same STFT with respect to the other variable. Similar results hold for
the cross-Wigner distribution and the cross-ambiguity function. Results in the discrete
setting are established at the end of the section.
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4.1 Approximate Concentration of Transformed Func-
tions
Results in this section are related to the notion of -concentration as mentioned in
Section 2.2. In Chapter 2, we consider ‖Uf−QUf‖2 ≤ η‖Uf‖2 for some η ≥ 0. There
is a likelihood that η cannot be arbitrarily small. In this section, we shall find c > 0
such that ‖Uf − QUf‖2 ≥ c‖f‖2. This provides us with information on the range of
possible values of η. In the following, we first give a general inequality.
Lemma 4.1 Let H be a Hilbert space, (Y , ν) a measure space and R : L2(Y , ν) →
L2(Y , ν) a bounded linear operator. Suppose that U : H → L2(Y , ν) is a bounded
linear operator such that there exist constants A,B > 0 for which
A‖f‖ ≤ ‖Uf‖2 ≤ B‖f‖, f ∈ H, (4.1)
and B‖R‖ < A. Then for f ∈ H,
‖Uf −RUf‖2 ≥ (A−B‖R‖) ‖f‖.
Proof: By triangle inequality,
‖Uf −RUf‖2 ≥ ‖Uf‖2 − ‖RUf‖2 ≥ A‖f‖ −B‖R‖‖f‖ = (A−B‖R‖)‖f‖,
where the second inequality is due to (4.1).
For the case of A = B, we require ‖R‖ < 1.
Theorem 4.1 Let H be a Hilbert space, (Y , ν) a measure space. Take h ∈ L2(Y , ν) ∩
L∞(Y , ν). Let U : H → L2(Y , ν) be a bounded linear operator such that for f ∈ H,
(Uf)(y) = 〈f,Ky〉, y ∈ Y ,
where Ky ∈ H with
‖Ky‖ ≤ c, y ∈ Y .
If there exists a constant A > 0 such that
〈Uf, Ug〉 = A〈f, g〉, f, g ∈ H, (4.2)





, then for f ∈ H,









Proof: We let QF = hF , where F ∈ L2(Y , ν). Note that the range of U , i.e. U(H), is
a closed linear subspace of L2(Y , ν). This is observed from standard arguments and the
identity (4.2). We then define P : L2(Y , ν) → L2(Y , ν) as the orthogonal projection
from L2(Y , ν) onto U(H). Applying Lemma 4.1 to the operator R = QP ,
‖Uf − hUf‖2 ≥
√
A(1− ‖QP‖)‖f‖,
where QPUf = QUf = hUf .
We shall estimate ‖QP‖. Note that for all f ∈ H,
(Uf)(y) = 〈f,Ky〉 = 1
A
〈Uf, UKy〉, y ∈ Y .




〈G,UKy〉, y ∈ Y .






























This implies that ‖QP‖ ≤ c√
A
‖h‖2.
A corresponding result for sesquilinear forms can be obtained from Theorem 4.1 by
following the proof of Theorem 3.1.
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Theorem 4.2 Let H be a Hilbert space, (Y , ν) a measure space. Take h ∈ L2(Y , ν) ∩
L∞(Y , ν). Suppose that W : H×H → L2(Y , ν) is an operator satisfying the conditions
(a) for some constant A > 0, and every f1, f2, g ∈ H,
〈W (f1, g),W (f2, g)〉 = A‖g‖2〈f1, f2〉,
(b) for some constant c > 0 and every y ∈ Y,
W (f, g)(y) = 〈f, Lyg〉,
where Ly : H → H is a linear operator with ‖Ly‖ ≤ c.















Proof: Fixing g ∈ H, we define a linear operator V : H → L2(Y , ν) by V f := W (f, g).
If f ∈ H\{0}, by taking U to be V , Ky be Lyg and constants A, c be A‖g‖2, c‖g‖
respectively in Theorem 4.1, we obtain









Since g is arbitrary, we may choose g = f , and the result thus follows.
The following result in the tight frame setting can be obtained as a consequence of
Theorem 4.1.
Corollary 4.1 Let H be a Hilbert space, I a countable index set and {φn}n∈I a tight
frame of H with frame bound A. Suppose that ‖φn‖ ≤ c for all n ∈ I. If f ∈ H,














where Uf = {〈f, φn〉}n∈I .
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Proof: In Theorem 4.1, we let Y = I and ν be the counting measure. Since {φn}n∈I
forms a tight frame for H with frame bound A, by polarization, we have∑
n∈I
〈f, φn〉〈φn, g〉 = A〈f, g〉, f, g ∈ H,
i.e. 〈Uf, Ug〉 = A〈f, g〉. This ends the proof.
Now, we shall apply Theorem 4.1 to the STFT, discrete STFT and CWT. We
denote the STFT (and also the discrete STFT) of f with respect to g by Vgf .
Corollary 4.2 Let h ∈ L2(R2). If f, g ∈ L2(R) and ‖h‖2 < 1, then
‖Vgf − hVgf‖2 ≥ ‖g‖2(1− ‖h‖2)‖f‖2.
Proof: In Theorem 4.1, we let H = L2(R), Y = R2, ν the Lebesgue measure and
Uf = Vgf for all f ∈ L2(R). By the orthogonality relations, we have A = ‖g‖22. Since




|g(x− t)|2|e2piixω|2dx = ‖g‖22,
and we let c = ‖g‖2.
Corollary 4.3 Let h ∈ S(Z2N). If f, g ∈ S(ZN) and ‖h‖2 < N , then







Proof: We let H = S(ZN), Y = {(t, ω) : t, ω = 0, 1, ..., N − 1}, ν the counting
measure and Uf = Vgf for all f ∈ S(ZN) in Theorem 4.1. By the orthogonality




∣∣∣∣ 1√N g(x− t)e2piixω/N
∣∣∣∣2 = 1N ‖g‖22,
and we let c = 1√
N
‖g‖2.
As before, we denote the CWT of f with respect to ψ by Wψf .
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Proof: In Theorem 4.1, we let H = L2(R), Y = R2, ν the weighted Lebesgue measure
such that dν(y) = 1
β2
dαdβ and Uf = Wψf for all f ∈ L2(R). By the orthogonality


















and we let c = ‖ψ‖2. The result follows by substituting A = cψ and c = ‖ψ‖22.
Theorem 4.2 can be applied to the Wigner distribution and ambiguity function.
We denote the Wigner distribution of f by Wf .
Corollary 4.5 Let h ∈ L2(R2). If f ∈ L2(R) and ‖h‖2 < 12 , then
‖Wf − hWf‖2 ≥ (1− 2‖h‖2)‖f‖22.
Proof: In Theorem 4.2, we let H = L2(R), Y = R2 with ν being the Lebesgue
measure and U ′f = Wf for all f ∈ L2(R). By Moyal’s formula, we have A = 1. Here,





and ‖Ly‖ = 2. We let c = 2.
As before, we denote the ambiguity function of f by Af .
Corollary 4.6 Let h ∈ L2(R2). If f ∈ L2(R) and ‖h‖2 < 1, then
‖Af − hAf‖2 ≥ (1− ‖h‖2)‖f‖22.
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Proof: In Theorem 4.2, we let H = L2(R), Y = R2 with ν being the Lebesgue measure
and U ′f = Af for all f ∈ L2(R). Here, Lyf(x) = f(x− t)e2piiω(x−t/2), where y = (t, ω).
Note that ‖Lyf‖2 = ‖f‖2, and we let c = 1. The orthogonality relation gives the
constant A = 1.
By letting h = χΩ where Ω is a finite measurable set in the index set I, R2 or
{(t, ω) : t, ω = 0, 1, ..., N − 1}, we obtain the following results.
Corollary 4.7 Let H be a Hilbert space, I a countable index set, Ω ⊂ I and {φn}n∈I
a tight frame of H with frame bound A. Suppose that ‖φn‖ ≤ c for all n ∈ I. If f ∈ H
and |Ω| < A
c2
, then









where Uf = {〈f, φn〉}n∈I .
Corollary 4.8 Let Ω ⊂ R2 be a measurable set. If f, g ∈ L2(R) and |Ω| < 1, then
‖Vgf − χΩVgf‖2 ≥ ‖g‖2‖f‖2(1− |Ω|1/2).
Corollary 4.9 Let Ω be an index set such that Ω ⊂ {(t, ω) : t, ω = 0, 1, ..., N−1} with
|Ω| < N . If f, g ∈ S(ZN), then







Corollary 4.10 Let Ω ⊂ R2 be a measurable set. If f ∈ L2(R), ψ ∈ L2(R)\{0} such




















Corollary 4.11 Let Ω ⊂ R2 be a measurable set. If f ∈ L2(R) and |Ω| < frac14,
then
‖Wf − χΩWf‖2 ≥ ‖f‖22(1− 2|Ω|1/2).
Corollary 4.12 Let Ω ⊂ R2 be a measurable set. If f ∈ L2(R) and |Ω| < 1, then
‖Af − χΩAf‖2 ≥ ‖f‖22(1− |Ω|1/2).
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Corresponding results for the Wigner distribution and ambiguity function may also
be obtained from Corollary 4.8 as consequences of Lemmas 1.2 and 1.3. In Corollary
4.8 and Corollary 4.10, we recover the results established in [26]. However, if we take
Q in Lemma 4.1 to be an orthogonal operator, we have the following results, which
provide us with greater lower bounds as compared to the results in [26], and hence
better uncertainty principles.
Lemma 4.2 Let H be a Hilbert space, (Y , ν) a measure space and R : L2(Y , ν) →
L2(Y , ν) an orthogonal projector. Suppose that U : H → L2(Y , ν) is a bounded linear
operator such that there exist constants A,B > 0 for which
A‖f‖ ≤ ‖Uf‖2 ≤ B‖f‖, f ∈ H, (4.3)




Proof: By the definition of orthogonal projector, we have
‖Uf −RUf‖22 = ‖Uf‖22 − ‖RUf‖22 ≥ A2‖f‖2 − ‖R‖2‖Uf‖22 ≥ (A2 − ‖R‖2B2)‖f‖2,
where the two inequalities are due to (4.3).
If A = B, we require ‖R‖ < 1. By applying Lemma 4.2, we have the following
result in place of Theorem 4.1.
Theorem 4.3 Let H be a Hilbert space, (Y , ν) a measure space and Ω ⊂ Y a finite
measurable set. Let U : H → L2(Y , ν) be a bounded linear operator such that for all
f ∈ H,
(Uf)(y) = 〈f,Ky〉, y ∈ Y ,
where Ky ∈ H with
‖Ky‖ ≤ c, y ∈ Y .
If there exists a constant A > 0 such that
〈Uf, Ug〉 = A〈f, g〉, f, g ∈ H,
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and ν(Ω) < A
c2
, then for f ∈ H,










Proof: We let QF = χΩF , where F ∈ L2(Y , ν). Define P : L2(Y , ν) → L2(Y , ν) as
the orthogonal projection from L2(Y , ν) onto U(H). Using Lemma 4.2 on the operator
R = QP ,
‖Uf − χΩUf‖2 ≥
√
A(1− ‖QP‖2)1/2‖f‖.
By estimating ‖QP‖ as in the proof of Theorem 4.1, we obtain (4.4).
Corresponding results for sesquilinear forms can be obtained from Theorem 4.3 by
following the proof of Theorem 4.2. By applying Theorem 4.3 again to tight frames,
the STFT, discrete STFT and CWT, we obtain the following results. We shall state
them without proof.
Corollary 4.13 Let H be a Hilbert space, I a countable index set, Ω ⊂ I and {φn}n∈I
a tight frame of H with frame bound A. Suppose that ‖φn‖ ≤ c for all n ∈ I. If f ∈ H
and |Ω| < A
c2
, then










where Uf = {〈f, φn〉}n∈I .
Corollary 4.14 Let Ω ⊂ R2 be a measurable set. If f, g ∈ L2(R) and |Ω| < 1, then
‖Vgf − χΩVgf‖2 ≥ ‖g‖2‖f‖2(1− |Ω|)1/2. (4.5)
Corollary 4.15 Let Ω be an index set such that Ω ⊂ {(t, ω) : t, ω = 0, 1, ..., N − 1}
with |Ω| < N . If f, g ∈ S(ZN), then







Corollary 4.16 Let Ω ⊂ R2 be a measurable set. If f ∈ L2(R), ψ ∈ L2(R)\{0} such
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We may easily verify that these inequalities are better than those obtained in Corol-
laries 4.8, 4.9 and 4.10. For the case of the STFT, (4.5) in Corollary 4.14 holds only
for measurable sets Ω satisfying |Ω| < 1. In the general setting, we need ν(Ω) < A
c2
,
where A and c are as defined in Theorem 4.3. Our next concern is to find out if there
exists a constant c such that
‖Uf − χΩUf‖2 ≥ c‖f‖, f ∈ H,
for a bigger set Ω. This is possible by taking into account the geometric properties
of abstract Hilbert spaces. Before we prove this result, we state the following lemma
without proof. Readers may refer to [16] for relevant details.
Lemma 4.3 Let H be a Hilbert space and P,Q denote two orthogonal projections on
H. Assume that the product PQ is a compact operator. Then P (H) ∩ Q(H) = {0} if
and only if there exists a constant c > 0 such that for all f ∈ H,
‖f − Pf‖+ ‖f −Qf‖ ≥ c‖f‖.
In this case, we say P (H) and Q(H) form a strong a-pair. According to [16], this is
equivalent to ‖PQ‖ < 1 (or ‖QP‖ < 1). This will be applied in some of the succeeding
results.
The proof of our next result utilizes the Hilbert-Schmidt norm. Suppose T :




K(y, y′)f(y′)dν(y′), f ∈ L2(Y , ν).









If ‖T‖H.S. is finite, then T is a Hilbert-Schmidt operator. It turns out that ‖T‖ ≤
‖T‖H.S..
Theorem 4.4 Let H be a Hilbert space, (Y , ν) a measure space and Ω ⊂ Y a finite
measurable set. Let U : H → L2(Y , ν) be a bounded linear operator such that for all
f ∈ H,
(Uf)(y) = 〈f,Ky〉, y ∈ Y ,
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where Ky ∈ H with
‖Ky‖ ≤ c, y ∈ Y .
If there exists a constant A > 0 such that
〈Uf, Ug〉 = A〈f, g〉, f, g ∈ H,
then
U(H) ∩ {F ∈ L2(Y , ν) : F = χΩF where F ∈ L2(Y , ν)} = {0} (4.6)
if and only if there exists a constant β > 0 such that
‖Uf − χΩUf‖2 ≥ β‖f‖, f ∈ H. (4.7)
Proof: As before, we define P : L2(Y , ν) → L2(Y , ν) as the orthogonal projection
from L2(Y , ν) onto U(H) and Q : L2(Y , ν) → L2(Y , ν) as the orthogonal projection
from L2(Y , ν) onto the subspace of functions supported on Ω. By the given hypothesis
(4.6), we have P (L2(Y , ν)) ∩Q(L2(Y , ν)) = {0}. Now, note that for F ∈ L2(Y , ν),
(QPF )(y) = χΩ(y)
1
A




















where the change of order of integration can be justified by Fubini-Tonelli theorem.
Note that
‖P ∗UKy‖22 ≤ ‖UKy‖22 = A‖Ky‖22 ≤ Ac2.
Hence, ‖QP‖H.S. ≤ c√Aν(Ω)1/2. If ν(Ω) is finite, then QP is a Hilbert-Schmidt operator
and therefore compact. As a consequence of Lemma 4.3 applied to L2(Y , ν), there
exists a constant c′ > 0 such that
‖F − PF‖2 + ‖F −QF‖2 ≥ c′‖F‖2 (4.8)
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for all F ∈ L2(Y , ν). Take F = Uf , where f ∈ H. Note that the left-hand side of (4.8)
is exactly ‖Uf − χΩUf‖2 as PF = PUf = Uf = F . Therefore,
‖Uf − χΩUf‖2 ≥ β‖f‖,
where β = c′
√
A.
On the other hand, we take F ∈ U(H) ∩ {F ∈ L2(Y , ν) : F = χΩF where F ∈
L2(Y , ν)}. Then there exists f ∈ H such that F = Uf and Uf = χΩUf . By (4.7), we
have ‖f‖ ≤ 0, which implies that f = 0 and F = 0.
It has been shown in [26] that (4.6) is satisfied for the STFT and CWT, for Ω of
any finite measure. Hence the following results hold.
Corollary 4.17 Let Ω ⊂ R2 be a measurable set with finite measure. If f, g ∈ L2(R),
then there exists a constant c > 0 such that
‖Vgf − χΩVgf‖2 ≥ c‖f‖2. (4.9)
Corollary 4.18 Let Ω ⊂ R2 be a measurable set with finite measure. If f ∈ L2(R)
and ψ ∈ L2(R)\{0} satisfies (2.6), then there exists a constant c > 0 such that
‖Wψf − χΩWψf‖L2ω(R2) ≥ c‖f‖2. (4.10)
Corollaries 4.17 and 4.18 were first established in [26]. As we can see from (4.9)
and (4.10), even though we can extend the results to larger Ω, we are not able to give
an estimate for c in terms of the measure of Ω.
Lastly, we give a signal recovery result. For any F ∈ U(H), our goal is to recover it
from the truncated signal F − hF which is corrupted by noise n. The following result
is in the setting of Theorem 4.1, and can be applied to our examples on tight frames,
the STFT and CWT. Letting Ω ⊂ Y be a finite measurable set and h = χΩ, we may
view our signal F as having all information lost on the measurable set Ω.
Theorem 4.5 Let H be a Hilbert space, (Y , ν) a measure space. Take h ∈ L2(Y , ν) ∩
L∞(Y , ν). Let U : H → L2(Y , ν) be a bounded linear operator such that for all f ∈ H,
(Uf)(y) = 〈f,Ky〉, y ∈ Y ,
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where Ky ∈ H with
‖Ky‖ ≤ c, y ∈ Y .
Furthermore, suppose that there exists a constant A > 0 for which





, then there exists a linear operator L : L2(Y , ν)→ L2(Y , ν) such that for
any f ∈ H and
r = (Uf − hUf) + n,
where n ∈ L2(Y , ν), there holds




Proof: We define operators P and Q as in the proof of Theorem 4.1. From the proof





for all F ∈ L2(Y , ν), which implies that ‖QP‖ ≤ c√
A
‖h‖2 < 1. Hence (I − QP )−1
exists. Denote L := (I −QP )−1. Then for f ∈ H
‖Uf − Lr‖2 = ‖Uf − L(Uf −QUf)− Ln‖2
= ‖Uf − L(Uf −QPUf)− Ln‖2
= ‖Uf − L(I −QP )Uf − Ln‖2
= ‖ − Ln‖2
≤ ‖L‖‖n‖2.
Furthermore, note that
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for k ≥ 0. In general, for k ≥ 1,
x(k) = r +QPx(k−1),
and the iteration converges in a geometric rate to the fixed point x∗, given by
x∗ = r +QPx∗,
i.e. x∗ = Lr. We may therefore approximate Uf by x∗, up to the accuracy in (4.11).
Perfect recovery is possible when n = 0. By letting h = χΩ and Uf = Vgf (respectively
Uf = Wψf), we recover the signal recovery result for the STFT (respectively CWT)
in [26].
Signal recovery is also always possible in the setting of Theorem 4.4. Indeed, since
P (L2(Y , ν)) and Q(L2(Y , ν)) form a strong a-pair, we have ‖QP‖ < 1 (see [16]), and
(I −QP )−1 exists. Defining f ∈ H and r, n ∈ L2(Y , ν) as before, we can prove in the
same manner as Theorem 4.5 that
‖Uf −Gr‖2 ≤ 1
1− ‖QP‖‖n‖2.
4.2 Uncertainty Principles of Benedicks Type
Benedicks (see [3]) showed that for f ∈ L1(R), if
|supp f ||supp fˆ | <∞,
then f = 0. As a consequence, the same result holds for f ∈ L2(R) (see Theorem 1.3).
It was later conjectured in [9] that for f ∈ L2(R) with |supp Wf | < ∞, where
Wf denotes the Wigner distribution of f , we have f = 0. Janssen gave a proof of this
conjecture in [18], by the use of a consequence of Moyal’s formula, as well as Benedicks’
theorem.
Theorem 4.6 Given f ∈ L2(R). If | supp Wf | <∞, then f = 0.
In the same paper, Janssen proved the corresponding result for the cross-ambiguity
function of f, g ∈ L2(R).
4.2 Uncertainty Principles of Benedicks Type 67
Theorem 4.7 Given f, g ∈ L2(R), if | supp A(f, g)| <∞, then either f = 0 or g = 0.
As a consequence of Lemma 1.3, we then know that f ∈ L2(R) is the zero function
whenever its short-time Fourier transform Vgf vanishes outside a set of finite measure.
Corollary 4.19 Given f, g ∈ L2(R) where g is not the zero function. If | supp Vgf | <
∞, then f = 0.
In [14, 26], the authors proved Corollary 4.19 directly. Gro¨chenig and Zimmermann
proved the result as a consequence of Benedicks’ theorem, similar to what Janssen had
done. Wilczok, on the other hand, proved the result as a consequence of one of her
previous results: for any window function g ∈ L2(R) and any measurable set Ω ⊂ R2
of finite Lebesgue measure, we have
Vg(L2(R)) ∩ {F ∈ L2(R2) : F = χΩF} = {0}.
In the same way, she obtained the corresponding result for CWT.
Corollary 4.20 Given f ∈ L2(R) and ψ ∈ L2(R)\{0} satisfies (2.6). If |supp Wψf | <
∞, then f = 0.
Next, we extend this study of uncertainty principles to wavelet frames. The results
follow easily from Benedicks’ theorem. Recall that a function f ∈ L2(R) is time-limited
if |supp f | <∞ and bandlimited if |supp fˆ | <∞.
Lemma 4.4 Suppose that ψ ∈ L2(R) is a bandlimited wavelet for which (2.8) holds.
If f ∈ L2(R) is time-limited and can be expressed as a finite linear combination of the
frame elements ψj,k, j, k ∈ Z, then f = 0.
Proof: Since ψ is bandlimited, it follows that for every j, k ∈ Z, ψj,k is also bandlim-
ited. Therefore, if f is a finite linear combination of these frame elements, then f is
also bandlimited. We arrive at the conclusion as a consequence of Benedicks’ theorem.
Lemma 4.5 Suppose that ψ ∈ L2(R) is a time-limited wavelet for which (2.8) holds.
If f ∈ L2(R) is bandlimited and can be expressed as a finite linear combination of the
frame elements ψj,k, j, k ∈ Z, then f = 0.
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Proof: Similar to the proof of Lemma 4.4, note that f and fˆ are finitely supported in
time and frequency respectively. Applying Benedicks’ theorem, we have f = 0.
Lemmas 4.4 and 4.5 can be interpreted in the spirit of Benedicks’ theorem. Indeed,
with a bandlimited wavelet ψ, if f ∈ L2(R) satisfies |supp f | < ∞ and the number
of nonzero terms in the frame expansion (2.8) is also finite, then f must be the zero
function. Similarly, with a time-limited wavelet ψ, if |supp fˆ | < ∞ and the frame
expansion (2.8) has a finite number of nonzero terms, then f = 0.
Uncertainty principles of Benedicks type have interesting ramifications in signal
recovery and we will focus on them for the rest of this section. We first give a general
result, whose consequences are similar to that found in [11]. However, we require our
operators P and Q to be orthogonal projectors such that PQ is a compact operator
and
P (H) ∩Q(H) = {0}.
As mentioned in the previous section, this will in turn guarantee that ‖PQ‖ < 1 and
‖QP‖ < 1.
Theorem 4.8 Let H be a Hilbert space, P and Q orthogonal projectors on H. Suppose
that PQ is a compact operator and
P (H) ∩Q(H) = {0}. (4.12)
Then there exists a linear operator L on H such that for any f ∈ H with ‖f − Pf‖ ≤
‖f‖, and
r = (f −Qf) +m,
where m ∈ H, there holds
‖f − Lr‖ ≤ 1
1− ‖QP‖(‖m‖+ ‖Q‖‖f‖). (4.13)
In addition, there exists a linear operator G on H such that for any g ∈ H with
‖g −Qg‖ ≤ η‖g‖, and
s = (g − Pg) + n,
where n ∈ H, there holds
‖g −Gs‖ ≤ 1
1− ‖PQ‖(‖n‖+ η‖P‖‖g‖). (4.14)
4.2 Uncertainty Principles of Benedicks Type 69
Proof: Since PQ is compact and (4.12) holds, we have (P,Q) forming a strong a-pair.
This is equivalent to ‖PQ‖ < 1 and ‖QP‖ < 1 (see [16]). Next, we observe that for
any f ∈ H,
(I −QP )f = (I −Q)f −Q(Pf − f). (4.15)
Since ‖QP‖ < 1, the linear operator
L = (I −QP )−1
exists. Therefore, from (4.15),
f = L(I −Q)f − LQ(Pf − f).
Applying r = (f −Qf) +m gives




which leads to (4.13). The same argument can be used to deduce (4.14).
As before, we see that any f ∈ H with ‖f−Pf‖ ≤ ‖f‖ can be stably reconstructed
from r; any g ∈ H with ‖g −Qg‖ ≤ η‖g‖ can be stably reconstructed from s.
Applying the above theorem, we arrive at the following result, which is a stronger
version of Donoho and Stark’s recovery result to recover missing segments of a ban-
dlimited signal. In their result, they require arbitrary measurable sets T and Ω to
satisfy |T ||Ω| < 1, in order for stable reconstruction to take place. This condition is
weakened in our result here, as we only need both T and Ω to be of finite measure.
By letting T,Ω ⊂ R be measurable sets, we first introduce the following operators:
PTf(t) := χTf(t) =
{





Since the Fourier transform is a unitary operator, we can prove that QΩ is self-adjoint.
Note that QΩ is also idempotent, therefore, it is an orthogonal projector. We consider
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a signal with Fourier transform supported on Ω, corrupted by noise and has all infor-
mation lost on T . Letting n, g, s ∈ L2(R) denote the observational noise, bandlimited
signal and received signal respectively, we have
s = (I − PT )g + n,
where I is the identity operator, and QΩg = g.
Corollary 4.21 Let T,Ω ⊂ R be measurable sets of finite measure, and n, g, s ∈ L2(R)
such that
s = (I − PT )g + n,
and gˆ is supported on Ω. Then there exists a linear operator G such that
‖g −Gs‖2 ≤ 1
1− ‖PTQΩ‖‖n‖2. (4.16)
Proof: We let H = L2(R), P = PT and Q = QΩ in Theorem 4.8. We compute


































Let ht(s) = q(s, t). Note that ĥt(ω) = χΩ(ω)e
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Hence,
‖QΩPT‖2H.S. = |T ||Ω|.
Since ‖QΩPT‖H.S. is finite, QΩPT is compact. Furthermore,
PT (L2(R)) ∩QΩ(L2(R)) = {0}
as a consequence of Benedicks’ theorem. Note that f ∈ QΩ(L2(R)) if and only if fˆ is
compactly supported on Ω. Since QΩg = g, we let η = 0 in Theorem 4.8. Hence (4.16)
follows from the second half of Theorem 4.8.
We remark that the signal recovery result for bandlimited functions in [8] can
be obtained as a consequence of the signal recovery result in [11]. From the proof
of Corollary 4.21, we see that the signal recovery results are related to uncertainty
principles of Benedicks type.
However, Theorem 4.8 does not guarantee a stronger signal recovery result all the
time. For instance, the signal recovery result for the discrete Fourier transform pair
(f, fˆ) is the same as that obtained as a consequence of the result in [11].
We first state the finite sequence version of Benedicks’ theorem.
Corollary 4.22 Given any f ∈ S(ZN). If |supp f ||supp fˆ | < N , then f = 0.
Proof: The result follows from Corollary 2.8.
Let T,Ω ⊆ {0, 1, ..., N − 1}. Define the operators PT : S(ZN) −→ S(ZN) such that
PTf [t] :=
{
f [t], if t ∈ T ,
0, otherwise,







Since all linear operators on finite-dimensional Hilbert spaces are compact, QΩPT
is a compact operator. Furthermore, by Corollary 4.22, if |T ||Ω| < N , we have
PT (S(ZN)) ∩QΩ(S(ZN)) = {0}.
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Hence we can perform signal recovery when |T ||Ω| < N . This is the same condition as
in the consequence of the signal recovery result in [11].
















for all ω = 0, 1, ..., N −1. By letting T = supp f and Ω = supp fˆ , we have |T ||Ω| = N ,
but f 6= 0.
4.3 Uncertainty Principles of Heisenberg Type
The classical Heisenberg inequality compares the localization of f with that of its
Fourier transform fˆ in terms of variances. In this section, we obtain results of the
same spirit. Our first result of this section examines the comparison of localization of
the cross-ambiguity function with respect to one variable, and that of the same cross-
ambiguity function with respect to the other variable. This result was first shown in
[4], and we include its proof for completeness of the discussion.
Theorem 4.9 For f, g ∈ L2(R) and a, b ∈ R, one has the following inequality:(∫ ∫
R2











Proof: The inequality holds trivially if either of the two integrals on the left-hand
side is infinite. Therefore, we assume both integrals to be finite. Invoking Proposition
1.2(c), we can assume that
‖f‖2 = ‖g‖2 = 1,
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Note that the cross-ambiguity function of f and g has the following Fourier represen-
tation:
























. For any b ∈ R,








|τ |2 |ht(τ)|2 dτ
)1/2(∫
R
|ω − b|2|A(f, g)(t, ω)|2dω
)1/2
.
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)1/2(∫ ∫
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By the method of substitution with ν = τ + t
2
and ξ = τ − t
2

























(c+ a)2 ≤ 0.
Therefore,(∫ ∫
R2

























|t− a|2|A(f, g)(t, ω)|2dωdt
)1/2
,
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where the last equality is due to Parseval’s identity. This leads to (4.17).
As shown in [4], letting a = b = 0, equality holds in (4.17) with f and g not the
zero function, if and only if there exist constants u, v ∈ C\{0}, α > 0 and β, γ ∈ R
such that
f(t) = ueiβte−piα(t−γ)
2/2, g(t) = veiβte−piα(t−γ)
2/2.







: ‖A(f, g)‖2 = 1, f, g ∈ L2(R)
}
is of interest to us. We denote this region by Q. From Theorem 4.9, it is clear that Q
is contained in the region
R :=
{
(u, v) : uv ≥ 1
4pi2
, u, v ≥ 0
}
.
Denote A(f, g) by A. By letting f(t) = g(t) = 1
µ1/4
e−pit
2/2µ, where µ > 0, we can show
by direct calculations that ∫ ∫
R2








|A(t, ω)|2dtdω = 1.
We define










: ‖A‖2 = 1, A ∈ XR
}
contains the boundary of the hyperbolic region R. If the region QR is convex, then
R ⊆ QR ⊆ Q. Since Q ⊆ R as observed earlier, this would imply that the region Q is
exactly the hyperbolic region R.
The authors of [12] successfully described their regions of interest. In particular,
they obtained information on regions arising from the Heisenberg uncertainty principle
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and their proofs utilize the notion of quadratic forms. We let H be a Hilbert space
and Φ ⊆ H. A complex-valued function
γ(φ, ψ) : Φ× Φ→ C
linear in φ ∈ Φ and conjugate-linear in ψ ∈ Φ is called a quadratic form on Φ.
The approach in [12] involves establishing the convexity of certain regions. Their
attempt to understand the problem is based on the following result in [20].
Lemma 4.6 Let X be a linear space over the reals and γi(·, ·), i = 0, 1, 2, be quadratic
forms defined on X such that γ0(·, ·) is positive definite. If dimX ≥ 3 then the set
M := {(γ1(x, x), γ2(x, x)) : γ0(x, x) = 1, x ∈ X}
is convex.













where p, q ∈ Φ. Clearly, all three of them are quadratic forms on Φ and γ0(·, ·) is
positive definite. However, our QR is not a linear space over the reals. Therefore, unlike
the situation in [12], Lemma 4.6 cannot be applied to QR to conclude its convexity and
the characterization of the region Q is now left as an open problem.
Let us return to the uncertainty principle for the cross-ambiguity function in The-
orem 4.9. We are able to prove analogous results for the STFT and cross-Wigner
distribution due to Lemmas 1.2 and 1.3.
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Corollary 4.24 For f, g ∈ L2(R) and a, b ∈ R, one has the following inequality:(∫ ∫
R2










The following two results give an uncertainty principle of a different form. They
compare the localization of f (respectively fˆ) to that of the STFT in the frequency
variable (respectively time variable).
Theorem 4.10 Let f, g ∈ L2(R) and a, b ∈ R arbitrary. The following inequality
holds:(∫ ∫
R2








Proof: The inequality holds trivially if either of the two integrals on the left-hand
side of (4.19) is infinite. Therefore, we can assume that both integrals are finite. We





(τ − b)2|f(τ)|2dτ =
∫ ∫
R2
(τ − b)2|g(τ − t)|2|f(τ)|2dτdt.
The STFT has Fourier representation as follows:
Vgf(t, ω) = F (f(τ)g(τ − t))(ω).









(τ − b)2|g(τ − t)|2|f(τ)|2dτ
)1/2(∫
R
(ω − a)2|Vgf(t, ω)|2dω
)1/2
.
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(τ − b)2|g(τ − t)|2|f(τ)|2dτ
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(τ − b)2|g(τ − t)|2|f(τ)|2dτdt
)1/2(∫ ∫
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(ω − a)2|Vgf(t, ω)|2dωdt
)1/2
The first expression is exactly 1
4pi
‖g‖22‖f‖22. Dividing throughout by ‖g‖2, we obtain
(4.19).











Proof: Note that the STFT has another Fourier representation as follows:
Vgf(t, ω) = e
−2piiωtF (fˆ(τ)gˆ(τ − ω))(−t).
The rest of the proof proceeds in the same way as that of Theorem 4.10.
By taking a = b = 0 in Theorems 4.10 and 4.11, we recover the results in [26].
Combining Theorems 4.10 and 4.11, we obtain the following:
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From (4.20), we observe that a better phase space localization of the Fourier transform
pair (f, fˆ) is accompanied by a tradeoff in the localization of the STFT.
Another interesting question is the sharpness of the inequalities given in Theorems


















This shows that the resultant inequality is not sharp when the inequalities in Theorems
4.10 and 4.11 are multiplied together. At this point, we leave the above posed question
as an open problem for our readers.
From the proof of Theorem 4.10, we observe that the keys steps include finding
the Fourier representation of the STFT and invoking the Heisenberg inequality and
Cauchy-Schwartz inequality. An analogous version of Theorem 4.10 for the continuous
wavelet transform was discussed in [26].
Motivated by the elegance and simplicity of these proofs, we move on to study anal-
ogous results in the discrete setting. As we have mentioned previously, the Heisenberg
inequality plays a crucial role in the proofs. Given f ∈ S(ZN) where each element is






































(f [n]f [n+ 1] + f [n]f [n+ 1])
)2
.
Analogously, we prove the results for the discrete STFT, as defined in Section 2.2.






































(at[n]at[n+ 1] + at[n]at[n+ 1]),
4.3 Uncertainty Principles of Heisenberg Type 79
where at[n] = g[n− t]f [n] for each fixed t.
















We can express the discrete STFT in terms of its discrete Fourier representation:





f [n]g[n− t]e−2piiωn/N .


































(at[n]at[n+ 1] + at[n]at[n+ 1])
)
,
where we denote at[n] := g[n− t]f [n]. Summing both sides with respect to t and























































































This ends the proof.
Analogous to the continuous case, the discrete STFT has another discrete Fourier
representation:





fˆ [n]gˆ[n− ω]e2piitn/N .
The following result can be obtained by following the previous proof.
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(bω[n]bω[n+ 1] + bω[n]bω[n+ 1]),
where bω[n] = fˆ [n]gˆ[n− ω] for each fixed ω.
Given f, g ∈ S(ZN), we define the discrete cross-ambiguity function of f and g as
follows:





f [n+ t]g[n− t]e−2piiωn/N .
Following the above technique, we obtain the result below.








































(ct[n]ct[n+ 1] + ct[n]ct[n+ 1]),
where ct[n] = f [n+ t]g[n− t] for each fixed t.
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(ct[n]ct[n+ 1] + ct[n]ct[n+ 1]),
where ct[n] is defined as before. The new inequality is a comparison of localizations
of the same discrete cross-ambiguity function but with respect to different variables.
This result is analogous to Theorem 4.9.
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