We apply an improved potential flow model based on conformal mapping to study the sweep pattern of waterfloods in bounded reservoirs. Solutions for streamlines and flood advancement obtained with the new model are validated using an independent but more intricate numerical streamline simulation method. Subsequently, the use of the benchmarked model is demonstrated in a review of the flow patterns in the Quitman field, a tabular reservoir comprising an 18 ft thick payzone of Harris sand interfingering with shales of the Eagle Ford formation. The reservoir is bound by impervious faults modelled by the method of images in earlier studies of the 1970's. In the present study, Riemann's mapping theorem in combination with the Schottky-Klein prime function is applied to find complex potentials that describe the flow in the bounded reservoir. Such an approach can model waterflooding in marginal fields like the Quitman oil field more accurately than previous potential flow methods and can visualize the sweep pattern and compute time-of-flight contours in a simpler and faster fashion than numerical streamline simulators.
Introduction
Analytical streamline models have been used in studies of oil sweep visualization for nearly 70 years (e.g., Muskat, 1949a,b) . Analytical methods allow fast computation and closed-form descriptions ensure accurate solutions. Typically, perceived methodological limitations (and some real restrictions) of analytical methods for streamline modelling are: (1) restricted for use in 2D flows only, (2) inability to account for heterogeneities, (3) assumption of unbounded flow domains, and (4) assumption of single phase flow of incompressible fluid. Recent studies have shown that the first two limitations can be overcome using relatively simple model adaptations. For example, expansion to 3D flow across stacked layers with hydraulic conductivity contrast is possible (Haitjema, 1995; Sato, 2015) , and closed-loop optimization of flooding patterns in heterogeneous reservoirs is feasible using an appropriate set of complex potentials . A recent expansion of the analytical code can effectively model disturbances of the sweep region of a direct line drive due to a far-field flow in unbounded reservoir space (Weijermars and van Harmelen 2017) .
The present study addresses the third limitation of unbounded flow by applying complex analytical techniques in tandem with the Riemann (conformal) mapping theorem to describe flow in bounded reservoir domains. Previous studies of analytical reservoir models used the method of images to approximate impermeable outer boundaries (Doyle and Wurl, 1971; Higgins and Leighton, 1974) . Such an approach is always flawed due to the necessity of infinite repetition of the boundary image to ensure the boundary condition remains stable. The alternative approach advocated here does not rely on the method of images, but instead utilizes the Riemann mapping theorem, which originally stated that a simply connected physical fluid region represented in the complex z-plane can be conformally mapped to a pre-image fluid domain that is the parametric unit disc in the ζ-plane (Fig. 1) . Extension of the Riemann mapping theorem from flow around single objects situated in simply connected fluid domains to multiply connected domains of unbounded, partially bounded and fully bounded fluid regions has been elaborated in several recent landmark studies (Crowdy, 2010 (Crowdy, , 2013 ). An unbounded fluid with one obstacle is simply connected and a bounded fluid domain with one internal obstacle is doubly connected; unbounded fluid with two obstacles are doubly connected and bounded counterparts are triply connected, and so on.
The new calculus (Crowdy, 2010) of multiply connected domains relies on a special transcendental function known as the Schottky-Klein prime function which is described in terms of conformal moduli of an associated pre-image circular domain. Using Green's functions to find the appropriate complex potentials together with the associated conformal mapping, the fluid flow in the physical z-plane can then be determined. Applications of the method have been illustrated for unbounded fluid regions with far field flow past multiple cylinders (Crowdy, 2006) , partially bounded fluid regions with flow past an arbitrary, finite number of objects such as islands represented by cylinders (Crowdy and Marshall, 2005a) and past piers (straight walls) with an arbitrary number of gaps (Crowdy and Marshall, 2006) . A fluid region completely encompassed by an impenetrable outer boundary with interior flow past multiple circular islands was modelled exploiting the unit disc space in Crowdy and Marshall (2005b) .
In this study, the analytical flow description for a fully bounded fluid region is applied to a simulation of waterflooding in a confined reservoir space. Various outer boundary shapes are considered. Numerical reservoir modellers often argue analytical models are over-simplistic and not high-fidelity. We think practical reservoir engineering may still benefit from insight generated using fundamental analytical tools with a basic mindset of scientific inquiry. Our analysis below is not an attempt to replace numerical based solutions. Foremost, our interest is driven by the intellectual challenge to use and exploit the simplest possible tool to gain maximum elementary insight into reservoir responsiveness.
This study proceeds as follows. First, the effects of both circular and square outer boundary shapes are compared to the unbounded case. Fluid domains of different areas are considered allowing us to quantify the impact of the outer boundary's proximity to the direct line drive array on the time of flight from injectors to producers. Rectangle and channel cases are also considered and the streamline patterns produced are compared to those obtained from the Eclipse reservoir simulation package to ensure mutual validity of the results. Before concluding, a case study of the Quitman Oil field is presented to demonstrate the model's ability to handle more complex (and physically interesting) outer boundary shapes.
Methodology and basic assumptions
Assuming all constituents of the reservoir can be modelled as a single phase incompressible fluid, except at a finite number of isolated sinks/ sources the black-oil equations reduce to
where u Ã ¼ ðu Ã ; v Ã Þ is the Cartesian fluid velocity. Further, if the reservoir is assumed to be a heterogeneous and isotropic porous medium orientated in the direction normal to gravity, the fluid velocity (away from any sink/source) is directly proportional to pressure gradients within the reservoir and can be modelled using Darcy's equation which states
where k is the permeability, ϕ the porosity, μ the viscosity and P * the fluid pressure. Combining equations (1) and (2) and then rescaling we arrive at Laplace's equation for the non-dimensionalised pressure (Muskat, 1937) 
Denoting the complex coordinate z ¼ x þ iy we can then write the complex potential governing the flow as wðzÞ ¼ PðzÞ þ iψðzÞ;
where ψðzÞ is the stream function (and note that the fluid pressure PðzÞ ¼ ReðwðzÞÞ). The velocity field is retrieved via
In a domain with no impenetrable boundaries present, the complex potential at the point z owing to a collection of N isolated sink/source singularities can be written as
where z αj ðj ¼ 1; …; NÞ are the locations of the singularities and m j their respective strengths (and are therefore real numbers). Now, consider a domain D z consisting of M þ 1 impenetrable boundaries on which the fluid velocity must satisfy u:n ¼ 0;
where n denotes the normal-direction to the boundary curve. To generalise the above expression for the complex potential to domains containing impenetrable boundaries we will make use of conformal mapping techniques. Our reference (or 'pre-image') domain in which the complex potential is constructed will always be the interior of the unit ζ-disk with M excised smaller disks (one for each additional boundary present). We label our reference domain the D ζ domain and note that the complex potential can be constructed in this domain without loss of generality since, as previously noted, Riemann's mapping theorem states that any M þ 1 connected domain is conformally equivalent to the interior of the unit circle with M excised smaller disks. Therefore, given a conformal mapping z ¼ zðζÞ (with inverse ζ ¼ ζðzÞ) from the pre-image D ζ domain to the physical D z domain we have WðζÞ ¼ wðzðζÞÞ: Fig. 1 illustrates such a mapping from the (doubly-connected) annulus to a bounded region containing one internal impermeable boundary. For the case when M ¼ 0 ('simply connected') the no normal flow boundary condition can be satisfied by adding 'image' singularities with the same strength (and sign) at the reflection of the points α j in the unit disk. That is, the complex potential owing to a collection of point singularities located within the unit ζ-disk can be written as 
where β, here, is some arbitrary point in D ζ and overbars represent complex conjugation. The β terms are included in the above expression to emphasize the fact that the complex potential must satisfy the incompressibility condition (that is, for any volume of fluid being injected into the domain an equal volume must leave the domain). Note that, for a set of 'balanced' sinks and sources with P N j¼1 m j ¼ 0, the above expression reduces to
All examples presented in this study will assume a balanced set of sinks and sources with P N j¼1 m j ¼ 0. The fluid velocity in the physical domain is retrieved via the chain rule
where subscripts denote the derivative with respect to the subscript. When additional boundaries are present, the complex potential takes the form
where Hðζ; α 1 ; …; α N ; βÞ is an analytic function with respect to ζ at all points in D ζ . Further details regarding the form of Hðζ; α 1 ; …; α N ; βÞ are given in appendix A. Complex potentials of this form and their resulting velocity fields can be computed efficiently using the open source and and 'when all TOF contours have reached a producer' respectively. The fluid domain has dimensionless area of 100. Individual TOF contours are separated by 0.5 time units (except for the final contour which is frozen after fluid on that contour makes contact with a producer). (d) TOF between injector 1 and producer 1 (dashed line), injector 2 and producer 2 (dotted line) and injector 3 and producer 3 (solid line) (other TOF's follow by symmetry) relative to the fluid domain area. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) freely available potential theory toolkit for MATLAB (https://github. com/ACCA-Imperial/PoTk 1 ). Details regarding the numerical methods used in this toolkit are given in Crowdy et al. (2016) .
Time of flight concept
The fundamentals of applying streamlines and streamtubes in fluid transport problems were developed by Muskat (1937) . Since the 1950s, many researchers have used analytical streamtube methods to model reservoirs (Fay and Pratts, 1951; Higgins and Leighton, 1962; Martin and Wegner, 1979) . In the aforementioned studies, the authors describe how to define potential functions and stream functions for incompressible flows in 2D space. Along with analytical streamline methods, based on computing complex potentials to describe the flow, numerical streamline methods have been widely used for reservoir simulation problems in the oil industry. Lake et al. (1981) applied finite difference methods to compute a streamtube model simulating large-scale polymer flooding, accounting for multi-phase flow mechanisms and reservoir heterogeneity while using analytical methods to solve for the fluid saturations. Datta-Gupta and King (1995) proposed to replace streamtubes by streamlines and solved the transport equation (saturation) along the streamlines numerically. Streamline methods can be applied to compute injection and drainage volumes, tracer trajectories, reservoir sweep efficiencies, and for history matching of reservoir models (Bratvedt et al., 1996; Batycky et al., 2005; Datta-Gupta and King, 2007) . Zuo and Weijermars (2017) demonstrated the effect of permeability and porosity on streamline trajectories and time of flight using theoretical derivations and numerical streamline simulations.
Visualization of fluid particle time of flight (TOF) from injectors to producers using analytical streamline simulations Weijermars and Van Harmelen, 2017) arguably may add effective solutions, complementary to insights from numerical methods Moyner et al., 2015) . Despite disadvantages owing to simplifying assumptions regarding the underlying fluid mechanics, a key advantage of the analytical approach is that the closed form representation of the complex potential allows the velocity field to be computed with spectral accuracy throughout the fluid domain, allowing fluid interfaces to be tracked sharply (the only real limit on the accuracy of particle trajectories is owing to the time integration algorithm employed). Actual and impending water saturation changes in the producers can be efficiently computed in real-time and well pressures and/or rates can be adjusted in closed-loop optimization to maximize the sweep efficiency (see Section 6.4 for further details). Streamlines will become transient due to continuous adjustments of well rates. However, fluid particle paths remain unique and their evolution can be tracked by our analytical code throughout the optimization of well rates.
With the above definitions in place for the computation of the complex potential and velocity field, we now outline our time-integration algorithm. For each example presented, Time of Flight Contours (TOFCs) and their corresponding streamline patterns will be computed. TOFCs are computed for each injector placed in the fluid domain in the following manner. Given an injector located at z I , an array of K points are initially placed at
Time of flight contours (red lines) and streamlines (blue lines) for a direct line drive array of injectors and producers whose locations and strengths are detailed in Table 1 . Figs. (a) -(c) show simulations for a configuration bounded symmetrically by a rectangular outer boundary and (e)-(g) for a configuration bounded symmetrically in an infinite channel. In the aforementioned figures, the rectangle has dimensions 25 Â 20 and the channel a half-height of h ¼ 10. In all cases, snapshots are shown at time units 2, 4 and 'when all TOF contours have reached a producer' respectively. Individual TOF contours are separated by 0.5 time units (except for the final contour which is frozen after fluid on that contour makes contact with a producer). (d) & (h) TOF between injector 1 and producer 1 (dashed line), injector 2 and producer 2 (dotted line) and injector 3 and producer 3 (solid line) (other TOF's follow by symmetry) for the rectangle and channel cases respectivley. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) for k ¼ 1; …; K. The pre-images of these points (obtained from using the inverse conformal mapping) are denoted ζ k . Results in this paper are generated using K ¼ 1600. Advection of these points is carried out in the pre-image domain using Euler's explicit method with a time-step of dt ¼ 0:001. The velocity field in the pre-image domain is obtained as
Positions are then updated as
Corresponding positions in the physical domain are obtained via z k ¼ zðζ k Þ. Advection is carried out until some stated maximum time T max is reached or until z k lies within a distance of 0.01 to any producer. If the latter occurs, that particle has effectively 'left' the domain and its location is 'frozen' for the remainder of the simulation. Streamlines are traced out in a similar manner. Initially, a collection of particles are placed at locations of interest (normally around an injector) and their paths individually integrated in time until they are 'removed' from the domain by a producer. Any amendment to the above methodology will be detailed on a case by case basis.
Bounded direct line drives

Configurations
In this section, a direct line drive configuration of five injectors and five producers is assumed. In all cases considered the injectors and producers will be placed (to within a constant) at the same locations in the physical D z domain as was used in . In the present study, the impact of various outer boundary shapes on the TOFCs and streamline patterns are examined. Circular and square outer boundaries are first considered and the resultant TOFCs and streamlines compared. Following this, results for a rectangular outer boundary and infinite channel are presented. Table 1 details the locations and strengths of the injectors and producers that will be used in all configurations of Sections 4 and 5. That is, the locations of the sinks and sources are fixed in the physical domain and only the position of the outer boundary is modified.
Model results
Computations are carried out as detailed in Sections 2 and 3 and Appendix B. Results in this section are presented in non-dimensional units. Figs. 2 and 3 compare simulations for direct line drives bounded by a circular boundary (Fig. 2 ) and a square boundary (Fig. 3) . Compared to the free-space case (see Appendix C), as expected, the effect of the circular and square boundary is to 'focus' the flow from the injectors to the producers resulting in reduced TOF's. Whilst the TOF's for the circular and square boundary are relatively similar (for domains of equal area), the waterflood front in the square case is always slightly more advanced than that in the circular case, clearly seen by comparing figures, e.g. 2(b) and 3(b). It is also worth noting that, comparing Figs. 2(d) and 3(d), we see that, as the area of the domain is decreased and the outer boundary becomes very close to the injectors and producers, the TOF's equalise at a slightly faster rate in the case of a square boundary. (Fig. 4d) , the TOF's quite rapidly decrease and rapidly equalize. As the width of the rectangle is increased the configuration approaches that of the infinite channel with height 20. In contrast, as the height of the channel is decreased (Fig. 4h ) the decrease in TOF is more gradual and the TOF's between different producers and injectors do not equalise. Although the rectangle enforces a constriction on the flow in both the horizontal and vertical directions, while the channel enforces a constriction in only the vertical direction, these simulations still illustrate the differing effects of horizontal vs vertical boundaries on a configuration of injectors and producers.
To demonstrate the validity of the analytical method we will, in the following section, compare and benchmark TOFCs and streamline patterns produced by our analytical model with an ECLIPSE based numerical streamline tracing method. Results will be compared for the square and rectangle domains.
Validating analytical results with numerical methods
Background of numerical streamline methods
Numerical streamline methods have evolved with the increasing complexity of the reservoir geometries considered. Three steps are required when applying numerical methods to construct streamline trajectories and to calculate the time of flight (TOF) along each streamline. First, a numerical solution of the pressure equation is computed using a Finite Difference, Finite Element, or mixed Finite Element method and Darcy's Law is applied to calculate the fluid velocity. Alternatively, pressure and velocity fields could be computed simultaneously. Second, an appropriate velocity field is interpolated throughout the whole reservoir domain. Third, streamlines are traced and TOF's are computed cell by cell and are numerically calibrated as to converge to the total velocity field. Pollock (1988) demonstrated a method to calculate streamline trajectories and time of flight for rectangular cells, where the transit time from an initial point is accumulated cell by cell and the velocity is interpolated linearly within each cell. This method was generalized for more complicated 3D reservoir geometries by Cordes and Kinzelbach (1992) , where the corner-point geometry and fluid fluxes are mapped to a unit cube via an isoparametric transformation. Pr evost et al. (2002) developed the streamline method applying curvilinear corner point grids and unstructured triangular grids for incompressible flow, while dispersivity, compressibility, capillary, and gravitational effects were neglected. The limitations of Pollock's method were discussed and analysed by Matringe et al. (2006) , Haegland et al. (2007) and Klaussen et al. (2012) . Streamline construction was further simplified in Jimenez et al. (2007) and in Datta-Gupta and King (2007) through the introduction of a pseudo time of flight in corner-point cells. For streamline tracing problems within unstructured grids, faulted grids and grids with locally embedded, refined, or coarsened grids, Jimenez et al. (2010) , Zhang et al. (2012) , Zuo et al. (2016 ) designed a local boundary layer technique dealing with velocity continuity across these boundaries.
Numerical benchmarking of analytical results
To demonstrate the validity of our analytical model, results are now benchmarked against an ECLIPSE based streamline tracing algorithm. The workflow is as follows. First, based on the data provided in Table 2 , the model is designed to compute pressure fields and flow rates for each face of every cell element. Next, a streamline tracing algorithm is executed to compute streamline trajectories and time of flight values using the methodology described in Datta-Gupta and King (2007) . Finally, results are imported into Petrel to visualize the streamlines and TOFC's and compare them with the analytical results. Note that an in house developed streamline tracing algorithm is used here instead of a commercial package (e.g. FRONTSIM) simply for the convenience provided when comparing analytical and numerical model data. It is emphasized that this tracing algorithm serves the same purpose as a package such as FRONTSIM and, as shown later in Section 6.3, produces comparable results.
The basic well design uses 5 injectors and 5 producers in a direct line drive arrangement that is geometrically similar to those used in an earlier benchmarking study . also detailed the scaling rules that ensure kinematic similarity between the analytical and numerical models. In the latter study, non-dimensional time of flight (t * ) in the analytical model was scaled by porosity to find the corresponding dimensional time of flight (t) in the numerical model. An alternative scaling of time simply adopts t * ¼ t/t 0 (t 0 being a typical dimensional time unit, e.g. 1 day) and instead includes the porosity directly in the well rate conversion, which modified eq. (14b) of Weijermars et al. (2016) to (see Appendix E for details):
In Eqs. (16), 5.6145 is used to convert an input given in units of bbls/ day to ft 3 /day. Dimensionalising the well strengths of the analytical model (Table 1 ) and using the chosen reservoir porosity ϕ (Table 2) along with h 0 , the geometrically scaled depth, requires the volumetric flow rate, QðtÞ, to equal 223.8 bbls/day. For computational efficiency, the numerical model used a 4.47 times faster injection rate, which is achieved by using þ1000 bbls/day so that physical time t ¼ 1 day will correspond to t Ã ¼ 4:47. Analytical and numerical results are now compared for two domain shapes; a square and a rectangle. The ECLIPSE model parameters for the square and rectangle domains are listed in Table 2 . In both cases, the dimensions of the computational domain are to within a trivial scaling equivalent to those of the analytical model. Fig. 5a shows the result of the analytical model for the square domain. The TOFC spacing is Δt Ã ¼ 0:5 and the TOF from the central injector to the central producer is t Ã ¼ 4:52. Fig. 5b shows the corresponding numerical result for the square domain where the dimensional TOF from the central injector to the central producer is t ¼ 1 day. The key point is that after applying the scaling of (16), streamline patterns and time of flight contours in Fig. 5a and 5b are nearly identical. In the numerical model ( Fig. 5b ) the TOF between central injector and central producer is t*¼4.47, which is close to the t*¼4.52 computed in Fig. 5a . Similarly, for the rectangular domain illustrated in Fig. 5c -d, the time of flight values closely match. For the rectangle domain, the dimensionless time of flight from the central injector to the central producer is t * ¼ 4:81 (Fig. 5c ), while the corresponding dimensional time is t ¼ 1:06 days (Fig. 5d) . Applying the scaling of (16), dimensional t ¼ 1:06 corresponds to dimensionless t * ¼ 4:73, which is very close to 4.81. Visual comparison of Fig. 5a with 5b, and Fig. 5c with 5d, clearly shows that the TOFC shapes of the analytical and numerical methods match very closely. To further illustrate the similarity between the models, Fig. 6 compares the velocity field computed by the two models in the rectangular domain case. For this comparison, flux data from ECLIPSE is converted into non-dimensional velocity data. First, the velocity field in units of ft/ day is retrieved via
(since the flux data from the numerical model is given on faces with dimension 1 ft Â h 0 ft) and then non-dimensionalised via
where the 4.47 in the denominator of (18) appears due to the time scaling. Away from producers/injectors and boundaries, the velocity fields match very well (Fig. 6a ). Close to a producer there are of course large differences due to the nature of the singularities present in the analytical model compared with the finite area sink/source terms used in the numerical model. Additionally, near walls large discrepancies are observed due to the presence of compressibility in the numerical scheme. Results in the square domain case exhibit the same general features and are therefore omitted. It is emphasized, that due to the universality of the fluid equations being solved, the similarities and differences between the Table 3 . (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) analytical and numerical models observed in these benchmark cases will translate to bounded domains of arbitrary shape. Indeed, this will be demonstrated for the Quitman oil field case study presented in the proceeding section.
6. Case study: quitman oil field
Field description
Our study revisits a classical waterflood simulation performed on an east Texas oil field (Doyle and Wurl, 1971) . Although field details were not included in the original study, the oil field section modelled by Doyle and Wurl (1971) is actually part of the Quitman field located 3.5 miles northwest of the town of Quitman, Wood county, Texas (Pers. Comm., 23 May 2016, between R. Weijermars and R.E. Doyle). The Quitman structure was identified during exploration surveys by Shell in 1930 (Smith, 1951) and farm out partner Delta Energy Drilling Company discovered the first oil in 1942 (Wittick, 1996) . The field was re-imaged in the 1990's using a 3D seismic survey to identify by-passed oil in the Paluxy sandstone reservoir (Wittick, 1996) , located much deeper than the Eagle Ford payzones studied in our model.
The waterflooded sections A and B of Doyle and Wurl (1971) correspond to a 16 ft thick section of sub-Clarksville sand and an 18 ft thick section of Harris sand, both interfingering with shales from the transgressive Eagle Ford formation (Scott, 1947) . All strata can essentially be modelled as subhorizontal sheets, because the Quitman oil field is hosted in an extremely gentle dipping (less than 3 ) anticline (e.g., see Section A-A 0 in Smith, 1951) . Normal faults strike parallel to the northeasterly trending axis of the anticlinal structure, which is caused by gentle doming above a salt pillow (Miron, 1964; Wittick, 1996) . All normal faults dip inward at 45 -50 , toward the axial plane of the Quitman anticline (Scott, 1947; Wittick, 1996) . The well locations for the 8 producers and 4 injectors used in our flood model are located in the Harris sand of the Eagle Ford (Doyle and Wurl, 1971 , Fig. 4) , which is zone B of an 18 ft thick payzone with an effective porosity n ¼ 0.26 (Doyle and Wurl, 1971 , Table 2 ). The sub-section of the Quitman field modelled here is located on the southwest flank of the Quitman structure (see contour map in Scott, 1947, Fig. 3 , for comparison with Doyle and Wurl, 1971 , Fig. 4 ) and is assumed bound by impenetrable formations below and above, and laterally by the fault offsets terminating the permeable sands against impermeable rocks.
Basic streamline models
In our scaled streamline models, 1 unit of distance is equivalent to roughly 240 ft. Injector and producer locations and strengths are provided in Table 3 . Note that colour codes listed in the last column of Table 3 will be used in later figures to distinguish injector sweep and producer drainage areas. Comparison of our flood simulations with those of Doyle and Wurl (1971) reveal several improvements. First, the original study used the method of images to simulate the reservoir boundaries, while we use conformal mapping to obtain correctly located finite boundaries of the reservoir sub-section studied. Conformal mapping solutions provide more accurate representations of impermeable boundaries than the method of images, which would require near infinite images to meet the accuracy of conformally mapped boundaries. Doyle and Wurl (1971) approximated the reservoir boundaries with two sets of mirror-images. Second, our method can accurately quantify and visualize the waterflood advance using detailed time-of-flight (TOF) contours (red lines in Fig. 7 ) away from the array of 4 injectors near the northern boundary of the field. Streamlines (blue lines in Fig. 7) show the waterflood flight paths toward the communicating producers. TOF contours become bungled when nearing the producers (Fig. 7) . Corresponding drainage contours are shown in Fig. 8 . Such effects could not be accounted for in the original study (Doyle and Wurl, 1971) , which used an integral method for solving streamline paths, rather than an Eulerian integration scheme tracking particle paths as is possible in our analytical approach. Their streamtubes were (unrealistically) divided into 40 equal segments following a generic procedure introduced by Muskat (1949a) and adhered to in later studies (Higgins and Leighton, 1962; Leblanc and Caudle, 1971) . Third, our improved algorithms combined with access to modern affordable, fast computing power naturally enhances the resolution and accuracy of our flood simulation results as compared to those in the ground-breaking study by Doyle and Wurl (1971) . Closer inspection of Fig. 7 reveals the two outermost injectors communicate with the three nearest producers, whereas each of the two innermost injectors communicate with 4 producers.
With our model, it is also possible to accurately track the evolution of the sweep and drainage patterns owing to each injector and producer, respectively, throughout the course of the integration. Fig. 9 illustrates the sweep and drainage patterns at t ¼ 100 and quantifies the evolution in time of the area depleted in the reservoir. Although all injectors have constant, equal rates, individual sweep regions are swept at slightly different rates (Fig. 9b) due to variations in proximity of both reservoir boundaries and producer wells. Similarly, despite all producers having equal pump rates, significant differences occur in their corresponding drainage areas (Fig. 9c) . Fig. 9d reveals that the two outermost production wells drain less than half the region (red and brown sectors) drained by the best wells (green and grey sectors). Additionally, the two producers with the smallest drainage areas (red and brown) will also experience fastest first water break-through and subsequent quick rise in water cut of extracted fluid. Consequently, these two distal wells are concluded to be very ineffective oil producers and probably should not have been drilled. The sweep and drainage efficiency of each well is summarized in Table 4 .
To further verify the analytical model and the results presented in Section 6.2, a corresponding ECLIPSE-based Quitman field is built with the parameters listed in Table 5 . The computational grid used along with locations of injectors (I1-I4) and producer wells (P1-P8) are highlighted in Fig. 10 . After building the numerical model, ECLIPSE and the independently developed streamline tracing algorithm (see appendix D for equivalent FRONTSIM simulations) are executed using the workflow described in Section 5.2. Streamline trajectories and TOFC's are plotted in Fig. 11 .
Scaling rules for translating between dimensional and non-dimensional units in the case of the Quitman oil field are detailed in Appendix E. Using expression (E7) and inserting the known parameters from the analytical model implies that, when m* ¼ À1 (see Table 3 ) and Q ¼ À10 bbls/d with 100% oil saturation, t* ¼ 10 (see Fig. 7a ) corresponds (approximately) to t ¼ 31,505 days (see Fig. 11 ). The numerical results shown in Fig. 11 are consistent with the analytical results for streamlines and TOFCs shown in Fig. 7. 
Water saturation
In most waterflood reservoirs, petroleum engineers are interested in tracking the water saturation of each producer throughout the production process. Although the analytical streamline method works on the assumption of single-phase flow and piston-'like' displacement, coexistence of oil and water can still be approximated by assuming fluid in the reservoir is initially (at t ¼ 0) 100% oil (or alternatively an oil saturation fraction thereof) and then tracking the outer boundary of the P1  I1  P2  I1,I2  P3  I1, I2  P4  I2, I3  P5  I2, I3  P6  I3, I4  P7  I3, I4  P8  I4 injected water contour as it evolves in time. Water saturation is defined simply as the ratio of water volume to that of the total liquid produced.
Using the analytical flow model of Section 6.2, the advance of the water sweep front can be computed at each time step. The model uses point sources/sinks, but to approximate the arrival of a given water volume at each producer, a circular domain is constructed around each producer, as shown in Fig. 12 .
In Fig. 12 , the red dot P is the location of the producer, and the dotted circle is the circular boundary around each producer through which the flux will be calculated. The blue arc γðsÞ is the water swept zone at a certain time step, with endpoints A1 and A2. Let the dot-dash line represent the zero angle with respect to the producer with increasing angle defined to be in the counter-clockwise direction. Endpoint A1 will have an angle θ 1 and endpoint A2 will have an angle θ 2 . The flux through the arc γðsÞ for a velocity field given by U ¼ u þ iv is calculated as follows:
where ReðzÞ is defined to be the real part of the complex number z. Assuming a well bore of 12:25 inches (roughly 1 foot), the nondimensional radius required in the analytical model would be r % 0:002. However, accurately computing the advance of a waterfront within such close proximity to a singularity would require a refined timestepping algorithm (due to the large velocities). Nevertheless, even at a distance of r ¼ 0:1 from the singularity, the velocity field is close to radial and thus reducing r below this value will have little effect on f . To make the algorithm as efficient as possible, in the following results, we therefore set r ¼ 0:1. Also, in order to describe results in as clear manner as possible, injector wells are labelled I1-I4 and producer wells P1-8 as illustrated in Fig. 10 . Fig. 9a and 9c shows that each producer communicates with either one or two injectors. The communication relationships between injectors and producers are given in Table 6 . Fig. 13 illustrates the swept angles of each injector with respect to its corresponding producer. Note that some of the circles in Fig. 13 are not completely enclosed by blue and red curves as the result is a snapshot at t ¼ 100 (non-dimensionalised time) and water saturation has not yet reached 100%.
Next, two cases are considered to examine how the water sweep front evolves at each producer. Case A is for producer 1 and Case B for producer 7. As indicated in Table 6 , producer 1 communicates solely with injector 1. Producer 7 communicates with both injectors 3 and 4 and each contribution must be summed to compute the total water saturation.
6.3.1. Case A. Injector 1 to producer 1 Fig. 14 illustrates how the water saturation for producer 1 is calculated. At each time step, for example, at t * ¼ 14, based on the water sweep contour, the arc spanning ½θ 1 ; θ 2 is determined. Then, on application of Eq. (19) the total flux through the arc is calculated. Repeating this procedure at every time step means the evolution of the water saturation can be computed, as shown in Fig. 14d for producer 1.
Case B. Injectors 3 and 4 to producer 7
Different from producer 1, producer 7 has two communicating injectors, injector 3 (light blue region in Fig's 15a-c) and injector 4 (darker blue region in Fig. 15a-c) . During each time step, Eq. (19) is applied separately for the water swept arcs of injector 3 and 4. Since the strength of the producer is À1, the total water saturation is simply the sum of these two contributions. In Fig. 15d , the water saturation curves owing to injectors 3 and 4 are plotted separately.
Similarly, water saturations for each of the other 6 producers are calculated and plotted in Fig. 16 . Consider the water saturation profile for producer 4, shown in Fig. 16c : it has two communicating injectors (2 and 3). At t * ¼ 30, water from injector 2 first arrives at producer 4. The total water saturation for producer 4 is controlled solely by water emanating from injector 2 until t * ¼ 55 (when water emanating from injector 3 first arrives). Then, the water saturation rapidly increases due to the arrival of two water fronts at the producer.
Incorporation of impenetrable faults
In addition to improved accuracy, computational efficiency and flexibility, another advantage of the conformal mapping approach is the ease at which additional boundaries can be modelled. To examine how, say, an impenetrable barrier could affect the TOF and communication between producers and injectors would be computationally unfeasible using traditional image methods (if one wished to maintain reasonable accuracy). Using conformal mapping techniques however, the SchwarzChristoffel mapping straightforwardly generalises so that an annular region can be mapped to the desired domain (Appendix B3), where the outer boundary of the annulus is mapped to the original oil field and the inner boundary mapped to the fault. Fig. 17 shows TOFCs and streamlines for the same configuration as Fig. 7 but with the addition of an internal boundary. This illustrates how the presence of such a fault can slow down the arrival time at a producer unless the injectors are placed such that the barrier has little effect on the flow. In particular, the TOF and communication with producer 4 (located at z ¼ À 1:4 À 6:7i) is greatly affected by the presence of the fault in the simulations shown here. A separate mapping of a single flow barrier due to an impermeable fault obstructing flow between injectors and producers has been applied in previous studies (Weijermars and van Harmelen, 2016, 2017) . When instead fractures are not sealed but highly conductive, an unlimited but finite number of such fractures can be modelled with analytical methods using a new line element formulation developed by Van Harmelen and Weijermars (2018) .
Discussion
Compared with analytical methods, one clear advantages of numerical streamline methods is that they honour the heterogeneity of the reservoir by taking advantage of the powerful pressure solvers available. Numerical streamline solvers can handle spatial changes in permeability, porosity and geometric placement of wells, faults and fractures. Another advantage is that numerical streamline methods can account for multiphase flow effects owing to the comprehensive suite of reservoir simulators available while analytical streamline methods have not (yet) advanced in this direction. Adversely, since numerical streamline methods account for a wider range of reservoir properties, computation time increases as the heterogeneity and anisotropy of the reservoir increases. Further, more fully fledged simulations often require advanced numerical techniques to solve for, e.g., the pressure field throughout the reservoir. From this perspective, analytical streamline methods offer an advantage because closed form expressions exist for velocity field and local gradients throughout the fluid (and can thus be computed very quickly and with spectral accuracy) even when accounting for increasingly complex reservoir attributes and large numbers of injectors and Fig. 15 . Evolution of the water sweep contour and water saturation profile for producer 7. Snapshots are shown at t * ¼ 34, t * ¼ 35, and t * ¼ 37 respectively. In (a)-(c), the red circle is the domain around producer 7 with radius 0:1. The light blue region represents the water swept region owing to injector 3 and the darker blue region that owing to injector 4. The dotted light blue line and the dotted darker blue line represent the partition boundaries of the swept zones for injector 3 and 4 at t ¼ 100, respectively. producer wells in arbitrary locations. The ease (and speed) with which the analytical model can be adapted to simulate a modified reservoir (different boundary shape, different well placements, additional wells etc.) allow many scenarios to be considered quickly and efficiently.
In the present study, an analytical model based on potential flow theory was presented and benchmarked against an ECLIPSE based streamline tracing model. Benchmarks were conducted in idealised twodimensional reservoirs with constant porosity and permeability. Reservoir geometries considered included square and rectangle domain spaces. In these idealised reservoirs, away from boundaries and injector/ producer locations, the analytical and numerical models showed excellent agreement (see Section 5, Fig. 6 ), the analytical method being faster to generate and therefore a powerful tool for future application in firstorder flow optimization.
Flood patterns in the Quitman field were then revisited applying the improved potential flow model. For constant reservoir porosity and permeability, analytical results were again compared to those produced by an ECLIPSE based streamline tracing algorithm. Excellent agreement between the various model results was seen. Further, streamline patterns produced by the independent streamline tracing algorithm used in this study were compared to those produced by FRONTSIM for the Quitman field and showed excellent agreement. It is emphasised that the model comparisons presented in this paper are for idealised reservoirs with constant permeability and porosity. Reservoirs with, for example, complex porosity/permeability structures occurring in combination with dominant multi-phase flow effects cannot accurately be accounted for by current analytical methods. It is worth noting however, that density changes in reservoir fluid can be accounted for by switching from a flow description based on volume flux to a flow description based on mass conservation (Evans and Raffensperger, 1992) . Nevertheless, the ability of analytical methods to quickly and efficiently analyse certain changes in reservoir properties such as impermeable boundary shapes, fault and well locations (with no need to generate a new computational grid) mean that used correctly, analytical tools can generate important insights to help guide the application of more fully-fledged reservoir models.
Practical reservoir engineering seeks immediate application successes and needs new approaches to achieve improved outcomes. The Quitman field has been producing since 1942 and currently may be a candidate for enhanced oil recovery using proprietary biotechnology processes to stimulate the reservoir's native microorganisms to sustainably increase the ultimate recovery. Analytical streamline simulations can quantify the residence time of nutrients added to the injection fluid to help optimize the production response and economic performance of reservoirs by activating indigenous reservoir microbial life, which can help free trapped oil for recovery. Despite the simplified assumptions of the analytical model outlined above (especially the approximation of single phase flow), its flexibility and efficiency allow for insights gained to be used within a hierarchy for further in-depth analysis to compute the appropriate sweep efficiency and to find the pump rate settings required to achieve optimum recovery using the biological catalyst process under study.
Conclusions
Utilizing a constructive potential theory model based on the SchottkyKlein Prime function and methods of conformal mapping, an improved analytical method for computing flood displacement fronts in the presence of reservoir boundaries (both internal and external) has been presented. The new calculus being employed allows for the fast and accurate computation of complex potentials (streamlines) and fluid velocities in domains with comparatively complex boundary configurations, albeit in an idealised flow scenario (see Section 7). The availability of such computational techniques can provide insight into how the communication between arrays of injectors and producers is affected by the presence of impermeable rock sections and impenetrable faults in the reservoir. Insight gained from analytical models can act as a useful proxy in identifying important properties of a reservoir to quickly map out how the communication between producers and injectors is affected by varying the location of heterogeneities and boundary conditions to history match observed well rates with subsurface phenomena in the model. Even before wells are drilled, the improved analytical model presented here can support the field development design process as a judicious placement of wells will increase the communication between injectors and producers in order to improve sweep rates and increase recovery factors.
Future coupling of such analytical models with optimization algorithms can (albeit at the expense of some physics) allow for real-timeadjustment of well rates to accommodate new information obtained on reservoir properties and/or well performance. Appropriate use of analytical tools advocated in the present study, in tandem with industry standard reservoir simulators, may lead to more efficient reservoir and resource management strategies. Let the domain labelled D ζ consist of the unit disk with M excised non-overlapping smaller disks. Label the outer boundary, on which jζj ¼ 1, C 0 and those of the M excised disks C k ; fk ¼ 1;…;Mg. In general, the complex potential in D ζ owing to a collection of N sink/source singularities can be written as (Crowdy, 2013) 
where α j are the locations of the singularities, m j their strengths and β is an arbitrary point in the domain. The function ωðζ; γÞ appearing in (A1) is a special transcendental function known as the Schottky-Klein Prime function. This Schottky -Klein prime function is a fundamental object for constructive analytical theories involving problems in function and potential theory in multiply-connected domains. It is emphasised that the SchottkyKlein prime function is a recognised special function and in terms of its application to physical problems, can be regarded in much the same way as, e.g. Bessel functions. Properties of the Schottky-Klein prime function and its applications are discussed in detail in, e.g., Crowdy (2010 Crowdy ( , 2013 . Below, to give readers insight into the basic properties of the Prime function, we briefly give one geometrical construction. In the domain D ζ , for each of the M excised disks, label their centres δ k and radii q k . Then, define the M M€ obius maps
The Schottky-Klein prime function is then given by ωðζ; γÞ ¼ ðζ À γÞ b ωðζ; γÞ;
where
½ϑðζÞ À γ½ϑðγÞ À ζ ½ϑðζÞ À ζ½ϑðγÞ À γ ;
and the product is taken over all mappings ϑ belonging to a special subset Θ'' of the full Schottky group Θ. This subset contains all mappings excluding the identity and all inverse mappings. Thus, for example, if the map θ 1 θ À1 2 is included in the set, θ 2 θ À1 1 must be excluded. Two important properties of the Schottky-Klein prime function are i ωðζ; γÞ has a simple zero at ζ ¼ γ. ii ωðζ; γÞ is such that the Green's function G 0 ðζ; γÞ (Crowdy, 2010) has constant imaginary part on all circles C k , k ¼ 1; …; M.
Substituting (A3) into (A1) we can write
and therefore, the function Hðζ; α 1 ; …; α N ; βÞ appearing in Eq. (12) is defined as
where it is noted that the function Hðζ; α 1 ; …; α N ; βÞ is analytic for all ζ 2 D ζ . Formula (A4) is useful for concisely stating the Prime function and can be applied in some practical situations. In general, however, expression (A4) fails to converge or requires and impractically long time to compute (for example, when two circles are close together or when the connectivity is high). Computations carried out in this study utilised the boundary integral methods presented in Crowdy et al. (2016) to compute the function Hðζ; α 1 ; …; α N ; βÞ. Computation of the Prime function using the aforementioned boundary integral methods is numerically far more efficient and stable (even for domains of high connectivity and when boundaries are close to touching). Fig. 3e and (g). (a)-(b) show the equivalent pre-image snapshots in the circular domain where, in our numerical scheme, particle advection and streamline tracing is carried out.
Appendix C. Free space direct line drive
For comparison with the bounded direct line drive simulations presented in section 4, Fig. C1 shows the equivalent free space (unbounded) results.
Appendix D. FRONTSIM solution
To demonstrate the equivalence of the independently developed streamline tracing algorithm to a standard commercial package, Fig. 11 is reproduced with FRONTSIM, using the same input parameters as in Table 5 . Resulting streamlines and TOFC's are displayed in Fig. D1 . Comparison of Figs 11 and D1 shows excellent agreement between the two aforementioned streamline tracing algorithms. Table 1 . Figs. (a)-(c) show snapshots at time units of 2, 4 and 'when all TOF contours have reached a producer' respectivley. Individual TOF contours are seperated by 0.5 time units (except for the final contour which is frozen after fluid on that contour makes contact with a producer). Here, the TOF from injector 1 to producer 1 is 7.3 time units, from injector 2 to producer 2 is 5.7 time units and from injector 3 to producer 3 us 5.4 time units (other TOF's follow by symmetry). 
Appendix E. Quitman oil field scaling rules
The analytical simulator used for modelling the Quitman field typically employs non-dimensional units. Dimensional analysis can be applied to translate the non-dimensional time-of-flight (TOF) contours to dimensional times in the Quitman prototype reservoir, as explained in this section. First, the analytical model must retain geometric and kinematic similarity with the prototype reservoir.
Geometric similarity will be fulfilled if the ratios of any model-prototype pairs of length are identical. This was ensured using injector and producer spacing lengths, L X,Y , of the dimensional prototype which are then normalized into non-dimensional length units, L * X,Y , using the dimensional unit length, L 0 , of the prototype as follows:
The non-dimensional reservoir maps of Section 6, Figs. 7 to 9 equate 1 non-dimensional length unit to 240 ft. Kinematic similarity will be fulfilled by scaling well rates appropriately. Unlike length [L] and time [T] , which are fundamental physical quantities, the well rates are a so-called derived physical quantity with dimension [LT À3 ] (Weijermars, 1998, Chapter 2), which therefore need not be scaled independently for kinematic similarity, as long as the time is properly scaled. Time for flow in a fluid continuum (non-porous media) can be commonly scaled as:
The prototype reservoir is a porous medium where fluid moves through a specific volume, V s , as a fraction of the bulk unit rock volume, V 0 , the ratio of which is scaled precisely by the effective porosity, ϕ:
Because the analytical model has effective porosity ϕ * ¼ 1, time of flight in the analytical model will be proportionally longer than in the prototype reservoir when the latter has ϕ <1 (and velocity of fluid particles will be correspondingly slower in the model as compared to prototype), which can simply be adjusted by scaling time as follows:
Assume the well rates in both model and real reservoir are constant. The non-dimensional well strengths in the 2D analytical model, m*(t*), relate to the 3D volumetric flux, Q*(t*), as follows: Q*(t*) ¼ m*(t*) 2πh 0 *,
With non-dimensional unit depth, h 0 *. The dimensional flux in the reservoir can be expressed in term of the fundamental units [LT] :
If time is scaled by Eq. (E2) instead of (E4), then expression (E6) will need to include the porosity and gives:
In petroleum engineering, reservoir thickness, h 0 , is typically expressed in feet, and time units in days which would give Q(t) of expression (E7) a dimension of cubic ft per day. Alternatively, the flux can be expressed in barrels per day, which requires inclusion of a conversion factor:
Finally, the 3D dimensional fluxes [bbls/day] used in the real field can be directly converted to 2D strength inputs in non-dimensional or normalized units [L 2 *T*]:
By non-dimensional units, we mean that the well strength used in the analytical model is dimensionless. The analytical well strengths can be scaled to account directly for the difference in effective porosity so that analytical model times and prototype reservoir times are scaled by expression (E2) rather than (E4). The Quitman field at the time of the Doyle and Wurl (1971) study had an approximate production rate for each well of about À10 bbls/day. Taking into account all fluid produced, and assuming a water cut of 98%, the production rate would be À500 bbls/day. Using expression (E9) and inserting the known thickness of the reservoir h 0 ¼ 18 ft, surface scaling dimension L 0 ¼ 240 ft and effective porosity ϕ ¼ 0.28 (with h * 0 , L * 0 and ϕ * all equal to 1) implies m* ¼ -0.00155, for which each non-dimensional time unit t* ¼ 1 will correspond to t ¼ 1 day. When scaling of the flux was initially ignored (as in our study), the kinematic similarity between our reservoir model and prototype can still be restored by adjusting the time of flight obtained in the model as follows. The model used an arbitrary producer strengths m*(t*) ¼ À1 instead of the properly scaled m*(t*) ¼ À0.00155, so that each non-dimensional time unit t* ¼ 1 in Section 6, Figs. 7-9 will correspond to t¼(-1/-0.00155) day ¼ 645 days. We should point out that the Quitman field case has 98% water saturation. When we instead assume 100% oil saturation as we did in Section 6.3, t* ¼ 1 will correspond to 31,505 days.
