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We prove that 𝑘-th highest dergee has a sublinear behavior with a power
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1. Introduction
In the present work, we further explore how the addition of choice (see, e.g., [2, 7,
11,12]) affects the standart preferential attachment model (see [1,8]). The preferential
attachment graph model is a time-indexed inductively constructed sequence of graphs,
formed in the following way. We start with some initial graph and then on each step
we add a new vertex and an edge between it and one of the old vertices, chosen with
probability proportional to its degree. Many different properties of this model have
been obtained in both the math and physics literature (see [1, 3, 8, 13]).
In the current work, we are interested in the first 𝑘 maximums of the degree
distribution. For the preferential attachment model, this problem is studied in [4].
It is shown in [4] that the 𝑘 highest degrees ∆𝑖(𝑛), 𝑖 ∈ {1, ..., 𝑘}, at time 𝑛 satisfy
𝑛1/2
𝑔(𝑛)
≤ ∆1(𝑛) ≤ 𝑔(𝑛)𝑛1/2 and 𝑛
1/2
𝑔(𝑛)
≤ ∆𝑖(𝑛) ≤ ∆𝑖−1(𝑛)− 𝑛
1/2
𝑔(𝑛)
, 𝑘 ≥ 𝑖 ≥ 2,
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with high probability for any function 𝑔(𝑛) with 𝑔(𝑛) →∞ as 𝑛→∞.
In [12], the limited choice is introduced into the preferential attachment model.
More specifically, at each step we independently (from each other) choose 𝑑 existing
vertices with a probability proportional to their degrees and connect the new vertex
with the vertex with the smallest degree. In [12], it is shown that the maximal degree
at time 𝑛 in such a model grows as log log 𝑛/ log 𝑑 with high probability. If instead of a
vertex with the smallest degree we pick one with the highest degree, we would get the
max-choice model that was introduced in [11]. In [11], the exact first-order asymptotics
for the maximal degree in this model was obtained and almost sure convergence of the
appropriately scaled maximal degree was shown. In the current work, we provide such
asymptotics for 𝑘 highest degrees.
Let us describe the max-choice model. Fix 𝑑 ∈ N, 𝑑 ≥ 2. Introduce a countable
non-random set of vertices 𝑉 = {𝑣𝑖, 𝑖 ∈ N}. Define a sequence of random trees {𝑃𝑛},
𝑛 ∈ N, by the following inductive rule. Let 𝑃1 be the one-edge tree which consists of
vertices 𝑣1 and 𝑣2 and an edge between them. Given 𝑃𝑛, we construct 𝑃𝑛+1 by adding
one vertex and drawing one edge in the following way.
First, we add a vertex 𝑣𝑛+2 to 𝑃𝑛, hence the vertices set 𝑉 (𝑃𝑛+1) of 𝑃𝑛+1 is
𝑉 (𝑃𝑛+1) = {𝑣𝑖, 𝑖 = 1, ..., 𝑛 + 2}. Note that the randomness of 𝑃𝑛 caused by its edge
set ℰ𝑛. Denote ℱ𝑛 = 𝜎{ℰ1, ..., ℰ𝑛}. Let 𝑋1𝑛, . . . , 𝑋𝑑𝑛 be i.i.d. vertices of 𝑉 (𝑃𝑛) chosen
with the conditional probability
Pr
[︀
𝑋1𝑛 = 𝑣𝑖|ℱ𝑛
]︀
=
deg 𝑣𝑖(𝑛)
2𝑛
, 𝑣𝑖 ∈ 𝑉 (𝑃𝑛),
where deg 𝑣𝑖(𝑛) is the degree of 𝑣𝑖 in 𝑃𝑛 (note that,
∑︀
𝑣𝑖
deg 𝑣𝑖(𝑛) = 2𝑛).
Second, create a new edge between 𝑣𝑛+2 and 𝑌𝑛, where 𝑌𝑛 is whichever of 𝑋
1
𝑛,...,𝑋
𝑑
𝑛
has the largest degree. In the case of a tie, choose according to an independent
fair coin toss (this choice will not affect the degree distribution). This model is
called the max-choice preferential attachment tree model. For any fixed 𝑘 ∈ N, let
𝑀1(𝑛) ≥𝑀2(𝑛) ≥ ... ≥𝑀𝑘(𝑛) be the degrees of 𝑘 highest degree vertices at time 𝑛 (if
there are less then 𝑘 vertices at time 𝑛 put 𝑀𝑘(𝑛) = 1).
Let us formulate our main theorem:
Theorem 1. For 𝑑 ∈ N, 𝑑 > 2, 𝑘 ∈ N, 𝑘 > 1 and any 𝜖 > 0,
lim
𝑛→∞P(𝑛
𝑐𝑑−1𝑑/2−𝜖 < 𝑀𝑘(𝑛) < 𝑛𝑐
𝑑−1𝑑/2+𝜖) = 1,
where 𝑐 = 1−𝑥*/2, 𝑥* is the unique positive solution of the equation 1− (1−𝑥/2)𝑑 = 𝑥
in the interval 0 ≤ 𝑥 ≤ 1.
Our proof is based on the existence of the 𝑘-th persistent hub, i.e. a single vertex that
in some finite random time becomes the 𝑘-th highest degree vertex for all time after.
Using this, instead of analyzing the 𝑘-th highest degree over all vertices we effectively
only need to analyze the degree of just one vertex. The existence of the 𝑘-th persistent
hub is stated in the following result.
Proposition 1. There exist random variables 𝑁𝑙 and 𝐾𝑙, 1 ≤ 𝑙 ≤ 𝑘, that
are finite almost surely so that at any time 𝑛 ≥ 𝑁𝑙, deg 𝑣𝐾𝑙(𝑛) = 𝑀𝑙(𝑛) and
𝑀1(𝑛) > 𝑀2(𝑛) > ... > 𝑀𝑙(𝑛) > deg 𝑣𝑖(𝑛) for any 𝑖 ̸= 𝐾1, ...,𝐾𝑙.
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The purpose of this proposition is to simplify analisys of the dynamics of 𝑀𝑘(𝑛).
Indeed, let 𝐿𝑘(𝑛) be the number of vertices at time 𝑛 that has degree equal to 𝑀𝑘(𝑛).
The effect of Proposition 1 is that for some random and sufficiently large 𝑁𝑘 < ∞,
𝐿𝑘(𝑛) = 1 for all 𝑛 ≥ 𝑁𝑘.
If 𝑀𝑘−1(𝑛) = 𝑀𝑘(𝑛), then 𝑀𝑘(𝑛 + 1) = 𝑀𝑘(𝑛), cause 𝑀𝑘−1(𝑛) and 𝑀𝑘(𝑛) could
not be increased at the same time and we should increase 𝑀𝑘−1(𝑛) before 𝑀𝑘(𝑛). If
𝑀𝑘−1(𝑛) > 𝑀𝑘(𝑛), to increase 𝑀𝑘(𝑛) we need to draw an edge to a vertex with the
degree 𝑀𝑘(𝑛). Therefore the dynamics of 𝑀𝑘(𝑛) is given by the formula
𝑀𝑘(𝑛 + 1)−𝑀𝑘(𝑛) = 1{deg 𝑌𝑛+1(𝑛) = 𝑀𝑘(𝑛), 𝑀𝑘−1(𝑛) > 𝑀𝑘(𝑛)}, with
E(𝑀𝑘(𝑛 + 1)−𝑀𝑘(𝑛)|ℱ𝑛) =
=
(︃
𝑐𝑑𝑘(𝑛)−
(︂
𝑐𝑘(𝑛)− 𝑀𝑘(𝑛)𝐿𝑘(𝑛)
2𝑛
)︂𝑑)︃
1{𝑀𝑘−1(𝑛) > 𝑀𝑘(𝑛)},
where
𝑐𝑙(𝑛) = 1− 1
2𝑛
𝑙−1∑︁
𝑖=1
𝑀𝑖(𝑛), 1 ≤ 𝑙 ≤ 𝑘, 𝑛 ∈ N.
Note that 𝑐𝑙(𝑛) ≥ 0 cause the sum of the degrees is 2𝑛. From here, we will reffer to
𝑐𝑑𝑘(𝑛)−
(︁
𝑐𝑘(𝑛)− 𝑀𝑘(𝑛)𝐿𝑘(𝑛)2𝑛
)︁𝑑
as 𝑝𝑛,𝑘. Note that cause 𝑀𝑘(𝑛+ 1)−𝑀𝑘(𝑛) could only
take values 0 and 1, if𝑀𝑘−1(𝑛) > 𝑀𝑘(𝑛) then 𝑝𝑛,𝑘 equals to the probability to increase
𝑘-th maximal degree at the 𝑛-th step conditional on ℱ𝑛.
Before starting the proof, let us describe its structure and main ideas. We will prove
Proposition 1 and Theorem 1 using an induction over 𝑘. To do so, we consider them
as independend theorems for each 𝑘. For 𝑘 = 1, the convergence 𝑀1(𝑛)𝑛 → 𝑥* almost
surely and the existence of the persistent hub were proven in [11]. We will fix 𝑘0 > 1
and, using statements of Theorem 1 and Proposition 1 for 𝑘 < 𝑘0 (from here we reffer
to them as induction hypothesis), prove them for 𝑘 = 𝑘0. In Section 2, we prove initial
estimates using Theorem 1 for 𝑘 < 𝑘0. In Section 3, we use these estimates to prove the
existence of the persistent hub and, so, prove Proposition 1 for 𝑘 = 𝑘0. In Section 4, we
use Proposition 1 along with lemmas from Section 2 to prove Theorem 1 for 𝑘 = 𝑘0.
2. Initial estimates
We assume that Theorem 1 and Proposition 1 hold for 𝑘 < 𝑘0. In this section, we
obtain an initial estimate on 𝑀𝑘0(𝑛) along with some technical lemmas.
Recall that 𝑐 = 1−𝑥*/2, where 𝑥* is the solution of the equation 1− (1−𝑥/2)𝑑 = 𝑥
in the interval 0 ≤ 𝑥 ≤ 1. Define the function
𝑓(𝑥, 𝑦) =
1
2
𝑑−1∑︁
𝑖=0
𝑦𝑑−𝑖−1(𝑦 − 𝑥/2)𝑖, 𝑥, 𝑦 ∈ R+.
Note that 𝑓(𝑥, 𝑦) = 𝑦
𝑑−(𝑦−𝑥/2)𝑑
𝑥 for 𝑥 ̸= 0. We will need the following estimates.
Lemma 1. 𝑓(𝑥, 𝑦) < 1 for 𝑦𝑑−1 < 2/𝑑 and 0 ≤ 𝑥 ≤ 2𝑦.
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Proof. 𝑓(0, 𝑦) = 𝑑/2𝑦𝑑−1 < 1. Since 𝑓(𝑥, 𝑦) is the decreasing function over 𝑥 for
0 ≤ 𝑥 ≤ 2𝑦, we have that 𝑓(𝑥, 𝑦) < 1 for corresponding 𝑥.
Lemma 2. 𝑐𝑑−1 < 2/𝑑.
Proof. Note that 𝑥* = 1− (1− 𝑥*/2)𝑑 = 1− 𝑐𝑑. Therefore,
𝑐𝑑−1 =
𝑐𝑑
𝑐
=
1− 𝑥*
1− 𝑥*/2 < 2(1− 𝑥
*).
Now show that 𝑥* > 1− 1/𝑑. Due to convexity of 1− (1− 𝑥/2)𝑑 on [0, 2], it is enough
to show that 1− (1− (1− 1/𝑑)/2)𝑑 − (1− 1/𝑑) > 0:
1− (1− (1− 1/𝑑)/2)𝑑 − (1− 1/𝑑) = 1/𝑑−
(︂
𝑑 + 1
2𝑑
)︂𝑑
= 1/𝑑− (1/2)𝑑(1 + 1/𝑑)𝑑 > 0,
for 𝑑 > 2 (could be easily proved by an induction starting with 𝑑 = 3).
We will frequently use the following lemma of [5].
Lemma 3. Suppose that a sequence of positive numbers 𝑟𝑛 satisfies
𝑟𝑛+1 = 𝑟𝑛
(︂
1 +
𝛼
𝑛 + 𝑥
)︂
, 𝑛 ≥ 𝑘
for fixed 𝛼 > 0, 𝑘 > 0 and 𝑥. Then 𝑟𝑛/𝑛
𝛼 has a positive limit.
Now, we formulate our initial estimate.
Lemma 4. There is 𝛾 > 0 (which do not depend on 𝑘0) such that, with probability 1,
inf𝑛𝑀𝑘0(𝑛)/𝑛
𝛾 > 0.
Proof. For fixed 𝑛0 ∈ N, define
𝐶𝑛+1 =
4𝑛
4𝑛− (𝑐− 𝛿)𝑑−1𝐶𝑛 =
(︂
1 +
(𝑐− 𝛿)𝑑−1
4𝑛− (𝑐− 𝛿)𝑑−1
)︂
𝐶𝑛, 𝑛 ≥ 𝑛0,
with 𝐶𝑛0 = 1 and 0 < 𝛿 < 𝑐. By Lemma 3, we have that 𝐶𝑛/𝑛
(𝑐−𝛿)𝑑−1/4 converges to
a positive limit.
Introduce events
𝑄𝑘0(𝑛0) = {𝑁𝑘0−1 < 𝑛0, 𝑐𝑘0(𝑛) > 𝑐− 𝛿 ∀𝑛 > 𝑛0}.
By the induction hypothesis (𝑁𝑘0−1 <∞ almost surely and 𝑐𝑘0(𝑛) → 𝑐 in probability),
P(𝑄𝑘0(𝑛0)) → 1 when 𝑛0 →∞. Introduce Markov moments
𝜆𝑘0(𝑛0) = inf{𝑛 > 𝑛0 : 𝐿𝑘(𝑛) > 1 for some 𝑘 < 𝑘0 or 𝑐𝑘0(𝑛) < 𝑐− 𝛿}.
Note that 𝜆𝑘0(𝑛0) = ∞ on 𝑄𝑘0(𝑛0). Put 𝐴𝑘0(𝑛) = 𝐶𝑛/𝑀𝑘0(𝑛). We will prove that
𝐴𝑘0(𝑛 ∧ 𝜆𝑘0(𝑛0)) (where 𝑥 ∧ 𝑦 = min(𝑥, 𝑦)) is a supermartingale for 𝑛 > 𝑛0. Hence by
Doob’s theorem (Corollary 3, p. 509 of [14]) it converges almost surely to some finite
limit. Therefore, there is a random variable 𝐵𝑘0,𝑛0 , which is positive on 𝑄𝑘(𝑛0), such
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that
𝑀𝑘0 (𝑛)
𝑛𝛾 ≥ 𝐵𝑘0,𝑛0 almost surely for 𝛾 = (𝑐− 𝛿)𝑑−1/4 and 𝑛 ≥ 𝑛0. Consequently, we
have
P
(︂
inf
𝑛∈N
𝑀𝑘0(𝑛)
𝑛𝛾
> 0
)︂
≥ P
(︂
inf
𝑛∈N
𝑀𝑘0(𝑛)
𝑛𝛾
> 0, 𝑄𝑘0(𝑛0)
)︂
= P(𝑄𝑘0(𝑛0)) → 1.
Now prove that 𝐴𝑘0(𝑛 ∧ 𝜆𝑘0(𝑛0)) is a supermartingale, which concludes our proof.
Recall that if 𝑀𝑘0−1(𝑛) > 𝑀𝑘0(𝑛) (holds if 𝐿𝑘0−1 = 1, in particualr for
𝑛0 < 𝑛 < 𝜆𝑘0(𝑛0)) then 𝑝𝑛,𝑘0 equals to the probability to increase 𝑘0-th maximal
degree at the 𝑛-th step conditional on ℱ𝑛. Note that
𝑝𝑛,𝑘0 = 𝑐
𝑑
𝑘0(𝑛)−
(︂
𝑐𝑘0(𝑛)−
𝑀𝑘0(𝑛)𝐿𝑘0(𝑛)
2𝑛
)︂𝑑
≥ 𝑐𝑑𝑘0(𝑛)
(︃
1−
(︂
1− 𝑀𝑘0(𝑛)
2𝑛𝑐𝑘0(𝑛)
)︂𝑑)︃
≥
≥ 𝑐𝑑𝑘0(𝑛)
(︃
1−
(︂
1− 𝑀𝑘0(𝑛)
2𝑛𝑐𝑘0(𝑛)
)︂2)︃
= 𝑐𝑑𝑘0(𝑛)
(︂
𝑀𝑘0(𝑛)
𝑛𝑐𝑘0(𝑛)
− (𝑀𝑘0(𝑛))
2
(2𝑛𝑐𝑘0(𝑛))
2
)︂
=
= 𝑐𝑑−1𝑘0 (𝑛)
𝑀𝑘0(𝑛)
𝑛
4𝑛𝑐𝑘0(𝑛)−𝑀𝑘0(𝑛)
4𝑛𝑐𝑘0(𝑛)
≥ 𝑐𝑑−1𝑘0 (𝑛)
2𝑀𝑘0(𝑛)
4𝑛
= 𝑐𝑑−1𝑘0 (𝑛)
𝑀𝑘0(𝑛)
2𝑛
.
By definition of 𝑝𝑛,𝑘0 , for 1/𝑀𝑘0(𝑛 + 1) we get
E (1/𝑀𝑘0(𝑛 + 1)|ℱ𝑛) =
= E
(︂
1{𝑀𝑘0(𝑛 + 1) = 𝑀𝑘0(𝑛) + 1}
𝑀𝑘0(𝑛) + 1
+
1{𝑀𝑘0(𝑛 + 1) = 𝑀𝑘0(𝑛)}
𝑀𝑘0(𝑛)
⃒⃒⃒⃒
ℱ𝑛
)︂
=
=
(︂
𝑝𝑛,𝑘01{𝑀𝑘0−1(𝑛) > 𝑀𝑘0(𝑛)}
𝑀𝑘0(𝑛) + 1
+
1− 𝑝𝑛,𝑘01{𝑀𝑘0−1(𝑛) > 𝑀𝑘0(𝑛)}
𝑀𝑘0(𝑛)
)︂
=
=
(︂
𝑀𝑘0(𝑛) + 1− 𝑝𝑛,𝑘01{𝑀𝑘0−1(𝑛) > 𝑀𝑘0(𝑛)}
(𝑀𝑘0(𝑛) + 1)𝑀𝑘0(𝑛)
)︂
.
Therefore, if 𝑛0 < 𝑛 < 𝜆𝑘0(𝑛0), then
E (1/𝑀𝑘0(𝑛 + 1)|ℱ𝑛) =
𝑀𝑘0(𝑛) + 1− 𝑝𝑛,𝑘0
𝑀𝑘0(𝑛)(𝑀𝑘0(𝑛) + 1)
=
1
𝑀𝑘0(𝑛)
(︂
1− 𝑝𝑛,𝑘0
𝑀𝑘0(𝑛) + 1
)︂
≤
≤ 1
𝑀𝑘0(𝑛)
(︂
1− 𝑝𝑛,𝑘0
2𝑀𝑘0(𝑛)
)︂
≤ 1
𝑀𝑘0(𝑛)
(︃
1− 𝑐
𝑑−1
𝑘0
(𝑛)
4𝑛
)︃
≤
≤ 1
𝑀𝑘0(𝑛)
(︂
1− (𝑐− 𝛿)
𝑑−1
4𝑛
)︂
,
which concludes the proof.
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3. Persistent hub
We assume that Theorem 1 and Proposition 1 holds for 𝑘 < 𝑘0. In this section, we
prove Proposition 1 for 𝑘 = 𝑘0 under this assumption. Our method of the proof bases on
the comparison of our model with the standart preferential attachment model, and we
use the technique of [5] developed for the last one. We divide the proof of Proposition 1
into two parts. First, we prove that degrees of only finite number of vertices could at
some time become 𝑘-th maximal. Second, we prove that two vertices could have a 𝑘-th
highest degree at the same time only for finite number of time moments.
Let us introduce some notations:
𝜒𝑘(𝑛) = min{𝑖 ≥ 𝑛 : deg 𝑣𝑛(𝑖) = 𝑀𝑘(𝑖)},
𝑈𝑘 =
∞∑︁
𝑛=1
1{𝜒𝑘(𝑛) <∞},
𝜓𝑖,𝑗(𝑛) = min
𝑙≥𝑛
{deg 𝑣𝑖(𝑙) = deg 𝑣𝑗(𝑙)}.
Here 𝑈𝑘 is the number of vertices (of 𝑉 ) whose degrees were 𝑘-th maximal at some
moments, 𝜒𝑘(𝑛) is the moment it happens for the vertex 𝑣𝑛.
Lemma 5. 𝑈𝑘 is finite almost surely.
To prove the lemma, we first need a result (which is stated below) from [11] on a
random walk that describes the evolution of degrees of two vertices in the preferential
attachment model without choices.
Let 𝑇𝑛 = 𝑇𝑛(𝑛0, 𝐴𝑛0 , 𝐵𝑛0) = (𝐴𝑛, 𝐵𝑛) for 𝑛 ≥ 𝑛0 be random walks on Z2
started from some point (𝐴𝑛0 , 𝐵𝑛0) that at time 𝑛 move one step right or one step
up with the conditional probabilities 𝐴𝑛𝐴𝑛+𝐵𝑛 and
𝐵𝑛
𝐴𝑛+𝐵𝑛
respectively. Also, indroduce
the stoping times 𝜋(𝑖, 𝑗) = min{𝑛 ≥ 𝑛0 : 𝐴𝑛 = 𝐵𝑛|𝐴𝑛0 = 𝑖, 𝐵𝑛0 = 𝑗} and the function
𝑞(𝑖, 𝑗) = P(𝜋(𝑖, 𝑗) < ∞). Although, the arguments of 𝑞 and 𝜋 are integers, sometimes
in estimates we will write noninterges in arguments meaning the value of the floor
function of it.
Lemma 4.2 from [11] stated that
Lemma 6. The following inequality holds for any positive integers 𝑖 and 𝑗
P(𝜓𝑖,𝑗(𝑛) <∞|ℱ𝑛) ≤ 𝑞(deg 𝑣𝑖(𝑛),deg 𝑣𝑗(𝑛)).
Let us prove Lemma 5.
Proof. By Lemma 4, we get 𝑀𝑘(𝑛) ≥ 𝑀𝑛𝛾 for some random 𝑀 > 0 almost surely.
Hence, at time 𝑛 there are at least 𝑘 vertices 𝑣𝑖1 , ..., 𝑣𝑖𝑘 with degrees not less then
𝑀𝑛𝛾 with probability 1. A degree of the vertex 𝑣𝑛+1 could become 𝑘-th maximal only
if at some moment ?˜? > 𝑛 its degree becomes higher than at least one of the degrees
deg 𝑣𝑖1(?˜?), ...,deg 𝑣𝑖𝑘(?˜?). Due to Lemma 6 (as in [11]), we could construct 𝑘 versions
𝜋𝑙(𝑖, 𝑗), 1 ≤ 𝑙 ≤ 𝑘, of 𝜋(𝑖, 𝑗), such that
1{𝜒𝑘(𝑛 + 1) <∞} ≤
𝑘∑︁
𝑙=1
1{𝜓𝑖𝑙,𝑛+1(𝑛) <∞} ≤
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≤
𝑘∑︁
𝑙=1
1{𝜋𝑙(deg 𝑣𝑖𝑙(𝑛), 1) <∞} ≤
𝑘∑︁
𝑙=1
1{𝜋𝑙(𝑀𝑛𝛾 , 1) <∞} 𝑎.𝑠.
Fix 𝐶 > 0. Then
𝑈𝑘1{𝑀 > 𝐶} =
∞∑︁
𝑛=1
1{𝜒𝑘(𝑛) <∞}1{𝑀 > 𝐶} <
<
∞∑︁
𝑛=1
𝑘∑︁
𝑙=1
1{𝜋𝑙(𝑀𝑛𝛾 , 1) <∞}1{𝑀 > 𝐶} ≤
∞∑︁
𝑛=1
𝑘∑︁
𝑙=1
1{𝜋𝑙(𝐶𝑛𝛾 , 1) <∞}1{𝑀 > 𝐶} ≤
≤
∞∑︁
𝑛=1
𝑘∑︁
𝑙=1
1{𝜋𝑙(𝐶𝑛𝛾 , 1) <∞}.
Corollary 15 of [5] gives us the following estimate:
𝑞(𝑖, 1) ≤ 𝑄(𝑖)
2𝑖
for any integer 𝑖
for some polynomial function 𝑄(𝑥). Therefore, the expectations
E1{𝜋𝑙(𝐶𝑛𝛾 , 1) <∞} = 𝑞(𝐶𝑛𝛾 , 1) ≤ 𝑄(𝐶𝑛
𝛾)
2𝐶𝑛𝛾
forms a convergent series, and the last sum is finite almost surely by Borel-Cantelli
Lemma. Since 𝑀 > 0 with probability 1,
P(𝑈𝑘 <∞) = P({𝑈𝑘 <∞}
⋃︁ ⋃︁
𝑛∈N
{𝑀 > 1/𝑛}) = 1.
Now let 𝐽𝑘 denote the set of vertices whose degrees become 𝑘-th maximal at some
moment. According to Lemma 5, 𝐽𝑘 is finite almost surely. Introduce random moments
𝜁𝑙(𝑣𝑖, 𝑣𝑗) = inf{𝑛 > 𝜁𝑙−1(𝑣𝑖, 𝑣𝑗) :
deg 𝑣𝑖(𝑛− 1) ̸= deg 𝑣𝑗(𝑛− 1) and deg 𝑣𝑖(𝑛) = deg 𝑣𝑗(𝑛)}, 𝜁0(𝑣𝑖, 𝑣𝑗) = 0,
𝑁(𝑣𝑖, 𝑣𝑗) = sup{𝑙 : 𝜁𝑙(𝑣𝑖, 𝑣𝑗) <∞},
𝜉𝑘 = sup{𝜁𝑁(𝑣𝑖,𝑣𝑗)(𝑣𝑖, 𝑣𝑗)|𝑣𝑖 ∈ 𝐽𝑘, 𝑣𝑗 ∈ 𝐽𝑘}.
Note that almost sure finitness of 𝜉𝑘 implies Proposition 1 cause any vertex that become
𝑘-th maximal at any time is in 𝐽𝑘, and an order of degrees of vertices from 𝐽𝑘 does not
change after the moment 𝜉𝑘. Thus, to complete the proof of Proposition 1 we need the
following lemma:
Lemma 7. 𝜉𝑘 is finite almost surely.
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Proof. Since 𝐽𝑘 is finite almost surely, it is enough to prove that for any 𝑣𝑖, 𝑣𝑗 ∈ 𝑉
𝑁(𝑣𝑖, 𝑣𝑗) is finite almost surely. To do so we will use the random walk 𝑇𝑛 with
𝑛0 = max{𝑖 + 1, 𝑗 + 1}, 𝐴𝑛0 = deg 𝑣𝑖(𝑛0), 𝐵𝑛0 = deg 𝑣𝑗(𝑛0). Let 𝑅(𝑛0, 𝑖, 𝑗) be the
number of times 𝑛 > 𝑛0 such that 𝐴𝑛 = 𝐵𝑛, and let 𝑛0 ≤ 𝜌1(𝑖, 𝑗) < 𝜌2(𝑖, 𝑗) < ... be
moments when either deg 𝑣𝑖 or deg 𝑣𝑗 is changed. Then due to the coupling used in the
proof of Lemma 4.2 from [11] there is version of 𝑇 , such that min{deg 𝑣𝑖(𝜌𝑛),deg 𝑣𝑗(𝜌𝑛)}
is dominated by min{𝐴𝑛, 𝐵𝑛} for 𝑛 ≥ 𝑛0, which implies 𝑁(𝑣𝑖, 𝑣𝑗) ≤ 𝑅 (since
𝐴𝑛 + 𝐵𝑛 = deg 𝑣𝑖(𝜌𝑛) + deg 𝑣𝑗(𝜌𝑛)).
It is a standard fact about Po´lya urn model that if 𝑇𝑛 = (𝐴𝑛, 𝐵𝑛) starts from a
point (𝑎, 𝑏), then the fraction 𝐴𝑛/(𝐴𝑛 +𝐵𝑛) tends in law to a random variable 𝐻(𝑎, 𝑏)
as 𝑛 tends to infinity, where 𝐻(𝑎, 𝑏) has beta probability distribution:
𝐻(𝑎, 𝑏) ∼ Beta(𝑎, 𝑏).
(See, e.g., Theorem 3.2 in [10] or Section 4.2 in [6]). Thus, the limit of 𝐴𝑛/(𝐴𝑛 + 𝐵𝑛)
exists almost surely, and it takes the value 1/2 with probability 0 for any starting
point of the process 𝑇 . Hence, this fraction can be equal to 1/2 only finitely many
times almost surely, and so 𝑅 is finite almost surely, which completes the proof.
4. Final result
Fix 0 < 𝛿 < 2/𝑑 − 𝑐𝑑−1 (by Lemma 2, 2/𝑑 > 𝑐𝑑−1). For any fixed 𝑛0 > 0, we
introduce the events
𝐷𝑘0(𝑛0, 𝛿) = {𝐿𝑙(𝑛) = 1, 𝑐− 𝛿 < 𝑐𝑘0(𝑛) < 𝑐 + 𝛿, 𝑀𝑘0(𝑛) > 𝑛𝛾/𝑛0 ∀𝑛 ≥ 𝑛0 ∀𝑘 ≤ 𝑘0},
and the Markov moment
𝜂𝑘0(𝑛0, 𝛿) = inf{𝑛 ≥ 𝑛0 : 𝐿𝑘(𝑛) > 1 for some 𝑘 ≤ 𝑘0, or
𝑐𝑘0(𝑛) > 𝑐 + 𝛿, or 𝑐𝑘0(𝑛) < 𝑐− 𝛿, or𝑀𝑘0(𝑛) ≤ 𝑛𝛾/𝑛0}.
Note that by the induction assumption for 𝑘 < 𝑘0, Proposition 1 and Lemma 4 (both
for 𝑘 = 𝑘0) we have that
P(𝐷𝑘0(𝑛0, 𝛿)) = P(𝜂𝑘0(𝑛0, 𝛿) = ∞) → 1 as𝑛0 →∞.
Now, let prove Theorem 1 for 𝑘 = 𝑘0
Lemma 8. With probability 1, 𝑀𝑘(𝑛)/𝑛→ 0.
Proof. Recall that if 𝑀𝑘−1(𝑛) > 𝑀𝑘(𝑛) (in particular, on 𝐷𝑘(𝑛0, 𝛿)) then 𝑝𝑛,𝑘 equals
to the conditional probability to increase 𝑀𝑘(𝑛) conditional on ℱ𝑛. Note that for 𝑛
such that 𝑛0 ≤ 𝑛 ≤ 𝜂𝑘,𝐶 ,
𝑝𝑛,𝑘 = 𝑐
𝑑
𝑘(𝑛)−
(︂
𝑐𝑘(𝑛)− 𝑀𝑘(𝑛)
2𝑛
)︂𝑑
=
𝑀𝑘(𝑛)
2𝑛
(︃
𝑑−1∑︁
𝑖=0
𝑐𝑑−𝑖−1𝑘 (𝑛)
(︂
𝑐𝑘(𝑛)− 𝑀𝑘(𝑛)
2𝑛
)︂𝑖)︃
.
Hence,
𝑝𝑛,𝑘
𝑀𝑘(𝑛)
= 1𝑛𝑓(
𝑀𝑘(𝑛)
𝑛 , 𝑐𝑘(𝑛)). From Lemmas 1, 2, it follows that for any small
enought 𝛿 > 0 there is 𝛽 > 0 so that 𝑓(𝑥, 𝑦) < 1− 𝛽 if 𝑦 < 𝑐 + 𝛿 for 0 ≤ 𝑥 ≤ 2𝑦.
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Consider the expectation:
E
(︂
𝑀𝑘(𝑛 + 1)
𝑀𝑘(𝑛)
⃒⃒⃒⃒
ℱ𝑛
)︂
=
𝑝𝑛,𝑘(𝑀𝑘(𝑛) + 1)
𝑀𝑘(𝑛)
+ 1− 𝑝𝑛,𝑘 = 1 + 𝑝𝑛,𝑘
𝑀𝑘(𝑛)
.
Therefore, for small enough 𝛿 > 0 there is 𝛽 > 0 such that
E(𝑀𝑘(𝑛 + 1)|ℱ𝑛) < (1 + (1 − 𝛽)/𝑛)𝑀𝑘(𝑛) for 𝑛0 ≤ 𝑛 < 𝜂𝑘(𝑛0, 𝛿). Set
𝐴𝑘(𝑛) = 𝑀𝑘(𝑛)/𝐶𝑛,𝑘, where 𝐶𝑛+1,𝑘 = (1 + (1 − 𝛽)/𝑛)𝐶𝑛,𝑘, 𝑛 ≥ 𝑛0, 𝐶𝑛0,𝑘 = 1.
We have that
E
(︂
𝐴𝑘(𝑛 + 1 ∧ 𝜂𝑘(𝑛0, 𝛿))
𝐴𝑘(𝑛 ∧ 𝜂𝑘(𝑛0, 𝛿))
⃒⃒⃒⃒
ℱ𝑛
)︂
=
E
(︂
𝐴𝑘(𝑛 + 1)
𝐴𝑘(𝑛)
1{𝑛 + 1 ≤ 𝜂𝑘(𝑛0, 𝛿)}+ 1{𝑛 + 1 > 𝜂𝑘(𝑛0, 𝛿)}
⃒⃒⃒⃒
ℱ𝑛
)︂
=
1{𝜂𝑘(𝑛0, 𝛿) > 𝑛}E
(︂
𝐴𝑘(𝑛 + 1)
𝐴𝑘(𝑛)
⃒⃒⃒⃒
ℱ𝑛
)︂
+ 1{𝜂𝑘(𝑛0, 𝛿) ≤ 𝑛} =
1{𝜂𝑘(𝑛0, 𝛿) > 𝑛} 𝐶𝑛,𝑘
𝐶𝑛+1,𝑘
E
(︂
𝑀𝑘(𝑛 + 1)
𝑀𝑘(𝑛)
⃒⃒⃒⃒
ℱ𝑛
)︂
+ 1{𝜂𝑘(𝑛0, 𝛿) ≤ 𝑛} ≤
1{𝜂𝑘(𝑛0, 𝛿) > 𝑛}1 + (1− 𝛽)/𝑛
1 + (1− 𝛽)/𝑛 + 1{𝜂𝑘(𝑛0, 𝛿) ≤ 𝑛} = 1.
Thus, 𝐴𝑘(𝑛 ∧ 𝜂𝑘(𝑛0, 𝛿)) is a supermartingale. By Lemma 3, we have that
𝐶𝑛,𝑘𝑛
−1+𝛽 converges to a positive limit. Therefore, by Doob’s theorem we have that
𝐴𝑘(𝑛 ∧ 𝜂𝑘(𝑛0, 𝛿)) tends to a finite limit with probability 1, and, in particular, there is
a random constant 𝐵𝑘 > 0 so that 𝑀𝑘(𝑛 ∧ 𝜂𝑘(𝑛0, 𝛿)) ≤ 𝐵𝑘𝑛1−𝛽 almost surely. Thus,
𝑀𝑘(𝑛∧ 𝜂𝑘(𝑛0, 𝛿))/𝑛→ 0 almost surely as 𝑛→∞, and, since P(𝜂𝑘(𝑛0, 𝛿) = ∞) → 1 as
𝑛0 →∞, 𝑀𝑘(𝑛)/𝑛→ 0 almost surely as 𝑛→∞.
Now, consider the expectation for 𝑛0 ≤ 𝑛 ≤ 𝜂𝑘(𝑛0, 𝛿) and some 0 < 𝛼 < 1
E
(︂
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝛼
𝑀𝑘(𝑛)/𝑛𝛼
⃒⃒⃒⃒
ℱ𝑛
)︂
=
𝑀𝑘(𝑛) + 𝑐
𝑑
𝑘(𝑛)−
(︁
𝑐𝑘(𝑛)− 𝑀𝑘(𝑛)2𝑛
)︁𝑑
𝑀𝑘(𝑛)
𝑛𝛼
(𝑛 + 1)𝛼
=
=
(︃
1 +
1
2𝑛
(︃
𝑑𝑐𝑑−1𝑘 (𝑛) +
𝑑−1∑︁
𝑖=1
(−1)𝑖
(︂
𝑖
𝑑
)︂
𝑐𝑑−1−𝑖𝑘 (𝑛)
(︂
𝑀𝑘(𝑛)
2𝑛
)︂𝑖)︃)︃
1
(1 + 1/𝑛)𝛼
.
By the induction assumption and Lemma 8,
∆𝑘(𝑛) = 𝑑𝑐
𝑑−1
𝑘 (𝑛) +
𝑑−1∑︁
𝑖=1
(−1)𝑖
(︂
𝑖
𝑑
)︂
𝑐𝑑−1−𝑖𝑘 (𝑛)
(︂
𝑀𝑘(𝑛)
2𝑛
)︂𝑖
→ 𝑐𝑑−1𝑑 a.s. as 𝑛→∞.
In particular, for any 𝜖 > 0
P(∆𝑘(𝑛) < 𝑐𝑑−1𝑑 + 𝜖 for 𝑛 > 𝑛0) → 1 and
P(∆𝑘(𝑛) > 𝑐𝑑−1𝑑− 𝜖 for 𝑛 > 𝑛0) → 1 as 𝑛0 →∞.
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Therefore,
P
(︃
E
(︃
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝑐𝑑−1𝑑/2−𝜖
𝑀𝑘(𝑛)/𝑛𝑐
𝑑−1𝑑/2−𝜖
⃒⃒⃒⃒
⃒ℱ𝑛
)︃
> 1, for 𝑛 > 𝑛0
)︃
≥
≥ P
(︃
E
(︃
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝑐𝑑−1𝑑/2−𝜖
𝑀𝑘(𝑛)/𝑛𝑐
𝑑−1𝑑/2−𝜖
⃒⃒⃒⃒
⃒ℱ𝑛
)︃
> 1,
∆𝑘(𝑛) > 𝑐
𝑑−1𝑑− 𝜖 for 𝑛 > 𝑛0, 𝜂𝑘(𝑛0, 𝛿) = ∞
)︃
≥
≥ P
(︃
1 + (𝑐𝑑−1𝑑/2− 𝜖/2)/𝑛
(1 + 1/𝑛)𝑐𝑑−1𝑑/2−𝜖
> 1,
∆𝑘(𝑛) > 𝑐
𝑑−1𝑑− 𝜖, for 𝑛 > 𝑛0, 𝜂𝑘(𝑛0, 𝛿) = ∞
)︃
→ 1 as 𝑛0 →∞ and
P
(︃
E
(︃
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝑐𝑑−1𝑑/2+𝜖
𝑀𝑘(𝑛)/𝑛𝑐
𝑑−1𝑑/2+𝜖
⃒⃒⃒⃒
⃒ℱ𝑛
)︃
< 1, for 𝑛 > 𝑛0
)︃
≥
≥ P
(︃
E
(︃
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝑐𝑑−1𝑑/2+𝜖
𝑀𝑘(𝑛)/𝑛𝑐
𝑑−1𝑑/2+𝜖
⃒⃒⃒⃒
⃒ℱ𝑛
)︃
< 1,
∆𝑘(𝑛) < 𝑐
𝑑−1𝑑 + 𝜖 for 𝑛 > 𝑛0, 𝜂𝑘(𝑛0, 𝛿) = ∞
)︃
≥
≥ P
(︃
1 + (𝑐𝑑−1𝑑/2 + 𝜖/2)/𝑛
(1 + 1/𝑛)𝑐𝑑−1𝑑/2+𝜖
< 1,
∆𝑘(𝑛) < 𝑐
𝑑−1𝑑 + 𝜖 for 𝑛 > 𝑛0, 𝜂𝑘(𝑛0, 𝛿) = ∞
)︃
→ 1
as 𝑛0 →∞. Introduce Markov moments
𝜈𝑘,𝑛0,𝜖 = inf
{︃
𝑛 > 𝑛0 : E
(︃
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝑐𝑑−1𝑑/2−𝜖
𝑀𝑘(𝑛)/𝑛𝑐
𝑑−1𝑑/2−𝜖
⃒⃒⃒⃒
⃒ℱ𝑛
)︃
≤ 1, or
E
(︃
𝑀𝑘(𝑛 + 1)/(𝑛 + 1)
𝑐𝑑−1𝑑/2+𝜖
𝑀𝑘(𝑛)/𝑛𝑐
𝑑−1𝑑/2+𝜖
⃒⃒⃒⃒
⃒ℱ𝑛
)︃
≥ 1
}︃
.
Note that P(𝜈𝑘,𝑛0,𝜖 = ∞) → 1 as 𝑛0 →∞. Let
𝐴𝑘(𝑛) =
𝑀𝑘(𝑛)
𝑛𝑐𝑑−1𝑑/2+𝜖/2
and 𝐵𝑘(𝑛) =
𝑛𝑐
𝑑−1𝑑/2−𝜖/2
𝑀𝑘(𝑛)
.
Then 𝐴𝑘(𝑛∧𝜈𝑘,𝑛0,𝜖) and 𝐵𝑘(𝑛∧𝜈𝑘,𝑛0,𝜖) are supermartingales, and from Doob’s theorem,
𝑀𝑘(𝑛)
𝑛𝑐𝑑−1𝑑/2−𝜖
→∞ and 𝑀𝑘(𝑛)
𝑛𝑐𝑑−1𝑑/2+𝜖
→ 0 almost surely,
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which implies our theorem.
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ВЕРШИНЫ С НАИБОЛЬШИМИ СТЕПЕНЯМИ В МОДЕЛИ
ПРЕДПОЧТИТЕЛЬНОГО ПРИСОЕДИНЕНИЯ С ВЫБОРОМ
Малышкин Ю.А.
Тверской государственный университет, г. Тверь
Поступила в редакцию 30.08.2016, после переработки 17.03.2017.
В работе найдена ассимптотика первых 𝑘 максимумов распределения
степеней в графе для модели предпочтительного присоединения с вы-
бором. В данной модели на каждом шаге добавляется одна вершина.
Затем мы случайным образом выбираем 𝑑 (d>2) вершин, и проводим
ребро из новой вершины в вершину с наибольшей (из выбранных вер-
шин) степенью. Известно, что в данной модели максимальная степень
вершины в графе растет линейно относительно общего числа вершин, в
то время как в моделях предпочтительного присоединения без выбора
первые 𝑘 максимумов распределения степеней вершин растут сублиней-
но с одинаковым показателем. Доказано, что степени 𝑘-ых по величине
степени вершин растут сублинейно относительно размера графа. До-
казательство использует существование в графе выделенных вершин и
мартингальную технику.
Ключевые слова: случайные графы, предпочтительное присоедине-
ние, выбор.
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