Reservoir inflow forecasting is a crucial task for reservoir management. Without considering precipitation predictions, the lead time for inflow is subject to the concentration time of precipitation in the basin. With the development of numeric weather prediction (NWP) techniques, it is possible to forecast inflows with long lead times. Since larger uncertainty usually occurs during the forecasting process, much attention has been paid to probabilistic forecasts, which uses a probabilistic distribution function instead of a deterministic value to predict the future status. In this study, we aim at establishing a probabilistic inflow forecasting scheme in the Danjiangkou reservoir basin based on NWP data retrieved from the Interactive Grand Global Ensemble (TIGGE) database by using the Bayesian model averaging (BMA) method, and evaluating the skills of the probabilistic inflow
INTRODUCTION
Li et al. ; Todini ). As a conclusion of previous studies, probabilistic flood forecasting outperforms deterministic flood forecasting in several aspects: (1) probabilistic flood forecasting can quantify uncertainty and enable the decision makers to hedge against the probability of forecast results; (2) probabilistic flood forecasting usually has a longer lead time and can provide more timely flood information; and (3) probabilistic flood forecasting usually has higher skills than deterministic forecasting.
The basic requirements of flood forecasting usually consist of specific precipitation predictions and calibrated hydrologic models. With flood protection and awareness continually rising on the political agenda, a strong demand has generated for achieving high quality precipitation prediction to obtain flood forecasts with sufficient lead time forecasts of the TIGGE data to verify hydropower reservoir inflows and showed that ensemble flood forecasts are more consistent than deterministic ones in terms of sequential decisions. Coustau et al. () assessed the impacts of the ECMWF NWP products on streamflow forecasts and revealed that the atmospheric forcing is especially significant for streamflow forecasts of small catchments. These studies give evidence that the TIGGE data are valuable for flood forecasting and disaster relief decision making.
Among the many types of research on the TIGGE database, few have coupled it with a hydrologic model and evaluated its ability for generating probabilistic inflow forecasts in large catchments. Thus the objective of this paper is to establish a probabilistic inflow forecasting scheme in Danjiangkou basin based on the TIGGE data and the BMA method, and evaluate the skills of the probabilistic inflow forecasts. Three TIGGE NWP models, i.e. CMA, NCEP and ECMWF, were selected for the case study. The raw NWP data were downloaded and post-processed automatically from the official website of the ECMWF (http://apps.ecmwf. int/datasets/data/tigge). The remainder of this paper is organized as follows. The next section gives a brief introduction of Danjiangkou basin and presents the data used in this study. The following section shows the main methodologies, and the application is described in the Results and discussion section. The final section displays the main conclusions.
STUDY AREA AND DATA

Study area
The Danjiangkou reservoir is a multipurpose reservoir in the Hanjiang River located to the west of Hubei province, China. 
METHODOLOGY
In this study, a probabilistic forecasting scheme was constructed to derive probabilistic inflow forecasts in the Danjiangkou reservoir (see Figure 2 ). Three artificial neural network (ANN) models were calibrated first, the input combinations of which were optimized with one of the state-of-the-art input selection methods, i.e. the Gamma Test. After that, ensemble forecasts of the Danjiangkou reservoir with three lead times were generated using both the antecedent flood and precipitation records and also the corrected TIGGE NWP data. The BMA method was applied to generate probabilistic forecasts with the ensemble forecasts. The probabilistic forecasts were evaluated and compared with the raw ensemble forecasts under a coherent set of evaluation criteria. The methods employed in this study are briefly addressed in the following.
Gamma test
The Gamma test ( Suppose the dataset is given in the form of:
where X and Y are the input data matrix and the output data vector with the same sample size of n, respectively;
for the ith sample and y i is the output scalar for the ith sample.
The underlying relationship of this input-output system for X and Y is defined as:
where f(*) is an unknown smooth function, r denotes the random error or noise. Then, the GT is assessed based on the kth nearest neighbor for each input vector x i,k and output y i,k with Delta function:
where |*| denotes the Euclidean distance; the maximum neighboring distance p is set as 10 (Chang et al. ); y i,k denotes the y value corresponding to x i,k in the dataset.
Finally, the Gamma statistic Γ can be estimated using linear regression with the equation:
where A is the regression coefficient. For more detailed information about GT and its demonstration, readers can refer to Agalbjorn et al. () .
Artificial neural network
ANN is an intelligent algorithm widely used in pattern 
where Q f,t denotes the flood forecast at time t; X t denotes the input vector, which usually contains hydrometeorological quantities such as antecedent discharges and precipitation predictions; k denotes the lead time; φ Á ð Þ denotes the transfer function type, which usually takes Sigmoid function for flood forecasting; w ij denotes the weight coefficient between the jth node of the input layer and the ith node of the hidden layer; θ i are the corresponding bias of the ith hidden layer node; w i denotes the weight coefficient between the ith hidden layer node and the output layer node; θ 0 is the bias at the output layer node.
In this study, two widely used input variables, the antecedent inflow and precipitation, are selected as inputs of the ANN models for the Danjiangkou reservoir inflow forecasting. The ANN model parameters are optimized by the genetic algorithm (GA) with the following objective function:
where Q o,i denotes the observed inflow at time i, respectively; n denotes the data length.
NWP data correction
Previous research literature shows that it is essential to correct the TIGGE data in order to use them more effectively due to the following reasons: (1) 1. When the precipitation prediction result does not exceed the heavy rain threshold, the prediction value is adjusted by the following equation:
where P f indicates the precipitation prediction, P f and P o indicates the mean value of the historic predictions and observations, respectively, and P crt indicates the corrected prediction.
2. When the precipitation prediction indicates an intense rain event, the prediction value is adjusted by the following equation:
where P mid indicates the middle value of the historic observed intense rain event, which is 40.4 mm/d in this study basin. The method is used to correct the systemic bias of the TIGGE NWP and meanwhile give sufficient attention to severe rain events (Peng et al. ) .
Bayesian model averaging
BMA is a statistical post-processing method for deriving more skillful and reliable probabilistic forecasts than the original ensemble forecasts (Raftery et al. ; Duan et al.
).
The BMA method has been broadly used in hydrometeorological fields. By determining the weights of the probability distribution functions (PDF) of the ensemble forecasting members, the BMA can give a combined PDF of the ensemble forecasts, i.e. the BMA-PDF, p(y), given by:
where y denotes the variable to be forecasted;
M ¼ y obs,1 , y obs,2 , . . . , y obs,m Â Ã denotes the observed y for training with a length of m; f i denotes the ith ensemble member value; p f i jM ð Þ denotes the posterior probability of f i , which actually reflects the skill of the ith member during the training period and can be denoted as a weight
where n is the number of ensemble members. A higher ϖ i value usually indicates the ith ensemble member has better forecasting performance during the training period.
The conditioned distribution has different types for different forecasting variables. As for inflow discharge, it is reasonable to choose skewed distribution, such as Pearson type 3 distributions, which will make the parameter estimation of the BMA-PDF very difficult. In order to simplify the parameter estimation phase and ensure the results are correct, a Box-Cox transformation is performed on both the observed inflow discharges and the ensemble forecasting members to make their distributions approximate to Gaussian distribution:
where z is the transformed variable by the Box-Cox transformation; λ is the Box-Cox coefficient, which can be optimized via goodness-of-fit tests (Asar et al. ) . In this study, λ is estimated by the observed inflow discharges and the ensemble forecasts are transformed with the same λ of y.
Supposing that the conditioned distribution is fellow Gaussian distribution, then Equation (10) can be transformed into:
where N a i þ b i f i , σ Finally, it is proved that the DREAM-MCMC is sufficient for handling a relatively high number of BMA parameters. Thus the DREAM-MCMC was chosen in this study to optimize the BMA parameters.
Once the BMA-PDF is known, the BMA quantile forecast ζ given the non-exceedance probability r ∈ 0, 1 ½ can be derived by solving the below equation:
The deterministic forecasting results of the BMA-PDF can be expressed as:
which is naturally a weighted combination of the ensemble forecasts.
Evaluation criteria
A coherent set of evaluation criteria is utilized to evaluate the flood forecasting results. As for the deterministic forecasts, three familiar metrics, namely the Nash-Sutcliffe efficiency (NSE), mean average error (MAE) and root mean square error (RMSE), are selected and expressed by:
where O i and F i denotes the observations and the forecasts, respectively, and n denotes the length of the data series.
The NSE ranges from -∞ to 1 and is positive oriented 
where O t is the verifying observation at time t, and G t is the corresponding forecast cumulative distribution function (CDF), which is the integration of the BMA-PDF function in this study. The number of PIT bins is usually arbitrarily selected from 10 to 20. When the PIT histogram is not flat, its shape can reflect the problems with the probabilistic results. As for the U-shape histogram, it usually indicates the forecast PDF has inadequate spread or underdispersion. On the contrary, the humpback-shape histogram indicates the forecast PDF has overdispersion. However, it should be noted that a flat PIT histogram is not a sufficient condition for the reliability, since a combination of negatively and positively biased forecast distributions can also yield a flat PIT histogram while being unreliable (Hamill ) .
The metric CD is more objective compared with the PIT histogram, which can measure the degree of deviation from a flat PIT histogram (Nipen & Stull ) . The metric CD is calculated as follows:
where bin i is the bin frequency of the ith bin, and k is the number of the bins. The small CD values are preferred, which means the deviation from a flat PIT histogram is small.
When evaluating a probabilistic forecast, we also expect to know whether the derived PDF concentrates in the correct area, which can be realized by the dimensionless metric IGN (Roulston & Smith ) defined as:
where g t denotes the forecast PDF at time t, and n denotes the data length. It is obvious that low IGN values are preferred since this shows that high probability is placed in the vicinity of the observations.
The metric CRPS is an index that can address both the reliability and sharpness of probabilistic forecasts (Gneiting et al. ) , which is calculated by:
where x denotes the inflow discharge; H is the Heaviside function of a given real number s given by:
When the forecast G is deterministic, the CRPS will reduce to the MAE (Gneiting et al. ) . This makes it convenient for making comparisons between deterministic and probabilistic forecasts.
RESULTS AND DISCUSSION ANN model calibration and evaluation
In advance of calibrating the ANN models for the Danjiangkou reservoir inflow forecasting, the Gamma test is applied Table 2 . Considering the data availability, the three ANN models have different antecedent inflow inputs while the precipitation inputs are the same.
Also, when making inflow forecasts, the NWP data are used instead of the precipitation observations as shown in Table 2 .
The evaluation metrics for the calibrated ANN models are listed in Table 3 The validation periods appear less satisfied than the calibration periods under the criteria of NSE, MAE and RMSE.
Hence, the three ANN models are used to generate ensemble inflow forecasts.
Performance of the ensemble inflow forecasts
As mentioned above, the raw TIGGE NWP must be corrected before applying to hydrometeorological purposes. Figure 5 shows the comparisons of NSE, MAE and RMSE values of the raw TIGGE data and the corrected TIGGE data. For the raw TIGGE data, it can be seen from Figure 5 that the accuracy of precipitation prediction declines with lead time increase. Among the three TIGGE models, the ECMWF performs the best. The TIGGE data from the CMA generally performs worst with the smallest NSE 
*Q f,t : Reservoir inflow forecast at time t; Q o,t : Observed reservoir inflow at time t; P o,t : Gauged precipitation during the tth time interval; P f,t : Precipitation prediction during the tth time interval. By feeding the corrected TIGGE data into ANN models with the antecedent precipitation and discharge records, a total of 87 ensemble inflow forecasts (the raw ensemble 
Evaluation of the BMA probabilistic forecasts
We use the BMA method to generate probabilistic inflow forecasts from the raw ensemble inflow forecasts, the calibration period (2008) (2009) (2010) (2011) and the validation period Since the ensemble member number is large, only one inflow forecast member is chosen arbitrarily to display the Box-Cox transformation performance. It can be seen clearly that the original inflow series are non-Gaussian distributed.
After the Box-Cox transformation, the observed and ensemble forecasting inflow series are very close to the theoretical Gaussian distribution probability curve, which proves that the transformed series can satisfy the Gaussian assumption well. Results indicate that the BMA probabilistic inflow forecasts are more reliable than the raw ensemble ones. The deterministic inflow forecasts derived from the raw ensemble forecasts and the BMA probabilistic forecasts are also evaluated since the deterministic results occupy an important position in practice. The results in Table 3 show that the BMA deterministic forecasts have better performances than the raw ensemble ones for all three lead times under the criteria of NSE, MAE and RMSE. The main reason for these improvements is that the BMA is essentially a bias correction method, which gives larger weights to the better ensemble members and vice versa (Duan et al. ) . Given an overall conclusion, both the evaluation results of probabilistic forecasts and deterministic forecasts indicate that the scheme of postprocessing the ensemble forecasts generated using TIGGE NWP data by the BMA method offers a useful approach for probabilistic forecasts in the Danjiangkou reservoir basin. 
