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a b s t r a c t
We call a measure of concordance κ of an ordered pair (X, Y ) of two continuous random
variables a bivariate measure of concordance. This κ may be considered to be a function
κ(C) of the copula C associated with (X, Y ). κ is considered to be of degree n if, given any
two copulas A and B, the value of their convex sum, κ(tA+ (1− t)B), is a polynomial in t of
degree n. Examples of bivariate measures of concordance are Spearman’s rho, Blomqvist’s
beta, Gini’s measure of association, and Kendall’s tau. The first three of these are of degree
one, but Kendall’s tau is of degree two. We exhibit three characterizations of bivariate
measures of concordance of degree one.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A random vector, (X, Y ), is thought to be more concordant in nature the more that large values of one random variable
correspond to large values of the other random variable. Similarly, a random vector is thought to be more discordant
in nature the more that large values of one random variable correspond to small values of the other random variable.
Statisticians have attempted to measure concordance or discordance of a continuous random vector, (X, Y ), by attaching a
number, κ , to (X, Y ). We shall take a measure of concordance to be defined by a set of axioms that trace back to [1].
A measure of concordance in our sense can be defined on the 2-copula C associated with a random vector (X, Y ). We
recall that the associated 2-copula C is a function C : I2 → I , where I = [0, 1], that satisfies
FX,Y (x, y) = C(FX (x), FY (y)) (1)
where FX,Y is the joint distribution function of (X, Y ) and FX and FY are the distribution functions of X and Y respectively.
2-copulas are in a one-to-one correspondencewith the doubly stochastic probabilitymeasuresµ on (I2,B(I2))whereB(I2)
is the σ -algebra of Borel subsets of I2. To say that µ is doubly stochastic in this setting means that
µ(A× I) = µ(I × A) = λ(A)
where A is a Borel subset of I and λ is one-dimensional Lebesgue measure. The relation between µ and C is given by
C(x1, x2) = µ([0, x1] × [0, x2]).
Here are some examples of 2-copulas:
If Y is an almost surely increasing function of X , then
M(x, y) = min(x, y)
is the 2-copula satisfying (1).
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Table 1
Some common measures of concordance [2].
Spearman’s rho ρ(C) = 12 ∫I2 C dΠ − 3
Blomqvist’s beta β(C) = 4C ( 12 , 12 )− 1
Gini’s measure of association γ (C) = 8 ∫I2 Cd (M+W2 )−2
Kendall’s tau τ(C) = 4 ∫I2 C dC − 1
If Y is an almost surely decreasing function of X , then
W (x, y) = max(x+ y− 1, 0)
is the 2-copula satisfying (1).
Finally, if X and Y are independent, then
Π(x, y) = xy
is the 2-copula satisfying (1).
Bivariate copulas (that is, 2-copulas) are examples of 2-increasing functions, a property that will be useful to us. If
F : D→ Rwhere D is a rectangle in R2, we say that F is 2-increasing provided
F(x1, y1)− F(x0, y1)− F(x1, y0)+ F(x0, y0) ≥ 0
whenever x0 ≤ x1 and y0 ≤ y1.
See [2,3] for a discussion of 2-copulas and, more generally, n-copulas.
The following definition of a measure of concordance is an adaptation of the one found in [2]. Here and in all that follows
we will let Cop(2) denote the set of all 2-copulas.
Definition 1. Let κ : Cop(2) → [−1, 1]. If C is the 2-copula for the continuous random vector, (X, Y ), then we shall also
write κX,Y for κ(C). κ is a measure of concordance if the following conditions are satisfied.
1. κX,X = 1,
2. κ−X,Y = −κX,Y ,
3. κY ,X = κX,Y ,
4. κ(C1) ≤ κ(C2)whenever C1 ≤ C2 pointwise, and
5. κ(Cn)→ κ(C)whenever Cn → C pointwise.
By Property 1, κ(M) = 1. It then follows from Property 2 that κ(W ) = −1. The definition of [2] differs from ours in
including the property that κX,Y = 0 whenever X and Y are independent. That property follows from our definition on
noting that if X and Y are independent, then so are −X and Y and applying Property 2. This amounts, of course, to saying
that κ(Π) = 0.
See Table 1 for some commonly discussed measures of concordance.
It should be noted that the measures of concordance that we are discussing here are bivariatemeasures of concordance.
That is, they are associatedwith ordered pairs (X, Y ) of random variables. Multivariate versions are associatedwith n-tuples
of random variables and n-copulas and are discussed in, for example, [4–7].
Definition 2. A measure of concordance, κ , is of polynomial type if for every choice of A, B ∈ Cop(2) the mapping t 7→
κ(tA+ (1− t)B) is a polynomial in t for t ∈ [0, 1].
Definition 3. The degree of a measure of concordance of polynomial type, κ , is defined as deg κ = sup{deg κ(tA + (1 −
t)B)|A, B ∈ Cop(2)}.
Referring to Table 1, one can see that Spearman’s rho, Blomqvist’s beta, and Gini’s measure of association are all of
polynomial type degree one. Kendall’s tau, however, is of degree two.
It is the aim of this paper to show that every κ : Cop(2)→ [−1, 1] is a degree one, bivariate measure of concordance if
and only if κ has the following forms:
1. κ(C) = ∫I2(C −Π)dµ
2. κ(C) = 18
∫
I2
{∑
ξ∈D4(−1)|ξ |ξ ∗(C)
}
dµ
3. κ(C) = ∫I2 Γ dC
where D4 is the set of symmetries of I2 and where the following is understood:
1. µ is the same Borel measure in the first two forms and will be constructed in Section 3.2.
2. ξ ∗(C) is a copula defined in Section 4.1.
3. Γ is what will be defined in Section 5.1 as a concordance function.
A degree one κ has all these forms, and it will follow from the proofs that µ and Γ are uniquely determined.
Our proofs will rest partially on previous research in [8,9]. That which is new here is principally to be found in [10].
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Fig. 1. Mass distribution for the checkerboard approximation of f .
2. Spaces of checkerboard approximations
We wish to establish our first representation for a measure of concordance,
κ(C) =
∫
I2
(C −Π)dµ (2)
where µ has the properties specified above. We know from [8,9] that if κ has the form (2), then it must be a degree one
measure of concordance. To establish the result in the other direction, given a degree one measure of concordance κ , we
must construct µ such that (2) holds. We will do this by constructing a sequence of measures {µn} that ‘‘approximate’’ the
desiredµ. This will, in turn, depend on looking at ‘‘checkerboard’’ approximations of copulas. Wemust therefore first study
the checkerboard approximation process. (See Fig. 1.)
Set Inij =
[ i−1
2n ,
i
2n
]× [ j−12n , j2n ]where 1 ≤ i, j ≤ 2n. We think of these as cells in a 2n × 2n partition of the unit square I2.
Let χnij be the characteristic function of I
n
ij .
By F0(I2)we mean the set of real-valued functions f on I2 which satisfy f (x1, 0) = f (0, x2) = 0. This is a vector space in
an obvious way.
For f ∈ F0(I2), we define
∆nij(f ) = f
(
i
2n
,
j
2n
)
− f
(
i− 1
2n
,
j
2n
)
− f
(
i
2n
,
j− 1
2n
)
+ f
(
i− 1
2n
,
j− 1
2n
)
and
γ nij (f ) = 22n∆nij(f ).
We interpret ∆nij(f ) as the ‘‘mass’’ of f in the cell I
n
ij and γ
n
ij (f ) as the ‘‘mean density’’ of f in the same cell. Notice that
γ nij ,∆
n
ij : F0(I2)→ R are linear maps.
Lemma 1. For f ∈ F0(I2), for every natural number n, for p, q = 1, 2, . . . , 2n, we have∑
i≤p
∑
j≤q
∆nij(f ) = f
( p
2n
,
q
2n
)
.
Suppose a = (a1, a2) and b = (b1, b2) are points in I2. If a1 < b1 and a2 < b2, then we feel free to write a < b and to
use the symbol [a, b] for the rectangle [a1, b1] × [a2, b2]. We also feel free to extend this symbolism to obvious variations
of these constructions and write things such as a ≥ b or [a, b), etc.
For f ∈ F0(I2)we now define the 2n×2n checkerboard approximation to f to be a new element θn(f ) of F0(I2)whose value
at x ∈ I2 is given by
[θn(f )](x) =
2n∑
i,j=1
22n∆nij(f )
∫
[0,x]
χnijdλ
2 =
2n∑
i,j=1
γ nij (f )
∫
[0,x]
χnijdλ
2 (3)
where λ2 is the two-dimensional Lebesgue measure.
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Notice the following:
1. θn : F0(I2)→ F0(I2) is a linear function, and θn(f ) is a continuous function.
2. θn(f )( i2n ,
j
2n ) = f ( i2n , j2n ) for i, j = 0, 1, . . . , 2n.
3. ∆nij(θn(f )) = ∆nij(f ) and γ nij (θn(f )) = γ nij (f ) for all f ∈ F0(I2).
4. For the product functionΠ(x1, x2) = x1x2, we always have θn(Π) = Π .
We now introduce two vector subspaces of F0(I2) that will be of interest to us.
First let Vn = θn(F0(I2)). Notice that Vn is the set of all functions g ∈ F0(I2) of the form g(x) = ∑2ni,j=1 aij ∫[0,x] χnijdλ2
where the aij’s are constants. For such a function we have γ nij (g) = aij.
Our second space, Zn, is a vector subspace of Vn and consists of all functions g(x) = ∑2ni,j=1 aij ∫[0,x] χnijdλ2 having the
property that
∑2n
i=1 aij =
∑2n
j=1 aij = 0 for all i, j.
Next we introduce some distinguished elements of these spaces. Let enij be the element of Vn given by e
n
ij(x) =
∫
[0,x] χ
n
ijdλ
2
where x ∈ I2 and i, j = 1, 2, . . . , 2n. This is the element of Vn having density 1 on the cell Inij and 0 everywhere else. Thus we
have that γ nkl(e
n
ij) is 1 if (k, l) = (i, j) and 0 otherwise, and ∆nkl(enij) is 1/22n if (k, l) = (i, j) and 0 otherwise. We then define
Enij in Zn by
Enij = enij − eni+1,j − eni,j+1 + eni+1,j+1
for i, j = 1, 2, . . . , 2n − 1. This is the element of Zn having ‘‘signed’’ density 1 in Inij ∪ Ini+1,j+1 and−1 in Ini+1,j ∪ Ini,j+1. Enij has
zero density in the rest of I2. Thus, we have
γ nkl(E
n
ij ) =
{1, (k, l) = (i, j) or (i+ 1, j+ 1)
−1, (k, l) = (i+ 1, j) or (i, j+ 1)
0, otherwise.
Lemma 2. The following is true for every natural number n:
(a) {enij : 1 ≤ i, j ≤ 2n} is a basis for Vn.
(b) {Enij : 1 ≤ i, j ≤ 2n − 1} is a basis for Zn.
Sketch of proof. To prove independence in part (a), set
∑
i,j cije
n
ij = 0 where each cij is a constant and apply the linear
operator γ nkl .
For part (b), it is easily seen that dim(Zn) ≤ (2n − 1)2. One then sets∑2n−1i,j=1 cijEnij = 0 and shows by induction over i and
j that each cij = 0. 
Lemma 3. For every natural number n, for i, j = 1, 2, . . . , 2n − 1, we have that Enij +Π is a 2-copula.
Proof. The marginals conditions are easily checked. We know that the density of Enij + Π in the interior of any cell Inkl is
constant, and we see that for x in the interior of such a cell, it is given by
∂2
∂x1∂x2
(Enij +Π)(x) = γ nkl(Enij )+ 1 ≥ 0.
Therefore Enij +Π is 2-increasing and must be the distribution function of a doubly stochastic measure. 
A general word about vector subspaces: Suppose that V is a vector space over the reals and K is a nonempty subset of V .
By the vector subspace of V generated by K wemean the smallest vector subspace VK of V such that K ⊆ VK . It is easily seen
that VK is the set of all finite linear combinations of elements of K . Further, if v ∈ V , then by K −v wemean {x−v : x ∈ K}.
θn[Cop(2)] is the set of all 2n × 2n checkerboard approximations of 2-copulas. It is easily seen that checkerboard
approximations of copulas are also copulas.
Lemma 4. For every natural number n, Zn is the vector subspace of F0(I2) generated by θn[Cop(2)] −Π .
Proof. Let S be the vector subspace of F0(I2) generated by θn[Cop(2)] −Π . Since θn[Cop(2)] −Π ⊆ Zn, we have S ⊆ Zn. On
the other hand, by Lemma 2, every element f of Zn can be written in the form
f =
2n−1∑
i,j=1
aijEnij =
2n−1∑
i,j=1
aij[(Enij +Π)−Π],
which, by Lemma 3, means that f ∈ S. 
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Lemma 5. If an element f of Zn has the form f =∑2ni,j=1 aijenij, then
f =
2n−1∑
p,q=1
(∑
i≤p
∑
j≤q
aij
)
Enpq.
This amounts to
f = 22n
2n−1∑
p,q=1
f
( p
2n
,
q
2n
)
Enpq.
Sketch of proof. The first formula can be obtained by writing
f =
2n−1∑
p,q=1
ApqEnpq =
2n∑
i,j=1
aijenij
and solving for Apq inductively with respect to p and q. The second one follows from the fact that∑
i≤p
∑
j≤q
aij =
∑
i≤p
∑
j≤q
γ nij (f ) = 22n
∑
i≤p
∑
j≤q
∆nij(f ) = 22nf
( p
2n
,
q
2n
)
. 
Lemma 6. For every natural number n the following holds:
(a) For i, j = 1, 2, . . . , 2n, we have
enij = en+12i,2j + en+12i−1,2j + en+12i,2j−1 + en+12i−1,2j−1. (4)
(b) For i, j = 1, 2, . . . , 2n − 1, we have
Enij = En+12i−1,2j−1 + 2 En+12i,2j−1 + En+12i+1,2j−1 + 2 En+12i−1,2j + 4 En+12i,2j
+ 2 En+12i+1,2j + En+12i−1,2j+1 + 2 En+12i,2j+1 + En+12i+1,2j+1. (5)
Proof. Part (a). Notice that
Inij = In+12i,2j ∪ In+12i−1,2j ∪ In+12i,2j−1 ∪ In+12i−1,2j−1,
and cells of the form In+1kl overlap only in sets of λ2-measure zero. Therefore,
enij(x) =
∫
[0,x]
χnijdλ
2
=
∫
[0,x]
χn+12i,2jdλ
2 +
∫
[0,x]
χn+12i−1,2jdλ
2 +
∫
[0,x]
χn+12i,2j−1dλ
2 +
∫
[0,x]
χn+12i−1,2j−1dλ
2
= (en+12i,2j + en+12i−1,2j + en+12i,2j−1 + en+12i−1,2j−1) (x).
Part (b). If we use the definition of Emkl and the Eq. (4), then the verification of Eq. (5) is a straightforward though tedious
calculation. 
3. The first characterization
In what follows, we assume that κ : Cop(2)→ [−1, 1] is a given bivariate measure of concordance of degree one.
3.1. Construction and properties of the measures µn
We define a map κ : Cop(2) − Π → [−1, 1] by κ(A) = κ(A + Π). Let Z be the vector subspace of F0(I2) generated by
Cop(2)−Π . Now if κ is of degree one, then for copulas A and B, we can write
κ(tA+ (1− t)B) = α t + β where 0 ≤ t ≤ 1.
Clearly α = κ(A) − κ(B) and β = κ(B). More generally, whenever C1, . . . , Cn ∈ Cop(2) and α1, . . . , αn are nonnegative
numbers such that α1 + · · · + αn = 1, then
κ
(∑
i
αiCi
)
=
∑
i
αiκ(Ci).
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Since 0 ∈ Cop(2)−Π and κ(0) = κ(Π) = 0, it is easily checked that κ inherits this property for sums of the form∑i αiAi
where Ai ∈ Cop(2) − Π , αi ≥ 0, and∑i αi ≤ 1. Each A ∈ Z has the form of a finite sum∑i αiAi where Ai ∈ Cop(2) − Π
and α1, α2, . . . are now arbitrary real numbers. We extend κ to κ : Z → R by setting
κ(A) =
∑
i
αiκ(Ai)
which can be seen to be well-defined and linear. Note that Zn ⊆ Z for every natural number n, so κ is now defined on
every Zn.
Now let us define mnij = 22nκ(Enij ) for every natural number n and for i, j = 1, 2, . . . , 2n − 1. It is easily seen that
Enij +Π ≥ Π ; hence by Lemma 3 and the properties of a measure of concordance, we have
mnij = 22nκ(Enij ) = 22nκ(Enij +Π) ≥ 22nκ(Π) = 0.
We now define the measure µn to have a mass of mnij at every point (
i
2n ,
j
2n ), where i, j = 1, 2, . . . , 2n − 1, and no mass
anywhere else.
Lemma 7. For every natural number n and every C ∈ Cop(2), we have
κ(θn(C)) =
∫
I2
(C −Π)dµn.
Proof. Notice that θn(C)−Π ∈ Zn. Appealing to Lemmas 2 and 5 and the linearity of κ , we see that
κ(θn(C)) = κ(θn(C)−Π) = κ
(
22n
2n−1∑
p,q=1
(C −Π)
( p
2n
,
q
2n
)
Enpq
)
=
2n−1∑
p,q=1
(C −Π)
( p
2n
,
q
2n
)
mnpq.
Thus the result is established. 
The following result is an immediate consequence of applying κ to Part (b) of Lemma 6. Notice in this result thatmnij and
mn+12i,2j are the masses attached to the point
( i
2n ,
j
2n
)
by µn and µn+1, respectively.
Lemma 8. For every natural number n and for i, j = 1, 2, . . . , 2n − 1 we have
mnij =
1
4
mn+12i−1,2j−1 +
1
2
mn+12i,2j−1 +
1
4
mn+12i+1,2j−1 +
1
2
mn+12i−1,2j +mn+12i,2j
+ 1
2
mn+12i+1,2j +
1
4
mn+12i−1,2j+1 +
1
2
mn+12i,2j+1 +
1
4
mn+12i+1,2j+1. (6)
Let Ln be the lattice of points {( i2n , j2n ) : i, j = 1, 2, . . . , 2n−1}. Ln lies in the interior of I2 and contains the support ofµn,
and Ln ⊆ Ln+1. Lemma 8 allows for direct calculation of the mass distribution of µn among the points of Ln given the mass
distribution of µn+1 among the points of Ln+1. Therefore, this lemma can be loosely interpreted as describing how mass is
transferred from the mass distribution associated withµn to that ofµn+1. Eq. (6) says, in effect, that the massmnij associated
with ( i2n ,
j
2n ) ∈ Ln by themeasureµn is dispersed to all the points of Ln+1 immediately adjacent to it vertically, horizontally,
or diagonally (or to itself) to obtain the mass distribution for µn+1. For example, half of the µn+1-mass of ( 2i−12n+1 ,
j
2n ) comes
from the µn-mass of ( i−12n ,
j
2n ) and the other half from (
i
2n ,
j
2n ); and a quarter of the µn+1-mass of (
2i−1
2n+1 ,
2j+1
2n+1 ) comes from
the µn-mass of each of the four points ( i−12n ,
j
2n ), (
i
2n ,
j
2n ), (
i−1
2n ,
j+1
2n ), and (
i
2n ,
j+1
2n ).
Now in the light of this discussion, consider the mass distributions of µn and µn+1 in the rectangle [u, v] where
u = ( i2n , j2n ) ∈ Ln, v = ( p2n , q2n ) ∈ Ln, and u < v. As we pass from µn to µn+1, mass can ‘‘pour out’’ from the rectangle
through its top, x2 = q/2n, through its left hand side, x1 = i/2n, etc., but none can ‘‘pour in’’ and nonewill be ‘‘created’’ inside
it since it contains none of the ‘‘boundary points’’ of Ln+1. It should be understood here that ‘‘boundary points’’ ( i2n+1 ,
j
2n+1 )
of Ln+1 are those for which i or j assume their minimum or maximum values, 1 and 2n+1 − 1. Because of that fact, we have
the following:
Lemma 9. Let u, v ∈ ∪∞n=1 Ln such that u < v and let N0 = minn∈N{n : u, v ∈ Ln}. Then for the rectangle [u, v] we have
µn([u, v]) ≥ µn+1([u, v]) for n ≥ N0.
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3.2. Construction of µ
It is an immediate consequence of the last lemma that for every rectangle R ⊆ (0, 1)2 such that the vertices of R lie
in ∪∞n=1 Ln, we can define µ0(R) = limn µn(R). Notice in connection with this definition that ∪n Ln is dense in I2, so any
rectangle R′ in I2 can be approximated arbitrarily closely by a rectangle with vertices in ∪n Ln.
Wewould hope thatµ0 would generate ameasure on the Borel sets of I2. Unfortunately, we cannot be certain that it will.
This is because we have no assurance that µ0 is ‘‘continuous’’. That is, if we have rectangles S1 ⊆ S2 ⊆ · · · and S = ∪n Sn,
we have no assurance thatµ0(S) = limn µ0(Sn). Therefore we go through a somewhat roundabout process in which we use
µ0 to generate cumulative distribution functions on I2 and extract our measure from them.
To help us in this construction, we generalize the notation for closed, half-open, and open intervals to rectangles. If
p = (p1, p2) and q = (q1, q2) are points in I2 and p1 ≤ q1 and p2 ≤ q2, then we write [p, q] for [p1, q1] × [p2, q2], [p, q)
for [p1, q1) × [p2, q2), etc. If one of the points is (0, 0) or (1, 1), then we write [02, q] for [0, q1] × [0, q2] and [p, 12] for
[p1, 1] × [p2, 1].
Let Rm = [1/2m, 1− 1/2m]2 ⊆ (0, 1)2 form ≥ 2. For p ∈ (0, 1)2 define
Fm(p) = inf{µ0([02, q] ∩ Rm) : q ∈ ∪∞n=1Ln and p < q}
and extend Fm to the boundary of I2 by taking limits. The following lemma is clear using the definition of Fm.
Lemma 10. Fm is right-continuous.
We define a family of ‘‘distribution functions’’ on I2 by
Fnm(p) = µn([02, p] ∩ Rm)
where n ≥ 1 andm ≥ 2. Each Fnm is right-continuous and 2-increasing since it is defined by a measure.
Lemma 11. For all p ∈ I2 we have Fm(p) ≤ Fn+1,m(p) ≤ Fnm(p) for sufficiently large n.
Proof. It suffices to consider points in the interior of I2. Choose p ∈ (0, 1)2 and q ∈ ∪∞n=1 Ln such that p < q. Let
N = min{n : q ∈ Ln}. By the definition of Fm and Lemma 9 we have
Fm(p) ≤ µ0([02, q] ∩ Rm) ≤ µn+1([02, q] ∩ Rm) ≤ µn([02, q] ∩ Rm),
for all n ≥ max(N,m). This inequality can also be written as Fm(p) ≤ Fn+1,m(q) ≤ Fnm(q). Invoking the right-continuity of
Fkm gives us the desired result. 
Lemma 12. limn→∞ Fnm = Fm.
Proof. Againwe consider only points in the interior of I2. Choose p ∈ (0, 1)2 and  > 0.We know that there exists q ∈ ∪n Ln
such that p < q and 0 ≤ Fm(q) − Fm(p) < . Now [02, q] ∩ Rm is a rectangle (possibly empty or degenerate) with vertices
in ∪n Ln. By the definition of µ0 we have
µ0([02, q] ∩ Rm) = lim
n→∞µn([0
2, q] ∩ Rm).
This amounts to Fm(q) = limn→∞ Fnm(q). Because of this and Lemma 11, there exists n0 such that 0 ≤ Fnm(q)− Fm(q) < 
whenever n > n0. Then for n > n0 we have
0 ≤ Fnm(p)− Fm(p) = Fnm(p)− Fm(q)+ Fm(q)− Fm(p)
≤ (Fnm(q)− Fm(q))+ (Fm(q)− Fm(p)) < 2.
This yields the desired result. 
Lemma 13. Fm is 2-increasing.
Proof. Let (x0, y0), (x1, y1) ∈ I2 where (x0, y0) < (x1, y1). The definition of Fnm makes it clear that
Fnm(x1, y1)− Fnm(x0, y1)− Fnm(x1, y0)+ Fnm(x0, y0) ≥ 0
for all n. Applying Lemma 12 to the previous inequality gives us
Fm(x1, y1)− Fm(x0, y1)− Fm(x1, y0)+ Fm(x0, y0) ≥ 0. 
Fm is 2-increasing and right-continuous, so it generates a Lebesgue–Stieltjes measure νm on (0, 1)2 with its mass
concentrated on Rm and such that Fm(p) = νm([pm, p]) where pm = (1/2m, 1/2m) and p ∈ Rm. Further, for any Borel
set S ⊆ Rm+1 we have νm+1(S ∩ Rm) = νm(S ∩ Rm). That is, each νm+1 is an ‘‘extension’’ of νm.
We now define the measure µ on a Borel set S of (0, 1)2 by
µ(S) = ν2(S ∩ R2)+
∞∑
m=3
νm(S ∩ (Rm \ Rm−1)).
(We extend µ to the rest of I2 by defining the measure of the boundary to be zero.) Notice that µ(S ∩ Rm) = νm(S).
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3.3. Switching expressions under an integral
We turn aside briefly for a technical lemma.
Lemma 14. Suppose that ν and η are σ -finite measures on (I2,B(I2)). Let F(x) = ν([02, x]) and G(x) = η([x, 12]) for x ∈ I2.
Then
∫
I2 FdG =
∫
I2 GdF .
Sketch of proof. It is straightforward to construct ameasure spaceΩ withmeasure ξ andmeasurablemaps X, Y : Ω → I2
such that
ξ(X ∈ O) = ν(O), ξ(Y ∈ U) = η(U), and
ξ(X ∈ O and Y ∈ U) = ν(O) η(U)
for all Borel sets O and U of I2. This last condition amounts to saying that we can think of X and Y as ‘‘independent random
vectors’’. Then using this ‘‘independence’’, we can show that∫
I2
FdG =
∫
I2
ξ(X ≤ y)dη(y) = ξ(X ≤ Y )
=
∫
I2
ξ(Y ≥ x)dν(x) =
∫
I2
GdF . 
We now return to the process of showing that κ can be represented as an integral.
3.4. Integrals over Rm
Fix Rm. Let µnm be the measure generated by the ‘‘distribution function’’ Fnm, that is, µnm(S) = µn(Rm ∩ S).
Lemma 15. If C is a 2-copula, then limn→∞
∫
Rm
(C −Π)dµn =
∫
Rm
(C −Π)dµ.
Proof. Appealing to Lemmas 12 and 14 and the monotone convergence theorem, we have∫
Rm
Cdµn =
∫
I2
Cdµnm =
∫
I2
Fnm dC −→
n→∞
∫
I2
Fm dC =
∫
I2
Cdνm =
∫
Rm
Cdµ.
Similarly
∫
Rm
Πdµn →
∫
Rm
Πdµ as n → ∞. Since the integrals involved are all finite, the desired result follows
instantly. 
3.5. Construction of a dominating function
Wewill need the dominated convergence theorem to finish our representation proof, and this will, in turn, require us to
construct a function that is integrable with respect to µ and that dominates |C −Π | for all 2-copulas C .
To begin, we first note that given a 2-copula C andm ≥ 2, it is possible to ‘‘shrink’’ C , rescale itsmass distribution, ‘‘paste’’
this shrunken version of C onto Rm, fill in the ‘‘collar’’ I2 \ Rm with mass of density 1 (the same as the density ofΠ ), and thus
obtain a new 2-copula which approximates C and agrees withΠ in I2 \ Rm.
To go into a little detail, let φm be the continuous, affine map of Rm onto I2 that takes (1/2m, 1/2m) onto (0, 0) and
(1 − 1/2m, 1/2m) onto (1, 0). Then designate our new 2-copula, the approximation to C , by the symbol φ∗m(C), and it is
evaluated by the formula
φ∗m(C)(x1, x2) =
{
αm C(φm(x1, x2))+ 12m (x1 + x2)−
1
22m
for (x1, x2) ∈ Rm,
x1x2 for (x1, x2) ∈ I2 − Rm
where the rescaling constant is αm = (1− 1/2m−1)2.
It is then easy to see the following:
Lemma 16. φ∗m has these properties for every 2-copula C:
1. φ∗m(C)−Π = 0 on I2 − Rm.
2. φ∗m(C)→ C as m→∞.
3. φ∗m(W ) ≤ φ∗m(C) ≤ φ∗m(M). In particular, φ∗m(W ) ≤ Π ≤ φ∗m(M) since φ∗m(Π) = Π .
4. φ∗m+1(W ) ≤ φ∗m(W ) and φ∗m(M) ≤ φ∗m+1(M).
We know that 0 ≤ M −Π and 0 ≤ Π −W . It is now easy to show this:
Lemma 17. 0 ≤ ∫I2(M −Π)dµ ≤ 1 and 0 ≤ ∫I2(Π −W )dµ ≤ 1.
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Proof. By Lemmas 7, 15 and 16, we see that
0 ≤
∫
I2
(φ∗m(M)−Π)dµ =
∫
Rm
(φ∗m(M)−Π)dµ
= lim
n→∞
∫
Rm
(φ∗m(M)−Π)dµn = limn→∞
∫
I2
(φ∗m(M)−Π)dµn
= lim
n→∞ κ(θn(φ
∗
m(M))) ≤ 1.
Lettingm→∞ and appealing to the monotone convergence theorem yields 0 ≤ ∫I2(M−Π)dµ ≤ 1. The proof forΠ −W
is similar. 
Since every 2-copula C is betweenW andM pointwise, the last lemma immediately gives us the following:
Lemma 18. The function H = max(M −Π,Π −W ) satisfies |C −Π | ≤ H for every 2-copula C and is integrable with respect
to µ.
3.6. The first representation theorem
LetM be the set of measures µ on (I2,B(I2)) that are invariant under all symmetries of I2 (see Section 4.1), that have
zero mass on the boundary of I2, and that satisfy
∫
I2(M −Π)dµ = 1.
Theorem 1. There is a one-to-one correspondence between the set of bivariate measures of concordance κ of degree one and the
elements µ of M , and that correspondence is given by
κ(C) =
∫
I2
(C −Π)dµ for all C ∈ Cop(2).
Proof. Let κ be a bivariate, degree onemeasure of concordance, and letµ be constructed from κ as indicated above. Choose
C ∈ Cop(2). By Lemma 7, we have
κ(θn(φ
∗
m(C))) =
∫
I2
(φ∗m(C)−Π)dµn.
Next, by the continuity of κ and Lemma 15, we see that
κ(φ∗m(C)) = limn→∞ κ(θn(φ
∗
m(C))) = limn→∞
∫
I2
(φ∗m(C)−Π)dµn
= lim
n→∞
∫
Rm
(φ∗m(C)−Π)dµn =
∫
Rm
(φ∗m(C)−Π)dµ
=
∫
I2
(φ∗m(C)−Π)dµ.
Finally, by continuity of κ , Lemma 18, and the dominated convergence theorem, we see that
κ(C) = lim
m→∞ κ(φ
∗
m(C)) =
∫
I2
(C −Π)dµ.
Clearly
∫
I2(M −Π)dµ = 1. The invariance of µ under the symmetries of I2 and its uniqueness on (0, 1)2 are shown in [9].
The proof of the theorem in the other direction is in [9]. 
We find the following examples of the first characterization theorem in [8,9]:
Example 1 (Spearman’s Rho). For
ρ(C) = 12
∫
I2
C dΠ − 3,
we have µ = 12λ2.
Example 2 (Blomqvist’s Beta). For
β(C) = 4 C
(
1
2
,
1
2
)
− 1,
we have µ is a point mass of 4 at
( 1
2 ,
1
2
)
.
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Table 2
Symmetries of 2-copulas on I2 and associated random vectors
2-copula Random vector
C (X, Y )
σ ∗1 (C) (−X, Y )
σ ∗2 (C) (X,−Y )
(σ1σ2)
∗(C) (−X,−Y )
τ ∗(C) (Y , X)
(τσ1)
∗(C) (−Y , X)
(τσ2)
∗(C) (Y ,−X)
(τσ1σ2)
∗(C) (−Y ,−X)
Example 3 (Gini’s Measure of Association). For
γ (C) = 8
∫
I2
Cd
(
M +W
2
)
− 2,
µ has a mass of 8, half of which is uniformly distributed along the diagonal x1 = x2 while the other half is uniformly
distributed along the diagonal x1 + x2 = 1.
4. The second characterization
4.1. Symmetries of I2 and induced copulas
All the eight symmetries of I2 are obtained as compositions of the following symmetries ξ : I2 → I2:
σ1(x1, x2) = (1− x1, x2), σ2(x1, x2) = (x1, 1− x2), τ (x1, x2) = (x2, x1).
A standard symbol for the group of symmetries of I2 is D4 with identity, e. We can associate with each ξ an order, denoted
as |ξ |, that is essentially the number of σi’s needed to write it. Thus
|ξ | =
{0 for ξ = e, τ
1 for ξ = σ1, σ2, τσ1, τσ2
2 for ξ = σ1σ2, τσ1σ2.
If C is a 2-copula with probability measure µC on I2, then a symmetry ξ of I2 can be applied to C to construct a new
2-copula ξ ∗(C) thus:
ξ ∗(C)(x) = µC (ξ([02, x])).
Let (X, Y ) be an ordered pair of continuous random variables associated with the 2-copula C . More specifically, C is the
unique 2-copula satisfying
H(x, y) = C(F(x),G(y))
where F and G are the one-dimensional marginals for X and Y , respectively, andH is the joint distribution function of (X, Y ).
The probabilistic significance of the induced copulas ξ ∗(C) can be seen by imagining that C is associated with the ordered
pair (X, Y ) and then considering Table 2 showing the ordered pairs associated with each ξ ∗(C).
4.2. The second representation theorem
Theorem 2. κ is a degree one measure of concordance if and only if there exists a µ ∈ M such that
κ(C) = 1
8
∫
I2
{∑
ξ∈D4
(−1)|ξ |ξ ∗(C)
}
dµ for all C ∈ Cop(2). (7)
Furthermore, the µ of this theorem is the same as that of Theorem 1.
Proof. Let κ be a degree one measure of concordance. We see from Table 2 that κ(ξ ∗(C)) = (−1)|ξ |κ(C). By this fact and
Theorem 1, there exists a unique µ ∈ M such that
κ(C) = 1
8
∑
ξ∈D4
(−1)|ξ |κ(ξ ∗(C))
= 1
8
∑
ξ∈D4
{
(−1)|ξ |
(∫
I2
(ξ ∗(C)−Π)dµ
)}
= 1
8
∫
I2
{∑
ξ∈D4
(−1)|ξ |ξ ∗(C)
}
dµ. (8)
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Now let us assume that κ(C) has the form given in (7) whereµ ∈ M . By Theorem 1, C 7→ ∫I2(C −Π)dµ is some degree
one measure of concordance, say κ0. Repeating the calculations in (8) on κ0 gives us κ = κ0. So κ is a degree one measure
of concordance. 
5. The third characterization
5.1. Concordance functions
We want to show that every degree one measure of concordance can be written in the form
∫
I2 Γ dC where C is the
2-copula and Γ is a concordance function, a concept that we now define.
For µ ∈ M , define Γµ : I2 → R by setting
Γµ(x) = 14 µ([x, 1− x)) for x ∈
[
0,
1
2
]2
and extending Γµ to the rest of I2 by requiring
Γµ = (−1)|ξ | Γµ ◦ ξ for all ξ ∈ D4.
Definition 4. We say that Γ : I2 → R is a concordance function provided there is a µ ∈ M such that Γ = Γµ.
5.2. The integrability of Γµ
In what follows we assume that we have chosen and fixed µ ∈ M and that Γ = Γµ.
Recall that
Rm =
[
1
2m
, 1− 1
2m
]2
⊆ (0, 1)2, m ≥ 2.
Lemma 19. µ(Rm) is finite. Hence
∫
Rm
Cdµ is also finite for every 2-copula C.
Proof. Consider the way in which µ was constructed. Let p be the ‘‘upper right’’ corner of Rm and choose q ∈ ∪∞n=1 Ln such
that p < q. The quantity µn(Rm) is finite and eventually nonincreasing; hence µ0(Rm) is finite. Then
µ(Rm) = µ(Rm ∩ [02, p]) = Fm(p) ≤ µ0(Rm ∩ [02, q]) = µ0(Rm) <∞. 
The proof of the following result is basically that of Lemma 0.5 of [9] with (0, 1)2 replaced by Rm:
Lemma 20. For C a 2-copula and ξ ∈ D4, we have∫
Rm
(ξ ∗(C)−Π)dµ = (−1)|ξ |
∫
Rm
(C −Π)dµ.
Form ≥ 2 we set
Γ m(x) = 1
4
µ(Rm ∩ [x, 1− x)) for x ∈
[
0,
1
2
]2
and extend Γ m to all of (0, 1)2 by requiring
Γ m = (−1)|ξ | Γ m ◦ ξ for all ξ ∈ D4.
We designate the ‘‘open quadrants’’ of (0, 1)2 thus:
Q00 =
(
0,
1
2
)2
, Q01 =
(
0,
1
2
)
×
(
1
2
, 1
)
,
Q10 =
(
1
2
, 1
)
×
(
0,
1
2
)
, Q11 =
(
1
2
, 1
)2
.
We note that Γ m → Γ pointwise on I2 and that the convergence is monotone (though from alternating directions) on
each Qij.
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Lemma 21. For every 2-copula C and all m ≥ 2 we have∫
I2
Γ m dC =
∫
Rm
(C −Π)dµ.
Proof. SetGm(x) = µ(Rm∩[x, 12]) for x ∈ I2. Note thatGm(ξ(x)) = µ(Rm∩[ξ(x), 12])whenever ξ ∈ D4. Choose x ∈
[
0, 12
]2
.
If we draw and carefully examine a diagram containing all sets of the form [ξ(x), 12] as ξ runs through all symmetries of I2
and if we keep in mind the symmetry of µ, then it is straightforward to verify that
Γ m(x) = 1
8
∑
ξ∈D4
(−1)|ξ | Gm(ξ(x)) (9)
for x ∈ [0, 12 ]2. Since the functions on both sides of Eq. (9) satisfy F = (−1)|ξ |F ◦ ξ for ξ ∈ D4, we see that (9) holds for all
x ∈ I2.
Choose ξ ∈ D4. Recall that the measure associated with the 2-copula C is µC while that associated with ξ−1∗(C) is
µC ◦ ξ−1. Because of this, we may carry out an integral transformation and apply Lemma 14 thus:∫
I2
(Gm ◦ ξ) dC =
∫
I2
Gm d(ξ−1
∗
(C)) =
∫
I2
ξ−1∗(C)dGm
=
∫
Rm
ξ−1∗(C)dµ. (10)
By Lemma 19, we know that
∫
Rm
ξ−1∗(C)dµ is finite. Then we can combine Eqs. (9) and (10), run calculation (8) backwards,
and invoke Lemma 20 to obtain the desired result:∫
I2
Γ m dC = 1
8
∑
η∈D4
(−1)|η|
∫
Rm
(η∗(C)−Π)dµ =
∫
Rm
(C −Π)dµ. 
Lemma 22.
∫
I2 Γ dM = 1 for all Γ = Γµ where µ ∈ M .
Proof. By Lemma 21, we have
∫
I2 Γ
mdM = ∫Rm(M − Π)dµ. Since the measure induced by M has no mass in Q01 or Q10
and {Γ m} is a nondecreasing sequence on Q00 and Q11, by the monotone convergence theorem,
∫
I2 Γ
mdM → ∫I2 Γ dM as
m→∞. Combining this with another appeal to the monotone convergence theorem gives us∫
I2
Γ dM = lim
m→∞
∫
I2
Γ mdM = lim
m→∞
∫
Rm
(M −Π)dµ
=
∫
I2
(M −Π)dµ = 1,
where the last step follows from the definition ofM . 
We have yet to show that Γ is integrable with respect to an arbitrary 2-copula C . It is tempting to try to write∫
I2 Γ dC =
∑
i,j
∫
Qij
Γ dC , but it is possible that we might have
∫
Qij
Γ dC = ±∞ and an undefined expression. The next
result shows that this will not happen.
Lemma 23. Γ is an L1 function with respect to every 2-copula C.
Proof. We will show that for a 2-copula, C , and for every open quadrant Qij, we have
∫
Qij
|Γ | dC ≤ 1. For any Qij we can
always find a symmetry ξ of I2 such that Qij = ξ(Q00). Then recalling that µC and µC ◦ ξ are the measures associated with
C and ξ ∗(C), respectively, and that Γ m = (−1)|ξ | Γ m ◦ ξ , we see that∫
Qij
Γ m dC =
∫
Q00
(Γ m ◦ ξ) d(µC ◦ ξ) = (−1)|ξ |
∫
Q00
Γ m d(ξ ∗(C)).
Thus we can always write
∫
Qij
|Γ m| dC = ∫(
0, 12
)2 Γ mdA for an appropriate 2-copula A.
We now consider
∫(
0, 12
)2 Γ mdA. We first introduce numbers, sets, and functions that depend on our choice of m. For
j = 1, 2, . . ., set rj = 2j(2m−1 − 1). Define
tjk =
{
0 for k = 0,
1
2m
+ k− 1
2m+j
for k = 1, 2, . . . , rj + 1.
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Fig. 2. Tjk and Rjk .
Now define sets Tjk and Rjk by
Tjk =

(I2 \ Rm) ∩
(
0,
1
2
)2
for k = 0,{
(x1, x2) ∈
(
0,
1
2
)2
: tjk < min(x1, x2) ≤ tj,k+1
}
for k = 1, 2, . . . , rj,
Rjk =

(I2 \ Rm) ∩
(
0,
1
2
)2
for k = 0,{
(x1, x2) ∈
(
0,
1
2
)2
: tjk < xp ≤ tj,k+1 for p = 1 or 2
}
for k = 1, 2, . . . , rj.
See Fig. 2 for a picture of these sets. Next set
cjk =
Γ m
(
1
2m
,
1
2m
)
for k = 0,
Γ m(tjk, tjk) for k = 1, 2, . . . , rj.
Since Γ m(x) = µ(Rm ∩ [x, 1− x)) for x ∈
(
0, 12
)2
, we see that Γ m(x) ≤ cjk when x ∈ Tjk. Now define gj :
(
0, 12
)→ R by
gj(t) = cjk for tjk < t ≤ tj,k+1.
Notice that if x ∈ (0, 12 )2 has the form x = (t, t), then g1(t) ≥ g2(t) ≥ · · · ≥ Γ m(x) and, by the left-continuity of Γ m,
we have gj(t)→ Γ m(x) as j→∞. Notice also that since µA, the measure associated with A, is doubly stochastic, we have
µA(Rjk) ≤ 2 (tj,k+1 − tjk). We now calculate∫
(
0, 12
)2 Γ mdA =
rj∑
k=0
∫
Tjk
Γ mdA ≤
rj∑
k=0
cjk
∫
Rjk
dA
≤ 2
rj∑
k=0
cjk (tj,k+1 − tjk) = 2
∫ 1
2
0
gj(t)dt.
If we now let j→∞ and appeal to the monotone convergence theorem, we see that
2
∫ 1
2
0
gj(t)dt → 2
∫ 1
2
0
Γ m(t, t)dt = 2
∫
(
0, 12
)2 Γ mdM.
Then taking the limit as m→∞ and using Lemma 22 and the fact that A places zero mass on the boundary of [0, 12 ]2, we
have ∫
[
0, 12
]2 Γ dA ≤
∫
I2
Γ dM = 1. 
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5.3. Proof of the third characterization and examples
Theorem 3. κ : Cop(2)→ R is a degree one measure of concordance if and only if there is a concordance function Γ such that
κ(C) = ∫I2 Γ dC for all C ∈ Cop(2).
Proof. Suppose that κ is a measure of concordance. By Theorem 1, there existsµ ∈ M such that κ(C) = ∫I2(C −Π)dµ. Set
Γ = Γµ. Let Γ mµ be as defined before. From Lemma 21, lettingm→∞ and applying the dominated convergence theorem,
we obtain∫
I2
ΓµdC = lim
m→∞
∫
I2
Γ mµ dC = limm→∞
∫
Rm
(C −Π)dµ
=
∫
I2
(C −Π)dµ = κ(C). (11)
In the other direction, suppose there is a concordance function Γ such that κ(C) = ∫I2 Γ dC for all C ∈ Cop(2). Let
µ ∈ M be such that Γ = Γµ. As in the first part of this proof, we obtain (11) and see from Theorem 1 that κ is a measure of
concordance of degree one. 
Since Γ = Γµ, it is straightforward to compute Γ if we know µ. We do this for our standard examples of measures of
concordance:
Example 4 (Spearman’s rho). From µ = 12 λ2, we compute
Γ (x1, x2) = 12
(
1
2
− x1
) (
1
2
− x2
)
.
Example 5 (Blomqvist’s beta). We know that µ is a point-mass of 4 situated at (1/2, 1/2). From this, we compute
Γ (x1, x2) =

1 if
(
1
2
− x1
) (
1
2
− x2
)
> 0,
−1 if
(
1
2
− x1
) (
1
2
− x2
)
< 0,
0 if
(
1
2
− x1
) (
1
2
− x2
)
= 0.
That is,
Γ (x1, x2) = sgn
((
1
2
− x1
) (
1
2
− x2
))
.
Example 6 (Gini’sMeasure of Association).We know thatµ has a totalmass of 8, half of it uniformly distributed along x1 = x2
and the other half uniformly distributed along x1 + x2 = 1. If we set
s(x1, x2) = sgn
((
1
2
− x1
) (
1
2
− x2
))
,
then it can be seen that
Γ (x1, x2) = 4 s(x1, x2) min
(∣∣∣∣12 − x1
∣∣∣∣ , ∣∣∣∣12 − x2
∣∣∣∣) .
6. Questions
Two questions suggest themselves:
1. Can similar characterizations be established for measures of concordance of degree two? Of degree n?
2. Can these results be extended from bivariate measures of concordance to multivariate measures of concordance?
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