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Abstract
The dynamical systems considered have scalar state, are multivariate, linear, time-
discrete, and time-variable and are described by an initial value problem for a class of
evolutionary partial difference equations. The time set is the nonnegative part of the integer
lattice in several dimensions. Parts of the asymptotical stability set in the parameter space
spanned by the time-variable coefficients are explicitly found. To assess the quality of the
sufficient stability criteria, a comparison with the exact stability set is made in an example.
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1. Problem and motivation
We shall consider the linear, n-variate dynamical system, n ∈ N, with scalar
complex input b[t] and state x[t] in discrete time t := (t1, . . . , tn) described by an
initial value problem for a class of evolutionary partial difference equations (P	E)
with a nonempty, finite set, D, of delays d := (d1, . . . , dn) with all components d1
to dn positive as well as bounded initial values,
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x[t] :=
{∑
d∈D ad [t]x[t − d] + b[t], t ∈ T,
xt , t ∈ T0,
1 |D|<∞, D ⊂ Nn, sup
τ∈T0
|xτ |<∞. (1.1)
The nonnegative orthand T := Nn0 of the integer lattice Zn in n dimensions is our
standard choice for the time set. The evolutionary character of (1.1) is captured
by the restriction D ⊂ Nn.
We suppose the initial set T0 := T0(D) with T ∩ T0 = ∅ to be chosen so
that (1.1) has for an arbitrary bounded initial state sequence {xτ }τ∈T0 , and an
arbitrary input sequence {b[t]}t∈T a unique solution sequence {x[t]}t∈T. In our
setting, system state and system output coincide. The system’s parameter space
A := CD×T is made up of all coefficient sequence vectors a := {ad[t]}d∈D,t∈T.
In most applications, the dependence of the system output x[t] on the initial
values xt is unwanted. This leads to the desideratum of a fading influence of the
initial values with increasing distance between time point t and the initial value
set T0 as captured in the notion of asymptotical stability in (1.2).
Only in the case of constant coefficients and in some well-constructed
examples it is possible to determine the set of asymptotical stability in the
parameter space exactly. Our more modest objective is to find large subsets S ′ ⊂ S
of the asymptotical stability chart
S :=
{
a ∈ A: x[t]→ 0 for ‖t −T0‖→∞ for all {xτ }τ∈T0
with sup
τ∈T0
|xτ |<∞
}
. (1.2)
We speak of ‘stability chart’ in order to emphasize the explicitness of the set. The
distance in (1.2),
‖t −T0‖ := min
τ∈T0
‖t − τ‖, (1.3)
between the time point t to the initial set T0 is based on an n-vector norm ‖ · ‖ to
be chosen appropriately.
In some physical applications, one of the components of the formal time t is
the physical time and the remaining subvector the spatial part. Among others,
the systems (1.1) appear in the domains of adaptive digital filters, parameter
estimation, fault-tolerant systems, and in nonlinear systems. Much interest in (1.1)
stems from the multivariate digital filter domain. The systems (1.1) offer a viable
way to calculate recursively the impulse response x[t] of infinite response filters
in finite portions of the time set T. In this case the system input sequence is
b[t] := δ[t − t0], t, t0 ∈ T, along with vanishing initial states xτ := 0, τ ∈ T0.
As usual, δ[t] := 1 for t = 0 and δ[t] := 0 for t = 0 denotes the said impulse
sequence supported at the origin 0 ∈ T.
The stability aspects related to (1.1) became a topic with the advent of
multivariate digital filters several decades ago and within the framework of the
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numerical treatment of (1.1), see Gautschi [6] for the univariate case exemplified
by means of the second order ordinary difference equations (O	E). Jury [7]
offers a survey chapter on stability of multivariate filters. Bauer et al. [1] treated
the time-variant univariate case. Yost and Bauer [14] considered the multivariate
time-variant case. An algebraically oriented approach to (1.1) to the P	E with
constant coefficients can be found in Oberst [11]. When appropriate, we use the
language of dynamical systems.
In Section 2, we collect preparatory results. These are used in Section 3 to
derive sufficient stability criteria. Section 4 accommodates two examples. The
final Section 5 is devoted to a brief discussion.
Square brackets enclose integer arguments.
2. Preparatory results
In linear systems, all states x[t] have the same stability attribute. Therefore,
only the system’s rest position x[t] := 0 of the unforced system, b[t] := 0,
needs to be investigated for asymptotical stability. Moreover, the asymptotical
stability does not depend on the individual initial state sequence {xτ }τ∈T0 , which
undergoes the variation xτ → xτ + δxτ during investigation. Also no dependence
on the size of the variations δxτ is given. Thus, asymptotical stability must be
viewed as a system property in linear systems, see (1.2).
A simple estimation opens the route to our results.
Lemma 2.1 (A bound for the state modulus). Let X[t] be the solution of the
nonlinear initial value problem
X[t] =
{
α[t]maxd∈DX[t − d], t ∈ T,
|xt |, t ∈ T0, α[t] :=
∑
d∈D
∣∣ad [t]∣∣, (2.1)
with the initial values xt from (1.1). Then the system state x[t] of (1.1) is bounded
by ∣∣x[t]∣∣X[t], t ∈ T. (2.2)
Proof. We estimate the state modulus in (1.1),∣∣x[t]∣∣ {(∑d∈D |ad [t]|)maxd∈D∣∣x[t − d]∣∣, t ∈ T,|xt |, t ∈ T0. (2.3)
Now, let X[t] solve (2.3) with the equality sign. Then, by definition of the upper
bound X[t], (2.2) is satisfied. ✷
The next lemma provides us with an enclosure for the upper bound sequence
X[t] defined by (2.1)—the technical backbone of our work. We begin with some
preparations.
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We associate to any positive sequence α[t] > 0 the largest non-increasing
sequence α[t], t ∈ T, and the smallest non-decreasing sequence α¯[t] by
α[t] := min
τ∈T, τt α[τ ], α¯[t] := maxτ∈T, τt α[τ ], t ∈ T. (2.4)
The inequality τ  t in (2.4) is to be understood componentwise. Denote by
∂Tk := {t ∈ T: tk = 0} the kth discrete coordinate hyperplane in T and call
∂T := ∂T1 ∪ ∂T2 ∪ · · · ∪ ∂Tn the boundary of T. Later in (2.11), a containment
relation for the initial set will be invoked. The minus sign in (2.5) stands for a
Minkowski sum.
Lemma 2.2 (A superset for the initial set). Initial sets T0 for (1.1) satisfy the
containment relation
T0 ⊂ ∂T−D. (2.5)
Proof. By hypothesis, T0(D) is chosen so that x[t] can be uniquely continued
from the initial set T0 to all T. The coordinate hyperplanes ∂T1 to ∂Tn belong
to T. Under (2.5) it is possible to continue x[t] hyperplane-wise to all T in all
n axis directions. Thus, at least n different continuations to all T do exist. This
proves the inclusion in the strict sense. ✷
It is not guaranteed that all possible continuations lead to the same solution,
i.e., to a unique one. In order to assure uniqueness it might be necessary to
devise an initial set smaller than the right-hand side in (2.5). This can be made
by distinguishing a continuation direction, say along the last axis, and to take
∂Tn −D =: T˜0 as initial set. It is not hard to give examples in which T˜ is smaller
than the right hand side of (2.5), see (4.9). In the univariate case, (2.5) holds
necessarily with equality.
Given D, the numbers Nk := maxd∈D dk , k = 1, . . . , n, are called partial
degrees of D. For n = 1, the adjective ‘partial’ is superfluous. The numbers
N := min{N1, . . . ,Nn}, N := max{N1, . . . ,Nn} are called lower degree and
upper degree of D, respectively. Finally, we shall use the slightly modified ceiling
function defined on the real line R,
x∗ :=
{ x, x /∈ Z,
x + 1, x ∈ Z. (2.6)
Lemma 2.3 (Enclosure of the solution bound). The solution sequence X[t] of the
nonlinear initial value problem (2.1) with a positive coefficient sequence α[t]> 0
is enclosed with α[t], α¯[t] from (2.4) by
X[t]X[t]X[t],
X[t] := α[t]µ[t ]X0[t], X[t] := α¯[t]µ¯[t ]X0[t],
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µ[t] :=
{
t¯ + N, α[t] 1,
t/N∗, α[t]> 1, µ¯[t] :=
{ t/N∗, α[t] 1,
t¯ + N, α[t]> 1,
X0[t] := min
τ∈T0[t ]
|xτ |, X0[t] := max
τ∈T0[t ]
|xτ |,
t := min{t1, . . . , tn}, t¯ := max{t1, . . . , tn},
Nk := max
d∈D
dk, k = 1, . . . , n,
N :=min{N1,N2, . . . ,Nn}, N := max{N1,N2, . . . ,Nn},
T0[t] := {τ ∈ T0: τ1 < t1, τ2 < t2, . . . , τn < tn}. (2.7)
Proof. We have for given time t ∈ T and with a time-dependent coefficient
sequence α[t]> 0, and with unknown maximizers d1, d2 the equalities
X[t] = α[t]max
d∈D
X[t − d],
X[t] = α[t]X[t − d1], d1 ∈ D,
X[t] = α[t]α[t − d1]max
d∈D
X[t − d1 − d],
X[t] = α[t]α[t − d1]X[t − d1 − d2], d2 ∈ D. (2.8)
Suppose t − d1 − d2 ∈ T in (2.8). After a finite number, say m − 2, of further
maximization steps, each decreasing the related current argument tc of X[tc]
componentwise, we arrive for the first time at an initial time point τ ,
X[t] = α[t]α[t − d1]α[t − d2] · · ·α
[
t − (d1 + d2 + · · · + dm−1)
]
×X[t − (d1 + d2 + · · · + dm)],
T0  t − (d1 + d2 + · · · + dm)=: τ, dj ∈ D, j = 1, . . . ,m. (2.9)
Since τ is an initial time point, there exists an unknown component number k,
1  k  n, which satisfies with the lower bound t for all components of t from
(2.7) and the largest, N , of all partial orders
t − (d1 + d2 + · · · + dm)= τ, tk − (d1 + d2 + · · · + dm)k < 0,
t  tk < (d1 + d2 + · · · + dm)k mNk mN,
µ[t] := t/N∗ m. (2.10)
On the other hand, for the same component number k from (2.10) holds the
enclosure for the number m of argument reducing steps
tk − τk = (d1 + d2 + · · · + dm)k, µ¯[t] := t¯ + N  t¯ +Nk m,
µ[t]m µ¯[t]. (2.11)
The inequality −τk Nk is implied by (2.5). From ∅ = D ⊂ Nn and from t ∈ T,
it follows N  1 as well as t  0. Consequently µ[t] 1. Given the initial point
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τ ∈ T0 defined in (2.9), we establish an enclosure τ ∈ T0[t]. For all n components
we estimate
τk = tk − (d1 + d2 + · · · + dm)k, k = 1, . . . , n,
 tk −m,
 tk −µ[t],
 tk − 1 < tk,
τ ∈ T0[t] := {τ ∈ T0: τ1 < t1, τ2 < t2, . . . , τn < tn}. (2.12)
With the τ containing set T0[t] we are able to form the bounds X0[t], X0[t] for
X[τ ] stated in (2.7). Having both at disposal we may form in turn solutions bounds
X[t], X[t],
Ξ [t]X[t] Ξ [t],
Ξ [t] :=X0[t]α[t] min
d1∈D
α[t − d1] min
d2∈D
α[t − d1 − d2] · · ·
× min
dm−1∈D
α
[
t − (d1 + d2 + · · · + dm−1)
]
,
 α[t]µ[t ]X0[t] =:X[t],
Ξ [t] := X0[t]α[t]max
d1∈D
α[t − d1]max
d2∈D
α[t − d1 − d2] · · ·
× max
dm−1∈D
α
[
t − (d1 + d2 + · · · + dm−1)
]
,
 α¯[t]µ[t ]X0[t] =: X[t]. (2.13)
This proves the bounds X[t],X[t] for the solution sequence X[t] of (2.1) stated
in (2.7). ✷
It is worth to restate Lemma 2.3 for positive constant α[t] := α > 0 separately.
Corollary 2.4 (Enclosure of the solution bound). For a constant sequence α[t] :=
α > 0, Lemma 2.3 holds with X[t], X[t] in (2.7) replaced by
X[t] := αµ[t ]X0[t], X[t] := αµ¯[t ]X0[t],
µ[t] :=
{
t¯ + N, α  1,
t/N∗, α > 1, µ¯[t] :=
{ t/N∗, α  1,
t¯ + N, α > 1. (2.14)
Proof. The bounds X[t], X[t] follow directly upon substituting α[t] := α. For
a constant coefficient the chain of iterated minimizations and maximizations in
(2.13) amounts to the enclosure of the numberm of minimization or maximization
steps given in (2.11). Applying this enclosure in the case distinction α  1 and
α > 1 yields the exponent pair µ[t], µ¯[t] in (2.14). ✷
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3. Sufficient stability criteria
We are now in a position to formulate sufficient stability criteria. Remind that
in our normalization of (1.1) the coefficient of the undelayed state of x[t] in (1.1)
is unity. In the univariate case, an additional more detailed result will be presented.
3.1. The multivariate case
All n-vector norms are equivalent in the sense that each one can be bounded
from above and below by multiples of the other. In the following proof, we use the
Euclidean distance which is based on the n-vector norm ‖x‖ := √〈x, x〉 derived
from the Euclidean scalar product 〈x, y〉 := x¯1y1 + · · · + x¯nyn ∈ C of the two
vectors x, y ∈ Cn. The overbar means complex conjugation.
Theorem 3.1 (A multivariate time-independent part of the stability chart). The
solution x[t] of the P	E (1.1) is for all ε > 0 asymptotically exponentially stable
in the set in parameter space
S ′ε :=
{
a ∈ A:
∑
d∈D
∣∣ad [t]∣∣ 1− ε, t ∈ T}. (3.1)
Proof. We invoke Corollary 2.4 with α := 1 − ε < 1. Then we have the bound
and Euclidean distance∣∣x[t]∣∣ X0[t]αµ[t ], ‖t −T0‖ = t + 1 = µ[t] + 1− N. (3.2)
By the hypothesis on the initial values in (1.1), X0[t] stays bounded in all T. We
see from (3.2) that ‖t − T0‖→∞ implies µ[t] →∞. This proves the assertion
(3.1) for the Euclidean norm. By the norm equivalence, this is also true for any
other n-vector norm. ✷
3.2. The univariate case
The present dynamical systems are described by the N th order O	E
x[t] :=

a1[t]x[t − 1] + a2[t]x[t − 2] + · · ·
+ aN [t]x[t −N] + b[t], t ∈ N0,
xt , t ∈ {−N, . . . ,−1}.
(3.3)
First, we restate Theorem 3.1 in a notation adapted to (3.3).
Theorem 3.2 (A time-independent part of the univariate stability chart). For
arbitrary small ε > 0, the univariate system (3.3) is asymptotically stable in the
set
S ′ε :=
{
a ∈ A: |a1[t]| + · · · + |aN [t]| 1− ε
}
. (3.4)
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Proof. We invoke Corollary 2.4 with α := 1− ε < 1 and obtain the bound∣∣x[t]∣∣ X0[t]αµ¯[t ] =: X[t]. (3.5)
By hypothesis on the initial values, X0[t] stays bounded on all T. So, X[t] decays
exponentially for µ¯[t] → ∞. By (2.14), the latter divergence is equivalent to
t →∞. Now, the Euclidean distance of t to the initial set is
‖t −T0‖ = t + 1. (3.6)
So, ‖t − T0‖ → ∞ implies X[t] → 0 exponentially fast. The mentioned
equivalence of all n-vector norms establishes this implication also for all other
norms. ✷
In (3.4), α[t] is bounded away from unity. This is not longer so in the next
theorem allowing for a bound converging to unity for large times.
Theorem 3.3 (A time-dependent part of the stability chart). For all Λ,T > 0, the
univariate dynamical system (3.3) is asymptotically stable in the set
S ′(Λ,T ) := {a ∈ A: ∣∣a1[t]∣∣+ ∣∣a2[t]∣∣+ · · · + ∣∣aN [t]∣∣ e−Λ/(1/2+t+T )}.
(3.7)
Moreover, the system state is bounded for all t ∈ N0 by∣∣x[t]∣∣ X0
(1+ t
T
)Λ
, X0 := max−Nτ<0 |xτ |. (3.8)
Proof. In order to derive the state bound (3.8) we invoke Lemma 2.3. In the
univariate N th order case (3.3) we have for the delay set D, initial set T0 and
the set T0[t]
D := {1, . . . ,N}, T0 := {−N, . . . ,−1}, T0[t] :=T0. (3.9)
This entails
X0[t] := max
{|x−N |, . . . , |x−1|} =: X0. (3.10)
We estimate X[t] from (2.1), (2.7) with
α[t] := e−Λ/(1/2+T+t ) = α¯[t], Λ,T > 0. (3.11)
We follow the proof of Lemma 2.3 up to (2.13). Then we estimate the bound Ξ [t]
more precisely,
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Ξ [t] : = X0[t]α[t]max
d1∈D
α[t − d1]max
d2∈D
α[t − d1 − d2] · · ·
× max
dm−1∈D
α
[
t − (d1 + d2 + · · · + dm−1)
]
,
= X0α[t]α[t − 1] · · ·α[0],
= X0 exp
[
−Λ
t∑
k=0
1/(1/2+ T + k)
]
,
t∑
k=0
1/(1/2+ T + k) <
T+t+1∫
T
dτ
τ
= ln
(
1+ 1+ t
T
)
,
X[t]< X0(
1+ 1+t
T
)Λ < X0(1+ t
T
)Λ =: ξ [t]. (3.12)
The bound ξ [t] is stated in (3.8). Evidently, ξ [t] → 0 for t → ∞ for all
Λ > 0 and all T > 0. This implies also the first part (3.7) of the assertion of
Theorem 3.3. ✷
In terms of α[t], the parameters Λ,T are
Λ := lim
t→∞ t ln
(
α[t]), T := Λ
ln(α[0]) −
1
2
. (3.13)
A larger class of P	E are admissible under the less restrictive requirement on
the delay set D
D ⊂ Nn0 \ {0}. (3.14)
Under (3.14), the bound for the number m of argument reducing steps in (2.8)
becomes larger but remains finite.
Lemma 3.4 (Enclosure for reduction steps). In the class (3.14) of permissible
delay set holds the enclosure for the number m of argument reducing steps µ[t]
from (3.15) and from (2.11)
µ[t]m µ¯[t], µ¯[t] := t1 + t2 + · · · + tn. (3.15)
Proof. Under (3.14) holds the system of n + 1 inequalities for a maximization
step with the maximizer d from (2.8)
(t − d)k  tk, k = 1, . . . , n,
σ [t − d] = σ [t] − σ [d] σ [t] − 1,
σ [t] := t1 + t2 + · · · + tn. (3.16)
In words: In a maximization step, all the coordinates of the time point t are
nonincreasing. The functional σ [t], however, is strictly decreasing. For t ∈ T
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holds the inequality σ [t]  0. After m = σ [t] + 1 maximization steps the
functional σ decreased to a value σ [t]  −1. This means the existence of a
smallest numberm of maximization steps such that the reduced argument falls for
the first time into the initial set, T0  t − (d1 + d2 + · · · + dm). Thus µ¯[t] := σ [t]
is an upper bound for m. The lower bound µ[t] from (2.11) remains unaffected
under the change from D ⊂ Nn to (3.14). ✷
4. Two examples
In the following two bivariate examples we denote for simplicity (t1, t2) =:
(t, u).
Example 4.1. We consider the bivariate P	E with complex, constant coefficients
a, b, c and general initial states xt,u on T0,
x[t, u] := ax[t − 1, u] + bx[t − 1, u− 1] + cx[t, u− 1],
(t, u) ∈ N20, a, b, c ∈ C \ {0},
D := {(1,0), (0,1), (1,1)},
T0 := {−1,−1} ∪ {−1} ×N0 ∪N0 × {−1}. (4.1)
The above delay set D is admissible under (3.14) but it is not for (1.1). We apply
Theorem 3.1 and are told that S ′ belongs to the stability chart,
S ′ := {a, b, c ∈ C \ {0}: |a| + |b| + |c|< 1}. (4.2)
Constant coefficients in (4.1) allow us to determine the stability chart S exactly.
Proposition 4.1. The set of asymptotical stability of (4.1) is
S := S< ∪ S>,
S< :=
{
a, b, c ∈ C \ {0}: |c| 1, |c|2 + |ac+ b|< 1+ |a + bc¯|},
S> :=
{
a, b, c ∈ C \ {0}: |c| 1, |c|2 + |ac+ b|> 1+ |a + bc¯|}. (4.3)
Proof. We use characteristic solution sequences x[t, u] := zt+1wu+1 and require
them to be bounded on the initial set T0 from (4.1)
x[t, u] := zt+1wu+1, (t, u) ∈ N20 ∪T0, z,w ∈ C \ {0},
x[−1, u] =wu+1, u ∈ N0 − 1, |w| 1,
x[t,−1] = zt+1, t ∈ N0 − 1, |z| 1. (4.4)
The zero set of the bivariate characteristic polynomial P(z,w) is solved for the
related algebraic curve w in dependence of z,
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P(z,w) := −zw+ aw+ b+ cz, w := cz+ b
z− a , z ∈ C \ {0, a},
x[t, u] := zt+1
(
cz+ b
z− a
)u+1
, (t, u) ∈ N20 ∪T0,
x[−1, u] :=
(
cz+ b
z− a
)u+1
, u ∈ N0,
x[t,−1] := zt+1, t ∈ N0. (4.5)
The boundedness of the initial values implies |z|, |w|  1 in (4.4). The stability
condition |x[t, u]|→ 0 for ‖(t, u)− T0‖→∞ implies t, u→∞ independently
of each other. This, in turn, entails |z| 1, |w| 1, and |z| + |w| < 2. With the
rational curve w from (4.5), we arrive at the implicit definition of the stability set
parameterized by z
S: |z| 1,
∣∣∣∣cz+ bz− a
∣∣∣∣ 1, |z| + ∣∣∣∣cz+ bz− a
∣∣∣∣< 2. (4.6)
Denote by D the unit disk and by D(a, b, c) the circular region solving the second
inequality in (4.6). Whenever the intersection D ∩ D(a, b, c) = ∅ and contains
more than one point, then (a, b, c) ∈ S := S< ∪ S>. In terms of the centre
M(a,b, c) and radius R(a, b, c) of D(a, b, c) one has
S<: R(a, b, c) < 1+
∣∣M(a,b, c)∣∣, |c| 1,
S>:
∣∣M(a,b, c)∣∣< 1+R(a, b, c), |c| 1,
M(a, b, c) := a + bc¯
1− |c|2 , R(a, b, c) :=
|ac+ b|
|1− |c|2| . (4.7)
See Titchmarsh [13, 6.21] for the expressions for the centre M(a,b, c) and radius
R(a, b, c). Inserting the expressions for M,R into the defining inequalities for
S<,S> leads to the expressions in (4.3). It is known that the special set of
characteristic sequences forms a base in the space of all solutions, see Jury [7].
Hence, it suffices to consider only such special solutions of product type. ✷
To see the inclusion S ′ ⊂ S , we estimate in S<, i.e., for |c| 1, as follows,
|ac+ b| + |c|2  |ac| + |b| + |c|2  |a| + |b| + |c| 1
 1+ |a + bc¯|. (4.8)
The outer members of the inequality chain (4.8) describes the part S< of S which,
by (4.8), contains S ′ as it should be. An in-depth discussion of the set difference
S \ S ′, as desirable it is, will not be given here.
Example 4.2. The bivariate 5-point discretization of the Poisson PDE,
720 F.G. Boese / J. Math. Anal. Appl. 276 (2002) 709–722
	5x[t, u] = b[t], (t, u) ∈ N20,
	5x[t, u] := 4x[t, u] − x[t − 1, u] − x[t + 1, u]
− x[t, u− 1] − x[t, u+ 1],
D := {(0,0), (−1,0), (0,1), (0,−1), (0,1)},
T0 := N0 × {−2,−1} ∪ {−1} × (N0 − 1), (4.9)
has a delay set D which does not belong to the admissible delay sets. So, the
stability criteria in Section 3 do not assist in investigating asymptotical stability.
A dedicated argumentation reveals the asymptotical instability of 	5.
Evidently, the constant sequence x[t, u] := x0 along with the implied constant
initial states xt,u := x0, (t, u) ∈ T0 implies already the asymptotical instability
of 	5. Notice that the operator 	5 is a discretization of the elliptical Laplace
operator 	 and that N20 is an unbounded region.
5. Discussion
In contrast to PDE case, for P	E in a larger class, explicit solution
representation in convolution form are achievable via an operator formulation.
In order to avoid double indices, we write now a[t, d] := ad [t] for the coefficient
series. The set mD is the Minkowski sum of m copies of D and I is the identity
operator.
Theorem 5.1 (Explicit solution). The n-variate, n ∈ N, partial difference equation
(1.1) with variable coefficients {a[t, d]}, input sequence b, and initial states {xt }
generates the output sequence x[t] with members
x[t] :=
∑
d∈t−T
T [t, d]b[t − d] +
∑
d∈t−T0
T [t, d]xt−d, t ∈ T,
T [t, d] :=
∑
dk∈D, m0,
d1+···+dm=d
a[t, d1]a[d − d1, d2]a[d − d1 − d2, d3] · · ·
× a[t − d1 − d2 − · · · − dm−1, dm], d ∈
∞⋃
m=0
mD. (5.1)
Proof. Let Sj , j = 1, . . . , n, be the j th partial backward shift operator defined
by Sj x[t] := x[t − ej ], t ∈ Zn, where ej is the j th standard basis vector in the
integer lattice Zn. With Sd := Sd11 Sd22 · · ·Sdnd and d := (d1, . . . , dn) as well as
S := (S1, . . . , Sn) we may write (1.1) as
P [t,D](S)x[t] = b[t], t ∈ T,
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P [t,D](S) := I −
∑
d∈D
a[t, d]Sd =: I −Q[t,D](S),
x[t] = P−1[t,D](S)b[t],
P−1[t,D](S)=
∞∑
m=0
(∑
d∈D
a[t, d]Sd
)m
= I +Q[t,D](S)+Q2[t,D](S)+ · · · ,(∑
d∈D
a[t, d]Sd
)m
=
∑
dk∈D
a[t, d1]Sd1a[t, d2]Sd2 · · ·a[t, dm]Sdm,
=
∑
dk∈D
a[t, d1]a[t − d1, d2]a[t − d1 − d2, d3] · · ·
× a[t − d1 − · · · − dm−1, dm]Sd1+d2+···+dm,
P−1[t,D](S)=
∞∑
m=0
∑
d∈mD
T [t, d]Sd,
T [t, d] :=
∑
dk∈D, m0
d1+···+dm=d
a[t, d1]a[t − d1, d2]a[t − d1 − d2, d3] · · ·
× a[t − d1 − d2 − · · · − dm−1, dm],
x[t] =
∑
d∈t−T
T [t, d]b[t − d] +
∑
d∈t−T0
T [t, d]xt−d. (5.2)
The last two lines in (5.2) prove the output representation in (5.1). ✷
Theorem 5.1 is not given in its fullest generality. There are several ways to
carry out the multivariate sum for the resolving kernel T [t, d] as a sequence of
iterated univariate sums. A necessary discussion of Theorem 5.1 is beyond the
framework of this article. To derive stability criteria from (5.1) seems to be not
easier than via our approach.
Explicit solution representations for univariate system output x[t] do exist in
disguised form in Popenda [12] for second order systems or Mallik [8–10] for
the same systems and later for the general N th order systems. For systems with
multidimensional output and constant coefficients, see [3].
This article is an enlarged version of the small conference contribution [4].
The basic idea expressed in Lemma 2.1 can also be found in Bauer, Mansour, and
Durán [2].
A different approach to the stability problems in the univariate case was set out
in [5]. The results expounded there become more precise with increasing order of
the dynamical system—at the cost of increasing computational burden.
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