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Abstract. The inviscid multi-layer quasi-geostrophic equations are consid-
ered over an arbitrary bounded domain. The no-flux but non-homogeneous
boundary conditions are imposed to accommodate the free fluctuations of the
top and layer interfaces. Using the barotropic and baroclinic modes in the
vertical direction, the elliptic system governing the streamfunctions and the
potential vorticity is decomposed into a sequence of scalar elliptic boundary
value problems, where the regularity theories from the two-dimensional case
can be applied. With the initial potential vorticity being essentially bounded,
the multi-layer quasi-equations are then shown to be globally well-posed, and
the initial and boundary conditions are satisfied in the classical sense.
1. Introduction. At the mid-to-high latitudes, where the Coriolis parameter is
away from zero, large-scale geophysical flows, namely the ocean and atmosphere,
evolve around the so-called geostrophic balance, where the Coriolis force approxi-
mately counteract the horizontal pressure gradient. To the leading order, the flow
is governed by the quasi-geostrophic (QG) equations. The QG equations take the
form of a transport equation,
∂
∂t
q + u · ∇q = F, (1)
where q represents the QG potential vorticity (PV), u the horizontal velocity field,
and F on the right-hand side is a place holder for other terms in the dynamics, such
as the external forcing, the diffusion, etc. In the QG, the velocity u can be derived
from the QGPV q, and therefore, the QG, together with the suitable initial and
boundary conditions, can be viewed as a closed system about a single quantity, the
QGPV q. This simple and yet sophisticated model provides a unified framework for
studying both the ocean and atmosphere ([21, 25, 17]).
Depending on the assumption on the vertical density profile, the QG equation(s)
can take the form of a single scalar two-dimensional equation (the barotropic case
with a uniform density profile), a system of two-dimensional scalar equations (the
multi-layer case with a non-uniform discrete density profile), or a three-dimensional
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scalar equation (the 3D case with a non-uniform but continuous density profile).
The QG equations form a hierarchy of models, with increasing complexity, for
the large-scale geophysical flows. As a reference regarding the complexity, the
barotropic QG is on the same level as the two-dimensional incompressible Euler
equations; it is only a step forward from the latter with the inclusion of a free
surface on the top. While the three-dimensional QG equation is posed on a three-
dimensional spatial domain, the velocity vector at every point is horizontal, and
therefore two-dimensional. Thus, the three-dimensional QG is simpler than the
three-dimensional incompressible Euler equations, and hopefully, more amenable as
well.
Several authors have studied the three-dimensional QG equation under idealized
settings, in the unbounded half space, or a rectangular box. An early work is by
Dutton ([13, 14]), who considered the three-dimensional QG model in a rectangular
box with periodic boundary conditions on the sides, and homogeneous Neumann
boundary conditions on the top and bottom. The uniqueness of a classical solution,
if it exists, and the global existence of a generalized solution were established. Bour-
geois and Beale ([6]) studied the equation in a similar setting, and the existence of
a global strong solution was proved. Desjardins and Greneier ([11]) also considered
the equation in a similar setting, but included in their model the Ekman pumping
effect which effectively add diffusion to the flow. The existence of a global weak
solution is given. Puel and Vasseur ([22]) considered the inviscid QG in the upper
half space, with the non-penetration boundary condition at the bottom of the fluid.
The global existence of a weak solution was proven. In these works, the issue of
uniqueness of the solutions was left open. In a recent work, Novack and Vasseur
([20]) considered the three-dimensional QG in the same spatial setting as in [22], but
with an added diffusion term in the boundary at z = 0 due to the Ekman pumping
effect. The existence and uniqueness of a global strong solution is proven. Novack
([19]) studies the existence of a weak solution to the inviscid 3D QG equation, with
initial data in the Lebesgue spaces. The present work focuses on simpler models,
but on more general settings, namely purely inviscid models on arbitrary bounded
domains with physically relevant boundary conditions.
Th well-posedness of the barotropic QG equation with a free top surface is the
subject of a previous work ([8]). The goal of the present work is to address the
issue of well-posedness for the multi-layer QG equations. Within the multi-layer
QG equations, each layer behaves like a barotropic QG, and the layers interact
with each other through pressure. Because of these interactions, the well-posedness
of the barotropic QG does not directly transfer over to the multi-layer case. The
layer interactions make the problem more interesting and more challenging at the
same time.
A major challenge in the previous work ([8]) is the non-homogeneous boundary
conditions on the streamfunction, which is imposed to accommodate the free fluc-
tuations of the top surface. There, the challenge is dealt with by the superposition
rule and an estimate on the constant non-zero value of the streamfunction. In this
work, not only is the top surface left free, but also are the interior interfaces between
layers. It turns out that the interior interfaces behave like the top surface, and can
be treated as such. Therefore, the same type of boundary conditions are imposed
on the interior interfaces, and they are treated in exactly the same way as in [8].
For both the ocean and the atmosphere, the density of the fluid is non-uniform,
which is the basis for the multi-layer or three-dimensional models. Not only so,
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the rate at which density varies against the height (or depth for the ocean) is also
non-uniform. For example, in the ocean, the density of the water increases rapidly
downward for the first couple of hundred meters, and then stay almost flat for the
next thousands of meters ([21, 23]). Because of this non-uniform changing rate, the
vertical interaction between layers takes the form of a second-order derivative with
a non-uniform coefficient, in the continuous case,
∂
∂z
(
1
S(z)
∂ψ
∂z
)
,
where ψ stands for the streamfunction, and S(z) > 0 is determined by the vertical
density profile. Under the usual homogeneous Neumann boundary conditions for
ψ, this operator is self-adjoint. In the multi-layer case, the non-uniformity in the
changing rate gives rise to a non-symmetric matrix with non-positive eigenvalues,
and the layer interactions are represented by a matrix-vector product,
Lψ,
where ψ is a vector-valued function representing the streamfunction across the
layers, and L is non-symmetric coefficient matrix. Because of its non-symmetry,
even though L has only non-negative eigenvalues, the inner product
(Lψ, ψ),
which appears in the analysis of the elliptic boundary value problem governing
the streamfunction ψ and the QGPV q, is not negative definite. This lack of
definiteness is not fatal for the analysis, as it can be remedied by a decomposition in
the eigenmodes of the associated Sturm-Liouville problem in the vertical direction.
The major hurdle, as it turns out, is related to another inner product involving a
time derivative. Due to the non-symmetry of L, the inner product(
∂
∂t
(Lψ), ψ
)
is no longer exactly integrable in time. To circumvent this difficulty imposed by
the physical reality, we assume, in this study, that the density profile is linear
with respect to the height, and the coefficient matrix L in the multi-layer case is
actually symmetric. Of course, as pointed out above, this assumption runs against
the physical reality. But this assumption does not significantly compromise the
mathematical generality of the problem, because layer interactions are still included
in the model. We also note that the corresponding differential operator in the
continuous three-dimensional case is actually self-adjoint, which is the analogue of
the symmetry of the discrete operator, and thus the current work can still serve as
a stepping stone to the three-dimensional problem.
The rest of the paper is organized as follows. Section 2 presents the initial-
boundary value problem for the multi-layer QGs in its complete form. Section 3
deals with an elliptic boundary value problem associated with the multi-layer QG.
In Section 4, a weak formulation and some a priori results are obtained. Section 5
is devoted to the uniqueness of the weak solution, and Section 6 to the existence of
this solution. The paper concludes in Section 7.
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2. The initial and boundary conditions. We consider a 3-layer QG system,
(
∂
∂t
+ u1 · ∇
) (
ζ1 + βy + F
2
1 (−ψ1 + ψ2)
)
= f1,(
∂
∂t
+ u2 · ∇
) (
ζ2 + βy + F
2
2 (ψ1 − 2ψ2 + ψ3)
)
= f2,(
∂
∂t
+ u3 · ∇
) (
ζ3 + βy + F
2
3 (ψ2 − ψ3)
)
= f3.
(2)
In the above, for each i = 1, 2, 3,
ψi Pressure perturbation,
ui = ∇⊥ψi, Horizontal velocity,
ζi = ∇× ui, Relative vorticity,
Fi ≡ L√
g′Di/f0
, Froude number.
In the specification for the Froude number, L represents the typical horizontal length
scale of the flow, Di the average layer depth, and g
′ is the reduced gravity within
the flow.
This study focuses on the effect of the nonlinearity within each layer, as well as
the interaction between the layers. For this reason, the diffusion terms have been
omitted.
In reality, the Froude number Fi = O(1). We therefore take Fi = 1 in the
equations (2). This choice has the added benefit that the coefficient matrix for the
zeroth order terms is now symmetric, the significance of which has been discussed
in the Introduction. The beta terms are mathematically insignificant, and therefore
they will be neglected from now on. Thus we consider the following model,
(
∂
∂t
+ u1 · ∇
)
(ζ1 + (−ψ1 + ψ2)) = f1,(
∂
∂t
+ u2 · ∇
)
(ζ2 + (ψ1 − 2ψ2 + ψ3)) = f2,(
∂
∂t
+ u3 · ∇
)
(ζ3 + (ψ2 − ψ3)) = f3.
(3)
The variables ψi, ui, and ζi are defined as before.
For this inviscid system, the no-flux boundary conditions are imposed on the
velocity field, and in terms of the streamfunctions, these conditions can be written
as
ψi = constant for each 1 ≤ i ≤ 3 on ∂Ω. (4)
In order to uniquely determine the streamfunctions, a mass conservation constraint
is imposed on each layer, ∫
Ω
ψi(x, t)dx = 0. (5)
Finally, the initial conditions are imposed on the streamfunctions as well,
ψi(x, 0) = ψ
0
i (x), for each 1 ≤ i ≤ 3 and ∀x ∈ Ω. (6)
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To present the analysis in a concise fashion, it is advisable to introduce some
vector notations and rewrite the system in a vector format. We let
q = (q1, q2, q3)
T ,
ψ = (ψ1, ψ2, ψ3)
T ,
ϕ = (φ1, φ2, φ3)
T ,
f = (f1, f2, f3)
T ,
U = (u1, u2, u3)
T .
The first four in the above are column vectors, while the last one stands for a
3 × 2 tensor, because each ui represents a vector in the horizontal direction. We
designates the coefficients matrix for the zeroth order terms by
L =
−1 1 01 −2 1
0 1 −1
 .
Then the multilayer QG equations (3) can be succinctly written in the form of a
transport equation,
∂
∂t
q + U · ∇q = f , (7)
with
q = ∆ψ + Lψ, (8a)
U = ∇⊥ψ. (8b)
The boundary conditions (4) and (5) and the initial conditions can also be recast
in the vector variables,
ψ(x, t) = l(t), ∀x ∈ ∂M, (9a)∫
M
ψ(x, t)dx = 0, (9b)
and
ψ(x, 0) = ψ0(x), ∀x ∈M. (10)
3. A non-standard elliptic boundary value problem. When the potential
vorticity q is known, the streamfunction ψ can be recovered by solving an elliptic
boundary value problem, 
∆ψ + Lψ = q, x ∈M,
ψ(x) = l, x ∈ ∂M,∫
M
ψ(x)dx = 0.
(11)
The boundary conditions are of a non-standard type. The scalar version of (11)
has been dealt with in REF, with the aid of the Green’s function for the Helmholtz
equation. Our strategy for the system (11) is to transform and decouple it into a
sequence of scalar elliptic boundary value problems. We note that the coefficient
matrix L is symmetric, and therefore can be diagonalized. It has a set of non-
positive eigenvalues {λ1, λ2, λ3} = {0, −1, −3}, and a corresponding set of distinct
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orthogonal eigenvectors,
v0 =

1√
3
1√
3
1√
3
 , v1 =

1√
2
0
− 1√
2
 , v2 =

− 1√
6
2√
6
− 1√
6
 ,
corresponding to the barotropic mode, and the first and the second baroclinic modes
in the vertical direction, respectively. Using these eigen-modes as a basis, we can
transform the BVP (11) into a decoupled system. Specifically, We let
P = [v1, v2, v3],
and
ψ = P ψ˜.
For each i = 1, 2, 3, the ψ˜i solves the boundary value problem
∆ψ˜i + λiψ˜i = q˜i, x ∈M,
ψ˜i = l˜i, x ∈ ∂M,∫
M
ψi(x)dx = 0.
(12)
In the above, q˜i and l˜i are obtained, respectively, from
q˜ = P−1q, l˜ = P−1l.
For i = 2, 3, the non-standard scalar elliptic BVP with a zero-order term has
been considered in [8]. There, with the Green’s function for the Helmholtz equation,
it is shown that the constant boundary value |li| on the boundary can be bounded in
terms of |qi|∞, and the solution ψi belongs toW 2,p(M) for any p > 1, and is Ho¨lder
and quasi-Lipschitz continuous. The case with i = 0 in (12) can be handled in a
similar fashion, with the Green’s function for the Laplace operator, and the same
regularity results can be obtained. These regularity results can then be transferred
to the solution ψ of (11) via the transformation P−1.
Below, we shall formally state the regularity results for the elliptic boundary value
problem (11). But, in order to do so, we need to first give the precise definitions of
some relevant function spaces.
We denote by QT the spatial-temporal domain,
QT =M× (0, T ).
We denote by L∞(M), or L∞(QT ) when time is also involved, the space of functions
that are essentially bounded. We denote by C0,γ(M), with γ > 0, the space of
Ho¨lder-continuous functions on M, and similarly, C0,γ(QT ) on QT . C0,γ(M) and
C0,γ(QT ) are both Banach spaces under the usual Ho¨lder norms.
Lemma 3.1. Let ∂M ∈ C2, q ∈ L∞(M). Then the elliptic boundary value problem
(11) has a unique solution ψ ∈ W 2,p(M) for every p > 1, with the following
estimate,
‖∇2ψ‖Lp(M) ≤ Cp‖q‖L∞(M), ∀ p > 1. (13)
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In addition, the first derivatives of ψ are Ho¨lder continuous and quasi-Lipschitz
continuous,
‖∇ψ‖C0,γ(M) ≤
C
1− γ ‖q‖L∞(M), ∀ 0 < γ < 1, (14)
|∇ψ(ξ)−∇ψ(η)| ≤ Cχ(δ)‖q‖L∞(M), ∀ ξ, η ∈M. (15)
In the above,
χ(δ) =
{
(1− ln δ)δ if δ < 1,
1 if δ ≥ 1.
We denote by V the space of solutions to the elliptic boundary value problem
(11) with q ∈ L∞(M), i.e.,
V := {ψ |ψ solves (11) for some q ∈ L∞(M)} .
The space V is equipped with the norm
‖ψ‖V := ‖∆ψ + Lψ‖L∞(M).
By the continuity of the inverse elliptic operator (∆ + L)−1, V is a Banach space.
In the analysis, we will also encounter functions that are differentiable with
continuous first derivatives. The space of these functions will be denoted as C1(M),
equipped with the usual C1 norm.
When time is involved, we use L∞(0, T ;V ) to designate the space of functions
that are essentially bounded with respect to the ‖ · ‖V norm, and L∞(0, T ;C1(M))
for functions that are essentially bounded under the ‖ · ‖C1(M) norm.
In the sequel, we will need the following regularity result, which can be easily
derived from the classical Lp theory for elliptic equations with Dirichlet boundary
conditions ([15]).
Lemma 3.2. Let g ∈ Lp(M) with p > 1, and let ψ be a solution of
∆ψ + Lψ =
2∑
i=1
ci
∂
∂xi
g, M, (16a)
ψ = l, ∂M, (16b)∫
M
ψdx = 0. (16c)
Then, ψ has one generalized derivative, and
‖ψ‖W 1,p(M) ≤ Cp‖g‖Lp(M). (17)
Here C is a constant depending on M and c′is only.
4. Weak formulation and a priori estimates. We assume that ψ is a classical
solution of (7)–(8) subjecting to the constraints (9)–(10). We let ϕ ∈ C∞(QT ) with
ϕ|∂M = ϕ|t=T = 0. We take the inner product of (7) with ϕ and integrate by parts
to obtain
−
∫
M
(∆ψ0 + Lψ0) · ϕ(x, 0)dx−
∫ T
0
∫
M
(∆ψ + Lψ) · ∂ϕ
∂t
dxdt
−
∫ T
0
∫
M
(∆ψ + Lψ) · U · ∇ϕdxdt =
∫ T
0
∫
M
f ·ϕdxdt. (18)
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Thus, every classical solution of the multilayer QG equation also solves the integral
equation (18), but the converse is not true, for the QGPV q = ∆ψ + Lψ may not
be differentiable either in space x or in time t. Solutions of (18) are called weak
solutions of the multilayer QG.
We establish the well-posedness of the multilayer QG (7)–(10) by working with
its weak formulation first, whose precise statement is given here.
Statement of the problem:
Let ψ0 ∈ V, and f ∈ L∞(QT ). Find ψ ∈ L∞(0, T ;V ) such that (18) holds for every
ϕ ∈ C∞(QT ) with ϕ|∂M = ϕ|t=T = 0.
(19)
We first obtain a few a priori estimates on the solution(s) of (19). We choose
ϕ(x, t) = g(t)γ(x) in (18) with g ∈ C∞([0, T ]), g(T ) = 0, and γ ∈ C∞c (M).
Substituting this ϕ into (18), we have
− g(0)
∫
M
(∆ψ0 + Lψ0) · γdx −
∫ T
0
g′(t)
∫
M
(∆ψ + Lψ) · γ(x)dxdt
−
∫ T
0
g(t)
∫
M
(∆ψ + Lψ)∇⊥ψ · ∇γdxdt =
∫ T
0
g(t)
∫
M
f · γdxdt. (20)
If we take g(0) = 0 as well, then (20) becomes
−
∫ T
0
g′(t)
∫
M
(∆ψ + Lψ) · γ(x)dxdt =∫ T
0
g(t)
∫
M
(
(∆ψ + Lψ)∇⊥ψ · ∇γ + f · γ) dxdt. (21)
This shows that
d
dt
∫
M
(∆ψ + Lψ) · γ(x)dxdt =∫
M
(
(∆ψ + Lψ)∇⊥ψ · ∇γ + f · γ) dx in D′(0, T ). (22)
Thanks to the fact that C∞c (M) is dense in H10 (M), the above also holds for every
ϕ ∈ H10 (M). Thus, we conclude that ∆ψ+Lψ is weakly continuous in time in the
following sense,∫
M
(∆ψ + Lψ) · γdx is continuous in time for every γ ∈ H10 (M).
Integrating by parts in (20), we find
− g(0)
∫
M
(∇ψ0 · ∇γ + Lψ0 · γ)dx+
∫ T
0
g′(t)
∫
M
(∇ψ · ∇γ + Lψ · γ)dxdt =∫ T
0
g(t)
∫
M
(
(∆ψ + Lψ)∇⊥ψ · ∇γ + f · γ) dxdt. (23)
Again, taking g(0) = 0 yields∫ T
0
g′(t)
∫
M
(∇ψ·∇γ+Lψ·γ)dxdt =
∫ T
0
g(t)
∫
M
(
(∆ψ + Lψ)∇⊥ψ · ∇γ + f · γ) dxdt.
(24)
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Since C∞c (M) is dense in the space H10 (M) under the usual H1-norm, the above
holds for every γ ∈ H10 (M). Thus,
d
dt
∫
M
(∇ψ·∇γ+Lψ·γ)dx = −
∫
M
(
(∆ψ + Lψ)∇⊥ψ · ∇γ + f · γ) dx in D′(0, T ).
(25)
This implies that ψ is weakly continuous in time for the H1-norm,∫
M
(∇ψ · ∇γ + Lψ · γ)dx is continuous in time for every γ ∈ H10 (M).
To investigate the initial value of ψ, we take g ∈ C∞([0, T ]) with g(0) 6= 0 and
g(T ) = 0. We multiply (22) by g(t) and integrate by parts in t to obtain
g(0)
∫
M
(∆ψ(x, 0) + Lψ(x, 0)) · γdx−
∫ T
0
g′(t)
∫
M
(∆ψ + Lψ) · γ(x)dxdt
−
∫ T
0
g(t)
∫
M
(∆ψ + Lψ)∇⊥ψ · ∇γdxdt =
∫ T
0
g(t)
∫
M
f · γdxdt. (26)
Comparing (26) with (20), we find that∫
M
(∆ψ(x, 0)+Lψ(x, 0)) ·γdx =
∫
M
(∆ψ0+Lψ0) ·γdx, ∀γ ∈ H10 (M). (27)
Multiplying (25) by the same g(t) and integrating by parts in time, we obtain
− g(0)
∫
M
(∇ψ(x, 0) · ∇γ + ψ(x, 0) · γ)dx+
∫ T
0
g′(t)
∫
M
(∇ψ · ∇γ +Lψ · γ)dxdt∫ T
0
g(t)
∫
M
(
(∆ψ + Lψ)∇⊥ψ · ∇γ + f · γ) dxdt. (28)
Comparing this equation with (23), we easily see that∫
M
(∇ψ(x, 0) · ∇γ + Lψ(x, 0) · γ) dx =∫
M
(∇ψ0 · ∇γ + Lψ0 · γ) dx, ∀γ ∈ H10 (M). (29)
We formally summarize these results in the following lemma.
Lemma 4.1. The solution ψ to the weak formulation (18), if it exists, is weakly
continuous in the following sense,∫
M
(∆ψ + Lψ) · γdx is continuous in time for every γ ∈ H10 (M), (30a)∫
M
(∇ψ · ∇γ + Lψ · γ)dx is continuous in time for every γ ∈ H10 (M). (30b)
The initial condition is satisfied in the sense that∫
M
(∆ψ(x, 0) + Lψ(x, 0)) · γdx =
∫
M
(∆ψ0 + Lψ0) · γdx, ∀γ ∈ H10 (M).
(31a)∫
M
(∇ψ(x, 0) · ∇γ + Lψ(x, 0) · γ) dx =
∫
M
(∇ψ0 · ∇γ + Lψ0 · γ) dx, ∀γ ∈ H10 (M).
(31b)
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By virtue of Lemma 3.1, any solutions of (19) automatically have second weak
derivatives in space. In fact, it also has second temporal-spatial cross derivatives,
according to the following lemma.
Lemma 4.2. Let ψ(x, t) be a generalized solution of (7)–(9) in the sense of (18).
Then there exists generalized derivatives ∂2ψ/∂x∂t and, for any p ≥ 1,
sup
0<t<T
‖ ∂
2ψ
∂x∂t
‖Lp(M) ≤ Cp sup
0<t<T
(‖F‖Lp(M) + ‖ψ‖L∞(0,T ;V ) · ‖∇ψ‖Lp(M)) . (32)
Proof. From (22) one derives that, for a.e. t ∈ (0, T ),
(∆ + L)
∂
∂t
ψ = ∇× F −∇ · (∇⊥ψ · (∆ψ + Lψ)) ∈ H−1(M). (33)
Then, by Lemma 3.2,∥∥∥∥∂ψ∂t
∥∥∥∥
W 1,p(M)
≤ Cp (‖F‖Lp(M) + ‖ψ‖L∞(0,T :V )‖∇ψ‖Lp(M)) .
Taking the supreme norm in time t on the right-hand side, and then on the left-hand
side, we obtain
sup
0<t<T
∥∥∥∥∂ψ∂t
∥∥∥∥
W 1,p(M)
≤ Cp sup
0<t<T
(‖F‖Lp(M) + ‖ψ‖L∞(0,T :V )‖∇ψ‖Lp(M)) .
5. Uniqueness. In this section, we establish the uniqueness of the weak solution
of (7)–(10), if it exists.
Theorem 5.1. The solution to the weak problem (19), if it exists, must be unique.
The uniqueness proof largely follows the arguments laid out by Yudovich ([26]).
What are new to the present problem include the presence of multiple vertical layers
and the non-homogeneous boundary conditions that are needed to accommodate the
free fluctuations of the layer interfaces.
Proof. We let ψ1 and ψ2 be two solutions to the weak problem for the same initial
data ψ0, and t be a fixed point in [0, T ]. Then, for an arbitrary ϕ ∈ C∞(Qt) with
ϕ|∂M = ϕ(·, t) = 0, ψ1 and ψ2 satisfy the following equations, respectively,∫
M
(∆ψ0 + Lψ0) ·ϕ(x, 0)dx −
∫ t
0
∫
M
(∆ψ1 + Lψ1) · ∂ϕ
∂t
dxdt
−
∫ T
0
∫
M
(∆ψ1 + Lψ1) · ∇⊥ψ1 · ∇ϕdxdt =
∫ T
0
∫
M
f ·ϕdxdt, (34)
∫
M
(∆ψ0 + Lψ0) ·ϕ(x, 0)dx −
∫ t
0
∫
M
(∆ψ2 + Lψ2) · ∂ϕ
∂t
dxdt
−
∫ T
0
∫
M
(∆ψ2 + Lψ2) · ∇⊥ψ2 · ∇ϕdxdt =
∫ T
0
∫
M
f ·ϕdxdt. (35)
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Subtracting these two equations, and denoting h = ψ1 −ψ2, we obtain
−
∫ t
0
∫
M
(∆h + Lh) · ∂ϕ
∂t
dxdt−
∫ T
0
∫
M
(∆h + Lh) · ∇⊥ψ1 · ∇ϕdxdt
+
∫ T
0
∫
M
(∆ψ2 + Lψ2) · ∇⊥h · ∇ϕdxdt = 0. (36)
An integration by parts in space in the first term leads to∫ t
0
∫
M
(∇h · ∇∂tϕ− Lh · ∂tϕ)dxdt −
∫ T
0
∫
M
(∆h+ Lh) · ∇⊥ψ1 · ∇ϕdxdt
+
∫ T
0
∫
M
(∆ψ2 + Lψ2) · ∇⊥h · ∇ϕdxdt = 0. (37)
Both ϕ1 and ϕ2 assume space-independent values on the boundary ∂M, and so does
the difference h between them. Thus, after a shifting in the vertical direction, h will
vanish on the boundary. We denote this shifted function by h# ∈ L∞(0, t;H10 (M)).
The functions h and h# are related via
h(x, τ) = h#(x, τ) + l(τ), 0 ≤ τ ≤ t (38)
for some function l(τ). Both ψ1 and ψ2 have a zero average over M, and so does
their difference h. Integrating (38) over M we establish a simple relation between
l and h#,
l(τ) = − 1|M|
∫
M
h#(x, τ)dx. (39)
Replacing h by h# + l in the first and third integrals of (37) yields∫ t
0
∫
M
(∇h# · ∇∂tϕ− Lh# · ∂tϕ)dxdτ−∫ t
0
∫
M
Ll · ∂tϕdxdτ −
∫ T
0
∫
M
(∆h# + Lh# + Ll) · ∇⊥ψ1 · ∇ϕdxdτ
+
∫ T
0
∫
M
(∆ψ2 + Lψ2) · ∇⊥h# · ∇ϕdxdτ = 0. (40)
We integrate by parts in time t in the first integral, and use the facts that
h#(·, τ) ∈ H10 (M), a.e. τ,∫
M
(∆h+ Lh)|t=0 · ϕ(·, 0)dx = 0,∫
M
(∇h(·, 0) · ∇ϕ− Lh(·, 0) ·ϕ)dx = 0,
and the regularity results from Lemma 4.2, we obtain
−
∫ t
0
∫
M
(∂t∇h# · ∇ϕ− L∂th# · ϕ)dxdτ+∫ t
0
∫
M
L∂tl ·ϕdxdτ −
∫ T
0
∫
M
(∆h# + Lh# + Ll)∇⊥ψ1 · ∇ϕdxdτ
+
∫ T
0
∫
M
(∆ψ2 + Lψ2)∇⊥h# · ∇ϕdxdτ = 0. (41)
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We note that each of the integrals is linear and continuous with respect to ϕ in the
norm of L2(0, T : H10 (M)). Thus, we can let ϕ tend to h# in L2(0, T ;H10 (M)),
pass to the limit in (41), and noticing the fact that ∇h# · ∇⊥h# = 0, we obtain
−
∫ t
0
∫
M
(∂t∇h# · ∇h# − L∂th# · h#)dxdτ +
∫ t
0
∫
M
L∂tl · h#dxdτ
−
∫ T
0
∫
M
(∆h# + Lh# + Ll) · ∇⊥ψ1 · ∇h#dxdτ = 0.
−
∫ t
0
1
2
d
dt
‖h#‖2H1
0
(M)dtdτ +
∫ t
0
∫
M
L∂th
# · h#dxdτ
+
∫ t
0
∂t
∫
M
L∂tl · h#dxdτ−∫ t
0
∫
M
(∆h# + Lh# + Ll) · ∇⊥ψ1 · ∇h#dxdτ = 0. (42)
Noticing that l is independent of x and the no-flux boundary conditions on ψ1, we
find ∫ t
0
∫
M
Ll · ∇⊥ψ1 · ∇h#dxdτ
=
∫ t
0
Ll ·
∫
M
∇ ·
(
∇⊥ψ1h#
)
dxdτ
=
∫ t
0
Ll ·
∫
∂M
∇⊥ψ1 · n · h#dsdτ = 0.
Using the fact that the coefficient matrix L is symmetric, we can write the second
term on the left-hand side of (42) as∫ t
0
∫
M
L∂th
# · h#dxdτ
=
∫ t
0
1
2
d
dt
∫
M
Lh# · h#dxdτ
=
1
2
∫
M
Lh#(x, t) · h#(x, t)dx− 1
2
∫
M
Lh#(x, 0) · h#(x, 0)dx
=
1
2
∫
M
Lh#(x, t) · h#(x, t)dx.
Regarding the third term on the left-hand side of (42), we again use the symmetry
of the linear operator L and the formula (39) to obtain∫ t
0
∫
M
L∂tl · h#dxdτ = −1
2|M|
(
L
∫
M
h#(x, t)dx
)
·
(∫
M
h#(x, t)dx
)
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Inserting these identities into (42), we have
− 1
2
‖h#(·, t)‖2H1
0
(M)dτ +
1
2
∫
M
Lh#(x, t) · h#(x, t)dx−
1
2|M|
(
L
∫
M
h#(x, t)dx
)
·
(∫
M
h#(x, t)dx
)
=
∫ t
0
∫
M
(∆h# + Lh#)∇⊥ψ1 · ∇h#dxdτ. (43)
1
2
‖h#(·, t)‖2H1
0
(M)dτ −
1
2
∫
M
Lh#(x, t) · h#(x, t)dx+
1
2|M|
(
L
∫
M
h#(x, t)dx
)
·
(∫
M
h#(x, t)dx
)
= −
∫ t
0
∫
M
(∆h# + Lh#)∇⊥ψ1 · ∇h#dxdτ. (44)
We expand h# in the orthonormal eigenvectors v0, v1 and v2 of L,
h#(x, t) = c0(x, t)v0 + c1(x, t)v1 + c2(x, t)v2.
Substituting this expansion in the second term on the left-hand side of (44) and
using the orthogonality of the eigenfunctions, one finds that
−1
2
∫
M
Lh#(x, t) · h#(x, t)dx = −1
2
(c1λ1v1 + c2λ2v2, c0v0 + c1v1 + c2v2)
= −1
2
∫
M
(λ1c
2
1 + λ2c
2
2)dx.
Similarly, substituting this expansion for h# into the third term on the left-hand
side of the equation, and using the fact that the eigenvalues of L are non-positive,
one finds that
1
2|M|
(
L
∫
M
h#(x, t)dx
)
·
(∫
M
h#(x, t)dx
)
=
1
2|M|
(
λ1
(∫
M
c1(x, t)dx
)2
+ λ2
(∫
M
c2(x, t)dx
)2)
≥1
2
∫
M
(λ1c
2
1 + λ2c
2
2)dx.
Thus the combination of the second and third terms on the left-hand side of (44)
is positive, and the following inequality results,
1
2
‖h#(·, t)‖2H1
0
(M) ≤ −
∫ t
0
∫
M
(∆h# + Lh#) · ∇⊥ψ1 · ∇h#dxdτ. (45)
Unlike in the barotropic case (see [8]), the inner product involving the zero order
term on the right-hand side does not vanish, thanks to the vertical layer interactions.
We proceed by obtaining an estimate on this term. Using the fact that the linear
operator L is a constant coefficient matrix and ∇⊥ψ1 is Ho¨lder continuous on M,
thanks to Lemma 3.1, we obtain that∣∣∣∣∫ t
0
∫
M
Lh# · ∇⊥ψ1 · ∇h#dxdτ
∣∣∣∣ ≤ C(M)|U1|∞ ∫ t
0
|∇h#|2L2(M)dτ. (46)
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For the other term on the right-hand side of (45), we first notice that ∇⊥ψ1 ·∇h# =
0 on the boundary. Then, by an integration by parts, one obtains∫ t
0
∫
M
∆h# · ∇⊥ψ1 · ∇h#dxdτ = −
∫ t
0
∫
M
∇h# · ∇ · (∇⊥ψ1 · ∇h#)dxdτ
To further investigate the integral on the right-hand side, we introduce index i, j =
1, 2 for the horizontal coordinates, and l = 1, 2, 3 for the vertical layers, and the
notations
(ul1, ul2) ≡ ∇⊥ψ1 ≡ (−∂2ψ1l , ∂1ψ1l ).
Then, using the Einstein convention of repeated indices for 1 ≤ i, j ≤ 2, we proceed
with the derivation,∫ t
0
∫
M
∆h# · ∇⊥ψ1 · ∇h#dxdτ
=−
∫ t
0
∫
M
3∑
l=1
∂ih
#
l ∂i(u
1
lj∂jh
#
l )dxτ
=−
∫ t
0
∫
M
3∑
l=1
∂ih
#
l (∂iu
1
lj∂jh
#
l + u
1
lj∂j∂ih
#
l )dxτ
=−
3∑
l=1
∫ t
0
∫
M
∂ih
#
l ∂iu
1
lj∂jh
#
l +
1
2
u1lj∂j(∂ih
#
l )
2)dxτ
=−
3∑
l=1
∫ t
0
∫
M
∂ih
#
l ∂iu
1
lj∂jh
#
l dxτ.
The last step results thanks to the fact that (u1l1, u
1
l2) has a zero normal component
along the boundary. Reintroducing the expressions for uli in the above, and after
rearrangements, we find∫ t
0
∫
M
∆h#∇⊥ψ1 · ∇h#dx
=−
3∑
l=1
∫ t
0
∫
M
{[
−(∂1h#l )2 + (∂2h#l )2
]
∂1∂2ψ
1
l + ∂1h
#
l ∂2h
#
l (∂
2
1ψ
1
l − ∂22ψ1l )
}
dx.
Taking the absolute value on both sides, one obtains∣∣∣∣∫ t
0
∫
M
∆h#∇⊥ψ1 · ∇h#dx
∣∣∣∣ ≤ C ∫ t
0
∫
M
|∇h#|2 · |∇2ψ1|dxdτ. (47)
Here C is a constant independent of h#, ψ1, M, or q0. Combining (45), (46), and
(47) , we derive that
1
2
‖h#(·, t)‖2H1
0
(M) ≤ C
∫ t
0
∫
M
|∇h#|2 · |∇2ψ1|dxdτ+
C(M)|U1|∞
∫ t
0
|∇h#|2L2(M)dτ. (48)
The second-order derivatives of ψ1 are not uniformly bounded overM; they belong
to Lp(M) for any p > 1 according to the regularity result Lemma 3.1. They can be
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handled with the technique employed in [26, 8]. We denote
M1 ≡ sup
0<t<T
‖ψ1(·, t)‖V ,
M2 ≡ sup
0<t<T
‖h(·, t)‖V .
It is then inferred from Lemma 3.1 that
|U1|∞ ≤ C(M)M1,
sup
0<t<T
‖ψ1(·, t)‖
W
2, 2
ǫ (M)
≤ C 2
ǫ
M1,
sup
0<t<T
‖∇h#(·, t)‖L∞M ≤ CM2,
We let ǫ > 0 be arbitrary, and using the Ho¨lder’s inequality, we derive an estimate
for the first integral on the right-hand side of (48),
C
∫ t
0
∫
M
|∇h#|2 · |∇2ψ1|dxdτ
≤C|∇h#|ǫL∞(QT )
∫ t
0
∫
M
|∇h#|2−ǫ · |∇2ψ1|dxdτ
≤C|∇h#|ǫL∞(QT )
∫ t
0
(∫
M
|∇h#|(2−ǫ)· 22−ǫ dx
) 2
2−ǫ
(∫
M
|∇2ψ1| 2ǫ dx
) ǫ
2
dτ
≡C|∇h#|ǫL∞(QT )
∫ t
0
‖∇h#(·, τ)‖2−ǫ
L2(M) · ‖ψ1(·, τ)‖W 2, 2ǫ (M)dτ
≤C(M)M1M
ǫ
2
2
∫ t
0
‖∇h#(·, τ)‖2−ǫ
L2(M)dτ.
Applying this estimate in (48) yields
‖h#(·, t)‖2H1
0
(M) ≤ C(M)M1
(
M ǫ2
ǫ
∫ t
0
‖h#(·, τ)‖2−ǫ
H1
0
(M)
dτ +∫ t
0
‖h#(·, τ)‖2H1
0
(M)dτ.
)
(49)
We denote
σ(·, t) ≡ ‖h#(·, t)‖H1
0
(M).
Then (49) can be written as
σ2(t) ≤ C(M,M1)
(
M ǫ2
ǫ
∫ t
0
σ2−ǫ(τ)dτ +
∫ t
0
σ2(τ)dτ
)
(50)
An estimate on σ can be obtained by the Gronwall inequality. Indeed, denoting the
right-hand side as F (t), taking its derivative, one has
d
dt
F (t) ≤ CM
ǫ
2
ǫ
F 1−
ǫ
2 (t) + CF (t).
An integration of this inequality yields
F (t) ≤ e2CtM22
(
Ct
2
) 2
ǫ
.
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Thus,
‖h#(·, t)‖2H1
0
(M) ≤ F (t) ≤ e2CtM22
(
Ct
2
) 2
ǫ
. (51)
We take
t∗ =
1
C
.
Then, for 0 ≤ t ≤ t∗,
‖h#(·, t)‖2H1
0
(M) ≤ e2Ct
∗
M22
(
1
2
) 2
ǫ
. (52)
This estimate holds for arbitrary ǫ > 0. Thus, ‖h#(·, t)‖2
H1
0
(M)
must vanish for
0 ≤ t ≤ t∗. The process can be repeated over subsequent time intervals of length
t∗, and thus ‖h#(·, t)‖2
H1
0
(M)
= 0 for the whole time interval [0, T ]. Combined with
the relations (38) and (39), it implies that
h(·, t) = 0 for a.e. 0 ≤ t ≤ T.
Thus it has been proven that the solution to the weak problem (19), if it exists,
must be unique.
6. Existence of a solution to the weak problem. Yudovich ([26]) establishes
the existence of a weak solution to the two-dimensional Euler equation through an
iterative scheme and the Schauder fixed-point theorem. The existence of a solution
to the linearized problem is achieved via a regularization technique. Here, we largely
follow the footsteps this work, but we treat the linearized problem with a flow map
constructed out of a continuous velocity filed.
Given ψ ∈ L∞(0, T ;C1(M)), we compute the updated ψ′ ∈ L∞(0, T ;V ) via
−
∫
M
(∆ψ0 + Lψ0) · ϕ(x, 0)dx−
∫ T
0
∫
M
(∆ψ′ + Lψ′) · ∂ϕ
∂t
dxdt
−
∫ T
0
∫
M
(∆ψ′ + Lψ′) · ∇⊥ψ · ∇ϕdxdt =
∫ T
0
∫
M
f ·ϕdxdt, (53)
for every ϕ ∈ C∞(QT ) with ϕ|M = ϕ(·, T ) = 0. If a solution ψ′ exists, then the
weak problem (53) defines a mapping
S : L∞(0, T ;C1(M) −→ L∞(0, T ;V ) ⊂ L∞(0, T ;C1(M)).
The plan then is to show that this map has a fixed point. Since S maps L∞(0, T ;C1(M))
into L∞(0, T ;V ), this fixed point is a solution of the original weak problem (19).
Lemma 6.1. Let T > 0 and f ∈ L∞(QT ). Then for each ψ ∈ L∞(0, T ;C1(M)),
the weak problem (53) has at least one solution ψ′ ∈ L∞(0, T ;V ).
The basic idea for the proof of Lemma 6.1 is to show that its solution is the weak
solution of the transport equation
∂
∂t
q′ + u · ∇q′ = f,
q′(x, 0) = q0(x).
(54)
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The weak solution of (54) can be constructed with a flow map Φt(a) determined
from the velocity field u,
d
dt
Φt(a) = u(Φt(a), t), t > 0,
Φ0(a) = a.
(55)
We now show that, given an continuous velocity field within the domain M, there
exists at least one flow map Φt(a) satisfying (55).
Lemma 6.2. Assume that ∂M ∈ C2, and let T > 0 be arbitrary and u ∈
L∞(0, T ;C(M)) with u · n = 0 on ∂M. Then the initial value problem (55) has at
least one solution Φt(a) that is valid over [0, T ].
Proof. For each interior point, a solution can be constructed by the Peano method.
The solution can be extended by the same method as long as it has not reached the
boundary ∂M. Hence the proof is complete once it is shown that, starting from
the a point on the boundary, there exists at least one solution Φt(a) that remains
on ∂M for all time.
The boundary ∂M is C2 smooth. Then, locally, it can be parameterized by a
single parameter τ ∈ I. We let b(τ) be a vector-valued function representing the
boundary. By assumption, b(τ) ∈ C2(I). If this parameterization of ∂M is only
local, then one can cover the entire ∂M with a finite number of patches, each of
which is parameterized by a single parameter. We now show that, starting from
any point a ∈ b(I), there exists at least one solution Φt(a) that remains in b(I)
either for all time or until it exits from one of the end points of b(I). The velocity
field on the boundary can also be expressed using the parameter τ ,
u = u(τ, t).
By assumption, u(τ, t) is parallel to the tangential vector on the boundary, and the
following relation holds,
u(τ, t) = σ(τ, t)b′(τ),
for some scalar function σ(τ, t) that is continuous in τ , and bounded in t. We look
for a solution of (55) in the form of
Φt(τ0) = b(τ(τ0, t)).
We let τ(τ0, t) be such that
τ(τ0, 0) = τ0,
d
dt
τ(τ0, t) = σ(τ(τ0, t), t).
(56)
Then it is easy to check that Φt(τ0) solves the initial-value problem (55), for
Φ0(τ0) = b(τ0),
d
dt
Φt(τ0) = b
′(τ(τ0, t)) · σ(τ(τ0 , t), t) = u(τ(τ0, t), t).
The existence of a solution for the duration of τ(τ0, t) ∈ I is just another application
of the Peano method.
We now prove the existence of a solution to the linearized equation (53).
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Proof of Lemma 6.1. We let Φt(·) be a global solution of the initial value problem
(55). We define a new QGPV q′ from the given initial state q0 via
q′(x, t) = q0(Φ−t(x)) +
∫ t
0
f (Φs−t(x), s)ds, ∀x ∈M, t > 0, (57)
or equivalently,
q′(Φt(a), t) = q0(a) +
∫ t
0
f(Φs(a), s)ds, ∀a ∈M, t > 0. (58)
It is clear that, given f ∈ L∞(QT ), q′ ∈ L∞(QT ). We now verify that q′(x, t)
defined in (57) solves the transport equation (54) in the weak sense. We denote
u ≡ ∇⊥ψ, and let ϕ ∈ C∞(QT ) with ϕ|∂M = ϕ(·, T ) = 0. Using the fact that the
map x = Φt(a) is area preserving, we derives that∫ T
0
∫
M
q′(x, t)
(
∂ϕ
∂t
+ u · ∇ϕ
)
dxdt
=
∫ T
0
∫
M
(
q0(a) +
∫ t
0
f(Φs(a), s)ds
)
d
dt
ϕ(Φt(a), t)dadt
=−
∫
M
q0(a)ϕ(a, 0)da−
∫ T
0
∫
M
f(Φt(a), t)ϕ(Φt(a), t)dadt
=−
∫
M
q0(x)ϕ(x, 0)dx−
∫ T
0
∫
M
f(x, t)ϕ(x, t)dxdt.
Hence, we have shown that
−
∫
M
q0(x)ϕ(x, 0)dx−
∫ T
0
∫
M
q′(x, t)
(
∂ϕ
∂t
+ u · ∇ϕ
)
dxdt =∫ T
0
∫
M
f(x, t)ϕ(x, t)dxdt.
We let ψ′ be a solution to the boundary value problem (11) corresponding to the
QGPV q′. Then ψ′ ∈ L∞(0, T ;V ) and it is a solution to the weak problem (53).
Lemma 6.3. The solution ψ′ to the weak problem has the following estimates,
|ψ′|L∞(0,T ;V ) ≤ |ψ0|V + |f |L1(0,T ;L∞(M)), (59)
max
0≤t≤T
∣∣∣∣∂ψ′∂t
∣∣∣∣
W 1,p(M)
≤ Cp max
0≤t≤T
(|F |Lp + |∆ψ′ + Lψ′|L∞(QT )|∇ψ|Lp(M)) . (60)
Proof. We start from the equation (57),
|q′(·, t)|L∞(M) ≤ |q0|L∞(M) +
∫ t
0
|f(·, s)|L∞(M)ds,
|q′|L∞(QT ) ≤ |q0|L∞(M) +
∫ T
0
|f(·, s)|L∞(M)ds
= |q0|L∞(M) + |f |L1(0,T ;L∞(M)).
The inequality (59) follows.
The inequality (60) can be established in a similar way as in Lemma 4.2.
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Lemma 6.4. The mapping
ψ −→ ψ′ in L∞(0, T ;C1(M))
is compact.
Proof. We let {ψr} be a bounded sequence in L∞(0, T ;C1(M)), and let ψ′r be the
corresponding sequence of solutions of (53). Then, by (59) and (60), we obtain, for
∀ p > 1,
max
t
∣∣∣∣∂2ψ′r∂t∂x
∣∣∣∣
Lp(M)
≤ C,
where C is a constant independent of the index r. Thus ∂ψ′r/∂x has one generalized
derivative in both t and x, and∥∥∥∥∂ψ′r∂x
∥∥∥∥
W 1,p(QT )
≤ C, ∀ p > 1.
For p > 3, and by the Sobolev embedding theorem, ∂ψ′r/∂x is Holde¨r continuous in
the temporal-spatial domain QT , and∥∥∥∥∂ψ′r∂x
∥∥∥∥
C0,λ(QT )
≤ C,
for some 0 < λ < 1. This shows that ∂ψ′r/∂x are equi-continuous in QT , and so is
ψ′r. By the Arzela´-Ascoli theorem, there exists a subsequence, still denoted by the
index r, such that
ψ′r −→ ψ,
∂ψ′r
∂x
−→ ϕ.
Due to the completeness of the Banach space L∞(0, T ;C1(M)), we have that ψ ∈
L∞(0, T ;C1(M)) and ϕ = ∂ψ/∂x.
Theorem 6.5. There exists a solution to the weak problem (19) in L∞(0, T ;V ).
Proof. The mapping
S : ψ −→ ψ′
is compact in L∞(0, T ;C1(M)). By Schauder’s fixed point theorem, it has a fixed
point ψ in the same function space. Since S maps from L∞(0, T ;C1(M)) into
L∞(0, T ;V ), the fixed point ψ belongs to L∞(0, T ;V ) as well.
Theorem 6.6. Let f = ∇ × F be bounded and F be strongly continuous in time
t. Then the initial and boundary conditions (7)–(10) are satisfied in the classical
sense, and ∆ψ, ∂2ψ/∂x∂t are strongly continuous with respect to t on [0, T ] in
Lp(M) for any p > 1.
Proof. We first show that the QGPV q(·, t) is continuous in t for any Lp(M) norm
with p > 1. This improves over (30a) of Lemma 4.1. Starting from (22) and
by a well-known result ([24], Lemma 1.1 of Section 3.1), we derive that, for some
0 ≤ τ1 < τ2 ≤ T ,
(q(·, τ2), ϕ)− (q(·, τ1), ϕ) =
∫ τ2
τ1
∫
M
(q∇⊥ψ · ϕ+ f ·ϕ)dxdt.
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We note that ψ ∈ L∞(0, T ; V ), q is bounded in L∞(QT ), and ∇⊥ψ is uniformly
bounded in QT . Thus, as τ2 −→ τ1, the right-hand side vanishes, and one has
q(·, τ2)⇀ q(·, τ1) in any Lp(M). (61)
Similar to (59), one can derive that, for ∀ p > 1,
|q(·, τ2)|Lp(M) ≤ |q(·, τ1)|Lp(M) +
∫ τ2
τ1
|f(·, t)|Lp(M)dt.
From this estimate we conclude that
limτ2→τ1 |q(·, τ2)|Lp(M) ≤ |q(·, τ1)|Lp(M).
By the Radon-Riesz theorem, q(·, τ2) converges to q(·, τ1), as τ2 → τ1, in the strong
norm of Lp(M). Hence, q(·, t) is continuous in t in any Lp(M),
q ∈ C([0, T ];Lp(M)), (62)
which implies that the initial condition (10) is satisfied in a stronger norm,
q(·, 0) = q0(·) Lp(M), ∀ p > 1. (63)
Concerning the continuity of ∂2/∂x∂t, we derive from (7) that
(∆ + L)
∂
∂t
ψ = ∇× F −∇ · (∇⊥ψ(∆ψ + Lψ)) in the distribution sense.
Thus, formally, one has
∇ ∂
∂t
ψ = ∇(∆ + L)−1∇× F −∇(∆ + L)−1∇ · (∇⊥ψ(∆ψ + Lψ)) ,
where (∆ + L)−1 is the solution operator of the elliptic boundary value problem
(11). We note that q ≡ ∆ψ + Lψ is continuous in t in any Lp(M) with p > 1,
and ∇⊥ψ is uniformly bounded in QT . Thus, thanks to the continuity of the
differential operator ∇(∆ − I)−1∇(·), and the continuity of F with respect to t,
∇∂ψ
∂t
is continuous in t in any Lp(M) with p > 1.
By Lemma 3.1,
|ψ(·, τ2)−ψ(·, τ1)|W 2,p(M) ≤ Cp|q(·, τ2)− q(·, τ1)|Lp(M).
Thus, as τ2 −→ τ1,
ψ(·, τ2) −→ ψ(·, τ1) in W 2,p(M),
This shows that the initial condition (10) holds in W 2,p(M),
ψ(·, 0) = ψ0(·) in W 2,p(M).
We also note that ψ ∈ L∞(0, T ;V ) implies that
∂ψ
∂x
∈ L∞(0, T ;W 1,p(M)). (64)
From Lemma 4.2, we have
∂2ψ
∂t∂x
∈ L∞(0, T ;Lp(M)) ⊂ Lp(QT ). (65)
Combining (64) and (65), we derive that
∂ψ
∂x
∈ W 1,p(QT ), ∀ p > 1. (66)
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We take a p > 3. Then, by the Sobolev imbedding theorem,
∂ψ
∂x
∈ C0,λ(QT ) for some 0 < λ < 1. (67)
Thus, the streamfunction ψ is continuous in the spatial-temporal domain, and the
initial and boundary conditions are satisfied in the classical sense.
Finally, (62), together with (67), implies that
∆ψ ∈ C([0, T ];Lp(M)).
We note that q assumes its initial value q0 in the L
p-norm (∀ p > 1), which is an
improvement over (31a).
7. Concluding remarks. As far as model complexity is concerned, the suite of
QG models sit between the purely planar two-dimensional Euler/Navier-Stokes
equations and the fully three-dimensional Euler/Navier-Stokes equations. Even
though the three-dimensional QG equation is posed over a three-dimensional spatial
domain, the velocity vector at every point in the space is assumed to be horizon-
tal, i.e. two-dimensional. The theory on the two-dimensional planar flow is rather
complete, see, among many other references, [26, 3, 16]. On the other hand, the
theory about the three-dimensional Euler or NSEs is rather incomplete. For exam-
ple, it remains an open question whether the three-dimensional NSEs is globally
well-posed ([24, 10]. The situation with the inviscid model (3D Euler) is generally
worse ([4, 9, 5, 7]). It is then natural to ask how the QG equations fare as far as the
well-posedness is concerned. The global well-posedness of the single-layer barotropic
QG has been established in a previous study ([8]). The current work deals with the
multi-layer QG equations. The multi-layer QG can be viewed as a stack of single-
layer barotropic equations. The layers interact with each other through pressure.
The layer interactions add some vertical variations to the model, and move it one
step closer to the full three-dimensional fluid model. The added vertical variations
make the well-posedness issue more interesting and more challenging at the same
time. Notwithstanding the technical challenges, the inviscid multi-layer QG model
is shown to be globally well-posed. In what follows, we briefly review the challenge
and the general approach of the present work.
The presence of multiple layers and the interactions among them are dealt with
by a combination of two techniques: mode decomposition and straightforward es-
timation. When the positive (or negative) definiteness is needed, a decomposition
in the barotropic and baroclinic modes, which are the eigenmodes of the associated
Sturm-Liouville problem, is employed. In other places, i.e. within the nonlinear
terms, a straightforward estimation is carried out on the streamfunctions across all
layers. The last technique works, of course, thanks to the finiteness in the number
of layers and the consequential boundedness in the thickness of the layers.
Concerning the general approach of the analysis, in establishing the global well-
posedness of the barotropic QG equation, Chen [8] follows [18], and employs the
Picard iterations to prove the existence and uniqueness of the flow map and the
convergence of the iterative scheme. The downside of this approach is that it has
a higher regularity requirement on the right-hand side forcing, which needs to be
uniformly continuous in space. Yudovich [26] establishes the convergence of the it-
erative scheme by the Schauder fixed-point theorem, and the right-hand side forcing
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is only assumed to be essentially bounded. In order to remove the somewhat strin-
gent requirement on the forcing in [8], the current work adopts the approach of [26],
but with one modification. The existence of a solution to the linearized problem is
established by a flow map corresponding to a continuous velocity field, instead of
the regularization technique employed by Yudovich. The flow map of the merely
continuous velocity field is not unique, and therefore the solution to the linearized
problem is not unique either ([12, 1, 2]). Fortunately, the uniqueness is not required
by the Schauder fixed-point theorem. The uniqueness of the weak solution to the
nonlinear QG equation has been established by the a priori estimates.
The next target for the current project is naturally the three-dimensional QG
equation. The equation represents a giant step from the barotropic or the multi-
layer QG equations. It is a three-dimensional model with an infinite number of
degrees of freedom in the vertical direction. The techniques of the current and the
previous work ([8]), adept at treating a single layer, or a finite number of layers,
will probably be inadequate for the three-dimensional model. It is expected that
new techniques will have to be introduced or invented. Progresses in this regard
will be reported elsewhere.
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