When there is a production system with excess capacity, i.e., more capacity than the demand for the foreseeable future, upper management might consider utilizing only a portion of the available capacity by decreasing the number of workers or halting production on some of the machines/production lines, etc., while preserving the flexibility of the production system to satisfy demand spikes. To achieve this flexibility, upper management might be willing to attain some pre-determined/desired performance values in a production system having identical parallel machines in each work center. In this study, we propose a framework that utilizes parallel neural networks to make decisions on the availability of resources, due-date assignments for incoming orders, and dispatching rules for scheduling. This framework is applied to a flexible manufacturing system with work centers having parallel identical machines. The artificial neural networks were able to satisfactorily capture the underlying relationship between the design and control parameters of a manufacturing system and the resulting performance targets.
Introduction
In the global competitive market, several factors might affect the management of demand and capacity. For example, seasonality in demand, a new competitor in the global market, or an economic or political crisis might force underutilization of the available capacity. In any of these cases, upper management might not have the luxury of running production at capacity for a long period of time. One alternative might be to reduce short-run operational capacity by shutting certain production lines/work stations/machines while preserving the flexibility to satisfy demand spikes. This could lead to opportunities for larger orders if the incoming orders are satisfied while achieving some critical and conflicting objectives such as faster delivery speed, greater reliability, higher customer satisfaction, and minimum cost. To achieve these objectives, management might need a decision-support tool that will provide the optimal resource structure and scheduling policy. For a given resource structure and scheduling policy, computing the performance of a production system is straightforward. However, to employ "what-if" analysis requires simulation. If the goal is to maintain certain performance measures at predetermined levels to accommodate the unexpected demand, then a what-if approach, which might require extensive simulation, may not be feasible at the operational level. Therefore, an intelligent decision system is necessary to support management's operational decisions in the short run.
Our goal is to utilize neural networks and simulation as tools for scheduling jobs on the shop floor of a flexible manufacturing system setting in order to achieve the desired system goals set by upper management; specifically we will determine the number of machines in each work center (WC) (design decision), the priority rule used on the shop floor and the due date (scheduling decision) for incoming orders.
Literature Review
A flexible manufacturing system (FMS) is a computer-controlled production system with a set of connected CNC machines in which routing, loading, and scheduling operations are controlled by a central computer. Fry and Smith (1989) consider the most significant objectives for an FMS as meeting the due dates; maximizing the system and machine utilization rates; minimizing the level of work in process inventory; maximizing the production rate; minimizing the setup, preparation, and team change times; minimizing the mean flow time; maximizing the capability of performing jobs at parallel work stations; and operating according to the predetermined capacity. In an FMS system, design decisions include selection of hardware, machine types, part types, the material handling system, tools, apparatuses and pallets, and staffing.
Control process decisions address short-to medium-range operational issues such as general planning, system setup, and scheduling. Mellichamp and Wahab (1987) identify testing on a small-scale physical model of the system, using analytical methods and simulation as approaches for performance analysis of design alternatives. Chan and Rathmill (1985) propose a three-step approach that includes planning, design, and system setup in an FMS. Stecke (1983) shows that the system performance in an FMS literally depends on selected job loading and control strategies. Edghill and Cewsswell (1986) conclude that generalized control mechanisms will result in performance levels inferior to mixed scheduling policies.
Flexibility in an FMS makes it difficult to use analytical methods to find the optimal solution to planning, scheduling, and control problems (Mahmoodi et al., 1999) . When analytical methods are used, the original system is usually over simplified. Even in this case, the resulting problem requires extensive computational power because most of the scheduling problems in a manufacturing system are NP-hard problems (Chryssolouris et al., 1990) . Therefore, methods like simulation, artificial neural networks (ANNs), simulated annealing, and metaheuristics are typically utilized to address such complexities. For example, Sridharan and Babu (1998) use simulation to investigate the effect of scheduling rules on the FMS performance. Sabuncuoglu and Karabuk (1998) recommend artificial intelligence algorithms for solving scheduling problems in an FMS environment. Fonseca and Navaresse (2002) conclude that ANNs can be used as a valid alternative to a simulation approach. Some of the other approaches used in FMS design and control are genetic algorithms for FMS scheduling (Jawahar et al., 1998) , a mathematical modeling approach to optimally solve job shop problems (Gomez et al., 2005) , artificial neural networks (Vujosevic, 1994) , a hybrid dynamic programming approach based on a genetic algorithm in FMS scheduling (Yang, 2001) , an inductive learning and neural network method for multi-purpose FMS scheduling (Kim et al., 1998) , a multi-objective simulated annealing approach (Loukil et al., 2005) , and a multi-objective scheduling framework for hierarchical FMS control (Tung et al., 1999) . Unless simplistic assumptions are made to model and solve these complex problems, the number of control variables in designing and controlling any automated manufacturing system is usually very large. Hence, solving design and control problems simultaneously in an FMS setting might require a vast amount of data and/or an extensive amount of computational effort.
An alternative might be utilizing a combination of the above-mentioned methods to determine a good solution efficiently. One way to speed up this process is to utilize ANNs and simulation together. Neural networks have several applications including scheduling and production system design on FMS problems (Chryssolouris et al., 1990 and Feng et al., 2003) . Vujosevic (1994) proposes an FMS design framework integrating simulation and a rule-based initial processor that compares simulation results with target values. Given a set of targeted performance measures, Chryssolouris et al. (1990) determine the number of machines in each WC in an FMS. Cakar et al. (2005) extend this work to also select the priority rule used in scheduling. Phillom et al. (1994) propose a method to determine the due date for incoming orders using ANNs along with alternative due-date selection rules. We synthesize the approaches of Chryssolouris et al. (1990 ), Phillom et al. (1994 , and Cakar et al. (1998) to determine the number of machines and the priority rule to be used in scheduling the jobs at each WC, while simultaneously assigning due dates. In section 3, first, we will describe the framework in designing and controlling a manufacturing system having parallel identical machines in each work center. Then the detailed description on how parallel artificial neural networks are trained is followed by how the optimal number of machines in each work center to achieve performance goals is determined. In section 4, we will present an experimental FMS and describe the production environment. Then, we will apply the framework presented in section 3 to this production setting to describe the steps of the framework.
A Framework for Solving the FMS Design Problem
In this paper, our goal is to design a flexible machine system to attain the performance goals supported by management. It is assumed that management will set the target performance measures' values by utilizing their experience in the production facility. Furthermore, management's goal is not to minimize the total manufacturing cost; a more expensive option in order to bring more flexibility to accommodate possible demand spikes may be chosen.
It is assumed that the production system has multiple work centers, each having parallel identical machines. The routings for parts through the FMS system are assumed to be known.
The parts are processed at each work center after a setup is performed. The setup time and processing time are assumed to be random variables. The control variables in achieving these objectives are the number of machines in each WC, the priority rule to be used in scheduling, and the due-date assignment for incoming orders.
Let P denote the number of potential dispatching rules that can be utilized on the shop floor and K be the number of due-date assignment alternatives. We provide a short description of the framework to achieve the performance requirements as follows:
Step 1: Obtain the training and test data sets for neural networks by simulating the production system for K priority rules and P different due-date assignment scenarios in parallel.
Step 2: Train and test KP parallel Back Propagation Artificial Neural Networks (BPANNs).
Step 3: Input performance measures (management goals) to the KP-trained BPANNs to obtain solution alternatives.
Step 4: Validate the results by re-simulating the manufacturing system. Obtain performance measures of the solution alternatives (which are the output of the BPANNs).
Step 5: Select the best alternative using the simulation results.
Note that the results obtained from ANNs are an approximation to the simulation results for a non-deterministic manufacturing system. As a result, one needs to validate the configurations given by ANNs by re-simulating the manufacturing system.
The proposed approach is closely related to an inverse scheduling framework. The goal is not to optimize any scheduling criteria; it is to determine a design and control scheme that minimizes the deviation from managerial goals. In the literature, it has been shown that using inverse optimization, one can find a solution with zero deviation for linear programs (Ahuja and Orlin, 2001) . Koulamas (2005) shows that some of the inverse scheduling problems can be formulated as a linear programming problem. Furthermore, he characterizes some instances of inverse scheduling problems that can be solved in polynomial time where the corresponding forward problem is NP-hard. In our case, the mathematical model can be classified as a multiobjective stochastic nonlinear mixed-integer problem. As a result, we do not expect to obtain an optimal solution. We will discuss the framework presented above in more detail in sections 3.1 and 3.2.
Training Artificial Neural Networks Using Simulation
In this study, we utilize a framework where a BPANN is used along with simulation to determine a production layout and scheduling plan to achieve system performances that are as close as possible to management goals. Simulation is used in both training the BPANNs and testing the results. Simulation experiments programmed in SIMAN (1990) are designed to determine the effect of the scheduling and priority rule decisions on performance criteria. Input for the simulation module is the number of machines at each WC, the priority rule used in scheduling, information on incoming orders, and the due date of each order. Output is the performance measures. Alternative configurations are obtained by manipulating the number of machines and job priority rules at each WC. The input and output of the simulation models are used to train the BPANNs. These outputs are also used as a test set for BPANNs to determine if the BPANN proposes reliable results or not. Each BPANN has a unique momentum coefficient and learning rate, usually found by intensive experimentation. The learning rate determines the size of the node weight adjustments during training to control the rate at which BPANN's attempt to learn. Although a higher learning rate results in faster learning, it can also lead to training instabilities and divergence. The momentum factor is the coefficient that smoothes learning to achieve overall algorithm stability and support fast learning. The parallel use of KP BPANNs provides KP-alternative solutions and increases the possibility of having good-solution configurations. After the BPANNs are successfully trained and tested, they can be utilized to find the system configuration that will provide performance values that are as close as possible to the targeted ones.
Determining Optimal Number of Machines in Each Work Center to Achieve Performance Goals
After training and testing is completed, the trained KP BPANNs determine the number of machines in each WC, the due-date assignment rule, and a priority rule, in order to schedule incoming orders to achieve performance measures set by management goals. Since the production system/data is not deterministic, these KP-solution alternatives are re-simulated to obtain performance measures for each alternative. The alternative with the minimum Mean Absolute Percentage Error (MAPE) is selected, where
PM is the target performance value of the i th performance measure,
PM is the obtained performance value of the i th performance measure, and N is the number of performance measures.
Note that the total number of alternatives for a sample with M work centers, K possible due dates, P alternative scheduling rules, and possibly L identical machines in each WC is (L) M *K*P. It would be very difficult to simulate all of these alternatives to find the best solution in a reasonable amount of CPU time. Even when all of the input (data) is deterministic, this problem is a multi-objective nonlinear mixed-integer program. For example, if completion time is one of the sub-objectives in a multi-objective programming model for a job shop, the multiobjective problem is NP-complete, since the job-shop problem with minimum completion time objective, in its general form is NP-complete.
Computational Experimentation
In this section, we will apply the proposed framework described in section 3 to a hypothetical flexible manufacturing system. First, we will discuss the experimental setup, which includes information about the production system and part types. Then, we will present upper management's targets for this production facility. Finally, we will describe how we have utilized parallel BPANNs to solve such a complex FMS design problem.
Experimental Setup
In this study, we consider an experimental FMS with four WCs, a loading/unloading robot, and an automated guided vehicle (AGV). The layout of the FMS is shown in Figure 1 . Each WC has, at most, five identical parallel machines. Production requirements are driven by downstream assembly or machining operations. We consider five different part types having equal arrival probability and different production requirements. Parts are transferred to work stations in batches of ten. If a production requirement is more than ten components, then the demand is split into transfer batches. Each transfer batch is defined as a job. The inter-arrival rate for jobs is ten time units and exponential. The experimental FMS that we consider is similar to the one by Cakar et al. (1998) .
For Figure 1 see page : 20.
In Table 1 , we present the routes for each part, batch sizes, setup time (S.T.), and processing time (P.T.) of each part type at each WC. Setup time and processing time for each operation at the WCs are assumed to be normally distributed (N(x, y) with mean x and standard deviation y). In Table 1 , for example, Part 4, having a batch size of 420, is routed through WC 1
and WC 3 and, thus, has two operations. The setup time for part 1 at WC 1 is normally distributed with a mean of 4 and a standard deviation of 2. Similarly the processing time at that WC is N(6, 1).
For Table 1 see page : 17 Jobs are scheduled in a work center according to one of the following priority rules:
Shortest Processing Time (SPT), Longest Processing Time (LPT), or First-Come-First-Served (FCFS). Furthermore, the due date for each job is determined using the total work content method (Baker, 1984) where the due date of a job is k times its total processing time in the system. k can take values of 2, 3, 4, 5, 6, 7, 8, or 9.
The performance measures of interest are mean flow time ( F ), mean tardiness (T ), maximum completion time (Cmax), and machine utilization rates ( i  ) at each WC i . Note that the framework presented in section 3 is independent of the dispatching rule/scheduling heuristic that is utilized. Furthermore, this framework can be adapted to any due-date assignment rule, as long as the decisions about due dates can be discretized.
Training and Testing the Neural Network
The neural network that is being trained by the simulation experiments has 7 input nodes, 30 hidden nodes, and 4 output nodes (see Figure 2) . We have 8x3=24 parallel neural networks based on three different scheduling rules (SPT, FCFS, and LPT) and 8 possible values of k.
For Figure 2 see page : 21
We train and test each BPANN on 100 test problems. In Table 2 , we present the results on the proposed BPANNs. In this table, SPT k , LPT k, and FCFS k denote the priority rules SPT, LPT, and FCFS and the due-date determination coefficient k. We summarize the error in both training and test phases. In Table 2 , we summarize the learning rate, momentum coefficient, number of iterations, and error rates in the training set and test set for each of the 24 neural networks. Each BPANN has four output nodes. As a result, the total number of experiments for each priority rule and k combination is 400. The error rate is calculated using the number of output nodes, which yields an incorrect result. For example, BPANN#07 using LPT 7 (i.e., the priority rule for scheduling is LPT and the due-date determination coefficient is 7) has six output nodes, which yielded incorrect results. Thus, the error rate in the training set for LPT 7 is 1.50%.
This also results in an error rate of 9% in the test set for LPT 7 . However, the success rate is over 98% for all BPANNs. This is ensured by additional training until the success rate is over 98%.
The average number of iterations to train the BPANNs is 810,417. The average errors in the test set and training set are 0.06% and 0.94%, respectively. After training and testing is complete, we use the BPANNs to find the configuration that will yield results that are as close as possible to the targeted ones.
For Table 2 see page : 18
Using BPANNs to Achieve Targeted Goals
In the experimental FMS considered, it is assumed that management goals are a mean flow time ( When these performance values are inputted to the parallel BPANNs (see Figure 3) , each trained BPANN gives an alternative solution. We then validate the results obtained from the BPANNs by using the solutions given in Table 3 as input to the simulation model. After the simulation runs, we compare the resulting simulation performance measures with those for which we aimed. We sort the alternative solutions in increasing order based on the MAPE value and select the alternative with the minimum MAPE value. For the experimental setting described above, the average MAPE is 158.5%. Furthermore, it is observed that FCFS is the most efficient priority rule. Four out of the six best solutions utilize the FCFS priority rule in scheduling to achieve the targeted performance rules. On the average, FCFS finds a solution with MAPE of 102.3%. This is 181.3% with LPT and 259% with SPT priority rules. As can be seen in Table 3 , the best solution alternative for this example is 2-2-3-2, FCFS, k=5 (i.e., two machines in WC1, two machines in WC2, three machines in WC3, and two machines in WC4; the FCFS priority rule used in scheduling; and the due date for the current batch as current time plus five times the total processing time of the job when the TWK method is utilized). Note that the objective function that is minimized has seven components, some of which might be conflicting.
Furthermore, the data is not deterministic. As a result, for the set of targeted performance values aimed at by management, having FCFS as the most efficient dispatching rule on the shop floor should not be a surprise.
For Table 3 see page : 19.
Conclusion
In this paper, we have utilized artificial neural networks to model a highly nonlinear system, a multi-objective nonlinear optimization problem in a manufacturing system having identical parallel machines in each work center, in which the goal is to obtain a solution that is as close as possible to management goals. Management can utilize the proposed framework to effectively manage the capacity of the production plant while achieving certain performance measures. This framework will be beneficial especially in environments where a trained workforce is abundant, or workers can be trained in a short amount of time to perform the required operations. Results from the case study indicate that the artificial neural networks were able to satisfactorily capture the underlying relationship between the design and control parameters of a manufacturing system and the resulting performance targets.
Note that the framework presented in this paper not only applies to systems having excess capacity due to low demand but also to systems in which there is enough demand that makes the capacity a bottleneck. However, in this case, determination of the number of machines might become irrelevant. The framework can then be utilized to find the priority rule and due-date determination coefficient in order to have a solution as close as possible to the targeted ones.
This framework can be extended to any other input data (i.e., generated by different probability distributions), due-date assignment rule, and alternative dispatching rules (e.g., ATC, etc.). Based on the number of factors to be considered, the computational time to train-testgenerate alternative solutions might increase significantly. However, this framework will still reduce the number of alternatives to be simulated significantly, and thus it will still be computationally more efficient compared to a standalone simulation approach. 
