Polynomials
pn(x) of given degree n (2:0) of best approximation to a given real function f(x) on a given real finite point set E have various properties in common, especially those relating to oscillation of the difference f(x)-pn(x); here approximation is measured according to any of the classical deviations (i.e. measures of approximation), such as those of Tchebycheff and least pth powers (p>0).
In the present paper we study such properties in a systematic manner. The totality of extremal polynomials for the classical deviations and unspecified positive weights is identical with the totality of juxtapolynomials as defined below, and § §1-3 are devoted to the striking relation between juxtapolynomials and weak oscillation oi f(x)-pn(x) on E. Then § §4-6 consider the properties of boundedness, closure, and connectedness of the set of juxtapolynomials, while § §7-9 study the characterization of juxtapolynomials relative to the special classical norms of p> 1, of Tchebycheff, and of 0<p<l.
Part II of this paper, to be published separately, contains further developments based on the consideration of polynomials of best approximation and the corresponding weights as points in (ra-f-l)-space and w-space. Introduction.
A polynomial of degree n is a function of the form a0z" +aizn~l+ ■ -■ +a".
We say that the polynomial qn(z) of degree n is a closer polynomial to f(z) on E than pn(z) (also a polynomial of degree n) provided qn(z)^pn(z) and provided (0.1) \f ( If there exists no closer polynomial to f(z) on E than p"(x) it is called a juxtapolynomial to f(z) on E. If E contains fewer than n + 1 points, there exist infinitely many polynomials of degree n coinciding with f(z) on E, so this case is henceforth excluded.
Remark. If p"(z) is a juxtapolynomial to f(z) on E, then it is also a juxtapolynomial to f(z) on any set containing E.
If E and/(z) are given, there always exists a juxtapolynomial of degree n to f(z), indeed one coinciding with/(z), on a subset of E consisting of n + l points; hence there exists a juxtapolynomial of degree n to f(z) also on E. In this connection, compare Lemma 3 below.
A polynomial of given degree of best approximation for any of the classical deviations with positive weights is a juxtapolynomial; the same is true for any monotonic deviation 5[5i, 52, • • ■ , 5m], 5k = \f(zk) -pn(zk) \, namely provided 5 is positive if zZ Sk>0, and provided S decreases when all the nonvanishing Sk decrease and the vanishing 5* remain unchanged. This concept is essentially due to Fejer (1922) ; compare [4, §3] .
If we choose f(z) =zn+I, the polynomial zn+l-pn(z) is an extremal polynomial or is a T-polynomial if it minimizes a deviation, and if (0.1) and (0.2) are impossible is called an infrapolynomial.
The concept of infrapolynomial is due to Fekete and von Neumann; the analogous concept of juxtapolynomial is called by Fekete [2] nearest polynomial, a term which we reserve for extremal polynomials that minimize a given deviation.
If pn(z) is a juxtapolynomial to f(z) on E and different from f(z) there, then pn(z) is a polynomial of best approximation to f(z) on E in the sense of Tchebycheff with weight function l/|/(z)-pn(z)|, for the inequality
is impossible if qn(z) is a polynomial of degree n. This remark generalizes a remark made by Fekete [l] concerning /-polynomials. The following lemma is not as trivial as it might seem at first sight:
Lemma 0. Every juxtapolynomial pn(x) of degree n to a real function f(x) on a real finite point set E containing at least n + l points is also real.
If pn(x) satisfies the hypothesis, we set pn(x)=pj (x)+ipn'(x), where pn (x) and pn'(x) are polynomials of degree n which are real for real x, If pn' (x)^0 we show the existence of a closer polynomial qn(x)=p" (x) +ern(x) than p"(x) to f(x) on E, where the real polynomial r"(x) of degree n is to be defined, and e (>0) also to be determined.
The totality E' of points of E in which pi' (x) vanishes is not greater than re in number. On E' where pf. (x) =/(x) we set r"(x)=0; thus (0.2) is satisfied in such points. On E' where pn (x)9*f(x) we set sig r"(x)=sig [/(x)-pH(x)}, so (0.1) is satisfied in such points if € is sufficiently small; our total conditions on the values of r"(x) relate to a number of points x not greater than n. On the finite set E -E' we have \f(x)-pi[ (x)\ < |/(x) -p"(x)|, so (0.1) follows for e sufficiently small. Then qn(x) is a closer polynomial to f(x) on E, contrary to the hypothesis that pn(x) is a juxtapolynomial. J UXTAPOLYNOMIALS 1. Weak oscillation. We say that a real function cp(x) oscillates weakly on the real set E: (xi, x2, • • • , Xx), where Xi<x2< ■ ■ • <xx, provided we have either (1.1) or (1.2):
A pair of adjacent inequalities on cp(x) here may be said to define a weak sign change of cp(x) on E, and of course define a (strong) sign change if the equality signs are omitted. If the equality signs are omitted in (1.1) and (1.2) we have (strong) oscillation of cp(x) on E in the usual sense, of which weak oscillation is a limiting case as E remains fixed and the values of cp(x) change continuously and suitably on E.
A continuous function tp(x) has a double zero at a point x0, with cp(xQ) =0, if it does not change sign there, in the sense that cp(x) =0 or tp(x) ^0 throughout some neighborhood of x0. With this convention (due to S. Bernstein, 1926) we have That is to say, a suitable set of\ -l zeros oftp(z) separates weakly the points of E.
It will be noted that no zero yk is enumerated as such more than once, and it is a consequence of the following discussion that multiple enumeration as successive zeros can occur only twice, namely for a double zero of tp(x).
Case I. cp(xx) = cp(xi) = • • • =cp(x\) =0. Here we need merely set yk = Xk, k = l, 2, ■ ■ ■ ,X-1.
Here X is even and either c/>(x) has a sign change in Xi<x<Xx other than at a point xk or <p(x) has at least one double zero at some Xk in Xi<x<xx; in either case the yk exist satisfying the conclusion.
Case III. cp(xi)>0, cp(x2) = ■ ■ ■ =c/>(xx_i) =0, cp(x/)>0. Here X is odd, and again either cp(x) has a sign change in Xi <x <xx other than at a point xk or cp(x) has at least one double zero at some X* in xx <x<X\.
Case IV. cp(xi)>0, 0(x2) = • • • =c/>(xx)=0. We need merely set Xi<y! = xi<y2 = x3< ■ ■ ■ <yx_i=xx.
All other cases under Lemma 1 can be handled from the cases already treated, by reversing the signs of the assumed inequalities on c/>(x), by reversing the sense of the inequalities on the xk and y*, and by combining the various cases in sequence; thus two cases may be combined if the terminal point of one set is the initial point of the second set, namely a point X*, for which <p(xk) >0 or cp(xk) <0.
It may be noticed that we have not needed in Lemma 1 the complete continuity of the function d>(x); it is sufficient if the algebraic sign of <p(x) cannot reverse as x moves along an interval unless <p(x) vanishes somewhere on that interval. This latter requirement is weaker than the (Darboux) property of assuming all intermediate values on any interval on which it assumes two values.
Lemma 2. // a polynomial pn(x) of degree n has at least n + l weak sign changes on a set Xi, x2, • • • , x»+2, then pn(x) vanishes identically.
For a polynomial, a double zero in the sense above defined is a zero of order at least two in the usual sense. Under the hypothesis of Lemma 2, pn(x) has by Lemma 1 a number of zeros on Xi2Sx = x"+2 which is at least n + l, so p"(x)=0. and also a polynomial of degree n of best approximation tof(z) on a set E" with deviation 5" [/(z) -pn(z) ], then pn(z) is a polynomial of degree n of best approximation to f(z) on the set E = E'+E"
If qn(z) is an arbitrary polynomial of degree n, we have the extremal properties
and by addition these inequalities imply
this completes the proof. We remark that under the hypothesis of Theorem 1, any polynomial minimizing 5 also minimizes 5' and 5". Theorem 1 is needed in our proof of Theorem 2.//£: (xi, Xo, • • • , x\) is an arbitrary real set with Xi<x2< • • • <x\, X^re + 2, if f(x) is an arbitrary (real) function defined on E, and if pn(x) is a polynomial of degree n such that f(x) -pn(x) has at least n + l consecutive weak sign changes on E, then p"(x) is a juxtapolynomial of f(x) on E, and indeed is a polynomial of best approximation to f(x) on E in the sense of least first powers.
Since f(x) -pn(x) has at least re + 1 weak sign changes on E, it oscillates weakly on some subset E0 of E containing precisely w + 2 points. On E0 we may replace/(x) by its equal, a polynomial Pn+i(x) of degree m + 1, so P"+i(x) (x) on Eo, pn(x) is a polynomial of best approximation to/(x) on P0 in the sense of least first powers with suitable weights.
Every point of E belongs to some subset E0 of n + 2 points on which f(x)-p"(x) oscillates weakly. For if we have one such set E0, an arbitrary point X oi E -Eo which lies between two points of EQ may be adjoined to E0 provided one or the other points of £0 adjacent to X is deleted from E0 in such a way as to preserve weak oscillation; an arbitrary point X of E -E0 which does not lie between two points of Eo may be adjoined to Po provided a suitable one of the original endpoints of P0 is deleted.
By application of Theorem 1 to a number of suitable subsets E0 of E, where the totality of such subsets contains E, it follows that pn(x) is a polynomial of best approximation to f(x) on E in the sense of least first powers with suitable positive weights. Consequently pn(x) is also a juxtapolynomial to f(x) on E. Theorem 2 is established.
The first part of Theorem 2 can be established still more simply. Suppose
has at least m + 1-weak sign changes on E; we assume (0.1) and (0.2) for some polynomial qn(x)(^pn(x)) of degree n and shall reach a contradiction. It follows from (0.1) that qn(x)-p"(x) has the same algebraic sign as does f(x) -pn(x) on E where f(x) -pn(x) 9*0, and it follows from (0.2)
also has at least m + 1 weak sign changes on E, and by Lemma 2 vanishes identically, contrary to assumption.
3. Weak oscillation and least first powers. Theorem 2 is contained in Theorem 3. Let the real function f(x) be defined on the real finite set E containing at least n + 2 points. The three classes of polynomials pn(x) of degree n defined by each of the following properties are identical:
(1) f(x) -pn(x) has at least m + 1 weak sign changes on E, (2) pn(x) is a juxtapolynomial to f(x) on E, (3) pn(x) is a polynomial of best approximation to f(x) on E in the sense of least first powers with some, positive weights.
We have shown that (1) implies (2) and (3); (3) obviously implies (2); it remains to prove that (2) implies (1): If pn(x) (by Lemma 0 necessarily real) is a juxtapolynomial of degree n to f(x) on E, then f(x) -pn(x) has at least m + 1 weak sign changes on E.
If the sequence f(xi) -pn(xi), f(xi) -pn(xi), ■ ■ ■ exhibits no more than n (weak) sign changes on E, there exists a polynomial qn(x) of degree n which vanishes where <p(x)=f(x)-pn(x)
vanishes on E, and otherwise on E has the same algebraic sign as/(x) -pn(x). To count sign changes here, at a point X of E where <p(X)9*0 we write d>(X)>0 or d>(X)<0; at successive zeros Xx, X2, ■ ■ • following (and preceding) such a point X we write alternately 4>(Xi)£0, 4>(Xt)^0, etc. or <f>(Xx)^0, cp(X2)^0, etc. In defining qn(x) we may place a double zero of qn(x) at a zero xk of <p(x) which is flanked by two similar inequalities such as <p(xk-x)s^0, t/>(xt+i) 2:0 at least one of which is strong. Then for suitably chosen e (>0), the function <p(x) -eg"(x) vanishes wherever tp(x) vanishes on E, and at all other points of E is numerically less than d>(x), so Pn(x) +eqn(x) is a closer polynomial to/(x) on E than is pn(x), contrary to hypothesis. Theorem 3 is established.
For given positive weights, the polynomial of best approximation in the sense of least first powers need not be unique [5, Theorem 1.1 ].
It will be of interest to formulate the Remark. // pn(x) arecf g»(x) are different juxtapolynomials of degree re to f(x) on a point set E: (xi, x2, • • • , x"+2) consisting of n + 2 points, x*<x*+i, it is not possible to have the inequalities
If these inequalities are valid, subtraction yields
whence by Lemma 2 we have qn(x)=pn(x).
A simple test is available for determining whether (3.1) or (3.2) is characteristic of the set of juxtapolynomials to f(x) on the set E, namely if we have (-l)n+1A>0 or (-1)"+1A<0, where A is
and where yk=f(xk), then the order is as in (3.1) or (3.2) respectively. We also have to Theorem 3 the Corollary.
If the real finite set E contains more than n + 2 points, if pn(x) is a juxtapolynomial of degree n to f(x) on E, then pn(x) is also a juxtapolynomial to f(x) on some subset E0 of E consisting of n+2 points.
Since f(x) -pn(x) has at least re + 1 weak sign changes on E, it has n + l weak sign changes on a subset E0 oi E consisting of re + 2 points, and consequently (Theorem 3) p"(x) is a juxtapolynomial to/(x) on £0-
The Corollary expresses precisely the fact that if the real set E contains at least m+2 points and if pn(x) is a polynomial of degree n of best approximation to/(x) on E in the sense of least first powers with given weights, then pn(x) is a polynomial of best approximation to/(x) on some E0 in the sense of least first powers with suitable weights.
It is clear that the determination of all juxtapolynomials of degree n to a given function/(z) on a set P of m + 1 points is trivial, for there exists a unique polynomial of degree n coinciding with/(z) on E, and this is the unique juxtapolynomial. However, by the Remark in the Introduction, we may formulate Lemma 3. If f(z) is given on a set E of at least n + 2 points, any polynomial p,i(z) of degree n which coincides with f(z) on a subset E' of E containing m + 1 points is a juxtapolynomial to f(z) on E.
Any such pn(z) will be called an interpolation polynomial to f(z) on E.
Topological properties of the set of juxtapolynomials 4. Boundedness. Certain properties of the entire set of juxtapolynomials to/(x) on E are of interest:
Theorem 4. Given a real finite set E containing at least n + 2 points and a function f(x) defined on E, the set of juxtapolynomials p"(x) of degree n to f(x) on E is bounded on every bounded set.
Since E is finite, it contains only a finite number of subsets each consisting of n+2 points, so by the Corollary to Theorem 3 it is sufficient to treat the case that E consists of precisely m + 2 points (xx, x2, • ■ • , xn+i). Lagrange's interpolation formula expresses pn(xn+i) linearly in terms of pn(xi), ■ ■ ■ , pn(xn+i), say pn(xn+i) = zZi+1 Bkpn(xk) for an arbitrary polynomial pn(x) of degree n, where the ft do not depend on pn(x). Then we may write for every polynomial n+2 (4.1) zZ yk[f(xk) -pn(xk)] = 7, yk 9* o, k=l and if (as we now suppose) f(x) is not identically equal to any polynomial of degree n on E, we have 75^0; if f(x) is equal to a polynomial of degree n on E, of course the set of juxtapolynomials consists of that single polynomial, bounded on every bounded set.
By the remark following the proof of Theorem 3, either (3.1) here wk is the value of the first member of (4.4) when p"(x) is the interpolation polynomial taking the values/(x) on E -xk. To prove the boundedness of all juxtapolynomials of degree re to a variable (uniformly bounded) function f(x) on a variable set E, it is thus sufficient to consider the special juxtapolynomials which coincide with/(x) in re + 1 points of E. In particular, if E\ is a uniformly bounded variable finite point set containing at least n + 2 points, if the variable function f\(x) defined on E\ is uniformly bounded, and if the distance between consecutive points of E\ is bounded from zero, then the totality of all juxtapolynomials for all E\ and for all f\(x) is uniformly bounded on every bounded set, for all X. The condition that the distance between consecutive points of E\ be bounded from zero is essential to the conclusion, as is shown by the example re = l, E\ containing three points and otherwise merely restricted to the interval (0, 1), and/x(x) taking on but the two values zero and unity. The special juxtapolynomials coinciding with /x(x) in two points of E\ are not uniformly bounded.
5. Closure. Here we prove Theorem 5. Iff(x) and a real set E(xlt x2, ■ • • , xm) containing at least n + 2 points are given, the set of juxtapolynomials to f(x) on E is closed.
We need to show that if /i(x), f2(x), ■ ■ ■ are a sequence of juxtapolynomials of degree n to f(x) on E which converge (necessarily uniformly on every bounded set [6, Lemma 2]) to a polynomial P(x) of degree re, then P(x) is also a juxtapolynomial of degree n to f(x) on E. Since E is finite, there exists only a finite number of subsets of E each of re+ 2 points. An infinite number of the/"(x) are juxtapolynomials to/(x) on some fixed subset Ea of E consisting of re+2 points, by the Corollary to Theorem 3, and by the Remark to Theorem 3 only one of the sets of inequalities like (3.1) and (3.2) is pertinent; we except the trivial case fn(x) =/(x) on E for every n.
Such a set of inequalities as f(Xx)-fk(Xi) 2:0, f(X2)-fk(Xi) gO, • • • , valid for every k is also valid for the limit function P(x), which by Theorem 3 is a juxtapolynomial to/(x) on Eo and on E. In connection with the closure of the set of juxtapolynomials, also the following theorem is significant: Theorem 6. Let E be an arbitrary point set, let F be a family of approximating functions defined on E, and let cb, cf>i, c/>2, cf>3, ■ • • be a sequence of functions each defined on E. Let 8k -8k(tpk -g) or 8k(cf> -g) be a measure of the deviation on E of cpk or <j> from an arbitrary function g of F, defined for k = 1, 2, • • • , and let also 8 = 8(cp -g) be a measure defined for cp and every g of F. Suppose 5 has the property lim h(<Pk -fk) = 8(cb -f) whenever cpk->cp and fk->/ uniformly on E, where f and the fk belong to F. If cpk->cp uniformly on E, if fk and f are functions of least deviation 8k to cpk and cp on E respectively, and if fk->f uniformly on E, then f is a function of F of least deviation 8 to cp on E.
We have by hypothesis for an arbitrary g in F 8k(4>k -g) = 8k(tbk -fk), whence by taking limits 8(cb -g) ^ 5(t>-f), as we were to prove. In Theorem 6 are included the classical norms for approximation by polynomials of fixed degree n in the sense of least weighted pth powers, 0<p, where the function approximated, the exponent p, and the weight function all vary continuously. Deviations 8k(cp, g) and 8(tp, g) may also be considered in generalizing Theorem 6, which depend on the functions tp and g otherwise than merely on their difference.
6. Connectedness. A further property of the totality of juxtapolynomials is expressed in Theorem 7. Let E: (xi, x2, • • ■ , xm) be a set of m (^m + 2) real distinct points and letf(x) be given on E. In the space ofn + 1 real dimensions representing a real polynomial of degree n by its coefficients, the set of juxtapolynomials of degree n to f(x) on E is connected.
If m=n + 2, any two such juxtapolynomials pn(x) and qn(x) can be connected linearly; for by the Remark to Theorem 3 we have (xk<Xk+i) either
or the reverse inequalities. Inequalities in the original sense are then valid also for the function
which is therefore (Theorem 3) likewise a juxtapolynomial to f(x) on E. Indeed, we have proved that for m=n + 2 the set of juxtapolynomials is convex.
For arbitrary m, any two juxtapolynomials which oscillate weakly on the same subset E0 of E containing precisely re + 2 points can be connected linearly by juxtapolynomials, so we need merely prove that some juxtapolynomial on any subset £0 of E containing re + 2 points can be connected to some juxtapolynomial on any other subset Ex oi E also containing re + 2 points. It is sufficient to prove this fact for such subsets E0 and Ex which have re + 1 points in common. However, any (interpolation) polynomial of degree re coinciding with/(x) in these latter ra-f-1 points is a juxtapolynomial on both E0 and Ex, by Lemma 3, so Theorem 7 is established.
We add the remark that for approximation in the sense of least first powers with given weights on a given set E of m 2: re + 2 points to f(x) by a polynomial of degree n, the set of polynomials of best approximation forms a convex set. Theorem 8. Let the real function f(x) be defined on the real finite set E containing at least n + 2 points, and suppose f(x) is not identical on E to any polynomial of degree re. The three classes of polynomials pn(x) of degree re defined by each of the following properties are identical, and (3) is independent of p (> 1):
(1) f(x)-pn(x) has at least n + l strong sign changes on E; (2) pjx) is a proper (i.e. different from f(x) at each point of E) juxtapolynomial to f(x) on some subset E0 of E containing n+2 points; (3) pn(x) is a polynomial of best approximation to f(x) on E in the sense of least pth powers (p>l) with some positive weights.
Our proof of Theorem 8 follows in part the method of proof of Theorem 3. If f(x)-pn(x) has at least re + 1 strong sign changes on E, it has « + l strong sign changes on some subset £0 of E consisting of re+2 points, and pn(x) is by Theorem 3 a juxtapolynomial to/(x) on E0, hence is such a juxtapolynomial on E. On E0 we may express/(x) as a polynomial of degree w + 1 [as in 4, §2], so f(x) -pn(x) is on Eo a constant multiple of a polynomial rn+i(x)=xn+1+
• • • which has re + 1 strong sign changes on E0. Then Tn+x(x) is [5, Theorem 5.2] an extremal polynomial on P0 for least pth power norm, and pn(x) is a polynomial (necessarily unique) of best approximation to f(x) on P0 in the sense of least pth powers with suitable weights. Every point of E at which f(x) -pn(x) t^O belongs to some subset Po of E, as in the proof of Theorem 2, and hence by Theorem 1 all such points of E can be adjoined to P0 without altering the extremal character of p"(x). Every point of E at which/(x) -pn(x) =0 can similarly be adjoined to the new Po (see Lemma 4 below), so it follows that (1) implies both (2) and (3).
Lemma 4. // pn(z) is a polynomial of degree n of best approximation to f(z) on a set E containing m ( -n + 2) points, in the sense of minimizing the norm We now prove that (3) implies (1). It f(x)-pn(x) (f^0 on E) has fewer than m + 1 strong sign changes on E, there exists a polynomial qn(x) of degree n which has the same algebraic sign as/(x) -pn(x) at every point of E where f(x) -pn(x) 9*0. We readily compute for small e (>0) d -. where the summations are taken over the subsets of E on which f(x) -pn(x) is respectively positive, negative, or zero. For 6 = 0 the second member reduces to the first two terms and is obviously negative, so pn(x) is not extremal. By Theorem 3 it is seen that (2) implies (1) . This completes the proof of Theorem 8.
Under the conditions of Theorem 8, any polynomial pn(x) satisfying (1), (2), or (3) is also a polynomial of best approximation to/(x) on E0 for suitable weights in the sense of least pth powers (p>l).
However, it may be impossible to choose the set E0 so that p"(x) is also extremal (p>l) to/(x) on E0 with the given weights. For instance, suppose p = 2 and E a set of re + 3 points on which f(x)-pn(x) has re + 2 strong sign changes; there exist weights p.k so that pn(x) is a polynomial of best approximation to f(x) on E in the sense of least squares. Consequently we have the orthogonality of/(x)-p"(x) on E to unity:
There exists no subset Eo of re + 2 points on which the corresponding equation is valid with these same weights pik, so there exists no subset E0 of re + 2 points on which pn(x) is of best approximation to f(x) with the given weights. In the exceptional case f(x)=pn(x) on E, of course pn(x) is a unique polynomial of best approximation to/(x) on E in the sense of least pth power with arbitrary positive weights, even for arbitrary p (>0).
For given positive weights, the polynomial of best approximation in the sense of least pth powers (p>l) is unique; if two different approximating polynomials yield the same deviation, half their sum yields a smaller deviation.
8. Tchebycheff approximation.
We now prove that Theorem 8 is valid also for the case of approximation with positive weights in the sense of Tchebycheff (denoted by p= oo); Theorem 9. Theorem 8 is valid for the case of Tchebycheff approximation, p = oo .
That (1) implies (2) and (2) implies (1) follows from Theorem 3; assuming (1) or (2) the difference f(x) -p"(x) has re + 1 strong sign changes on some subset E0 of E containing re+2 points. If f(x) is represented on E0 by a polynomial of degree re + 1, it follows that f(x) -p"(x) is on E0 a constant multiple of a polynomial Tn+l(x) = xn+l + ■ ■ ■ which has re + 1 strong sign changes on E0, so [4, Theorem 5; 3, §1 ] or by Theorem 3 and a remark made in the Introduction, Tn+x(x) is a polynomial of least Tchebycheff norm on Ea with suitable positive weights, and pn(x) is a polynomial of best approximation to/(x) on Eo: (xx, x2, • • • , xn+2) in the sense of Tchebycheff with suitable positive weights Uk respectively.
Moreover, on P0 both Hk\Tn+x(xk)\ and Uk\f(xk)-pn(xk)\ are [3, §l] constant.
We adjoin to Po all points (xn+3, ■ • ■ , xm) of P -Po, and assign weights p,k to these new points in such a way that Uk\f(xk) -pn(xk) \ <ui |/(xi) -pn(xi) \, k>n+2.
Then the measure of approximation of p"(x) to f(x) is the same on P and Po, and pn(x) is a polynomial of best approximation in the sense of Tchebycheff to/(x) also on E, so (1) and (2) each implies (3) .
If (3) is satisfied with positive weights, suppose f(x)-pn(x) to have no more than n strong sign changes on E; there exists a polynomial qn(x) oi degree n which has the same sign as does/(x) -pn(x) in all points of E where /(x) -pn(x)9*0. For sufficiently small e (>0), the Tchebycheff norm with the given weights of f(x) -p"(x) -eqn(x) is less than that of f(x) -p"(x), so pn (x) is not extremal.
Theorem 9 is now established; it will be noticed that under the hypothesis of. (1) or (2), the polynomial pn(x) is of best approximation in the sense of Tchebycheff to f(x) on E0 with the chosen weights Uk, and on E0 the values Pk\f(Xk) -pn(xk) | are independent of k.
The following conclusion is in contrast to the situation for values of p, 0<p< oo, where a polynomial of best approximation on E in the sense of least pth powers is likewise a polynomial of best approximation on some P0 in the sense of least pth powers, but perhaps only with suitably modified weights.
With the hypothesis (3) it is also true that pn(x) is a polynomial of best approximation to f(x) on some subset of n + 2 points of E on which f(x) -pn(x) has m + 1 strong sign changes and on which p.k\f(xk) -pn(Xk) \ is a constant with the given ptk, namely on a subset of E on which Uk\f(xk) -pn(xk)\ attains its maximum.
Otherwise there exists a polynomial qn(x) of degree n which has the same algebraic sign as does f(x)-pn(x) on all points of E where Ma I f(Xk) -pn(Xk) | attains its maximum; we reach a contradiction as before. This consequence of (3) is classical [Kirchberger (1902 ), Borel (1905 ] in the case that all Lik are unity. Conversely, for fixed weights and some polynomial pn(x) of degree n, if on some set P0 of n + 2 points the values of Uk[f(xk)-pn(xk)] are of the same and maximum modulus and of alternating signs, then pn(x) is extremal on Po; there exists no polynomial q"(x) of degree n which has the same algebraic sign as f(x)-pn (x) at all points of P0, so for no qn(x) can we have \f(x)-pn(x) -qn(x)\ <\f(x)-pn(x)\ on P0. The uniqueness of the polynomial of degree n of best Tchebycheff approximation to f(x) on E with given positive weights follows from the fact that if two such polynomials p"(x) and q"(x) exist, then rn(x)=[pn(x)+qn(x)]/2 is also such a polynomial; since Uj[f(xj) -rn(x/) ]takes the value = pn(x)=qn (x) in at least re + 2 points of E, whence rn(x) =pn(x) =qn(x).
In the exceptional case f(x)=p(x) on E, naturally pn(x) is the unique polynomial of degree re of best approximation to f(x) on E in the sense of Tchebycheff with arbitrary positive weights.
The present writers have previously [5, Theorem 5.3] proved the particular case relating to infrapolynomials of Theorem 3, but not of Theorems 8 and 9:
Theorem 10. Let E be a real finite set containing at least n + l points. The three classes of polynomials Tn(x)=xn+ ■ ■ ■ defined by each of the following properties are identical, and (3) is independent of p, l<p^<x>:
(1) Tn(x) has at least re strong sign changes on E; (2) Tn(x) is a proper infrapolynomial on some subset E0 of E containing precisely n + l points; (3) Tn(x) is a polynomial of least pth power norm (1 <p= °o) on E with some positive weights.
Theorem 10 is a special case of Theorems 8 (p< oo) and 9 (p= oo) where the numbers re are to be adjusted;/ (x) in Theorems 8 and 9 is x" in Theorem 10, and the approximating polynomial in Theorem 10 is xn-7\,(x), of degree re -1.
9. Least pth powers, 0<p<l. We have an analogous theorem which treats approximation in the sense of least pth powers, 0<p<l, precisely as do Theorems 3 and 8-9 for the cases p = 1 and 1 <p = oo : Theorem 11. Let the real function f(x) be defined on the real finite set E containing at least n + 2 points. The three classes (necessarily finite) of polynomials pn(x) of degree re defined by each of the following properties are identical, and (3) is independent of p (0 <p < 1):
(1) f(x) -pn(x) vanishes in at least n + l points of E; (2) pn(x) is a juxtapolynomial to f(x) on E equal to f(x) in at least n + l points of E; (3) pn(x) is a polynomial of best approximation to f(x) on E in the sense of least pth powers (0<p<l) with some positive weights.
That (1) implies (2) is a consequence of Theorem 2, and that (2) implies (1) is obvious. To prove that (1) implies (3), we choose E0, a subset of E containing precisely re + 2 points, at re + 1 points of which/(x) =p"(x). On E0 we replace/(x) by its equal, a polynomial _P"+i(x) of degree re + 1 [as in 4, §2], so f(x) -pn(x) is on Eo a constant multiple of a polynomial Tn+i(x) = xn+1+ • • • which has w + 1 zeros on E0. Then Tn+x(x) is [5, Theorem 1.3] an extremal polynomial on E0 for least pth power norm with suitable weights, and pn(x) is a polynomial of best approximation to f(x) on the set Po in the sense of least pth powers, with those same weights. Every point of E other than the m + 1 zeros assumed to lie in the original P0, forms together with those m + 1 points a possible set Po, and hence by Theorem 1 all such points of E not in the original Po can be successively adjoined to the original Po without altering the extremal character of pn(x).
We have now shown that (1) implies (3) . The converse is immediately available [4, Theorem 6], a result prompted by a remark made to the writers by Professor A. Dvoretzky.
The totality of polynomials satisfying (1) is clearly finite. Theorem 11 is established.
Of course under the conditions of Theorem 11 (compare the comments on Theorems 3 and 8) the polynomial pn(x) is a juxtapolynomial to/(x) on every subset P0 of E containing at least m+2 points and containing m + 1 points on which /(x) =pn(x), and pn(x) is a polynomial of best approximation to f(x) on P0 in the sense of least pth powers with suitably chosen weights.
In Theorem 11 the polynomial of best approximation need not be unique [5, Theorem 1.3] .
Theorem 11 has immediate application to P-polynomials: Theorem 12. Let E be a real finite set containing at least m + 1 points. The three classes of polynomials Tn(x)=xn+ ■ ■ ■ defined by each of the following properties are identical, and (3) is independent of p, 0<p<l:
(1) T"(x) has n zeros on E; (2) Tn(x) is an infrapolynomial on E vanishing in at least n points of E; (3) Tn(x) is a polynomial x"+ • • • of least pth power norm (0<p<l) on E with suitable positive weights.
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