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Abstract
Searching techniques in most of existing neural archi-
tecture search (NAS) algorithms are mainly dominated by
differentiable methods for the efficiency reason. In contrast,
we develop an efficient continuous evolutionary approach
for searching neural networks. Architectures in the popula-
tion that share parameters within one supernet in the lat-
est iteration will be tuned over the training dataset with
a few epochs. The searching in the next evolution itera-
tion will directly inherit both the supernet and the popu-
lation, which accelerates the optimal network generation.
The non-dominated sorting strategy is further applied to
preserve only results on the Pareto front for accurately up-
dating the supernet. Several neural networks with differ-
ent model sizes and performance will be produced after the
continuous search with only 0.4 GPU days. As a result, our
framework provides a series of networks with the number of
parameters ranging from 3.7M to 5.1M under mobile set-
tings. These networks surpass those produced by the state-
of-the-art methods on the benchmark ImageNet dataset.
1. Introduction
Convolution neural networks have made great progress
in a large range of computer vision tasks, such as recogni-
tion [19, 31, 14], detection [10, 23], and segmentation [13].
Over-parameterized deep neural networks can produce im-
pressive recognition performance but will consume huge
computation resources at the same time. Besides, design-
ing novel network architectures heavily relies on human ex-
perts’ knowledge and experience, and may take many trials
before achieving meaningful results [14, 31, 19, 32, 16].
∗This work was done while visiting Huawei Noah’s Ark Lab.
†Corresponding author.
Architecture Top-1 % Latency (ms)
DARTS 73.3 113.2
NASNet 74.0 104.7
PNASNet 74.2 157.69
GDAS 74.0 115.47
CARS-Lat-A (ours) 62.6 41.9
CARS-Lat-B (ours) 67.4 44.9
CARS-Lat-C (ours) 69.5 45.6
CARS-Lat-D (ours) 71.9 57.6
CARS-Lat-E (ours) 72.2 64.5
CARS-Lat-F (ours) 74.0 89.3
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Figure 1. CARS-Lat models are searched on CIFAR-10 dataset
which considers mobile device latency and validation perfor-
mance. The top-1 accuracy is the searched models’ performance
on the ILSVRC2012 dataset.
To accelerate this process and make it automated, auto-
matic network architecture search (NAS) has been pro-
posed, and the learned architectures have exceeded those
human-designed architectures on a variety of tasks. How-
ever, these searching methods usually require lots of com-
putational resources to search for architectures of accept-
able performance.
Techniques for searching network architectures are
mainly clustered into three groups, Evolution Algo-
rithm (EA) based, Reinforcement Learning (RL) based, and
gradient-based. EA-based works, [26, 29, 28, 35] initialized
a set of models and evolved for better architectures, which
is time consuming, e.g. Real et al. takes 3150 GPU days for
training [29]. RL based works, [41, 2, 39] use a controller
to predict a sequence of operations, and train different ar-
chitectures to gain the reward. Given an architecture, both
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methods have to train it for a large number of epochs, and
then evaluate its performance to guide for evolution or opti-
mize the controller, which makes the searching stage less ef-
ficient. Gradient-based methods like DARTS [22] first train
a supernet and introduce attention mechanism on the con-
nections while searching, then remove weak connections af-
ter searching. This phase is conducted by gradient descent
optimization and is quite efficient. However, it suffers from
a lack of variety for the searched architectures.
Although some experiments in previous works [28] show
that the evolutionary algorithm performs better than RL
based approaches for searching neural architectures with
better performance, the searching cost of EA is much ex-
pensive due to the evaluating procedure of each individual,
i.e. a neural network in the evolutionary algorithm is inde-
pendently evaluated. Moreover, there could be some archi-
tectures with extremely worse performance in the searching
space. If we directly follow the weight sharing approach
proposed by ENAS [27], the supernet has to be trained to
compensate for those worse searching space. It is therefore
necessary to reform existing evolutionary algorithms for an
efficient yet accurate neural architecture search.
In this paper, we propose an efficient EA-based neu-
ral architecture search framework. To maximally utilize the
knowledge we have learned in the last evolution iteration,
a continuous evolution strategy is developed. Specifically,
a supernet is first initialized with considerable cells and
blocks. Individuals in the evolutionary algorithm represent-
ing architectures derived in the supernet will be generated
through several benchmark operations (i.e. crossover and
mutation). Non-dominated sort strategy is adopted to select
several excellent architectures with different model sizes
and accuracies, and corresponding cells in the supernet will
be updated for subsequent optimizing. The evolution pro-
cedure in the next iteration is continuously executing based
on the updated supernet and the multi-objective solution set
obtained by the non-dominated sorting. In addition, we pro-
pose to exploit a protection mechanism to avoid the small
model trap problem. The proposed continuous evolution ar-
chitecture search (CARS) can provide a series of models on
the Pareto front with high efficiency. The superiority of our
method is verified on benchmark datasets over the state-of-
the-art methods.
2. Related Works
2.1. Network Architecture Search
Network architecture search problem always contains
two steps: network parameter optimization and network ar-
chitecture optimization. The network parameter optimiza-
tion step adjusts the parameters in the standard layers (i.e.
convolution, batch normalization, fully connected layer)
which is similar to train a standard neural network (i.e.
ResNet). The network architecture optimization step learns
accurate network architectures with superior performance.
The parameter optimization step contains independent
and sharing optimization. Independent optimization learns
each network separately, i.e. AmoebaNet [28] takes thou-
sands of GPU days to evaluate thousands of models. To ac-
celerate training time, [9, 8] initialize parameters by net-
work morphism. One-shot method [1] step further by shar-
ing all the parameters for different architectures among one
supernet. Rather than training thousands of different archi-
tectures, only one supernet is required to be optimized.
The architecture optimization step include RL-based,
EA-based, and gradient-based approaches. RL-based meth-
ods [41, 42, 27] use recurrent networks as network archi-
tecture controller, and the performance of the generated
architectures are utilized as the rewards for training the
controller. The controller would converge during training
and finally outputs architectures with superior performance.
EA-based approaches [35, 28] search architectures with
the help of evolutionary algorithms. The validation perfor-
mance of each individual is utilized as the fitness to evolve
the next generation. Gradient-based approaches [22, 36, 34]
view the network architecture as a set of learnable param-
eters and optimize the architecture by the standard back-
propagation algorithm.
2.2. Multi-objective Network Architecture Search
Considering multiple complementary objectives, i.e.
performance, the number of parameters, float operations
(FLOPs), and latency, there is no single architecture sur-
pass all the others along with all the objectives. There-
fore, a set of architectures within the Pareto front are de-
sired. Many different works have been proposed to deal with
multi-objective network architecture search. NEMO [17]
and MNasNet [33] targets at speed and accuracy. DPP-
Net and LEMONADE [7, 9] considers device-related and
device-agnostic objectives. MONAS [15] targets at accu-
racy and energy. NSGANet [24] considers FLOPs and ac-
curacy.
These methods are less efficient for models are opti-
mized separately. In contrast, our architecture optimization
and parameter optimization steps are conducted alterna-
tively. Besides, the parameters for different architectures are
shared, thus much more efficient during searching.
3. Approach
In this section, we develop a novel continuous evolution-
ary approach for searching neural architectures, including
two procedures, i.e. parameters optimization and architec-
ture optimization.
We use Genetic Algorithm (GA) for architecture evo-
lution, because GA could provide a vast searching space.
We maintain a set of architectures (a.k.a. connections) C =
2
{C1, · · · , CN}, where N is the population size. The archi-
tectures in the population gradually update according to the
proposed pNSGA-III method during architecture optimiza-
tion step. To make the searching stage efficient, we main-
tain a supernet N which shares parameters W for different
architectures, which could dramatically reduce the compu-
tational complexity of separately training these different ar-
chitectures during searching.
3.1. Supernet of CARS
Different architectures are sampled from the supernetN ,
and each network Ni can be stood by a set of parameters
with float precision Wi and a set of binary connection pa-
rameters (i.e. {0, 1}) Ci. The 0-element connection means
the network does not contain this connection to transform
data flow and 1-element connection means the network use
this connection. From this point of view, each network Ni
could be represented as (Wi, Ci) pair.
Full precision parameters W are shared by a set of net-
works. If these network architectures are fixed, the optimal
W could be optimized by standard back-propagation, which
fits for all the networks Ni to achieve higher recognition
performance. After the parameters are converged, we could
alternately optimize the binary connections C by GA algo-
rithm. These two stages form the main optimization for our
proposed continuous evolution algorithm and are processed
in an alternative training way. We introduce these two kinds
of update in the following.
3.2. Parameter Optimization
Parameter W is the collection of all the parameters in
the network. The parameter Wi of the i th individual is
Wi = W  Ci, i ∈ {1, · · · , N}, where the  is the mask
operation which keep the parameters of the complete graph
only for the positions corresponding to 1-elements in the
connection Ci. With input data X fed into the network, the
predictions of this network is Pi = Ni(X,Wi), whereNi is
the i th architecture and Wi is the sampled weights. Given
ground truth Y , the prediction loss can be expressed as Li.
The gradient of Wi can be calculated as
dW i =
∂Li
∂Wi
=
∂Li
∂W
 Ci. (1)
Parameters W should fit all the individuals, and thus the
gradients for all networks are accumulated to calculate the
gradient of parameters W
dW =
1
N
N∑
i=1
dW i =
1
N
N∑
i=1
∂Li
∂W
 Ci. (2)
Any layer is only optimized by networks which use this
layer during forward. By collecting the gradients of indi-
viduals in the population, the parameters W are updated
through SGD algorithm.
As we have maintained a large set of architectures with
shared weights in the supernet, we borrow the idea of
stochastic gradient descent and use mini-batch architectures
for updating parameters. Accumulating the gradients for all
networks would take much time for one-step gradient de-
scent, and thus we use mini-batch architectures for updat-
ing shared weights. We useNb different architectures where
Nb < N , and the indexes of architectures are {n1, · · · , nb}
to update parameters. The efficient parameter updating of
Eqn 2 is detailed as Eqn 3
dW ≈ 1
Nb
Nb∑
j=1
∂Lnj
∂Wnj
. (3)
Hence, the gradient over a mini-batch of architectures is
taken as an approximation of the averaged gradients of all
the N different individuals. The time cost for each update
could be largely reduced, and the appropriate mini-batch
size leads to a balance between efficiency and accuracy.
3.3. Architecture Optimization
As for the architecture optimization procedure, we
use the evolution algorithm with the non-dominated sort-
ing strategy, which was introduced in the NSGA-III [5].
Denoting {N1, · · · ,NN} as N different networks and
{F1, · · · ,FM} as M different measurements we want to
minimize. In general, these measurements, including the
number of parameters, float operations, latency, and per-
formance, could have some conflicts, which increases the
difficulty in discovering an optimal solution that minimizes
all these metrics.
In practice, if architecture Ni dominates Nj , the perfor-
mance of Ni is no less than that of Nj on all the measure-
ments and behaves better on at least one metric. Formally,
the definition of domination can be given as below.
Definition 1. Consider two networks Ni and network Nj ,
and a series of measurements {F1, · · · ,FM} we want to
minimize. If
Fk(Ni) ≤ Fk(Nj), ∀k ∈ {1, · · · ,M}
Fk(Ni) < Fk(Nj), ∃k ∈ {1, · · · ,M},
(4)
Ni is said to dominate Nj , i.e. Ni  Nj .
According to the above definition, if Ni dominates Nj ,
Nj can be replaced by Ni during the evolution procedure
since Ni performs better in terms of at least one metric and
no worse on other metrics. By exploiting this approach, we
can select a series of excellent neural architectures from the
population generated in the current iteration. Then, these
networks can be utilized for updating the corresponding pa-
rameters in the supernet.
Although the above non-dominated sorting using
NSGA-III method [5] can help us to select some better
models for updating parameters, there exists a small model
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(b) NSGA-III (20 generation)
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(d) pNSGA-III (20 generation)
Figure 2. Comparision between different evolution strategy. supernet is trained with training set and evaluated on the validation set. Fig-
ure 2(a) shows five evolution generations using NSGA-III. Evolution with NSGA-III suffers from small model trap, which lead the distribu-
tion bias to smaller models, and Figure 2(b) shows the distribution of evolution with NSGA-III after 20 generations, where the maintained
architectures are all the small models. Figure 2(c) shows the evolution generations using proposed pNSGA-III. Evolution with pNSGA-III
provides protection for larger models, and Figure 2(d) shows the distribution of evolution with pNSGA-III after 20 generations, where the
maintained architectures covers a large range over model size.
Algorithm 1 Continuous Evolution for Efficient Neural Ar-
chitecture Search
Input: supernet N , connections C = {C(0)1 , · · · , C(0)N },
offspring expand ratio t, evolution number Eevo, multi-
objectives {F1, · · · ,FM}, parameter optimization iter-
ations Iparam between evolution generations, and cri-
terion C.
1: Warmup parameters of supernet N .
2: for e = 1, · · · , Eevo do
3: for i = 1, · · · , Iparam do
4: Get training mini-batch data X and target Y .
5: Random sample Nb different connections
C1, · · · , Cnb , and mask the supernet N to form
sampled networks N1, · · · , Nnb .
6: Calculate averaged loss by forward Nb different
sampled architectures L = 1Nb
∑Nb
i=1 C (Ni(X),
Y ).
7: Calculate derivative to parameters W according to
Eqn 3 and update network parameters.
8: end for
9: Update {C(i)1 , · · · , C(i)N } within Pareto front using
pNSGA-III.
10: end for
Output: Architectures C = {C(Eevo)1 , · · · , C(Eevo)N } with
various requirements of objectives.
trap phenomenon during the searching procedure. Specif-
ically, since the parameters in the supernetwork still need
optimization, the accuracy of each individual architecture
in the current iteration may not always stand for its per-
formance that can be eventually achieved, as discussed in
NASBench-101 [38]. Thus, some smaller models of fewer
parameters but higher test accuracy tend to dominate those
larger models of lower fitness but have the potential for
achieving higher accuracies as shown in Figure 3.
Therefore, we propose to improve the conventional
NSGA-III for protecting these larger models, namely
pNSGA-III. More specifically, the pNSGA-III algorithm
takes the increasing speed of performance into considera-
tion. We take the validation performance and the number of
parameters as an example. For NSGA-III method, the non-
dominated sorting algorithm considering two different ob-
jectives and select individuals according to the sorted Pareto
stages. For the proposed pNSGA-III, besides considering
the number of parameters and performance, we also con-
duct a non-dominated sorting algorithm considering the per-
formance increasing speed and the number of parameters.
Then the two different Pareto stages are merged and grad-
ually select individuals from the first stage to fill the gen-
eration. In this way, the large networks with slower perfor-
mance increasing speed could be kept in the population.
Figure 2 illustrates the selected models in every iteration
using the conventional NSGA-III and the modified pNSGA-
III, respectively. It is obvious that the pNSGA-III can pro-
vide models with a wide range of model sizes and compa-
rable performance to that of the NSGA-III.
3.4. Continuous Evolution for CARS
In summary, the proposed CARS for searching optimal
neural architecture has two stages: 1) Architecture Opti-
mization 2) Parameter Optimization. In addition, parameter
warmup is also introduced for the few epochs.
Parameter Warmup. Since the shared weights of our
supernet are initialized randomly, if a set of architectures
are also initialized with random architectures, the most
frequently used blocks for all the architectures would be
trained more times compared with other blocks. Thus, by
following one-shot NAS methods [1, 12, 4], we use a uni-
form sampling strategy to initialize the parameters in the
supernet. In this way, the supernet trains each possible ar-
chitecture with the same possibility which means each path
in a searching space is sampled equivalently. For exam-
ple, in DARTS [22] pipeline, there are 8 different opera-
tions for each node, including convolution, pooling, identity
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Figure 3. Comparison of accuracy curves of three models with different sizes. The left figure is the accuracy curve of training for 600
epochs, the middle figure is the accuracy curve for the first 50 epochs, and the right figure is smooth by a window size of 5.
mapping, and no connection. Each operation will be trained
with a probability of 18 . This initialization step initialized
the sharing weights of the supernet for few epochs.
Architecture Optimization. After initializing the param-
eters of the supernet, we first randomly sample N different
architectures, whereN is the number of maintained individ-
uals among Pareto front using pNSGA-III, and we define
N as a hyper-parameter. During the architecture evolution
step, we first generate t×N offsprings, where t is the hyper-
parameter to control the number of offsprings. We then use
pNSGA-III to select N individuals from (t + 1) ×N indi-
viduals.
Parameter Optimization. Given a set of architectures,
we use the proposed mini-batch architectures update
scheme for parameter optimization according to Eqn 3.
Algorithm 1 summarizes the detailed procedure of the
proposed continuous evolutionary algorithm for searching
neural architectures.
3.5. Search Time Analysis
During the searching stage of CARS, the training data is
split into train/val set, and the train set is used for parameter
optimization, meanwhile, the val set is used for architecture
optimization stage. Assuming the average training time on
the train set for one architecture is Ttr, and the inference
time on val set is Tval. The first warmup stage takes Ewarm
epochs, and it needs Twarm = Ewarm×Ttr in this stage to
initialize parameters in the supernet N .
Assuming the architectures evolve for Eevo iterations
in total. And each iteration contains parameter optimiza-
tion and architecture optimization stages. The parameter
optimization stage trains the supernet for Iparam epochs
on train set during one evolution iteration, thus the time
cost for parameter optimization in one evolution iteration
is Tparam = Iparam × Ttr × Nb if we consider the mini-
batch size Nb. For the architecture optimization stage, all
the individuals can be inferred in parallel, so the search-
ing time in this stage could be calculated as Tarch = Tval.
Thus the total time cost for Eevo evolution iterations is
Tevo = Eevo × (Tparam + Tarch). All the searching time
cost in CARS is,
Ttotal =Twarm + Tevo.
=Ewarm × Ttr+
Eevo × (Iparam × Ttr ×Nb + Tarch)
(5)
4. Experiments
In this section, we first introduce the datasets, back-
bone, and evolution details we used in our experiments.
We then search a set of architectures using our proposed
CARS on CIFAR-10 [18] dataset and show the necessity
of proposed pNSGA-III over popularly used NSGA-III [5]
during continuous evolution. We consider three objectives.
Besides performance, we separately consider device-aware
latency and device-agnostic model size. After that, we eval-
uate our searched architectures on CIFAR-10 dataset and
ILSVRC2012 [6] large scale recognition dataset to demon-
strate the effectiveness of CARS.
4.1. Experimental Settings
Datasets. Our CARS experiments are performed on
CIFAR-10 [18] and ILSVRC2012 [6] large scale image
classification task. These two datasets are popular bench-
marks on the recognition task. We search architectures on
CIFAR-10 dataset, and the searched architectures are eval-
uated on CIFAR-10 and ILSVRC2012 datasets.
supernet Backbones. To illustrate the effectiveness of
our method, we evaluate our CARS over state-of-the-art
NAS system DARTS [22]. DARTS is a differentiable NAS
system searching for cells and shares the searched cells
from shallow layers to deeper layers. The searching space
contains 8 different blocks, including four types of convo-
lution, two kinds of pooling, skip connect and no connec-
tion. DARTS searches for two kinds of topology for normal
cell and reduction cell. A normal cell is used for the layers
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Table 1. Comparison with state-of-the-art image classifiers on CIFAR-10 dataset. The multi-objectives used for architecture optimization
are performance and model size.
Architecture Test Error (%) Params (M) Search Cost (GPU days) Search Method
DenseNet-BC [16] 3.46 25.6 - manual
PNAS [20] 3.41 3.2 225 SMBO
ENAS + cutout [27] 2.91 4.2 4 RL
NASNet-A + cutout [42] 2.65 3.3 2000 RL
AmoebaNet-A + cutout [28] 3.12 3.1 3150 evolution
Hierarchical evolution [21] 3.75 15.7 300 evolution
SNAS (mild) + cutout [36] 2.98 2.9 1.5 gradient
SNAS (moderate) + cutout [36] 2.85 2.8 1.5 gradient
SNAS (aggressive) + cutout [36] 3.10 2.3 1.5 gradient
DARTS (first) + cutout [22] 3.00 3.3 1.5 gradient
DARTS (second) + cutout [22] 2.76 3.3 4 gradient
Random Search [22] 3.29 3.2 4 random
RENA [40] 3.87 3.4 - RL
NSGANet [24] 3.85 3.3 8 evolution
LEMONADE [9] 3.05 4.7 80 evolution
CARS-A 3.00 2.4 0.4 evolution
CARS-B 2.87 2.7 0.4 evolution
CARS-C 2.84 2.8 0.4 evolution
CARS-D 2.95 2.9 0.4 evolution
CARS-E 2.86 3.0 0.4 evolution
CARS-F 2.79 3.1 0.4 evolution
CARS-G 2.74 3.2 0.4 evolution
CARS-H 2.66 3.3 0.4 evolution
CARS-I 2.62 3.6 0.4 evolution
that have the same spatial size for input feature and output
feature. Reduction cell is used for layers with downsam-
pling on input feature maps. After searching for these two
kinds of cells, the network is constructed by stacking a set
of searched cells.
Evolution Details. In the DARTS method, each interme-
diate node in a cell is connected with two previous nodes.
Thus each node has its own searching space. Crossover and
mutation are conducted on the corresponding nodes with
the same searching space. Both crossover ratio and mutation
ratio are set as 0.25, 0.25, and we randomly generate new
architectures with a probability of 0.5. For the crossover op-
eration, each node has a ratio of 0.5 to crossover its connec-
tions, and for mutation operation, each node has a ratio of
0.5 to be randomly reassigned.
4.2. Experiments on CIFAR-10
Our experiments on CIFAR-10 include the demonstra-
tion of small model trap phenomenon, NSGA method com-
parison, searching and evaluation. For NSGA method com-
parison, we compare NSGA-III with proposed pNSGA-III.
After that, we conduct CARS on CIFAR-10 and search
for a set of architectures which separately considers la-
tency, model size and performance. At last, we examine the
searched architectures with different computing resources.
Small Model Trap In Figure 3, we train three models
of different sizes, 2.1M, 2.9M and 3.6M, respectively. Af-
ter training for 600 epochs, the accuracy on the CIFAR-10
dataset is positively correlated with the model size, which
are 96.87%, 97.17% and 97.20%. We observe the accuracy
curve of the first 50 epochs, and propose that there are two
main reasons for the small model trap phenomenon, which
are (1) small models are naturally grow with higher speed
and (2) the fluctuation of the accuracy. For Model-C, its ac-
curacy is consistently lower than model-A and model-B in
the first 50 epochs, and its models is larger. Therefore, if
NSGA algorithm is used, such model will be eliminated,
which is the first reason we proposed. This is because larger
models are more complex, thus harder to be optimized. For
Model-B and Model-A, the growth rate of accuracy is sim-
ilar (Figure 3 (right)), however, due to the fluctuation of the
accuracy during training (Figure 3 (middle)), if the accuracy
of Model-A is higher than Model-B in one epoch, and we
use GA algorithm to update architectures, Model-B would
be eliminated, which verify the second reason we proposed.
Both two reasons may lead to the elimination of large mod-
els in the process of model updating, which reflects the ne-
cessity of using pNSGA-III in the process of alternative op-
timization.
NSGA-III vs. pNSGA-III. We train CARS with different
NSGA methods during architecture optimization stage for
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comparison and objectives are the model size and validation
performance. We visualize the growing trend for different
architecture optimization methods after parameter warmup
stage. As Figure 2 shows, CARS with NSGA-III would
encounter the small model trap problem, for small mod-
els tend to eliminate large models during architecture opti-
mization stage. In contrast, architecture optimization using
pNSGA-III protects larger models which have the poten-
tial to increase their accuracies during later epochs but con-
verge slower than small models at the beginning. To search
for several models with various computing resources, it is
essential to maintain larger models in the population rather
than dropping them during architecture optimization stage.
Search on CIFAR-10. To search for a set of architectures
using CARS, we split the CIFAR-10 train set by 25,000 in
searching which named as train set and 25,000 for evalua-
tion, which named as val set. The split strategy is same with
DARTS and SNAS. We search for 500 epochs in total, and
the parameter warmup stage lasts for the first 50 epochs.
After that, we initialize the population, which maintains
128 different architectures and gradually evolve them us-
ing proposed pNSGA-III. The parameter optimization stage
is optimized by train set and trains for 10 epochs during
one evolution iteration. The architecture optimization stage
uses the val set to update architectures according to pro-
posed pNSGA-III. We separately search by considering per-
formance and model size/latency.
Search Time analysis. For the experiment of considering
the model size and performance, the training time on the
train set Ttr takes around 1 minute, and the inference time
on val set Tval is around 5 seconds. For the first initializa-
tion stage, it trains for 50 epochs, so the time cost in this
stage Twarm takes around an hour. The continuous evolu-
tion algorithm evolves the architectures for Eevo iterations.
For the architecture optimization stage in one iteration, the
parallel evaluation time is Tarch = Tval. For the param-
eter optimization stage, we set Nb to be 1 in our experi-
ments since different batch size does not affect the overall
growth trend for individuals in the population which is dis-
cussed in supplementary material, and we train the supernet
N for 10 epochs in one evolution iteration. So the parame-
ter optimization time Tparam is about 10 minutes. Thus the
time cost for total evolution iteration Tevo is around 9 hours,
and the total searching time Ttotal is around 0.4 GPU day.
For the experiment of considering the latency and perfor-
mance, the running latency for each model is evaluated dur-
ing architecture optimization step. Thus the searching time
is around 0.5 GPU day.
Evaluate on CIFAR-10. After finishing the CARS, our
method keepsN = 128 different architectures, and we eval-
Figure 4. CARS-H and DARTS. On the top are the normal and
reduction blocks of CARS-H, and the bottom are the normal and
reduction blocks in DARTS (second order).
uate architectures which have a similar number of parame-
ters with previous works [22, 36] for comparison. We retrain
the searched architectures on CIFAR-10 dataset with all the
training data and evaluate on the test set. All the training
parameters are the same with DARTS [22].
We compare the searched architectures with state-of-the-
art methods which utilize similar searching space in Ta-
ble 1. All the searched architectures can be found in the sup-
plementary material. Our searched architectures have the
number of parameters vary from 2.4M to 3.6M on CIFAR-
10 dataset, and the performance of these architectures are
on par with the state-of-the-art NAS methods, while if we
evolve with NSGA-III method, we would only search for
a set of architectures with approximately 2.4M parameters
without larger models, and the models perform relatively
poor.
Compared to previous methods like DARTS and SNAS,
our method is capable of searching for complete architec-
tures over a large range of the searching space. Our CARS-
G model achieves comparable accuracy with DARTS (sec-
ond order) resulting in an approximate 2.75 error rate with
smaller model size. With the same 3.3M parameters as
DARTS (second order), our CARS-H achieves lower test
error, 2.66% vs. 2.76%. For the small models, our searched
CARS-A/C/D also achieve comparable results with SNAS.
Besides, our large model CARS-I achieves lower error rate
2.62% with slightly more parameters. The overall trend
from CARS-A to CARS-J is that the error rate gradually
decreases while increasing the model size. These models
are all Pareto solutions. Compared to other multi-objective
methods like RENA [40], NSGANet [24] and LEMON-
ADE [9], our searched architectures also show superior per-
formance over these methods.
Comparison on Searched Block. In order to have an ex-
plicit understanding of the proposed method, we further
visualize the normal and reduction blocks searched using
CARS and DARTS in Figure 5, respectively. Wherein, the
CARS-H and DARTS (second order) have a similar number
of parameters (3.3M), but the CARS-H has higher accuracy.
It can be found in Figure 5 that, there are more parameters
in the CARS-H reduction block for preserving more useful
7
Table 2. An overall comparison on ILSVRC2012 dataset. The CARS models are the architectures searched on the CIFAR-10 dataset, then
evaluated on ILSVRC2012 dataset.
Architecture
Top-1 Top-5 Params +× Search Cost Search
Acc (%) Acc (%) (M) (M) (GPU days) Method
ResNet50 [14] 75.3 92.2 25.6 4100 - manual
InceptionV1 [32] 69.8 90.1 6.6 1448 - manual
MobileNetV2 (1×) [30] 72.0 90.4 3.4 300 - manual
ShuffleNetV2 (2×) [25] 74.9 90.1 7.4 591 - manual
PNAS [20] 74.2 91.9 5.1 588 224 SMBO
SNAS (mild) [36] 72.7 90.8 4.3 522 1.5 gradient
DARTS [22] 73.3 91.3 4.7 574 4 gradient
PARSEC [3] 74.0 91.6 5.6 548 1 gradient
NASNet-A [42] 74.0 91.6 5.3 564 2000 RL
NASNet-B [42] 72.8 91.3 5.3 488 2000 RL
NASNet-C [42] 72.5 91.0 4.9 558 2000 RL
AmoebaNet-A [28] 74.5 92.0 5.1 555 3150 evolution
AmoebaNet-B [28] 74.0 91.5 5.3 555 3150 evolution
AmoebaNet-C [28] 75.7 92.4 6.4 570 3150 evolution
RCNet [37] 72.2 91.0 3.4 294 8 gradient
CARS-A 72.8 90.8 3.7 430 0.4 evolution
CARS-B 73.1 91.3 4.0 463 0.4 evolution
CARS-C 73.3 91.4 4.2 480 0.4 evolution
CARS-D 73.3 91.5 4.3 496 0.4 evolution
CARS-E 73.7 91.6 4.4 510 0.4 evolution
CARS-F 74.1 91.8 4.5 530 0.4 evolution
CARS-G 74.2 91.9 4.7 537 0.4 evolution
CARS-H 74.7 92.2 4.8 559 0.4 evolution
CARS-I 75.2 92.5 5.1 591 0.4 evolution
information, and the size of the normal block of CARS-H is
smaller than that of the DARTS (second order) to avoid un-
necessary computations. This phenomenon mainly because
the proposed method using EA has much larger searching
space, and the genetic operations can effectively jump out
of the local optimum, which demonstrates its superiority.
4.3. Evaluate on ILSVRC2012
For those architectures searched on CIFAR-10 dataset,
we evaluate the transferability of the architectures on
ILSVRC2012 dataset. We use 8 Nvidia Tesla V100 to train
in parallel, and the batch size is set to 640. We train 250
epochs in total, the learning rate is set to 0.5 with linear de-
cay scheduler, and we warmup [11] the learning rate for the
first five epochs due to the large batch size we used. Mo-
mentum is set to 0.9, and weight decay is set to 3e-5. Label
smooth is also included with a smooth ratio of 0.1.
The evaluated results show the transferability capability
of our searched architectures. Our models cover an exten-
sive range of the parameters ranging from 3.7M to 5.1M
with 430 to 590 MFLOPs. For different deploy environ-
ments, we can easily select an architecture which satisfies
the restrictions.
Our CARS-I surpasses PNAS by 1% on Top1 with the
same number of parameters and approximate FLOPs. The
CARS-G shows superior results over DARTS by 0.9%
Top1 accuracy with the same number of parameters. Also,
CARS-D surpasses SNAS (mild) by 0.6% Top1 accuracy
with the same number of parameters. For different models
of NASNet and AmoebaNet, our method also has various
models that achieve higher accuracy using the same number
of parameters. By using the proposed pNSGA-III, the larger
architectures like CARS-I could be protected during archi-
tecture optimization stages. Because of the efficient param-
eter sharing, we could search a set of superior transferable
architectures during the one-time search.
For experiments that search architectures by runtime la-
tency and performance, we use the evaluated runtime la-
tency on the mobile phone as an objective and the perfor-
mance as another. These two objectives are used for gener-
ating the next population. We evaluated the searched archi-
tectures on ILSVRC2012 in Figure 1. The searched archi-
tectures cover an actual runtime latency from 40ms to 90ms
and surpass the counterparts.
5. Conclusion
The evolutionary algorithm based NAS methods are able
to find models with high-performance, but the searching
time of these methods is extremely long, the main prob-
lem is each candidate network is trained separately. In order
to make this efficient, we propose continuous evolution ar-
chitecture search, namely, CARS, which maximally utilizes
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the learned knowledge such as architectures and parameters
in the latest evolution iteration. A supernet is constructed
with considerable cells and blocks. Individuals are gener-
ated through the benchmark operations in an evolutionary
algorithm. Non-dominated sort strategy is utilized to select
architectures with different model sizes and high accura-
cies for updating the supernet. Experiments on benchmark
datasets show that the proposed CARS can provide a num-
ber of architectures on the Pareto front with high efficiency,
e.g. the searching cost on the CIFAR-10 benchmark is only
0.4 GPU days. The searched models are superior to mod-
els produced by state-of-the-art methods in terms of both
model size/latency and accuracies.
6. Appendix
We list all the searched architectures using CARS on the
CIFAR10 dataset and explore the effect of hyper-parameters
utilized in CARS.
6.1. Network Architectures
In Table 3, we list all the searched architectures con-
sidering the model size and validation performance. In Ta-
ble 4, the searched architecture of considering latency and
validation performance are listed. Notations are same with
DARTS [22].
6.2. Impact of Batch Size in pNSGA-III
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Figure 5. The evolution trend of using pNSGA-III with different
batchsize Nb ∈ {1, 2, 3, 4}.
For the parameter optimization stage in the continuous
evolution, Nb different architectures are sampled from the
maintained population to update parameters. We evaluated
different batch size Nb ∈ {1, 2, 3, 4} and find that they all
grow with a similar trend. Thus we use Nb = 1 in our ex-
periment which is similar to ENAS [27].
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Table 3. Searched architectures by CARS using DARTS backbone on CIFAR10 dataset considering model size and performance. Notations
are same with DARTS. Sepk denotes separable convolution with kernel sizek. Dilk denotes dilated separable convolution with kernel size
k. Max/Avg3 denotes Max/Avg Pooling with size 3. Skip denotes identity connection. None denotes no connection. C(k-2) and C(k-1)
denotes the previous two cells connected with current cell C(k). N1 to N4 denotes four intermediate nodes within cell C(k).
Architecture Cell Type N1 N2 N3 N4
CARS-A
Normal
Skip C(k-2) Max3 C(k-2) Max3 C(k-2) Sep3 C(k-2)
Sep5 C(k-1) Avg3 C(k-1) Max3 C(k-1) Dil5 N1
Reduce
Avg3 C(k-2) Max3 C(k-2) Max3 C(k-2) Dil5 C(k-2)
Max3 C(k-1) Skip C(k-1) Dil5 C(k-1) Skip N1
CARS-B
Normal
Sep5 C(k-2) Sep3 C(k-2) Dil3 C(k-2) Avg3 C(k-2)
Dil3 C(k-1) Avg3 N1 Max3 C(k-1) Skip C(k-1)
Reduce
Sep5 C(k-2) Sep3 C(k-2) Avg3 C(k-2) Dil3 N2
Skip C(k-1) Max3 C(k-1) Avg3 C(k-1) Max3 C(k-2)
CARS-C
Normal
Sep5 C(k-2) Skip C(k-2) Skip C(k-2) Sep5 C(k-2)
Skip C(k-1) Skip C(k-1) Max3 C(k-1) Sep3 C(k-1)
Reduce
Max3 C(k-2) Sep5 C(k-2) Dil5 C(k-2) Sep5 C(k-2)
Max3 C(k-1) Sep5 C(k-1) Max3 C(k-1) Dil3 C(k-1)
CARS-D
Normal
Sep5 C(k-2) Skip C(k-2) Skip C(k-2) Sep5 C(k-2)
Dil3 C(k-1) Avg3 C(k-1) Max3 C(k-1) Sep3 C(k-1)
Reduce
Max3 C(k-2) Max3 C(k-2) Dil5 C(k-2) Sep5 C(k-1)
Max3 C(k-1) Sep3 C(k-1) Max3 C(k-1) Dil3 C(k-1)
CARS-E
Normal
Sep3 C(k-2) Skip C(k-2) Avg3 C(k-1) Skip N2
Sep3 C(k-1) Sep3 N1 Sep3 N1 Skip N3
Reduce
Skip C(k-2) Avg3 C(k-2) Sep3 N1 Avg3 C(k-2)
Dil3 C(k-1) Skip N1 Max3 C(k-2) Sep3 N3
CARS-F
Normal
Skip C(k-2) Sep5 C(k-2) Sep5 N2 Skip C(k-2)
Sep5 C(k-1) Skip N1 Max3 C(k-2) Sep3 C(k-1)
Reduce
Avg3 C(k-2) Dil3 C(k-2) Sep5 C(k-1) Max3 C(k-2)
Sep5 C(k-1) Dil5 C(k-1) Skip N1 Max3 C(k-1)
CARS-G
Normal
Max3 C(k-2) Sep3 C(k-2) Dil5 C(k-2) Avg3 C(k-2)
Dil5 C(k-1) Skip C(k-1) Sep4 C(k-1) Sep3 C(k-1)
Reduce
Max3 C(k-2) Sep3 C(k-2) Sep3 C(k-2) Avg3 C(k-2)
Sep3 C(k-1) Sep5 C(k-1) Skip C(k-1) Dil3 C(k-1)
CARS-H
Normal
Sep5 C(k-2) Sep3 C(k-2) Avg3 C(k-2) Sep5 N1
Sep3 C(k-1) Dil5 N1 Skip C(k-1) Max3 C(k-2)
Reduce
Sep5 C(k-2) Sep3 C(k-2) Dil3 N1 Sep5 C(k-2)
Max3 C(k-1) Skip C(k-1) Max3 C(k-2) Avg3 N2
CARS-I
Normal
Sep3 C(k-2) Skip C(k-2) Skip N1 Sep3 C(n-2)
Sep3 C(k-1) Sep5 C(k-1) Sep3 N2 Dil5 N3
Reduce
Dil3 C(k-2) Max3 C(k-2) Skip C(k-1) Dil3 C(k-1)
Skip C(k-1) Max3 N1 Sep5 N2 Max3 N3
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Table 4. Searched architectures by CARS using DARTS backbone on CIFAR10 dataset considering latency and performance. Notations
are same with DARTS. Notations are same with DARTS. Sepk denotes separable convolution with kernel sizek. Dilk denotes dilated
separable convolution with kernel size k. Max/Avg3 denotes Max/Avg Pooling with size 3. Skip denotes identity connection. None denotes
no connection. C(k-2) and C(k-1) denotes the previous two cells connected with current cell C(k). N1 to N4 denotes four intermediate
nodes within cell C(k).
Architecture Top-1 (%) Latency (ms) Cell Type N1 N2 N3 N4
CARS-Lat-A 62.6 41.9
Normal
Skip C(k-2) Avg3 C(k-2) Skip N1 Skip N1
Max3 C(k-1) Max3 C(k-1) Skip N2 Skip N2
Reduce
Skip C(k-2) Dil5 C(k-2) Skip C(k-2) Skip C(k-1)
Sep5 C(k-1) Max3 N1 Max3 C(k-1) Avg3 N3
CARS-Lat-B 67.8 44.9
Normal
Skip C(k-2) Skip C(k-1) Skip N1 Max3 C(k-2)
Skip C(k-1) Dil3 N1 Skip N2 Max3 N1
Reduce
Max3 C(k-2) Skip C(k-1) Sep3 C(k-2) Dil5 C(k-2)
Max3 C(k-1) Max3 C(k-2) Max3 C(k-1) Avg3 N1
CARS-Lat-C 69.5 45.6
Normal
Skip C(k-2) Skip C(k-2) Max3 C(k-1) Dil3 N1
Avg3 C(k-1) Skip C(k-1) Skip N2 Skip N3
Reduce
Skip C(k-2) Avg3 C(k-1) Max3 C(k-2) Dil5 N1
Sep5 C(k-1) Sep5 N1 Max3 C(k-1) Skip N3
CARS-Lat-D 71.9 57.6
Normal
Sep3 C(k-2) Skip C(k-2) Skip C(k-1) Dil3 N1
Skip C(k-1) Skip C(k-1) Avg3 N2 Skip N3
Reduce
Dil5 C(k-2) Avg3 C(k-1) Max3 C(k-2) Dil5 N1
Sep5 C(k-1) Sep5 N1 Max3 C(k-1) Skip N3
CARS-Lat-E 72.0 60.8
Normal
Dil5 C(k-2) Skip C(k-1) Skip C(k-1) Skip C(k-2)
Skip C(k-1) Avg3 N1 Avg3 N1 Max3 C(k-1)
Reduce
Skip C(k-2) Sep3 C(k-2) Dil3 C(k-2) Sep3 C(k-1)
Dil3 C(k-1) Sep3 N1 Avg3 N2 Sep5 N1
CARS-Lat-F 72.2 64.5
Normal
Sep5 C(k-2) Skip C(k-2) Dil3 C(k-1) Skip C(k-2)
Skip C(k-1) Avg3 C(k-1) Max3 C(k-2) Skip C(k-1)
Reduce
Sep5 C(k-2) Sep5 C(k-1) Sep5 C(k-2) Sep5 N2
Max3 C(k-1) Skip N1 Sep5 C(k-1) Dil3 N3
CARS-Lat-G 74.0 89.3
Normal
Sep5 C(k-2) Sep3 C(k-2) Dil3 C(k-1) Skip C(k-2)
Skip C(k-1) Sep5 N1 Max3 C(k-2) Skip C(k-1)
Reduce
Sep5 C(k-2) Sep3 C(k-2) Sep5 C(k-2) Sep5 N2
Max3 C(k-1) Avg3 N1 Sep5 C(k-1) Dil3 N3
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