In this note, we consider a construction for optimal ternary constant weight codes (CWCs) via Bhaskar Rao designs (BRDs). The known existence results for BRDs are employed to generate many new optimal nonlinear ternary CWCs with constant weight 4 and minimum Hamming distance 5.
Introduction
Constant weight codes (CWCs) play an important role in coding theory [24] . Binary CWCs have been extensively studied by many authors with the focus of attention on the function A(n, d, w), which denotes the maximum cardinality of a binary code of length n, minimum Hamming distance d, and constant weight w. For good survey papers, see Agrell et al. [1] and Brouwer et al. [6] . Work on unrestricted nonbinary codes dates back at least to Mackenzie and Seberry [23] (see also [21, 30] ). Nonbinary CWCs have not received the same amount of attention, but there have been several papers dealing with this topic [5, [14] [15] [16] [17] 22, 25, [27] [28] [29] . The most recent results on ternary CWCs were shown by ÖstergAArd and Svanström in [25] , where methods for providing upper and lower bounds on the maximum cardinality A 3 (n, d, w) of a ternary code with length n, minimum Hamming distance d, and constant weight w were presented, and a table of exact values and bounds in the range n 10 were also given. A ternary (n, d, w) CWC is called optimal if its cardinality is equal to A 3 (n, d, w).
A Bhaskar Rao design (BRD), or BRD (v, k, ) , is a {0, 1, −1}-valued matrix X such that:
(1) XX T has diagonal elements equal to r and off diagonal elements equal to 0, or equivalently, XX T = rI ; and (2) if the minus ones in X are changed to +1, then a BIBD(v, k, ) is the result. BRDs have long been studied because of their applications in the statistical designs of experiments, and were first investigated by Bhaskar Rao [3, 4] and called balanced orthogonal designs. Seberry [26] was the first to prove the necessary conditions are sufficient for the existence of BRD(v, 3, ). The existence of BRD(v, 4, ) has also been fairly well studied. de Launey and Seberry [12] solved the existence problem for > 2 with just seven exceptions on the values v ∈ {28, 34, 39}. These values were resolved by Greig et al. in [20] . Existence for BRD(v, 4, 2) with v ≡ 1 (mod 6) was also shown in [20] , and for BRD(v, 4, 2) with v ≡ 4 (mod 6) was studied by Deng et al. in [13] , where existence was shown with at most 28 possible exceptions. These values were recently resolved by Ge and Lam [18] . For v = 4, no design exists unless ≡ 0 (mod 4) [12] . Also, no BRD(10, 4, 2) exists [11] . We may summarize these results as follows.
, are sufficient with the definite exception of a BRD(10, 4, 2).
, where V is a set of v elements, G is a collection of subsets of V called groups which partition V, and B is a set of some subsets of V called blocks, such that each block intersects each group in at most one element and that each pair of elements from distinct groups occurs together in exactly one block in B, where |B| ∈ K for any B ∈ B. The group type is the multiset {|G| : G ∈ G}. A k-GDD(g n ) denotes a K-GDD with n groups of size g and K = {k}.
As stated in [15, 34] , an optimal In the code which is related to a k-GDD(g v ), we want the minimum Hamming distance d to be as large as possible. The reason is that the minimum Hamming distance d is related to the ability to detect and correct errors. It is not difficult to see that k − 1 d 2k − 3. In [15] , a k-GDD(g v ) which forms a code with minimum Hamming distance 2k − 3 is called a generalized Steiner system GS (2, k, v, g ). A k-GDD(g v ) which forms a code with minimum Hamming distance d is denoted by GS d (2, k, v, g ).
As to the existence of a GS(2, k, v, g), a lot of work has been done for k = 3 (see, for example, [7, 8, 15] ), while not so much is known for k = 4 except for the following two lemmas. [33] ). For any prime power v ≡ 7 (mod 12), there exists a GS(2, 4, v, 2) except v = 7, for which there does not exist a GS(2, 4, 7, 2). [19] In this note, we consider a construction of a kind of auxiliary designs for GS(2, 4, v, 2) via BRDs. The above known existence results for BRDs are employed to produce many new optimal nonlinear ternary CWCs with constant weight 4 and minimum Hamming distance 5. For the general background on design theory, the reader is referred to [2, 9] . For more information on BRDs, see [10] .
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Main results
In this section, we discuss a kind of auxiliary designs for GS (2, k, v, g ) and their construction via BRDs. A K-GDD is said to have "star" property and denoted by K- * GDD if any two intersecting blocks intersect in at most two common groups. It is clear that the distance of any two intersecting blocks of a 4- * GDD(g v ) is at least 5. It is also clear that a 4- * GDD(g v ) is a GS 4 (2, 4, v, g ). The notion K- * GDD was first introduced in [8] . It was successfully used in solving the existence of GS (2, 3, v, 6) and GS(2, 3, v, 8) (see, [8, 31] ) and establishing the existence results for GS(2, 4, v, 3) stated in Lemma 3 by applying the following construction [19] . [19, Lemma 2.10] ). Let m, n and u be integers such that u ∈ {0, 1}, and n = 6. Suppose the following designs exist:
Lemma 4 (Ge and Wu
Then there exists a GS (2, 4, mn + u, g ).
For the existence of 4- * GDDs of type g v , we have the following results. [19, Lemma 1.4] ). The necessary conditions for the existence of a 4- * GDD(g v ) are: Before we show our main construction, we need the following equivalent definition for BRDs.
Lemma 5 (Ge and Wu
(1) v 2g + 2; (2) v ≡ 1, 4 (mod 12), if g ≡ 1, 5 (mod 6), v ≡ 1 (mod 3), if g ≡ 2, 4 (mod 6), v ≡ 0, 1 (mod 4), if g ≡ 3 (mod 6).
Definition 7.
A BRD is a v by b array whose nonzero entries are drawn from the cyclic group G = Z 2 so that:
(1) each row contains precisely r nonzero entries; (2) each column contains precisely k nonzero entries; and 
Remark 8.
Although Definition 7 refers to G = Z 2 , the definition can be easily generalized to arbitrary groups. In fact, when |G| = 2, there are conveniences to work with the multiplicative group of order two (i.e., {1, −1}), as now the inner product of any two rows is zero, and de-signing the entries gives the incidence matrix of a BIBD(v, k, ). We shall follow this signing convention. BRD(v, k, 2) , then there exists a k- * GDD of type 2 v .
Lemma 9. If there exists a
Proof. First, we construct a k-GDD of type 2 v from the BRD(v, k, 2). Let X=I v ×Z 2 be the point set and G={{i}×Z 2 : i ∈ I v } be the group set. For each column (x 1 , x 2 , . . . , x v ) T of the BRD(v, k, 2), we associate a base block B of the GDD by adding, for every nonzero
T , either (i, 0) or (i, 1) to B depending on whether x i = 1 or −1. These base blocks are then developed by adding 1 to the second component modulo 2. By Definition 7, it is easy to verify that the object created is indeed a k-GDD of type 2 v .
Next, the above k-GDD should satisfy the "star" property. Otherwise, there exist two intersecting blocks which intersect in at least three common groups. Then, we have two different columns (x 1 , x 2 Remark 10. From Theorem 1, there exists no BRD (10, 4, 2) . While, the existence of a GS(2, 4, 10, 2) was shown in [15] . It is easy to see that a GS (2, k, v, g ) is also a k- * GDD of type g v . Hence, we have a 4- * GDD of type 2 10 .
Combining Theorem 1, Lemmas 5, 9 and Remark 10, we have the following result. 
Concluding remarks
It was proved in [32, Theorem 1.6 ] that a GS 4 (2, 4, v, 2) exists if and only if v ≡ 1 (mod 3). Our result stated in Theorem 11 gives a new short proof for this result. Additionally, it is easy to see that a 3- * GDD of type 2 v is just a GS (2, 3, v, 2) . Hence, by Lemma 9 we can also translate the existence result for BRD(v, 3, 2) to get the corresponding existence result for GS (2, 3, v, 2) , which was established in [15] . These are two more demonstrations of the fact that our approach established in this paper is useful in the construction of CWCs.
