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We study the ground-state properties of ultracold bosonic atoms in a state-dependent graphene-like honey-
comb optical lattice, where the degeneracy between the two triangular sublattices A and B can be lifted. We
discuss the various geometries accessible with this lattice setup and present a novel scheme to control the energy
offset with external magnetic fields. The competition of the on-site interaction with the offset energy leads to
Mott phases characterized by population imbalances between the sublattices. For the definition of an optimal
Hubbard model, we demonstrate a scheme that allows for the efficient computation of Wannier functions. Using
a cluster mean-field method, we compute the phase diagrams and provide a universal representation for arbi-
trary energy offsets. We find good agreement with the experimental data for the superfluid to Mott insulator
transition.
PACS numbers: 37.10.Jk, 03.75.Lm, 67.85.-d, 73.22.Pr
Ultracold quantum gases in optical lattices perform im-
pressively well in simulating condensed matter Hamiltonians
and allow for the realization of fully novel quantum systems.
While seminal experiments have been performed in square
and cubic lattices, the recent development of non-cubic op-
tical lattice geometries leads to a variety of new possibilities.
Recent achievements include the triangular [1, 2] and hon-
eycomb [3, 4] optical lattices as well as checkerboard [5, 6],
quasi-honeycomb [7, 8] and Kagome´ [9] systems. Quantum
phases in superlattices have been theoretically studied in one-
dimensional lattices [10–12], special two-dimensional cases
[13] and, employing mean-field methods, in higher dimen-
sions [14], to name only a few examples.
In solid-state physics, graphene is a prominent example for
the honeycomb lattice [15]. Here, the linear dispersion rela-
tion at the Dirac points gives rise to phenomena such as quasi-
relativistic particles and an anomalous quantum Hall effect
[16]. This topological peculiarity has drawn much attention
to experiments with ultracold atoms in honeycomb optical lat-
tices (see Refs. [17–22]). For bosonic atoms, the superfluid
to Mott-insulator transition could be observed for single- and
multi-component quantum gases in optical lattices [3], while
fermionic atoms have been used to study the dispersion rela-
tion [7]. In spin mixtures, a twisted-phase superfluid has been
observed resulting from an unconventional hybridization of
the lowest bands has been observed in quantum mixtures [4].
In this paper we discuss various novel schemes of tuning
hexagonal lattice structures allowing for the realization of new
quantum phases for different spin states. The lattice potential
arises here from the interplay between a scalar light shift and
a non-negligible vectorial light shift, involving the light po-
larization and internal state of the atom. Depending on the
polarization of the lattice laser beams, it is possible to create a
number of potentials, such as a scalar triangular lattice as well
as a pure polarization lattice without intensity modulation. A
particularly interesting configuration is that of a honeycomb
potential with an additional state-dependent superlattice struc-
ture [3].
For the case of the spin-dependent honeycomb lattice po-
tential, the ground state properties of bosonic gases are in-
vestigated in detail. We propose a novel scheme to dynam-
ically control the geometry of the lattice potential that does
not require additional light fields in the experimental setup.
We demonstrate that this system allows for tailoring Hub-
bard models with a tunable energy offset between the two
different sublattices A and B. This offset is introduced via
rotation of the quantization axis of the system defined by
an external magnetic field, thus modifying the amplitude of
the polarization-dependent light shift. The resulting two-
atomic unit cell with non-equivalent sites leads to a series
of superfluid and Mott-insulating quantum phases with in-
teger and half integer fillings. Applying a bosonic cluster
mean-field method [11, 23–31], we derive accurate phase di-
agrams for arbitrary offset energies. The deviations due to
off-site processes and next-nearest neighbor tunneling are dis-
cussed for the experimental parameters. Furthermore, we de-
rive the Wannier functions for the composite bands of the
honeycomb lattice using a localization criterion for an opti-
mal Hubbard model. This criterion minimizes the neglected
beyond-Hubbard processes and thereby leads to optimal Hub-
bard parameters. An effortless construction scheme for Wan-
nier functions depending on only one variational parameter is
demonstrated. Finally, we show that the accurate calculation
of both Wannier functions and phase diagrams leads to results
that agree well with the experimental results in Ref. [3].
We start with a description of a very flexible spin-dependent
graphene-like optical lattice setup. In the second section, we
focus on the case of the honeycomb lattice and discuss the
band structure and the construction of Wannier functions. As
a consequence of the polarization-dependent light potential,
all parameters depend on the magnetic quantum number mF.
The Hubbard parameters for tunneling and on-site interac-
tion are derived from the Wannier functions. In addition, also
processes beyond the standard Hubbard model, such as next-
nearest-neighbor and density-induced tunneling [32, 33], are
taken into account. In the third section, the phase diagram of
bosonic atoms is discussed focusing on the superfluid to Mott
insulator transition. For the honeycomb lattice, conventional
mean-field methods suffer from the small number of nearest
neighbors [31, 34]. Here, the cluster Gutzwiller method is ap-
plied that allows to calculate the transition accurately [11, 23–
31]. We show that the critical point for integer and half-integer
Mott phases depends crucially on an effective magnetic quan-
tum number, ranging continuously from −mF to +mF.
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FIG. 1. (Color online) Setup and possible geometries of versatile spin-dependent hexagonal lattices. (a) Setup of the three running laser beams
in the xy-plane. The quantization axis of the system is defined by a homogeneous magnetic field B. Its orientation can be quantified by the
Euler angles α and γ. The linear polarization of the three beams encloses an angle θ with the lattice plane. (b) For θ = pi/2 (polarization
perpendicular to lattice plane) the resulting potential is a triangular lattice with pi-polarized light. The light intensity is strongly modulated. (c)
Purely state-dependent polarization lattice in the case of θ = arccos(1/3)/2, depicted here for atoms trapped at σ− sites and α = 0. Note that
compared with (b) a much weaker confinement arises. (d) With θ = 0 the potential forms a spin-dependent honeycomb lattice. The alternating
circular polarization lifts the degeneracy of the sublattice sites A and B (α = 0). The lattice spacing (533 nm and 320 nm) are exemplary given
for a laser wavelength of λL = 830 nm.
I. TUNABLE HEXAGONAL LATTICES
Optical lattices are commonly created by the interference
of counter-propagating laser beams that form standing waves
with defined knots at retro-reflecting mirrors. In contrast, the
tunable optical lattices described here are generated by su-
perimposing three traveling waves which intersect in the xy-
plane at angles of 120◦ as depicted in Fig. 1a [35]. The corre-
sponding wave vectors of the beams are k1 = 2pi(0, 1, 0)/λL,
k2 = pi(
√
3,−1, 0)/λL and k3 = pi(−
√
3,−1, 0)/λL. The
recoil energy is given by ER = h2/(2mλ2L), where m is the
atomic mass. Throughout the paper we use as an example ul-
tracold 87Rb atoms and a laser wavelength of λL = 830 nm
as in Ref. [3]. For this wavelength the lattice laser detuning
relative to the atomic transitions is still of the order of the
fine structure splitting. In addition to the intensity modulation
Vint(x) of the resulting light field, this gives rise to a reason-
ably strong polarization-induced Stark shift of the magnetic
Zeeman substates |F,mF〉, which adds to the intensity mod-
ulation. The total optical potential can be expressed as a sum
of a state-independent and a state-dependent part:
V (x) = −V0
[
Vint(x) + Vpol(x)
]
. (1)
V0 denotes the corresponding lattice depth created by two
equivalent counter-propagating laser beams [1, 3]. Consid-
ering all beams being linearly polarized at an angle θ with
respect to the xy-plane (see Fig. 1a), the state-independent po-
tential reads
Vint(x) = 6 +
[
1− 3 cos(2θ)]∑
i
cos(bix), (2)
where each two reciprocal lattice vectors bi = εijk(kj −kk),
span the reciprocal Bravais lattice. The state-dependent part
of the optical potential can be obtained by calculating the pro-
jection of the light field onto the polarization basis vectors
εP , with polarization P = {pi, σ+, σ−}. This basis is de-
termined by the orientation of the system’s quantization axis,
which can be easily controlled in experiment by a homoge-
neous magnetic field. In case of the quantization axis point-
ing along the z-axis, the εP are the (three-dimensional) Jones
vectors εpi = (0, 0, 1) and εσ± = (1,±i, 0)/
√
2. For an ar-
bitrary orientation of the quantization axis, the basis has to be
transformed, such that εpi remains parallel to the quantization
axis: εP → Rz(γ)Rx(β)Ry(α)εP . Here, α, β, γ denote the
Euler angles, defining the orientation of the quantization axis
and theRi are the Cartesian rotation matrices. Without loss of
generality, we restrict the following considerations to β = 0.
The general form of the resulting state-dependent part of the
potential reads
Vpol(x) =
√
3(−1)FmFη cos(θ)
∑
i
Ci sin(bix), (3)
where the coefficients Ci are given by
C1 = cos θ cosα− 2 sin θ sinα cos γ (4)
C2,3 = cos θ cosα + sin θ sinα
[
cos γ ±
√
3 sin γ
]
. (5)
The dimensionless proportionality factor η = 0.13 is solely
determined by the detuning of the lattice laser (for, e.g. λL =
1064 nm, η = 0.03).
Equations (2) and (3) point out the central role of the lat-
tice beam polarization angle θ. Three fundamentally different
scenarios will be discussed in the following. For θ = 90◦ the
state-dependent part of the potential vanishes. The remain-
ing state-independent potential forms a triangular lattice with
deep confinement at each lattice site due to a strong inten-
sity modulation [1]. As depicted in Fig. 1b, the polarization
throughout this system is pi and the orientation of the quanti-
zation axis has no effect on the potential.
In contrast, for θ = arccos(1/3)/2 ≈ 35.3◦, the modu-
lation of the state-independent potential Vint vanishes com-
pletely, leaving only a constant energy offset and a weak,
3γ
By
x
330°
0°
60°
30°
270°
90°
150°
300°240°
210°
180°
120°
FIG. 2. (Color online) Stirring of lattice wells in the polarization
lattice by rotating the quantization field. In the case of a purely
state-dependent potential it is possible to stir σ+ and σ− lattice sites
around each other by rotating the quantization axis in the lattice plane
(i.e. for α = pi/2).
state-dependent potential (see Fig. 1c). In other words, atoms
with mF 6= 0 are either trapped on σ+ or σ− sites, while
atoms with mF = 0 remain untrapped. In a spin-mixture of
atoms with mF 6= 0 and mF = 0, the periodically modulated
density distribution of the atoms with mF 6= 0 presents an in-
teraction lattice for those with mF = 0 [36]. The orientation
of the quantization field has a strong impact on the geometry
of such a system: rotating the quantization axis from α = 0◦
towards the lattice plane at α = 90◦ shifts the lattice basis
vectors.
Such a configuration allows for the realization of a micro-
scopic stack of stirring spoons, each covering the area of only
one lattice plaquette. Indeed, as depicted in Fig. 2, a rotation
of the quantization axis in the lattice plane by the angle γ leads
to a rotation of the lattice wells around each other. By emulat-
ing the effect of the Lorentz force, this stirring offers a novel
scheme to create artificial gauge fields. This rotation could
also be applied to a spin mixture in order to study interaction
induced momentum exchange. Atoms with mF 6= 0, trapped
in the rotating polarization lattice, shall induce a rotating in-
teraction lattice onto the mF = 0 atoms, leading to a transfer
of vortices.
In analogy to the purely state-dependent potential, the hon-
eycomb lattice depicted in Fig. 1d, created for θ = 0◦ and
α = 0◦, exhibits an alternating pattern of circular polarization.
While the potential becomes very large in the center of each
hexagon, tunneling processes take place in the shallow chan-
nel structure connecting nearest-neighbor lattice sites with
contributions of next-nearest neighbor tunneling within each
sublattice (see the thin dashed lines in Fig. 1d). Despite the
still relatively small proportionality factor η, this occurrence
of only small potential barriers between nearest-neighbor lat-
tice sites causes the state-dependent part of the potential to lift
the degeneracy of the two fold atomic basis for atoms with
non-vanishing magnetic quantum number. Atoms seeking σ+
light are predominantly trapped at the sublattice A, while σ−
seeking states occupy the sublattice B and atoms with zero
magnetic quantum number still experience a fully symmetric
honeycomb potential [3, 4].
As a central aspect here, the control over the quantiza-
tion axis allows for a continuous adjustment of the symmetry
of the potential from triangular to honeycomb. By rotating
the quantization field into the lattice plane, the projection of
the circular polarization onto the atomic spin-states vanishes
in compliance with equations (4) and (5), which truncate to
C1,2,3 = cosα. Rotating the magnetic field beyond the lattice
plane, or α > 90◦, leads to an exchanged pattern of circular
polarizations and, thus, a deeper trapping on the respectively
other sublattice as depicted in Fig. 3a.
This behavior is equivalent to the realization of an effective
magnetic quantum number
m = (−1)F+1mF cosα (6)
of which we make use in the following calculations. Here,
the sign-term used earlier in equation (3) accounts for the re-
spective Lande´ g-factor. Thus, scaling the effective magnetic
quantum number m is sufficient to transfer the presented re-
sults to an arbitrary atomic species and detuning. All results
presented in the following will be focused on this case of the
state-dependent honeycomb lattice (θ = 0).
In this part, we have discussed a versatile state-dependent
optical lattice setup. The orientations of the polarization vec-
tor and of the quantization field allow to realize various lattice
geometries, which can be dynamically modified. This gives
access to novel experimental schemes such as the creation of
stirring patterns or interaction lattices. In the following the
special case of the honeycomb lattice with tunable offset en-
ergy is investigated in detail.
II. BAND STRUCTURE AND WANNIER FUNCTIONS
A. Band structure and Bloch functions
The band structure and the Bloch functions are obtained by
diagonalizing the single-particle Hamiltonian Hˆ0 = p2/2m+
V (x), where m is the mass of the atoms and V (x) is the non-
separable two-dimensional honeycomb potential for θ = 0.
The solutions are found by expanding both the periodic lat-
tice potential and the wave functions in two-dimensional plane
waves cka,kb exp(ikaa+ikbb), spanned by the two lattice vec-
tors a and b and the respective quasi-momenta ka and kb. Ap-
plying the Bloch theorem, the Schro¨dinger equation can be
solved for all quasi-momenta k = (ka, kb). The four lowest
bands of the band structure are depicted in Fig. 4 for various
values of m. For m = 0, the two lowest bands sg and su show
the typical back-folded band structure of a honeycomb lattice.
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FIG. 3. (Color online) Band structure of the tunable honeycomb lattice. (a) The rotation of magnetic field axis with respect to the lattice
plane alters the projection of the light field onto the atomic spin-states. Thus, the energy offset  between the sublattice sites A and B can be
continuously adjusted by the Euler angle α in the honeycomb lattice system. This behavior can be described by an effective magnetic quantum
number m. (b,c) Density of the Bloch functions |φ(n)k 〉 for the four lowest bands plotted for the momentum k = Γ or K (see Fig. 4). The
results are shown for a lattice depth of V0 = 3ER and an effective magnetic quantum number (b) m = 0 and (c) m = 1, where the deep blue
color corresponds to nodes in the wave function with zero density. Indicated in white are symmetry axes and the sign of the wave function,
where the circular arrows indicate a complex value with a rotating complex phase.
The respective Bloch waves |φ(n)k 〉 (Fig. 3b) are even and odd
combinations of s-wave-type solutions of the individual sub-
lattices A and B. The relative weight of both solutions depends
on the effective magnetic quantum number m and is equal for
m = 0. In the latter case, the inversion symmetry is reflected
by the existence of Dirac cones at k = K corresponding to
massless Dirac particles as in graphene [7, 18, 19, 21]. When
increasingm the symmetry is lifted introducing an energy off-
set  between the minima of the sublattices. As a consequence,
a gap opens between the Dirac cones (Fig. 4b) and the Dirac
particles obtain a finite mass. Therefore, the lattice offers the
possibility to study the continuous transition from a graphene-
like lattice to a gapped band structure, which is well accessible
experimentally. For m = 1 the site offset is rather large and
the densities of |φ(sg)k 〉 and |φ(su)k 〉 differ strongly on A and B
sites (Fig. 3c).
Figure 4 reveals another Dirac point connecting the fourth
and fifth band [20]. A special feature of the third band is the
extremely flat energy dispersion allowing for Wigner crystal-
lization [20, 37]. In the following, we will focus on the lower
two bands and neglect the occupation of higher bands.
B. Definition of Wannier functions
Since the unit cell of the honeycomb lattice has two lat-
tices sites, the definition of Wannier functions |wA〉 and |wB〉
for the respective sublattices is in general not straight for-
ward. However, we show in the following that for the spin-
independent case m = 0 with equal sublattices, the Wannier
problem is solved directly by an equal superposition of |φ(sg)k 〉
and |φ(su)k 〉 bands. Recently, the Wannier functions have been
calculated for honeycomb optical lattices using the Marzari-
Vanderbilt method in Ref. [38] and in Ref. [39, 40] for the
tight-binding approximation as well as in Ref. [8] using the
eigenstates of band-projected position operators.
The general goal of the definition of Wannier functions is
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FIG. 4. (Color online) (a) Band structure E(n)k showing the four
lowest bands at a lattice depth V0 = 3ER for m = 0, 0.1, 1 in unit
of the recoil energy ER. (b) Close-up of Dirac cones for m = 0,
0.02, ..., 0.1.
to provide a Hubbard model that is well suited for the de-
scription of the many-body problem. For this purpose, the
amplitudes of the leading-order neglected processes must be
negligibly small. This includes, e.g., off-site interactions,
next-nearest neighbor tunneling and density-induced tunnel-
ing. Maximally localized generalized Wannier functions for
lattices with multi-atomic unit cells are highly non-unique.
In fact, for the honeycomb lattice, an infinite number of or-
thonormal basis sets exist that are more or less well localized
on individual lattice sites. The usual attempt is to minimize
the so-called spread function [38–42] in order to define Wan-
nier functions localized to individual lattice sites. However,
it is a priori not clear, that these Wannier functions also lead
to a Hubbard model that is the best possible description of
the system. This is of particular importance for optical lat-
tices aiming to realize pure model systems. The preferable
approach is to define the Wannier functions in a way that the
neglected processes with largest amplitude are minimized.
The choice of the localization criterion is crucial for the va-
lidity of the resulting model. In Fig. 5 the Hubbard processes
5(a-d) and the most important neglected beyond-Hubbard pro-
cesses (e-h) are illustrated. The Hubbard model incorpo-
rates the tunneling J = −〈wA| Hˆ0 |wB〉, the site offset
energy B = 〈wB| Hˆ0 |wB〉 − 〈wA| Hˆ0 |wA〉, as well as
the on-site interaction on either site UA ∝
∫
d2x |wA|4
and UB ∝
∫
d2x |wB|4 using the Wannier function wA/B
on neighboring sites A and B (see Sec. II C). In the case
of optical lattices the density-induced tunneling ∆JA/B ∝∫
d2x w∗A|wA/B|2wB is the dominant correction of the Hub-
bard model [32, 33, 43] whereas next-neighbor interaction
UAB and next-nearest neighbor tunneling JAA and JBB are
usually small (see Sec. II D). Minimizing the squared sum
of ∆JA/B and UAB guaranties that the system is optimally
described by tunneling, on-site interactions and site offsets.
Since the parameters for off-site processes are derived from
the wave function overlap between neighboring lattice sites,
their minimization leads to the localization of the Wannier
functions on individual sites. Note that perpendicular to
the plane of the honeycomb lattice, a deep additional one-
dimensional lattice (Vz = 44ER) is applied, which is de-
scribed by conventional one-dimensional Wannier functions
for the sinusoidal potential.
For the honeycomb lattice with a bi-atomic unit cell one
can construct Wannier functions from the lowest two s-bands
sg and su. The Wannier functions wA and wB on sublattices
A and B can be constructed by the summation
|wiA/B〉=
1√
Ns
∑
k∈BZ
e−ikGi
[
ν
sg
k,A/B |φ
sg
k 〉+ νsuk,A/B |φsuk 〉
]
.
(7)
over the Bloch functions of Ns reciprocal lattice vectors in
the Brillouin zone (BZ). The lattice vector Gi = i1a + i2b
determines the two-site unit cell where the Wannier function
is localized.
The complex coefficients ν of the Bloch functions |φsgk 〉 and|φsuk 〉 can be written as
ν
sg
k,A =
√
s e−iθ
sg
k,A , νsuk,A =
√
1−s e−iθsuk,A
ν
sg
k,B =
√
1−s e−iθ
sg
k,B , νsuk,B =
√
s e−iθ
su
k,B .
(8)
for sublattice A and B, respectively, with phases θk,A/B and a
band-mixing parameter s. The phases must be chosen in a way
that the Bloch functions at the center rA/B of the respective
lattice site are positive real. This constructive summation is
achieved by
θ
(n)
k,A/B = arg φ
(n)
k (rA/B), (9)
where n denotes the band index (sg or su). This is the usual
procedure for the definition of Wannier functions of a one-
dimensional lattice with equivalent lattice sites. The choice of
rA/B must obey both the orthonormality∑
k,n
|ν(n)k,A/B|2 = 1 and
∑
k,n
ν
(n)∗
k,A ν
(n)
k,B = 0. (10)
and spatial three-fold rotational symmetry of the Wannier
functions. Due to the translational invariance with respect
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FIG. 5. (Color online) (a-h) Illustration of processes within and be-
yond the Hubbard model: (a) the tunneling matrix element J , (b)
the site offset B , (c,d) the next-nearest neighbor tunneling JAA /BB
(e,f) the on-site interactions UA and UB, (g) the density-induced tun-
neling ∆JA/B, (h) and next-neighbor interaction UAB. (i, j) Param-
eters in dependence on the variational parameter s for (i) m = 0 and
(j) m = 0.02 at a lattice depth of V0 = 12ER. Shown are the ab-
solute values and negative signs are indicated by dashed lines. The
blue circles depict the mean (∆J2A + ∆J
2
B + U
2
AB)
1
2 which is used
as the localization criterion.
to the lattice vectors, it is sufficient to determine the Wan-
nier functions |wA〉 and |wB〉 within the unit cell at the origin
i = (0, 0).
Only the single variational parameter s must be optimized
in order to fulfill the localization criterion. This band mixing
parameter describes the individual contributions of the lowest
two bands to the Wannier functions |wA〉 and |wB〉 on sub-
lattices A and B and is crucial to obtain maximally localized
Wannier functions. Figure 5i and 5j show the dependence of
the amplitudes for all relevant processes on the variational pa-
rameter s for the cases m = 0 and m = 0.02. For this small
value of m, the offset energy  is already on the order of the
on-site energy U . The band mixing parameter ranges from
an equal superposition with s = 1/2 to the limits s → 0 and
s → 1. In the latter cases, the Wannier functions for A and
B sites are constructed entirely from sg and su Bloch waves,
respectively, and therefore their tunneling matrix element van-
ishes. Note also that the on-site interaction energy U and site
offset energy  are relatively robust, while the tunneling J and
in particular off-site interaction processes are strongly influ-
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FIG. 6. (Color online) (a) The Wannier functions |wA〉 and |wB〉 for
sublattices A and B at V0 = 3ER for the symmetric case m = 0.
The plotted area contains 5 × 5 unit cells. The white contour lines
in the upper plot for |wA〉 indicate the zero crossings of the Wan-
nier function. The lower plots show |wB〉 on a linear and its absolute
value on a logarithmic scale. Since both sublattices are identical for
m = 0, |wA〉 and |wB〉 are identical under reflection. (b) The Wan-
nier functions for the strongly non-symmetric case m = 1.
enced by the applied localization criterion. It is in general not
possible to minimize the parameters of all beyond-Hubbard
processes simultaneously. However, in our case the density-
induced tunneling processes (gray and black lines) represent
the dominating corrections and their minimization leads to
optimal Wannier functions for the definition of the Hubbard
model (20) restricted to U , J , and . Only in the superfluid
regime of shallow lattices, the next-nearest neighbor tunnel-
ing represents a significant contribution and one could use the
squared sum of all neglected processes as a localization crite-
rion.
The resulting Wannier functions form = 0 and the strongly
asymmetric case m = 1 are plotted in Fig. 6. For the im-
portant case of equivalent sublattices (m = 0) the variational
parameter is simply s = 1/2 as follows from symmetry ar-
guments. The logarithmic plot in Fig. 6a shows that Wan-
nier functions are well localized even for very shallow lattices
(V0 = 3ER). Note that very similar results are obtained using
the (numerical expensive) minimization of the spread function
as performed very recently for the honeycomb optical lattice
in Refs. [38] and [39]. The situation is however more subtle
for the strongly asymmetric casem = 1. Here, the two lowest
bands are not energetically well separated from higher bands
(see Fig. 4a). In fact, the second band is already strongly hy-
bridized with the puu band and hence an admixture of the forth
band with a second band mixing parameter is necessary. The
contribution of the pgg band is still negligible due to symmetry
arguments.
In conclusion, we have presented an efficient construction
scheme for Wannier functions of the honeycomb lattice. It is
based on the general goal to define maximally localized Wan-
nier functions in a way that the amplitudes of processes that
are neglected in the Hubbard model are minimized. This ap-
proach results in the optimal Hubbard model for the descrip-
tion of the many-body problem. Furthermore, the method is
applicable to other lattice geometries with multi-atomic unit
cells and is numerically inexpensive.
C. The Hubbard model
The standard Hubbard model using the tight binding ap-
proximation is restricted to the nearest neighbor tunneling J ,
on-site interaction U and site offset energy . By means of
the Wannier functions the tunneling matrix elements between
neighboring sites can be calculated using
J = −〈wA| Hˆ0 |wB〉 = − 1
Ns
∑
k,n
ν
(n)∗
k,A ν
(n)
k,BE
(n)
k (11)
where Hˆ0 = p2/2m + V (x) denotes the single-particle
Hamiltonian. The on-site interaction reads
UA/B = g
∫
d3x |wA/B(x1, x2)|4 |w⊥(x3)|4 (12)
using the interaction parameter g = 4pi~m as and the Wannier
function |w⊥〉 of the perpendicular one-dimensional lattice.
For concreteness, we use 87Rb parameters with a scattering
length as ≈ 101 a0. The energy offsets for the sublattices are
given by A = 0 and
B =
1
Ns
∑
k,n
(
|ν(n)k,B|2 − |ν(n)k,A|2
)
E
(n)
k . (13)
These parameters allow to write the Hubbard Hamiltonian
in the common way. Instead of labeling the sites by a unit
cell vector (i1, i2) and a sublattice index A or B, it is more
convenient to use a joint vector j. This way we can map the
honeycomb lattice to a square lattice with a reduced number
of bonds (see Fig. 9e and f). We will use square brackets to
recover the sublattice index A or B from the joint index j, i.e.,
[j] 7→ {A,B}. (14)
Using this definition, the Hubbard Hamiltonian can be written
as
HˆBH = −J
∑
〈j,j′〉
bˆ†j bˆj′ +
1
2
∑
j
U[j]nˆj(nˆj − 1) +
∑
j
[j]nˆj
(15)
with 〈j, j′〉 indicating the sum over nearest neighbors. The
Hubbard parameter J , UA/B, and  = B for the optimized
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Wannier function are shown in Fig. 7 for the different effective
magnetic quantum numbers m = 0, 0.02 and 1.
In the following we discuss processes beyond the tight
binding approach and the dependence of all parameters on the
effective magnetic quantum number m.
D. The extended Hubbard model
As discussed above, several off-site processes are already
neglected in the Hubbard model. These processes are illus-
trated in Fig. 5e-h. The natural question arises how important
these processes are for the phase diagram of the honeycomb
lattice. From Fig. 7 it is clear that the first order corrections to
the standard Hubbard model are the density-induced tunneling
and next-nearest neighbor tunneling, whereas next-neighbor
interaction and pair-tunneling are negligible. The extended
Hubbard Hamiltonian with first order corrections can be writ-
ten as
HˆEBH =− J
∑
〈j,j′〉
bˆ†j bˆj′ −
∑
〈〈j,j′〉〉
J[j][j′]bˆ
†
j bˆj′
+
1
2
∑
j
U[j]nˆj(nˆj − 1) +
∑
j
[j]nˆj
−
∑
〈j,j′〉
bˆ†j(∆J [j]nˆj + ∆J [j′]nˆj′)bˆj′ .
(16)
Here, 〈〈j, j′〉〉 sums over all pairs of next-nearest neighbors
with next-nearest neighbor tunneling matrix elements JAA
and JBB. These matrix elements can be calculated using
JAA = −〈wjA| Hˆ0 |wj
′
A 〉 = −
1
Ns
∑
k,n
|ν(n)k,A|2eikGE(n)k (17)
and analogously for JBB, where G = Gj −Gj′ is a lattice
vector between neighboring unit cells. The density-induced
tunneling ∆J stems from the two-particle interaction [32].
It describes the tunneling of a single particle to a neighbor-
ing site induced by the interaction on either site. The pro-
cess is therefore intrinsically occupation-number-dependent
and scales linearly with nj+nj′−1. The matrix element for
density-induced tunneling is
∆JA/B = −g
∫
d3x w∗A(r)|wA/B(r)|2wB(r) |w⊥(x3)|4,
(18)
with r = (x1, x2). Other processes stemming from the
two-particle interaction, namely, the next-neighbor interaction
UAB and pair tunneling, are given by
UAB = g
∫
d3x |wA(r)|2|wB(r)|2 |w⊥(x3)|4 (19)
and Jpair = UAB/2. They are typically smaller than the
density-induced tunneling and thus are neglected here (see
Fig. 7). This is characteristic for the optical lattice and can
be different for other potentials, e.g., solid-state materials.
For the case m = 0 with equivalent sublattices A and B,
the extended Hubbard parameters (Fig. 7a) have qualitatively
a similar dependency as for cubic lattices [32]. It is worth
noticing that the density-induced tunneling ∆J (black line)
is about one tenth of the conventional tunneling J (blue) for
a wide range of parameters and can thus strongly influence
the behavior of the system. For an average filling of three
(ρ = (nA + nB)/2 = 3), this corresponds to an increase of
the effective tunneling by 50%.
Furthermore, the ratio ∆J/J depends on the transversal
lattice depth and the scattering length. The next-nearest-
neighbor tunneling couples anti-ferromagnetically and is an
important contribution for shallow lattices. For intermediate
and deep lattices, the next-nearest-neighbor tunneling (purple)
and the next-neighbor interaction (green) have small contribu-
tions.
As shown in Fig. 7c, for m = 1 the site offset B is the
dominating energy. Already for relatively shallow lattices, it is
larger than all other matrix elements, which causes a depopu-
lation of the sublattice B as discussed in detail below. Another
8feature arising from the inequivalent sublattices is a splitting
of the on-site interactionsUA andUB, density-induced tunnel-
ing ∆JA/B, and in particular the next-nearest neighbor tun-
neling JAA and JBB. The absolute values of JBB are consid-
erably larger than for JAA due to the larger spatial extend of
the |wB〉. This also causes the on-site interaction on B sites
to be smaller than on A sites. For m = 1, the next-nearest
neighbor tunneling JAA couples ferromagnetically and JBB
anti-ferromagnetically.
E. Tunable lattice site offsets
As mentioned above, m can be continuously tuned by tilt-
ing the magnetic field axis with respect to the lattice plane
(Eq. (6)). While the case of m = 0 corresponds to equiva-
lent sublattices A and B, a value of m = 1 already causes a
depopulation of the sublattice B. The tunability of m also al-
lows to address the more interesting situation where the offset
energy is comparable with the tunneling or the on-site interac-
tion. The resulting competition leads to a rich phase diagram
with a multitude of insulating phases with fractional fillings.
Figure 8b shows that the offset B is approximately a lin-
ear function of the parameter m. Importantly, the tunneling
and the on-site interaction (Fig. 8a) have only a weak de-
pendence on m in the plotted region, i.e., J(m) ≈ J and
UA(m) ≈ UB(m) ≈ U . Neglecting other contributions, the
tuning of m allows therefore to implement a Hubbard model
with adjustable offset of sublattice B as illustrated in Fig. 8c.
The model Hamiltonian can be written as
HˆBH(m) =− J
∑
〈j,j′〉
bˆ†j bˆj′ +
1
2
∑
j
Unˆj(nˆj − 1)
+
∑
j
[j](m)nˆj .
(20)
As an important result, in the spirit of quantum simulation,
the tuning of the effective quantum number m represents an
additional tool for engineering many-body Hamiltonians.
In the case of equivalent sublattices (m = 0), the density-
induced tunneling is the leading order correction of the model
Hamiltonian (20), whereas for larger values of m the next-
nearest neighbor tunneling can have a similar amplitude
(Fig. 8d). We determine the impact of these additional pro-
cesses in Sec. III.
III. PHASE DIAGRAMS
In the following, the phase diagrams of bosonic atoms in the
tunable state-dependent honeycomb lattice are discussed. We
consider the general case of Hubbard models for hexagonal
lattices superimposed with a bi-atomic superlattice structure
with arbitrary site offsets. Mean-field calculations in Ref. [3]
only allow for approximative results due to the small number
of nearest-neighbors in the honeycomb lattice [31, 34]. There-
fore, we apply a bosonic cluster mean-field approach [11, 23–
31]. It has been shown that this approach gives accurate re-
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(see Figs. 7 and 5) as a function of the effective magnetic quantum
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plot of the site offset  showing its linear dependency. (c) Hubbard
model with tunneling J , on-site interaction UA = UB, and tun-
able site offset . (d) The change between ferromagnetic and anti-
ferromagnetic coupling of the next-nearest-neighbor tunneling on a
linear scale.
sults for the Bose-Hubbard model for hexagonal lattices [31].
Furthermore, we discuss the phase diagrams for experimental
parameters in dependence on the effective magnetic quantum
number m and the influence of extended Hubbard processes
such as density-induced tunneling and next-nearest neighbor
tunneling. Finally, by using the improved Wannier functions
from Section 4 and accurate numerics to calculate the phase
diagram we show that the theoretical predictions match very
well with the experimental results in Ref. [3].
A. Cluster Gutzwiller method
We briefly review the cluster Gutzwiller method applied in
the following. The idea is to solve the many-particle problem
for a cluster of lattice sites which is coupled to the mean-field
at its boundary [11, 23–31]. The exactly treated cluster is de-
coupled from the surrounding lattice by replacing all opera-
tors that act on sites outside the cluster with their expectation
values. In a self-consistent procedure, the mean-field is de-
termined from the solution of the previous iteration. This is
a natural extension of the conventional Gutzwiller approach,
where a single lattice site is decoupled from the lattice. The
striking advantage is that intersite correlations can be cap-
tured, enhancing the precision significantly and giving access
to correlated quantum phases such as so-called loophole insu-
lators [11, 13]. For the extended Hubbard model, the cluster
Gutzwiller method requires the two different mean-field pa-
rameters 〈bˆ〉 and 〈nˆbˆ〉, where the latter is introduced by the
density-induced tunneling process.
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FIG. 9. (Color online) (a-d) Superfluid to Mott insulator transition for m = 0, 0.02, 0.1, and 1, where µ is the chemical potential. The Mott
lobes are shown as a function of the lattice depth V0 (axis at the bottom) and the ratio J/U (top). Mott phases with integer and half-integer
filling ρ exist for non-equivalent sublattices A and B with the occupation numbers (nA, nB) (gray). The results for the Hubbard model (15)
are shown as solid lines and for the extended model (16) as dashed lines. The phase boundary within the Hubbard model depends only on the
ratio J/U assuming U = UA ≈ UB. (e) Lattice structure of the honeycomb lattice and (f) mapping on a square lattice with reduced bonds.
The depicted cluster of sites is used for the cluster Gutzwiller calculation, where the double arrow indicates periodic boundary conditions.
In the many-particle cluster basis |N〉 the Hamiltonian ma-
trix elements
HˆMN = 〈M | Hˆcluster + Hˆboundary |N〉 (21)
decompose in two parts describing the cluster and its bound-
ary. For the general case of the extended Hamiltonian (16),
we have Hˆcluster = HˆEBH − µ
∑
j nˆj , where µ is the chem-
ical potential. The Hamiltonian Hˆboundary describes the cou-
pling of sites at the boundary of the cluster to sites outside
the cluster. For an infinite system, we can obtain the expec-
tation values for sites outside the cluster from two innermost
sites in the cluster, i.e., target sites a and b of the sublattice A
and B, respectively. Consequently, a site j of sublattice A (B
analogously) couples via
Hˆjboundary =− J νj bˆ†j〈bˆb〉 − JAA νNNj bˆ†j〈bˆb〉
−∆JA νj bˆ†j nˆj〈bˆb〉 −∆JB νj bˆ†j〈nˆbbˆb〉
+ c.c.,
(22)
where νj (νNNj ) denotes the number of nearest (next-nearest)
neighbors outside the cluster. For the Bose-Hubbard model
we have JAA = ∆JA = ∆JB = 0 and the expression above
simplifies drastically. For the calculations, we use a cluster of
18 sites as shown in Fig. 9f, where periodic boundary condi-
tions are applied along the horizontal direction (see Ref. [31]
for further details). The latter reduces the number of bonds
to the mean-field, where in this case the finite-size scaling pa-
rameter measuring the ratio of internal cluster bonds to total
bonds is λ = 0.8 (λ = 0 corresponds to a single-site, λ = 1
to an infinite cluster).
B. State-dependent phase diagrams
The quantum phase diagram of the state-dependent honey-
comb lattice strongly depends on the effective quantum num-
ber m. The general feature is the transition from a superfluid
state in shallow lattices (large values of J/U ) to strongly cor-
related Mott-insulating states in deep lattices. The latter is de-
fined by vanishing superfluid order parameters 〈bˆa〉 = 〈bˆb〉 =
0 and fixed particle numbers per unit cell (nA, nB). For the
state-independent case m = 0, the insulating phases are char-
acterized by the same integer occupation of both sublattices
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FIG. 10. (Color online) Universal phase diagram for arbitrary values of m in the /U–J/U plane for (a) half-integer and (b) integer filling
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SF-MI transition point at the tip of the Mott lobe in Fig. 9. (c) Phase diagram combining half-integer and integer filling factors for site offsets
0 <  < U .
A and B, i.e., nA = nB = ρ. The site-offset energy  in-
troduces an imbalance between the two sublattices, leading to
insulating phases with uneven fillings nA 6= nB.
In Fig. 9a-d the phase diagrams are shown for different ef-
fective magnetic quantum numbers m in dependence on the
lattice depth V0 and the chemical potential µ/UA. The Mott
lobes are shown for the standard Hubbard model Eq. (20)
(solid lines) as well as for the extended Hubbard model
Eq. (16) including off-site processes (dashed lines). The
density-induced tunneling increases the total tunneling energy
and thereby shifts the transition to deeper lattices. This is in
particular strong for higher filling factors which reflects the
occupation-dependency of the density-induced tunneling. The
results of the cluster method for m = 0 differ strongly from
those of the conventional mean-field approach (see Refs. [44–
46]) predicting J/U = 0.0572 for the lowest Mott lobe with
(nA, nB) = (1, 1). The large discrepancy is caused by the
small number of nearest neighbors in the honeycomb lattice.
In the case of the standard Hubbard model, the phase diagrams
depend only on the ratio J/U plotted at the top of each fig-
ure. However, other parameters such as site offsets or density-
induced tunneling also depend on the effective magnetic quan-
tum number m.
The possibility of tuning the site offset  = B as described
in Sec. II E leads to an interesting competition of site offset
and on-site interaction. When the site-offset exceeds the on-
site energy, a population imbalance is imprinted on each of the
unit cells [10–14]. For m = 0.02 (Fig. 9b), where the site off-
set B is on the order of the U/2, this criticality is reflected by
alternating Mott lobes with half-integer and integer filling ρ,
e.g., the Mott states (1, 0) and (1, 1). Depending on the chem-
ical potential µ transitions to both Mott configurations from
the superfluid are possible. In Sec. III C, we discuss in detail
how the site offset B affects the Mott transition and how the
critical point can be determined for a given offset. In deep lat-
tices, the boundaries between both Mott phases are strongly
bent and separated by a very narrow superfluid region. The
latter is triggered by the increase of B with the lattice depth
(see Fig. 7b).
By increasing the effective magnetic quantum number
(m = 0.1 and m = 1), a depopulation of the B lattice sites
occurs due to the large energy offsets. For m = 0.1, the phase
diagram for the higher Mott lobes is rather complex and sur-
prisingly the (2, 1) Mott phase is completely surrounded by
the superfluid phase, which is further elaborated in Sec. III C.
In the extended Hubbard model, where the density-induced
tunneling causes in general smaller Mott phases, the (2, 1)
Mott insulator is not a ground state for m = 0.1. For the
case m = 1, corresponding to mF = 1 atoms at a perpen-
dicular magnetic field, only (n, 0) Mott insulator phases can
be observed (Fig. 9d). However, in the superfluid phase the
B sites are nonetheless important as they induce the fluctua-
tions between the A sites via second order tunneling on the or-
der of J2/B. Direct next-nearest neighbor hopping between
the A sites contributes only to a minor degree which can be
deduced from the small difference between standard and ex-
tended Hubbard model (solid and dashed lines). Due to the
large value of B the Mott transition to (1, 0) occurs at high
values of J/U ≈ 0.4 and therefore already in very shallow
lattices.
C. Universal –J–U phase diagram
While in Fig. 9 the phase diagrams for specific values of ef-
fective magnetic quantum number m are discussed, we show
in the following the results for the standard Hubbard model
(20)
HˆBH = −J
∑
〈j,j′〉
bˆ†j bˆj′ +
U
2
∑
j
nˆj(nˆj − 1) +
∑
j
[j]nˆj
in dependence on the site offset . The positions of the tips of
the Mott lobes in Fig. 9 are of particular interest, since they
mark the transitions into the insulating phases at (half) integer
filling. Fixing the chemical potential µ to the corresponding
value allows to draw the universal phase diagram in the /U
– J/U plane as depicted in Fig. 10. In this representation,
lobes of Mott phases (nA, nB) with filling ρ = (nA + nB)/2
emerge. Mott phases with a given imbalance ∆n = nA − nB
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FIG. 11. (Color online) Comparison with the experimental data from
Ref. [3] which depicts the visibility after time of flight (circles) for
m = 0 (blue) and m = 1 (green). The vertical lines are the theo-
retical predictions for the Mott insulator transition for filling factor
ρ in both cases. The solid lines show the result for the Hubbard and
the dashed lines for the extended model. The experimental data is in
good agreement with transitions at a filling factor of ρ = 1.
exist for nB > 0 in a range ∆n − 1 < /U < ∆n + 1
reflecting the competition between the on-site energy U and
offset energy .
The dashed lines in Fig. 10 represent the site offset /U for
different values of m as a function of J/U . For specific m,
the superfluid to Mott insulator transitions with (nA, nB) par-
ticles are given by the intersection with the respective Mott
lobe (open circles). They correspond to the tips of the lobes
for m = 0, 0.02, and 0.1 in Figs. 9a-c, where  is solely de-
termined by m and the optical lattice potential. In Fig. 10c,
where even and odd fillings are plotted, we can determine the
critical values for m = 0 and m = 0.02. It is clear that for
m = 0 only transitions to (n, n) Mott phases exist, whereas
for m = 0.02 both (n, n) and (n, n − 1) lobes can be found
with comparable transition points (see Fig. 9b). In Fig. 10a
the ratio /U for m = 0.1 (purple line) has two intersections
with the (2, 1) Mott lobe, which indicates that this phase only
exists in the range of 0.026 . J/U . 0.04. For lower values
of J/U the site offset /U increases and the superfluid phase
is reentered. As a result a Mott insulator island appears in the
phase diagram in Fig. 9c. Note that for the extended Hub-
bard model the insulator phases are in general smaller and the
(2, 1) Mott phase only appears for values m < 0.1.
In conclusion, the representation in Fig. 10 allows us to
predict the possible Mott phases for arbitrary site offsets by
drawing the line /U . This ratio is determined by the Wan-
nier function computed in Sec. II for given values of m and
V0. The critical values J/U for entering the Mott phases (and
possibly reentering the superfluid phase) are given by the in-
tersections of the phase boundaries with the respective line
/U .
D. Comparison with experimental data
In Fig. 11 we compare the theoretical predictions form = 0
and 1 with the experimental data in Ref. [3]. In this exper-
iment, the described state-dependent honeycomb lattice was
realized and loaded with 87Rb atoms in the hyperfine ground-
state manifold F = 1 and F = 2. This allows to study the
superfluid to Mott insulator transition with different magnetic
quantum numbers mF . However, without the proposed rota-
tion of the magnetic field axis only integer effective magnetic
quantum numbers are accessible. The experimental data in
Fig. 11 shows the visibility of the atomic cloud after time-of-
flight expansion, which vanishes in the Mott insulator phase.
However, in the experiment the additional confinement leads
to a slowly decreasing local chemical potential from the trap
center, which increases the overall visibility close to the Mott
transition due to the coexistence of Mott plateaus and super-
fluid rings.
Our calculation for the critical points is plotted as vertical
lines, where the solid lines depict the standard Hubbard and
the dashed lines the extended model. For m = 0, the critical
value V c0 ≈ 10.5ER for the filling ρ = 1 matches well with
the experimental result (blue line). As discussed above for
filling ρ = 1 the correction in the extended Hubbard model
is relatively small. For ρ = 2, the correction with about
1ER is much larger, since the density-induced tunneling as
the leading-order correction scales with 2ρ− 1. Note that the
previous theoretical prediction [3] is V0 ≈ 13ER-19ER for a
filling ρ = 1-2 is much larger and does not agree well with
the measurement.
In contrast, the same calculation [3] for m = 1 predict a
much lower value than in experiment, namely V0 ≈ 4ER-
5ER for ρ = 1-2 although the single-site Gutzwiller approach
should overestimate the critical lattice depth [31]. Our ap-
proach for Wannier functions in combination with the cluster
Gutzwiller method predicts the transition at about 6ER for
ρ = 1, which agrees well with the experimental data. Thus,
the results for mF = 0 and mF = 1 both indicate an average
filling of ρ = 1.
IV. CONCLUSIONS
We have presented a versatile setup for the generation of
optical lattices with three-fold symmetry where the polariza-
tion of the light and an external magnetic field can be used to
realize a manifold of lattice geometries. This offers promis-
ing opportunities for new optical lattice setups and grants ac-
cess to completely new quantum physics. For the case of the
honeycomb lattice, a tunable site-offset energy between the
sublattices A and B introduces a new degree of freedom to
engineer more complex lattices topologies. Here, the pre-
cise knowledge of system parameters – Wannier functions
and contributing interaction processes – is essential for the
interpretation of the experimental results. Using the cluster
mean-field method and a well-suited localization criterion for
the Wannier states, we have been able to compute accurate
phase diagrams. The cluster mean-field method has proven to
be an efficient and precise tool for the determination of the
phase diagrams of both the standard and the extended Hub-
bard models, especially for lattices with small coordination
numbers. With our results we were able to pinpoint the influ-
12
ence of beyond-Hubbard processes, i.e., density-induced tun-
neling and next-nearest neighbor tunneling. A universal rep-
resentation of the phase diagrams for arbitrary site offset ener-
gies has been introduced. In general, the presented results pro-
vide a major improvement on previous theoretical predictions
and show excellent agreement with the experimental data in
Ref. [3]. We find that the next-nearest neighbor tunneling does
not appear to cause the large discrepancy between experiment
and theory in [3] as proposed. The presented methods, espe-
cially the efficient construction scheme for optimal Wannier
states, can be easily extended to other lattice geometries.
We acknowledge funding by the Deutsche Forschungsge-
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