1. The fundamental theorem. Completing a well known result of Kolmogoroff [12] , Marcinkiewicz [15] has recently constructed a function integrable L, whose Fourier series possesses partial sums oscillating finitely almost everywhere. It is, therefore, natural to ask what may be said about the relative position of the interval of oscillation of s"(x) and the value f(x), beyond the well known fact that the said interval contains/(x). The result proved in this note is a first attempt in this direction.
Theorem. If the partial sums sn(x) of the Fourier series of a function fix) integrable L, 1 (1) f(x) ~ -a0 + 22 (a* cos nx + bn sin nx), where r"(x) are the Fejêr means of an integrable function faix) ^0. Lemma 3. If, under the hypothesis of the theorem, we have for every x belonging to a set E of positive measure (9) Snix) -Vnix) = in' (*)/(» + 1) à -M (« £ «9, M > 0), then, for almost every x in E, (10) lim sup [snix) -o-nix)] ¿ M.
n-►» 3. Proof of lemmas. To prove Lemma 1, let Ç"(«) =«/(l+«2«2). Since the kernel A"(w) is O(w) for 0¿u¿l/n, and 0(l/(rcw2)) for l/n¿u¿3ir/2, it is easy to see that A"(w) ¿CQ"iu) (cf. Fejér [3] ). From (5) we deduce that * In the following we use C as a generic notation for an absolute constant, not necessarily the same in all formulas where it occurs.
where <¿(w) = 2/(w) +4c/>(»).
We pass on to the proof of Lemma 3. First, we have, for almost every x in the interval (-it, t), the relation 
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For we may replace sn(u) by sn(u) +M under the sign of integral in (4), without changing its value. If we replace there s" by <r", we obtain ?"'/(»+1), which represents the difference, multiplied by (w+2)/(w+l), of the first and second arithmetic means of the series (1) . This follows from the formula Break up the last integral into two, extended over E and its complement H, and denote the corresponding expressions by /i and J2. Pr(«) and K"iu) are non-negative, hence by (9), Ji¿0 and it remains to show that J2->0 almost everywhere in E. It is sufficient to show that /2->0 at every point x where E has density 1 and where the integral of \f/ (see Lemma 2) has a finite derivative. Suppose for simplicity that x = 0 is such a point and let Mr = max Pr(«), 0 ¿ u ¿ 2-K. Then (see Lemma 2)
Expressing tb(m) as a Fejér's integral and interchanging the order of integration, we see that the integral of the right-hand member of (13) is equal to -Mr j fat)Lnit)dt = ^Mr(j + j' ")
where P"(¿) is given by formula (5). Let ß be a fixed positive number. We have
7 being a constant (the inequality is implied by the fact of existence of a finite derivative of ¥(0 at t=0). By (7) the first integral on the right in (14) is oin^iß/n) =o(l). The second integral is less than
n Jß/n where e >0 is arbitrarily small, if only ß is sufficiently large. An analogous discussion is applied to the integral f_Tfait)Lnit)dt. It follows that /2->0 for every 0 <r < 1. Since we may take r as near to 1 as we please, the truth of the lemma follows. 4 . Proof of the theorem. Let now P and G denote the sets of points at which, respectively,
To prove that the set P is of measure 0, it is enough to show that the set Pi of points for which
rt-►« n-»« is of measure 0. If it were not, we could find two numbers N>M>0 and a set F% c Pi, meas F2 >0, such that
From the last inequality we conclude the existence of an integer «0 and of a set E c F2, meas E>0, such that
and hence, by Lemma 3, we have
almost everywhere in E, contrary to the first of inequalities (16) . The theorem is, therefore, established. 5. Additional remarks, (i) Under the hypothesis of our theorem we may prove also that the relation (17) fix) = -lim sup s"(x) + lim inf s"(x) , 2 |_ n-»oo n-»oo J where /(x) is the function conjugate to fix), holds almost everywhere in (-it, tt). The proof is exactly the same as before, except that, instead of (4), we use the formula
(ii) It is not difficult to see that the results above may be localized; if we suppose that (2) is satisfied in an interval (a, b), the relations (3) and (17) are true almost everywhere in (a, b). This follows from general localization theorems for trigonometric series.
(iii) The hypothesis that the trigonometric series considered in the theorem is a Fourier-Lebesgue series is superfluous and may be omitted. In fact, inequality (2) implies that the sequence {/lx|s"(x)|o,x} is bounded, and so the series (1) is a Fourier-Stieltjes series. The arguments which we have used in the proof may be, without any difficulty, adapted to this new, slightly more general, case. (See for instance [30] .) II. ON THE ABSOLUTE CONVERGENCE OF FOURIER SERIES 1. It has been proved that if f(x), 0^x^2x, is a periodic function of bounded variation, satisfying a Lipschitz condition of positive order, the Fourier series of f(x) converges absolutely [28, 8] .
In the same way it is possible to prove the foUowing, more precise,, theorem [26] .* * For a similar problem see also O. Szász [23] . The main purpose of this note is to show that the condition imposed on A is the best possible. More precisely, we may state Theorem 2. For every value 0<cv<l
there exists a function of bounded variation, satisfying a Lipschitz condition of order a, and such that the series (2) diverges when A = 2/(2+a). 
2A
Let F denote the absolute variation of f(x) in the interval (0, 27r) and co(ô) the modulus of continuity of f(x), i.e., co(ô) =max|/(xi)-f(x2)\ for |xi-x»\ g S. In our case co(5) =0(ba).
For every x we have the inequality 
n=2»-'
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We may suppose that A<2, the convergence of 12pn being obvious. Then, by Holder's inequality, In the second case we put t=-6,
and again (13) By (8),
Finally, when n>N2, we write
The first integral on the right gives the same contribution as (14) while the second integral can be estimated by Lemma 2 (with an obvious modification).
Thus we get [July For any fixed value of 05^0, |0| ¿%, the second term of the right-hand member tends to 0 as n-»oo. Hence (16) f->iO) = Ihn Sa/i6) = 12 Av-f>Sa/i8), 0 < | 8 \ ¿ |.
»->» v~i
We write JV, OO f°m = 12 Av-W/id) + 12 Av-»Sa-0id) =-P + Q.
By (9) and (13) I PI = a 12 v-1-^1-" = a 12 v-"-ß.
Hence, for 0< 11?¡ ¿%,
At this juncture we have again to distinguish between the cases 0<0¿1¡ and -%¿0<0. In the first case we apply (10) and apply (14) and (15). This yields R\ ¿A 12 v-i-h1-«'2 = A 12 r*-".
It follows that
Finally, 5 is readily estimated by using (15) which gives
On combining these results we obtain a proof of the second part of Theorem 3. is 0(| 01-1 log-Til/] ö| )), and, consequently, the series is the Fourier series of its sum.
Although this theorem is important for our purposes, the proof need not be gone into, as it is essentially the same as that of Theorem 3.f 5. We now prove The case a/2+ß = l is contained in Theorem 3 and the other extreme case is a corollary of it. If 1 <a/2+ß<2 it follows from Lemma 5 that the series is everywhere convergent. Using (16) we have, with N= [l/\h\ ],
From (8) it follows that * It is certainly not integrable if ß <a/2, for otherwise the series 2»-1~0 exp 2ri(n"+n8) would be the Fourier series of a function of bounded variation (indeed absolutety-continuous) satisfying a Lipschitz condition of order a/2+/3 (see Theorem 5) and, by Theorem 1, its exponent of convergence would be ¿2/(a/2+ß+2), which is easily seen to be impossible. It is, however, obvious that for any a, /3>Q, the series (6) are Fourier-Riemann series. This follows from Theorems 4 and 6. Theorem 2 now follows from Theorem 7.
* We may also deduce Theorem 6 from Theorem 5 if we take into account that (18) is a "Faltung" of (6) and 2 (log n)^ cos 2wn9 which is a Fourier-Lebesgue series for every t>0. It is easy to see that the modulus of continuity of (6) will be preserved.
III. On a theorem of Fejer and Riesz 1. The following result has been obtained by Fejér and Riesz [4] . Theorem 1. Every analytic function fiz) regular for \z\ ¿1 satisfies the inequality dp)
[ \fiz)\*\dz\¿±[ \fiz)\*\dz\, where C denotes the circle \z\ = 1 and D is its arbitrary diameter.
It is well known that it suffices to prove the inequality (lp) for any special value of p; the general result then follows by a familiar argument.* Fejér and Riesz started with the case p = 2. An alternative proof of (lp) which is given below begins with p = l. This proof is based on the following Lemma. Let «(z) and viz) be conjugate, not necessarily real,] harmonic functions such that ï(0) =0 and that fiz) = w(z)+zz>(z) is regular for \z\ ¿1. Then, with the same notations as before, Suppose, as we may, that 0<a<7r. On setting sin a = h, cos a = k, we see that the last integral is equal to AT/*1 dr Ç1 dr 11
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Our lemma is thus established.f Now we notice that if g(z) is analytic, the function -ig(z) is conjugate to g(z). Consequently, applying our lemma to the functions w(z)=z/(z) and v(z) = -izf(z), we get the inequality (li) and, hence, the whole Theorem 1.
2. We now prove However we cannot put APP = 2"~1(Mp+l), since Mp is known to be unbounded in the neighborhood of p = 1, so that Theorem 2 is not a consequence of (1") and of M. Riesz's theorems on conjugate functions, although every single inequality (3P), for p>l, is such a consequence.
Assume again for simplicity that D is the interval ( -1, 1 ) of the A"-axis. To any continuous function u(e'e) defined on \z\ =1, there corresponds a function v(z) =T{u}, conjugate to the Poisson integral of u(ea), defined for -Kr<l.
The functional v = T\u] is. additive and the inequality (3P) is certainly true for p = 1 and P = pa-By a theorem of M. Riesz [21 ] , the upper bound (with respect to all continuous functions) of the ratio \2t Jo f 2tJo
The rest of the proof is the same.
3. Additional remarks, (i) The function «(z) =7>r(0) shows that Theorem 2 is false if in the left-hand member of the inequality (3) we replace v by u, but, of course, the new inequality is true if l + egpgpo, for every e>0. (ii) Let w(z) be real and harmonic for \z\ < 1. Applying the Lemma to the [July conjugate functions du/dO and -rdu/dr we obtain the following result: If a function w(eie) is of bounded variation, the corresponding harmonic function defined by Poisson's integral is of (uniformly) bounded variation on any radius (cf. Prasad [19] where a more general result is proved).
(iii) Theorem 2 is probably false for any 0 <p < 1. It is certainly false e.g. for p = \, as the example of conjugate functions dPTiO)/dO and dQriO)/dO shows (see footnote on page 600).
IV. On a theorem on conjugate functions 1 . The following is one of the several definitions of an integral given by Denjoy [2] . is integrable B, and, moreover, (3) is the Fourier i-Denjoy) series off ix).
f In other words, for every e>0 there exists a 5=5(t), such that, if only max (a<-o,_i)<S, the measure of the set of values of I for which | J-J(f; t) \ > e is less than e.
Kolmogoroff's proof is based on an inequality concerning the measure of the set of points for which |/(x) | ï;i?. As the proofs of this inequality, so far published [13, 25] , are not simple, an alternative proof of Theorem A would be, perhaps, of some interest. The proof given below uses a theorem (Theorem C) also due to Kolmogoroff, which may be considered now as fairly simple (cf. Hardy [5] ). Integrating (1) we get (4) f | /(/; 0 \dtuJ2 (ai -ai-i) f | m + t)\dt= ib-a)J*.
Suppose that /*<e2/(3(ô -a)). Then the left-hand member in (4) does not exceed «2/3 and the measure of the set of values of t for which | J(J; t) | >e/3 does not exceed e. In the general case we put/=/i+/2 and introduce the integrals Jx, Jx*, J2, J2*, analogous to J, J*. We may suppose that/i is continuous and that J2* ;£ e2/(3(ô -a)). Then | J(f2; t) | ^ e/3 except in a set of measure ¿e. On the other hand, if max (ai -a,_i) is sufficiently small, we have for every t the inequality \J(fx; t)-Jx\ <e/3 and so (assuming as we may, that e<b -a), | J(f; t) -J | £ | Jifx; t) -Jx | + | Jif*; t) | + | J21 á e/3 + eV(3(ô -a)) + e2/(3(ô -«))<« except in a set of measure ^ e.
3. The theorem which we will use in the proof of Theorem A and which we take for granted is as follows. where At is a constant depending only on e>0.
f The proof given in the text is due to Dr. S. Saks. Now it is obvious that if we replace in (1) / by/, we obtain the function /(/ ; t) conjugate to J(f; t). Hence, from (5), with e = § we get (6) f 'i 7(7; t) |"2 dt ¿ Aifl^J T | fit) | dt Suppose first that the right-hand member of (6) does not exceed e3/2. Then the set of values of t for which J(f ; t) exceeds e is less than e. In the general case we put again f=fi+f2, where /i has a continuous derivative (so that /i is continuous) and the integral of |/2| is small. In the equality/(/ ; t) =J(fi, t) +Jif2;t) the term J(fi; t) is small for every t, provided that max (a¿ -a,_i) is small (the Fourier series of /i has no constant term) and J(f2; t) is small, except in a set of small measure. This shows that/ is integrable B and the value of the integral is 0, as was to be expected. 4 . To prove the second part of Theorem A, we have to show that the products f(x) cos kx and/(s) sin kx are integrable B and that the corresponding integrals are -irbk, irak, k = l, 2, ■ • • . We may suppose that aa = ai = bi= ■ ■ • =ak = bk = 0. Then it is not difficult to verify that the conjugate functions of f(x) cos kx, f(x) sin kx, are f(x) cos kx, f(x) sin kx respectively. Hence the products f(x) cos kx, f(x) sin kx are integrable P and their integrals over (0, 27r) vanish. (1) 1/p -1/q = a, 0<a<l/p, p>l.
As may be shown by very simple examples [7 ] , this theorem is no longer true when p = 1. The main purpose of this note is to find a substitute theorem for this case and to give some indications concerning the case a = 1/p. Since these theorems have some applications in the theory of Fourier series, Weyl's definition of fractional integral [27] will be more convenient for us and we shall use it throughout, instead of the familiar Riemann-Liouville definition.
According to Weyl's definition Mx) =7777 f (x-t)°-lf(t)dt, 0 < a < 1,
where the integrable function/has the period 2w and the constant coefficient of its Fourier series vanishes. The latter condition will be tacitly assumed throughout this paper, wherever it is necessary.
)
The arguments will be based on the theorem just mentioned, which it will be necessary for our purposes to state in its complete form. 
Raising the inequality (5) to the power r'A, multiplying it by \k/k\, and summing from A = 2 on, we get, by Stirling's formula, t We use the familiar notation
The numerical value of n in (3) is irrelevant for our purposes. When the Riemann-Liouville definition is used (in the interval (0, »)) we may put e.g. M=max l/r (14-a) .
For the definition adopted in this paper the value of u ten times as large will certainly be sufficient. where $ and ^ are conjugate. We take (11) ¥(x) = exp (Xx") -1, X being the same constant as occurs in Theorem 1. Since SF is convex, we have by the inequality of Jensen and the inequality (4)
where ^"(Z) denotes the Fejér kernel. It follows from (11) that, for y large, the conjugate function i>(y) is asymptotically equal to X_1/iy(log y)llß, and so the first term in (10) has a finite value M. Consequently (8) is true with A =A+M and Theorem 2 is established. 4 . We now prove Theorem 3. If0<agl and fcLl'a, the (complex) Fourier coefficients cn of f satisfy the inequality (13) ( ¿»-1|c-l1/"Y<^-f I/I (\og+\ f\)"dx + Ba
with A a and Ba depending only on a. For a > 1 the theorem is false.
t Let0(*), *à0, be a continuous increasing function, with^>(0) = 0, and let \p{y) be the function inverse to 4>{x). If *(*) = I <f,(u)du, *(y) = I ^(n)áí), *» 0 J 0 then, for every a&O, 6^0, we have (*) ab^ *(a) + ¥(6).
The sign g in (*) degenerates into = if, and only if, b=4>(a). The functions * and * are called conjugate, of course, in the sense different from that used in the theory of Fourier series. For a very simple proof of Young's inequality (*) see Oppenheim [16] .
Corollary. IffcL1-", gcZ+", a^O, ß^O, then heL1-"^.
Let <p(u) = »(log+w)<», \p(u) =u{\.og+u)ß. We may plainly assume that conditions (17) are satisfied. Then it is sufficient to notice that, for m^Mo, we have x(u) = «(log w)"{log (u log ßu)}a ^ «(log u)a+ß.
Suppose now that \tkot<% and set g=f in the integral (16) . It is well known that then 00 h(x) ~2*22\ cn\2einx.
n-1
Since hcL1'2" and §g2a<l, we obtain, by applying Theorem 3 in the case already established, the convergence of the series (is) ¿»-i|Cn|2-i/(2«>= ¿»-Hcl1'".
n-1 n-1
We proceed similarly when \ga<j, and so on. In order to show that the condition 0<a¿l cannot be removed, consider the function Now we break up the last sum into two, the first being extended over the range 2 gnts 1/x. In the first sum the coefficient of A2a" is 0(»2), in the second it is 0(x~2). It simplifies slightly the proof if we use the fact that A2a"S:0 for «ê»o- Theorem B. Suppose that Zi°°lcn|0log (l/lc»|))_1 ¿s convergent. Then 12cne*nx is the Fourier series of a function f, such that exp ik\f\) is integrable for every k>0.
Our object here is to generalize these theorems in two directions. First, we consider slightly more general types of integrability and, secondly, the results are extended to general, uniformly bounded, orthogonal systems.
Let fa, fa, ■ ■ Î be a system of functions, orthogonal and normal in a fi nite interval (a, b) and uniformly bounded, (1) \faix)\¿M.
These conditions will be assumed in the following discussion. Theorem 2. 7/iAe seriesl2\cn\ (log (l/|cB|))_a, a>0, converges, the series
is the Fourier series of a function f such that exp ik\f\1/a) is integrable for every k>0.
t The results are stated without proofs. A result less strong than Theorem A, viz., the convergence of the series 2re_1|e"|, is proved in Zygmund [29, Theorem 3] . Since the argument used there can be applied, with slight modifications, to general uniformly bounded orthogonal systems, it yields also the result of Hardy and Littlewood. The latter result is, in turn, contained in the following theorem: Iif Then, for X >0 sufficiently small, we have
The function (log x)a_1 decreases for x>ea~l. Let »0 be an integer >ea_1. Without loss of generality we may assume that cn = 0 for » ^ »0. If m = 2, we have, by the F. Riesz theorem (cf. M. Riesz [21] ),
The last factor does not exceed A"~l where A =Aa is a constant independent of M, if only fi7îpo = 2. Put ß=ßk, where ß = l/a. Let A0 denote an integer, such that ßk^ßo for A^Ao. Then 
22 »"'(log n)«-hn* £A f \f\ (log+| /|)«¿* + A.
Since the order of the functions <£" is irrelevant, we may suppose that cn* -| en |. Put e" = sg c" and consider the partial sums Sn of the series oo (7)
E«n»-1(log«)a-10"(x).
n-2
Using Young's inequality we obtain
Put^( x) = x exp (X0x") -x, ß = 1/a, and hence $(x) ~ (X0)_aa;(log x)a as x -> °° , where X0 is any positive constant less than the constant X occurring in (4). Since ^(x) gexp (Kxß), x^x0, we get, from (8) and (4), (10) 22 »~l(log n)«-h* =S f *i\f\)dx + A.
Since 3>(x) <2X0~ax(log x)a, x^x0, (6) follows from (10). 3 . Now it is not difficult to prove Theorem 1. Let Bo denote the righthand side of (6). Then (11) c*22 v-'aogv)*-1 Ú 22 i>-'0og v)"-1 < Bo.
Since the coefficient of c"* in the first term is Sp(log «)a, p being a constant independent of n, the following three inequalities are consequences of (11):
From the second of them and from (6) we get
which is the second part of Theorem 1.] To prove the first part, we notice that the function o;_1(log x)«-1 decreases for xTzno^e"-1, and so, from the third inequality (12) and (6), we obtain
This gives statement (i) of Theorem 1, for some A>0. To prove it for every A>0 it suffices to notice (rejecting a large number of terms from the convergent series (10) ) that c" = o((log n)~"), and to repeat the previous argument. 4 . We now pass to Theorem 2.
Lemma 4. Let eB>0, bn^b"+i>0, a>0, and (13) Zuflog -) ¿ Ca < », 12 »-l(l0g ny-'bn ¿ Ba < « .
There exists a number a > 0 depending only on a, and such that 00 (14) 5 = Z¿B0B ¿ i<TCa+h)Ba.
n=3
From the second inequality it follows that b"¿Bap~1 (log n)~". Break up the sum S into two, S = Si+Si, where Si contains the indices n for which bn¿o-Ba (log il/c"))-", a being defined by the equality ipcr)ß = 3. It is obvious that Si^crCaPa-If » occurs in A2, we have It follows that exp (A |/|ß) is integrable for some A >0. Rejecting the restriction concerning the first coefficients of the series, we may assert the integrability of exp (A|/-s"0|"), where «0 is sufficiently large. Since s"0 is bounded, exp (AI/I**) is again integrable for some A>0.
To prove that it is integrable for every k >0, it suffices to observe that for any \>0 and c/ =XcB the series Zlc» I 0°g (l/|c»' |))~" converges and so exp (¿A l/l") is integrable for every X>0.
5. We now prove Theorem 3. If Zwr_11c« I % r>L converges, the series (2) is the Fourier series of a function f such that exp {k \f\T') is integrable for all values of k > 0.
We shall only sketch the proof, which is analogous to, and even a little simpler than, that of Theorem 2. Using Holder's inequality we see that the series 12cnbn converges, even absolutely, for any {bn}, such that 12n~l | bn |r' < °o. In particular, it converges if bn are the Fourier coefficients of a function g such that | g | (log+1 g \ )llr' is integrable (see (iii) of Theorem 1). Since, roughly speaking, exp xr' and x (log x)llr' are conjugate in the sense of Young, the integrability of exp (¿|/|r') for some k >0, and hence for every A>0, follows.
Remark. In the case of trigonometric series and r^2, Theorem 3 is a corollary of Theorem 1, Note V (using the inequality (15) of that note).
VII. On a theorem of Paley and Wiener
In a recent paper Paley and Wiener [17 ] proved the following theorem : If fix) is defined over (-w, it) as an odd function and is non-decreasing and integrable over (-ir, ir), then its conjugate function / ix) is also integrable. Here we propose to give a simpler proof of this theorem, or rather of an equivalent Theorem. If fix) is odd in (-t, it), non-increasing and integrable over (0, w), then its conjugate function f ix) is also integrable.
The theorem is trivial if fix) is bounded on (0, ir). On the other hand there is no loss of generality if we assume that/(#) is not bounded only in the neighborhood of x = 0 and that fix) ^.0,0<x¿ir.
Our proof is based on the following obvious 
