Abstract-Codes in the Grassmannian space have found recently application in network coding. Representation of kdimensional subspaces of F n q has generally an essential role in solving coding problems in the Grassmannian, and in particular in encoding subspaces of the Grassmannian. Different representations of subspaces in the Grassmannian are presented. We use two of these representations for enumerative encoding of the Grassmannian. One enumerative encoding is based on a Ferrers diagram representation of subspaces; and another is based on an identifying vector and a reduced row echelon form representation of subspaces. A third method which combines the previous two is more efficient than the other two enumerative encodings. Each enumerative encoding is induced by some ordering of the Grassmannian. These orderings also induce lexicographic codes in the Grassmannian. Some of these codes suggest a new method to generate error-correcting codes in the Grassmannian with larger size than the current known codes.
is to apply this scheme to all subspaces in a Grassmannian, based on different lexicographic orders. These lexicographic orders are based on different representations of subspaces.
We start by introducing the encoding scheme of Cover [21] . Let {0, 1}
n denote the set of all binary vectors of length n. Let S be a subset of {0, 1}
n . Denote by n S (x 1 , x 2 , . . . , x k ) the number of elements of S for which the first k coordinates are given by (x 1 , x 2 , . . . , x k ), where x 1 is the most significant bit.
The lexicographic order of S is defined as follows. We say that for x, y ∈ {0, 1} n , x < y, if x k < y k for the least index k such that x k = y k . For example, 00101 < 00110.
Theorem 1: [21] The lexicographic index of x ∈ S is given by ind S (x) = n j=1 x j · n S (x 1 , x 2 , . . . , x j−1 , 0).
Remark 1:
The encoding algorithm of Cover is efficient if n S (x 1 , x 2 , . . . , x j−1 , 0) can be calculated efficiently.
Let S be a given subset and let i be a given index. The following algorithm finds the unique element x of the subset S such that ind S (x) = i.
Inverse algorithm [21] : For k = 1, . . . , n, if i ≥ n S (x 1 , x 2 , . . . , x k−1 , 0) then set x k = 1 and i = i − n S (x 1 , x 2 , . . . , x k−1 , 0); otherwise set x k = 0.
Cover [21] also presented the extension of these results to arbitrary finite alphabet. For our purpose this extension is more relevant as we will see in the sequel. The formula for calculating the lexicographic index of x ∈ S ⊆ {1, 2, 3, . . . , M } n is given as follows.
ind S (x) = n j=1 m<xj n S (x 1 , x 2 , . . . , x j−1 , m).
(
In our work we present three different ways for enumerative encoding of the Grassmannian. One is based on Ferrers diagrams ordering; another is based on the identifying vectors combined with the reduced row echelon forms ordering; and the third one is a combination of the first two. This research on orders of the Grassmannian led to some interesting errorcorrecting constant dimension codes with larger size than the current known codes.
The rest of this paper is organized as follows. In Section II we discuss different representations of subspaces in the Grassmannian. We define the reduced row echelon form of a k-dimensional subspace and its Ferrers diagram. These two structures combined with the identifying vector of a subspace will be our main tools for the representation of subspaces. In Section III we defined and discuss some type of partitions and the Gaussian coefficients which have an important role in our exposition. In Section IV we define an order of the Grassmannian based on Ferrers diagram representation and present the first enumerative encoding method. In Section V we define another lexicographic order on the Grassmannian based on representation of a subspace by its identifying vector and its reduced row echelon form and describe the second enumerative encoding method. In Section VI we show how we can combine the two encoding methods mentioned above to find a more efficient enumerative encoding for the Grassmannian. In Section VII we discuss the lexicographic codes which are obtained by different lexicographic orders, defined in the previous sections. These codes indicate that we can improve on some methods for constructing errorcorrecting codes in the Grassmannian. Finally, in Section VIII we summarize our results.
II. REPRESENTATION OF SUBSPACES
In this section we give the definitions for two structures which are useful in describing a subspace in G q (n, k), i.e., the reduced row echelon form and the Ferrers diagram. The reduced row echelon form is a standard way to describe a linear subspace. The Ferrers diagram is a standard way to describe a partition of a given positive integer. Based on these two structures and the identifying vector of a subspace we will present a few representations for subspaces which will be the key for our enumerative encodings. But, representation of subspaces can also be a key for various problems related to the Grassmannian. For example, it can be an important factor in constructing error-correcting codes in the Grassmannian. We will discuss this point in more details in Section VII.
A k-dimensional subspace X ∈ G q (n, k) can be represented by k linearly independent vectors from X. These vectors are a basis for X and they form a k × n generator matrix for X.
To have a unique representation of a subspace by a k × n generator matrix, we use the following definition.
A k × n matrix with rank k is in reduced row echelon form (RREF in short) if the following conditions are satisfied.
• The leading coefficient of a row is always to the right of the leading coefficient of the previous row.
• All leading coefficients are ones.
• Every leading coefficient is the only nonzero entry in its column. We represent a subspace X of a Grassmannian by its generator matrix in RREF. There is exactly one such matrix and it will be denoted by RE(X).
Example 1:
We consider the 3-dimensional subspace X of F Remark 2: It appears that designing an enumerative encoding for the Grassmannian based on this representation won't be efficient and we need to find other representations of a subspace for this purpose.
Each k-dimensional subspace X ∈ G q (n, k) has an identifying vector v(X) [10] . v(X) is a binary vector of length n and weight k, where the ones in v(X) are exactly in the positions (columns) where RE(X) has the leading coefficients (of the rows).
Remark 3: We can consider an identifying vector v(X) for some k-dimensional subspace X as a characteristic vector of a k-subset. This coincides with the definition of rank-and orderpreserving map φ from G q (n, k) onto the lattice of subsets of an n-set, given by Knuth [12] and discussed by Milne [13] .
Example 2: Consider the 3-dimensional subspace X of Example 1. Its identifying vector is v(X) = 1011000.
For a representation of a k-dimensional subspace X we only need v(X) and the k × (n − k) matrix formed by the columns of RE(X) which correspond to the zeroes in v(X). This k × (n − k) matrix will be denoted by c(X).
A somewhat less compact way to represent a k-dimensional subspace X is to form a (k + 1) × n matrix where the first row is the identifying vector, v(X), and the last k rows form the RREF of X, RE(X). This representation will be called the extended representation of X, and will be denoted by EXT (X). We will see in the sequel that this representation will be very useful in our encoding algorithms.
A partition of a positive integer m is a representation of m as a sum of positive integers, not necessarily distinct. We order this set of integers in decreasing order. The partition function p(m) is the number of different partitions of m [22] , [23] , [24] .
Example 3: One of the possible partitions of 21 is 6 + 5 + 5 + 3 + 2 and there are 792 different partitions of 21, i.e. p(21) = 792.
A Ferrers diagram F represents a partition as a pattern of dots with the i-th row having the same number of dots as the i-th term in the partition [22] , [23] , [24] (In the sequel, a dot will be denoted by a " • "). A Ferrers diagram satisfies the following conditions.
• The number of dots in a row is at most the number of dots in the previous row.
• All the dots are shifted to the right of the diagram. Let |F | denote the size of F , i.e., the number of dots in F . Example 4: For the partition of Example 3 the Ferrers diagram F , |F | = 21, is given by
Remark 4: Our definition of Ferrers diagram is slightly different form the usual definition [22] , [23] , [24] , where the dots in each row are shifted to the left of the diagram.
The echelon Ferrers form of a vector v of length n and weight k, EF (v), is the k × n matrix in RREF with leading entries (of rows) in the columns indexed by the nonzero entries of v and " • " in all entries which do not have terminal zeroes or ones (see [10] ). The dots of this matrix form the Ferrers diagram of EF (v). If we substitute elements of F q in the dots of EF (v) we obtain a k-dimensional subspace X of G q (n, k). EF (v) will be called also the echelon Ferrers form of X.
Remark 5: If we consider all the subspaces with the given echelon Ferrers form, then we obtain a set called Schubert cell
Example 5: The echelon Ferrers form of the vector v = 1011000 is the following 3 × 7 matrix
and the Ferrers diagram of EF (v) is
The Ferrers tableaux form of a subspace X, denoted by F (X), is obtained by assigning the values of RE(X) in the Ferrers diagram of EF (v(X)). F (X) defines a representation of X.
We summarize the different representations of a subspace X ∈ G q (n, k) which were presented in this section: 1) k linearly independent vectors from X. 2) A generator matrix, RE(X), of size k × n over F q in the RREF. 3) An identifying vector, v(X), and a matrix, c(X), of size k × (n − k) over F q consisting of the columns from RE(X) which corresponds to the zeroes of the identifying vector.
consisting of the RREF with the additional (the first) row which is the identifying vector. 5) A Ferrers tableaux form, F (X). III. PARTITIONS AND GAUSSIAN COEFFICIENTS Partitions and the Gaussian Coefficients play an important role in our encoding/decoding schemes.
Let p(k, η, m) be the number of partitions of m which can be embedded into a box of size k × η. The following result was given in [26, pp. 33-34] Lemma 1: p(k, η, m) satisfies the following recurrence relation:
with the initial conditions
For the integers 1 ≤ k ≤ n and q ≥ 2, the q-ary Gaussian coefficient is defined by
Also, n 0 q = 1, and if k > n or k < 0 then
The following well known equality is given in [22, p. 329] .
Lemma 2: For all integers q, k, and n, such that k ≤ n we have
It is well known [22] 
The order that we define in the sequel is based on the following theorem [22, p. 327] which shows the connection between the q-ary Gaussian coefficients and partitions.
Theorem 2: For any given integers k and n, 0 < k ≤ n,
where α m = p(k, n − k, m).
IV. ENCODING BASED ON FERRERS TABLEAUX FORM
In this section we present an encoding of the Grassmannian based on the Ferrers tableaux form representation of k-dimensional subspaces. The number of dots in a Ferrers diagram of a k-dimensional subspace is at most k · (n − k). It can be embedded in a k × (n − k) box. We define a lexicographic order of such Ferrers diagrams, which induces an order of the subspaces in the Grassmannian. We use this order to apply the enumerative encoding on all the kdimensional subspaces. Finally, we discuss the complexity of the enumerative encoding based on this representation.
A. Ordering and Encoding of Ferrers Diagrams
Let F be a Ferrers diagram of size m embedded in a k × (n − k) box. We represent F by an integer vector of length n − k, (F n−k , ..., F 2 , F 1 ), where F i is equal to the number of dots in the i-th column of F , 1 ≤ i ≤ n − k, where we number the columns from right to left. Note that
Let F and F be two Ferrers diagrams of the same size. We say that F < F if F i > F i for the least index i such that F i = F i , i.e., in the least column where they have a different number of dots, F has more dots than F .
Let N m (F j , ..., F 2 , F 1 ) be the number of Ferrers diagrams of size m embedded in a k × (n − k) box, for which the first j columns are given by (F j , ..., F 2 , F 1 ).
Remark 6: We view the set Z k+1 = {0, 1, . . . , k} as our finite alphabet since 0 ≤ F i ≤ k. Let S be the set of all
Now, we can use Cover's method to encode the set of Ferrers diagrams with m dots embedded in a k × (n − k) box. In this setting note that N m (F j , ..., F 2 , F 1 ) is equivalent to n S (x 1 , x 2 , . . . , x j ), where F i has the role of x i .
Lemma 3:
Proof: The lemma is an immediate consequence from the fact that
Then the lexicographic index, ind m , of F among all the Ferrers diagrams with the same size m is given by
where we define F 0 = k.
Proof: By (1) we have that
The theorem follows now from Lemma 3. Theorem 3 implies that if we can calculate p(k, η, m) efficiently then we can calculate ind m (F ) efficiently for Ferrers diagram of size m embedded in a k × (n − k) box. Now suppose that index 0 ≤ i < p(k, n − k, m) is given. The following algorithm finds a Ferrers diagram F of size m embedded in a k × (n − k) box, such that ind m (F ) = i. Decoding Algorithm A:
Step 1:
Step 2: For j = 2, ..., n − k do
Step 3: Form the output F = (F n−k , ..., F 2 , F 1 ).
Remark 7:
We didn't join Step 1 and Step 2, since
Proof: First we define for each 1 ≤ j ≤ n − k,
and observe that by (3) we have ind m (F ) =
and hence by Lemma 3 it follows that i j = i j−1 − S j . Hence, by using induction we obtain that for all
Note that for all 1 ≤ j ≤ n − k, j ℓ=1 F ℓ ≤ m, otherwise (2) and (4) imply that 0 ≤ i j < 0, a contradiction. Note also that
Also, by the algorithm we have F j ≤ F j−1 , and therefore the generated Ferrers diagram is legal. It implies that 0 ≤ i n−k < p(F n−k , 0, 0) = 1, i.e., i n−k = 0 and thus, i = ind m (F ). Now, we can define an order on all Ferrers diagrams embedded in a k × (n − k) box. For two Ferrers diagrams F and F , we say that F < F if one of the following two conditions holds.
For the three Ferrers diagrams F , F , and
B. Order of G q (n, k) Based on Ferrers Tableaux Form
Let X, Y ∈ G q (n, k) be two k-dimensional subspaces, RE(X) and RE(Y ) the related RREFs. Let v(X) and v(Y ) be the identifying vectors of X and Y , respectively, and
.., x |FX | and y 1 , y 2 , ..., y |FY | be the entries of Ferrers tableaux forms F (X) and F (Y ), respectively. The entries of a Ferrers tableaux form are numbered from right to left, and from top to bottom.
We say that X < Y if one of the following two conditions holds.
Example 8: Let X, Y, Z, W ∈ G 2 (6, 3) be given by
C. Enumerative Encoding Based on Ferrers Tableaux Form
In this subsection, we use the given order of Ferrers tableaux forms and Theorem 2 for enumerative encoding of G q (n, k). Let {x} be the integer value of vector x = (x 1 , ..., x |FX | ) and let {i} q be the base q representation of the integer i.
Theorem 5: Let X ∈ G q (n, k), F X be the Ferrers diagram of EF (v(X)), and let x = (x 1 , x 2 , ..., x |FX | ) be the entries vector of F (X). Then the lexicographic index of X, Ind F (X), defined by the order based on Ferrers tableaux form, is given by
where α i is defined in Theorem 2 and ind |FX | is given by (3) . Proof: To find Ind F (X) we have to calculate the number of k-dimensional subspaces which are preceding X based on the order defined above. First note that there are q i distinct k-dimensional subspaces with a Ferrers diagram F which contains i dots.
1) All the k-dimensional subspaces with Ferrers diagrams which have more dots than F X are preceding X. Their number is
There are ind |FX | (F X ) Ferrers diagrams with |F X | dots which are preceding X. Hence, there are ind |FX| (F X )q |FX | k-dimensional subspaces with Ferrers diagrams which contain |F X | dots and preced X.
3) Finally, the number of k-dimensional subspaces with the Ferrers diagram F X which are preceding X is given by {x}.
Example 9: Let n = 6, k = 3, and q = 2. Table I presents the enumeration of all the subspaces in G 2 (6, 3) . We use the reduced row echelon form representation for subspaces and not the Ferrers tableaux form representation since in the former more information is presented to the reader. 
.. Now suppose that an index 0 ≤ i < n k q is given. The following algorithm finds a subspace X ∈ G q (n, k) such that Ind F (X) = i.
Decoding Algorithm B:
Theorem 6: Decoding Algorithm B finds a subspace X such that Ind F (X) = i.
Proof: Let X be the subspace constructed by the algorithm, F X the Ferrers diagram of its echelon Ferrers form EF (v(X)), and x the entries vector of F (X).
Let j ′ be the value of j in the algorithm for which we
By the algorithm we have
where the last equality follows from the observation that ind m (ind −1 m (F )) = F for all Ferrers diagrams of size m, 0 ≤ m ≤ k(n − k). Therefore, by (6) and (7) we have
D. Complexity
We consider the complexity of the calculation of the lexicographic index Ind F (X), for X ∈ G q (n, k), whose Ferrers diagram is F X = (F n−k , ..., F 2 , F 1 ). We will use the following lemma concerning partitions to find a bound on the length of a q-ary integers which represent the value of p(k, n − k, i).
Lemma 4: For any given n, k, and i, we have 
By the recurrence relation of Lemma 1, we can compute the table of p(j, ℓ, i) for j ≤ k, ℓ ≤ η, and i ≤ m with no more than mkη additions. By Lemma 4 each integer in such addition has O( k(n − k)) digits. Therefore, the computation of all the values which are needed from the table takes − k) ) digits (as a consequence of Lemma 4 and the powers of q in (8)) The multiplication by q i is the a shift by i symbols. Hence, these additions and shifts do not increase the complexity. Thus, we have the following theorem.
operations. The number of additions in (8) is O(k(n−k)). Each integer in this addition has O(k(n
Theorem 7: The computation complexity of the lexicographic index in (8) 
The computation complexity to find the Ferrers tableaux form F (X) in Decoding Algorithm B is O(k 5/2 (n − k) 5/2 ) digit operations. Proof: There are at most k(n − k) additions when the values of the i j 's are set. Each integer in involved in the computation of the i j 's has O(k(n − k)) digits (as a consequence of the Lemma 4 and the powers of q in this computation). The multiplication by q i is a shift by i symbols. Hence, the total complexity of this part is at most O(k 2 (n − k) 2 ). But, the most costly computation is in F X = ind
This is an application of Decoding Algorithm A in which N m (a, F j−1 , . . . , F 1 ) might need to be computed for all F j + 1 ≤ a ≤ F j−1 . By Lemma 3 we might need to compute all the values of p(j, ℓ, i) for j ≤ k, ℓ ≤ n − k, and i ≤ m. As explained before, this computation of all the values which are needed will take at most O(k 5/2 (n − k) 5/2 ) digit operations.
Remark 8:
If k(n − k) − |F X | is a small integer then the complexity of the computation becomes much smaller than the complexity given it Theorem 7. For example, if |F X | = k(n − k) then the complexity of the enumerative encoding is O(k(n − k)) since Ind F (X) = {x} in (8).
It worth to mention in this context that the exact number of operations might be small if we will consider the following two observations [26, p. 47 ]:
• p(k, η, m) = p(k, η, kη − m) and hence we can assume that m ≤ kη 2 .
V. ENCODING BASED ON EXTENDED REPRESENTATION
In this section we provide another method for enumerative encoding of the Grassmannian, based on the representation of a subspace X ∈ G q (n, k) by a (k + 1) × n matrix whose first row is v(X) and the other k rows form RE(X). First, we define the lexicographic order in the Grassmannian based on this representation and then we apply enumerative encoding on the Grassmannian using this representation. Finally we discuss the complexity of this method.
A. Order of G q (n, k) Based on the Extended Representation
Let X ∈ G q (n, k) be a k-dimensional subspace. Recall, that the extended representation EXT (X) of X is a (k + 1) × n matrix obtained by combining the identifying vector v(X) = (v(X) n , . . . , v(X) 1 ) and the RREF RE(X) = (X n , . . . , X 1 ), as follows
Note, that v(X) n is the most significant bit of v(X). Also, v(X) i is the most significant bit of the column vector
. Let X, Y ∈ G q (n, k) and EXT (X), EXT (Y ) be the extended representations of X and Y , respectively. Let i be the least index such that EXT (X) and EXT (Y ) have different columns. We say that X < Y if we have Y < X < Z.
B. Enumerative Encoding Based on Extended Representation
be the number of elements in G q (n, k) for which the first j columns in the extended representation are given by
Remark 9:
We view all the q-ary vectors of length k + 1 as our finite alphabet. Let S be the set of all q-ary (k + 1) × n matrices which form extended representations of some k-dimensional subspaces. Now, we can use Cover's method to encode the Grassmannian. In this setting note that
where v i X i has the role of x i .
Let w j denotes the weight of the first j entries of v(X), i.e.,
Proof: Let X be a k-dimensional subspace in G q (n, k) for which the first j columns in the extended representation are given by
. Then in the last n − j entries of v(X) there are k − w j ones, and the w j last rows of n − j last columns of EXT (X) have only zeroes. Therefore, reduction of EXT (X) to the first (k + 1) − w j rows of the last n − j columns defines a subspace in G q (n − j, k − w j ). Hence, we have
Theorem 9: Let X ∈ G q (n, k) be a subspace represented by
Then the lexicographic index of X, I EXT (X), is given by
Proof: By (1) we have that I EXT (X) is equal to
To compute the jth summand of (10), we distinguish between two cases.
Case 1: v j = 1. It implies that X j has weight one, and its bottom w j−1 + 1 entries (as a column vector) are an one followed by w j−1 zeroes, i.e., X j = {q wj−1 } q . Hence, EXT (X) has the form
Therefore, a subspace Y ∈ G q (n, k) is lexicographically preceding X, where EXT (Y ) has the same first j−1 columns as EXT (X), if and only if EXT (Y ) has the form
where Y j has zeroes in the last w j−1 entries (since the leading coefficients of the last w j−1 rows are contained in
Therefore, in this case the jth summand of (10) is equal to
which is equal by Lemma 5 to
Case 2: v j = 0. Since w j−1 = j−1 ℓ=1 v ℓ , it follows that the last w j−1 entries of X j are zeroes, i.e., X j is a multiple of {q wj−1 } q . Hence, EXT (X) has the form
where 0 ≤ s ≤ {Xj }w j −1 − 1. Thus, in this case the jth summand of (10) is equal to
Finally, combining equations (11) and (12) By Theorem 9 we have that
The following algorithm finds X ∈ G q (n, k) such that I EXT (X) = i.
Decoding Algorithm C:
wj−1 } q , and
and set
Form the output
Theorem 10: Decoding Algorithm C finds the subspace X ∈ G q (n, k), such that I EXT (X) = i.
Proof: First we will show that the output of the algorithm is a k-dimensional subspace. In other words, we will prove that the weight w n of identifying vector of the resulting subspace X is equal to k. First we observe that the first "if" of the algorithm implies that w n ≤ k. Note also that for all 1 ≤ j ≤ n, i j ≥ 0. Suppose that w n = k − t for some t > 0.
According the algorithm,
(since t > 0), which contradicts to the notation that for each 1 ≤ j ≤ n, i j ≥ 0.
Let S j be the jth summand of I EXT (X), given in (9), i.e., I EXT (X) = n t=1 S t . To prove the theorem it is sufficient to show that for all 1 ≤ j ≤ n, i j = i − j t=1 S t and i n = 0. The proof will be inductive.
By the algorithm, for each coordinate 1 ≤ j ≤ n − k,
Thus,
for all 1 ≤ j ≤ n − k. Thus, for j = 1 we have i 1 = i − S 1 . We assume that i j = i − j t=1 S t , for j ≥ 1 and we will prove that i j+1 = i − j+1 t=1 S t . By (13) 
Now we will show that for all 0 ≤ j ≤ n, i j is the lexicographic index of a subspace in G q (n − j, k − w j ) with given j first columns of its representation matrix. Note that by this we will finish the proof since i n is the index of subspace in G q (0, 0) and thus it is equal to 0.
It is sufficient to prove that for all 0 ≤ j ≤ n, i j <
. The proof will be inductive. For j = 0 we
. Then, by the algorithm, v j = 1, w j = w j−1 + 1, and
and thus by Lemma 2,
. Then, by the algorithm, v j = 0, w j = w j−1 , and
Example 12: Let q = 2, n = 6, k = 3, and i = 928. By using the Decoding Algorithm C we will find the subspace X ∈ G 2 (6, 3) such that I EXT (X) = i. We apply the following steps of the algorithm. Therefore, we obtain a subspace X ∈ G 2 (6, 3) whose extended representation is given by 
C. Complexity
We consider the complexity of computation of lexicographic index I EXT (·) in (9) . Note that all the integers that we use in the calculations are q-ary integers. Let M [a, b] denotes the number of operations for the multiplication of two q-ary integers of length a and b. It is known [27, p. 634 
First, we calculate the length of the q-ary integer which represents the largest Gaussian coefficient in (9) . This Gaussian coefficient is
, and hence this length is less than k(n − k).
The Gaussian coefficients that should be calculated in (9) can be derived from the identifying vector. Their computation is done by (14) and (15) . Hence, the complexity for computation of all the Gaussian coefficients that we need in (9) is
Since multiplication or division by q i is done by a shift of i digits, there are n − k indices where v j = 0, and the length of {X j } is k, it follows that the complexity of these operations is
Finally, in (9) there are at most n additions of integers whose length is at most k(n− k + 1), and therefore the complexity of these operations can be omitted.
Hence, the complexity of computation of I EXT (·) in (9) is O(nM [k(n − k), n]), i.e., O(nk(n − k) log n log log n).
Therefore, we have proved the following theorem: Theorem 11: The computation complexity of the lexicographic index in (9) is O(nk(n − k) log n log log n) digits operations.
If k < log n log log n then the Gaussian coefficients in (9) can be computed more efficiently. For their computation we can use Lemma 2. To compute n k q we need to compute η κ q for all η and κ such that 0 ≤ κ ≤ k and 0 ≤ η − κ ≤ n − k. It requires at most k(n − k) additions of integers whose length is at most k(n−k), and a total of at most k(n−k) shifts. All other computations do not change and can be omitted from the total complexity. Thus, we have Theorem 12: If min{k, n − k} < log n log log n, then the computation complexity of the lexicographic index in (9) is O(n 2 min{k, n − k} 2 ) digits operations. Finally, in a similar way we can show that the computation complexity to find the extended representation EXT (X) in Decoding Algorithm C is the same as the computation complexity given for the encoding in Theorem 11 and in Theorem 12.
VI. COMBINATION OF ENCODING METHODS By Theorems 7, 11 and 12, it is clear that the enumerative encoding based on the extended representation is more efficient than the one based on Ferrers tableaux form. But, for most of k-dimensional subspaces of F n q the enumerative encoding based on Ferrers tableaux form is more efficient than the one based on the extended representation (see Remark 8) . This is the motivation for combining the two methods.
The only disadvantage of the Ferrers tableaux form encoding is the computation of the α i 's and ind |FX | (F X ) in Theorem 5. This is the reason for its relatively higher complexity. The advantage of this encoding is that once the values of the α i 's and the value of ind |FX| (F X ) are known, the computation of Ind F (X), for X ∈ G q (n, k), is immediate. Our solutions for the computation of the α i 's and ind |FX| (F X ) are relatively not efficient and this is the main reason why we suggested to use enumerative encoding based of the RREF and the identifying vector of a subspace. The only disadvantage of this enumerative encoding is the computation of the Gaussian coefficients in (9) . It appears that a combination of the two methods is more efficient than the efficiency of each one separately. The complexity will remain O(nk(n − k) log n log log n), but the constant will be considerably reduced in the average. This can be done if there won't be any need for the computation of the α i 's and the computation of ind |FX | (F X ) will be efficient.
We note that most of the k-dimensional subspaces have a Ferrers diagram with a large number of dots. We will encode these subspaces by the Ferrers tableaux form encoding and the other subspaces by the extended representation encoding. We will decide on a very small set S F of Ferrers diagrams which will be used for the Ferrers tableaux form encoding. They will be taken by a decreasing number of dots among all the Ferrers diagrams which can be embedded in a k × (n − k) box.
We say that a subspace X ∈ G q (n, k) is of Type S F if F X ∈ S F . We define a new function I comb in the following way:
where ∆ X (S F ) is the number of subspaces of Type S F , which are lexicographically succeeding X by the extended representation ordering. These ∆ X (S F ) subspaces are preceding X in the ordering induced by combining the two encoding methods. We demonstrate the method for the case where S F consists of the unique Ferrers diagram with k(n − k) dots.
Lemma 6: Let S F a set of k × (n − k) Ferrers diagrams which contains only one Ferrers diagram, the unique one with k(n − k) dots. Let X ∈ G q (n, k), X ∈ S F , RE(X) = (X n , . . . , X 1 ), and let ℓ, 0 ≤ ℓ ≤ n − k − 1, be the number of consecutive zeroes before the first one (from the right) in the identifying vector v(X).
. Proof: If ℓ = 0 then v(X) 1 = 1 and hence there are no subspaces of Type S F which are lexicographically succeeding X and hence ∆ X (S F ) = 0. For 1 ≤ ℓ ≤ n − k − 1, let X 1 , ..., X ℓ be the ℓ first columns of RE(X). All the subspaces of Type S F in which the first column is greater than X 1 are lexicographically succeeding X. There are (q k − 1 − {X 1 })q k(n−k−1) such subspaces. All the subspaces of Type S F in which the first i−1 columns, 2 ≤ i ≤ n−k −1, are equal to the first i − 1 columns of RE(X), and their ith column is greater than X i are lexicographically succeeding X. There are (q
subspaces of Type S F which are lexicographically succeeding X by the extended representation ordering.
Example 13: Let X be the subspace of Example 11. By Example 11 we have I EXT (X) = 928, and by Lemma 6 we have
Based on (16) and Lemma 6 we can find the subspace X such that I comb (X) = i, where S F consists of the unique Ferrers diagram with k(n − k) dots. We omit the details of the algorithm.
Remark 10: If the size of S F is greater than 1 then the calculations of ∆ X (S F ) should be changed. It becomes more and more complicated to find the formula of ∆ X (S F ) as the size of S F is larger. But, in average the number of operations in the overall computation is reduced with each Ferrers diagram which is added to S F as long as S F remains a very small set.
VII. LEXICODES IN THE GRASSMANNIAN
Our main goal in this research was to present a few methods for a representation of subspaces in the Grassmannian and to use these representations for enumerative encoding of the Grassmannian. The enumerative encoding is formed from an ordering of the Grassmannian based on the specific representation. This ordering can be used to form lexicographic codes [28] in the Grassmanian. To our surprise some of these lexicographic codes form the best known error-correcting codes in the Grassmannian. They also revealed a new method to form error-correcting codes in the Grassmannian.
First, we have to define the distance function in G q (n, k). For any X, Y ∈ G q (n, k) the subspace distance between X, Y is given by
It is well known (cf. [1] , [17] ) that the function above is a metric; thus G q (n, k) can be regarded as metric space. We say that C⊆ G q (n, k) is an Lexicographic codes, or lexicodes, are greedily generated error-correcting codes which were first developed by Levinshtein [29] , and rediscovered by Conway and Sloane [28] . The construction of a lexicode of minimum distance d starts with the set S = {S 0 }, where S 0 is the first element in lexicographic order, and greedily adds the lexicographically first element whose distance from S is at least d. In the Hamming space, the lexicodes include the optimal codes, such that the Hamming codes and the Golay codes.
We consider now lexicodes based of the two representations which we used for the enumerative encoding. Lexicodes which were formed based on the Ferrers tableaux form representation were always larger than the ones formed based on the extended representation and hence we will consider only these codes. Let C be a lexicode which was formed based of the Ferrers tableaux form representation. It is natural to partition the codewords of C by their identifying vectors, i.e., their Ferrers diagrams. The following lemma [10] presents a simple lower bound on the subspace distance of two subspaces in terms of the Hamming distance of their identifying vectors. Partition of the codewords by their identifying vectors is done in [10] , where constant dimension codes were constructed by using a multilevel method. For a given identifying vector v, let C v = {c(X) : X ∈ C, v = v(X)}. A code C is constructed with this multilevel method as follows. Let C be a code of length n, constant weight k, and minimum Hamming distance d. For each codeword c ∈ C we generate a code C c , such that d S (C c ) = d and c is the identifying vector for all the codewords in C c . If C = c∈C C c then by Lemma 7 we have that d S (C) = d.
Example 14: For q = 2, n = 7, k = 3, and d S = 4, a code C of size 289 was constructed by the multilevel method, while a lexicode C ′ of size 291, based on Ferrers tableaux form, was obtained. The identifying vectors and the size of the related sub-codes are given in Table II . We note that the sub-codes of the identifying vectors 1001010, 1000101, and 1000011 are not linear. The sub-codes of the other identifying vectors are linear.
