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INVOLUTIONS AND HIGHER ORDER AUTOMORPHISMS
OF HIGGS BUNDLE MODULI SPACES
OSCAR GARCÍA-PRADA AND S. RAMANAN
Abstract. We consider the moduli space M(G) of G-Higgs bundles over a compact
Riemann surface X , where G is a complex semisimple Lie group. This is a hyperkähler
manifold homeomorphic to the moduli space R(G) of representations of the fundamental
group of X in G. In this paper we study finite order automorphisms of M(G) obtained
by combining the action of an element of order n in H1(X,Z)⋊Out(G), where Z is the
centre of G and Out(G) is the group of outer automorphisms of G, with the multiplication
of the Higgs field by an nth-root of unity, and describe the subvarieties of fixed points.
We give special attention to the case of involutions, defined by the action of an element of
order 2 in H1(X,Z)⋊Out(G) combined with the multiplication of the Higgs field by ±1.
In this situation, the subvarieties of fixed points are hyperkähler submanifolds of M(G)
in the (+1)-case, corresponding to the moduli space of representations of the fundamental
group in certain reductive complex subgroups of G defined by holomorphic involutions of
G; while in the (-1)-case they are Lagrangian subvarieties corresponding to the moduli
space of representations of the fundamental group of X in real forms of G and certain
extensions of these. We illustrate the general theory with the description of involutions
for G = SL(n,C) and involutions and order three automorphism defined by triality for
G = Spin(8,C).
1. Introduction
Let G be a complex connected semisimple Lie group with Lie algebra g. Let X be
a smooth projective curve over C, equivalently a compact Riemann surface. A G-Higgs
bundle over X is a pair (E,ϕ) where E is a principal G-bundle E over X and ϕ is a section
of E(g)⊗K, where E(g) is the bundle associated to E via the adjoint representation of G,
and K is the canonical bundle on X. These objects were introduced by Hitchin [27, 28].
There are notions of (semi)stability and polystability for G-Higgs bundles which allow to
consider the moduli space of polystable G-Higgs bundles M(G), which has the structure
of a complex algebraic variety. Let Z be the centre of G and let Out(G) be the group of
outer automorphisms of G. The group H1(X,Z)⋊Out(G)×C∗ acts naturally on M(G).
In this paper we study finite order automorphisms defined by elements of this group and
describe their fixed points, with special emphasis in the case of involutions — the action
of Aut(X) on M(G) is considered in [5]. The simplest involution (E,ϕ) 7→ (E,−ϕ) was
already studied by Hitchin when G = SL(2,C) in [27].
An important feature of G-Higgs bundles is their relation with representations of the
fundamental group of X in G. By a representation we mean a homomorphism ρ : π1(X)→
2000 Mathematics Subject Classification. Primary 14H60; Secondary 57R57, 58D29.
Partially supported by the Spanish MINECO under the ICMAT Severo Ochoa grant No. SEV-2011-
0087, and grant No. MTM2013-43963-P and by the European Commission Marie Curie IRSES MODULI
Programme PIRSES-GA-2013-612534.
1
2 OSCAR GARCÍA-PRADA AND S. RAMANAN
G. We say that ρ is reductive if the Zariski closure of the image of ρ in G is a reductive
group, or equivalently, if the composition of ρ with the adjoint representation of G gives
a totally reducible representation of π1(X) in g. The set of reductive representations in
G modulo conjugation by G, which we will denote by R(G), is called the moduli space
of representations of π1(X) in G, and has the structure of a complex algebraic variety.
Non-abelian Hodge theory establishes that M(G) and R(G) are homeomorphic. This is
proved by combining results by Hitchin [27] and Donaldson [16] for SL(2,C) and Simpson
[49, 50] and Corlette [14] in general. In this paper we establish the relation of the fixed
points of the involutions, and higher order automorphisms ofM(G) mentioned above, with
representations of π1(X) in G.
An important ingredient in the theory of Higgs bundles is the C∗ action on M(G)
defined by (E,ϕ) 7→ (E, λϕ) for λ ∈ C∗. In particular, multiplication by −1 sending
(E,ϕ) to (E,−ϕ) defines the simplest non-trivial involution in M(G) that we consider in
this paper. To describe the fixed points, consider the group Int(G) of inner automorphisms
of G, and an element θ ∈ Int(G) of order 2. Then θ gives an involution of g which can be
decomposed in terms of ±1-eigenspaces as g = g+⊕g−, where clearly g+ is the Lie algebra
of Gθ, the subgroup of fixed points under θ. The restriction of the adjoint representation of
G to Gθ gives the adjoint representation of Gθ in g+ as well as the isotropy representation
Gθ → GL(g−). The fixed points of our involution (E,ϕ) 7→ (E,−ϕ) are given by pairs
(E,ϕ) consisting of a Gθ-bundle E and ϕ ∈ H0(X,E(g−) ⊗ K), where E(g−) is the
bundle associated to the isotropy representation. Two involutions θ, θ′ ∈ Int2(G) which
are equivalent, in the sense that there is an α ∈ Int(G) such that θ′ = αθα−1, define the
same locus in the fixed point set in M(G). So the fixed point set is determined basically
by the set Int2(G)/ ∼, where Int2(G) is the set of elements of order 2 in Int(G) and ∼ is
the equivalence relation defined above.
In [12] Cartan shows that there exists a conjugation τ of G, i.e. an antiholomorphic in-
volution, defining a maximal compact subgroup of G, such that in each class in Int2(G)/ ∼
there is a θ commuting with τ . For such θ, we can consider the conjugation of G defined by
σ := θτ . The fixed point subgroup Gσ defines a real form of G, which is inner equivalent
to the compact real form, what is known as a real form of Hodge type. The fixed points
of the involution (E,ϕ) 7→ (E,−ϕ) correspond precisely with the representations of π1(X)
in Gσ.
Of course, in general, there are other real forms which are not of Hodge type. In
this paper we show that representations of π1(X) in these other real forms are also re-
lated to fixed points of appropriate involutions of M(G). To define these involutions,
we consider the group Aut(G) of holomorphic automorphisms of G. The natural ac-
tion of Aut(G) on M(G) decends to an action of the outer group of automorphisms
Out(G) = Aut(G)/ Int(G). In particular we can consider the set Out2(G) of elements
of order 2 in Out(G) and define for a ∈ Out2(G) the involutions ι(a,±) :M(G)→M(G)
given by (E,ϕ) → (a(E),±a(ϕ)). We can extend the equivalence relation defined above
to the set Aut2(G) of elements of order 2 of Aut(G), establishing for θ, θ′ ∈ Aut2(G) that
θ ∼ θ′ if there is an α ∈ Int(G) such that θ′ = αθα−1. This equivalence descends to
define a surjective map cl : Aut2(G)/ ∼→ Out2(G). Now, for θ ∈ Aut2(G), as in the
case of θ ∈ Int2(G), we have the decomposition g = g+ ⊕ g− and the representations
Gθ → GL(g±). The fixed points of ι(a,±) are given by (E,ϕ) where E is a Gθ-bundle,
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ϕ ∈ H0(X,E(g±) ⊗ K), and [θ] ∈ cl −1(a). As in the previous case, involutions defining
the same class [θ] determine the same locus inM(G). To relate to real forms of G, we first
note that Cartan’s result mentioned above applies in fact more generally to Aut2(G)/ ∼
and hence in each class we can find a representative θ commuting with the compact conju-
gation τ , such that σ := θτ is a conjugation of G defining a real form Gσ. We will say that
σ, and the corresponding θ are in the ‘clique’ a. The real forms of Hodge type are thus the
ones corresponding to the trivial clique in Out2(G). Now, the fixed points of ι(a,+) are
given by Gθ-Higgs bundles, thus corresponding to representations of π1(X) in Gθ, where θ
is in the clique a, and hence defining hyperkähler subvarieties of M(G). The fixed points
of ι(a,−) correspond to representations of π1(X) in Gσ, where σ is in the clique a, and
define complex Lagrangian subvarieties of M(G), with respect to the complex structure
of M(G) determined by the complex structure of X and the corresponding holomorphic
symplectic structure.
We can go a step further and consider the action of H1(X,Z), where Z is the centre of
G, onM(G), defined by ‘tensoring’ a principal G-bundle by an element in H1(X,Z)— the
principal bundle analogue of tensoring a vector bundle by a line bundle. We then consider
elements (α, a) ∈ H1(X,Z) ⋊ Out(G) of order 2, where the semidirect product is with
respect to the natural action of Out(G) on H1(X,Z), and define the involutions ι(a, α,±)
of M(G) given by (E,ϕ) 7→ (a(E) ⊗ α,±a(ϕ)). The fixed points of these involutions are
now related to what we call (Gθ,±)-Higgs bundles. These are pairs (E,ϕ) consisting of a
Gθ-bundle E, where θ ∈ Aut2(G) is in the clique of a and
Gθ := {g ∈ G : θ(g) = c(g)g, with c(g) ∈ Z},
and ϕ ∈ H0(X,E(g±)⊗K).
The (Gθ,+)-bundles correspond with representations of π1(X) in Gθ, while the (Gθ,−)-
bundles correspond with representations of π1(X) in the subgroup
Gσ := {g ∈ G : σ(g) = c(g)g, with c(g) ∈ Z}.
The groups Gθ and Gσ are the normalizers of Gθ and Gσ, respectively, in G, and are
extensions of Gθ and Gσ, respectively, by a finite group — the same in both cases. Again
the fixed points subvarieties for ι(a, α,+) are hyperkähler submanifolds, while those for
ι(a, α,−) are Lagrangian submanifolds.
We can generalise our study to automorphisms ofM(G) defined by elements ofH1(X,Z)⋊
Out(G) × C∗ of arbitrary finite order. For this, we take an element (α, a) ∈ H1(X,Z) ⋊
Out(G) of order n and ζk := exp(2πi kn), with 0 6 k 6 n − 1, and consider the automor-
phism ι(a, α, ζk) of M(G) given by (E,ϕ) 7→ (a(E)⊗ α, ζka(ϕ)). The fixed points of this
automorphism are described by what we call (Gθ, ζk)-Higgs bundles (resp. (Gθ, ζk)-Higgs
bundles). These are pairs (E,ϕ) consisting of a Gθ-bundle (resp. Gθ-bundle) E, where
θ ∈ Autn(G) is in the class defined by a and, as above,
Gθ := {g ∈ G : θ(g) = c(g)g, with c(g) ∈ Z},
and ϕ ∈ H0(X,E(gk) ⊗ K), where gk is the eigenspace with eigenvalue ζk of the auto-
morphism of g defined by θ. Except for the case k = 0, which corresponds to ordinary
Gθ-Higgs bundles (resp. Gθ-Higgs bundles) since g0 is the Lie algebra of Gθ and Gθ, the
other cases are not generally related to representations of the fundamental group. The
fixed points for k = 0 define indeed hyperkähler subvarieties of M(G).
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The paper is organized as follows. In Section 2 we give the necessary background on
involutions and real forms of complex semisimple Lie algebras and Lie groups. Somethings
are quite standard, but we include other relevant results necessary for our Higgs bundle
analysis that we have not found in the literature. Recently we learned of the paper by J.
Adams [1] which relates closely to the Galois cohomology approach to real forms that we
take in this paper. We extend some of the features to arbitrary finite order automorphisms
of a complex semisimple Lie group G. Since the arguments are basically the same as those
for involutions, we mostly avoid details on the proofs. In Section 3 we study finite order
automorphisms of a G-bundle and show how these give rise to reductions of structure group
of the bundle. We consider a version of this, twisted by a finite order automorphism of G
and a subgroup of Z, the centre of G. These will play a central role in the study of our
finite order automorphisms of the moduli space of G-Higgs bundles.
In Section 4 we review the basics of G-Higgs bundle theory, where G is a complex
semisimple Lie group, including the notions of stability and the Hitchin–Kobayashi cor-
respondence, relating to solutions to the Hitchin equations, whose moduli space appears
as a hyperkähler quotient. We then describe a natural group of automorphisms of M(G),
which in particular will provide with the finite order automorphisms that we study in this
paper. In Section 5 we introduce a class of G-Higgs bundles with an extra structure de-
termined by an element θ ∈ Autn(G). These are the (Gθ, ζk)- and (Gθ, ζk)-Higgs bundles
(which we call (Gθ,±)- and (Gθ,±)-Higgs bundles when θ ∈ Aut2(G)) mentioned above.
These objects require appropriate stability conditions, defining moduli spaces M(Gθ, ζk)
and M(Gθ, ζk), in terms of which we will describe the fixed points of the finite order
automorphisms studied later.
In Section 6 we undertake the study of the automorphisms considered above on the
moduli space of G-Higgs bundles. Building upon results in Sections 2, 3, 4 and 5, we
describe the fixed point subvarieties. Our main results are Theorems 6.3 and 6.10.
In Section 7 we review first the basics on the moduli space R(G) of reductive represen-
tations of π1(X) in G, and its homeomorphism with the moduli space of G-Higgs bundles
M(G). We then show similar correspondences for M(Gθ, ζ0) and M(Gθ, ζ0) with R(Gθ)
and R(Gθ) respectively, and when θ is of order 2 forM(Gθ,−) andM(Gθ,−) with R(Gσ)
and R(Gσ) respectively.
In Section 8 we specialise the results of Section 6 to the case of involutions on M(G)
and translate these results to the moduli space R(G) of representations of the fundamental
group of X in G. Here we use the non-abelian Hodge theory correspondences given in
Section 7. Our main results are Theorems 8.1, 8.2, 8.3, 8.6, 8.8, 8.10, and 8.11. In
particular, in Theorem 8.10 we establish the hyperkähler or Lagrangian property of the
fixed point subvarieties according to the type of involution. These correspond respectively
to (B,B,B) and (B,A,A) branes in the terminology used in the study of Langlands duality
and mirror symmetry for Higgs bundles ([31, 30, 7, 4]).
In Section 9 we ilustrate our main results in Section 8 in the case G = SL(n,C). It is
worth pointing out that, for G = SL(2,C), the description of the fixed points involving
elements of order 2 in H1(X,Z), which in this case can be identified with J2(X) — the
2-torsion elements in the Jacobian of X —, involves the Prym variety of the étale cover
of X defined by the element in J2(X). A detailed study of this case is carried out in [23].
For SL(n,C), with even n, there is a similar phenomenon which involves now generalised
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Prym varieties in the sense of Narasimhan–Ramanan [38]. This case and the general Prym
construction for arbitrary groups is being pursued somewhere else.
We finish in Section 10 by applying our results to the study of involutions and order 3
automorphisms of the moduli space of Spin(8,C)-Higgs bundles and exploring the role of
triality.
The main results of this paper have been presented in several conferences and workshops
since 2006, and announced in [17, 18, 43]. We apologize for having taken so long to produce
the final paper.
Acknowledgements. We wish to thank the following institutions for hospitality and
support: MSRI, Berkeley; Newton Institute for Mathematical Sciences, Cambridge; Math-
ematical Institute, Oxford; NUS, Singapore; IISc, Bangalore; CMI, Chennai; ICMAT,
Madrid.
2. Automorphisms of complex Lie groups, involutions and real forms
We recall some basic facts about automorphisms and real forms of complex Lie algebras
and complex Lie groups (see [26, 41, 42]), and give some results needed for our analysis
that we have not found in the literature.
2.1. Automorphisms of Lie algebras and Lie groups. Let g be a complex Lie algebra.
We consider the linear algebraic group Aut(g) of all automorphisms of g. The group Int(g)
of inner automorphisms of g is the normal subgroup of Aut(g) generated by all elements
of the form exp(adx), where ad is the adjoint representation of g and x ∈ g. The quotient
Out(g) = Aut(g)/ Int(g)
is called the group of outer automorphisms of g. We thus have an extension
(2.1) 1 −→ Int(g) −→ Aut(g) −→ Out(g) −→ 1.
Let G be a connected complex Lie group with Lie algebra g. Through all the paper the
centre Z(G) of G will be denoted by Z. Then Int(g) = Ad(G), where Ad is the adjoint
representation of G in g. Recall that Ad(G) ∼= G/Z.
If g is semisimple, Out(g) is isomorphic to the group of automorphisms of its Dynkin
diagram. From this one may list the groups Out(g) for the simple complex Lie algebras in
Table 1.
Let G be a complex Lie group. Let Aut(G) be the group of holomorphic automorphisms
of G and Int(G) be the normal subgroup of Aut(G) given by inner automorphisms. The
elements of Int(G) will be denoted by Int(g) for g ∈ G and the action on G is given by
Int(g)(h) := ghg−1 for every h ∈ G.
Then if G is connected Int(G) ∼= Ad(G). Let Out(G) := Aut(G)/ Int(G) be the group of
outer automorphisms of G. It is well-known that if G is a connected complex reductive
Lie group the extension
(2.2) 1 −→ Int(G) −→ Aut(G) −→ Out(G) −→ 1.
splits (see [48]).
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Let G˜ be the universal cover of G. We clearly have
Int(G) ∼= Int(G˜) ∼= Int(Ad(G)) ∼= Ad(G) ∼= Int(g).
We thus observe that, if π1(G) = {1} or Z = {1}, extension (2.2) is isomorphic to (2.1).
g Out(g) Z(G˜)
An, n > 1 Z/2 Z/(n+ 1)
A1 {1} Z/2
Bn {1} Z/2
Cn {1} Z/2
D4 S3 Z/2× Z/2
Dn, n > 4, n even Z/2 Z/2× Z/2
Dn, n > 4, n odd Z/2 Z/4
E6 Z/2 {1}
E7 {1} {1}
E8 {1} {1}
F4 {1} {1}
G2 {1} {1}
Table 1. Group of outer automorphisms and centres
Observe that Aut(G) acts on Z, defining an action of Out(G) since Int(G) acts trivially
on Z. Hence in order to compute Out(G) for any semisimple complex Lie group G out
of the Table 1, we need to compute how Out(G˜) acts on Z(G˜). These are listed when
G is simple in Table 1 (see [25]). If a semisimple group G is isomorphic to G˜/Z ′, where
Z ′ ⊂ Z(G˜) is a subgroup, where G˜ is the universal covering ofG, we have π1(G) = Z(G˜)/Z ′.
Let f ∈ Aut(G˜). Then, clearly f descends to give an element in Aut(G) if and only if
f(Z ′) ⊂ Z ′. Similarly, Out(G˜) acts on Z(G˜) and a ∈ Out(G˜) descends to an element in
Out(G) if Z ′ is invariant under a.
2.2. Involutions and real forms of a complex Lie algebra. Let g be a complex Lie
algebra and gR its underlying real Lie algebra. A real subalgebra g0 of gR is called a real
form of g if gR = g0 ⊕ ig0. In this case g0 ⊗ C may be naturally identified with g. Given
a real form g0, there is a bijection of g = g0 ⊗ C onto itself defined by
σ(x+ iy) = x− iy, x, y ∈ g0,
which is a conjugation or antiinvolution of g, i.e. an antilinear homomorphism σ such
that σ2 = Id. Conversely, any conjugation σ : g −→ g defines the real form
gσ := {z ∈ g : σ(z) = z}.
There is thus a bijective correspondence between real forms and conjugations of g.
INVOLUTIONS AND HIGHER ORDER AUTOMORPHISMS OF HIGGS BUNDLE MODULI SPACES 7
To classify real forms of a complex Lie algebra g up to isomorphism, one first observes
that if g0 and g′0 are two real forms of g and f : g0 → g′0 is an isomorphism, then f extends
uniquely to an automorphism α := fC of g. Now, if σ and σ′ are the corresponding
conjugations for g0 and g′0 respectively, clearly the conjugations ασ0 and σ
′
0α coincide in
g0. Therefore they coincide in g and hence σ′ = ασα−1. Conversely, suppose that there
exists α ∈ Aut(g) such that σ′ = ασα−1. It is immediate that α(gσ) = gσ′ , i.e. α(g0) = g′0.
In other words, if Conj(g) is the set of conjugations of g, the set of isomorphism classes
of real forms of g is in bijection with
(2.3) Conj(g)/ ∼c,
where the equivalence relation ∼c for σ, σ′ ∈ Conj(g) is defined by
σ ∼c σ′ if there is α ∈ Aut(g) such that σ′ = ασα−1.
In [12] É. Cartan proved that for a semisimple complex Lie algebra g in the statement
above one can replace conjugations (antiinvolutions) of g by C-linear involutions, i.e.
involutive automorphisms of g. This is based on the existence of a compact real form of g.
Let g be a complex Lie algebra and τ a fixed conjugation. We have a map
(2.4)
Conj(g)→ Aut(g)
σ 7→ θ := στ.
This correspondence depends on the choice of τ . Since σ2 = Id, then θ−1 = τθτ and
θ2 = Id if and only if στ = τσ. Also if θ corresponds to σ and α ∈ Aut(g), then the
automorphism θ′ corresponding to ασα−1 has the form θ′ = αθ(τατ)−1.
We can rephrase these properties in terms of the Galois cohomology of Z/2 in the group
Aut(g). To explain this, we recall first the basic definition of non-abelian cohomology
(see [47, Ch. III]). Let Γ be a group and A another group acted on by Γ, that is, every γ ∈ Γ
defines an automorphism of A that we will denote also by γ, such that γ(xy) = γ(x)γ(y),
for every x, y ∈ A.
We will define H0 and H1. We set H0(Γ, A) := AΓ, the subgroup of elements of A fixed
under Γ. To define H1 we first define a 1-cocycle (or simply cocycle) of Γ in A as a map
γ 7→ aγ of Γ to A such that
(2.5) aγγ′ = aγγ(aγ′) for γ, γ
′ ∈ Γ.
The set of cocycles is denoted by Z1(Γ, A). Two cocycles a, a′ ∈ Z1(Γ, A) are said to be
cohomologous if there is b ∈ A such that
(2.6) a′γ = b
−1aγγ(b).
This is an equivalence relation in Z1(Γ, A) and the quotient is denoted by H1(Γ, A). This
is the first cohomology set of Γ in A. It has a distinguished element (called the "neutral
element") even though there is in general no composition: the class of the unit cocycle. If
A is commutative H0(Γ, A) and H1(Γ, A) are the usual cohomology groups of dimensions
0 and 1.
We will be dealing with the special case in which Γ = {1, γ} ∼= Z/2, where γ is the
non-trivial element in Γ. In this situation a 1-cocyle a is basically given by an element of
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A, say s := aγ , satisfying that
sγ(s) = 1.
Let a′ be another 1-cocycle, and let s′ := a′γ . The cocycles a and a
′ are then cohomologous
if there exists g ∈ A satisfying
s′ = g−1sγ(g).
Now, the correspondence (2.4) establishes a bijection between Conj(g)/ ∼c and the
cohomology set H1(Z/2,Aut(g)), where here Z/2 is the Galois group of the field extension
R ⊂ C acting on the group Aut(g) by the rule θ 7→ τθτ .
If g is semisimple, a compact real form always exists (see [26, Ch. III], or [42, Sec.
5.1]) and we choose the corresponding conjugation τ as the fixed conjugation in the cor-
respondence given above. Cartan proved that given a conjugation σ of g one can choose
a conjugation σ′ = ασα−1 where α ∈ Int(g), such that σ′τ = τσ′. Hence θ = σ′τ is an
involution (or equivalently, any Galois cohomology class contains an invariant cocycle).
We define the following equivalence relations for θ, θ′ ∈ Aut(g):
θ ∼ θ′ if there is α ∈ Int(g) such that θ′ = αθα−1,
θ ∼c θ′ if there is α ∈ Aut(g) such that θ′ = αθα−1.
In particular, these define equivalence relations in Aut2(g), the set of involutions of g,
that is, elements of order 2 in Aut(g). Similarly, we define ∼ in Conj(g) (we have already
defined ∼c above).
We thus have the following.
Proposition 2.1. The map σ 7→ θ := στ gives bijections
Conj(g)/ ∼←→ Aut2(g)/ ∼,
and
Conj(g)/ ∼c←→ Aut2(g)/ ∼c .
In particular, the set of isomorphism classes of real forms of g is in one to one corre-
spondence with Aut2(g)/ ∼c.
There is yet another equivalence relation for elements θ, θ′ ∈ Aut2(g): we say that θ and
θ′ are inner equivalent if their images in Out(g) coincide, i.e. if there exists α ∈ Int(g)
such that θ′ = αθ.
2.3. Involutions and real forms of a complex Lie group. Let G be a complex Lie
group, and let GR be the underlying real Lie group. We will say that a real Lie sub-
group G0 ⊂ GR is a real form of G if G0 = Gσ, the fixed point set of a conjugation
(antiholomorphic involution) σ of G.
Now, let G be semisimple. A compact real form U of G always exists. From this we
can define a conjugation τ : G → G such that Gτ = U . This can be seen as follows: The
conjugation defining the compact form of g can be lifted to a conjugation τ˜ of the universal
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cover G˜. Let U˜ = G˜τ˜ . Since Z(G˜) is finite, we have Z(G˜) ⊂ U˜ , and hence τ˜ acts trivially
on Z(G˜) descending to a conjugation τ of G.
We can define for Lie groups the equivalence relations ∼c and ∼ as in the case of Lie
algebras.
From Section 2.2, we have bijections
Conj(G˜)/ ∼←→ Aut2(G˜)/ ∼,
and
Conj(G˜)/ ∼c←→ Aut2(G˜)/ ∼c,
where Aut2(G˜) is the set of elements of order 2 in Aut(G˜). One checks that the action on
Z(G˜) send an element to itself or to the inverse on both sides to conclude the following.
Proposition 2.2. The map σ 7→ θ := στ gives bijections
Conj(G)/ ∼←→ Aut2(G)/ ∼,
and
Conj(G)/ ∼c←→ Aut2(G)/ ∼c,
where Aut2(G) is the set of elements of order 2 in Aut(G).
The following is immediate.
Proposition 2.3. (1) Let σ ∼ σ′ ∈ Conj(G), say σ′ = Int(g)σ Int(g)−1 for some g ∈ G,
then Gσ
′
= Int(g)Gσ, where Gσ and Gσ
′
are the subgroups of fixed points of σ and σ′
respectively.
(2) Similarly, let θ, θ′ ∈ Aut2(G) such θ′ = Int(g)θ Int(g)−1 for some g ∈ G, then
Gθ
′
= Int(g)Gθ, where Gθ and Gθ
′
are the subgroups of fixed points of θ and θ′ respectively.
If G is semisimple then the set of isomorphic real forms of G is in bijection with
Aut2(G)/ ∼c. In particular, the set of equivalence classes of real forms that are inner
is given by Int2(G), the set of elements of order 2 in Int(G), modulo conjugation by ele-
ments in Aut(G).
As for Lie algebras, the correspondence given in Proposition 2.2 has again a Galois
cohomology interpretation in the sense that Conj(G)/ ∼c is in bijection with the Galois
cohomology set H1(Z/2,Aut(G)), where Z/2 is the Galois group of the field extension
R ⊂ C acting on the group Aut(G) by the rule θ 7→ τθτ .
We have the following (see [42, Sec. 3.4]).
Proposition 2.4. If G is a connected and simply connected Lie group and s ∈ Aut(g)(=
Aut(G)) is a semisimple automorphism, then the group Gs is connected.
In particular any real form of a connected and simply connected Lie groupG is connected.
Remark 2.5. Note that for a complex Lie group G there may exist a real Lie subgroup
G0 ⊂ GR whose corresponding Lie algebra g0 is a real form of g, without G0 being a real
form of G according to our definition. Examples of this are:
(1) G = SL(2,C), G0 = NSL(2,R), the normalizer of SL(2,R) in SL(2,C);
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(2) G = Spin(n,C), G0 = Spin(p, q) (double cover of SO(p, q)).
The group G0 in (1) and (2) is a lift to G of a real form in Ad(G).
The set of isomorphism classes of real forms of G is in bijection with Aut2(G)/ ∼c.
Let [θ] and [θ]c denote, respectively, the images of θ under the natural maps Aut(G) →
Aut(G)/ ∼ and Aut(G) → Aut(G)/ ∼c, respectively. Consider the natural projection
π : Aut(G) → Out(G). Let θ, θ′ ∈ Aut(G). Like in the case of Lie algebras, we say that
θ and θ′ are inner equivalent if there is α ∈ Int(G) such that θ′ = αθ, or equivalently
π(θ) = π(θ′).
Proposition 2.6. Let G be a semisimple complex Lie group.
(1) The projection π : Aut(G)→ Out(G) descends to define a surjective map
Aut(G)/ ∼→ Out(G),
in particular, this defines a surjective map
cl : Aut2(G)/ ∼→ Out2(G),
where Out2(G) is the set of elements of order 2 in Out(G) (this is not satisfied if we replace
∼ by ∼c).
(2) The action of Aut(G) by inner automorphisms on Aut(G) (respectively on Aut2(G))
induces an action of Out(G) on Aut(G)/ ∼ (respectively Aut2(G)/ ∼) and the quotient is
given by Aut(G)/ ∼c (respectively Aut2(G)/ ∼c). The map cl is Out(G)-equivariant. In
particular the set Aut2(G)/ ∼ is finite.
Proof. To prove (1), let θ, θ′ ∈ Aut(G) such that [θ] = [θ′]. This means that θ′ =
Int(g)θ Int(g−1) for some g ∈ G. One easily checks that θ′ = Int(g˜)θ, where g˜ = gθ(g−1),
thus having π(θ) = π(θ′), i.e., θ and θ′ are inner equivalent. If θ and θ′ are of order two,
of course π(θ) and π(θ′) are elements in Out2(G). It is worth pointing out that, since the
extension (2.2) splits, the elements in Out2(G) can be lifted to Aut2(G).
As for (2), let α, θ ∈ Aut(G). We define the action
α · θ = αθα−1.
Let α′ = Int(g)α. Then
α′ · θ = (Int(g)α) · θ
= (Int(g)α)θ(Int(g)α)−1
= Int(g)α · θ Int(g)−1,
and hence [α · θ] = [α′ · θ].
Let a ∈ Out(G) and α ∈ π−1(a) ⊂ Aut(G). We can thus define the action a · [θ] := [α ·θ].
Of course [θ]c = [α · θ]c, proving the claim. The statement when θ ∈ Aut2(G) is clear.
Now, Cartan in his classification of real forms for a simple groupG shows thatAut2(G)/ ∼c
is finite. This together with the finiteness of Out2(G) (see Table 1) implies that the set
Aut2(G)/ ∼ is finite.

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Consider the map cl : Aut2(G)/ ∼→ Out2(G) defined in (1) of Proposition 2.6. We
will call the image of [θ] ∈ Aut2(G)/ ∼ of this map the clique of [θ]. Clearly cl −1(1) =
Int2(G)/ ∼, i.e. the Int(G)-conjugacy classes of inner involutions have trivial clique. Now,
if we fix a conjugation τ ∈ Conj(G) defining a compact real form of G, as mentioned in
Proposition 2.2, in each class [θ] ∈ Int2(G)/ ∼, we can find a representative θ = Int(g)
in [θ] for some g ∈ G such that θτ = τθ and hence σ := θτ defines a conjugation inner
equivalent to τ , in the sense that σ = Int(g)τ . Real forms σ of G inner equivalent to τ
are called real forms of Hodge type and the corresponding real groups Gσ are called
groups of Hodge type.
Combining the bijection
Conj(G)/ ∼←→ Aut2(G)/ ∼,
given by Proposition 2.2, with the map cl : Aut2(G)/ ∼→ Out2(G), we obtain a map
(2.7) ĉl : Conj(G)/ ∼→ Out2(G).
Of course ĉl
−1
(1) consists of the equivalence classes of real forms of Hodge type.
We will assume for the rest of this section G to be connected. Since Int(G) = Int(G˜) =
Int(g), we have in particular Int2(G) = Int2(G˜) = Int2(g), and hence every real form of
Hodge type on G˜ descends to a real form of Hodge type on G. Of course, any real form on
G˜ defines a real form on Ad(G˜) since the Z(G˜) is invariant under any element in Conj(G˜).
If G = G˜/Z ′ for a subgroup Z ′ ⊂ Z(G˜), and σ ∈ Conj(G˜), the condition for σ to define a
conjugation on G, and hence a real form on G, is that Z ′ be invariant under σ.
Proposition 2.7. Let θ ∈ Aut2(G). Consider the set
Sθ := {s ∈ G : sθ(s) = z ∈ Z}.
Then
(1) Z acts on Sθ by multiplication.
(2) G acts on the right on Sθ by
s · g := g−1sθ(g) g ∈ G, s ∈ Sθ.
(3) Let π : Aut2(G) → Out2(G) be the natural projection. Let a ∈ Out2(G), and let
θ ∈ π−1(a). Then the map ψ : Sθ → π−1(a) defined by s 7→ Int(s)θ gives a bijection
Sθ/(Z ×G)←→ cl −1(a),
where cl : Aut2(G)/ ∼→ Out2(G) is the map induced by π.
(4) In particular, let θ = Id ∈ Aut2(G). Then
SId = {s ∈ G : s2 = z ∈ Z},
and the map s 7→ Int(s) defines a bijection
SId/(Z ×G)←→ Int2(G)/ ∼ .
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Proof. (1) Let θ ∈ Aut2(G) and let s ∈ Sθ. Let z ∈ Z. Since θ leaves Z invariant, we have
that zsθ(zs) = zsθ(z)θ(s) = zθ(z)sθ(s) ∈ Z and hence zs ∈ Sθ.
(2) Let g ∈ G and s ∈ Sθ. Let s·g := g−1sθ(g). We have (s·g)θ(s·g) = g−1sθ(g)θ(g−1)θ(s)g =
g−1sθ(s)g = sθ(s) and hence s · g ∈ Sθ.
(3) One first checks that for g ∈ G, the element Int(g)θ is in Aut2(G) if and only
if g ∈ Sθ. This is clear since, as one can easily compute, (Int(g)θ)2 = 1 is equivalent to
gθ(g)xθ(g−1)g−1 = x for every x ∈ G, and hence gθ(g) ∈ Z. We thus have that s 7→ Int(s)θ
defines a surjective map ψ : Sθ → π−1(a). Obviously, ψ descendes to a map on Sθ/Z since
Int(s) = Int(zs) for every z ∈ Z.
Let s′ := s · g = g−1sθ(g), where, as above, s ∈ Sθ and g ∈ G. Then ψ(s′) = Int(s′)θ =
Int(g−1sθ(g))θ = Int(g−1) Int(s) Int(θ(g))θ. But since Int(θ(g))θ = θ Int(g), we thus have
ψ(s′) = Int(g−1)ψ(s) Int(g), and hence ψ(s) ∼ ψ(s′).
(4) follows from (3).

Proposition 2.7 gives indeed an interpretation in terms of non-abelian cohomology (see
Section 2.2 for the basic definitions) of cl −1(a), that is of the set of elements in Aut2(G)/ ∼
with clique a, in particular of the set Int2(G)/ ∼, corresponding to the trivial clique. We
have the following.
Proposition 2.8. Let H1θ (Z/2,Ad(G)) be the cohomology set defined by the action of Z/2
in Ad(G) given by θ ∈ Aut2(G). Then, there is a bijection
H1θ (Z/2,Ad(G))←→ Sθ/(Z ×G).
Proof. Consider the group Z/2 generated by θ. Consider now the action of Z/2 on Ad(G)
given by the action of θ (we are denoting the automorphism of Ad(G) defined by θ also by
θ). Let Z1θ (Z/2,Ad(G)) be the set of cocycles of Z/2 in Ad(G) given by this action. Let
s ∈ Sθ and let s˜ the image of s in Ad(G). The correspondence s 7→ s˜ defines a bijection
Sθ/Z → Z1θ (Z/2,Ad(G)), where here we are identifying a cocycle a with the corresponding
element aθ ∈ Ad(G). The action of G on Sθ/Z is via the action of Ad(G), in other words,
Sθ/(Z ×G) = (Sθ/(Z)/Ad(G), where g˜ ∈ Ad(G) acts on s˜ ∈ Sθ/(Z by the rule
s˜ · g˜ = g˜−1s˜θ(g˜).
But, this is precisely the condition given in 2.6 for the cocyles a and a′ corresponding to s˜
and s˜′, respectively, to be cohomologous. 
In view of Propositions 2.7 and 2.8, it is clear that if θ, θ′ ∈ Aut2(G) are such that
π(θ) = π(θ′) = a then there is a bijection between H1θ (Z/2,Ad(G)) and H
1
θ′(Z/2,Ad(G)).
In this sense this cohomology set could very well be denoted by H1a(Z/2,Ad(G)). With
this notation, we have shown the following.
Proposition 2.9. Let a ∈ Out2(G). There is a bijection
cl
−1
(a)←→ H1a(Z/2,Ad(G)),
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and hence a bijection
Aut2(G)/ ∼←→
⋃
a∈Out2(G)
H1a(Z/2,Ad(G)).
So, while the cohomology set H1(Z/2,Aut(G)) describes the set of conjugations of G,
modulo the equivalence given by ∼c, H1θ (Z/2,Ad(G)) is in bijection with the set of equiv-
alence classes of conjugations of G given by the relation ∼ (note that Ad(G) ∼= Int(G)).
For similar discussion on cohomology and real forms look at the recent paper by J. Adams
[1].
2.4. Normalizers, real forms and the isotropy representation. Let G be a con-
nected complex semisimple Lie group and, as above, denote the centre of G by Z. Let
σ ∈ Conj(G). We have considered the real form defined by σ, that is a real subgroup of G
defined by
Gσ := {g ∈ G : σ(g) = g}.
We shall consider now the real subgroup of G defined by
Gσ := {g ∈ G : σ(g) = c(g)g, with c(g) ∈ Z}.
Proposition 2.10. The group Gσ is NG(G
σ), the normalizer of Gσ in G.
Proof. It is immediate that Gσ ⊂ NG(Gσ).
To show the converse, let x ∈ NG(Gσ). In order for x to be in Gσ, we need to have that
x−1σ(x) ∈ Z. For this, it is enough to show that x−1σ(x) commutes with every element of
Gσ, since the centralizer of x−1σ(x) is a complex algebraic group, and if it contains Gσ it
must be the whole G. Indeed, if g ∈ Gσ, then xgx−1 ∈ Gσ since x ∈ NG(Gσ), and hence
σ(xgx−1) = xgx−1. But σ(xgx−1) = σ(x)gσ(x−1). These two equalities combined imply
that x−1σ(x) commutes with g as we wanted to show. 
The conjugation σ leaves Z invariant and hence descends to a conjugation of Ad(G) =
G/Z. The following is immediate.
Proposition 2.11. Ad(G)σ = Ad(Gσ) := Gσ/Z(Gσ), where we denote also by σ the
conjugation defined on Ad(G). In other words, Gσ is a lift to G of the real form in Ad(G)
defined by σ.
Define Γσ = Gσ/Gσ. We have the exact sequence
(2.8) 1 −→ Gσ −→ Gσ −→ Γσ −→ 1.
Similarly, if θ ∈ Aut2(G) we can define the subgroups
Gθ := {g ∈ G : θ(g) = g},
Gθ := {g ∈ G : θ(g) = c(g)g, with c(g) ∈ Z}.
As in the case of conjugations, an element θ ∈ Aut2(G) leaves Z invariant and hence
descends to an automorphism of order 2 of Ad(G). We have the following.
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Proposition 2.12. Ad(G)θ = Ad(Gθ) := Gθ/Z(Gθ), where we denote also by θ the invo-
lution defined on Ad(G).
It is clear that Z ⊂ Gθ. For any g ∈ G we have θ(g) = θ(g)g−1g. But if g ∈ Z, θ(g) is
also in the centre and so is θ(g)g−1. Hence g ∈ Gθ with c(g) = θ(g)g−1.
Remark 2.13. We thus have thatGθ containsGθZ, but may be larger. Take θ corresponding
to the conjugation defining SL(2,R). In this case the groupGθ contains the diagonal matrix
with entries (i,−i), and is in fact the normalizer of SO(2,C) in SL(2,C).
Remark 2.14. Note that if θ is an inner involution i.e. θ = Int(g) for some g ∈ G (real
forms of Hodge type), then Z ⊂ Gθ.
Remark 2.15. Even though G is assumed to be connected, Gθ and Gθ maybe, of course,
non-connected, and hence the kernel of the adjoint representations of Gθ and Gθ maybe
larger than their corresponding centres, in fact the kernel of the adjoint representation of a
non-connected group is the centralizer in the group of the identity connected component.
However, we will still denote Ad(Gθ) = Gθ/Z(Gθ), and similarly for Gσ.
Again Gθ normalizes Gθ and we have an exact sequence
(2.9) 1 −→ Gθ −→ Gθ −→ Γθ −→ 1.
Proposition 2.16. (1) The map c : Gθ −→ Z defined by c(g) appearing in the defini-
tion of Gθ, is a homomorphism. We have ker c = G
θ and hence c induces an injective
homomorphism c˜ : Γθ −→ Z.
(2) The action of θ on G restricts to an action on Gθ, and c is θ-equivariant with respect
to this action and the natural action of θ on Z. Moreover this action descends to Γθ and
hence c˜ is θ-equivariant.
(3) θ(c(g)) = c(g−1) and hence the image of c˜ in Z is contained in
Za := {z ∈ Z : a(z) = z−1},
and contains
{a(z)z−1 : z ∈ Z},
with a = π(θ), where π is the projection Aut(G)→ Out(G).
Proof. Let g1, g2 ∈ Gθ, we have
θ(g1g2) = θ(g1)θ(g2) = c(g1)g1c(g2)g2 = c(g1)c(g2)g1g2,
which implies that c(g1g2) = c(g1)(g2), proving the first statement in (1).
Clearly, ker c = Gθ, and hence we complete the proof of (1).
To prove (2) we have that if g ∈ Gθ then θ(g) = c(g)g with c(g) ∈ Z. Now θ(c(g)g) =
θ(c(g))θ(g) = θ(c(g))c(g)g. Hence, since θ(c(g)) ∈ Z, we conclude that c(g)g ∈ Gθ,
showing that θ does indeed act on Gθ. Our computation also shows that c(θ(g)) = θ(c(g))
and hence c is θ-equivariant. The action of θ on Gθ fixes Gθ and hence induces an action
on Γθ, giving that c˜ is a θ-equivariant injective homomorphism.
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(3) Now, g = θ2(g) = θ(c(g)g) = θ(c(g))θ(g) = θ(c(g))c(g)g, from which we conclude
that θ(c(g)) = c(g)−1. Since the action of θ on Z depends only on the clique a = π(θ), the
remaining now follows from (2). 
Proposition 2.17. Let θ, θ′ ∈ Aut2(G) be such that θ ∼ θ′ with θ′ = Int(g)θ Int(g)−1 for
g ∈ G.
(1) The map x 7→ Int(g)x defines an isomorphism fg : Gθ → Gθ′, which induces an
isomorphism f˜g : Γθ → Γθ′.
(2) Let c : Gθ → Z and c′ : Gθ′ → Z be the homomorphisms corresponding to θ and
θ′, and c˜ : Γθ → Z and c˜′ : Γθ′ → Z be the induced homomorphisms as defined in (1) of
Proposition 2.16. Then c = c′fg and c˜ = c˜′f˜g.
Proof. (1) The first statement is immediate. The second follows from this and (2) in
Proposition 2.3.
To prove (2), let x ∈ Gθ, and let x′ = fg(x) = Int(g)(x). Then c′(x′)x′ = θ′(x′) =
Int(g)θ Int(g)−1(x′) = Int(g)θ(x) = Int(g)(c(x)x) = c(x) Int(g)(x) = c(Int(g)−1(x′))x′.
The result follows. 
Let σ be a conjugation of G and choose a compact conjugation τ of G such that τσ =
στ =: θ. The group U = Gτ is a maximal compact subgroup of G. Since σ and τ commute,
σ acts on U and Uσ = U ∩Gσ is a maximal compact subgroup of Gσ. We can also consider
Uσ := {u ∈ U : σ(u) = c(u)u, with c(u) ∈ Z(U) = Z}.
We have that Uσ = U ∩Gσ is a maximal compact subgroup of Gσ. We thus have the exact
sequence
(2.10) 1 −→ Uσ −→ Uσ −→ Γσ −→ 1.
By complexifying this, comparing with (2.9), and the fact that Γθ is a finite group (this
is clear if G is semisimple since Z is finite). We have proved the following.
Proposition 2.18. Let σ be a conjugation of G and τ a compact conjugation of G com-
muting with σ. Let θ = στ . Then
Γθ = Γσ.
Proposition 2.19. The group Uσ is NU(U
σ), the normalizer of Uσ in U .
Proof. The proof follows from Proposition 2.10 and the fact that σ commutes with τ , and
Uσ ⊂ Gσ and Uσ ⊂ Gσ are maximal compact subgroups. 
Proposition 2.20. The group Gθ is NG(G
θ), the normalizer of Gθ in G.
Proof. Follows from Proposition 2.19 and the fact that G, Gθ and Gθ are the complexifi-
cations U , Uσ and Uσ, respectively.

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Remark 2.21. If θ, θ′ ∈ Aut2(G) are in the same clique, i.e. π(θ) = π(θ′), but [θ] 6= [θ′],
then Γθ and Γθ′ need not be isomorphic. An example is provided by G = SL(2n,C), θ cor-
responding to SU(n, n) and θ′ corresponding to SU(p, q) with p 6= q. In this situation, the
normalizer of SU(n, n) in SL(n,C) has two connected componentes, while the normalizer
of SU(p, q) coincides with SU(p, q).
An element θ ∈ Aut2(G) defines a Cartan decomposition of g in (±1)-eigenspaces:
(2.11) g = g+ ⊕ g−,
satisfying [g+, g+] ⊂ g+, [g−, g−] ⊂ g+, and [g+, g−] ⊂ g−. Clearly g+ is the Lie algebra of
Gθ. We have the following.
Proposition 2.22. (1) The restriction of the adjoint representation of G to Gθ defines
representations
ι± : Gθ → GL(g±).
(2) The restriction of the adjoint representation of G to Gθ defines representations
ι± : Gθ → GL(g±).
Proof. (1) is well known: The restriction of the adjoint representation of G to Gθ gives
indeed the adjoint representation of Gθ in g+ and the isotropy representation in g− (see
e.g. [26]).
(2) is a consequence of (1) applied to Ad(G), together with Proposition 2.12, and the
facts that the Lie algebras and Cartan decompositions for G and Ad(G) under θ coincide,
and the adjoint representation of G factors through the adjoint representation of Ad(G).

2.5. Finite order automorphisms of G. Let G be a connected complex semisimple Lie
group. We show now how many results of Section 2.3 generalise to automorphisms of G of
arbitrary finite order.
Let Autn(G) and Outn(G) be the set of elements of order n in Aut(G) and Out(G),
respectively. A straightforward generalisation of Proposition 2.7 is the following (we leave
the proof to the reader).
Proposition 2.23. Let θ ∈ Autn(G). Consider the set
Snθ := {s ∈ G : sθ(s) · · · θn−1(s) = z ∈ Z}.
Then
(1) Z acts on Snθ by multiplication.
(2) G acts on the right on Snθ by
s · g := g−1sθ(g) = g ∈ G, s ∈ Snθ .
(3) Let π : Autn(G) → Outn(G) be the natural projection. Let a ∈ Outn(G), and let
θ ∈ π−1(a). Then the map ψ : Snθ → π−1(a) defined by s 7→ Int(s)θ gives a bijection
Snθ /(Z ×G)←→ cl −1n (a),
where cl n : Autn(G)/ ∼→ Outn(G) is the map induced by π.
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(4) In particular, let θ = Id ∈ Autn(G). Then
Sn := SnId = {s ∈ G : sn = z ∈ Z},
and the map s 7→ Int(s) defines a bijection
Sn/(Z ×G)←→ Intn(G)/ ∼ .
We will refer to an element of Outn(G) as an n-clique. We also have an interpretation
of cl −1n (a) in terms of non abelian cohomology given by the following generalisation of
Proposition 2.8.
Proposition 2.24. Let θ ∈ Autn(G). Consider the natural action of the group generated
by θ, which is isomorphic to Z/n, on Ad(G). Let H1θ (Z/n,Ad(G)) be the first cohomology
set defined by this action. Let Snθ be as defined in Proposition 2.23 with the action of Z×G
on it defined in that proposition. Then, there is a bijection
H1θ (Z/n,Ad(G))←→ Snθ /(Z ×G).
Proof. The proof is indeed very similar to that of Proposition 2.24. Let Z1θ (Z/n,Ad(G)) be
the set of cocycles of Z/n in Ad(G) with the given action. Let s ∈ Snθ and let s˜ the image
of s in Ad(G). The correspondence s 7→ s˜ defines a bijection Snθ /Z → Z1θ (Z/n,Ad(G)),
where here we are identifying a cocycle a with the corresponding element aθ ∈ Ad(G),
since the elements aθi for 1 6 i 6 n are determined by the recursive formula
aθi = aθθ(a
i−1
θ )
given by the cocycle condition (2.5). Clearly if aθ := s˜, then
1 = aθn = s˜θ(s˜) · · · θn−1(s˜),
proving that s ∈ Snθ . According to (2.6) two cocycles are cohomologous if there is g˜ ∈
Ad(G) such that a′θ = g˜
−1aθθ(g˜) which coincides with the action of Ad(G) on Snθ /Z. 
Similarly to Proposition 2.9, we have the following.
Proposition 2.25. Let a ∈ Outn(G). There is a bijection
cl
−1
n (a)←→ H1a(Z/n,Ad(G)),
and hence a bijection
Autn(G)/ ∼←→
⋃
a∈Outn(G)
H1a(Z/n,Ad(G)).
One way of understanding the ‘twisting’ defined by θ ∈ Autn(G) is provided by the
following.
Proposition 2.26. Let θ ∈ Autn(G) and Ĝ := G⋊ Z/n be the semidirect product defined
by the natural action of Z/n = 〈θ〉 on G. We have the following:
(1) s ∈ Snθ if and only if (s, θ)n ∈ Z (where Z here is identified with Z × {1} ⊂ Ĝ).
(2) Let Ŝn = {sˆ ∈ Ĝ : sˆn ∈ Z}. Then Snθ /G = Ŝn/Ĝ, where Ĝ acts on Ŝn by
conjugation.
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Proof. Let ∗ denote the group operation in Ĝ. Then if s, s′ ∈ G, we have (s, θi) ∗ (s′, θj) =
(sθi(s′), θi+j) and hence, by induction,
(s, θ)n = (sθ(s) · · · θn−1(s), 1).
We thus conclude that s ∈ Snθ if and only if (s, θ)n ∈ Z, and (1) follows.
To prove (2) we embed G as the subset G′ ⊂ Ĝ by s 7→ (θ(s), θ). Clearly if s ∈ Snθ ,
θ(s) ∈ Snθ and, from (1), this is equivalent to (θ(s), θ)n ∈ Z. Moreover, the conjugacy
action of Ĝ leaves G′ invariant and when restricted to the subgroup G gives the action by
g ∈ G as s 7→ g−1θ(s)g.

As for involutions, for θ ∈ Autn(G), we can define the subgroup
Gθ := {g ∈ G : θ(g) = c(g)g, with c(g) ∈ Z}.
Again, like in the n = 2 case, Gθ normalizes Gθ and we have an exact sequence
(2.12) 1 −→ Gθ −→ Gθ −→ Γθ −→ 1.
Propositions 2.12 and 2.16 generalise immediately to the following.
Proposition 2.27. (1) Ad(G)θ = Ad(Gθ) := Gθ/Z(Gθ), where we denote also by θ the
automorphism defined on Ad(G).
(2) The map c : Gθ −→ Z defined by c(g) for c(g) appearing in the definition of Gθ
is a homomorphism, with ker c = Gθ, and hence inducing an injective homomorphism
c˜ : Γθ −→ Z.
(3) The action of θ on G restricts to an action on Gθ, and c is θ-equivariant with respect
to this action and the natural action of θ on Z. Moreover this action descends to Γθ and
hence c˜ is θ-equivariant.
(4) For every g ∈ Gθ, c(g) satisfies the equation
c(g)θ(c(g)) · · ·θn−1(c(g)) = 1
and hence the image of c˜ in Z is contained in
Za := {z ∈ Z : za(z) · · · an−1(z) = 1},
where a = π(θ).
We can decompose g as
(2.13) g =
n−1⊕
k=0
gk,
where gk is the eigenspace of the automorphism of g defined by θ with eigenvalue ζk :=
exp(2πi k
n
).
Clearly g0 is the Lie algebra of Gθ := {g ∈ G : θ(g) = g}. We also have [gl, gk] ⊂ gl+k,
in particular [g0, gk] ⊂ gk, which lift to actions of Gθ and Gθ on gk. More precisely:
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Proposition 2.28. (1) The restriction of the adjoint representation of G to Gθ defines
representations
ιk : Gθ → GL(gk).
(2) The restriction of the adjoint representation of G to Gθ defines representations
ιk : Gθ → GL(gk).
Remark 2.29. If θ ∈ Aut2(G), from (2.11) and Proposition 2.22, we have g0 = g+, g1 =
g−,ι0 = ι+, ι1 = ι−, ι0 = ι+ and ι1 = ι−.
2.6. Groups of Hermitian type. In this section G is a connected complex simple Lie
group. The semisimple case follows from this. We use the notation of Sections 2.3 and 2.4.
Let θ ∈ Aut2(G), and τ be a compact conjugation of G commuting with θ, defining the
conjugation of G given by σ = τθ. Let Gθ, Gθ, Gσ, Gσ, U , Uσ, and Uσ be as in Section
2.4.
We consider in this section a particular class of conjugations of G (and hence involutions)
which define what are called groups of Hermitian type. These are conjugations σ for
which the symmetric space Mσ := Gσ/Uσ is of Hermitian type, in fact a Kähler manifold
[33, 26]. These are distinguished by the fact that z(uσ), the centre of uσ, is isomorphic to
C. A base element in z(uσ) defines via de adjoint representation a complex structure in
g−, the tangent space of Mσ at the point corresponding to the coset Uσ. This applies also
to Gσ. In fact the symmetric space defined by Gσ, given by Gσ/Uσ coincides with Mσ. It
is well-known that groups of Hermitian type are of Hodge type, as defined in Section 2.3
(see [26]).
The conjugations of G that are not of Hermitian type have the property that z(uσ) = 0
(see [26]), and hence the groups Uσ, Gθ, Uσ, and Gθ are semisimple. This difference
between Hermitian and non-Hermitian groups will have important consequences in the
theory of G-Higgs bundles studied below.
3. Finite order automorphisms of principal bundles
In this section G is a connected complex semisimple Lie group and E is a holomorphic
principal G-bundle over a compact Riemann surface X.
The centre Z of G acts on E by ξ → ξz, for every ξ ∈ E and z ∈ Z. This gives an
inclusion Z ⊂ Aut(E) as a subgroup. Moreover, Z is in the centre of Aut(E), for if z ∈ Z
and A ∈ Aut(E) then Az(ξ) = A(ξz) = A(ξ)z = z(A(ξ)).
In this section we study how an element A ∈ Aut(E) such that An = z ∈ Z for some
n gives rise to a reduction of structure group of the bundle E. Such an A defines an
automorphism of finite order of the Ad(G)-bundle associated to E. We will generalise this
to ‘twisted’ automorphisms in a sense that we will explain.
3.1. Finite order automorphisms and reductions of structure group. Let E be a
principalG-bundle and A an automorphism. Then there is a natural morphism fA : E → G
given by A(ξ) = ξfA(ξ), for all ξ ∈ E.
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Lemma 3.1. The map fA is equivariant for the right action of G on E and the (right)
adjoint action of G on itself namely x→ g−1xg for x, g ∈ G.
Proof. In fact, if g ∈ G, ξ ∈ E, we have A(ξg) = (ξg)fA(ξg) on the one hand, and
A(ξ)g = ξfA(ξ)g on the other, leading to the equality gfA(ξg) = fA(ξ)g. 
Lemma 3.2. If A1, A2 ∈ Aut(E), then fA1A2 = fA1fA2.
Proof. In fact, ξfA1A2(ξ) = (A1A2)(ξ) = A1(A2ξ) = A1(ξfA2(ξ)) = A1(ξ)fA2(ξ) = ξfA1(ξ)fA2(ξ),
proving our assertion. 
Proposition 3.3. Let A ∈ Aut(E) be such that An = z ∈ Z. Then:
(1) fA maps E onto a single orbit S(E) of the set
Sn := {s ∈ G : sn = z ∈ Z}
under the right action of G by inner automorphisms.
(2) Every element s ∈ S(E) defines a reduction of structure group of E to ZG(s).
(3) The automorphism A leaves the ZG(s)-bundle invariant and coincides there with the
central element s.
Proof. By Lemma 3.2, fAn = (fA)n is the constant map ξ → z for an element z ∈ Z.
Hence fA maps E into Sn. The morphism fA defines a morphism f˜A : E → G  G, where
G  G is the GIT quotient for the (right) action of G on itself given by x 7→ g−1xg for
x, g ∈ G. Since f˜A is constant on the fibres (Lemma 3.1), it descends to a morphism
X = E/G → G  G, which must be constant since X is projective and G  G is affine.
But fA(ξ) ∈ Sn and hence is a semisimple element of G for all ξ ∈ E and hence a stable
point for the GIT quotient GG. Therefore fA(ξ) for every ξ ∈ E lie on a single orbit for
the given action of G on Sn as claimed.
To prove (2), let s ∈ S(E), and S := f−1A (s). Clearly ξ and ξ′ on a fibre of E → X
belong to S if and only if ξ′ = ξg for some g ∈ G, and fA(ξ) = s and s = fA(ξ′) = fA(ξg) =
g−1fA(ξ)g = g
−1sg. This implies that g ∈ ZG(s). Thus the set S is acted upon transitively
on fibres by ZG(s) giving an ZG(s)-bundle to which E is reduced.
Assertion (3) is obvious.

3.2. Twisted automorphisms of principal bundles. Let E be a G-bundle over X. Let
θ ∈ Aut(G). We define the set of θ-twisted automorphisms of E by
Autθ(E) := {A : E → E bijective : A(ξg) = A(ξ)θ(g) for ξ ∈ E, g ∈ G}.
Twisted automorphisms are related to ordinary isomorphisms between E and a related
bundle. More precisely, the following is immediate.
Proposition 3.4. Let E be a G-bundle over X. Let θ ∈ Aut(G). Then:
(1) The G-bundle θ(E) is isomorphic to the G-bundle whose total space is E with a
G-action defined by
e · g := eθ(g) for e ∈ E, g ∈ G.
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(2) Under the isomorphism given in (1) an isomorphism E → θ(E) can be identified
with a θ-twisted automorphism of E.
Let A ∈ Autθ(E). We define the function fA : E → G by the formula
(3.1) A(ξ) = ξfA(ξ) for every ξ ∈ E.
Lemma 3.5. Let A ∈ Autθ(E) and let fA : E → G the function given by (3.1). The
function fA is G-equivariant for the right action of G on E and the right action of G on
itself given by
x 7→ g−1xθ(g) for x, g ∈ G.
Proof. Let ξ ∈ E and g ∈ G. On the one hand we have A(ξg) = (ξg)fA(ξg). On
the other hand A(ξg) = A(ξ)θ(g) = ξfA(ξ)θ(g) = ξgg−1fA(ξ)θ(g), thus concluding that
fA(ξg) = g
−1fA(ξ)θ(g). 
Lemma 3.6. Let θ1, θ2 ∈ Aut(G), and A1 ∈ Autθ1(E) and A2 ∈ Autθ2(E). Then
(1) A1A2 ∈ Autθ1θ2(E).
(2) fA1A2 = fA1 · θ1(fA2), where this means that fA1A2(ξ) = fA1(ξ)θ1((fA2)(ξ)), for every
ξ ∈ E.
Proof. Let ξ ∈ E an g ∈ G.
A1(A2(ξg)) = A1(A2(ξ)θ2(g))
= A1(A2(ξ))θ1(θ2(g))
= (A1A2)(ξ)(θ1θ2)(g),
proving (1). The proof of (2) is given by the following computation:
ξfA1A2(ξ) = (A1A2)(ξ)
= A1(A2(ξ))
= A1(ξfA2(ξ))
= A1(ξ)θ1(fA2(ξ))
= ξfA1(ξ)θ1(fA2(ξ)).

From Lemma 3.6 we conclude the following.
Proposition 3.7. Let θ ∈ Autn(G) and let E be a G-bundle. The set
Âut(E) :=
n−1⋃
i=0
Autθi(E)
is a (possibly disconnected) group fitting in an exact sequence
1→ Aut(E)→ Âut(E)→ Z/n.
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One can easily prove the following.
Proposition 3.8. Let E be a G-bundle and Ê be the Ĝ-bundle associated to E by extension
of structure group, where Ĝ is the group defined in Proposition 2.26. Then
Âut(E) ∼= Aut(Ê).
Here is the twisted version of Proposition 3.3.
Proposition 3.9. Let E be a G-bundle over a compact Riemann surface X. Let θ ∈
Autn(G) and A ∈ Autθ(E) such that An = z ∈ Z ⊂ Aut(E). Then:
(1) The function fA given in (3.1) maps E onto a single orbit S(E) of the set S
n
θ :=
{s ∈ G : sθ(s) · · · θn−1(s) = z ∈ Z} defined in Proposition 2.23 under the right action of
G defined there, namely s · g = g−1sθ(g).
(2) Every element s ∈ S(E) defines a reduction of structure group of E to Gθ′, where
θ′ = Int(s)θ, and Gθ
′
is the subgroup of G of fixed points under θ′.
Proof. We adapt the proof of Proposition 3.3 to the twisted situation. By Lemma 3.6,
fAn = fA · θ(fA) · · · θn−1(fA) = fz where fz : E → G is the constant map given by
fz(ξ) = z for an element z ∈ Z and every ξ ∈ E. By setting s := fA(ξ), this implies that
s ∈ Snθ .
The morphism fA defines a morphism f˜A : E → GθG, where GθG is the GIT quotient
for the action of G on itself given by the θ-twisted action x 7→ g−1xθ(g) for x, g ∈ G. Since
f˜A is constant on the fibres (Lemma 3.5), it descends to a morphism X = E/G→ Gθ G,
which must be constant since X is projective and G θ G is affine.
Now, we claim that every element s ∈ Snθ is stable for the θ-twisted action. This follows
from Proposition 2.26, since the element s ∈ Snθ is in correspondence with an element
of order n in the twisted group Ĝ defined in Proposition 2.26 and is hence a semisimple
element of Ĝ. We thus deduce that fA(ξ) ∈ Snθ is a stable point for the GIT quotient
G θ G, and hence fA(ξ) for every ξ lie on a single orbit for the θ-twisted action of G on
Snθ as we claim in (1).
The proof of (2) is a straightforward generalisation of that of (2) in Proposition 3.3.

One may consider a different kind of automorphisms of a G-bundle that involves a central
subgoup Γ (in particular Γ = Z). Given θ ∈ Aut(G), we define a (θ,Γ)-twisted auto-
morphism to be a fibre-preserving morphism A : E → E satisfying A(ξg) = A(ξ)zθ(g)
for all ξ ∈ E and g ∈ G with z ∈ Γ (depending on A, θ, ξ and g. We will denote the set
of (θ,Γ)-twisted automorphisms of E by AutΓθ (E).
Let then E (resp. α) be a principal G-bundle (resp. Γ-bundle). The fibre product
E ×X α is then in a natural way a principal (G × Γ)-bundle. Since Γ is abelian, we may,
and will often, write the action of Γ on α on the left.
Using the homomorphism m : G×Γ→ G given by multiplication, we get by extension of
structure group, a principal G-bundle which we denote by E⊗α. This is clearly a quotient
of E ×X α by the action of Γ given by z(ξ, a) = (ξz−1, za). We will denote the image of
(ξ, a) in E ⊗ α by ξ ⊗ a. Notice that for any z ∈ Γ we have ξ.z ⊗ a = ξ ⊗ za for all a ∈ α.
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The proof of the following proposition is similar to that of Proposition 3.4.
Proposition 3.10. Let E and α be principal bundles with structure groups G and a central
subgroup Γ of G respectively. Let θ ∈ Aut(G). An isomorphism E → θ(E) ⊗ α can be
identified with a (θ,Γ)-twisted automorphism of E.
Let A ∈ AutΓθ (E). As in the previous cases, we define the function fA : E → G by the
formula
(3.2) A(ξ) = ξfA(ξ) for every ξ ∈ E.
As in Lemmas 3.5 and 3.6, we can easily prove the following.
Lemma 3.11. Let A ∈ AutΓθ (E) and let fA : E → G the function given by (3.2). Then
fA(ξg) = zg
−1fA(ξ)θ(g) for ξ ∈ E, g ∈ G,
where z ∈ Γ depends on A, θ, ξ, and g.
Lemma 3.12. Let θ1, θ2 ∈ Aut(G), and A1 ∈ AutΓθ1(E) and A2 ∈ AutΓθ2(E). Then
(1) A1A2 ∈ AutΓθ1θ2(E).
(2) fA1A2(ξ) = zfA1(ξ)θ1(fA2(ξ)), for ξ ∈ E, where z ∈ Γ depends on ξ, A1, A2 and θ1.
Proposition 3.13. Let E be a G-bundle over a compact Riemann surface X. Let θ ∈
Autn(G) and A ∈ AutZθ (E) such that An = f , for a function f : E → Z. Then:
(1) fA defined by (3.2) maps E onto a single orbit S(E) of the set S
n
θ under the action
of Z ×G defined in Proposition 2.23.
(2) Every element s ∈ S(E) defines a reduction of structure group of E to Gθ′, where
θ′ = Int(s)θ and Gθ′ is defined as in Section 2.5.
Proof. We follow closely the proofs of Propositions 3.3 and 3.9. By Lemma 3.12,
f(ξ) = fAn(ξ) = zfA(ξ)θ(fA(ξ)) · · ·θn−1(fA(ξ)),
where z depends on ξ. Setting s := fA(ξ), we conclude that s ∈ Snθ since f(ξ) ∈ Z.
The morphism fA defines now a morphism f˜A : E → Gθ (Z ×G), where Gθ (Z ×G)
is the GIT quotient for the action of Z × G on G given by x 7→ zg−1xθ(g) for x, g ∈ G
and z ∈ Z. Since f˜A is constant on the fibres (Lemma 3.11), it descends to a morphism
X = E/G→ Gθ (Z×G), which must be constant since X is projective and Gθ (Z×G)
is affine. The rest of the argument to prove (1) is like in the proof of Proposition 3.9.
Again the proof of (2) is a straightforward generalisation of that of (2) in Proposition
3.3. Setting S := f−1A (s) for s ∈ S(E), we see that ξ and ξ′ on a fibre of E → X belong to
S if and only if ξ′ = ξg for some g ∈ G, and fA(ξ) = s and fA(ξ′) = s. But, from Lemma
3.11, s = fA(ξ′) = fA(ξg) = zg−1fA(ξ)θ(g), which implies that g ∈ Gθ′, with θ′ = Int(s)θ.
Thus the set S is acted upon transitively on fibres by Gθ′ giving a Gθ′-bundle to which E
is reduced.

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4. G-Higgs bundles
4.1. Moduli space of G-Higgs bundles. Let G be a complex semisimple Lie group
(not necesarily connected) with Lie algebra g. Let X be a smooth projective curve over
C, equivalently a compact Riemann surface. A G-Higgs bundle over X is a pair (E,ϕ)
where E is a principal G-bundle E over X and ϕ is a section of E(g) ⊗ K, where E(g)
is the bundle associated to E via the adjoint representation of G, and K is the canonical
bundle on X.
Two G-Higgs bundles (E,ϕ) and (F, ψ) are isomorphic if there is an isomorphism f :
E → F such that the induced isomorphism Ad(f)⊗ IdK : E(g)⊗K → F (g)⊗K sends ϕ
to ψ.
In order to consider moduli spaces of G-Higgs bundles we need the corresponding notions
of (semi,poly)stability. We briefly recall the main definitions. Our approach follows [19],
where all these general notions are studied in detail.
Let u be the Lie algebra of a maximal compact subgroup U of G. Given s ∈ iu,
(4.1) Ps = {g ∈ G : etsge−ts is bounded as t→∞},
is a parabolic subgroup of G, whose corresponding parabolic subalgebra of g is
ps = {v ∈ g : Ad(ets)(v) is bounded as t→∞}.
If, moreover, we define
(4.2) Ls = {g ∈ G : lim
t→∞
etsge−ts = g}
then Ls ⊂ Ps is a Levi subgroup of Ps, and
ls = {v ∈ g : lim
t→∞
Ad(ets)(v) = 0}
is the corresponding Levi subalgebra of ps.
When G is connected, every parabolic subgroup P is of the form (4.1) for some s ∈ iu;
the same holds for the Levi subgroups. For G non-connected that may not be the case (cf.
[36, Remark 5.3]). However, in order to define semistability, the parabolic subgroups which
need to be considered are precisely the ones of the form (4.1). Hence, for simplicity, and
when no explicit mention to s ∈ iu is needed, we refer to these as the parabolic subgroups
of G, keeping in mind that we mean the groups defined by (4.1). We will do the same for
the Levi subgroups, referring to (4.2).
Let P be a parabolic subgroup of G. A character of the Lie algebra p of P is a complex
linear map p → C which factors through p/[p, p]. Let l ⊂ p be the corresponding Levi
subalgebra and let zl be the centre of l. Then, one has that (p/[p, p])∗ ∼= z∗l , so the characters
of p are indeed classified by elements of z∗l . Using the Killing form a character χ ∈ z∗l of
p is uniquely determined by an element sχ ∈ zl. Indeed, it can be shown that zl ⊂ iu,
so that sχ ∈ iu. Now, the character χ of p is said to be antidominant if p ⊂ psχ and
strictly antidominant if p = psχ. Given a character χ : P → C∗ of P , denote by χ∗
the corresponding character of p. We say that χ is (strictly) antidominant if χ∗ is. An
element s ∈ iu defines clearly a character χs of ps since 〈s, [ps, ps]〉 = 0 (where 〈·, ·〉 is the
Killing form) which is of course strictly antidominant.
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Let χ : P → C∗ be an antidominant character of P and Let σ ∈ Γ(X,E/P ) be a reduc-
tion of the structure group of E to P . Denote by Eσ ⊂ E the corresponding holomorphic
P -bundle. The degree of E with respect to σ and χ, denoted by deg(E)(σ, χ), is the
degree of the line bundle obtained by extending the structure group of Eσ through χ. In
other words,
(4.3) deg(E)(σ, χ) = deg(Eσ ×χ C∗).
Given s ∈ iu and a reduction of structure group of E to Ps we can also define deg(E)(σ, s),
even though χs may not lift to a character of Ps. One way to do this is to use Chern–Weil
theory. This definition is more natural when considering gauge-theoretic equations as we
do below. For this, define Us = U ∩ Ls and us = u ∩ ls. Then Us is a maximal compact
subgroup of Ls, so the inclusion Us ⊂ Ls is a homotopy equivalence. Since the inclusion
Ls ⊂ Ps is also a homotopy equivalence, given a reduction σ of the structure group of E to
Ps one can further restrict the structure group of E to Us in a unique way up to homotopy.
Denote by E ′σ the resulting Us principal bundle. Consider now a connection A on E
′
σ and
let FA ∈ Ω2(X,E ′σ(us) be its curvature. Then χs(FA) is a 2-form on X with values in iR,
and
(4.4) deg(E)(σ, s) :=
i
2π
∫
X
χs(FA).
This coincides with deg(E)(σ, χ˜s) as defined in (4.3) when χs can be lifted to a character
χ˜s of Ps.
Definition 4.1. A G-Higgs bundle (E,ϕ) over X is:
semistable if deg(E)(σ, χ) > 0, for any parabolic subgroup P of G, any non-trivial
antidominant character χ of P and any reduction of structure group σ of E to P such that
ϕ ∈ H0(X,Eσ(p)⊗K).
stable if deg(E)(σ, χ) > 0, for any non-trivial parabolic subgroup P of G, any non-
trivial antidominant character χ of P and any reduction of structure group σ of E to P
such that ϕ ∈ H0(X,Eσ(p)⊗K).
polystable if it is semistable and if deg(E)(σ, χ) = 0, for some parabolic subgroup
P ⊂ G, some non-trivial strictly antidominant character χ of P and some reduction of
structure group σ of E to P such that ϕ ∈ H0(X,Eσ(p) ⊗ K), then there is a further
holomorphic reduction of structure group σL of Eσ to the Levi subgroup L of P such that
ϕ ∈ H0(X,EσL(l)⊗K).
Remark 4.2. (1) A G-Higgs bundle with ϕ = 0 is a holomorphic principal G-bundle and a
(semi)stability condition for these objects over compact Riemann surfaces was established
by Ramanathan in [44]. One has a direct generalisation of Ramanathan’s condition to the
G-Higgs bundle case for G complex (see for example [8, 19]).
(2) The notion of G-Higgs bundle given above makes sense also when G is more generally
a complex reductive Lie group (in fact any complex Lie group). In the general reductive
case, however, the stability criteria has to be modified by replacing deg(E)(σ, χ) in Defi-
nition 4.1 with deg(E)(σ, χ)− 〈α, sχ∗〉, where 〈·, ·〉 is an invariant C-bilinear pairing on g
extending the Killing form on the semisimple part, and α is an element in ∈ izu determined
by the topology of the G-bundle E. There is no discrepancy with [44, 8] where the reduc-
tive case is treated and there is no parameter α. The reason is that these authors consider
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characters which are trivial on the centre of G, and hence the corresponding characters on
the Lie algebra are orthogonal to α with respect to the pairing 〈·, ·〉.
Let M(G) be moduli space of semistable G-Higgs bundles. As usual, the moduli
space M(G) can also be viewed as parametrizing isomorphism classes of polystable G-
Higgs bundles. The spaceM(G) has the structure of a quasi-projective variety, as one can
see from the Schmitt’s general Geometric Invariant Theory construction (cf. [46]). For
related constructions see [40, 51, 52]. If we fix the topological class c of E we can consider
Mc(G) ⊂ M(G), the moduli space of semistable G-Higgs bundles with fixed topological
class c. If G is connected the topological class is given by an element of c ∈ π1(G). In this
situation it is well-known ([35, 15]) that Mc(G) is non-empty and connected. A Morse-
theoretic proof of this fact has been given recently in [22], where the connectedness and
non-emptyness ofMc(G) is also proved when G is a non-connected complex reductive Lie
group.
For the rest of the section we will assume G to be connected.
Let (E,ϕ) be a Higgs bundle. Since the induced action of Z on E(g) is trivial, they
preserve ϕ and we see that Z is a central subgroup of Aut(E,ϕ), and that the quotient is
finite if (E,ϕ) is stable.
Definition 4.3. A G-Higgs bundle (E,ϕ) is said to be simple if Aut(E,ϕ) is Z.
Remark 4.4. When G = GL(n,C) or SL(n,C), every stable bundle is simple. This is not
true in general. In the case G = SO(n,C), the direct sum of two non-isomophic orthogonal
bundles is still stable but is in general not simple. The phenomenon of stable bundles not
being simple has to do with the coefficients of the highest root of a simple Lie algebra being
not 1. This phenomenon is related to the existence of elements of finite order in the group
G whose centralizers are semisimple (not just reductive). One can show that GL(n,C) or
SL(n,C) are the only cases for which this does not happen.
Remark 4.5. If G is non-connected, the notion of simplicity of a G-Higgs bundle (E,ϕ) de-
pends on the topological type of E, more concretely, on the monodromy class w : π1(X)→
π0(G), where π0(G) is the group of connected components of G. Such a Higgs bundle in-
cludes in its group of automorphisms the invariant part of ZG(G0) under the action of the
image of w, where G0 is the identity connected component, and ZG(G0) is the centralizer
of G0 in G. This is larger in general than Z (see [20]).
We have the following (see [19]).
Proposition 4.6. A G-Higgs bundle which is stable and simple defines a smooth point in
M(G).
4.2. G-Higgs bundles and Hitchin equations. As above, let G be a connected complex
semisimple Lie group. Let U ⊂ G be a maximal compact subgroup defined by a conjugation
τ of G. Let (E,ϕ) be a G-Higgs bundle over a compact Riemann surface X. By a slight
abuse of notation, we shall denote the C∞-objects underlying E and ϕ by the same symbols.
In particular, the Higgs field can be viewed as a (1, 0)-form ϕ ∈ Ω1,0(E(g)) with values in
E(g). Given a C∞ reduction of structure group h of the principal G-bundle E to U , we
can define
(4.5) τh : Ω
1,0(E(g)) −→ Ω0,1(E(g))
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the isomorphism induced by the compact conjugation of g defined by τ , combined with
the complex conjugation on complex 1-forms.
we denote by Fh the curvature of the unique connection compatible with h and the
holomorphic structure on E (see [3]). One has the following.
Theorem 4.7. Let (E,ϕ) be a G-Higgs bundle. There is a reduction h of structure group
of E from G to U that satisfies the Hitchin equation
Fh − [ϕ, τh(ϕ)] = 0
if and only if (E,ϕ) is polystable.
Theorem 4.7 was proved by Hitchin [27] for G = SL(2,C), and by Simpson in [49, 50]
for the general case (see also [19]).
Remark 4.8. Theorem 4.7 can be extended to the case in which G is a complex reductive
Lie group, as well as non-connected. In this situation the Hitchin equation is replaced with
Fh− [ϕ, τh(ϕ)] = −iαω, where α ∈ izu is determined by the topology of E, via Chern–Weil
theory from the equation and ω is a volume form of X.
From the point of view of moduli spaces it is convenient to fix a C∞ principal U -bundle
EU and study the moduli space of solutions to Hitchin’s equations for a pair (A,ϕ)
consisting of an U -connection A and a section ϕ ∈ Ω1,0(X,EU(g)):
(4.6)
FA − [ϕ, τh(ϕ)] = 0
∂¯Aϕ = 0.
Here dA is the covariant derivative associated to A, and ∂¯A is the (0, 1) part of dA. The
(0, 1) part of dA defines a holomorphic structure on EU . The gauge group U of EU , i.e.
the group of automorphisms of EU acts on the space of solutions and the moduli space of
solutions is
Mgaugec (G) := {(A,ϕ) satisfying (4.6)}/U ,
where c is the topological type of the bundle EU . The irreducible solutions define smooth
points inMgaugec (G). Now, ifMc(G) is the moduli space of G-Higgs bundles of topological
type c, i.e. the G-Higgs bundles whose underlying C∞ bundle is the G-bundle obtained
from EU by extension of the structure group to G, Theorem 4.7 can be reformulated as
follows.
Theorem 4.9. There is a homeomorphism
Mc(G) ∼= Mgaugec (G).
Moreover, the irreducible solutions in Mgaugec (G) correspond with the stable and simple
Higgs bundles in Mc(G).
To explain this correspondence we interpret the moduli space of G-Higgs bundles in
terms of pairs (∂¯E , ϕ) consisting of a ∂¯-operator (holomorphic structure) ∂¯E on the C∞
principal G-bundle EG obtained from EU by the extension of structure group U →֒ G, and
ϕ ∈ Ω1,0(X,EG(g)) satisfying ∂¯Eϕ = 0. Such pairs are in one-to-one correspondence with
G-Higgs bundles (E,ϕ), where E is the holomorphic G-bundle defined by the operator ∂¯E
on EG. The equation ∂¯Eϕ = 0 is equivalent to the condition that ϕ ∈ H0(X,E(g)⊗K).
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The moduli space of polystable G-Higgs bundles of topological type given by EU can now
be identified with the orbit space
{(∂¯E , ϕ) : ∂¯Eϕ = 0 which are polystable}/G ,
where G is the gauge group of EG, which is in fact the complexification of U . Since there
is a one-to-one correspondence between U -connections on EU and ∂¯-operators on EG, the
correspondence given in Theorem 4.9 can be reformulated by saying that in the G -orbit
of a polystable G-Higgs bundle (∂¯E0, ϕ0) we can find another Higgs bundle (∂¯E , ϕ) whose
corresponding pair (dA, ϕ) satisfies the Hitchin equation FA− [ϕ, τh(ϕ)] = 0 with this pair
(dA, ϕ) being unique up to U -gauge transformations.
Following [27], one can see that the smooth locus of the moduli space M(G) has a
hyperkähler structure given by exhibiting the moduli space of solution to Hitchin equations,
and hence M(G), as a hyperkähler quotient. So the smooth locus of M(G) is equipped
with a Riemannian metric g and complex structures Ji, i = 1, 2, 3 satisfying the quaternion
relations J2i = −I, J3 = J1J2 = −J2J1, J2 = −J1J3 = J3J1 and J1 = J2J3 = −J3J2
such that if we define ωi(·, ·) = g(Ji·, ·), then (g, Ji, ωi) is a Kähler structure on M(G).
Let Ωi denote the holomorphic symplectic structure onM(G) with respect to the complex
structure Ji. That is, Ω1 = ω2 +
√−1ω3, Ω2 = ω3 +
√−1ω1 and Ω3 = ω1 +
√−1ω2.
4.3. Automorphisms of M(G). Let G be a complex semisimple Lie group and let
Aut(G), Int(G) and Out(G) be as defined in Section 2.1.
Let θ ∈ Aut(G), and let (E,ϕ) be a G-Higgs bundle over X. We define the G-Higgs
bundle (θ(E), θ(ϕ)) by taking:
θ(E) := E ×θ G,
and using that θ(E)(g) ∼= E(g) and the differential dθ ∈ Aut(g), associating to the section
ϕ of E(g) ⊗ K, a section of θ(E)(g) ⊗ K, that we will denote by θ(ϕ). It is clear that
if θ ∈ Int(G), the Higgs bundle (θ(E), θ(ϕ)) is isomorphic to (E,ϕ). Hence the group
Out(G) acts on the set of isomorphisim classes of G-Higgs bundles. It is easy to show that
stability, semistability and polystability are preserved by the action of Aut(G) and hence
Out(G) acts on the moduli space of G-Higgs bundles M(G).
We also have an action of C∗ on the set of G-Higgs bundles defined as follows. Let (E,ϕ)
be a G-Higgs bundle and λ ∈ C∗, we define
λ(E,ϕ) := (E, λϕ).
It is immediate that stability, semistability and polystability are preserved by this action
and this defines an action of C∗ on M(G).
Since the centre Z of G is abelian, H1(X,Z) is a group and it is identified with the set
of isomorphism classes of principal Z-bundles over X. For α, β ∈ H1(X,Z) we consider
first the (Z × Z)-bundle given by the fibre product α ×X β over X. Now, via the group
operation Z × Z m→ Z we can associate to it the Z-bundle
α⊗ β := (α×X β)×m Z,
defining the group structure of H1(X,Z).
Let E be a principal G-bundle and let α ∈ H1(X,Z) be a principal Z-bundle. The fibre
product E×X α has the structure of a principal (G×Z)-bundle. Combining this with the
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action of Z on G given by multiplication G× Z m→ G, by extension of structure group we
associate to E and α the principal G-bundle E ⊗ α := (E ×X α)×m G.
Since G is semisimple Z is finite, and the topological type of E and E ⊗ α is the same.
It is clear that E(g) = (E⊗α)(g) and hence we can associate to a G-Higgs bundle (E,ϕ)
and α ∈ H1(X,Z) the G-Higgs bundle defined by
α · (E,ϕ) := (E ⊗ α, ϕ).
Again it is immediate to show that this defines an action of H1(X,Z) on the moduli
space of G-Higgs bundles, M(G).
Every automorphism of G restricts to an automorphism of Z. Inner automorphisms of G
induce the identity automorphism on Z, defining an action of Out(G) on Z, Out(G)×Z →
Z, (σ, λ) 7→ σ(λ). This induces an action of Out(G) on H1(X,Z). We consider the
semidirect product H1(X,Z)⋊Out(G) defined by
(β, b) · (α, a) = (β ⊗ b(α), ba).
We thus notice that the group H1(X,Z)⋊Out(G) acts on M(G) in the following way:
if (E,ϕ) is a polystable G-Higgs bundle and (α, a) ∈ H1(X,Z)⋊Out(G), then
(α, a) · (E,ϕ) = (a(E)⊗ α, a(ϕ)).
We also have the semidirect product
H1(X,Z)⋊Aut(X)
defined by
(α2, f2)(α1, f1) = (α2 ⊗ f ∗2α1, f2f1).
One can show that we have an action of H1(X,Z)⋊Aut(X) on M(G) given by
(α, f)(E,ϕ) = (f ∗E ⊗ α, f ∗ϕ),
where (E,ϕ) ∈ M(G) and (α, f) ∈ H1(X,Z)⋊Aut(X).
Combining the preceding actions we obtain an action of the group
H1(X,Z)⋊ (Out(G)× Aut(X))× C∗
on M(G).
Remark 4.10. The above discussion can be extended to the case where G is reductive. We
just need to replace H1(X,Z) with H1(X,Z), where Z be the sheaf of local Z-functions
on X. Of course now the topological type of E and E⊗α is the same only if α ∈ H1(X,Z)
has trivial topological class.
5. G-Higgs bundles and automorphisms of G
In this section we will assume that G is a connected complex semisimple Lie group. To
study the finite order automorphisms of M(G) considered in the following sections, we
introduce now a class of Higgs bundles defined by an element θ ∈ Autn(G). These involve
the subgroups Gθ and Gθ of G defined in Sections 2.4 and 2.5.
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5.1. Higgs bundles defined by automorphisms of G. Let θ ∈ Aut(G) of order n. Let
0 6 k 6 n − 1 and ζk := exp(2πi kn). A (Gθ, ζk)-Higgs bundle over X is a pair (E,ϕ)
where E is a principal Gθ-bundle over X and ϕ is a section of E(gk)⊗K, where E(gk) is
the bundle associated to E via the representation ιk : Gθ → GL(gk) defined in Proposition
2.28, and K is the canonical bundle on X. If θ ∈ Aut2(G), we will also use the term
(Gθ,±)-Higgs bundle over X for a pair (E,ϕ) where E is a principal Gθ-bundle over
X and ϕ is a section of E(g±) ⊗ K, where E(g±) is the bundle associated to E via the
representation ι± : Gθ → GL(g±) defined in Proposition 2.22 (see Remark 2.29).
It is clear that a (Gθ, ζ0)-Higgs bundle, and hence a (Gθ,+)-Higgs bundle when θ is of
order 2, is simply aGθ-Higgs bundle as defined in Section 4.1. The notions of (semi)stability
and polystability for these objects are hence given in Definition 4.1 (see (2) in Remark 4.2
for the case in which Gθ is reductive). The cases of (Gθ, ζk)-Higgs bundles for k > 0, in
particular (Gθ,−)-Higgs bundle when θ is of order 2, requires a new definition. In what
follows we will give a definition that accommodates all the cases simultaneously.
Let τ be a fixed compact conjugation of G defining a maximal compact subgroup U :=
Gτ , such that τθ = θτ . Then τ defines also a conjugation on Gθ, giving the compact real
form U ′ := U ∩ Gθ. Let u′ be the Lie algebra of U ′. Clearly u′C = gθ. Given s ∈ iu′, as
explained in Section 4.1,
(5.1) Ps = {g ∈ Gθ : etsge−ts is bounded as t→∞},
is a parabolic subgroup of Gθ.
For each summand in the decomposition (2.13) we define
(5.2) gks = {v ∈ gk : Ad(ets)(v) is bounded as t→∞}.
(5.3) gks,0 = {v ∈ gk : lim
t→∞
Ad(ets)(v) = 0}.
Clearly g0s = ps, the Lie algebra of Ps, and g
0
s,0 is the Levi part ls of ps.
As in Section 4.1, the only parabolic subgroups of Gθ that we will consider are subgroups
of form Ps for some s ∈ iu′.
We consider the non-degenerate invariant C-bilinear pairing 〈·, ·〉 on gθ induced by the
Killing form on g.
Let z(u′) be the centre of u′. In general the natural stability criteria depend on a
parameter α ∈ iz(u′) (see [19] for details).
We define the subalgebra u′k as follows. Consider the decomposition u
′ = z(u′) + [u′, u′],
and the representation dιk = ad : u′ → End(gk). Let z′k = ker(dιk|z(u′)) and take z′′k such
that z(u′) = z′k+z
′′
k. Define the subalgebra u
′
k := z
′′
k+[u
′, u′]. The subindex k denotes that we
have taken away the part of the centre z(u′) acting trivially via the isotropy representation
dιk. Note that since dι0 is the adjoint representation of u′, z′ = z(u′) and u′0 = [u
′, u′].
We have now all the ingredients to define stability.
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Definition 5.1. Let α ∈ iz(u′). A (Gθ, ζk)-Higgs bundle (E,ϕ) over X is:
α-semistable if for any s ∈ iu′ and any reduction of structure group σ of E to Ps such
that ϕ ∈ H0(X,Eσ(gks)⊗K) we have that deg(E)(σ, s)− 〈α, s〉 > 0.
α-stable if for any s ∈ iu′k and any reduction of structure group σ of E to Ps such that
ϕ ∈ H0(X,Eσ(gks)⊗K) we have that deg(E)(σ, s)− 〈α, s〉 > 0.
α-polystable if it is α-semistable and s ∈ iu′k and any reduction of structure group
σ of E to Ps such that ϕ ∈ H0(X,Eσ(gks) ⊗ K) and deg(E)(σ, s) − 〈α, s〉 = 0 there is
a further reduction of structure group σL of Eσ to the Levi subgroup Ls of Ps such that
ϕ ∈ H0(X,EσL(gks,0)⊗K).
Let Mα(Gθ, ζk) be the moduli space of polystable (Gθ, ζk)-Higgs bundles. The
construction of the moduli space of pairs given by Schmitt using Geometric Invariant
Theory (cf. [46]) applies also to these moduli spaces.
Remark 5.2. When α = 0 we will simply say stability to refer to 0-stability and will drope
the index α denoting the moduli space by M(Gθ,±).
Remark 5.3. As mentioned above, a (Gθ, ζ0)-Higgs bundle (E,ϕ) is simply a Gθ-Higgs
bundle, and, as pointed out in Remark 4.2, the parameter α is determined by the topology
of E. This is definitely not the case for (Gθ, ζk)-Higgs bundles for k > 0, where α can take
different values. When θ is of order 2, this happens precisely when the real form defined by
σ := θτ has a factor of Hermitian type. In this case, the possible values of the parameter
α are governed by a Milnor–Wood type inequality (see [6]).
As for G-Higgs bundles, there are relevant Hitchin equations linked to a (Gθ, ζk)-Higgs
bundle. With the same notation as in Theorem 4.7, One has the following.
Theorem 5.4. Let (E,ϕ) be a (Gθ, ζk)-Higgs bundle. There is a reduction h of structure
group of E from Gθ to U ′ that satisfies the Hitchin equation
Fh − [ϕ, τh(ϕ)] = −iαω
if and only if (E,ϕ) is α-polystable.
The proof of Theorem 5.4 is given in [19] (the (Gθ, ζ0)-case is essentially given by The-
orem 4.7).
Recall from Section 2.5 the short exact sequence (2.12):
(5.4) 1 −→ Gθ −→ Gθ −→ Γθ −→ 1.
Similarly to (Gθ, ζk)-Higgs bundles we can consider (Gθ, ζk)-Higgs bundles. A (Gθ, ζk)-
Higgs bundle over X is a pair (E,ϕ) where E is a principal Gθ-bundle over X and ϕ is
a section of E(gk)⊗K, where E(gk) is the bundle associated to E via the representation
ιk : Gθ → GL(gk) defined in Proposition 2.28. Stability can be defined as in Definition 5.1,
where now the parabolic subgroups defined by elements s ∈ iu′ are parabolic subgroups of
Gθ. Note that the maximal compact subgroup of Gθ is the group U ′′ := Gθ∩U , and its Lie
algebra is also u′. We denote the moduli space of α-polystable such objects asMα(Gθ, ζk)
— or simply M(Gθ, ζk) if α = 0.
A correspondence theorem analogous to Theorem 5.4 also exists for these objects ([19]):
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Theorem 5.5. Let (E,ϕ) be a (Gθ, ζk)-Higgs bundle. There is a reduction h of structure
group of E from Gθ to U
′′ that satisfies the Hitchin equation
Fh − [ϕ, τh(ϕ)] = −iαω
if and only if (E,ϕ) is α-polystable.
If θ ∈ Aut2(G), we will also use the term (Gθ,±)-Higgs bundle over X for a pair
(E,ϕ) where E is a principal Gθ-bundle over X and ϕ is a section of E(g±) ⊗K, where
E(g±) is the bundle associated to E via the representation ι± : Gθ → GL(g±) defined in
Proposition 2.22 (see Remark 2.29).
In the case of order 2 we will also use the notations
Mα(Gθ,+) = Mα(Gθ, ζ0),
Mα(Gθ,−) = Mα(Gθ, ζ1),
Mα(Gθ,+) = Mα(Gθ, ζ0),
Mα(Gθ,−) = Mα(Gθ, ζ1).
And similarly when α = 0. For reasons that will be apparent in Section 7, (Gθ,−)-Higgs
bundles and (Gθ,−)-Higgs bundles are referred in the literature as Gσ-Higgs bundles and
Gσ-Higgs bundles, where σ = θτ and Gσ and Gσ are defined as in Section 2.4.
Consider the map
(5.5) γθ : H
1(X,Gθ) −→ H1(X,Γθ)
induced by the homomorphism Gθ −→ Γθ. This map associates to every Gθ-bundle an in-
variant in H1(X,Γθ). If we fix γ ∈ H1(X,Γθ) we can consider the moduli spaceMαγ (Gθ, ζk)
of α-polystable elements (E,ϕ) as above such that γθ(E) = γ (or simplyMγ(Gθ, ζk) for the
moduli space 0-polystable elements). Higgs bundles (E,ϕ) such that γ(E) = e ∈ H1(X,Γθ)
— the identity element — have the property that the structure group of E reduces to Gθ.
Proposition 5.6. Let θ ∈ Autn(G) and let Me(Gθ, ζk) be the moduli space polystable
(Gθ, ζk)-Higgs bundles (E,ϕ) such that γ(E) = e ∈ H1(X,Γθ). The group Γθ acts on
Mα(Gθ, ζk), and
Mαe (Gθ, ζk) =Mα(Gθ, ζk)/Γθ.
Proof. Choose a section s : Γθ → Gθ of the extension (5.4), i.e. s is a map such that
p ◦ s = IdΓθ , where p : Gθ → Γθ is the natural projection in (5.4). This section defines a
map Γθ → Aut(G) given by γ 7→ s(γ)gs(γ)−1, for γ ∈ Γθ and g ∈ G. This is not in general
a homomorphism, but descends to a homomorphism
(5.6) Γθ → Aut(G)/ Int(Gθ),
where Int(Gθ) here is the subgroup of Aut(G) consisting of conjugations in G by ele-
ments of Gθ. In particular we obtain the characteristic homomorphism Γθ → Out(Gθ) =
Aut(Gθ)/ Int(Gθ), which then defines an action on H1(X,Gθ). So if E is Gθ-bundle and
γ ∈ Γθ, we have another Gθ-bundle γ(E). To obtain a section of γ(E)(gk)⊗K out of the
Higgs field ϕ ∈ E(gk)⊗K we observe that Γθ acts also on gk via the homomorphism (5.6)
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in such a way that ιk : Gθ → GL(gk) is Γθ-equivariant. The preservation of semistability,
stability and polystability under this action is clear.
Let now (E,ϕ) ∈ Mα(Gθ, ζk). We can define a (Gθ,±)-Higgs bundle by extending the
structure group of E to Gθ obtaining a Gθ-bundle EGθ . The extended Higgs field ϕGθ is in
fact ϕ itself since E(gk) = EGθ(g
k). This map preserves polystability as can be seen easily
from Theorem 5.4. Notice that a reduction of the structure group of a Gθ-bundle E to
the maximal compact subgroup U ′ is a smooth section of the bundle E(Gθ/U ′) and since
these symmetric spaces Gθ/U ′ and Gθ/U ′′ coincide E(Gθ/U ′) = EGθ(Gθ/U
′′)— recall that
U ′′ is the maximal compact subgroup of Gθ. Since the different reductions of a Gθ-bundle
whose with trivial class in H1(X,Γθ) are given by H0(X,Γθ) ∼= Γθ the map defined above
descends to give the desired map Mαe (Gθ, ζk) =Mα(Gθ, ζk)/Γθ. 
There are appropriate notions of simplicity for (Gθ, ζk)- and (Gθ, ζk)-Higgs bundles (see
Remark 4.5 and [20]).
From Proposition 4.6 a stable and simple (Gθ, ζ0)-Higgs bundle (resp. (Gθ, ζ0)-Higgs
bundle) defines a smooth point inM(Gθ, ζ0) (resp. M(Gθ, ζ0)). In contrast, for a (Gθ, ζk)-
Higgs bundle and a (Gθ, ζk)-Higgs bundle to define a smooth point, in addition to stability
and simplicity, the vanishing of a certain obstruction living in the second degree hyperco-
mology group of the deformation complex defined by the Higgs bundle (see [19]).
5.2. (Gθ, ζk)- and (Gθ, ζk)-Higgs bundles versus G-Higgs bundles. Let (E,ϕ) be a
(Gθ, ζk)-Higgs bundle. By extending the structure group to G we obtain a G-bundle EG
and since EG(g) = ⊕kE(gk), we can associate to the Higgs field ϕ a section ϕG of EG(g)⊗K
by taking 0 in E(gj) component for j 6= k. The G-Higgs bundle (EG, ϕG) will be referred
as the extension of (E,ϕ). Also, if (E,ϕ) is a G-Higgs bundle we say that it reduces to a
(Gθ, ζk)-Higgs bundle if E reduces to a Gθ-bundle EGθ and ϕ takes values in EGθ(g
k)⊗K,
in which case we rename it ϕk. We say that (EGθ , ϕk) is a reduction of (E,ϕ). We
consider the similar construction also for (Gθ, ζk)-Higgs bundles. Recall that we say that
a (Gθ, ζk)-Higgs bundle ((Gθ, ζk)-Higgs bundle) is polystable when it is 0-polystable.
Proposition 5.7. Let θ ∈ Autn(G).
(1) Let (E,ϕ) be a polystable (Gθ, ζk)-Higgs bundle. Then the corresponding G-Higgs
bundles (EG, ϕG) is also polystable. We thus have a map M(Gθ, ζk) −→M(G).
(2) Let (E,ϕ) be a G-Higgs bundle which reduces to a (Gθ, ζk)-Higgs bundle (EGθ , ϕk).
Then if (E,ϕ) is (semi,poly)stable, (EGθ , ϕk) is also (semi,poly)polystable.
(3) Let θ, θ′ ∈ Autn(G) such that θ′ = Int(g)θ Int(g−1), with g ∈ G. Then Int(g) gives
rise to a canonical isomorphism of M(Gθ, ζk) with M(Gθ′, ζk). Since the action of
Int(g) in M(G) is trivial we have a commutative diagram
M(Gθ, ζk) → M(G)
↓ ր
M(Gθ′, ζk).
Proof. That the polystability of a (Gθ, ζk)-Higgs bundle (E,ϕ) implies that of (EG, ϕG) fol-
lows from Theorems 4.7 and 5.5, together with the observation that E(Gθ/U ′) ⊂ EG(G/U)
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and hence a reduction of structure group of E to U ′ defines a reduction of structure group
of EG to U . The fact that the former satisfies the Hitchin equation for α = 0 implies
that the latter satisfies the Hitchin equation in Theorem 4.7 implying the polystability of
(EG, ϕG).
To prove (2) suppose that (EGθ , ϕk) is not semistable. Following Definition 5.1, there is
an s ∈ u′ defining a parabolic subgroup Ps ∈ Gθ, and a reduction σ of EGθ to a Ps-bundle
such that deg(EGθ)(s, σ) < 0. But s defines also a parabolic subgroup P˜s of G, and the
reduction σ defines a reduction σ˜ of E to P˜s such that deg(E)(s, σ˜) = deg(EGθ)(s, σ). The
result follows now. The same argument applies to stability and polystability.
(3) follows from the fact that Int(G) acts trivially on M(G) as explained in Section
3. 
Similarly to Proposition 5.7, we have the following.
Proposition 5.8. Let θ ∈ Autn(G).
(1) Let (E,ϕ) be a polystable (Gθ, ζk)-Higgs bundle. Then the corresponding G-Higgs
bundles (EG, ϕG) is also polystable. We thus have a map M(Gθ,±) −→M(G).
(2) Let (E,ϕ) be a G-Higgs bundle which reduces to a (Gθ, ζk)-Higgs bundle (EGθ , ϕk).
Then if (E,ϕ) is (semi,poly)stable, (EGθ , ϕk) is also (semi,poly)polystable.
(3) Let θ, θ′ ∈ Autn(G) such that θ′ = Int(g)θ Int(g−1), with g ∈ G. Then Int(g) gives
rise to a canonical isomorphism of M(Gθ, ζk) with M(Gθ′, ζk). Since the action of
Int(g) in M(G) is trivial we have a commutative diagram
M(Gθ, ζk) → M(G)
↓ ր
M(Gθ′, ζk).
More can be proved if θ ∈ Aut2(G):
Proposition 5.9. Let θ ∈ Aut2(G). Then the mapM(Gθ,±) −→M(G) is a |Γθ| : 1-map,
where |Γθ| is the order of Γθ. Moreover, the map M(Gθ,±) −→M(G) is injective.
Proof. The injectivity of the map M(Gθ,±) −→ M(G) follows from the fact that, as
shown in Proposition 2.20, Gθ is the normalizer of Gθ in G. The first statement follows
now from Proposition 5.6. 
Remark 5.10. (1) Note that the relation in Propositions 5.7 and 5.8 between (Gθ, ζk)-Higgs
bundles (resp. (Gθ, ζk)-Higgs bundles) and G-Higgs bundles applies when the stability
parameter α for the (Gθ, ζk)-Higgs bundles (resp. (Gθ, ζk)-Higgs bundles) is 0. Although
the other values of α do not relate in general to polystable G-Higgs bundles, they turn out
to play an important role in the study of the topology of the moduli space for α = 0.
(2) In the more general case in which G is reductive, there is an analogous results to
Propositions 5.7 and 5.8, for α-polystable objects, where the element α in the centre of g
is determined by the topological class of the G-bundle.
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6. Finite order automorphisms of M(G)
In this section G is a connected complex semisimple Lie group, X is a compact Riemann
surface, M(G) is the moduli space of G-Higgs bundles over X. Our goal is to study fixed
points of automorphisms ofM(G) defined by finite order elements in H1(X,Z)⋊Out(G)×
C∗. These involve the moduli spacesM(Gθ, ζk) andM(Gθ, ζk) defined in Section 5.1 where
θ ∈ Autn(G), ζk := exp(2πi kn), and Gθ and Gθ are the subgroups of G defined in Sections
2.4 and 2.5. We will denote byM(G)ss the subvariety of stable and simple points ofM(G)
and by M˜(Gθ, ζk) and M˜(Gθ, ζk) the images ofM(Gθ, ζk) andM(Gθ, ζk) inM(G) under
the maps defined in Propositions 5.7 and 5.8 respectively.
Proposition 6.1. Let θ ∈ Autn(G), and let (E,ϕ) be a (Gθ, ζk)-Higgs bundle and (EG, ϕG)
be the corresponding extension to a G-Higgs bundle. Then (EG, ϕG) is isomorphic to
(θ(EG), ζkθ(ϕG)).
Proof. The bundle EG is obtained from E by the extension Gθ ⊂ G of structure group. The
extension obtained by further composition with θ gives θ(EG). Since θ is the identity on Gθ
there is a canonical isomorphism of EG with θ(EG). If ϕ takes values in the ζk-eigenspace
of ad(θ), it gives rise to a Higgs field on EG on which ad(θ) acts as ζk. 
Proposition 6.2. Let θ ∈ Autn(G), and let (E,ϕ) be a simple G-Higgs bundle isomorphic
to (θ(E), ζkθ(ϕ)). Then, except for θ ∈ Int(G) and k = 0, we have the following.
(1) The structure group of E can be reduced to Gθ
′
with θ′ = Int(s)θ and s ∈ Snθ , where
Snθ as defined in Proposition 2.23. Moreover s is unique up to the action of G and Z
defined in Proposition 2.23.
(2) The Higgs field ϕ takes values in the ζk-eigenspace of the automorphism of g defined
by θ′. In other words, (E,ϕ) reduces to a (Gθ
′
, ζk)-Higgs bundle.
Proof. Suppose that (E,ϕ) is isomorphic to (θ(E), ζkθ(ϕ)). This means that there is an
isomorphism of A : E → θ(E) such that Ad(A)(ϕ) = ζkθ(ϕ). From Proposition 3.4, the
isomorphism A can be identified with a θ-twisted automorphism of E, as defined in Section
3.2. Since θ is of order n, An defines an automorphism of (E,ϕ), and hence An = z with
z ∈ Z since (E,ϕ) is simple. From Proposition 3.9 the function fA given in (3.1) maps E
onto a single orbit of the set Snθ defined in Proposition 2.23 under the action of G defined
there. If A′ : E → θ(E) is another isomorphism such that Ad(A′)(ϕ) = ζkθ(ϕ) then
A−1A′ = z′ for some z′ ∈ Z and the orbit defined by A′ is given by multiplication by z′.
We thus obtain a unique orbit in Snθ under the action of G× Z.
Now, by (2) in Proposition 3.9, every element s in this Z ×G-orbit defines a reduction
of structure group of E to Gθ
′
, where θ′ = Int(s)θ, and Gθ
′
is the subgroup of G of fixed
points under θ′. This concludes the proof of (1).
To prove (2), let θ′ := Int(s)θ for s ∈ Snθ in the Z ×G-orbit defined in (1). The bundle
E reduces then to a Gθ
′
-bundle EGθ′ and the adjoint bundle decomposes as
E(g) = ⊕kEGθ′ (gk),
where g = ⊕kgk is the decomposition of g in (ζk)-eigenspaces of θ (see Proposition 2.22).
It is clear that Ad(A)(ϕ) = ζkθ(ϕ) is equivalent to ϕ ∈ H0(X,EGθ′ (gk)). 
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Here is one of the main results of this paper.
Theorem 6.3. Let a ∈ Outn(G) and ζk = exp(2πi kn). Consider the automorphism
ι(a, ζk) :M(G)→M(G)
(E,ϕ) 7→ (a(E), ζka(ϕ)).
Then
(1) ⋃
[θ]∈cl −1n (a)
M˜(Gθ, ζk) ⊂M(G)ι(a,ζk),
(2)
M(G)ι(a,ζk)ss ⊂
⋃
[θ]∈cl −1n (a)
M˜(Gθ, ζk)
(except for ι(1, 1)),
where cl n : Autn(G)/∼ → Outn(G) is defined in Proposition 2.23, and cl −1n (a) is, by
Proposition 2.25, in bijection with H1a(Z/n,Ad(G)).
Proof. Let a ∈ Outn(G) and (E,ϕ) be a G-Higgs bundle. Recall from Section 4.3 that
(E,ϕ) ∼= (a(E), ζka(ϕ)) is equivalent to (E,ϕ) ∼= (θ(E), ζkθ(ϕ)) for any θ ∈ Autn(G), such
that π(θ) = a, where π : Autn(G)→ Outn(G) is the natural projection.
Let θ ∈ Autn(G), and (E,ϕ) ∈ M(Gθ, ζk). From (1) in Proposition 5.7 the image of
(E,ϕ) in M(G) is given by the extended G-Higgs bundle (EG, ϕG). From Proposition
6.1, (EG, ϕG) is isomorphic to (θ(EG), ζkθ(ϕG)), showing that (EG, ϕG) ∈ M(G)ι(a,ζk). To
complete the proof of (1), we apply (3) in Proposition 5.7, which says that if θ ∼ θ′,
M(Gθ, ζk) and M(Gθ′, ζk) are isomorphic and their images in M(G) coincide.
The proof of (2) follows from Proposition 6.2 combined with (2) and (3) of Proposition
5.7 and (3) of Proposition 2.23. 
Remark 6.4. If a = 1, the map ι(a, ζ0) is the identity map ofM(G) and (1) follows trivially
from Proposition 5.7.
Remark 6.5. Of course the fixed point locus could be entirely contained in the strictly
polystable part, and hence M(G)ι(a,ζk)ss be empty.
The case a = 1 in Theorem 6.3 reduces to the study of cyclic Higgs bundles done by
Simpson in [53] for SL(n,C), and recently developed by Collier in general [13]. It should be
interesting to compare the different points of view. In this situation we have the following.
Theorem 6.6. Let ζ1 = exp(
2pii
n
). Consider the automorphism
ι :M(G)→M(G)
(E,ϕ) 7→ E, ζ1ϕ).
Then
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(1) ⋃
[θ]∈Intn(G)/∼
M˜(Gθ, ζ1) ⊂M(G)ι,
(2)
M(G)ιss ⊂
⋃
[θ]∈Intn(G)/∼
M˜(Gθ, ζ1)
Notice that in this case, by Proposition 2.23, cl −1n (1) = Intn(G)/ ∼.
6.1. Automorphisms defined by elements in H1(X,Z)⋊Out(G). Let (α, a) ∈ (H1(X,Z)⋊
Out(G))n and ζk = exp(2πi kn). With such an element we can define the automorphism
(6.1)
ι(a, α, ζk) :M(G)→M(G)
(E,ϕ) 7→ (a(E)⊗ α, ζka(ϕ)).
To describe the fixed points of these automorphisms, recall from Sections 2.4 and 2.5
that given θ ∈ Autn(G) we have subgroups Gθ and Gθ of G and the exact sequence (2.12).
We have the following.
Proposition 6.7. Let θ ∈ Autn(G) and let
cθ : H
1(X,Γθ)→ H1(X,Z)
be the map induced by the injective homomorphism c˜ : Γθ → Z defined in Proposition 2.27.
Let γθ : H
1(X,Gθ) −→ H1(X,Γθ) be the map defined in (5.5). We have the following:
(1) The map cθ is injective.
(2) Let (E,ϕ) be a (Gθ, ζk)-Higgs bundle with γθ(E) = γ, and let α := cθ(γ). Let
(EG, ϕG) be the extension of (E,ϕ) to a G-Higgs bundle. Then (EG, ϕG) is isomorphic to
(θ(EG)⊗ α,±θ(ϕG)).
Proof. Both Γθ and Z are finite groups and hence the first cohomology of X with coefficient
in these groups are given by Hom(π1(X),Γθ) and Hom(π1(X), Z) respectively. Hence cθ is
injective.
(2) Let (E,ϕ) be a (Gθ, ζk)-Higgs bundle. Under the natural homomorphisms Gθ →
Γθ → Z we get, by extension of structure group a Z-principal bundle α. On the other
hand, the inclusion of Gθ in G gives rise to a G-Higgs bundle (EG, ϕG). Clearly, θ(EG) is
obtained from E by extension of structure group θ ◦ ι where ι is the inclusion of Gθ in G.
But θ ◦ ι = ι ◦ θ|Gθ . Now, if x ∈ Gθ, we have θ(x) = xx−1θ(x) = x(c˜ ◦ η)(x) where η is the
natural surjection Gθ → Γθ and c˜ is the inclusion of Γθ in Z. Now EG ⊗ α is obtained by
extension of structure group by the multiplication map G× Z → G. Hence θ(EG)⊗ α is
got from E by the extension of structure group by g → (θ(g), θ(g)−1g) → g. This proves
our assertion. 
The following generalises Proposition 6.2.
Proposition 6.8. Let θ ∈ Autn(G) and α ∈ H1(X,Z) such that αθ(α) · · · θn−1(α) = 1,
and let (E,ϕ) be a simple G-Higgs bundle isomorphic to (θ(E)⊗ α, ζkθ(ϕ)). Then, except
for the case θ ∈ Intn(G), α = 1 and k = 0, we have the following.
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(1) The structure group of E can be reduced to Gθ′ with θ
′ = Int(s)θ and s ∈ Snθ , where
Snθ as defined in Proposition 2.23, with s unique up to the action of Z × G defined in
Proposition 2.23. Moreover, if γ ∈ H1(X,Γθ′) is the class of the reduced Gθ′-bundle under
the map defined in (5.5), then cθ′(γ) = α, with cθ′ is as defined in Proposition 6.7.
(2) The Higgs field ϕ takes values in the ζk-eigenspace of the automorphism of g defined
by θ′. In other words, (E,ϕ) reduces to a (Gθ′, ζk)-Higgs bundle.
This proposition is a consequence of the following more general statement.
Proposition 6.9. Let θ ∈ Autn(G) and Γ a central subroup of G invariant under θ. Let
A be an isomorphism of the Higgs bundle (E,ϕ) with (θ(E) ⊗ α, ζkθ(ϕ)), where α is a
Γ-bundle such that αθ(α) · · · θn−1(α) = 1. Also assume that the composite of θ(A) with A
gives rise to an automorphism of (E,ϕ) which is induced by an element of Γ. Then we
have the following.
(1) If t ∈ G such that tθ(t) is in the centre Z, then θ′ = Int(t)θ is also an involution
of G. With our assumption above, E can be reduced to a G′-bundle E ′ where G′ = Gθ′ =
{g ∈ G : gθ′(g)−1 ∈ Γ} for some t satisfying tθ(t) ∈ Γ. Let Γ′ = Γθ′ be the image of G′
in Γ given by the homomorphism g → gθ′(g)−1. Then by extension of structure group by
the homomorphism G′ → Γ′ ⊂ Γ the bundle E ′ gives rise to a Γ′-bundle α′ and a Γ-bundle
which is isomorphic to α.
(2) The Higgs field ϕ takes values in the ζk-eigenspace of g defined by θ
′. In other words,
(E,ϕ) reduces to a (G′, ζk)-bundle.
(3) The isomorphism A is induced by the natural isomorphism of E ′ with θ(E ′)⊗ α′ as
G′-bundles using multiplication by t which gives an isomorphism of θ(E) and θ′(E).
Proof. Firstly, we recall that the bundle E⊗α is simply the quotient of E×α by the action
γ(ξ, a) = (ξγ, γ−1a), γ ∈ Γ. The (right) action of G on E×α given by (ξ, a)s = (ξs, a) goes
down to an action on E⊗α and makes it a principal G-bundle. The image of (ξ, a) may as
well be written as ξ⊗a. The projection E×α→ E goes down to a map q : E⊗α→ E/Γ.
Note that E/Γ is a principal G/Γ-bundle. We will denote the image of ξ ∈ E in E/Γ by
ξ and the image of s ∈ G in G/Γ by s. Then we have q((ξ ⊗ a)s) = q(ξ ⊗ a)(s).
Note that as a space over X, the bundle θ(E) is the same as E except that the action
of G is now ξ · s = ξθ(s). Hence F = θ(E) ⊗ α is the quotient of E × α under the action
of Γ by γ(ξ, a) = (ξθγ, γ−1a). The action of G on θ(E)× α given by (ξ, a) · s = (ξθ(s), a)
for s ∈ G goes down to an action of G on F making it a principal G-bundle.
We are given an isomorphism A : E → θ(E)⊗ α. Let p be the composite q ◦ A : E →
θ(E)/Γ = E/Γ and let ξ be an element of E. If A(ξ) = η ⊗ a, we have
A(ξs) = (η ⊗ a) · s = (η · s⊗ a) = (ηθ(s)⊗ a)
so that p(ξs) = p(ξ)θ(s) for all s ∈ G. We now have two (fibre-respecting) morphisms
E → E/Γ, namely, the natural quotient map π and the morphism p. Hence there exists a
morphism fA : E → G/Γ such that p(ξ) = π(ξ)fA(ξ). Also we have π(ξs) = π(ξ)s. Thus
p(ξs) = p(ξ)θ(s) = π(ξ)fA(ξ)θ(s) on the one hand, and p(ξs) = π(ξs)fA(ξs) = π(ξ)sfA(ξs)
for all s ∈ G on the other. Hence fA(ξs) = s−1fA(ξ)θ(s).
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We let G act on G/Γ by s.g = sgθs−1. The computation above shows that the composite
gA of fA with the natural map of G/Γ onto the quotient for the above action of G, is
invariant under the action of G on E. Hence it induces a morphism of X into this quotient.
Note now that X is projective while this quotient is an affine variety. Hence the morphism
gA is constant.
As in Proposition 3.3, we see that the image of gA consists of stable points for the action
of G/Γ on itself. Hence there is an element τ ∈ G/Γ such that for every ξ ∈ E, we have
fA(ξ) = gτθ(g)−1 for some g ∈ G. Let t ∈ G such that t = τ .
Now the isomorphism A induces an isomorphism θ(E)→ E⊗θ(α) = E⊗α−1 and hence
an isomorphism θ(A) : θ(E) ⊗ α → E. Composing this with A we get an automorphism
of (E,ϕ) which, by assumption, is given by an element γ ∈ Γ. Clearly this implies that
tθ(t) ∈ Γ, i.e. t ∈ Γθ.
For every ξ ∈ E, there exists a ∈ α such that A(ξ) = ξgtθ(g)−1 ⊗ a for some g ∈ G and
a ∈ α. Consider now the subspace E ′ of E given by
E ′ = {ξ ∈ E : A(ξ) = ξt⊗ a for some a ∈ α}
Then for every ξ ∈ E ′, we have A(ξs) = (ξt⊗a) · s = ξtθ(s)⊗a = ξs.(s−1tθ(s))⊗a for any
s ∈ G. In particular, if s satisfies s−1tθ(s)t−1 ∈ Γ, then (and only then) ξs ∈ E ′, that is to
say, ξ and ξs are both in E ′ if and only if s ∈ G′ = GInt(t)θ. This shows that the structure
group of E can be reduced to G′ and that E ′ provides such a reduction.
Moreover, if ξ ∈ E ′ then there is a unique a(ξ) such that A(ξ) = ξt ⊗ a(ξ). Let
s 7→ sθ′(s)−1 be the homomorphism ρ : G′ → Γ′. Then the above computation shows that
a(ξs) = a(ξ)ρ(s) for all ξ ∈ E ′ and s ∈ Γ′. The image a(E ′) is a Γ′ bundle which gives a
reduction of the structure group of α to Γ′.
This proves assertion (1).
Assertion (2) is obvious.
Assertion (3). Notice that α′ is given by extension of structure group by the ho-
momorphism g → gθ′(g)−1 of G′ → Γ′. Hence θ′(E) ⊗ α′ is given by the extension
g → gθ′(g)−1θ′(g) which is the identity! So there is a natural isomorphism of E ′ with
θ′(E ′)⊗ α′. From the definition it is clear that the extension of this natural isomorphism
is A as claimed. 
Our main result is the following.
Theorem 6.10. Let (α, a) ∈ (H1(X,Z) ⋊ Out(G))n and ζk = exp(2πi kn). Consider the
automorphism
ι(a, α, ζk) :M(G)→M(G)
(E,ϕ) 7→ (a(E)⊗ α, ζka(ϕ)).
Then
(1) ⋃
[θ]∈cl −1n (a), cθ(γ)=α
M˜γ(Gθ, ζk) ⊂M(G)ι(a,α,ζk).
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(2)
M(G)ι(a,α,ζk)ss ⊂
⋃
[θ]∈cl −1n (a), cθ(γ)=α
M˜γ(Gθ, ζk)
(except for ι(1, 1, 1)),
where cl n : Autn(G)/∼ → Outn(G) is defined in Proposition 2.23, and cl −1n (a) is, by
Proposition 2.25, in bijection with H1a(Z/n,Ad(G)).
Remark 6.11. If a = 1 and α = 1, the map ι(a, α, ζ0) is the identity map ofM(G) and (1)
follows trivially from Proposition 5.8.
Remark 6.12. As pointed out in Remark 6.5, the fixed point locus could be entirely con-
tained in the strictly polystable part and hence M(G)ι(a,ζk,α)ss be empty.
Remark 6.13. It is clear that Theorem 6.3 is a special case of Theorem 6.10, obtained
by taking α ∈ H1(X,Z) to be the neutral element. Note that for the neutral element
e ∈ H1(X,Γθ), from Proposition 5.6, we have Me(Gθ, ζk) =M(Gθ, ζk)/Γθ, thus implying
from Propositions 5.7 and 5.8, that M˜e(Gθ, ζk) = M˜(Gθ, ζk).
Remark 6.14. It is important to point out that the second statement in Theorems 6.3 and
6.10 cannot be extended in general to the whole moduli space M(G). The fixed points of
the singular locus inM(G) may lead to extra components that are not in general (Gθ, ζk)-
Higgs bundles. Indeed, a strictly polystable G-Higgs bundle can reduce its structure group
to a reductive subgroup H ⊂ G for which the resulting H-Higgs bundle is both stable an
simple (see [22]). One has to analyse the precise relation between the cliques of H and G
to give a description of the fixed points. This issue arises already for G = SL(n,C) as we
will see in Section 9.
Remark 6.15. As mentioned in Section 4.2, fixing the topological class c of E we can
consider Mc(G) ⊂ M(G), the moduli space of semistable G-Higgs bundles with fixed
topological class c. This is connected and non-empty (see [22]). If G is conneced the
topological class is an element c ∈ π1(G). Of course Out(G) acts on π1(G), and we require
for fixed points of the involutions studied above to exist that c be fixed under the element
a ∈ Outn(G). Recall that, since G is semisimple, Z is finite and hence the topological class
of a G-bundle E coincides with that of E ⊗ α for any α ∈ H1(X,Z).
7. Higgs bundles and representations of the fundamental group
7.1. Representations of the fundamental group and harmonic reductions. In this
section we take G to be a reductive Lie group (real or complex). By a representation
of π1(X) in G we understand a homomorphism ρ : π1(X) → G. The set of all such
homomorphisms, Hom(π1(X), G), is an analytic variety, which is algebraic if G is algebraic.
The group G acts on Hom(π1(X), G) by conjugation:
(g · ρ)(γ) = gρ(γ)g−1
for g ∈ G, ρ ∈ Hom(π1(X), G) and γ ∈ π1(X). If we restrict the action to the subspace
Hom+(π1(X), g) consisting of reductive representations, the orbit space is Hausdorff. By a
reductive representation we mean one that, composed with the adjoint representation
in the Lie algebra ofG, decomposes as a sum of irreducible representations. If G is algebraic
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this is equivalent to the Zariski closure of the image of π1(X) in G being a reductive group.
(When G is compact every representation is reductive.) The moduli space of reductive
representations of π1(X) in G is defined to be the orbit space
R(G) = Hom+(π1(X), G)/G.
If G is complex R(G) coincides with the GIT quotient
R(G) = Hom(π1(X), G) G.
It has the structure of an analytic variety (see e.g.[24]) which is algebraic if G is algebraic
and is real if G is real or complex if G is complex.
Suppose that G is connected. Let ρ : π1(X) → G be a representation of π1(X) in G.
Let ZG(ρ) be the centralizer in G of ρ(π1(X)). We say that ρ is irreducible if and only if
it is reductive and ZG(ρ) = Z, where Z is the centre of G. If G is not connected Z must
be replaced by the invariant subgroup of ZG(G0) under the action of the image of the map
Hom(π1(X), G)→ Hom(π1(X), π0(G)) associated to ρ, where G0 is the identity connected
component, ZG(G0) is the centralizer of G0 in G, and πo(G) is the group of connected
components of G (see Remark 4.5).
Given a representation ρ : π1(X) −→ G, there is an associated flat principal G-bundle
on X, defined as
Eρ = X˜ ×ρ G ,
where X˜ −→ X is the universal cover associated to X and π1(X) acts on G via ρ. This
gives in fact an identification between the set of equivalence classes of representations
Hom(π1(X), G)/G and the set of equivalence classes of flat principal G-bundles, which in
turn is parametrized by the (nonabelian) cohomology setH1(X, G). We have the following.
An important result is the following theorem of Corlette [14], also proved by Donaldson
[16] when G = SL(2,C) (see also [34]).
Theorem 7.1. Let G be a reductive Lie group. Let ρ be a representation of π1(X) in G
with corresponding flat G-bundle Eρ. Let H ⊂ G be a maximal compact subgroup, and
let Eρ(G/H) be the associated G/H-bundle. Then the existence of a harmonic section of
Eρ(G/H) is equivalent to the reductivity of ρ.
7.2. G-Higgs bundles and representations. In this sectionG will be a complex semisim-
ple Lie group. We explain now the important relation between G-Higgs bundles and repre-
sentations of the fundamental group in G. Let (E,ϕ) be a G-Higgs bundle, and let U ⊂ G
be a maximal compact subgroup of G. Let h be a reduction of structure group of E from
G to U . Let dh be the Chern connection — the unique connection on E compatible with
h and the holomorphic structure of E — and let Fh be its curvature. Theorem 4.7 states
that the polystability of (E,ϕ) is equivalent to the existence of a reduction h satisfying
the Hitchin equation. A computation shows that if that is the case
D = dh + ϕ− τh(ϕ)
defines a flat connection on the principal G-bundle E, and the reduction h is harmonic.
Here τh is as defined in Section 4.2. Hence the holonomy of this connection defines a
representation of π1(X) in G, which, by Theorem 7.1, is reductive. In fact all reductive
representations of π1(X) in G arise in this way. More precisely, we have the following.
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Theorem 7.2. Let G be complex semisimple Lie group. The moduli space M(G) of
polystable G-Higgs bundles and the moduli space R(G) reductive representations of π1(X)
in G are homeomorphic. Under this homeomorphism the irreducible representations of
π1(X) in G are in correspondence with the stable and simple G-Higgs bundles.
Remark 7.3. If G is reductive (but not semisimple) the same result is true if we require that
the topological class of the G bundle E (given by an element in π1(G) if G is connected)
be trivial. If we do not make any restriction on the topological class of E there is a
similar correspondence involving representations of the universal central extension of the
fundamental group.
7.3. (Gθ, ζk)- and (Gθ, ζk)-Higgs bundles and representations. Theorem 7.2 and Re-
mark 7.3 imply the following.
Theorem 7.4. Let G be a complex semisimple Lie group and let θ ∈ Autn(G). Then we
have the following:
(1) M(Gθ, ζ0) is homeomorphic to R(Gθ),
(2) M(Gθ, ζ0) is homeomorphic to R(Gθ).
Under these homeomorphisms the irreducible representations are in correspondence with
the stable and simple objects.
More can be said if θ ∈ Aut2(G). Recall from Section 2.3 that in this case we can choose
a compact conjugation τ of G, defining a compact real form U of G such that τθ = θτ . We
then consider the complex conjugation σ of G defined by σ = θτ . This defines a real form
Gσ of G. Consider the notations used in Sections 2.4 and 5.1. Applying similar arguments
to the ones used to prove Theorem 7.2, we can combine Theorem 7.1 with Theorems 5.4
and 5.5 to prove the following (see [19] for details).
Theorem 7.5. Let G be a complex semisimple Lie group and let θ ∈ Aut2(G). Let τ be
a compact conjugation of G commuting with θ and σ be the conjugation of G defined by
σ := θτ . We have the following:
(1) M(Gθ,−) is homeomorphic to R(Gσ),
(2) M(Gθ,−) is homeomorphic to R(Gσ).
Under these homeomorphisms the irreducible representations are in correspondence with
the stable and simple objects.
Remark 7.6. In contrast with the order 2 case, when θ ∈ Autn(G), the (Gθ, ζk)- and
(Gθ, ζk)-Higgs bundles for k > 0 do not have in general an interpretation in terms of
representations of the fundamental group of X, unless n is even and k = n/2. They are
related, however, to the so-called Hodge bundles and variations of Hodge structure.
8. Involutions of M(G) and R(G)
As in Section 6, in this section G is a connected complex semisimple Lie group, X is
a compact Riemann surface, and M(G) is the moduli space of G-Higgs bundles over X.
We specialise the results of Section 6 to the case of involutions of M(G) and study the
resulting involutions on R(G), the moduli space of representations of π1(X) in G, under
the non-abelian Hodge theory correspondence (Theorem 7.2).
INVOLUTIONS AND HIGHER ORDER AUTOMORPHISMS OF HIGGS BUNDLE MODULI SPACES 43
8.1. Involutions of M(G). Our description involves now the moduli spaces M(Gθ,±)
andM(Gθ,±) defined in Section 5, where θ ∈ Aut2(G), and Gθ and Gθ are the subgroups
of G defined in Section 2.4. As in Section 6, we will denote by M(G)ss the subvariety
of stable and simple points of M(G) and by M˜(Gθ,±) and M˜(Gθ,±) the images of
M(Gθ,±) and M(Gθ,±), respectively in M(G) under the maps defined in Propositions
5.7 and 5.8 respectively.
Theorem 6.3 specialises in the case of involutions to the following.
Theorem 8.1. Let a ∈ Out2(G). Consider the involutions
ι(a,±) :M(G)→M(G)
(E,ϕ) 7→ (a(E),±a(ϕ)).
Then
(1) ⋃
[θ]∈cl −1(a)
M˜(Gθ,±) ⊂M(G)ι(a,±),
(2)
M(G)ι(a,±)ss ⊂
⋃
[θ]∈cl −1(a)
M˜(Gθ,±)
(except for ι(1,+)),
where cl : Aut2(G)/∼ → Out2(G) is defined in Proposition 2.6, and cl −1(a) is, by Propo-
sition 2.9, in bijection with H1a(Z/2,Ad(G)).
An important particular case of Theorem 8.1 is the case when a is the trivial element.
Theorem 8.2. Consider the involution
ι :M(G)→M(G)
(E,ϕ) 7→ (E,−ϕ).
Then
(1) ⋃
[θ]∈Int2(G)/∼
M˜(Gθ,−) ⊂M(G)ι,
(2)
M(G)ιss ⊂
⋃
[θ]∈Int2(G)/∼
M˜(Gθ,−).
Theorem 6.10 in the case of order 2 gives the following.
Theorem 8.3. Let a ∈ Out2(G) and α ∈ H1(X,Z) such that a(α) = α−1. Consider the
involutions
ι(a, α,±) :M(G)→M(G)
(E,ϕ) 7→ (a(E)⊗ α,±a(ϕ)).
Then
44 OSCAR GARCÍA-PRADA AND S. RAMANAN
(1) ⋃
[θ]∈cl −1(a), cθ(γ)=α
M˜γ(Gθ,±) ⊂M(G)ι(a,α,±).
(2)
M(G)ι(a,α,±)ss ⊂
⋃
[θ]∈cl −1(a), cθ(γ)=α
M˜γ(Gθ,±)
(except for ι(1, 1,+)),
where cl : Aut2(G)/∼ → Out2(G) is defined in Proposition 2.6, and cl −1(a) is, by Propo-
sition 2.9, in bijection with H1a(Z/2,Ad(G)).
8.2. Involutions of R(G). The involutions of M(G) studied in Section 8.1 induce natu-
rally involutions on the moduli space of representations R(G), under the homeomorphism
between M(G) and R(G) given by Theorem 7.2. We analyse now these involutions.
Let (E,ϕ) be a polystable G-Higgs bundle and let h be a solution to the Hitchin equation
given by Theorem 4.7. Recall from Section 7.2 that
D = dh + ϕ− τh(ϕ)
defines a flat connection on the principal G-bundle E, where dh is the unique connection
on E compatible with h and the holomorphic structure of E, and τh is defined, by h, a
conjugation τ of G defining a compact real form, and the natural conjugation on (1, 0)-
forms on X (see (4.5) for the precise definition).
Let θ ∈ Aut2(G). From Proposition 2.2, we can choose θ in the class in Aut2(G)/ ∼
such that θτ = τθ. Let σ be the conjugation of G defined by σ := θτ , and σh := θτh. We
have the following
Proposition 8.4. (1) The flat G-connection corresponding to (θ(E), θ(ϕ)) is given by
θ(D).
(2) The flat G-connection corresponding to (θ(E),−θ(ϕ)) is given by σh(D).
Proof. Let us represent the holomorphic structure of E by a Dolbeault operator ∂¯E . We
then have that dh = ∂¯E + τh(∂¯E). From this we have
θ(D) = θ(∂¯E) + θτh(∂¯E) + θ(ϕ)− θτh(ϕ).
But θτh = τhθ and θ(∂¯E) = ∂¯θ(E), proving (1).
The proof of (2) follows from the following computation:
σh(D) = σh(∂¯E) + σhτh(∂¯E) + σh(ϕ)− σhτh(ϕ)
= τhθ(∂¯E) + θ(∂¯E) + τhθ(ϕ)− θ(ϕ)
= ∂¯θ(E) + τh(∂¯θ(E))− θ(ϕ)− τh(−θ(ϕ)).

From this we immediately have the following.
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Proposition 8.5. Let θ ∈ Aut2(G), and σ = θτ . Let α ∈ H1(X,Z) and λ : π1(X)→ Z its
corresponding representation such that θ(α) = α−1, which is equivalent to θ(λ) = σ(λ) =
λ−1. Let (E,ϕ) be a polystable G-Higgs bundle and ρ be the corresponding element in
R(G). Then:
(1) The involution of M(G) defined by (E,ϕ) 7→ (θ(E)⊗ α, θ(ϕ)) corresponds with the
involution of R(G) given by ρ 7→ λθ(ρ).
(2) The involution of M(G) defined by (E,ϕ) 7→ (θ(E) ⊗ α,−θ(ϕ)) corresponds with
the involution of R(G) given by ρ 7→ λσ(ρ).
The involutions ρ 7→ λθ(ρ) and ρ 7→ λσ(ρ) depend naturally only on the cliques cl ([θ])
and ĉl ([σ]), respectively, where cl and ĉl are defined in Section 2.3. Let a ∈ Out2(G) and
θ ∈ Aut2(G) such that cl ([θ]) = a. Let σ = θτ be the corresponding conjugation. Of
course ĉl ([σ]) = a. Let ρ ∈ R(G). We define
a+(ρ) = θ(ρ) and a−(ρ) = σ(ρ).
Recall from Theorem 7.2 that the smooth locus R(G)i ⊂ R(G) consisting of irreducible
representations is homeomorphic to M(G)ss, the smooth locus of M(G) consisting of
stable and simple objects.
Of course we have statements corresponding to Propositions 5.7 and 5.8 for the moduli
spaces of representations R(Gθ), R(Gσ), R(Gθ), and R(Gσ) (these can be proved directly
or invoking Theorem 7.5). We denote their images inR(G), respectively, by R˜(Gθ), R˜(Gσ),
R˜(Gθ), and R˜(Gσ).
From Theorems 7.5 and 8.1 we have the following.
Theorem 8.6. Let a ∈ Out2(G). Consider the involutions
ι̂(a,±) : R(G)→R(G)
ρ 7→ a±(ρ).
Then
(1) ⋃
[θ]∈cl −1(a)
R˜(Gθ) ⊂ R(G)ι̂(a,+),
(2)
R(G)ι̂(a,+)i ⊂
⋃
[θ]∈cl −1(a)
R˜(Gθ),
except for a = 1.
(3) ⋃
[σ]∈̂cl
−1
(a)
R˜(Gσ) ⊂ R(G)ι̂(a,−),
(4)
R(G)ι̂(a,−)i ⊂
⋃
[σ]∈̂cl
−1
(a)
R˜(Gσ).
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Remark 8.7. The particular case of Theorem 8.6 for ιˆ(a,−) gives the representation state-
ment corresponding to Theorem 8.2. This case involves only the equivalence classes of real
forms that are inner equivalent to the compact conjugation, that is the real forms of Hodge
type.
To describe the fixed points of the involutions of R(G) involving also an element λ ∈
R(Z) = Hom(π1(X), Z), recall the extensions (2.8) and (2.9). These define maps
γˆθ : R(Gθ)→R(Γθ), and γˆσ : R(Gσ)→R(Γσ),
which assign to every ρ ∈ R(Gθ) (resp. ρ ∈ R(Gσ)) an invariant γˆθ(ρ) ∈ R(Γθ) =
Hom(π1(X),Γθ) (resp. γˆσ(ρ) ∈ R(Γσ) = Hom(π1(X),Γσ)). We will denote by Rγ(Gθ)
(resp. Rγ(Gσ)) the subvariety of R(Gθ) (resp. R(Gσ)) with fixed invariant γ, and by
R˜γ(Gθ) (resp. R˜γ(Gσ)), its corresponding image in R(G).
From Propositions 2.16, 2.18 and 6.7, we also have injective homomorphisms
cˆθ : R(Γθ)→R(Z), and cˆσ : R(Γσ)→R(Z).
Theorem 8.8. Let a ∈ Out2(G) and λ ∈ R(Z) such that a(λ) = λ−1.
Consider the involutions
ι̂(a, λ,±) : R(G)→R(G)
ρ 7→ λa±(ρ).
Then
(1) ⋃
[θ]∈cl −1(a), cˆθ(γ)=λ
R˜γ(Gθ) ⊂ R(G)ι̂(a,λ,+),
(2)
R(G)ι̂(a,λ,+)i ⊂
⋃
[θ]∈cl −1(a), cˆθ(γ)=λ
R˜γ(Gθ),
except for a = 1 and λ = 1,
(3) ⋃
[σ]∈̂cl
−1
(a), cˆσ(γ)=λ
R˜γ(Gσ) ⊂ R(G)ι̂(a,λ,−),
(4)
R(G)ι̂(a,λ,−)i ⊂
⋃
[σ]∈̂cl
−1
(a), cˆσ(γ)=λ
R˜γ(Gσ).
Remark 8.9. One can make corresponding considerations to those in Remarks 6.13, 6.14
and 6.15 for the involutions on R(G) studied in this section.
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8.3. Hyperkäkler and Lagrangian subvarieties of M(G). The fixed points on the
smooth locus of M(G) of the involutions studied in Section 8.1 provide examples of hy-
perkähler and Lagrangian subvarieties of M(G). Recall from Section 4.2 that the smooth
locus M(G)ss ⊂ M(G) has a hyperkähler structure, obtained as a hyperkähler quotient
by solving Hitchin equations. In particular M(G)ss has complex structures Ji, i = 1, 2, 3
satisfying the quaternion relations J2i = −I, and real symplectic structures ωi, i = 1, 2, 3.
The Lagrangian condition we are referring above is with respect to the J1-holomorphic
symplectic form Ω1 = ω2 +
√−1ω3. More precisely we have the following.
Theorem 8.10. Let a ∈ Out2(G) and α ∈ H1(X,Z), such that a(α) = α−1. Then, for
every θ ∈ Aut2(G) and γ ∈ H1(X,Γθ) such that [θ] ∈ cl −1(a), and cθ(γ) = α, we have
(1)M(G)ss∩M˜γ(Gθ,+) is a hyperkähler submanifold ofM(G)ss. In particularM(G)ss∩
M˜(Gθ,+) is a hyperkähler submanifold of M(G)ss.
(2) M(G)ss ∩ M˜γ(Gθ,−) is a (J1,Ω1)-complex Lagrangian submanifold of M(G)ss. In
particular M(G)ss ∩ M˜(Gθ,−) is a (J1,Ω1)-complex Lagrangian submanifold of M(G)ss.
Proof. From Proposition 8.5, the involution ι(a, α,+) on M(G) is holomorphic with re-
spect to complex structure J2 (the natural complex structure on R(G)). Since it is
J1-holomorphic (recall that J1 is the natural complex structure on M(G)) is also J3-
holomorphic, and hence (1) follows.
The proof of (2) follows from the fact that the involution ι(a, α,−) on M(G) is J1-
holomorphic and J2-antiholomorphic, by Proposition 8.5, and hence J3-antiholomorphic.
Since it is an isometry this implies that ω2, and ω3, and hence Ω1 vanish on the fixed point
locus, proving the assertion. This argument is given by Hitchin in [27] to give this result
when G = SL(2,C), and more generally in [17, 18]. 
Part (1) of Theorem 8.10 generalises in a straightforward manner to higher order auto-
morphisms, namely we have the following.
Theorem 8.11. Let a ∈ Outn(G) and α ∈ H1(X,Z), such that αa(α) · · ·an−1(α) = 1.
Then, for every θ ∈ Autn(G) and γ ∈ H1(X,Γθ) such that [θ] ∈ cl −1n (a), and cθ(γ) = α,
we have that M(G)ss ∩M˜γ(Gθ, ζ0) is a hyperkähler submanifold of M(G)ss. In particular
M(G)ss ∩ M˜(Gθ, ζ0) is a hyperkähler submanifold of M(G)ss.
In the context of mirror symmetry for Calabi–Yau manifolds [31], one refers to a complex
submanifold equipped with a holomorphic bundle (or more generally a sheaf) as a B-
brane, and to a Lagrangian submanifold equipped with a flat bundle as an A-brane. In
this hyperkähler situation we thus have branes of various types according to complex
structures Ji, i = 1, 2, 3, and Kähler forms ωi, i = 1, 2, 3. Namely one can have branes of
types (B,B,B), (B,A,A), (A,B,A) and (A,A,B). In this language, it is clear that the
submanifolds M(G)ss ∩ M˜γ(Gθ,+) in Theorem 8.10 are the support of (B,B,B)-branes,
while the submanifolds M(G)ss ∩ M˜γ(Gθ,−) are the support of (B,A,A)-branes.
Remark 8.12. Support for branes of types (A,B,A) and (A,A,B), that is, complex La-
grangian with respect to (J2,Ω2) and (J3,Ω3), respectively can also be obtained from
involutions on M(G), involving now also conjugations on X (see [7, 4]).
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9. Involutions of M(SL(n,C))
To ilustrate our main results, we will consider the case G = SL(n,C). For this group,
like for all classical groups, it is convenient to consider G-Higgs bundles in terms of vector
bundles. From this point of view, a Higgs bundle over X is a pair (V, ϕ), where V is a
holomorphic vector bundle over X and ϕ ∈ H0(X,End(V )⊗K), that is a homomorphism
ϕ : V → V ⊗K. In this case stability is defined in terms of slopes. Recall that the slope
of a bundle is defined as µ(V ) = deg V/ rankV . We say that (V, ϕ) is stable if for every
proper subbundle V ′ ⊂ V such that ϕ(V ′) ⊂ V ′ we have µ(V ′) < µ(V ). The Higgs bundle
is said to be polystable if (V, ϕ) = ⊕i(Vi, ϕi), with (Vi, ϕi) stable and µ(Vi) = µ(V ) for
every i. This is the notion introduced in the original paper by Hitchin [27].
In order for a Higgs bundle (V, ϕ) to correspond to a SL(n,C)-Higgs bundle we must
require that det V be trivial and Tr(ϕ) = 0. The stability conditions for the principal and
vector bundle points of view coincide naturally.
We will start with the simplest possible situation: G = SL(2,C).
9.1. G = SL(2,C). In this case Out(G) = {1}, and the compact real form SU(2) and split
real form SL(2,R) ∼= SU(1, 1) of SL(2,C), corresponding to conjugations τ(A) = (At)−1
and σs(A) = A, respectively, are indeed inner equivalent. We can see this explictly at the
level of Lie algebras for example, since the conjugation with respect to the real form su(2),
τ(A) = −At, and the conjugation with respect to the real form sl(2,R), σs(A) = A, are
related by
σs(A) = Jτ(A)J
−1
for J ∈ sl(2,R) given by
J =
(
0 1
−1 0
)
,
simply because for every A ∈ sl(2,R), one has JA = −AtJ .
We consider now the involutions ι(a,±) defined in Section 8.1. Since ι(1,+) is the
identity map, the only non-trivial involution of this type is ι(1,−) — the special case
studied in Section 8.1. This case is studied by Hithin in [27] (see also [23]).
The elements in Aut2(G) corresponding to the conjugations τ and σc are given, respec-
tivey by θc = τ 2 = IdG and θs = σcτ . We thus have that θs(A) = (At)
−1, and hence
Gθc = G = SL(2,C) and Gθs = SO(2,C) ∼= C∗.
The moduli space M(SL(2,C),−) is then isomorphic to the moduli space of polystable
SL(2,C)-bundles, since g− = 0 in this case, and hence the Higgs fields must vanish identi-
cally. By the theorem of Narasimhan and Seshadri [39] this is homeomorphic to R(SU(2)).
On the other hand the moduli space M(SO(2,C),−) is described by the isomorphism
clasess of Higgs bundles of the form
(9.1) V = L⊕ L−1 and ϕ =
(
0 β
γ 0
)
,
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where L is a line bundle, β ∈ H0(X,L2 ⊗ K) and γ ∈ H0(X,L−2 ⊗ K). From stability
one deduces (see [27]) that if d = degL, then |d| 6 g − 1, where g is the genus of X. The
subspace of elements of M(SO(2,C),−) with fixed d satisfying this inequality defines a
connected component, as shown in [27], where an explicit description of this subspaces is
given.
The moduli space M(SO(2,C),−) is homeomorphic to R(SL(2,R)). From the point of
view of representations the inequality |d| 6 g−1 is proved by Milnor [37] and the connect-
edness fixing the degree is proved by Goldman [24], who also shows that the components
with maximal degree d is identified with Teichmüller space.
In the image ofM(SO(2,C),−) inM(SL(2,C), denoted by M˜(SO(2,C),−), the degree
d component with d 6= 0 is identified with the degree −d component, while in the degree
0 component there are some identifications.
Note that, although ι(1,+) is the identity, the moduli spaceM(SO(2,C)), consisting of
Higgs bundles of the form
(9.2) V = L⊕ L−1 and ϕ =
(
ψ 0
0 ψ
)
,
where L is a line bundle and ψ ∈ H0(X,K), maps to M(SL(2,C)), going to the strictly
polystable locus.
We consider now the involutions appearing in Theorem 8.3. In our situation Z = {±I} ∼=
Z/2, and hence H1(X,Z) = J2, the 2-torsion elements in the Jacobian J of X. A direct
approach to this is given in [23].
Consider the normalizer NSO(2,C) of SO(2,C) in SL(2,C). This is generated by
SO(2,C) and J =
(
0 i
i 0
)
. The group generated by J is isomorphic to Z/4 and fits
in the exact sequence
(9.3) 0 −→ Z/2 −→ Z/4 −→ Z/2 −→ 1,
where the subgroup Z/2 ⊂ Z/4 is {±I}.
We thus have an exact sequence
(9.4) 0 −→ SO(2,C) −→ NSO(2,C) −→ Z/2 −→ 1.
Of course this is the sequence defining the Weyl group of SL(2,C).
Similarly, we also have that NSL(2,R), the normalizer of SL(2,R) in SL(2,C), is given
by
(9.5) 0 −→ SL(2,R) −→ NSL(2,R) −→ Z/2 −→ 1.
Recall from Section 2.4 that Gθs = NSO(2,C), Gσs = NSL(2,R), and hence Γθs =
Γσs = Z/2. Since Z = Z/2 we have that the maps cθs and cˆσs intervening in Theorems 8.3
and 8.8 are isomorphisms. On the other hand Γτ = {1}.
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For every α ∈ H1(X,Z) = J2 we consider the involutions ι(α,±) ofM(SL(2,C)) defined
by (V, ϕ) 7→ (V ⊗ α,±ϕ). From Theorems 8.3 and 8.8 we see that the fixed point locus of
ι(α,+) (with α 6= 1) is described by the moduli space Mα(NSO(2,C),+), which in turn
is homeomorhic to Rα(NSO(2,C)); while the fixed points of ι(α,−) are described by the
moduli space Mα(NSO(2,C),−), homeomorhic to Rα(NSL(2,R)). In the latter case α
is allowed to be 1, and in that case the fixed point locus is described by M(SO(2,C),−),
homeomorhic to R(SL(2,R)).
One can construct the moduli spaces Mα(NSO(2,C),±) in terms of Prym varieties: If
α is a non-trivial element of J2, there is associated to it a canonical 2-sheeted étale cover
π : Xα → X. Consider the norm homomorphism Nm : Pic(Xα) → Pic(X). Its kernel
consists of two components and the one that contains the trivial bundle is the Prym
variety Pα associated to α. If L is a line bundle on Xα, its direct image π∗L is a rank
two vector bundle V . Moreover V is polystable [38]. Since detE = Nm(L) ⊗ α, we must
take line bundles in Sα = Nm
−1(α). This consists of two cosets of Pα, each of which is left
invariant under the Galois involution. In [23] we give a description of the moduli spaces
Mα(NSO(2,C),±) in terms of Sα.
9.2. G = SL(n,C), n > 2. In this case Out(G) = Z/2. There are hence two cliques: a = 1
and a = −1. The classes in Conj(G)/ ∼ corresponding to the trivial clique a = 1 are
represented (see [26] e.g.) by the conjugations σp,q, with 0 6 p 6 q and p+ q = n given by
σp,q : SL(n,C)→ SL(n,C)
A 7→ Ip,q(At)−1Ip,q,
where
(9.6) Ip,q =
(
Ip 0
0 −Iq
)
.
One has Gσp,q = SU(p, q). In particular τ := σ0,n gives the compact real form SU(n).
The elements in Aut2(G) corresponding to σp,q are given by θp,q := τσp,q, and hence
Gθp,q = S(GL(p,C)×GL(q,C)).
From Theorem 7.5 we have homeomorphisms
M(Gθp,q ,+) ∼= R(S(GL(p,C)×GL(q,C)) and M(Gθp,q ,−) ∼= R(SU(p, q)).
The moduli spacesM(Gθp,q ,−) and the correspondence with R(SU(p, q)) have been exten-
sively studied in [10, 11], where there is counting of the number of connected components in
terms of the so-called Toledo invariant, an integer invariant similar to the one appearing
above for SU(1, 1). Of course M(Gθ0,n ,−) is the moduli space of polystable SL(n,C)-
bundles and the homeomorphism with R(SU(n)) is given by the Narasimhan–Seshadri
theorem [39].
The involutions ι(−1,±) on M(SL(n,C)) for the outer clique a = −1 is given by
ι(−1,±) :M(SL(n,C))→M(SL(n,C))
(V, ϕ) 7→ (V ∗,∓ϕt),
where V ∗ is the dual vector bundle and ϕt is the dual of ϕ tensored with the identity of
K.
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To describe the fixed points of ι(−,±) given by Theorem 8.1, we recall (see [26] e.g.)
that the classes in Conj(G)/ ∼ corresponding to the outer clique a = −1 are represented
by the conjugations σs(A) = A, corresponding to the split real form, and if n = 2m, to
σ∗(A) = JmAJ
−1
m , where
Jm =
(
0 Im
−Im 0
)
.
We have the corresponding elements in Aut2(G) given by θs := τσ and θ∗ := τσ∗, and
hence Gσs = SL(n,R), Gθs = SO(n,C), and if n = 2m, Gσ∗ = SU∗(2m), and Gθ∗ =
Sp(2m,C).
As above, from Theorem 7.5 we have homeomorphisms
M(Gθs,+) ∼= R(SO(n,C)) and M(Gθs,−) ∼= R(SL(n,R)),
and
M(Gθ∗ ,+) ∼= R(Sp(2m,C)) and M(Gθ∗,−) ∼= R(SU∗(2m)),
The correspondence M(Gθs,−) ∼= R(SL(n,R)) is studied by Hitchin in [29], where he
counts the number of connected components of R(SL(n,R)) and introduces what he calls
the higher Teichmüller components, now known as Hitchin components, components
analogous to the Teichmüller components for SL(2,R) mentioned above, and that exist
for the split real form of every semisimple complex Lie group G. The correspondence
M(Gθ∗,−) ∼= R(SU∗(2m)) is studied in [21], where it is shown that R(SU∗(2m)) is con-
nected.
The case of the involution ι(−,±) provides with a very good example to ilustrate the
need for restrecting to the smooth locusM(G)ss ofM(G) in statement (2) of Theorem 8.1
(see Remark 6.14). Indeed, if an SL(n,C)-Higgs bundle (V, ϕ) is not stable (which in this
case implies also simple), the Higgs bundle is polystable and hence (V, ϕ) = ⊕(Vi, ϕi) with
(Vi, ϕi) stable and deg Vi = 0, i.e. the structure group of (V, ϕ) reduces to S(ΠiGL(ni,C))
with
∑
ni = n. On each summand the involution ι(−,±) sends (Vi, ϕi) 7→ (V ∗i ,∓ϕti),
implying in particular that, if (V, ϕ) is a fixed point of the involution, the bundles Vi
reduce their structure group to O(ni,C) or Sp(ni,C). But since there is no need for all
the bundles Vi simultaneously to be orthogonal or symplectic, the object (V, ϕ) may not
be included in M˜(Gθ,±) for θ = θs or θ = θ∗. In contrast with this, in the case of the
involution ι(1,−), which sends (V, ϕ)→ (V,−ϕ), the inclusion (2) of Theorem 8.1 extends
to the whole moduli space M(G) and not just the smooth locus.
Let α ∈ J2(X). We consider now the involutions ι(1, α,±) given by (V, ϕ) 7→ (V⊗α,±ϕ).
To describe the fixed points, we have to compute the groups Gθp,q , given by (2.9). A
computation shows that Γθp,q = {1} if p 6= q and Γθp,q ∼= Z/2 if p = q with n = 2p.
We have a situation similar to that of SL(2,R) in the previous section. We thus have
exact sequences for the normalizers in SL(n,C) of S(GL(p,C) × GL(p,C)) and SU(p, p),
respectively given by
(9.7) 0 −→ S(GL(p,C)×GL(p,C)) −→ NS(GL(p,C)×GL(p,C)) −→ Z/2 −→ 1,
and
(9.8) 0 −→ SU(p, p) −→ NSU(p, p) −→ Z/2 −→ 1.
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Since Z = Z/2p we have that the map cθp,p : H
1(X,Γσp,p) → H1(X,Z) intervining
in Theorem 8.3 is given by the injection J2(X) →֒ J2p(X). Similarly for the map cˆσp,p
intervening in Theorem 8.8. From Theorems 8.3 and 8.8 we see that the fixed point
locus of ι(1, α,+) (with α 6= 1) is described by the moduli space Mα(NS(GL(p,C) ×
GL(p,C)),+), which in turn is homeomorhic to Rα(NS(GL(p,C)× GL(p,C)). The fixed
points of ι(1, α,−) are described by the moduli space Mα(NS(GL(p,C) × GL(p,C)),−)
homeomorphic to Rα(NSU(p, p)). In the latter case α is allowed to be 1, and in that
case the fixed point locus is described byM(S(GL(p,C)×GL(p,C)),−) homeomorphic to
R(SU(p, p)).
As in the n = 2 case, one can describe the moduli spacesMα(NS(GL(p,C)×GL(p,C)),±)
in terms of certain objects in the 2-sheeted étale cover π : Xα → X defined by α. This
involves now generalised Prym varieties in the sense of Narasimhan–Ramanan (see
[38]).
There are no fixed points for the involutions ι(−1, α,±) since Γθs = Γθ∗ = {1}.
A direct approach to the study of the involutions ι(a,±) for SL(n,C) is carried out in
[17].
10. Spin(8,C)-Higgs bundles and triality
In this section we give an application of Theorems 8.2, 8.1 8.6 and 6.3 to the case
G = Spin(8,C). This is the (simply connected) simple complex Lie group with the largest
group of outer automorphisms, namely Out(G) = S3 (see Table 1), thus exhibiting very
interesting phenomena.
10.1. Involutions. G = Spin(8,C) fits in the exact sequence
(10.1) 1 −→ Z/2 −→ Spin(8,C) −→ SO(8,C) −→ 1,
and hence its Lie algebra is so(8,C). The set (2.3) of isomorphism classes of conjugations
for g = so(8,C) is represented (see e.g. [26]) by the conjugations
σp,q(A) = Ip,qAIp,q with 0 6 p 6 q and p+ q = 8,
where Ip,q is given by (9.6), corresponding to the real forms so(p, q), and
σ∗(A) = J4AJ
−1
4 ,
where
J4 =
(
0 I4
−I4 0
)
,
corresponding to the real form so∗(8). The compact conjugation is given by τ = σ0,8 and
the elements in Aut2(G) corresponding to the conjugations above are θp,q = τσp,q and
θ∗ = τσ∗ and thus given by
(10.2) θp,q(A) = Ip,qAIp,q with 0 6 p 6 q and p+ q = 8,
and
(10.3) θ∗(A) = J4AJ
−1
4 .
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Of course, all these conjugations and involutions can be lifted to Spin(8,C) (denoted in
the same way), leading to real forms Spin0(p, q) with p + q = 8 (see Remark 2.5) and
Spin∗(8). One can show that Spin(8), Spin0(2, 6), Spin0(4, 4), and Spin
∗(8) are in the
trivial clique, that is, are the real forms of Hodge type, while Spin0(1, 7) and Spin0(3, 5)
are in a non-trivial clique, say a1 ∈ Out2(G). If b ∈ Out(G) = S3 is an element of order 3,
the group S3 can be generated with a1 and b. The elements a2 := ba1b−1 and a3 := b2a1b−2
have also order 2, and hence if B is a lift of b to Aut3(G), the real groups B(Spin0(1, 7))
and B(Spin0(3, 5)) and B
2(Spin0(1, 7)) and B
2(Spin0(3, 5)) are isomorphic to Spin0(1, 7)
and Spin0(3, 5), respectively, but of course by outer isomorphisms. Among the complex
simple Lie algebras, this is the only case for which there is this type of phenomenon. To
distinguish these different subgroups of Spin(8,C) we introduce the notation
Spin0(1, 7)i := B
i−1(Spin0(1, 7)) with i = 1, 2, 3,
and
Spin0(3, 5)i := B
i−1(Spin0(3, 5)) with i = 1, 2, 3.
These correspond to conjugations and holomorphic involutions σ1,7i := B
i−1σ1,7B1−i, θ1,7i :=
Bi−1θ1,7B1−i, and σ3,5i := B
i−1σ3,5B1−i, θ3,5i := B
i−1θ3,5B1−i, respectively, with i = 1, 2, 3.
The subgroup Gθ
p,q
of fixed points of the involution θp,q given by (10.2) is Spin(p,C)×
Spin(q,C) The decomposition g = g+p,q ⊕ g−p,q in (±1)-eingenspaces for θp,q is given by
g+p,q =
{(
X 0
0 Y
)
| X ∈ so(p,C), Y ∈ so(q,C)
}
,
and
g−p,q =
{(
0 Z
−Zt 0
)
| Z complex (p× q)-matrix
}
.
Clearly, for p = 1, q = 7 one has Gθ
1,7
i = Bi−1(Spin(1,C) × Spin(7,C)) and the (±1)-
eingenspace decompostion of g for θ1,7i is given
g = Bi−1(g+1,7)⊕ Bi−1(g−1,7),
where, as usual, we are denoting by the same letter the element in Aut(g) induced by an
element in Aut(G). Similarly for the other outer case corresponding to p = 3, q = 5.
The subgroup Gθ
∗
of fixed points of the involution (10.3) is the double cover determined
by the exact sequence (10.1) of the subgroup GL(4,C) ⊂ SO(8,C) given by elements(
A 0
(At)−1
)
,
where A ∈ GL(4,C). The decomposition g = g+ ⊕ g− in (±1)-eingenspaces for θ∗ is given
by g+ = gl(4,C) and g− = Λ2(C4)⊕ Λ2(C4)∗.
We have all the ingredients now to apply Theorems 8.2 and 8.1 to our situation.
Theorem 10.1. Let G = Spin(8,C). Consider the involution
ι :M(G)→M(G)
(E,ϕ) 7→ (E,−ϕ).
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Then
(1) ⋃
p=0,2,4; p+q=8
M˜(Gθp,q ,−)
⋃
M˜(Gθ∗ ,−) ⊂M(G)ι,
(2)
M(G)ιss ⊂
⋃
p=0,2,4; p+q=8
M˜(Gθp,q ,−)
⋃
M˜(Gθ∗ ,−)
Theorem 10.2. Let G = Spin(8,C) and let 1 6= ai ∈ Out2(G) with i = 1, 2, 3. Consider
the involutions
ι(ai,±) :M(G)→M(G)
(E,ϕ) 7→ (ai(E),±ai(ϕ)).
Then
(1) ⋃
p=1,3; p+q=8
M˜(Gθp,qi ,±) ⊂M(G)ι(ai,±),
(2)
M(G)ι(ai,±)ss ⊂
⋃
p=1,3; p+q=8
M˜(Gθp,qi ,±)
Of course we have the corresponding versions of Theorem 8.6 regarding the corresponding
involutions in the moduli space of representations R(G).
It is clear that the subvarieties M˜(Gθp,qi ,±) for p = 1, 3 are transformed one into another
by the action of the order 3 element b ∈ Out(G), namely,
M˜(Gθp,qi ,±) = bi−1(M˜(Gθp,q ,±)),
for i = 1, 2, 3.
10.2. Order 3 automorphisms. Let b ∈ Out3(G), and let ζk := exp(2πik3), with k =
0, 1, 2. We study now the order 3 automorphism ofM(G) given by (E,ϕ) 7→ (b(E), ζkb(ϕ)).
To do this, we need to understand the 3-clique b, that is we need to know the set cl −13 (b) ∈
Aut3(G)/ ∼. This is studied in [54]. It turns out that cl −13 (b) consists of two classes. One
can choose representatives θ1, θ2 ∈ Aut3(G) of these two classes such that
Gθ1 = PSL(3,C) ⊂ Spin(8,C)
and the decomposition of g in ζk-eigenspaces for k = 0, 1, 2 is
g = g0 ⊕ g1 ⊕ g2 = sl(3,C)⊕ S2(C3)⊕ S2(C3)∗,
where S2(C3) is the 2-symmetric tensor product of the fundamental representation of
SL(3,C), which is thus 10-dimensional; and
Gθ2 = G2 ⊂ Spin(8,C),
and
g = g0 ⊕ g1 ⊕ g2 = g2 ⊕ C7 ⊕ C7,
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where C7 is the fundamental representation of G2.
We can now apply Theorem 6.3 to obtain the following.
Theorem 10.3. Let G = Spin(8,C), b be a non-trivial element of order 3 in Out(G) = S3,
and ζk := exp(2πi
k
3
), with k = 0, 1, 2. Consider the order 3 automorphism
ι(b, ζk) :M(G)→M(G)
(E,ϕ) 7→ (b(E), ζkb(ϕ)).
Then
(1)
M˜(PSL(3,C), ζk) ∪ M˜(G2, ζk) ⊂M(G)ι(b,ζk),
(2)
M(G)ι(b,ζk)ss ⊂ M˜(PSL(3,C), ζk) ∪ M˜(G2, ζk).
A direct approach to this case has been given in [2], where the stability conditions for
the (PSL(3,C), ζk)- and (G2, ζk)-Higgs bundles have been explictly worked out.
One has b−1 = aibai for any a 6= 1 in Out2(G), and hence if A ∈ Aut2(G) is a lift of a,
the 3-clique b−1 has θ′1 = Aθ1A
−1 and θ′2 = Aθ2A
−1 as representatives of the two classes in
cl
−1
3 (b
−1), thus having Gθ
′
1 = A(PSL(3,C)) and Gθ
′
2 = A(G2). The fixed points of ι(b, ζk)
are hence moved to the fixed points of ι(b−1, ζk) by the action of b on M(G).
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