We establish a fundamental equivalence between singular value decomposition (SVD) and functional principal components analysis (FPCA) models. The constructive relationship allows to deploy the numerical efficiency of SVD to fully estimate the components of FPCA, even for extremely high-dimensional functional objects, such as brain images. As an example, a functional mixed effect model is fitted to high-resolution morphometric (RAVENS) images. The main directions of morphometric variation in brain volumes are identified and discussed. * Vadim Zipunnikov is a Postdoctoral Fellow, Brian Caffo and Ciprian Crainiceanu are Associate Professors,
Introduction
Epidemiological studies of neuroimaging data are becoming increasingly common.
Common features of these studies generally include large sample sizes and subtle effects under study. High-resolution three-dimensional brain images exponentially increase the volume of data, making many standard inferential tools computationally infeasible. This and other high dimensional data sets have motivated an intensive effort in the statistical community on methodological research for functional data analysis (Di et al., 2008; Crainiceanu et al., 2009; Staicu et al., 2010; Greven et al., 2010; Di and Crainiceanu, 2010; Crainiceanu et al., 2010; Mohamed and Davatzikos, 2004; Reiss et al., 2005; Ogden, 2008, 2010) .
We put forward a generalization of principal components to understand major directions of variation in such large-scale neuroimaging studies. However, unlike most eigenimaging approaches, we connect the methods to formal mixed models for imaging data. Therefore, the approach yields a fully specified model and inferential framework. We further give a didactic explanation of easy methods for handling the necessary high dimensional calculations on even modest computing infrastructures.
Our proposed data-driven methods apply generally, though in this manuscript we specifically apply it to morphometric images that would typically be used for voxel-based morophometry (Ashburner and Friston, 2000) . In an imaging setting, the basic data requirement is a sample of spatially registered images, where the study of population variation in the registered intensities is of interest. Since the methods vectorize the imaging array information as a first step, whether the images are one, two, three or four (as in fMRI or PET studies) dimensional is irrelevant; though we stipulate that alternate methods that separate spatial and temporal variation (Beckmann and Smith, 2005; Caffo et al., 2010) are more relevant in the 4D cases.
Regardless, the methods are generic and portable to a wide variety of imaging and non-imaging settings.
We also discuss the practical computing for the methods. We specifically demonstrate that model fitting can be performed via a SVD that can be applied iteratively, loading only components of the data at a time. Thereby, we demonstrate that the methods are scalable to large studies and can be executed on modest computing infrastructures.
The manuscript is laid out as follows. Section 2 describes the motivating data, regional tissue volume maps (RAVENS maps) derived from structural brain MRI of former organolead manufacturing workers. Section 3 explains why fitting FPCA model is identical to constructing SVD of the data matrix as well as provides necessary numerical adaptation to high-dimensional data. In Section 4 the method is applied to the RAVENS data. Section 5 concludes with a discussion.
Motivating data
The motivating data arises from a study of voxel-based morphometry (VBM) (Ashburner and Friston, 2000) in former organolead manufacturing workers. VBM is a common approach to analysis of structural MRI. The primary benefits of VBM are its lack of need for a-priori specified regions of interest and its exploratory nature.
VBM facilitates identification of complex, and perhaps previously unknown, patterns of brain structure via regression models of exposure or disease status on deformation maps.
However, VBM, as its name suggests, is applied at a voxel-wise level, resulting in tens or hundreds of thousands of tests considered independently. In contrast, regional analyses are primarily confirmatory, requiring both specified regional hypotheses as well as an anatomical parcellation. We instead analyze morphometric images to find principal directions of cross-sectional variation of brain image shapes. While this approach is useful for both analyzing deformation fields as an outcome (functional principal components analysis), it is also useful for regression models where morphometric deformation is a predictor (functional principal component regression), (Ramsay and Silverman, 2010) .
The data were derived from an epidemiologic study of the central nervous system effects of organic and inorganic lead in former organolead manufacturing workers, described in detail elsewhere (Stewart et al., 1999; . Subject scans were from a GE 1.5 Tesla Signa scanner. RAVENS image processing (described further below) was performed on the T1-weighted volume acquisitions.
RAVENS stands for Regional Analysis of VolumE in Normalized Space, and represents a standard method for discovering localized changes in brain shape related to exposures (Goldszal et al., 1998; Shen and Davatzikos, 2003) . It has been shown to be scalable and viable on large epidemiological cohort studies (Davatzikos et al., 2008; Resnick et al., 2009 ). The method analyzes smoothed deformation maps obtained when registering subjects to a standard template. Processing, and hence analysis, is performed separately for different tissues types (gray/white) and possibly for the analysis of cerebrospinal fluid (CSF), which may be informative for ventricular volume and shape. A complete description of RAVENS processing can be found in Goldszal et al. (1998) and Shen and Davatzikos (2003) . In this study, we consider images collected over two visits roughly five years apart that were registered using a novel 4D generalization of RAVENS processing (Xue et al., 2006) . Hence we investigate crosssectional variation, separately at the first and second visits, as well as longitudinal variation as summarized by difference maps between the two time points.
We emphasize that our proposed modeling does not depend on imaging modality and processing. (Though, of course, processing and scientific context will dictate the utility of the models.) The necessary inputs for the procedure are images registered in a standardized space, where voxel-specific intensities are of interest. For example, the methods equally apply to PET images of a tracer or DTI summary (e.g. fractional anisotropy, mean diffusivity) maps.
Methods
In this section we discuss FPCA model. The relationship between FPCA and SVD will be highlighted. This link will allow us to address efficiently the computational issues arising for FPCA model in high-dimensional settings. Furthermore, the geometrical interpretation of left and right singular vectors within FPCA framework will be closely examined.
Single level FPCA
Suppose that we have a sample of images X i , where X i is a vectorized image of the i th subject, i = 1, . . . , I. Every image is a 3-dimensional array structure of dimension p = p 1 × p 2 × p 3 . For example, in the RAVENS data described in Section 2 p = 256 × 256 × 198 = 12, 976, 128. Of course, efficient masking of the data reduces this number drastically (to three million in the case of the RAVENS data). Hence, we represent the data X i as a p × 1 dimensional vector containing non-background voxels in a particular order, where the order is preserved across all voxels.
Following Di et al. (2008) we consider a single level functional model:
. . , I and v denotes a voxel coordinate. The image µ(v) is the overall mean image and Z i (v) is a subject-specific image deviation from the overall mean. We assume that µ(v) is fixed and Z i (v) is a zero-mean second-order stationary stochastic process with continuous covariance function. Using Karhunen-Loeve expansions of the random processes (Karhunen, 1947) 
Typically, a small number of principal components (or eigenimages), N , can explain the most of the variation (Di et al., 2008) . Statistical estimation of model (1) includes estimating eigenimages φ k with eigenvalues σ k and eigenscores ξ ik .
The clear estimate µ, the vectorized version of µ(v), is the sample point-wise
is eigen-analyzed to obtain the eigenvectors φ k and eigenvalues σ k . Denote X = ( X 1 , . . . , X I ) where X i is a centered p × 1 vector containing the unfolded image for subject i. Then covariance operatorK is estimated asK =
rank(K) = r the covariance operatorK can be decomposed asΦΣΦ where p × r matrixΦ has orthonormal columns,φ k , and r ×r diagonal matrixΣ has non-negative diagonal elementsσ 1 ≥σ 2 ≥ .. ≥σ r > 0. The number of principal components, N , is typically chosen to make the explained variability (σ 1 + . . . +σ N )/(σ 1 + . . . +σ r ) large enough. Although, there are more sophisticated methods (Di et al. (2008) and Crainiceanu et al. (2009) Nevertheless, it is still possible to get eigendecomposition ofK by using the fact that the number of subjects, I, is typically much smaller than p. Indeed, if I < p then matrix X = ( X 1 , . . . , X I ) has at most rank I and the SVD of X
can be obtained with O(pI 2 +I 3 ) computational effort (Golub and Loan, 1996) . Here, the matrix V is p × I with I orthonormal columns, S is a diagonal I × I diagonal matrix and U is a I × I orthogonal matrix. Full details on efficient SVD calculation for ultra high-dimensional p will be provided in the next section. Now we will show the relation between FPCA (1) and SVD (2).
Assume for a moment that we calculated (2). ThenK =ΦΣΦ = (1/I)VSV .
Given all eigenvalues are different, the eigendecomposition ofK is unique. Thus,
which determines the estimates of eigenimagesφ k and eigenvaluesσ k . Estimated eigenfunctionsφ k and eigenvaluesσ k are used to calculate the estimated best linear unbiased predictors (EBLUPs) (McCulloch and Searle, 2001 , Ch.9) of the scores ξ ik .
Again, brute-force calculation of EBLUPs requires the inversion of high-dimensional matrices (see Di and Crainiceanu, 2010; Crainiceanu et al., 2009 ) and becomes prohibitive. Next we will show that the EBLUPs for model (1) is nothing but vectors orthonormal to the right singular vectors of the SVD. McCulloch and Searle, 2001, Ch.9) . If p ≤ I it can be written as:
If matrices Φ and Σ are known thenξ i = ξ i ; in other words, with known variances, we can exactly recover the eigenscores ξ i . However, in practice both the eigenvectors and the variances are estimated and these estimators are plugged into (4) to get estimated BLUPs. Combining (3) and (2) in (4) leads tô
where U(i, 1 : N ) denotes the first N coordinates of the ith row of the matrix U.
Note that the independence of images X i 's translates geometrically into orthogonality of the rows of U. The independence of eigenscores ξ ik is equivalent to orthogonality of the columns of U.
We are interested in a situation when p is larger than I and (4) can not be applied directly. In this case, the BLUP is expressed via pseudo-inverse matrices (Harville, 1976) :
− is the unique generalized inverse of the matrix ΦΣΦ which equals to ΦΣ −1 Φ (see Demidenko, 2004, Appendix) .
Combining (2) and (3) in (4) and using the form of the generalized inverse we obtain that (5) is true for case p ≥ I.
To summarize, we demonstrated that: i) the eigenvectors φ k are given by the left singular vectors v k ; ii) the normalized principal scores ξ ik are given by vectors orthonormal to the right singular vectors u k ; and iii) the variances σ k are estimated by the scaled singular values s k /I.
Implementation
Now we give details of a fast and efficient algorithm for calculating SVD with O(pI 2 + I 3 ) computational effort and sequential access to the memory. It was easily implemented on a regular PC and completed in minutes for the Former Lead Worker's RAVENS data. First step is to use I × I symmetric matrix X X and its spectral decomposition X X = USU to get U and S 1/2 . For high-dimensional p the matrix X can not be loaded into the memory. The solution we suggest is to partition 
Application to RAVENS images
In this section we apply our method to the RAVENS images described in Section 2.
The RAVENS images are 256 × 256 × 198 dimensional for 352 subjects, each with two visits roughly five years apart. We analyze visit 1 and visit 2 separately. In addition, to identify the principal directions of the longitudinal change we consider a difference between images taken at visit 1 and visit 2. Although the data contains both white and gray matter as well as CSF, for illustration, the analysis is restricted only to the processed gray matter data. A small technical concern was of a few artifactual negative values in the data from the preprocessing. These voxels were removed from the analysis. After processing, the intersection of non-background voxels across images was collected. Such an intersection greatly reduced the dimension of the data matrix from ten billion numbers to two billion numbers divided as three million relevant voxels per subject per visit with seven hundred and four subject-visits.
Following Section 3.2 all calculations were performed in such a way that only one of the manageable submatrices X m needs to be stored in memory at any given moment.
The data matrix, of size 704 by 3 million, was divided into 100 submatrices of size 704
by 30 thousand (ten million numbers each). Note that on lower-resource computers the only change would be to reduce the size of submatrices. All calculations repeated for each of the three data sets were performed in Matlab 2010a and took around 15 minutes for each set on a PC with a quad core i7-2.67Gz processor and 6Gb of RAM memory.
In the analysis, we first estimated the mean by the empirical voxel-specific arithmetic average. The visit specific mean images are uniform over the template and simply convey the message that localized changes in morphometry within subgroups get averaged over. The same is true for the mean of the longitudinal differences. In our eigenimage analysis we de-mean the data by subtracting out these vectors and work with de-meaned matrix X. Figure 1 shows the proportions of morphometric variation explained by the first thirty eigenimages for visit 1, visit 2, and the longitudinal difference. Cumulatively, the first thirty eigenimages explain 46.6%, 45.7%, and 52.5% of variation in data for visit 1, visit 2, and the longitudinal difference, respectively. The way eigenvalues decay on the most right graph of Figure 1 is a clear indication that the longitudinal changes can be accurately described by the first thirty principal components explaining more than half of the longitudinal variation. Although the number of principal components, N , is usually chosen to explain enough variation (Di et al., 2008) , our primary interest is the first few which identify the regions of brain exhibiting the most morphometric variation. The pattern of the percentage decrease on all three graphs of Figure 1 flattens out after approximately the first ten principal components. Therefore, we concentrate our analysis on the first ten principal components. Table 1 : Cumulative percentage of variation explained by first ten eigenimages for RAVENS data (visit 1 (top row), visit 2 (middle row), and the longitudinal difference (bottom row)). Figure 2 provides the estimated actual eigenvalues for the eigenim-ages. Notice, however, that we are more interested in the relative size of the eigenvalues representing quantitative measure of variability of the related eigenscores. Bottom panel of Figure 2 plots the distributions of the eigenscores corresponding to the first ten eigenimages. In Section 3.1 we showed that the estimates of the normalized eigenscores are given by the right singular vectors of matrix X. Therefore, the estimates of unnormalized eigenscores can be obtained once we multiply them by the square root of the corresponding eigenvalues provided in the top panel of Figure 2 . The estimated eigenscores serve as (signed) quantifiers relating eigenimages to subjects and their RAVENs maps. As we can see, the distribution of eigenscores in visit 1 and visit 2 are close to each other. We now discuss overlap of the eigenimages with anatomical regions. Due to space limitations we discuss and depict only the first three eigenimages. The k th eigenimage explains σ k = σ k φ k φ k amount of variation. Recall, each coordinate of φ k corresponds to a voxel in template space. Therefore, if the template is parcellated into regions, then we can calculate the proportion of the variance explained by this particular region within eigenimage φ k -on a scale from 0 to 1. In our study, the template has been divided into R = 91 regions displayed in Table 5 . However, the approach is general and applicable to any parcellation. Therefore, the variance explained by the k th eigenimage can be further decomposed as σ k = σ k 91 r=1 w kr ,where nonnegative weights w kr sum over the 91 regions to one and represent the proportion of variance σ k explained by region r. In Table 2 we provide the variance explained by the 
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Discussion
In this paper we proved a connection between SVD and functional mixed effect models. This coupling allowed us to develop efficient model-based computing techniques.
The developed approach was applied to a novel morphometric data set with 704 RAVENS images. Principal components of morphometric variation were identified and studied. An alternative to our analysis would be a more formal separation of cross-sectional and longitudinal morphometric variation within multilevel functional principal component analysis framework suggested in (Di et al., 2008) .
There are a few important limitations in the presented methodology. First, we
have not assumed noise in the model. RAVENS data represent preprocessed and smoothed images. However, there are considerable number of studies collecting functional observations measured with non-ignorable noise. In addition, the model we considered does not allow any sparsity of the high-dimensional functional observations. This issue was addressed in (Di et al., 2008) and (Di and Crainiceanu, 2010) for multilevel models. The proposed efficient solutions were based on smoothing of the covariance operator which is infeasible for high-dimensional data. Table 2 : Visit 1: Proportion of the variance explained by the regions of the template (see Table 5 for the template parcellation). The twenty five regions with the highest loadings are provided. For each eigenimage: first column shows the label, second shows the proportions of variance explained within this eigenimage (in decreasing order), third quantifies the positive loading (blue), fourth quantifies the negative loading(red). Table 3 : Visit 2: Proportion of the variance explained by the regions of the template (see Table 5 for the template parcellation). The twenty five regions with the highest loadings are provided. For each eigenimage: first column shows the label, second shows the ordered proportions of variance explained within this eigenimage (in decreasing order), third quantifies the positive loading (blue), fourth quantifies the negative loading(red). 
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http://biostats.bepress.com/jhubiostat/paper223 Table 5 for the template parcellation). The twenty five regions with the highest loadings are provided. For each eigenimage: first column shows the label, second shows the ordered proportions of variance explained within this eigenimage (in decreasing order), third quantifies the positive loading (blue), fourth quantifies the negative loading(red). 
