Aims. We present a study of the optical and near-infrared (NIR) properties of the Type Ia Supernova (SN Ia) 2003du.
Introduction
Type Ia supernovae (SNe Ia) form a relatively homogeneous class of objects with only a small scatter in their observed absolute peak magnitudes (∼ 0.3 mag). Moreover, their spectra ⋆ E-mail: vall@physto.se and light curves are strikingly similar (e.g. Branch & Tammann, 1992) . Theoretical investigations strongly suggest that SNe Ia are thermonuclear explosions of carbon/oxygen white dwarfs (WD) with masses close to the Chandrasekhar limit ∼ 1.4M ⊙ (for a review see Hillebrandt & Niemeyer, 2000) . In the favored model, the WD mass grows via accretion from a com-panion star until the mass reaches the Chandrasekhar limit and the WD ignites at (or near) its center. The light curves of SNe Ia are powered by the energy released from the decay of radioactive 56 Ni produced during the explosion (typically a few tenths of M ⊙ ) and its daughter nuclides, and the scatter of the absolute magnitudes is mostly due to the different amounts of synthesized 56 Ni. However, it has been shown that the peak luminosity of SNe Ia correlates with the luminosity decline rate after maximum light; the slower the decline, the greater the peak luminosity (Pskovskii, 1977; Phillips, 1993; Hamuy et al., 1995 Hamuy et al., , 1996 Riess et al., 1995) . After correcting for the empirical "light curve width -peak luminosity" relation and for the extinction in the host galaxy, the dispersion of the SN Ia absolute peak B magnitudes is ∼ 0.14 mag (Phillips et al., 1999) . This property combined with their high intrinsic luminosity (M V ≃ −19.2 mag), make SNe Ia ideal for measuring relative cosmological distances.
Observations of SNe Ia out to a redshift of z ∼ 1.0 led to the surprising discovery that the expansion of the Universe is accelerating, and that ∼ 70% of the Universe consists of an unknown constituent with effective negative pressure, dubbed "dark energy" (Riess et al., 1998; Perlmutter et al., 1999; Knop et al., 2003; Riess et al., 2004; Astier et al., 2006; Riess et al., 2007; Wood-Vasey et al., 2007) . Currently, the favored model for dark energy is a non-zero positive cosmological constant Λ (or vacuum energy), but more exotic models have also been proposed (for a review see Peebles & Ratra, 2003) . There are several observational programs planned or in progress that aim to discover and observe hundreds of SNe Ia up to z ∼ 1.7, with the goal of measuring cosmological parameters with greatly improved accuracy. This will enable distinctions to be made between the large number of proposed models for dark energy. Although these programs will be able to greatly reduce the statistical uncertainties on the measured cosmological parameters, the output will still be limited by systematic errors due to our poor knowledge of some aspects of SNe Ia and their environment. Two of the major concerns are the possible evolution of the brightness or colors of SNe Ia with redshift and the estimation of the reddening in the host galaxy. There are indications that the amount of 56 Ni synthesized during the explosion is sensitive to the metallicity, carbon-to-oxygen (C/O) ratio and the central density of the exploding WD Umeda et al., 1999; Timmes et al., 2003; Röpke & Hillebrandt, 2004; Röpke et al., 2006) , although based on three-dimensional simulations Röpke & Hillebrandt (2004) and Röpke et al. (2006) found that the C/O ratio has little effect on the 56 Ni production. These quantities may, however, evolve with redshift and might therefore introduce some evolution of the observed SNe Ia properties. However, our poor knowledge of the details of the physics of the explosion, the progenitor systems and how the WD mass grows to the Chandrasekhar limit (e.g., Hillebrandt & Niemeyer, 2000) ) prevents us from accurately estimating the magnitude of the effect, and the extent to which it could affect the derived cosmological parameters. The difficulties in accurately estimating the reddening in the SN host galaxies arise mostly from the uncertainty in the intrinsic colors of SNe Ia (e.g., Nobili et al., 2003) and the calibration of the photometry (Suntzeff, 2000) , combined with poor knowledge of the dust properties.
In this paper we present observations of the nearby Type Ia SN 2003du. It was discovered by The Lick Observatory and Tenagra Observatory Supernova Searches (Schwartz & Holvorcem, 2003) two weeks before maximum light and an intensive optical and NIR observational campaign was initiated by the European Supernova Collaboration (ESC). The optical and NIR observations were carried out until 466 and 30 days after B-band maximum light, respectively; throughout this paper we define the phase of the supernova as the time in days from the B-band maximum. The goal of the ESC is to make progress in our understanding of the physics of the thermonuclear SN explosions by collecting and analyzing early-time observations of nearby SNe Ia. Since 2002 the ESC has obtained via coordinated observations using a large number of telescopes optical and IR observations for 15 nearby SNe Ia. First results of the observations have already been published (SN 2002bo -Benetti et al. 2004 , Stehle et al. 2005 SN 2002dj -Pignata et al. 2005 SN 2002er -Pignata et al. 2004 , Kotak et al. 2005 SN 2003cg -Elias-Rosa et al. 2006 SN 2004eo -Pastorello et al. 2007a SN 2005cf -Pastorello et al. 2007b , Garavini et al. 2007 Benetti et al. 2005; Mazzali et al. 2005a ). Optical observations of SN 2003du have also been presented by Gerardy et al. (2004) , Anupama et al. (2005) and Leonard et al. (2005) .
Observations and data reduction

Optical spectroscopy
The optical spectroscopy log of SN 2003du is given in Table 1 . The spectra were reduced 1 following the algorithm of (Horne, 1986) . The images were first bias and flat-field corrected. The 1D spectra were then optimally extracted from the 2D images, simultaneously identifying and removing the cosmic rays and bad pixels. The spectra were wavelength calibrated using arclamp spectra. The wavelength calibration was checked against the night-sky emission lines and, when necessary, small additive corrections were applied. Spectrophotometric standard stars were used to flux calibrate the SN spectra. Telluric absorption features were removed from the supernova spectra following Wade & Horne (1988) . On a number of nights two different spectrometer settings were used to cover the whole optical wavelength range, and the two spectra were combined into a single spectrum. Most of the spectra have dispersion between ∼ 1 Å pixel −1 and ∼ 5 Å pixel −1 , except for the few red spectra taken at Asiago 1.82m telescope, which have a dispersion of ∼ 15 Å pixel −1 and one WHT spectrum with ∼ 0.23 Å pixel −1 . The spectra were obtained with the slit oriented along the parallactic angle in order to minimize differential losses due to atmospheric refraction (Filippenko, 1982) . Nevertheless the relative flux calibration was not always sufficiently accurate and the final flux calibration was achieved by slightly correcting the spectra to match the observed photometry. This step was done alongside the calibration of the photometry and is discussed in detail in the Appendix.
Optical photometry
The optical photometric observations of SN 2003du were obtained with a number of instruments equipped with broadband U BVRI filters. The CCD images were bias and flat-field corrected. Cosmic ray hits were identified and cleaned with the 3500-8060 TNG a AS1.8 = Asiago 1.82m + AFOSC; AS1.2 = Asiago 1.22m + B&C; TNG = TNG 3.58m + DOLORES; NOT = NOT 2.6m + ALFOSC; CA2.2 = Calar Alto 2.2m + CAFOS; CA3.5 = Calar Alto 3.5m + MOSCA; WHT = WHT 4.2m + ISIS; INT = INT 2.5m + IDS b average of spectra obtained on 17 and 18 Nov. 2003; these spectra cover the ranges 4370-5220 Å and 6200-7050 Å with dispersion 0.23 Å pixel −1 .
Laplacian detection algorithm of van Dokkum (2001) . The observations consist of single exposures at early times and dithered multiple exposures at late epochs. In the latter case, the images in each filter were combined to form a single image. For the Iband, we also corrected for fringing in the individual exposures. The SN lies only 15 ′′ from the host galaxy nucleus, on a complex background (Fig. 1) . The background contamination may significantly degrade the photometry, especially at late epochs when the SN has faded considerably. The approach commonly used is to subtract the background using template galaxy images without the SN, taken either before or a few years after the SN explosion. The galaxy template, preferably with better seeing and signal-to-noise ratio (S/N) than the SN images, is aligned with the SN image, convolved with a suitable kernel so that the point-spread functions (PSF) of the two images are the same, then scaled to match the flux level of the SN image and 16.874 (15) 16.418 (15) 16.107 (14) 12 18.328 (46) 18.636 (27) 18.158 (18) 17.799 (18) 17.487 (14) subtracted. The SN flux can then be correctly measured on the background-subtracted image.
Lacking pre-explosion observations of the host galaxy of SN 2003du, we constructed template images using observations which we obtained more than one year after SN maximum light. The SN magnitudes were measured by PSF-fitting. The small SN contribution was then subtracted and the images were visually inspected for over-or under-subtraction (none was noticed). The best seeing images were then combined to form the templates. The subtraction of the host galaxy from the "SN + host" images was done with Alard's (Alard & Lupton, 1998; Alard, 2000) optimal image subtraction software, slightly modified and kindly made available to us by B. Schmidt. When using galaxy templates built in this way, any improperly subtracted SN light will introduce systematic errors into the subsequent photometry. In the case of SN 2003du this should, however, be negligible because at the epochs used to build the templates, the SN was much fainter than on the images to which the template subtraction was applied (at least 2 mag fainter at +220 days and 4-5 mag fainter over the first three months after maximum). Even if we conservatively assume that the final templates still contained 20% of the SN light, the error introduced would be at most 0.03 mag at +220 days and clearly negligible during the first 3-4 months after maximum.
The SN magnitudes were measured differentially with respect to the field stars indicated with numbers in Fig. 1 . The instrumental magnitudes were measured by aperture photometry for observations before September 2003 and by PSF fitting at the later epochs. The magnitudes of the field stars were calibrated for two photometric nights at the Nordic Optical TelescopeMay 15 and 16, 2003. On each night, the field of the globular cluster M92 that includes the standard stars listed in Majewski et al. (1994) was observed at four airmasses between 1.06 and 1.8. The BVRI magnitudes of the standard stars were taken from (Stetson, 2000) 2 , while the U magnitudes were calculated from the U − B values given in Majewski et al. (1994) . The standard star magnitudes were measured with PSF photometry and aperture corrections were applied to convert the PSF magnitudes to magnitudes in an aperture with a radius of five times the seeing. Following Harris et al. (1981) , all measured magnitudes were fitted simultaneously (with 3σ clipping) to derive linear transformation equations, with the additional requirement that the color-terms and the zero-points to be the same for the two nights. Second-order extinction terms were not included. The calibrations for the two nights agree very well within the estimated photometric (statistical) errors. The weighted average magnitudes from the calibration in the two nights and the corresponding errors are given in Table 2 . Note that the uncertainties of the calibrated magnitudes are donated by the uncertainty of the zero-point and not by the statistical uncertainty. A comparison between the stars in common with Leonard et al. (2005) and Anupama et al. (2005) reveals that there are small systematic differences between the photometry; ours being generally brighter. The mean differences with the BVRI photometry of Leonard et al. (2005) are, respectively, 0.010 ± 0.020, 0.013 ± 0.020, 0.039 ± 0.010 and 0.013 ± 0.027 mag. Excluding star #1 which is brighter in Anupama et al. (2005) in all bands, the mean differences are 0.00 ± 0.05, 0.06 ± 0.01, 0.04 ± 0.01, 0.06 ± 0.02 and 0.015 ± 0.010 mag for the U BVRI bands, respectively. Some of these differences are non-negligible and we have no explanation of why they appear in the comparison stars calibrations. This is clearly worrisome and emphasizes one important source of systematic errors when different SN data sets are combined and used to derive cosmological parameters. Landolt (1992) standard fields were observed to derive the instrument color-terms (ct), allowing us to transform the photometry of SN 2003du to the standard Johnson-Cousins system. The instrumental magnitudes of the standard stars were measured by aperture photometry with large apertures. All measurements for a given instrument were fitted simultaneously (with 3σ clipping) with linear equations of the form:
to determine the cts. The upper-case and lower-case letters denote the standard and instrumental magnitudes, respectively.
For each SN image, a zero-point was calculated for each calibrated star by applying Eqs. 1. The final image ZP and its uncertainty are, respectively, the average of the individual ZPs (with 3σ outliers removed if present) and the standard deviation. The measured scatter for the brightest stars was always larger than expected from Poisson statistics. This indicates that there are additional sources of uncertainties: imperfect flat-fielding, presence of non-uniform scattered light, CCD non-linearity, etc. Considering the magnitude scatter of the brightest stars we estimate that these effects contribute ≤ 0.01 mag to the error budget. Finally, the ZPs were added to the measured SN magnitudes to obtain the magnitudes in the natural systems of the instruments used, m nat . The SN magnitudes can be transformed to a standard photometric system using the color corrections obtained with Eqs. 1. It is, however, well known that these color corrections do not work well for SNe and significant systematic differences between photometry obtained with different instruments are often observed (Suntzeff, 2000; Stritzinger et al., 2002; Krisciunas et al., 2003) . The reason is that the SN spectral energy distribution (SED) is very different from that of normal stars. Another consequence of this is that if a given band is calibrated against different color indices, e.g. V(B − V) and V(V − R), one would get the same magnitude for normal stars but slightly different magnitudes for objects with non-stellar SEDs. This is because the color-terms are determined with normal stars, but SNe occupy a different region in the color-color diagrams. The photometric observations of SN 2003du were collected with many different instruments and we chose to standardize the photometry using the S-correction method described by Stritzinger et al. (2002) coupled with our very well-sampled spectral sequence of SN 2003du. The S-correction method assumes that the SED of the SN and the response of the instruments used for the observations are both accurately known. Then one can correct the photometry to any well-defined photometric system by means of synthetic photometry. If f phot λ (λ) is the photon flux of the object per unit wavelength, m nat the object magnitude as defined above, R nat (λ) the response of the natural system and R std (λ) the response of the standard system, then the object standard magnitude m std is:
The constant in Eq. 2 is such that the correction is zero for A0 V stars with all color indices zero. This ensures that for normal stars the synthetic S-correction gives the same results as the linear color-term corrections (Eq. 1). The constant can be determined from synthetic photometry of stars for which both photometry and spectrophotometry is available. The details of the application of the S-corrections are given in the Appendix. In Fig. 2 we only show the time evolution of the difference between the S-correction and the linear color-term correction. Note the particularly large difference for Calar Alto I, and NOT R and I-bands, as well as the rather large scatter for the V-band at all epochs and for the B-band after +20 days. The final photometry of SN 2003du is given in Table 3 . Note that none of the U-band and part of the BVRI photometry could be S-corrected. Additional B and V photometry obtained at Moscow and Crimean Observatories is given in Table 4 . Figure 3 shows a comparison between the S-corrected and color-term corrected B − V color index and I magnitudes. It is evident that in the color-term corrected photometry small systematic differences between the various setups exist. It is also evident that the S-correction removes those differences to a large extent, the exception being the BAO data at early epochs. Significant im- provement is also achieved for the I-band, which required the largest S-corrections.
Near infrared photometry and spectroscopy
Near infrared JHK photometry of SN 2003du was obtained on six nights at TNG and NOT. The two telescopes use identical J and H filters, but the TNG uses a K ′ while the NOT has a K s filter (Tokunaga et al., 2002) . The observations were reduced in the standard way, using the XDIMSUM package in IRAF.
The two nights at the NOT were photometric and standard stars from the list of Hunt et al. (1998) were observed in order to calibrate a local sequence of stars. However, only star #3 ( Fig. 1 ) could be reliably calibrated because it is the only one that is faint enough to be in the linear range of the detector and is bright enough to give an adequate S/N. The average NIR magnitudes of star #3 are J = 14.67, H = 14.38 and K = 14.37, all with uncertainties of ∼ 0.03 mag. The calibrated magnitudes are in good agreement with the 2MASS values, which are J = 14.633 ± 0.037, H = 14.362 ± 0.056 and K = 14.311 ± 0.062. Star #3 was used to calibrate the TNG photometry. No color terms were applied. The NIR photometry of SN 2003du is given in Table 5 .
Eleven low-resolution NIR spectra of SN 2003du were obtained at UKIRT and TNG (Table 6 ). At UKIRT, the spectral range was covered by using different instrument settings. At TNG an AMICI prism was used as disperser. In this mode the whole NIR spectral range is provided in one exposure at the expense of having very low resolving power (≤ 100). Both sets of observations were performed in ABBA sequences, where A and B denote two different positions along the slit. After bias/dark and flat field corrections, for each pair of AB images, the B image was subtracted from the A image. The negative spectrum was shifted to the position of the positive one and subtracted from it. This resulted in an image with the sum of the spectra but minus the sky background. All such images were summed into a single image and the 1D spectra were then optimally extracted. We note that the optimal extraction algorithm has to be applied on images where the pixel levels are given in the form of actual detected counts, and so it will not work quite correctly if applied to background-subtracted images. Special care was thus taken to calculate the optimal extraction weights correctly. The UKIRT spectra were wavelength calibrated with arc-lamp spectra, while for the TNG spectra a tabulated dispersion solution relating pixel number to wavelength was used. The dispersion of the UKIRT spectra ranges from ∼ 5 Å pixel −1 to ∼ 25 Å pixel −1 , while for the TNG spectra, the dispersion is in the ∼ 30 Å pixel −1 -∼ 100 Å pixel −1 range. The A5 V star AS-24 (Hunt et al., 1998) and the F7 V star BS5581 (from the list of UKIRT standard stars) were observed at TNG and UKIRT respectively. The standard stars were observed close in time and airmass to the SN observations. The SN spectra were first divided by the spectra of the comparison stars to remove the strong telluric absorption features. The result was multiplied by a model spectrum of the appropriate spectral type, smoothed to the instrumental resolution, to remove any residual features due to the absorption lines of the standard, simultaneously providing the relative flux calibration. The UKIRT spectra from the different instrument settings that did not overlap were combined using the SN 2003du photometry and average NIR color indices of normal SNe Ia.
Results
Light curves
The U BVRI JHK light curves ( (2005) reveals fairly good consistency. However, systematic differences between the data sets do exist and our photometry is generally brighter. This is probably due to the differences in the comparison star calibrations, as well as to the fact that our photometry was S-corrected, unlike those of Leonard et al. (2005) and Anupama et al. (2005) . To estimate the differences we fitted a smoothing spline function to our data and computed the mean difference and its standard deviation from Leonard et al. (2005) and Anupama et al. (2005) photometry. The difference slightly varies with the SN phase. Up to 30 days after maximum light the mean differences and standard deviations in BVRI are, respectively, 0.068 ± 0.030, 0.046 ± 0.029, 0.047 ± 0.022 and We fitted the B-band template of Nugent et al. (2002) to the data to determine the B-band light curve parameters. This provided the time of B maximum light t B max (JD)=2452766.38 (2003 May 6.88 UT), stretch factor s B = 0.988±0.003 and peak magnitude B max = 13.49 ± 0.02 mag. The peak VRI magnitudes were estimated by fitting low-order polynomials to the data around maximum, giving V max = 13.57 ± 0.02, R max = 13.57 ± 0.02 and I max = 13.83 ± 0.02 mag. The U-band maximum was estimated by fitting our own template derived from the SNe published by Jha et al. (2006a) : U max = 13.00 ± 0.05 mag. The optical photometric coverage around 15 days after B max is rather sparse. However, the B-band template matches the observed photometry very well, thus we are able to use this to determine the decline rate parameter. We find ∆m 15 = 1.02 ±0.05. BVRI template light curves with ∆m 15 = 1.02 were also generated using the data and the method described by Prieto et al. (2006) . These light curves are also shown in Fig. 4 , shifted to match SN 2003du peak magnitudes. The resemblance between SN 2003du light curves and the templates is excellent.
The NIR templates from Krisciunas et al. (2004b) were fitted to the first three JHK photometric points (Fig. 4) to estimate the peak magnitudes: J max = 14.21, H max = 14.56 and K max = 14.29 mag. The rms around the fits are fairly small 0.03, 0.02 and 0.04 mag, respectively, but because the LCs are undersampled the uncertainties in the peak magnitudes should exceed these values. To derive the templates, Krisciunas et al. (2004b) fitted thirdorder polynomials to the photometry of a number of SNe. The rms around the fits are 0.062, 0.080 and 0.075 mag for J, H and K, respectively. These numbers were added in quadrature to the rms around the fits to the SN 2003du data to obtain the uncertainties of the JHK peak magnitudes, 0.07, 0.08 and 0.09 mag, respectively.
The entire light curves are shown in the inset of Fig. 4 . The late-time HS T data from Leonard et al. (2005) are also shown (open symbols); these are consistent with our ground based photometry. After ∼ +180 days the magnitudes of SN 2003du decline linearly, following the expected form of an exponential radioactive decay chain. The decline rates in magnitudes per 100 days in U BVRI-bands (as determined by linear least-squares fitting) are 1.62 ± 0.12, 1.47 ± 0.02, 1.46 ± 0.02, 1.70 ± 0.06 and 1.00 ±0.03, respectively. The decline rates in the B-and V-bands are virtually the same. The I-band decline on the other hand is much slower than in the other bands. Many other normal SNe Ia Stanishev et al.: SN 2003du: 480 (e.g., Lair et al., 2006) and the peculiar SN 2000cx ) also show similar behavior. ii) Wang et al. (2003b) introduced a novel method, CMAGIC, to estimate the brightness and the reddening of SNe Ia. It is based on the observation that between 5-10 to 30-35 days after maximum the B magnitude is a linear function of B − V with a fairly uniform slope. Applying this method, we obtain E(B − V) = 0.00 ± 0.05.
Reddening in the host galaxy
iii) Krisciunas et al. (2000 Krisciunas et al. ( , 2001 Krisciunas et al. ( , 2004b have shown that the intrinsic V − (JHK) CIs of SNe Ia are very uniform and can be used to estimate the reddening of the host galaxy. Figure 6 shows the V − (JHK) CIs of SN 2003du overplotted with the unreddened loci for mid-(∆m 15 = 1.0 − 1.3) and slow-declining SNe (∆m 15 = 0.8 − 1.0) of Krisciunas et al. (2004b) . Most of the V − (HK) data of SN 2003du fall between the two loci. This is consistent with the fact that its ∆m 15 = 1.02 lies between these two groups of SNe Ia. Although the V − J CI is slightly redder than the locus, overall the V − (JHK) CIs of SN 2003du suggest little reddening.
Combining the results of the three estimates we conclude that SN 2003du suffered negligible reddening within the host galaxy. The main parameters of SN 2003du that we derived from photometry are summarized in Table 7. 3 the factor 0.8 serves to convert E(V − I) to E(B − V) assuming the standard Milky Way extinction law with R V = 3.1. 
Spectroscopy
Our collection of optical spectra of SN 2003du is shown in Figs. 7 and 8. The spectra marked with an asterisk have been smoothed using theá trous wavelet transform (Holschneider et al., 1989) . The optical spectral evolution of SN 2003du is that of a normal SN Ia. In the earliest spectrum at −13 days the Stanishev et al.: SN 2003du: 480 Si  λ6355 line is strong and broad (∼ 10000 km s −1 full-width at half-depth), and the S  λ5454 and λ5640 lines are well developed. In the −11 day spectrum the Ca  H&K and the IR triplet lines are also very strong. In all the spectra until one week after maximum light, Si  λ4129 and λ5972 lines are clearly visible. Mg  λ4481, Si  λλ4553,4568 and the blend of Fe , Si  and S  lines around 4500-5000 Å are also prominent. A few days after B max the spectrum starts to be dominated by Fe group elements and gradually evolves into a nebular spectrum.
The ratio between the depth of the Si  λ5972 and λ6355 lines, R(Si ) (Nugent et al., 1995) , at maximum is R(Si ) = 0.22 ± 0.02, typical for normal SN Ia. R(Si ) does not change significantly in the pre-maximum spectra, remaining at ∼ 0.2.
In Fig. 9 three of the pre-maximum spectra of SN 2003du are compared with spectra of other normal SNe Ia observed at similar epochs and appropriately de-reddened. For this and other comparison plots we use published optical spectra of SN 1994D (Patat et al., 1996; Filippenko, 1997; Meikle et al., 1996) , SN 1990N (Leibundgut et al., 1991) 2003a; Mattila et al., 2005) and SN 2005cg (Quimby et al., 2006) . The spectra at about 10 days before maximum show significant differences. The spectra have not been taken at exactly the same phase and the rapid spectral evolution at such early phases may partly be responsible for the differences. However, most of the differences are most likely intrinsic. It worths noting that the weak feature at ∼6300 Å that is visible in the two earliest spectra of SN 2003du is present in other SNe Ia as well (Fig. 10 ) and has been attributed to C  λ5860 (Mazzali, 2001; Branch et al., 2003; Garavini et al., , 2005 . At one week before maximum the spectra are more similar to each other. It is interesting to note that at these epochs the largest differences between the SNe are seen in the strengths and profiles of the Si  λ6355, Ca  H&K and Ca  IR3 lines. Starting from one week before maximum the spectra of most SNe Ia are very homogeneous. The NIR spectra of SN 2003du are shown in Fig. 11 . The earliest spectra at −11.5 and −11 days are rather featureless with only hints at weak broad P-Cygni profiles. The weak ∼ 1.05 µm absorption could be due to Mg  λ10926 or He  λ10830 (or a combination of the two) (Meikle et al., 1996; Mazzali & Lucy, 1998; Branch et al., 2004; Marion et al., 2003) . The strength of this absorption in the earliest two spectra is quite different, despite the fact that they have been taken only half a day apart. In the −11.5 days spectrum, however, the absorption is likely enhanced by a noise spike due to the low instrument response at this wavelength.
In the day −5.5 spectrum an absorption due to Mg  λ9226 (Marion et al., 2003) is clearly seen. In the earlier IR spectra there are only hints of its presence and it may be just detectable in the optical spectrum at day −11. Our experiments with the SN spectral synthesis code SYNOW (see for details, e.g. Branch et al., 2003) show however, that Si  and possibly Si  may contribute to the red part of this line. No other features are detected in the 0.9-1.2 µm spectral region. In particular, no C  or O  lines are observed, in accordance with the findings of Marion et al. (2006) . The absorption at ∼ 1.21 µm is due to Ca  according to Wheeler et al. (1998) , but the associated emission peak at ∼ 1.24 µm was attributed to Fe  by Rudy et al. (2002) in SN 2000cx . The 1.6 µm absorption seen in the spectra until maximum light is due to Si  with a possible contribution from Mg  Marion et al., 2003) . The broad features beyond ∼ 1.7 µm lack clear identification. Possible contributors are Si  at ∼ 2 µm and Co  at ∼ 2 − 2.05 µm and ∼ 2.3 µm (Marion et al., 2003) .
By day +12, two strong emission features at ∼ 1.55 µm and ∼ 1.75 µm dominate the 1.4-1.8 µm spectral region. These two features are formed by blending of many Fe , Co  and Ni  emission lines . Lines of Fe , Co , Ni  and Si  dominate the spectral region beyond 2 µm. From day +15, a number of lines, with uncertain identifications also develop in the J band. One can also clearly see how a flux deficit at ∼ 1.35 µm develops. This causes the very deep minimum observed in the J-band light curves of most SNe Ia around 20 days after maximum. et al., 1996), SN 1999ee , SN 1998bu (Jha et al., 1999; Hernandez et al., 2000; Hamuy et al., 2002) , and SN 2002bo . Similarly to the optical, the IR spectra of normal SNe taken at similar epochs are very homogeneous, even the spectra taken 6-12 days before maximum. The only significant difference is in the J-band, where the Mg  lines of SN 2002bo are stronger compared to other SNe.
Blueshifts of absorption-line minima
We have measured the blueshifts of the absorption-line minima of Si  λ6355, S  λ5640 and Si  λλ4553,4568, which are thought to be relatively un-blended (Branch et al., 2003) , by fitting a Gaussian to the line absorption troughs. In the rest of the paper we report the velocities that correspond to the measured blueshifts of the absorption-line minima (unless otherwise stated) and will refer to these as velocities of the absorption lines. By convention, these velocities are negative and we say that the velocity of a line increases from, e.g. −20000 to −10000 km s −1 . The velocities inferred from an explosion model will be reported as positive numbers.
The velocities of the Si  λ6355, S  λ5640 and Si  λλ4553,4568 lines are shown in Fig. 13 and it is evident that the time evolution is very similar to that in other normal SNe Ia (see, e.g. Benetti et al., 2005) . The Si  λ6355 velocity initially increases rapidly, but 7-5 days before maximum the increase rate slows down and the velocity remains almost constant thereafter. The velocities of the S  λ5640 and Si  λλ4553,4568 lines increase at nearly constant rate; however, there is a hint that the S  λ5640 velocity remains constant after maximum, similarly to Si  λ6355. (continuum) photosphere is at electron scattering optical depth 2/3. However, the velocity gradient in the expanding SN ejecta causes many weak lines to overlap which gives rise to strong pseudo-continuum (e.g., Pauldrach et al., 1996) , and the socalled expansion opacity (Karp et al., 1977; Pinto & Eastman, 2000) is an analytical description of this effect. This expansion opacity may exceed electron scattering opacity by orders of magnitude. The velocity of the pseudo-photosphere thus created is wavelength-dependent. Besides, strong absorption lines may form in a large volume above the continuum photosphere. For these reasons, the line velocities we measure most likely do not trace the velocity of the continuum photosphere and should be interpreted with caution. Lentz et al. (2000) have computed a grid of photospheric phase atmospheres of SNe Ia with different metallicities in the C+O layer and computed non-LTE synthetic spectra. It would be more reasonable for us to compare the Si  λ6355 line velocities in SN 2003du with the measurements from the Lentz et al. (2000) synthetic spectra. The time evolution is qualitatively similar and in Fig. 13 we also show the measurements for the 1/3 Solar metallicity models, which best follows the SN 2003du Si  λ6355 line blueshift. Marion et al. (2003) showed that the velocities of lines in NIR spectra could be used to constrain the location of the transition region between the layers of explosive carbon and oxygen burning, and incomplete to complete silicon burning, and hence place constraints on the explosion models. We measured the velocities of the blue edges of the absorptions at ∼ 0.9 µm and 1.05 µm in our optical and IR spectra between −11.5 and +4.5 days. Both lines show constant velocities of ∼ −11000 km s −1 and ∼ −13000 km s −1 , respectively, assuming that the lines are formed by Mg  λ9226 and Mg  λ10926. The constant velocity indicates that the continuum photosphere is well beneath the Mg-rich layers (Meikle et al., 1996) . The velocity of the sharp edge at ∼ 1.55 µm in the spectra between +10 and +20 days can be used to estimate the transition between the layers of incomplete and complete silicon burning. We measure velocities ≤ −9800 km s −1 which is similar to the results of Marion et al. (2003) and is also broadly consistent with their reference explosion model in which Si is completely consumed below ∼ 8500 km s −1 . This ties in with the measurements of the Si  λ6355 line velocity, which is always ≤ −9300 km s −1 .
Discussion
The distance to SN 2003du
We have shown that SN 2003du was a spectroscopically and photometrically normal SN Ia, and furthermore that it was not reddened within its host galaxy. The distance to UGC 9391 has not been measured using direct techniques, and the only avail- (2000) and Krisciunas et al. (2004a,c) presented evidence that SNe Ia are standard candles in the NIR and that no correction for the light curve shape is needed for SNe with ∆m 15 < 1.7 mag. Krisciunas et al. (2004c) derived the following absolute peak JHK magnitudes for H 0 = 72 km s −1 ,Mpc −1 : −18.61,−18.28 and −18.44 mag all with statistical uncertainty of ∼ 0.03 mag. The systematic uncertainty of M V is mostly due to the 0.1 mag uncertainty in the distance to the Large Magellanic Cloud (LMC) and hence it also affects the NIR absolute magnitudes and the distance modulus derived from the host galaxy recession velocity (through H 0 ). The light curve decline rate parameter ∆m 15 = 1.02 ± 0.05 and the normal spectral evolution suggest that SN 2003du is very similar to normal SNe Ia. If one assumes that SN 2003du had the above-mentioned absolute V JHK magnitudes, a distance modulus of µ = 32.79 ± 0.04 (or a radial velocity of ∼ 2600 km s The difference between the two distance moduli is 0.37 mag (it will further increase if the Meikle 2000 absolute NIR magnitudes are used) and indicates that SN 2003du was fainter than the average of SNe with ∆m 15 = 1.02. The 1σ dispersion of SNe Ia absolute magnitudes in both, optical and IR, is ∼ 0.15 mag (e.g., Phillips et al., 1999; Krisciunas et al., 2004c) . The uniformity and the small dispersion of the V − [JHK] colors of SNe Ia (Krisciunas et al., 2004b) indicates that the intrinsic scatter in the V JHK bands is correlated, and so cannot be reduced by averaging observations in different bands. Therefore, the distance modulus we estimate, µ = 32.79 ± 0.04 mag, has an additional ∼ 0.15 mag uncertainty from the intrinsic dispersion of SNe Ia luminosity. The fact that SN 2003du is 0.37 mag fainter than expected for SNe with ∆m 15 ∼ 1.02 may thus be due to the intrinsic scatter (2.5σ from of the mean). It is also possible that UGC 9391 may not be in the undisturbed Hubble flow: if it has v r = 2600 km s −1 and a peculiar velocity component of ∼ 400 km s −1 toward the Earth, it may seem closer than it really is. UGC 9391 is nearly face-on and the contribution of the galaxy rotation should be small.
The bolometric light curve
In order to compute the uvoir "bolometric" light curve (i.e. the flux within the 0.2-2.4µm interval) of SN 2003du we proceeded as follows. First, our U-band template LC was fitted to the U photometry in order to estimate the U magnitudes when only BVRI were available. The magnitudes were corrected for the small Galactic reddening and transformed to flux densities using the absolute calibration of the U BVRI system by Bessell et al. (1998) . A cubic spline was fitted through the data points and the resulting fit was integrated numerically over the interval 3500-9000 Å.
Most of the early-time SN Ia luminosity is emitted at optical wavelengths, however, a non-negligible correction for the flux emitted outside the optical wavelengths is also needed (see, e.g. Suntzeff, 1996) . The flux emitted beyond 9000 Å was estimated by integrating the combined optical-NIR spectra of SN 2003du. The filled circles in Fig. 14a show the time evolution of the ratio of the flux emitted in the 9000-24000 Å range to that emitted within 3500-9000 Å. Suntzeff (1996) finds that at +80 days less than 10% of the flux is emitted in the IR. We estimate from the photometry of SN 2001el (Krisciunas et al., 2003) that the contribution of the IR flux is ∼ 25% and ∼ 15% at +28 and +64 days, respectively. This is consistent with our estimates for SN 2003du and the findings of Suntzeff (1996) , and indicates that the contribution of the IR flux decreases roughly linearly between days +30 and +80.
As there are no UV spectra of SN 2003du observed, we used UV spectra of other SNe Ia to estimate the contribution of the UV flux. These comprised combined de-reddened UV-optical spectra of SN 1990N at −14 and −7 days (Leibundgut et al., 1991) , SN 1989B at −5 (Wells et al. 1994 and UV spectra from the IUE archive), SN 1981B (Branch et al., 1983) , SN 1992A at +5, +9 and +17 (Kirshner et al., 1993) , and SN 2001el between +30 and +66 (from HS T archive). For spectra that did not cover the full 2000-9000 Å range we extrapolated to 9000 Å using spectra of SN 2003du. The spectra of SN 2001el were linearly extrapolated from ∼ 2900 Å down to 2000 Å assuming that the flux approached zero at 1000 Å. In Fig. 14a we show the ratios of the fluxes in the 2000-3500 Å range to those in the 3500-9000 Å range (open symbols).
The total contribution of the UV and IR fluxes is plotted as a dashed line in Fig. 14a , and one can see the particularly large corrections needed before the B-band maximum and around the secondary I-band maximum. Beyond +80 days we assumed a constant IR contribution of 10% and that the UV contribution decreases linearly from 5% at +80 days to zero at +500 days. This correction was applied to the optical fluxes to derive the uvoir fluxes of SN 2003du. These were converted to luminosity assuming a distance modulus µ = 32.79 mag. The uvoir "bolometric" light curve of SN 2003du is shown in Fig. 14b . For comparison, we also show the bolometric light curve of SN 2005cf (Pastorello et al., 2007b) , which is very similar to that of SN 2003du. The maximum uvoir "bolometric" luminosity of SN 2003du is 1.35(±0.20) × 10 43 erg s −1 at ∼ 2 days before the B-band maximum. Using Arnett's Rule as formulated by Stritzinger & Leibundgut (2005, their Eq. 7)) we estimate the amount of 56 Ni synthesized during the explosion, M56 Ni = 0.68 ±0.14 M ⊙ . The error is a simple propagation of the uncertainty of the bolometric peak luminosity and the relation of Stritzinger & Leibundgut (2005) . However, Khokhlov et al. (1993) have shown that the simplifying assumptions made in the derivation of Arnett's rule may lead to errors as large as 50%. Combined with the uncertainty of the distance to SN 2003du, clearly this estimation of the 56 Ni mass is subject to large systematic uncertainty. Note, however, that Stritzinger et al. (2006) have analyzed a nebular spectrum and the optical photometry of SN 2003du, and derived M56 Ni ≃ 0.6 M ⊙ , which is in good agreement with our estimate. If one accepts a distance modulus of µ = 32.42 mag (∼ 30.4 Mpc), then the estimated peak luminosity and M56 Ni should be reduced by ∼ 30%.
Bolometric light curve modeling
To further estimate the amount of 56 Ni synthesized we modeled the bolometric light curve of SN 2003du for both distance moduli µ = 32.42 and µ = 32.79 mag. We used the Monte Carlo light curve code described by Cappellaro et al. (1997) and Mazzali et al. (2001) . Starting from an explosion model and a given 56 Ni content the code computes the transport and deposition of the γ-rays and the positrons generated by the decay chain 56 Ni→ 56 Co→ 56 Fe in a grey atmosphere. The optical photons that are generated by the thermalization of the energy carried by the γ-rays and the positrons are then followed as they propagate through the SN ejecta. The optical opacity encountered by these photons is again assumed to be grey and to depend primarily on the relative abundance of iron-group elements. The opacity also decreases with time as (t d /17) −3/2 , t d being the time since the explosion in days, to mimic the effect of the decreasing temperature. For more details on the adopted parametrization of the opacity see, e.g. Mazzali et al. (2001) . This simple approximation works well (e.g. Mazzali et al., 2001 ) but an alternative view that the opacity depends primarily on temperature has been suggested (Kasen & Woosley, 2007) . In Mazzali et al. (2000) the Monte Carlo code was compared with the results from the radiation hydrodynamics code of Iwamoto et al. (2000) , finding very good agreement.
We followed the approach of Mazzali & Podsiadlowski (2006) , who assumed that stable Fe-group isotopes (e.g. 54 Fe, 58 Ni) may be present not only in the innermost part of the ejecta (≤ 0.2 M ⊙ ), but also in the 56 Ni zone between ∼ 0.2 M ⊙ and ∼ 0.8 M ⊙ . Mazzali & Podsiadlowski (2006) suggested that the scatter of SNe Ia luminosity at a given ∆m 15 may be reproduced by changing the ratio of the amount of radioactive 56 Ni and the stable isotopes in the 56 Ni zone, while keeping the total mass of the Fe-group elements constant. This ratio may be sensitive, for example, to the metallicity of the progenitor white dwarf (Timmes et al., 2003) . The SN Ia light curve width is mainly determined by the opacity of the ejecta, which in turn is mostly determined by the total amount (stable and radioactive) of Fegroup elements synthesized, provided the temperature is above other hand is determined by the amount of 56 Ni. Therefore, if the fraction of stable Fe-group isotopes is varied within reasonable limits (∼ 20%) the temperature may not be affected significantly, and thus the opacity may be effectively unchanged. This would lead to light curves with the same width, but different luminosities.
As shown in Fig. 14b , the uvoir "bolometric" light curve of SN 2003du is remarkably similar to that of SN 2005cf (Pastorello et al., 2007b) if µ = 32.79 mag is adopted. Therefore, a model similar to that adopted for SN 2005cf can be used also to reproduce the light curve of SN 2003du. In this case the best fit, shown in Fig. 14b , is obtained for a model with 0.69M ⊙ of 56 Ni and 0.42M ⊙ of stable Fe-group isotopes using the W7 explosion model (Nomoto et al., 1984) as an input. This estimate of the amount of 56 Ni is in excellent agreement with the estimate derived above using Arnett's rule. However, mixing out of a sufficient amount of 56 Ni is necessary to reproduce the early rise of the light curve. This is a feature that is not present in one-dimensional explosion models, but is often inferred from SN data. For example, for SN 2002bo, using the abundance distribution and the amount of 56 Ni mixed out as derived from an abundance tomography experiment (Stehle et al., 2005) gave a much better reproduction of the bolometric light curve. What is interpreted as mixing in one-dimensional models may be related to the presence of high velocity features (Mazzali et al., 2005b) , which affect the early spectra of SN 2003du quite heavily.
If the true distance modulus were µ = 32.42, the light curve could only be reproduced if the total mass of iron group elements was the same as above (i.e. 1.11M ⊙ ) but the 56 Ni content was ∼ 0.45 M ⊙ . While this may still be a possibility, with such a low 56 Ni mass (less than half of the total Fe-group content) it can be expected that the heating by radioactive decay is not sufficient to keep the gas at a sufficiently high temperature (∼ 10 4 K) that the opacity is unchanged. At lower temperatures, the opacity rapidly drops (Khokhlov et al., 1993) , and thus the light curve would not be as broad as observed. We therefore suggest that a reasonable range of distances for SN 2003du is between µ = 32.7 and 33.0 mag, implying a 56 Ni mass between 0.6 and 0.8M ⊙ for a total Fe-group elements mass of ∼ 1.1M ⊙ .
Roughly 200 days after maximum SN Ia ejecta become transparent to the γ-rays and the main source of energy is the positrons produced by the decay of 56 Co. If the positrons are fully trapped and deposit all their kinetic energy, the true bolometric LC should have a decline rate of ∼ 1 mag per 100 days. Larger decline rates are typically found in SNe Ia, and assuming that the optical flux follows the true bolometric flux, this is usually interpreted as evidence for positron escape (see, e.g., Colgate et al., 1980; Cappellaro et al., 1997; Ruiz-Lapuente & Spruit, 1998; Milne et al., 1999) . The uvoir "bolometric" luminosity decline rate of SN 2003du after 200 days is 1.4 mag per 100 days. However, late-time NIR observations of few SNe Ia have recently been published (SN 1998bu -Spyromilio et al. 2004 SN 2000cx -Sollerman et al. 2004 SN 2004S -Krisciunas et al. 2007 ) and indicate that after 300-350 days the NIR luminosity does not decline but stays nearly constant. The contribution of the NIR flux therefore increases with time and if accounted for may lead to decline rates lower than the observed ones and closer to the full positron trapping value. Motohara et al. (2006) obtained late-time NIR spectra (1.1-1.8 µm) and Hband photometry of SN 2003du. At +330 days SN 2003du had an H magnitude of 20.12 ±0.17 (Motohara et al. private communication) and we calculate the integrated flux across the H-band to be ∼ 3% of the optical flux at that epoch. The late-time NIR spectra of SN 2003du indicate that the integrated J and H band fluxes are nearly equal, implying that the contribution of the NIR flux is at least 6%. If we adopt a 10% NIR contribution at +330 days and assume that the total NIR flux did not change afterwards, we obtain a decline rate of 1.2 mag per 100 days, which is still larger than the full positron trapping value.
In Fig. 14c we compare the uvoir "bolometric" LC of SN 2003du with the two models presented by Sollerman et al. (2004) Figure 14c also shows a model computed with the Monte Carlo code using the best parameters we estimated above. Only the opacity to positrons k β + was adjusted to fit the late-time decline rate (Cappellaro et al., 1997) . The best value is k β + = 10 cm −2 g −1 , which is well within the range of values found by Cappellaro et al. (1997) .
Both late-time LC models we discussed are based on the 1D W7 explosion model and do not include a contribution from magnetic fields. However, detailed calculations (Ruiz-Lapuente & Spruit, 1998; Milne et al., 1999) show that the positron deposition rate is quite sensitive to the magnetic field configuration in the ejecta and the actual explosion model. Clearly, to fully exploit the information in the bolometric LC a more detailed study is needed, but this is beyond the scope of this paper.
4.4. Evolution of Si  λ6355, Ca  H&K and IR triplet Figure 15 shows the pre-maximum evolution of the absorption lines Si  λ6355, Ca  H&K and Ca  IR3 in SN 2003du (here we also use a few spectra of SN 2003du from Gerardy et al. 2004 and Anupama et al. 2005 ) and other SNe Ia. In the −13 days spectrum of SN 2003du the Si  λ6355 line is broad and rather symmetric. In the −11 day spectrum the line is asymmetric and narrower, but around a week before maximum becomes symmetric again and the profile does not change much until maximum. The line evolution in SN 1994D is very similar, but is delayed with respect to SN 2003du: the −13 and −11 day spectra of SN 2003du are most similar to those of SN 1994D at −11 and −9 days. Similar evolution is also observed in SN 2001el, SN 1990N, SN 1999ee and SN 2005cg , but the pre-maximum coverage of these SNe is rather sparse. Nevertheless, this profile evolution may be explained if the Si  λ6355 line is a blend of two components. At 10 − 14 days before maximum, the strength of the two components should be nearly equal. The blue component then decreases very rapidly, disappearing by ∼ 7 − 5 days before maximum, while the red component increases in strength. In SN 2003du, the blue component was last seen in the −7.8 day spectrum as a weak feature on the blue wing of the line, and in SN 2001el it may be still present in the −2 day spectrum. The peculiar flat-bottom line shape in the early spectra of SN 2001el and SN 1990N is thus due to the blue component extending over a larger velocity interval compared to other SNe. The −9 day spectrum of SN 1999ee on the other hand, has a stronger blue component such that the line is asymmetric with an extended red wing. Note that Mazzali (2001) and Mazzali et al. (2005b) find that a two-component model is needed to explain the peculiar Si  λ6355 line shape in SN 1990N and SN 1999ee, the high-velocity (HV) component being carbon/silicon and a thin pure Si shell, respectively. It is also clear that the early-time evolution of the blueshift of the line-profile minimum will be largely determined by the evolution of relative strength of the two components, and therefore will be very difficult to interpret. Mattila et al. (2005) suggest that the flat-bottomed shape of Si  λ6355 in SN 2001el and its disappearance over a few days can be explained by the effects of scattering within a thin region moving at the continuum photospheric velocity, thus requiring no absorbing HV material to produce the line shape. Quimby et al. (2006) argue that the triangular shape of the profile in SN 2005cg with an extended blue wing (see, Fig. 15 ) may be due to absorption by Si in the HV part of the ejecta. The line profile may be reproduced if the Si abundance slowly decreases toward high velocities, which is typical for the delayeddetonation models (Khokhlov, 1991) . However, these both suggestions may have difficulties to explain asymmetric line profiles with a stronger blue component as observed in SN 1999ee. SN 1999ee is not unique. SN 2005cf, observed by the ESC with daily sampling starting from 12 days before maximum (Garavini et al., 2007) , shows Si  λ6355 line that consists of two distinct components with profile evolution similar to SN 1999ee. It is therefore likely that the "peculiar" profiles in SN 2001el, SN 1990N and SN 2005cg are just snapshots of this common evolutionary pattern. In addition, if more SNe Ia like SN 2005cf and SN 1999ee are found, the suggestion of Quimby et al. (2006) that the SNe Ia with a flat-bottomed Si  λ6355 line may constitute a separate sub-class of SNe Ia, possibly produced from different progenitors and/or explosion models can be ruled out.
In the −11 day spectrum of SN 2003du the Ca  H&K line is a broad, single absorption with high velocity of ∼ −21000 km s −1 . In the −7.8 days spectrum another, less blueshifted Ca  H&K component is also visible at velocity of ∼ −10000 km s −1 . In the subsequent spectra, the HV component decreases in strength, while the low-velocity one grows stronger. Qualitatively the same evolution of also observed in SN 1994D. In the near maximum spectra, the HV component is much weaker, if present at all, in SN 1994D and SN 1998bu than in SN 2003du and SN 2001el . It can be seen in Fig 15 that (Nugent et al., 1997; Lentz et al., 2000) , which is also supported by the identification of strong Si  λ3850 line in the early spectrum of SN 2004dt (Wang et al., 2006) . Due to severe line blending it is difficult to quantify the strength of the HV components at different epochs. However, the qualitative comparison strongly suggests that the strength of the HV components in the Si  λ6355, Ca  H&K and Ca  IR3 line in given SN are correlated and evolve similarly. The HV features in the Ca  lines are stronger and more separated from the lowervelocity components than in the Si  λ6355 line. Comprehensive spectral modeling of the line profiles evolution is therefore needed to verify the two-component hypothesis for Si  λ6355 and further investigate the HV features (e.g. Mazzali et al., 2005b) . Such an analysis of the SN 2003du spectra will be presented elsewhere. Currently, there is no consensus on the origin of the HV features. Interaction of the ejecta with circumstellar matter close to the SN (e.g. Gerardy et al., 2004) or the clumpy ejecta structure found in some explosion models (e.g., Mazzali et al., 2005b; Plewa et al., 2004; Kasen & Plewa, 2005) could cause the observed HV features. The continuum polarization in SNe Ia is typically low, but much higher polarization across the lines including the HV features is often observed, which favors the clumpy ejecta model rather than a global asymmetry (Wang et al., 2003a (Wang et al., , 2006 (Wang et al., , 2007 Leonard et al., 2005) . The HV features may thus carry information about the 3D structure of the ejecta and the environment close to the SN explosion site. Modeling of time sequences of flux and polarization spectra (e.g., Kasen et al., 2003; Thomas et al., 2004; Wang et al., 2007 ) may allow us to recover this information and help to impose additional constraints on the SN Ia explosion and progenitor models.
Summary
We present an extensive set of optical and NIR observations of the bright nearby Type Ia SN 2003du. The observations started 13 days before B-band maximum light, and continued for 480 days after with exceptionally good sampling. The optical photometry was performed after the background contamination from the host galaxy had been removed by subtraction of template images. The photometry was obtained using a number of instruments with different filter responses. In order to properly account for deviations from the standard system responses, the optical photometry was calibrated by applying S-corrections.
Our observations show that the spectral and photometric evolution of SN 2003du in both, optical and NIR wavelengths, closely follow that of the normal SNe Ia. The luminosity decline rate parameter ∆m 15 is found to be 1.02 ±0.05, the ratio between the depth of the Si  λ5972 and λ6355 lines R(Si ) = 0.22 ±0.02 and the velocity of the Si  λ6355 line is ∼ −10000 km s
around maximum light. The analysis of the uvoir light curve suggests that ∼ 0.6 − 0.8 M ⊙ of 56 Ni was synthesized during the explosion. All this indicates an average normal SN Ia. We also find that SN 2003du was unreddened in its host galaxy. This property is important for better understanding of the intrinsic colors of SNe Ia in order to obtain accurate estimates of the dust extinction to the high-redshift SNe Ia, which is one of the major systematic uncertainties in their cosmological use. SN 2003du also showed strong high-velocity features in Ca  H&K and Ca  IR3 lines, and possibly in Si  λ6355. The excellent temporal coverage allowed us to compare the time evolution of the line profiles with other well-observed SNe Ia and we found evidence that the peculiar pre-maximum evolution of Si  λ6355 line in many SNe Ia is due to the presence of two blended absorption components.
The well-sampled and carefully calibrated data set we present is a significant addition to the well-observed SNe Ia and the data will be made publicly available for further analysis. For example comprehensive modeling of the extensive spectral data set, e.g. by the abundance tomography method (Stehle et al., 2005) , may eventually help to achieve a better understanding of the physics of SNe Ia explosions and their progenitors.
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For the VRI-bands, the ct syn 's were close to the observed ones ct obs . In some cases small differences exceeding the uncertainty were accounted for by shifting the filter transmissions until ct syn matched ct osb . Small shifts of up to ∼ 20 − 30 Å were required. These discrepancies could easily have arisen from the way in which the transmissions were determined, as discussed above. For the U and B-bands however, we found large differences which would have required an unacceptably large shift to correct for them. The synthetic U and B bands were always too blue. This is, to some extent, to be expected because the neglected optical elements like lenses or windows, anti-reflection and other coatings will tend to reduce the system sensitivity shortward of ∼4000 Å. The uncertainty in the CCD QEs and the extinction laws may also contribute to this effect. To account for the net effect of these uncertainties we modified the U and B bands by multiplying them with a smooth monotonic function of wavelength so that ct syn matched ct obs . We used the Sigmoid function
that changes smoothly from 0 to 1. The parameters λ 0 and ∆ control the position and the width of the transition; for small ∆ the Sigmoid function approaches a Heaviside step function at λ 0 . We proceeded as follows: λ 0 and ∆ were varied in the wavelength intervals 3200-4200 Å and 100-500 Å, respectively, and the set of parameters that brought the synthetic U and Bband color-terms into accord with the observed ones was chosen. Note that independent modification of U and B results in degeneracy in the (λ 0 ,∆) parameter space, and it was only when the U and B-bands were considered together that an unique solution for λ 0 and ∆ could be obtained. As standard Johnson-Cousins system responses we use the Bessell (1990) filters but following we first modified them so that they could be used with photon fluxes and included the telluric absorptions. Small shifts were also applied to account for the small colorterms that are noticeable when compared with the Landolt photometry. Bessell (1995) suggested correcting Landolt photometry to bring it into the original Cousins system. The synthetic photometry with the original Bessell filters does match the corrected magnitudes. However, for sake of comparability with the existing SN photometry, we use the original Landolt photometry and modify the Bessell filters so that the synthetic color-terms are zero. The constant terms derived from the fits with Eq. A.1 are the filter zero-points for synthetic photometry. The constant in Eq. 2 is the difference between the zero-point for the Bessell and natural passbands. The reconstructed bands are shown in Fig. A.1 together with the modified Bessell filters, demonstrating the variety of passbands one may encounter at different telescopes. Note particularly the non-standard form of the Calar Alto I-band and NOT R-band. We note that the reconstructed responses should be regarded only as approximations of the real responses. A given passband can be modified in many ways to match the observed and the synthetic color-term, and we would consider the procedure we used as the most appropriate one given the available information. We also note that fitting the U-band synthetic colorterm is ambiguous. Because of the Balmer discontinuity even small deviation from the Bessell passband changes U std − B std . This also affects the derivation of the observed colorterms and as a result the U-band photometry should be in general considered significantly less accurate than other bands.
A.2. Computing the S-corrections
We used our spectra obtained earlier than 110 days after maximum, and spectra from Gerardy et al. (2004) and Anupama et al. (2005) to compute the S-corrections and to transform the BVRI photometry of SN 2003du into the Johnson-Cousins system. The TNG, Calar Alto and BAO I-bands extend out to 1.1 µm and to compute the S-corrections, we also used our NIR spectra of SN 2003du (Sec. 2.3). To compute the BAO I-band Scorrections between +30 and +63 days we also used NIR spectra of SN 1999ee and SN 2000ca (Stanishev et al., in preparation) taken at ∼ +40 days. The U-band could not be S-corrected because no UV spectra of SN 2003du were available.
The relative spectrophotometry of SN 2003du was not always sufficiently accurate for the purpose of computing Scorrections. It was thus necessary to slightly modify some of the spectra so that the synthetic photometry with the modified Bessell BVRI bands matched the observed one. To achieve that, the spectra were multiplied by a smooth correction function determined by fitting the ratio between the observed and the synthetic fluxes. When the ratio varied monotonically with wavelength, a second-order polynomial was used. When a more complex function was required, a spline fit was used. At the first iteration the synthetic magnitudes were compared with the linear color-term corrected magnitudes of SN 2003du, and the spectra were only modified if the observed and the synthetic color indices differed by more than 0.05 mag for B − V and V − R, and 0.1 mag for V − I. These corrected spectra were used to compute S-corrected photometry of SN 2003du. The flux correction of the spectra was then repeated using the S-corrected rather than the color-term corrected photometry. Spectra were only corrected if the color discrepancies were greater than 0.03 mag for B − V and V − R, or 0.05 mag for V − I. New S-corrected photometry was then computed and the process repeated to obtain the final S-corrected photometry and calibrated spectra. A number of spectra have a wavelength coverage that only allows B and V synthetic magnitudes to be computed. In these cases, only a simple linear correction was applied to match the observed B and V magnitudes.
We note that because the instrumental responses are fairly close to those of Bessell filters, the S-corrections are almost entirely determined by the SN spectral features and are practically insensitive to small changes of the SN colors. It was found that the initial correction of the spectra yielded spectrophotometry which was already accurate to a few per cent and that the subsequent iterations had very little effect on the final calibrated photometry. We therefore conclude that the few percent uncertainties in the spectrophotometry, which might have arisen from the way the spectra were corrected, should have little effect on the final photometry. 
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