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Tässä Pro gradu -tutkielmassa tutkitaan soveltuvatko toiset väriavaruudet muita parem-
min värikuvien tiivistämiseen häviöllisessä wavelet -tiivistyksessä. Väriavaruudella tarkoi-
tetaan sitä, miten jossain karteesisessa kolmiulotteisessa koordinaatistossa esitetään värit
yksilöidysti koordinaatiston eri pisteissä. Tiivistys voidaan suorittaa häviöttömästi tai hä-
viöllisesti. Häviöllisessä tiivistyksessä kvantisointivaiheessa hävitetään informaatiota, kos-
ka siinä pyritään kuvaamaan tietty määrä alkioita pienemmällä määrällä alkioita. Wavelet
-muunnos suorittaa multiresoluutioanalyysin kuvasta, mikä vastaa ihmisen visuaalisen jär-
jestelmän havaitsemaa kuvaa.
Mittaukset on suoritettu MATLAB -ympäristössä käyttäen osittain valmiita MATLAB
-funktiota ja osittain itse toteutettuja funktioita. Mittauksissa on käytetty referenssiväria-
varuutena RGB -väriavaruutta ja muut väriavaruudet on saatu väriavaruusmuunnoksella
RGB -väriavaruudesta. Wavelet -tiivistyksessä on käytetty kaksiulotteista nopeaa wavelet
-muunnosta ja kvantisointina on käytetty vektorikvantisointia, jonka käyttämä koodikirja
on muodostettu käyttäen K-Means -klusterointia. Kvantisoitu informaatio on vielä koo-
dattu häviöttömästi käyttäen aritmeettista koodausta. Mittauksissa mitattiin tuloskuvista
keskineliövirheen neliöjuurta, keskineliöllistä signaali-kohinasuhdetta, suoritusaikaa ja tii-
vistyssuhdetta. Lisäksi tuloskuvista katsottiin kuvanlaatua.
Väriavaruuksia tutkittiin häviöllisessä wavelet -tiivistyksessä kahdella eri kuvanlaadulla.
Parhaiten värikuvien tiivistyksen soveltuivat väriavaruudet RGB, Ohta ja CIE L*u*v*,
sekä videokäytössä esiintyvät väriavaruudet YUV, YIQ ja YCbCr. Molemmilla tutkituilla
kuvanlaaduilla samat väriavaruudet soveltuivat häviölliseen wavelet -tiivistykseen parem-
min kuin muut tutkielmassa testatut väriavaruudet.
Esipuhe
Tämä Pro gradu -tutkielma on tehty Kuopion yliopiston tietojenkäsittelytieteen laitok-
sella Marraskuu 2006 - Huhtikuu 2007 välisenä aikana. Tutkielman ohjaajana toimi FT
Niina Päivinen, jolle haluan osoittaa erityiskiitoksen erinomaisesta ohjauksesta. Lisäksi
haluan kiittää FT Pasi Karjalaista digitaalisen kuvankäsittelyn opetuksesta ja FT Martti




CIE Commission internationale de l'éclairage
CMY Cyan, Magenta, Yellow
CWT Continuous Wavelet Transform
DCT Discrete Cosine Transform
DWT Discrete Wavelet Transform
EOL End-of-Line
FWT Fast Wavelet Transform
HLS Hue, Lightness, Saturation
HSI Hue, Saturation, Intensity
HSL Hue, Saturation, Lightness
HSV Hue, Saturation, Value
HVS Human Visual System
JPEG Joint Photographic Experts Group
MRA Multiresolution Analysis
NTSC National Television Standards Committee
PAL Phase Alternating Line
RGB Red, Green, Blue
RLE Run-Length Encoding
SECAM Séquentiel couleur à mémoire
SNR Signal-to-Noise Ratio
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Tässä Pro gradu -tutkielmassa tutkitaan häviöllistä wavelet -tiivistystä (lossy wavelet
compression) eri väriavaruuksilla (color space). Johdannossa esitellään tutkielman raken-
netta ja käsitellään yleisellä tasolla tiivistystä ja väriavaruuksia.
Tiivistystä tarvitaan yleisesti datan tallentamiseen. Yleisimpiä tiivistyskohteita ovat teks-
tit, signaalit, kuvat ja äänet, mutta myös muunlaista dataa voidaan tiivistää. Tiivistämällä
saadaan esitettyä jokin tietty määrä dataa pienemmällä määrällä. Jos missään järjestel-
missä ei käytettäisi tiivistystä, niin tarvittaisiin todella paljon tallennuskapasiteettia säilö-
mään käytössä olevat datat, esimerkiksi Internetin sisältö. Tiivistäminen voidaan toteut-
taa sekä häviöttömästi että häviöllisesti. Häviötöntä tiivistämistä käytetään esimerkiksi
lääketieteellisten kuvien tallentamisessa, koska niissä ei saa syntyä minkäänlaista virhettä
tallennuksessa. Kun sallitaan pienet virheet datassa, voidaan käyttää häviöllisiä tiivistys-
menetelmiä. Häviöttömän ja häviöllisen tiivistyksen erottaa toisistaan kvantisointi (quan-
tization), missä hävitetään dataa joidenkin kriteerien mukaisesti.
Käyttämällä tiivistyksessä erilaisia väriavaruuksia pyritään saavuttamaan samalla kuvan-
laadulla parempaa tiivistyssuhdetta (compression ratio). Jos ei saada parempaa tiivistys-
suhdetta, niin sitten pyritään saavuttamaan vähemmän virhettä samalla tiivistyssuhteel-
la. Nykyään jokaisella väriavaruudella on yleensä jokin suunniteltu käyttötarkoitus. Eri-
laisiin laitteisiin esimerkiksi monitoreihin ja tulostimiin on suunniteltu tietynlaisia väria-
varuuksia. Vastaavasti ohjelmistopuolella on omat väriavaruutensa, jotka soveltuvat tie-
tynlaiseen värien manipulointiin. Vaikka myöhemmin aliluvussa 2.1.1 tarkemmin esitel-
ty RGB -väriavaruus on yleisin ja eniten käytetty väriavaruus, niin silläkin omat teo-
reettiset heikkoutensa. RGB -väriavaruuden suurin heikkous on sen värikomponenttien
(color component) R, G ja B välinen vahva korrelaatio käsiteltäessä luonnollisia kuvia.
Muita RGB -väriavaruuden heikkouksia ovat psykologinen epäintuitiivisuus (psychological
non-intuitivity) ja havainnollinen epätasaisuus (perceptual non-uniformity). Psykologi-
sella epäintuitiivisuudella tarkoitetaan sitä, että ihmisellä on ongelmia havaita RGB -
väriavaruuden värien eroja. Havainnollisella epätasaisuudella tarkoitetaan kahden eri värin
havainnoidun eron ja niiden Euklidisen etäisyyden (Euclidian distance) heikkoa korrelaa-
tiota. Koska RGB -väriavaruus ei ole täydellinen väriavaruus, niin on syytä tutkia olisiko
jokin toinen väriavaruus paremmin soveltuva kuvien tiivistämiseen häviöllisellä wavelet -
tiivistyksellä. Johdannon jälkeen luvussa 2 on käsitelty eri väriavaruuksia, sekä muunnoksia
RGB -väriavaruudesta käsiteltyihin väriavaruuksiin ja käänteismuunnoksia niistä takaisin
RGB -väriavaruuteen. [GoW02, TkT03]
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Erilaisia tiivistysmenetelmiä on paljon. Binäärikuville (binary image) on omat tiivistysme-
netelmänsä, joita ei voida soveltaa värikuville (color image). Harmaasävykuville (greysca-
le image) ja värikuville voidaan yleensä soveltaa samoja tiivistysmenetelmiä. Tunnettuja
tiivistysmenetelmiä ovat ennustava koodaus (predictive coding), muunnoskoodaus (trans-
form coding) ja wavelet -koodaus (wavelet coding), joista tutkielman mittauksissa käytetty
häviöllinen wavelet -tiivistys on esitelty väriavaruuksien jälkeen luvussa 3. Häviölliseen wa-
velet -tiivistykseen kuuluu aliluvussa 3.2 esitelty wavelet -muunnos (wavelet transform),
aliluvussa 3.3 esitelty kvantisointi ja aliluvussa 3.4 esitelty eräs tapa symbolien koodauk-
seen (symbol encoding). Tutkielmassa käytettyä mittausjärjestelmää, sekä erilaisia mit-
tausmenetelmiä on käsitelty luvussa 4 ja mittausmenetelmällä saatuja tuloksia on esitelty
seuraavassa luvussa 5. Viimeisenä lukuna 6 on pohdinta, jonka jälkeen on esitelty käytetyt
viitteet. Lopuksi on esitetty liitteitä, joihin viitataan myöhemmin tutkielmassa.
Wavelet -funktioita muistuttavia funktioita on ollut olemassa jo 1930-luvulla. Wavelet -
funktioita tutkittiin erittäin paljon 1980-luvun lopulla ja 1990-luvun alussa. Wavelet -
funktiot perustuvat vanhoihin teorioihin eri aloilta, joita ovat esimerkiksi matematiikka,
sovellettu matematiikka, fysiikka ja tietojenkäsittelytiede. Wavelet -funktion nimen ot-
ti ensimmäisenä käyttöön ranskalainen geofysiikan insinööri Jean Morlet. Morlet perusti
ideansa siihen, että korkeataajuuksiset funktiot ovat erittäin kapeita ja matalataajuuksiset
funktiot eivät ole. Tämän idean ja lyhytaikaisen Fourier -muunnoksen (short time Fourier
transform) pohjalta kehittyivät ensimmäiset wavelet -funktiot. [Dau96]
Tunnetuin häviöllistä wavelet -tiivistystä käyttävä standardi on JPEG2000. JPEG2000 -
standardi pohjautuu JPEG -standardiin, mutta siinä käytetään diskreetin kosinimuunnok-
sen (DCT) sijasta myöhemmin aliluvussa 3.2.1 esiteltyä diskreettiä wavelet -muunnosta
(DWT). JPEG2000 -standardi mahdollistaa myös sen, että vain osa kuvasta voidaan pur-
kaa käsittelyä varten. JPEG2000 -standardi käyttää myöhemmin aliluvussa 2.3.4 esitel-
tyä YCbCr -väriavaruutta ja JPEG2000 -standardia voidaan soveltaa sekä häviöttömänä
että häviöllisenä. Tässä tutkielmassa ei kuitenkaan ole sovellettu JPEG2000 -standardia
millään tavalla, koska JPEG2000 -standardin algoritmit on suojattu patenteilla. Osittain




Tässä luvussa käsitellään väriavaruuksia, jotka on jaettu kolmeen eri ryhmään. Aliluvussa
2.1 on esitelty ihmisen visuaaliseen järjestelmään (HVS) perustuvia väriavaruuksia. Alilu-
ku 2.2 käsittelee CIE -komission standardoimia väriavaruuksia ja lopuksi viimeinen aliluku
2.3 käsittelee erilaisissa järjestelmissä käytettäviä väriavaruuksia.
Väriavaruutta voidaan kutsua myös värimalliksi (color model). Väriavaruuksien on tarkoi-
tus esittää värikuvia siten, että jonkin kolmiulotteisen koordinaatiston yksi piste määrittää
yhden värin. Kaikki muut väriavaruudet esitetään normalisoituna välille [0, 1], mutta CIE
L*a*b* -väriavaruus normalisoituu eri tavalla. Väriavaruusmuunnoksessa siirrytään yhdes-
tä väriavaruudesta toiseen. Eri väriavaruuksissa pystytään käsittelemään värikuvia hieman
eri tavoilla ja toiset väriavaruudet soveltuvat paremmin toisiin järjestelmiin kuin toiset.
Oikean väriavaruuden valinta voi vaikuttaa paljonkin järjestelmän prosessien onnistumi-
seen. [ZaM98, TkT03]
Värit perustuvat näkyvän valon spektriin. Spektri sisältää valon aallonpituudet väliltä
300-830 nanometriä, missä jokainen aallonpituus vastaa eri väriä. Pisimmät aallonpituu-
det ovat punaista väriä ja lyhimmät aallonpituudet ovat violettia väriä. Näkyvällä valolla
tarkoitetaan ihmisen havainnoimaa valoa, koska ihmisen näkö perustuu elektromagneetti-
sen säteilyn havainnoitiin ja prosessointiin. Silmän reagointia ärsykkeeseen voidaan kuvata
kolmella eri attribuutilla, joita ovat luminanssi (luminance), värisävy (hue) ja saturaatio
(saturation). Luminanssi kuvaa valon määrää, jota ihmisen silmä havainnoi. Värisävyllä
tarkoitetaan värikylläisyyttä eli sitä, millaisen punaisen, vihreän ja sinisen värin kombi-
naation havainnoitu valo sisältää. Saturaatiolla tarkoitetaan sitä, kuinka paljon havainnoi-
tu valo sisältää valkeutta ja saturaatio vaikuttaa tästä syystä myös kuvan kirkkauteen.
[WMO91, TkT03]
Silmän verkkokalvolla on kolmentyyppisiä reseptoreita, jotka reagoivat eri spektrin osiin.
Koska reseptoreita on kolmen tyyppisiä, niin kolme värikomponenttia riittää värien ku-
vaamiseen. Jokainen reseptoreista havaitsee eri aallonpituuksista valoa. Värinäköä kutsu-
taan kolmikromaattiseksi (trichromatic). Harmaasävyistä yksikomponenttista valoa kutsu-
taan akromaattiseksi (achromatic). Neljännen tyypin reseptori silmän verkkokalvolla toi-
mii vain erittäin pienillä valon intensiteeteillä, jolloin se ei pysty havainnoimaan värejä.
[Poy97, TkT03, GoW02]
Päävärejä (primary colors) ovat punainen, vihreä ja sininen. Päävärien avulla ei ole mah-
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dollista esittää kaikkia näkyviä värejä. Päävärejä summaamalla saadaan sivuvärit (secon-
dary colors) siten, että magenta saadaan summaamalla punaista ja sinistä, syaani saadaan
summaamalla vihreää ja sinistä ja keltainen saadaan summaamalla punaista ja vihreää.
Valkoinen väri saadaan summaamalla kaikki päävärit tai jokin sivuväri sen vastakkaisen
päävärin kanssa. Vastaavasti musta saadaan summaamalla kaikki sivuvärit keskenään tai
summaamalla pääväri sen vastakkaisen sivuvärin kanssa. [GoW02]
2.1 Ihmisen visuaaliseen järjestelmään perustuvat väriavaruudet
Tässä luvussa esitellään neljä eri väriavaruutta, jotka perustuvat ihmisen visuaaliseen jär-
jestelmään. Tunnetuin ja eniten käytetty väriavaruus on aliluvussa 2.1.1 esitelty RGB -
väriavaruus. Seuraavissa alilvuissa 2.1.2 ja 2.1.3 on esitelty kaksi fenomenaalista (pheno-
menal) väriavaruutta HSV ja HSI. Fenomenaaliset väriavaruudet perustuvat edellä esi-
tettyihin silmän reagointia kuvaaviin attribuutteihin ja ne saadaan yleensä lineaarisena
muunnoksena RGB -väriavaruudesta. Ihmisen visuaaliseen järjestelmään perustuviin vä-
riavaruuksiin kuuluvat myös vastaväreihin perustuvat väriavaruudet. Yksi vastaväriavaruus
on aliluvussa 2.1.4 esitelty Ohta -väriavaruus. [TkT03]
2.1.1 RGB
RGB -väriavaruus perustuu suoraan silmän verkkokalvon reseptoreiden muodostamaan kol-
mikromaattiseen teoriaan, mikä esiteltiin edellä. Värit kuvataan RGB -väriavaruudessa
kolmella värikomponentilla, joita ovat punainen R, vihreä G ja sininen B. Kuvassa 1 on
esitetty RGB -väriavaruus, jossa jokainen piste kolmiulotteisessa karteesisessa koordinaa-
tistossa kuvaa yhtä väriä. Jokainen pisteen alkio kuvaa yhden päävärin määrää. Kuvassa
1 mustaa edustaa origo eli piste (0, 0, 0) ja valkoista edustaa piste (1, 1, 1). Vastaavas-
ti täysin punainen, vihreä ja sininen väri saadaan pisteissä (1, 0, 0), (0, 1, 0) ja (0, 0, 1).
RGB -väriavaruudessa harmaan eri sävyt saadaan, kun jokaista värikomponenttia on yh-
tä paljon. Värikomponentit voidaan myös esittää välillä [0, 255], jolloin käytössä on 8 bi-
tin esitys värikanavassa. Tällöin RGB -värikuva sisältää 24 bittiä pikseliä kohden ja sitä
kutsutaan täysivärikuvaksi (full-color image). Kaikki muut väriavaruudet mitä on esitelty
myöhemmin saadaan lineaarisena tai epälineaarisena muunnoksena RGB -väriavaruudesta.
[TkT03, ZaM98, GoW02]
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Kuva 1: RGB -väriavaruus, joka löytyy värillisenä liitteestä A [Dep99].
2.1.2 HSV
HSV -väriavaruus saadaan muunnoksella RGB -väriavaruudesta. HSV -väriavaruudessa





















, jos B = max{R,G,B}
, (1)
missä max{R,G,B} tarkoittaa suurinta arvoa jokaisen pikselin RGB -värikomponenteista.
Värisävy lasketaan siis aina suurimman värikomponentin arvon mukaisesti yhtälöllä 1.




missä min{R,G,B} tarkoittaa vastaavasti pienintä arvoa jokaisen pikselin RGB -värikom-
ponenteista. Luminanssia vastaava arvo (value) V saadaan suoraan suurimmasta värikom-
ponentista
V = max{R,G,B}. (3)
Kuvassa 2 on esitelty HSV -väriavaruus vastaavanlaisesti kuin aiemmin kuvassa 1 esiteltiin
RGB -väriavaruus. HSV -väriavaruudessa värisävy H kiertää kartion ympäri vastapäivään
siten, että värisavy arvolla 0 ja arvolla 1 on punainen. Kun värisävy kasvaa nollasta suu-
remmaksi, niin saadaan järjestyksessä värit keltainen, vihreä, syaani, sininen, magenta ja
uudelleen punainen kun lähestytään arvoa 1. Saturaatio S on kartion pystyakselilla nolla,
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jolloin saadaan harmaan sävyjä ja kun lähestytään kartion reunoja, niin saturaatio lähes-
tyy arvoa 1. Tällöin saadaan täysin saturoitunutta väriä tietyllä värisävyn arvolla. Täysin
saturoitunut väri ei sisällä yhtään valkoista. Arvolla V tarkoitetaan kirkkautta. Kartion
kärjessä arvolla 0 saadaan musta ja kartion pohjan keskipisteessä arvolla 1 saadaan täysin
valkoinen väri. [Mat07, Mat06a]
Kuva 2: HSV -väriavaruus, joka löytyy värillisenä liitteestä A [DSF99].
Kun halutaan tehdä muunnos HSV -väriavaruudesta takaisin RGB -väriavaruuteen, niin
kerrotaan aluksi värisävyn H arvo kuudella ja pyöristetään se alaspäin kokonaisluvuksi
Hi = b6Hc. (4)
Tämän jälkeen lasketaan yhtälöiden 5-8 avulla tarvittavat apumuuttujat värisävyn H ja
saturaation S avulla
f = 6H −Hi, (5)
missä Hi saadaan yhtälöstä 4. Sitten
p = 1− S, (6)
q = 1− fS (7)
ja
t = 1− (1− f)S, (8)
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missä f saadaan yhtälöstä 5. Tämän jälkeen yhtälön 4 tuloksesta saadaan väliaikaiset RGB
-komponenttien arvot Rtmp, Gtmp ja Btmp seuraavan yhtälön mukaisesti
Rtmp = 1, Gtmp = t, Btmp = p, jos Hi = 0
Rtmp = q,Gtmp = 1, Btmp = p, jos Hi = 1
Rtmp = p,Gtmp = 1, Btmp = t, jos Hi = 2
Rtmp = p,Gtmp = q,Btmp = 1, jos Hi = 3
Rtmp = t, Gtmp = p,Btmp = 1, jos Hi = 4
Rtmp = 1, Gtmp = p,Btmp = q, jos Hi = 5
, (9)
missä käytetään edellä laskettuja apumuuttujia p, q ja t, sekä vakioita 0 ja 1. Tämän jälkeen




max{Rtmp, Gtmp, Btmp} . (10)
Lopuksi kerrotaan väliaikaiset RGB -värikomponentit yhtälössä 10 lasketulla apumuuttu-
jalla u, jolloin saadaan seuraavien yhtälöiden mukaisesti lopulliset RGB -värikomponenttien
arvot
R = uRtmp, (11)
G = uGtmp (12)
ja
B = uBtmp. (13)
Näin saadaan tehtyä käänteismuunnos HSV -väriavaruudesta RGB -väriavaruuteen. [Mat07]
2.1.3 HSI
HSI -väriavaruus muistuttaa jonkin verran edellä aliluvussa 2.1.2 esiteltyä HSV -väriava-
ruutta ja se saadaan myös muunnoksella RGB -väriavaruudesta. Värisävyn H ja saturaa-
tion S lisäksi kirkkauden määrää HSI -väriavaruudessa intensiteetti (intensity) I. Muun-
nos RGB -väriavaruudesta HSI -väriavaruuteen saadaan seuraavien yhtälöiden mukaisesti.




2pi , jos B ≤ G
1− θ2pi , jos B > G
, (14)









Saturaatio S saadaan laskettua yhtälöstä
S = 1− 3
(R+G+B)
min{R,G,B}, (16)
missä tarvitaan jo aiemmin yhtälössä 2 esiteltyä minimin laskemista. Intensiteetti I saa-






Kuvassa 3 on esitelty HSI -väriavaruus visuaalisesti. Se muistuttaa erittäin paljon kuvassa 2
esiteltyä HSV -väriavaruutta. Erona HSV -väriavaruuteen on se, että HSI -väriavaruudessa
on kaksi vastakkaista kartiota yhden kartion sijaan. Värisävy H saadaan samalla tavalla
kuin HSV -väriavaruudessa aliluvussa 2.1.2 esitetyllä tavalla ja samoin saturaatio S, mutta
kirkkauden arvon eli intensiteetin I määrittelyssä on eroa. Intensiteetti saa arvon 0 alem-
man kartion kärjessä ja arvon 1 ylemmän kartion kärjessä. Kartioiden pohjan korkeudella
intensiteetin arvo on 0.5. Kuvassa 3 intensiteettiä on merkitty L -kirjaimella, koska HSI,
HLS ja HSL -väriavaruudet ovat samoja. [GoW02]
Kuva 3: HSI -väriavaruus, joka löytyy värillisenä liitteestä A [DSF99].
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Muunnos HSI -väriavaruudesta takaisin RGB -väriavaruuteen voidaan laskea seuraavasti.
Käänteismuunnos on kolmiosainen riippuen värisävyn H arvosta:
1. RG -sektorilla eli punaisen ja vihreän värin alueella ollaan silloin, kun värisävyn H
arvot ovat välillä [0, pi3 [. Tällöin RGB -arvot voidaan laskea yhtälöiden 18-20 avulla









G = 3I − (R+B). (20)
2. GB -sektorilla eli vihreän ja sinisen värin alueella ollaan silloin, kun värisävyn H
arvot ovat välillä [pi3 , 4pi3 [. Tällöin RGB -arvot voidaan laskea yhtälöiden 21-24 avulla
H = H − 2pi
3
, (21)








missä värisävy H saadaan yhtälöstä 21 ja
B = 3I − (R+G). (24)
3. BR -sektorilla eli sinisen ja punaisen värin alueella ollaan silloin, kun värisävyn H
arvot ovat välillä [4pi3 , 2pi]. Tällöin RGB -arvot voidaan laskea yhtälöiden 25-28 avulla
H = H − 4pi
3
, (25)








missä värisävy H saadaan yhtälöstä 25 ja




Ohta -väriavaruus ei ole virallisesti standardoitu väriavaruus, vaan se on Ohtan ehdotta-
ma vastaväriavaruus RGB -väriavaruudelle. Ohta -väriavaruus on saatu, kun kahdeksan eri
testikuvaa on jaettu lohkoihin siten, että lohkot sisältävät yhtenäisen alueen sisältämän in-
formaation. Lohkoille tehdään Karhunen-Loeve -muunnos ja tutkitaan sen jälkeen lohkon
histogrammia. Kun lohkon histogrammissa on suuria laaksoja, niin silloin lohkolla on suuri
diskriminanttiteho (discriminant power). Suurella diskriminanttiteholla tarkoitetaan hah-
montunnistuksessa sitä, että hahmon varianssi on suuri. Tällöin hahmot voidaan erottaa
toisistaan. Kun lohkojen sisältämiä hahmoja ei enää jaeta, niin iterointi päättyy. Tämän
jälkeen on laskettu kaikille kuville ominaisvektorit, joiden perusteella voidaan sanoa että
yhtälöissä 29-31 esitetyn väriavaruusmuunnoksen ortogonaalit komponentit ovat tärkeitä
komponentteja väri-informaation esittämisessä. [OKS80]






missä ensimmäinen värikomponentti on keskiarvo RGB -komponenteista. Kaksi muuta










Kun muunnetaan Ohta -väriavaruudesta takaisin RGB -väriavaruuteen, niin RGB -väri-
komponentit voidaan laskea yhtälöistä
R = I1 + I2 − 23I3, (32)





B = I1 − I2 − 23I3, (34)
missä I1, I2 ja I3 ovat Ohta -väriavaruuden värikomponentteja. Muista vastaväriavaruuk-
sista voidaan mainita esimerkiksi Ewald Heringin vastaväriteoria, missä värikomponentit




Tässä luvussa esitellään kolme eri CIE -komission standardoimaa väriavaruutta. Näitä ovat
aliluvussa 2.2.1 esitelty CIE -komission alkuperäinen väriavaruusesitys, vuodelta 1931 oleva
CIE XYZ -väriavaruus. Tämän lisäksi aliluvuissa 2.2.2 ja 2.2.3 on esitelty CIE -komission
myöhemmin standardoimat väriavaruudet CIE L*a*b* ja CIE L*u*v*, jotka ovat saman-
kaltaisia muunnoksia CIE XYZ -väriavaruudesta. CIE on perustettu kansainvälistä yh-
teistyötä ja informaation vaihtoa varten tieteenaloilla, joihin liittyy valo- ja värioppi. CIE
-väriavaruudet ovat laiteriippumattomia. CIE on standardoinut pääväreille tietyt aallon-
pituudet, joita ovat siniselle 435.8, vihreälle 546.1 ja punaiselle 700 nanometriä. Ei kui-
tenkaan ole mahdollista esittää kaikkia värejä näillä kolmella aallonpituudella, eikä myös-
kään voida sanoa että jokin näistä väreistä olisi rajattu vain kyseiseen aallonpituuteen.
[TkT03, GoW02]
2.2.1 CIE XYZ
CIE standardoi XYZ -komponentit siten, että keskiverto ihminen pystyy havaitsemaan
minkä tahansa niillä esitetyn värin. Koska XYZ -väriavaruus on laiteriippumaton, niin
myös kaikki väriavaruudet jotka saadaan muunnoksella XYZ -väriavaruudesta ovat lai-
teriippumattomia. XYZ -väriavaruutta käytetään usein referenssiväriavaruutena. XYZ -
väriavaruudessa punaisen, vihreän ja sinisen määrä jokaisessa värissä esitetään X, Y ja Z
-komponenteilla, joita kutsutaan tristimulus -arvoiksi. Väri esitetään näistä muodostetuilla
kolmikromaattisilla kertoimilla x, y ja z, jotka on määritelty yhtälöillä
x =
X









X + Y + Z
. (37)
Värikomponentit X, Y ja Z saadaan kaikki integroimalla spektraalitehojakauma (spectral
power distribution) käyttäen värikomponenttia vastaavaa kuvassa 4 esitettyä värifunktiota
x, y tai z. Spektraalitehojakauma on määritelty yleensä 31 komponentilla, joista jokainen
vastaa kymmenen nanometrin kaistaa välillä [400, 700] nanometriä. [Poy97, GoW02]




12.92 , jos K ≤ 0.03928[
K+0.055
1.055
]2.4 , jos K > 0.03928 K = R,G,B K ′ = R′, G′, B′, (38)
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Kuva 4: CIE -värifunktiot x, y ja z [Poy97].
missä kaikille värikomponenteille R, G ja B pätee sama yhtälö. Yhtälössä 38 RGB -
värikomponentit muunnetaan lineaarisiksi sRGB -värikomponenteiksi R′, G′, B′ ja tämän















Vastaavasti muunnettaessa XYZ -väriavaruudesta takaisin RGB -väriavaruuteen joudu-
taan muunnos suorittamaan kahdessa vaiheessa. Ensin muunnetaan XYZ -värikomponentit
















ja tämän jälkeen muunnetaan lineaariset sRGB -värikomponentit R′, G′ ja B′ RGB -
värikomponenteiksi R, G ja B seuraavan yhtälön mukaisesti
K =
{
12.92K ′, jos K ′ ≤ 0.00304
1.055K ′1.0/2.4, jos K ′ > 0.00304
K = R,G,B K ′ = R′, G′, B′, (41)
missä kaikille värikomponenteille pätee sama yhtälö. [Mat07]
Toinen tapa esittää väri XYZ -väriavaruudessa on käyttäen kuvassa 5 esiteltyä CIE -
kromaattisuuskaavio (chromacity diagram). Siinä värin punainen komponentti x ja vihreä
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komponentti y saadaan yhtälöistä 35 ja 36. Jokaista (x, y) pisteparia vastaa yksi sinisen
komponentin z arvo, joka voidaan laskea seuravasti
z = 1− (x+ y). (42)
Kuvan 5 kaavion ympäri kiertää aallonpituus nanometreinä välillä [400, 700]. Keskellä nä-
kyvä piste CIE D65 kuvaa pistettä, missä kaikkia värikomponentteja on yhtä paljon. Tämä
piste on puhdas valkoinen väri. Lisäksi kuvassa näkyvät CIE -standardoidut aallonpituudet
punaiselle, vihreälle ja siniselle värille. [GoW02, Poy97]
Kuva 5: CIE -kromaattisuuskaavio, joka löytyy värillisenä liitteestä A [Poy97].
2.2.2 CIE L*a*b*
CIE L*a*b* ja CIE L*u*v* -väriavaruudet esiteltiin samaan aikaan ja niillä on yhteinen ta-
voite pystyä määrittämään väriavaruus, jossa kahden eri värin Euklidinen etäiyys korreloi
vahvasti ihmisen havainnointikyvyn kanssa. Erona näiden väriavaruuksien välillä on se, et-
tä L*a*b* -väriavaruudessa normalisoidaan arvot jakamalla valkoisella pisteellä ja L*u*v*
-väriavaruudessa normalisoidaan arvot vähentämällä valkoinen piste arvoista. Valkoinen
piste on määritettävissä, mutta yleisesti käytetään kuvassa 5 esitettyä valkoista pistet-
tä D65, jonka arvot ovat x = 0.3127 ja y = 0.3290. L*a*b* -väriavaruudessa L∗ kuvaa
valoisuutta, a∗ kuvaa punaisen ja vihreän erotusta ja b∗ kuvaa vihreän ja sinisen erotus-
ta. Normalisoituna L∗ -komponentin arvot ovat välillä [0, 100], jossa nolla kuvaa mustaa
ja sata kuvaa valkoista. Muiden komponenttien arvot normalisoituu siten, että negatiivi-
set a∗ -komponentin arvot kuvaavat vihreää ja positiiviset arvot kuvaavat magentaa. b∗
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-komponentin negatiiviset arvot kuvaavat sinistä ja positiiviset arvot kuvaavat keltaista.
[Poy97, GoW02]
Muunnosta suoraan RGB -väriavaruudesta L*a*b* -väriavaruuteen ei ole mahdollista teh-
dä. Ensiksi on aliluvussa 2.2.1 esitetyllä tavalla tehtävä muunnos RGB -väriavaruudesta
XYZ -väriavaruuteen ja sitten seuraavilla yhtälöillä voidaan tehdä muunnos XYZ -väriava-
ruudesta L*a*b* -väriavaruuteen. Muunnosyhtälöissä 43-45 muuttujat Xn, Yn ja Zn ovat






)1/3 − 16, jos YYn > 0.008856
903.3 YYn , muulloin
. (43)




























missä f(t) saadaan seuraavasti yhtälöstä
f(t) =
{
t1/3, jos t > 0.008856
7.787t+ 16166 , muulloin
, (46)
kun t on X/Xn, Y/Yn ja Z/Zn. Myös muunnos L*a*b* -väriavaruudesta takaisin RGB
-väriavaruuteen joudutaan suorittamaan kaksivaiheisena muuntamalla välillä XYZ -väria-




















Tämän jälkeen muunnos XYZ -väriavaruudesta RGB -väriavaruuteen voidaan laskea yh-
tälöiden 40 ja 41 mukaisesti. [Mat07]
2.2.3 CIE L*u*v*
L*u*v* -väriavaruus on hyvin paljon edellä aliluvussa 2.2.2 esitetyn L*a*b* -väriavaruuden
kaltainen. Myöskään L*u*v* -väriavaruuteen ei voida tehdä muunnosta suoraan RGB -
väriavaruudesta, vaan välissä on muunnettava RGB -väriavaruudesta XYZ -väriavaruuteen
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yhtälöiden 38 ja 39 mukaisesti. Myös tässä tapauksessa valkoisen pisteen tristimulus -arvot
ovat muuttujat Xn, Yn ja Zn. L∗ -komponentin arvo lasketaan samalla tavalla kuin edellä
yhtälön 43 mukaisesti. u∗ ja v∗ -komponentit lasketaan
u∗ = 13L∗(u′ − u′n) (49)
ja
v∗ = 13L∗(v′ − v′n), (50)
missä L∗ -komponentti saadaan siis yhtälöstä 43 ja muuttujat u′, u′n, v′ ja v′n saadaan
laskettua yhtälöistä 51-54 seuraavasti
u′ =
4X













Xn + 15Yn + 3Zn
. (54)
[TkT03]
Käänteismuunnos L*u*v* -väriavaruudesta XYZ -väriavaruuteen voidaan laskea laskemalla










missä muuttujat u′n ja v′n saadaan laskettua yhtälöistä 52 ja 54 valkoisen pisteen tristimulus







Kun Y -komponentti on laskettua niin seuraavista yhtälöistä voidaan laskea komponentit
X ja Z seuraavasti
X =
−9Y u′
(u′ − 4)v′ − u′v′ (58)
ja
Z =
9Y − 15Y v′ −Xv′
3v′
. (59)
Tämän jälkeen suoritetaan muunnos XYZ -väriavaruudesta RGB -väriavaruuteen käyttäen
edellä esiteltyjä yhtälöitä 40 ja 41. [TkT03]
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2.3 Järjestelmissä käytetyt väriavaruudet
Tämä luku käsittelee erilaisissa järjestelmissä käytettyjä väriavaruuksia. Väritulostimissa
käytetään aliluvussa 2.3.1 esiteltyä CMY -väriavaruutta. Loput tässä luvussa esitellyt väria-
varuudet ovat käytössä televisioissa tai muunlaisessa videokäytössä. Analogisessa videossa
käytettyjä väriavaruuksia ovat aliluvuissa 2.3.2 ja 2.3.3 esitellyt väriavaruudet YUV ja YIQ.
Lopuksi on aliluvussa 2.3.4 esitelty digitaalisessa videossa käytetty YCbCr -väriavaruus.
2.3.1 CMY
CMY -väriavaruus on RGB -väriavaruuden vastaväriavaruus. Kaikki CMY -väriavaruuden
värikomponentit saadaan vähentämällä ykkösestä vastaava RGB -väriavaruuden värikom-















Yhtälön 60 muunnos CMY -väriavaruuteen on yksinkertainen tapaus. Muunnos on mah-
dollista toteuttaa myös kompleksisemmin käyttäen polynomiaritmetiikkaa tai kolmiulot-
teisia interpolointi hakutaulukoita. CMY -väriavaruudesta on olemassa myös laajennus,
jossa on neljäntenä värikomponenttina mustan määrä. Laajennusta kutsutaan CMYK -
















missä vastaavasti matriisimuotoisena vähennetään CMY -värikomponentit ykkösestä. [TkT03]
2.3.2 YUV
YUV -väriavaruus on kehitetty alunperin eurooppalaisen PAL -standardin myötä tele-
visiokäyttöön. Alunperin harmaasävylähetyksissä tarvittiin ainoastaan luminanssikanava
Y , mutta värillisten lähetysten myötä tarvittiin lisäksi kaksi krominanssikomponenttia
(chrominance component) värien esittämiseen. Näitä kahta komponenttia voidaan tiivis-
tää enemmän, koska ihmisen visuaalinen järjestelmä sallii enemmän virheitä krominans-

































YUV -väriavaruudesta on myös mahdollista tehdä muunnos fenomenaaliseen väriavaruu-
teen, jolloin luminanssin Y lisäksi tarvittavat värisävy H ja saturaatio S laskettaisiin tie-
tyillä muunnoksilla. [TkT03]
2.3.3 YIQ
YIQ -väriavaruus on hyvin samankaltainen edellä aliluvussa 2.3.2 esitellyn YUV -väriava-
ruuden kanssa. YIQ -väriavaruus on kehitetty amerikkalaiseen NTSC -standardiin. NTSC
-standardi on PAL -standardia vanhempi televisiolähetysten siirto- ja tiivistysstandardi.
Myös YIQ -väriavaruus soveltuu yksikomponenttisena harmaasävylähetyksille. Muunnos















mikä muistuttaa erittäin paljon yhtälössä 62 esiteltyä YUV -väriavaruusmuunnosta. Vas-
















Myös YIQ -väriavaruus on mahdollista muuntaa fenomenaaliseksi. [TkT03]
2.3.4 YCbCr
YCbCr -väriavaruus poikkeaa siinä mielessä edellä aliluvuissa 2.3.2 ja 2.3.3 esitellyissä vä-
riavaruuksista YUV ja YIQ, että se on kehitelty digitaalisen videon siirtämiseen ja tiivis-
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missä kerroinmatriisi noudattaa perinteisen television standardia. Yhtälössä 66 kerroinmat-
riisi on mahdollista korvata sellaisella kerroinmatriisilla, joka noudattaa teräväpiirtostan-























missä kerroinmatriisi on yhtälössä 66 esitetyn kerroinmatriisin käänteismatriisi. [Mat07]
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3 HÄVIÖLLINEN WAVELET -TIIVISTYS
Tässä luvussa käsitellään häviöllinen wavelet -tiivistys. Aluksi on esitelty häviöllisen wave-
let -tiivistyksen toteuttava koodausjärjestelmä ja yleisesti mitä wavelet -funktiot (wavelet
functions) ovat. Sen jälkeen aliluvussa 3.1 on käsitelty wavelet -funktioiden perusteita ja
aliluvussa 3.2 on esitelty useampia wavelet -muunnoksia. Viimeiset kaksi alilukua 3.3 ja
3.4 käsittelevät kvantisointia ja symbolien koodausta.
Häviöllinen wavelet -tiivistys toteutetaan kuvassa 6 esitetyllä wavelet -koodausjärjestelmällä
(wavelet encoding system) ja purkaminen toteutetaan kuvassa 7 esitetyllä koodausjär-
jestelmää vastaavalla wavelet -dekoodausjärjestelmällä (wavelet decoding system). Wa-
velet -tiivistys muistuttaa joiltakin osin muuunnoskoodausta, mitä käytetään JPEG -
standardissa, mutta siinä on myös joitakin eroja. Wavelet -muunnos suoritetaan koko ku-
valle kerralla. JPEG -standardissa kuva olisi ensin lohkottu pienempiin lohkoihin ja näihin
jokaiseen lohkoon olisi suoritettu diskreetti kosinimuunnos. Wavelet -muunnos voidaan to-
teuttaa eri tavoilla, joita on esitelty myöhemmin aliluvussa 3.2. Wavelet -muunnoksen jäl-
keen suoritetaan kvantisointi, joka on häviöllinen osuus koodausjärjestelmässä. Kuten ku-
vasta 7 nähdään, niin dekoodausjärjestelmä ei sisällä käänteisoperaatiota kvantisoinnille.
Kvantisoinnissa pyritään yleisesti kuvaamaan tietty määrä alkioita, pienemmällä määrällä
alkioita. Tällöin tapahtuu tiivistystä, kun kaikkia kuvan alkioita ei tarvitse tallentaa tii-
vistettäessä kuvaa. Lopuksi kvantisoidut alkiot koodataan häviöttömästi. Symbolien koo-
daukseen käytettäviä menetelmiä on paljon erilaisia. Yleisimpiä näistä ovat jakson pituuden
koodaus (RLE), Huffmanin koodaus (Huffman coding) ja aritmeettinen koodaus (arithmetic
coding). Näin saadaan häviöllisesti wavelet -tiivistetty kuva. Wavelet -tiivistystä on erityi-
sesti syytä käyttää silloin, kun halutaan erittäin suuria tiivistyssuhteita. [GoW02, Yeu97]
Kuva 6: Wavelet -koodausjärjestelmä [GoW02].
Tiivistetty kuva saadaan purettua, kun ensin puretaan symbolien koodaus käyttämällä
symbolien dekoodausta. Jokaiselle symbolien koodausalgoritmille on määritelty myös toi-
nen algoritmi purkamista varten. Tämän jälkeen käytetään wavelet -käänteismuunnosta ja
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saadaan sen tuloksena purettu kuva. On muistettava käyttää sen wavelet -muunnoksen
käänteismuunnosta, mitä on käytetty edellä esitellyssä wavelet -koodausjärjestelmässä.
[GoW02, Yeu97]
Kuva 7: Wavelet -dekoodausjärjestelmä [GoW02].
3.1 Wavelet -funktioiden perusteet
Tässä luvussa käsitellään wavelet -funktioiden perusteita. Aliluvut 3.1.1 ja 3.1.2 käsittele-
vät kantafunktioita (basis functions), kantoja (basis) ja multiresoluutioanalyysiä (MRA),
sekä aliluvuissa 3.1.3 ja 3.1.4 esitellään skaalausfunktiot (scaling function) ja wavelet -
funktiot.
Wavelet -funktiot ovat tietyt matemaattiset vaatimukset täyttäviä funktioita, joilla voidaan
esittää dataa tai toisia funktioita [Gra95]. Wavelet -funktioita käytetään yleisesti signaalien
esityksissä, puheen ja videon tiivistämisessä, multiresoluutiosignaalinkäsittelyssä ja signaa-
lien suunnittelussa. Wavelet -tiivistyksen etuna muihin tiivistysmenetelmiin kuvankäsitte-
lyssä on, että wavelet -muunnos suorittaa multiresoluutioanalyysin kuvasta. Multiresoluu-
tioanalyysi on hyvin samanlainen esitys kuvalle, kuin minkä ihmisen visuaalinen järjestelmä
meille esittää. Multiresoluutioanalyysissä skaalausfunktiolla muodostetaan sarja funktion
approksimaatioista, missä jokainen approksimaatio eroaa kertoimen 2 verran lähimmästä
viereisestä approksimaatiosta. Tämän jälkeen wavelet -funktiota käytetään koodaamaan
kahden vierekkäisen approksimaation sisältämän informaation ero. [GoW02, GKG99]
Suurin hyöty wavelet -funktioiden käytössä verrattuna Fourier -analyysiin on, että wave-
let -funktioilla voidaan tehokkaasti esittää ei-stationäärisiä signaaleja. Tämä johtuu siitä,
että wavelet -analyysissä on erilainen lähestymistapa kuin Fourier -analyysissä. Kun Fou-
rier -analyysissä signaali esitetään äärettömän mittaisina globaaleina funktioina, niin wa-
velet -analyysissä signaali esitetään sarjoina äärellisen mittaisista kantafunktioista. Kan-
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tafunktiot saadaan yhdestä prototyyppiwavelet -funktiosta skaalauksella ja siirroksella.
Skaalauksesta johtuen wavelet -analyysissä tarkastelut tehdään aika-skaalaus (time-scale)
-esityksessä perinteisen aika-taajuus -esityksen sijaan. Kompleksisten signaalien esittämi-
seen kantafunktion tulisi olla lokaalisoitu sekä aika- että taajuusavaruuteen. Aika-avaruuden
kantana käytettyä impulssia ja taajuusavaruuden kantana käytettyä sinifunktiota ei voida
lokaalisoida toisiin avaruuksiin, jolloin vaihtoehtona on käyttää wavelet -kantaa. Jokainen
wavelet esiintyy aika-akselilla eri kohdassa ja lähestyy nollaa riittävän kaukana keskikoh-
dastaan. Wavelet -funktioiden käyttö jakaa signaalin korkea- ja matalataajuuskaistoihin
iteratiivisti [LaZ02]. Kantafunktion ollessa muuttuja, voidaan signaalin korkeataajuuskom-
ponentit esittää kapealla skaalauksella ja matalataajuuskomponentit leveällä skaalauksella.
On osoitettu, että on olemassa ääretön määrä kantafunktioita, jotka toteuttavat wavelet
-kantafunktion määritelmän [CoE95]. Wavelet -kantafunktioksi kelpaa mikä tahansa funk-
tio, joka on kelvollinen aliluvussa 3.1.2 esiteltyihin multiresoluutioanalyysin vaatimuksiin
[GKG99]. [Hab95, Yeu97]
3.1.1 Kannat ja kantafunktiot






missä k on summan kokonaislukuindeksi, kertoimet αk ovat reaaliarvoiset kehitelmäkertoi-
met (expansion coefficients) ja funktiot ϕk(x) ovat reaaliarvoiset kehitelmäfunktiot. Mikäli
on olemassa vain yksi joukko kertoimia αk mille tahansa funktiolle f(x), niin silloin funk-
tioita ϕk(x) kutsutaan kantafunktioiksi. Kantafunktioiden muodostamaa kehitelmäjoukkoa
(expansion set) {ϕk(x)} kutsutaan kannaksi. Kantafunktiot virittävät funktioavaruuden,




Yhtälössä 68 esitetyt kertoimet αk voidaan ratkaista mille tahansa funktiolle f(x) ∈ V ,
kun jokaiselle funktioavaruudelle V ja sitä vastaavalle kannalle {ϕk(x)} on olemassa jouk-
ko duaalifunktioita (dual functions) {ϕ˜k(x)}. Kertoimet αk saadaan ratkaistua ottamalla
sisätulo duaalifunktioista ϕ˜k(x) ja funktiosta f(x)
αk = 〈ϕ˜k(x), f(x)〉 =
∫
ϕ˜∗k(x)f(x) dx, (70)
missä ∗ tarkoittaa kompleksikonjugaattia. [GoW02]
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Duaalifunktiot saadaan laskettua kannalle siten, että valitaan kannaksi vektorit b1 ja b2
























Duaalikanta saadaan ratkaistua ratkaisemalla seuraavat sisätulot
〈b1, b˜1〉 = 1, (73)
〈b2, b˜1〉 = 0, (74)
〈b1, b˜2〉 = 0 (75)
ja
〈b2, b˜2〉 = 1, (76)
missä tarvittavat vektorit on esitelty yhtälöissä 71 ja 72. [GoC99]
Kannan ortogonaalisuudesta riippuen kertoimien αk laskenta voidaan suorittaa kahdella
eri tavalla:
1. Jos kantafunktiot muodostavat aliavaruuden V ortonormaalin kannan, niin
〈ϕj(x), ϕk(x)〉 = δjk =
{
0, j 6= k
1, j = k
(77)
kanta ja sen duaali ovat ekvivalentteja eli ϕk(x) = ϕ˜k(x), jolloin kertoimet αk saadaan
kantafunktioiden ϕk(x) ja funktion f(x) sisätulosta
αk = 〈ϕk(x), f(x)〉. (78)
2. Jos kantafunktiot ovat ortogonaaleja, mutta eivät ole ortonormaaleja ja muodostavat
aliavaruuden V kannan, niin ortogonaalille aliavaruuden V kannalle pätee
〈ϕj(x), ϕk(x)〉 = 0 j 6= k. (79)
Tällöin kantafunktioita ja niiden duaalifunktioita kutsutaan biortogonaaleiksi (biort-
hogonal). Biortogonaalille kannalle ja sen duaalille on voimassa
〈ϕj(x), ϕ˜k(x)〉 = δjk =
{
0, j 6= k
1, j = k
. (80)
Kertoimet αk lasketaan tässä tapauksessa yhtälön 70 mukaisesti. [GoW02]
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Ortogonaalisen kannan tapauksessa kaikki kantafunktiot kuuluvat samaan avaruuteen.
Biortogonaalisen kannan tapauksessa kantafunktiot ja niiden duaalifunktiot eivät vält-
tämättä kuulu samaan avaruuteen. Jos biortogonaalisen kannan kantafunktiot ja duaa-
lifunktiot kuuluvat samaan avaruuteen, niin kyseessä on niin sanottu semiortogonaalinen
(semiorthogonal) kanta. [GoC99]
3.1.2 Multiresoluutioanalyysi
Multiresoluutioanalyysissä signaali tai funktio voidaan ajatella tasaiseksi taustaksi, missä
yksityiskohdat ovat päälimmäisenä. Ero näiden tasojen välillä määräytyy resoluution mu-
kaan. Tarkastellaan funktiota f(x) resoluutiotasolla j. Funktiota f(x) approksimoiva funk-
tio on fj(x). Seuraavalla resoluutiotasolla j + 1 yksityiskohdat dj(x) sisältyvät funktioon
fj+1(x) = fj(x) + dj(x). Yleisesti funktio f(x) voidaan esittää approksimaationa




Vastaavasti voidaan esittää avaruus L2(R) aliavaruuden Vj ja aliavaruuksien {Wk} avulla.
Aliavaruus Vj sisältää approksimaation fj(x) funktiosta f(x) resoluutiotasolla j ja aliava-
ruudet {Wk} sisältävät yksityiskohdat dk(x). L2(R) on neliö-integroitavista yksiulottei-
sista funktioista muodostuva vektoriavaruus ja R on reaalilukujen joukko [Mal89]. Neliö-
integroitavat funktiot f(x) on määritelty seuraavasti integraalilla∫ ∞
−∞
|f(x)|2dx <∞ [GoC99]. (82)
Multiresoluutioanalyysille on olemassa viisi vaatimusta:
1. Aliavaruuden Vj täytyy kuulua myös kaikkiin korkeamman resoluution aliavaruuksiin
. . . ⊂ V−1 ⊂ V0 ⊂ . . . ⊂ L2(R), (83)
mikä on esitetty havainnollisesti kuvassa 8.
2. Kaikkien neliö-integroitavien funktioiden on kuuluttava hienoimmalle resoluutiota-
solle
∪jVj = L2(R) (84)
ja vain nollafunktio kuuluu karkeimmalle resoluutiotasolle
∩jVj = {0}. (85)
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3. Kaikki aliavaruudet {Vj} on saatu skaalaamalla sisimmäistä aliavaruutta V0. Jos
aliavaruudessa Vj on funktio f(x) ja se ei sisällä yksityiskohtia, jotka ovat pienempiä
kuin 1/2j , niin aliavaruuden Vj+1 funktio f(2x) ei sisällä yksityiskohtia, jotka ovat
pienempiä kuin 1/2j+1
f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1. (86)
4. Jos funktio f(x) kuuluu sisimmäiseen aliavaruuteen V0, niin silloin myös sen siirrokset
{f(x− k)} kokonaisluvulla k kuuluvat aliavaruuteen V0
f(x) ∈ V0 ⇒ f(x− k) ∈ V0 (87)
5. On olemassa skaalausfunktio ϕ(x) siten, että joukko {ϕ(x− k)} on aliavaruuden V0
ortonormaali kanta. [GKG99]
Kuva 8: Eriresoluutioisten aliavaruuksien sisäkkäisyys multiresoluutioanalyysissä [GoW02].
3.1.3 Skaalausfunktio
Sisäkkäisten aliavaruuksien joukko {Vj} antaa paremman approksimaation vektoriava-
ruudesta L2(R). Jokaisen aliavaruuden Vj kantafunktiot muodostavat joukon, joka koos-
tuu reaalisista neliö-integroitavista funktioista ϕ(x). Määritellään skaalausfunktiojoukko
{ϕj,k(x)}, missä
ϕj,k(x) = 2j/2ϕ(2jx− k) (88)
kaikille j, k ∈ Z ja ϕ(x) ∈ L2(R), missä Z on kokonaislukujen joukko. Indeksi k määrittää
funktion ϕj,k(x) paikan x-akselilla eli siirroksen ajassa, indeksi j määrittää funktion ϕj,k(x)
leveyden ja termi 2j/2 kontrolloi amplitudia eli funktion korkeutta. Indeksiä k kutsutaan
siirroksi (translation) ja indeksiä j kutsutaan skaalaksi (scale) [GWE04]. Kun indeksi j
muuttuu, niin myös funktion ϕj,k(x) muoto muuttuu, jolloin funktiota ϕ(x) kutsutaan
skaalausfunktioksi. Skaalausfunktio on alipäästösuodin [CoE95]. [GKG99, GoW02]
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Kun valitaan indeksi j = j0, niin yhtälöstä 88 saatava funktiojoukko {ϕj0,k(x)} on funk-











missä kertoimet αk saadaan yhtälöstä 70 ja skaalausfunktiot ϕj0,k(x) saadaan yhtälöstä




Indeksin j kasvaessa myös aliavaruuden Vj koko kasvaa. [GoW02, CoE95]
Kun edellä mainitut neljä ehtona täyttyvät, niin aliavaruuden Vj kantafunktiot voidaan






missä summan indeksointi on muutettu selventämiseksi indeksiksi n. Yhtälöstä 88 sijoite-





Yhtälöstä 93 saadaan yksinkertaisempi esitys ilman alaindeksejä, kun ϕ(x) = ϕ0,0(x) jolloin







Yhtälössä 94 kertoimia hϕ(n) kutsutaan skaalausfunktiokertoimiksi (scaling function coef-
ficients) ja hϕ on skaalausvektori (scaling vector). Yhtälön 94 mukaan minkä tahansa ali-
avaruuden kantafunktiot voidaan muodostaa seuraavan korkeamman resoluution avaruu-
den kantafunktioista. Referenssialiavaruus V0 voidaan valita mielivaltaisesti. [GoW02]
3.1.4 Wavelet -funktio
Kun oletetaan, että käytetty skaalausfunktio ϕ(x) täyttää edellä kohdassa 3.1.2 esitetyt
viisi vaatimusta multiresoluutioanalyysille, niin wavelet -funktio voidaan määritellä virittä-
mään kahden rinnakkaisen skaalausfunktioiden virittämän aliavaruuden Vj ja Vj+1 välinen
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ero. Määritellään wavelet -funktiojoukko {ψj,k(x)} seuraavasti, missä
ψj,k(x) = 2j/2ψ(2jx− k) (95)










missä kertoimet αk saadaan yhtälöstä 70 ja wavelet -funktiot ψj,k(x) saadaan edellä esite-
tystä yhtälöstä 95. [GKG99, GoW02]
Skaalaus- ja wavelet -funktioaliavaruuksien välillä pätee
Vj+1 = Vj ⊕Wj , (98)
missä ⊕ on aliavaruuksien yhdiste. Toisin sanoen aliavaruuden Vj ortogonaalinen komple-
mentti aliavaruudessa Vj+1 on aliavaruus Wj ja kaikki aliavaruuden Vj jäsenet ovat ortogo-
naalisia suhteessa aliavaruuden Wj jäseniin. Tämä on havainnollistettu kuvassa 9. Tällöin
kaikille indekseille j, k, l ∈ Z on voimassa, että skaalaus- ja wavelet -funktion sisätulo on
nolla
〈ϕj,k(x), ψj,l(x)〉 = 0. (99)
Kaikkien neliö-integroitavien funktioiden vektoriavaruus L2(R) voidaan nyt esittää seuraa-
vasti
L2(R) = V0 ⊕W0 ⊕W1 ⊕ . . . (100)
tai
L2(R) = V1 ⊕W1 ⊕W2 ⊕ . . . (101)
tai
L2(R) = . . .⊕W−2 ⊕W−1 ⊕W0 ⊕W1 ⊕W2 ⊕ . . . , (102)
missä skaalausfunktioaliavaruudet on eliminoitu, jolloin vektoriavaruus L2(R) voidaan esit-
tää vain pelkillä wavelet -funktioaliavaruuksilla. Yhtälöt 100, 101 ja 102 voidaan yleistää
muotoon
L2(R) = Vj0 ⊕Wj0 ⊕Wj0+1 ⊕ . . . , (103)
missä j0 on mielivaltainen indeksi sisimmäiseen tarkasteltavaan aliavaruuteen. [GoW02]
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Kuva 9: Skaalausfunktio- ja wavelet -funktioaliavaruuksien välinen yhteys [GoW02].
Kuten edellä yhtälössä 94 esitetty skaalausfunktio, niin myös jokainen wavelet -funktio
voidaan esittää painotettuna summana siirretyistä kaksinkertaisen resoluution skaalaus-
funktioista (shifted double-resolution scaling functions), koska wavelet -funktioaliavaruudet
kuuluvat aina korkeamman resoluution skaalausfunktioiden virittämiin aliavaruuksiin. Täl-







missä hψ(n) ovat wavelet -funktiokertoimet (wavelet function coefficients) ja hψ on wavelet
-vektori (wavelet vector). Wavelet -funktiokertoimet hψ(n) saadaan myös seuraavasti
hψ(n) = (−1)nhϕ(1− n), (105)
skaalausfunktiokertoimista hϕ(n), koska skaalausfunktio on alipäästösuodin ja wavelet -
funktio on ylipäästösuodin ja signaalianalyysissä suotimen kertoimien välillä on tälläinen
yhteys. [GoW02, GKG99]
On olemassa erilaisia tapoja muodostaa skaalaus- ja wavelet -funktiot eli toisin sanoen
muodostaa wavelet -kanta. Käytännössä multiresoluutioanalyysi suoritetaan etsimällä so-
piva suodinpankki (filter bank) ja sen jälkeen ratkaisemalla yhtälöstä 94 skaalausfunktio ja
yhtälöstä 104 wavelet -funktio [OLM98]. Skaalausfunktio on myös mahdollista esittää sum-
mana jaksollisista splineistä [BlU02]. Yksi lähestymistapa on suunnitella wavelet -funktio,
joka vastaa sitä signaalia, mihin kyseistä wavelet -funktiota tullaan käyttämään. Tälläinen
suunnittelu on mahdollista hahmontunnistuksen avulla. [ChR00]
3.2 Wavelet -muunnos ja -käänteismuunnos
Tässä luvussa käsitellään erilaisia wavelet -muunnoksia ja niiden käänteismuunnoksia. Eri-
laisia wavelet -muunnoksia on eri sovelluksia varten. Diskreetille signaalille on määritel-
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ty aliluvussa 3.2.1 diskreetti wavelet -muunnos ja laskennallisesti nopeampi diskreettiin
wavelet -muunnokseen pohjautuva nopea wavelet -muunnos (FWT) on esitelty aliluvussa
3.2.2. Jatkuvalle signaalille on olemassa jatkuva wavelet -muunnos (CWT), missä aika- ja
skaalausparametrit ovat jatkuvia. Kyseiset parametrit voivat olla myös diskreettejä jat-
kuvan signaalin tapauksessa, jolloin on mahdollista käyttää wavelet -sarjoja (wavelet se-
ries) muunnokseen. Wavelet sarjojen kertoimet saadaan näytteistämällä jatkuvan wavelet
-muunnoksen kertoimet [RiD92]. Wavelet -paketit (wavelet packets) ovat tavallisia wavelet
-muunnoksia, missä yksityiskohtia suodatetaan iteratiivisesti [GuM03]. Jatkuvalle wavelet
-muunnokselle on olemassa myös nopeampi laskentatapa, joka perustuu Z-muunnokseen
[JoB91]. Kaikki esitetyt muunnokset ovat yksiulotteisia, mutta koska kuvankäsittelyssä
tarvitaan kaksiulotteista wavelet -muunnosta, niin laajennus yksiulotteisesta wavelet -
muunnoksesta kaksiulotteiseen wavelet -muunnokseen on esitelty viimeisessä aliluvussa
3.2.3. Kun suoritetaan wavelet -muunnos, niin signaalia voidaan tämän jälkeen käsitel-
lä wavelet -avaruudessa, missä siitä voidaan poistaa häiriöitä tai sitä voidaan tiivistää tai
sitä voidaan muuten muokata paremmaksi [GuFV05]. [RiV91]
3.2.1 Diskreetti wavelet -muunnos
Diskreetissä wavelet -muunnoksessa hajoitetaan diskreetti signaali f(x) wavelet -kompo-
nentteihin [Hab95]. Diskreetti wavelet -muunnos voidaan esittää seuraavanalaisena parina














missä f(x), ϕj0,k(x) ja ψj,k(x) ovat diskreetin muuttujan x = 0, 1, . . . ,M − 1 funktioita ja
1/
√
M on normalisointikerroin. Diskreettiä wavelet -muunnosta vastaava käänteismuunnos














Yhtälöistä 106 ja 107 saatuja kertoimia kutsutaan approksimaatiokertoimiksi Wϕ(j0, k)
(approximation coefficients) ja yksityiskohtakertoimiksi Wψ(j, k) (detail coefficients). Esi-
tetyt diskreetin wavelet -muunnoksen toteuttavat yhtälöt ovat käyttökelpoisia vain orto-
normaaleille kannoille. Biortogonaalikantoja käytettäessä yhtälöissä tulee vaihtaa funktiot
ϕ ja ψ niiden duaalifunktioiksi ϕ˜ ja ψ˜. [GoW02]
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3.2.2 Nopea wavelet -muunnos
Nopea wavelet -muunnos pohjautuu kohdassa 3.2.1 esiteltyyn diskreettiin wavelet -muun-
noksen, mutta se on kehitetty nopeuttamaan laskentaa. Lähdetään johtamaan nopeaa wa-
velet -muunnosta skaalausfunktion yhtälöstä 94. Suoritetaan muuttujalle x siirros k ja














Vastaavasti myös wavelet -funktion yhtälöstä 104 saadaan samalla siirroksella, skaalauk-







Tämän jälkeen sijoitetaan diskreetin wavelet -muunnoksen yhtälöön 107 wavelet -funktion



































missä suluissa oleva osa yhtälöä vastaa diskreetin wavelet -muunnoksen yhtälöä 106 arvolla
j0 = j + 1. Tämä saadaan sijoittamalla skaalausfunktion yhtälö 88 diskreetin wavelet -
muunnoksen yhtälöön 106 arvolla j0 = j + 1, jolloin saadaan










hψ(m− 2k)Wϕ(j + 1,m). (115)
Vastaavasti sijoittamalla diskreetin wavelet -muunnoksen yhtälöön 106 skaalausfunktion
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missä kuten edelle yhtälössä 113, niin suluissa oleva osa yhtälöä vastaa diskreetin wavelet




hϕ(m− 2k)Wϕ(j + 1,m). (119)
Yhtälöissä 115 ja 119 esitetyt approksimaatiokertoimet Wϕ(j, k) ja yksityiskohtakertoimet
Wψ(j, k) resoluutiolla j voidaan laskea konvoluutiolla seuraavan resoluutiotason j + 1 ap-
proksimaatiokertoimistaWϕ(j+1, k) ja skaalausvektoreista hϕ(−n) ja wavelet -vektoreista
hψ(−n), missä −n tarkoittaa käänteistä aikaa. Lisäksi konvoluution tulos täytyy näytteis-
tää. Nämä saadaan kirjoitettua seuraavanlaisiksi yhtälöiksi









missä konvoluutiot lasketaan ajanhetkillä n = 2k, kun k ≥ 0. Konvoluutioiden laskemi-
nen parillisilla positiivisilla indekseillä tarkoittaa samaa kuin suodattaminen ja kakkosella
desimointi. Kuvassa 10 on esitetty näitä konvoluutioita vastaava suodinpankki. Suodin-
pankkia voidaan iteroida, jolloin voidaan laskea nopeaa wavelet -muunnosta useammal-
la tasolla lähtien signaalista f(n) = Wϕ(J, n) ja päätyen P -tasoisessa laskennassa ker-
toimiin Wψ(J − P, n) ja Wϕ(J − P, n). Jokaisella resoluutiotasolla on vaadittava infor-
maatio seuraavan korkeamman resoluution referenssisignaalin rekonstruointiin [VBL95].
[GoW02, GWE04]
Vastaavasti käänteismuunnos saadaan laskettua resoluution j approksimaatiokertoimis-
ta Wϕ(j, n) ja yksityiskohtakertoimista Wψ(j, n) lähtien samoilla skaalaus- ja wavelet -
vektoreilla hϕ(n) ja hψ(n) mitä käytettiin tiivistettäessä. Vektoreissa ei kuitenkaan kään-
teismuunnoksessa käytetä käänteistä aikaa, kuten edellä tiivistettäessä käytettiin. Nopean
wavelet -käänteismuunnoksen suodinpankki on esitetty kuvassa 11, missä desimoinnin si-
jasta on kakkosella interpolointi. Interpoloinnissa vektoriin lisätään nollia siten, että al-
kuperäinen pituus kasvaa kaksinkertaiseksi. Tämän jälkeen suodatetaan konvoluutiolla ja
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↗ hψ(−n) → 2 ↓ → Wψ(J − 1, n)
Wϕ(J, n) ↗ hψ(−n) → 2 ↓ → Wψ(J − 2, n)
↘ hϕ(−n) → 2 ↓ → Wϕ(J − 1, n)
↘ hϕ(−n) → 2 ↓ → Wϕ(J − 2, n)
Kuva 10: Nopean wavelet -muunnoksen suodinpankki kahdella resoluutiotasolla [GoW02].
lasketaan yhteen, jolloin saadaan seuraavan korkeamman resoluution approksimaatio. Sa-
ma voidaan esittää yhtälönä




missä W up tarkoittaa kakkosella interpolointia ja ∗ konvoluutiota. [GoW02]
Wψ(J − 1, n) → 2 ↑ → hψ(n) ↘
Wψ(J − 2, n) → 2 ↑ → hψ(n) ↘ + Wϕ(J, n)
+ Wϕ(J − 1, n) → 2 ↑ → hϕ(n) ↗
Wϕ(J − 2, n) → 2 ↑ → hϕ(n) ↗
Kuva 11: Nopean wavelet -käänteismuunnoksen suodinpankki kahdella resoluutiotasolla
[GoW02].
3.2.3 Kaksiulotteinen wavelet -muunnos
Kaksi ja useampi ulotteiset wavelet -funktiot muodostetaan yksiulotteisista wavelet -funk-
tioista [HuG02]. Koska kuvat ovat kaksiulotteisia funktiota f(x, y), niin niitä varten tar-
vitaan kaksiulotteista wavelet -muunnosta. Kaksiulotteiseen wavelet -muunnokseen tar-
vitaan kaksiulotteinen skaalausfunktio ϕ(x, y) ja kolme kaksiulotteista wavelet -funktiota
ψH(x, y), ψV (x, y) ja ψD(x, y), jotka on määritelty tuloina yksiulotteisista skaalaus- ja
wavelet -funktioista. Separoituva (separable) kaksiulotteinen skaalausfunktio saadaan seu-
raavasti
ϕ(x, y) = ϕ(x)ϕ(y) (123)
ja separoituvat kaksiulotteiset wavelet -funktiot saadaan seuraavasti
ψH(x, y) = ψ(x)ϕ(y) (124)
ψV (x, y) = ϕ(x)ψ(y) (125)
ψD(x, y) = ψ(x)ψ(y). (126)
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Wavelet -funktiot mittaavat intensiteetin muutoksia kuvassa eri suuntiin wavelet -funktion
yläindeksistä H, V tai D riippuen. H tarkoittaa sarakkeita, V tarkoittaa rivejä ja D dia-
gonaaleja. Yksiulotteinen diskreetti wavelet -muunnos voidaan laajentaa kaksiulotteiseksi,
kun määritellään ensin kaksiulotteiset kantafunktiot seuraavasti
ϕj,m,n(x, y) = 2j/2ϕ(2jx−m, 2jy − n) (127)
ja
ψij,m,n(x, y) = 2
j/2ψi(2jx−m, 2jy − n) i = {H,V,D}, (128)
missä indeksi i kertoo wavelet -funktion suunnan. Kaksiulotteinen diskreetti wavelet -









f(x, y)ϕj0,m,n(x, y) (129)
ja







f(x, y)ψij,m,n(x, y) i = {H,V,D}, (130)
missä indeksi j0 on aloitusresoluutio ja kertoimet Wϕ(j0,m, n) ja W iψ(j,m, n) ovat ap-
proksimaatiokertoimet resoluutiolla j0 ja eri suuntien yksityiskohtakertoimet resoluutiol-


























Kaksiulotteinen wavelet -muunnos voidaan laskea yksiulotteisen muunnoksen tapaan no-
peana wavelet -muunnoksena. Kaksiulotteisessa tapauksessa tehdään yksiulotteinen muun-
nos ensin riveittäin ja sitten sarakkeittain käyttäen yhtälöissä 123-126 esiteltyjä kaksiulot-
teisia separoituvia skaalaus- ja wavelet -funktioita. Suodinpankki koostuu yksiulotteisen
tapauksen tavoin suotimista ja desimaattoreista. Kuvassa 12 on esitelty kaksiulotteisen
nopean wavelet -muunnoksen suodinpankki ja kuvassa 13 on esitelty vastaava kaksiulottei-
sen nopean wavelet -käänteismuunnoksen suodinpankki. Suodinpankeissa on huomioitava
erona yksiulotteiseen tapaukseen se, että approksimaatiokertoimien lisäksi saadaan ulostu-
lona kolmeen erisuuntaan yksityiskohtakertoimet. Kuvissa 12 ja 13 esitetyt suodinpankit
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ovat yhden resoluution tapauksia, mutta niitä voidaan iteroida samaan tapaan kuin yksiu-
lotteisen nopean -wavelet muunnoksen tapauksessa. Niitä ei kuitenkaan esitetä useammalla
resoluutiolla, koska niiden esittäminen veisi liian paljon tilaa. [GoW02]
↗ hψ(−m) → 2 ↓ → WDψ (j,m, n)
hψ(−n) → 2 ↓
↗ ↘ hϕ(−m) → 2 ↓ → WVψ (j,m, n)
Wϕ(j + 1,m, n)
↘ ↗ hψ(−m) → 2 ↓ → WHψ (j,m, n)
hϕ(−n) → 2 ↓
↘ hϕ(−m) → 2 ↓ → Wϕ(j,m, n)
Kuva 12: Kaksiulotteisen nopean wavelet -muunnoksen suodinpankki ensimmäisellä reso-
luutiotasolla [GoW02].
WDψ (j,m, n) → 2 ↑ → hψ(m) ↘
+ 2 ↑ → hψ(n) ↘
WVψ (j,m, n) → 2 ↑ → hϕ(m) ↗
+ Wϕ(j + 1,m, n)
WHψ (j,m, n) → 2 ↑ → hψ(m) ↘
+ 2 ↑ → hϕ(n) ↗
Wϕ(j,m, n) → 2 ↑ → hϕ(m) ↗
Kuva 13: Kaksiulotteisen nopean wavelet -käänteismuunnoksen suodinpankki ensimmäi-
sellä resoluutiotasolla [GoW02].
Käytännössä kuva jakautuu lohkoihin siten, että alkuperäinen M × N kuva jaetaan en-
simmäisellä iteraatiolla neljään yhtäsuuren M2 × N2 osaan. Vasen yläkulma sisältää approk-
simaatiokertoimet ja oikea yläkulma sisältää horisontaaliset yksityiskohdat. Vastaavasti
vasen alakulma sisältää vertikaaliset yksityiskohdat ja oikea alakulma sisältää diagonaa-
liset yksityiskohdat. Seuraavilla iteraatiokerroilla jaetaan vasemman yläkulman approksi-
maatiokertoimien muodostamaa lohkoa taas neljään yhtäsuureen lohkoon. Sama toistuu
kaikilla iteraatiokerroilla. Nämä lohkot ovat sisätuloja signaalista f(x, y) ja yhtälöissä 123-
126 esitetyistä separoituvista kaksiulotteisista skaalaus- ja wavelet -funktioista, joita on
lisäksi desimoitu kakkosella molempiin suuntiin. Tämä on esitetty kuvassa 14 kolmella
iteraatiokerralla eli kolmella resoluutiotasolla. [GoW02]
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Kuva 14: Kaksiulotteisen wavelet -muunnoksen komponenttien jakautuminen kolmella re-
soluutiotasolla [CoE95].
3.3 Kvantisointi
Tässä luvussa käsitellään kvantisointia. Aluksi on esitelty aliluvussa 3.3.1 skaalaarikvan-
tisointi (scalar quantization) ja sen jälkeen aliluvussa 3.3.2 on esitelty vektorikvantisointi
(vector quantization). Viimeisessä aliluvussa 3.3.3 käsitellään K-Means -klusterointia (K-
Means clustering).
Tiedon tiivistyksessä perusajatuksena on pystyä esittämään tieto vähemmän tilaavieväs-
sä muodossa. Kun tiedon tiivistys toteutetaan häviöllisenä, niin silloin käytössä on jokin
kvantisointimenetelmä. Kvantisoinnissa pyritään esittämään jokin joukko alkioita pienem-
mällä määrällä alkioita. Yksinkertaisin ja vanhin kvantisointimenetelmä on pyöristäminen.
Kvantisointia on helpompi toteuttaa silloin, kun alkiot eivät eroa paljon toisistaan. Jos
jokainen alkio on toisistaan eroava ja samalla todennäköisyydellä esiintyvä, niin kysees-
sä on täydellinen satunnaisuus (maximum randomness). Skalaarikvantisointia käytetään
enimmäkseen yksiulotteisen datan kvantisointiin ja kuvien käsittelyssä on monesti käytös-
sä vektorikvantisointi tai matriisilla normalisointi. Vektorikvantisointi tuottaa paremman
signaali-kohinasuhteen (SNR) kuin skalaarikvantisointi häviöllisessä wavelet -tiivistyksessä
[ALI96]. [COR93, GrN98]
3.3.1 Skalaarikvantisointi
Skalaarikvantisoinnissa yksittäiset symbolit pyritään esittämään pienemmällä määrällä
symboleita. Kuvassa 15 on esitelty tyypillinen skalaarikvantisoinnissa käytettävä porras-
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funktio t = q(s). Porrasfunktio on s:n parillinen funktio, mikä voidaan määritellä käyttäen
i = L/2 kappaletta epäjatkuvuuspisteistä si ja ti. L on käytetty kvantisointitaso (level
of the quantizer), si on kvantisaattorin päätöstaso (decision level) ja ti on kvantisaatto-
rin rekonstruointitaso (reconstruction level). Suunniteltaessa optimaalista kvantisaattoria
valitaan parhaiten järjestelmään sopivat arvot si ja ti jonkin optimointikriteerin mukaises-
ti. Optimaalisen kvantisaattorin valintaan vaikuttaa myös syötteen symbolien todennäköi-
syysjakauma p(s). Käytännössä skalaarikvantisointi tapahtuu siten, että syöte s koodataan
sitä vastaavaksi arvoksi ti, kun s on puoliavoimella välillä ]si, si+1]. [GoW02]
Kuva 15: Skaalarikvantisoinnissa käytetty porrasfunktio t = q(s) [GoW02].
3.3.2 Vektorikvantisointi
Vektorikvantisointi käyttää samanlaista perusideaa kuin skalaarikvantisointi sillä erotuk-
sella, että symbolien sijasta alkioina ovat vektorit, jotka pyritään esittämään pienemmällä
joukolla vektoreita. Normaalin vektorikvantisoinnin lisäksi on olemassa adaptiivinen vek-
torikvantisointi, missä aakkosto voi vapaasti muuttua koodauksen aikana [BoG84]. Kvan-
tisoitavaa vektorijoukkoa kutsutaan syötevektoreiksi (input vector) ja kvantisointitasoja
kutsutaan koodivektoreiksi (code vectors). Vektorikvantisointiin tarvitaan joukko koodi-
vektoreita ja kriteeri, millä valitaan jokaiselle syötevektorille sopiva vektori koodivektorei-
den joukosta. Kuvassa 16 on esitelty kaksiulotteinen vektorikvantisointi, missä pisteet ovat
koodivektoreita ja viivat esittävät kriteerejä, joiden sisältävät syötevektorit koodataan vii-
vojen sisään jääväksi koodivektoriksi. [COR93]
Koodausvaiheessa vektorikvantisointi toimii siten, että syötevektori X kvantisoidaan joksi-
kin koodikirjan (codebook) koodivektoriksi Y . Koodikirja sisältää N kappaletta koodivek-
toreita. Järjestelmän täytyy koodikirjan lisäksi tallettaa indeksit siitä mihin koodivektoriin
mikäkin syötevektori on koodattu. Purkuvaiheessa koodikirjasta indeksien avulla saadaan
3 HÄVIÖLLINEN WAVELET -TIIVISTYS 43
Kuva 16: Kaksiulotteinen vektorikvantisointi [COR93].
esitettyä alkuperäinen data kvantisoituna. Koodikirja voidaan muodostaa usealla eri ta-
valla ja yksi niistä tavoista eli K-Means -klusterointi on esitelty seuraavassa aliluvussa
3.3.3. Koodikirjan käyttö on laskennallisesti kompleksisempaa kuin käytettäessä hakupuu-
ta, mutta hakupuun käytöllä ei päästä yhtä hyvään tiivistyssuhteeseen [YoR94]. Parempaa
tiivistyssuhdetta tavoiteltaessa on myös mahdollista soveltaa kehittyneemmän hierarkian
vektorikvantisointimenetelmiä [YuV93]. [COR93]
3.3.3 K-Means -klusterointi
K-Means klusteroinnissa aluksi valitaan käytettävien klustereiden määrä ja tämän jälkeen
iteratiivisesti selvitetään mitkä vektorit kuuluvat mihinkin klusteriin. Kaikki samaan klus-
teriin kuuluvat vektorit esitetään samalla vektorilla. Alussa klustereiden keskikohdat va-
litaan satunnaisesti ja tämän jälkeen iteraatioiden myötä saadaan laskettua uusia kluste-
reiden keskikohtia. Iterointia tehdään niin kauan, kun klustereiden keskikohdat eivät enää
muutu. Tämän jälkeen on saatu klusteroinnilla muodostettua edellä luvussa 3.3.2 esitel-
tyyn vektorikvantisointiin tarvittava koodikirja. Kuvassa 17 on esitetty havainnollisesti
K-Means -klusterointi. Klusteroitava data on esitetty koordinaatistossa pisteinä ja klus-
tereiden keskikohdat on esitetty datapisteitä isommilla pisteillä koordinaatistossa. Viivat
esittävät klustereiden rajoja. Tässä tilanteessa on tehty kolme iteraatiota, jotka on nu-
meroitu kuvassa. Klustereiden keskikohtien siirtymistä on kuvattu nuolilla alkuperäisestä
pisteestä uuteen pisteen ja edelleen kolmanteen pisteeseen. [DHS01]
K-Means -klusterointi voidaan esittää matemaattisemmin seuraavasti. Oletetaan, että jo-
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Kuva 17: K-Means -klusterointi [DHS01].
kainen vektori kuuluu yksinomaan yhteen klusteriin. Tälloin klusterointialgoritmia kutsu-
taan kovaksi klusteroinniksi (hard clustering). Oletetaan sitten, että jäsenyyskertoimet uij
saavat vain arvon yksi klusterille Cj ja nollan kaikille muille klustereille Ck, kun k 6= j.
Tällöin on voimassa seuraavat yhtälöt




uij = 1. (133)
K-Means -klusterointi on erityistapaus kovasta klusteroinnista, missä tehtävä on minimoida
neliöllinen Euklidinen etäisyys, mikä mittaa eroavaisuutta vektoreiden xi ja klusteriehdok-






uij‖xi − θj‖2. (134)








ja kun jokaiselle vektorille xi vain yksi kerroin uij on ykkönen ja muut nollia niin yhtälö
135 minimoituu, kun jokainen xi määrätään lähimpään klusteriin
uij =
1, jos d(xi, θj) = mink=1,...,md(xi, θk)0, muulloin i = 1, . . . , N . (136)
K-Means -klusteroinnin algoritmi suppenee kustannusfunktion minimiin eli algoritmi ha-
kee suppeimmat mahdolliset klusterit. [ThK03]
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3.4 Aritmeettinen koodaus
Tässä luvussa käsitellään aritmeettinen koodaus siten, että aliluvuissa 3.4.1 ja 3.4.2 esitel-
lään aritmeettinen koodaus ensin reaaliluvuilla ja sitten binääriluvuilla. Lisäksi aliluvussa
3.4.3 esiteltyä skaalaamista tarvitaan, mikäli laskentatarkkuus ei riitä.
Aritmeettisessa koodauksessa koodataan aina koko vektori kerralla käyttäen listaa yksit-
täisten symbolien esiintymistodennäköisyyksistä. Koodaus on mahdollista toteuttaa useam-
massa osassa, mutta tällöin ei saada kaikkea hyötyä irti aritmeettisesta koodauksesta. Täl-
läisiin tilanteisiin on yleensä hyödyllisempää soveltaa jotain muuta symbolien koodaus-
menetelmää. Aritmeettisessa koodauksessa jokaiselle symbolille ei aseteta mitään tiettyä
binäärikoodia, kuten esimerkiksi Huffmanin koodauksessa tehdään. Aritmeettinen koodaus
tuottaa vähintään yhtä hyvän tuloksen ja yleensä paremman tuloksen kuin Huffmanin koo-
daus [WNC87]. [BCK04]
3.4.1 Koodaus reaaliluvuilla
Reaalilukujen tapauksessa jokaiselle koodattavan vektorin symbolille ai lasketaan sen esiin-
tymistodennäköisyys P (ai), jolloin jokainen näistä todennäköisyyksistä on aina välillä [0, 1[
ja todennäköisyyksien summa on aina yksi,
∑
i P (ai) = 1. Väli [0, 1[ sisältää äärettömän
monta reaalilukua, jolloin jokainen eri vektori voidaan koodata eri luvuksi kyseiselle välille.
Jokaiselle välille on olemassa ala- ja yläraja, joiden arvot ovat aluksi 0 ja 1. Väli jaetaan
niin moneen osaan kun erilaisia mahdollisia symboleita on aakkostossa. Näin muodostuvien





missä ak on symboliaakkoston k:s symboli. Järjestelmää kutsutaan staattiseksi (static),
kun symbolien esiintymistodennäköisyydet eivät muutu. [BCK04]
Aritmeettinen koodaus reaaliluvuilla voidaan suorittaa kolmivaiheisena:
1. Asetetaan aloitusväli [0, 1[, siten että alaraja lo on 0 ja yläraja hi on 1.
2. Jokaisen koodattavan symbolin kohdalla jaetaan sen hetkinen väli esiintymistoden-
näköisyyksien mukaan ja asetetaan uusi väli [lo, hi[ käyttäen edelllisen symbolin osa-
välin rajoja uusina ala- ja ylärajoina esiintysmistodennäköisyyksien mukaan siten,
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P (ai) = K(ak−1) (138)




P (ai) = K(ak). (139)
Ensimmäisen symbolin jälkeen on huomioitava, että ala- ja ylärajojen muodostama
väli on jatkossa alkuperäisen välin [0, 1[ osaväli. Käytännössä tämä tarkoittaa sitä,
että jokaisen symbolin jälkeen välille tehdään siirros ja skaalaus. Skaalaus tarkoittaa
ylä- ja alarajan erotuksella kertomista ja siirros alarajan lisäämistä. Uudet ala- ja









P (ai)(hi− lo) = lo+K(aj)(hi− lo). (141)
Yhtälöt 140 ja 141 pätevät myös ensimmäiselle symbolille. Koska edeltäviä rajoja ei
tarvita enää myöhemmillä iteraatiokerroilla, niin voidaan sijoittaa lo = lo′ ja hi = hi′.
Tätä tehdään iteratiivisesti niin kauan, kun koodattavia symboleita on jäljellä.
3. Koodauksen tulos on viimeisen symbolin jälkeen saatu väli [lo, hi[ esitettynä yksikä-
sitteisesti ja mahdollisimman lyhyesti. [BCK04]
Yksikäsitteisyyden takaa se, että koodaus voidaan esittää millä tahansa luvulla, mikä si-
sältyy viimeisen symbolin jälkeiseen ala- ja ylärajojen muodostamaan väliin [lo, hi[. Koo-
dauksen tulos voidaan kuitenkin esittää lyhyemmin. Olkoon C(ai) koodaus symbolille ai
seuraavasti




jolloin C(ai) on symbolin ai osavälin keskikohta. C(ai) voidaan esittää lyhemmällä koo-
dauksella seuraavasti
l(ai) = dld 1
P (ai)
e+ 1, (143)
missä ld 1P (ai) on lyhin mahdollinen binääriesitys symbolille ai. Tällöin voidaan merka-
ta bC(aicl(ai), mikä tarkoittaa symbolin ai binääriesityksen lyhentämistä l(ai) bittiin.
[BCK04]
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Aritmeettisen koodauksen purkaminen on käytännössä käännetyssä järjestyksessä samojen
operaatioden käyttämistä. Koodin purkamisessa oletetaan, että alkuperäisen koodaamat-
toman vektorin pituus tiedetään. Ensimmäisellä iteraatiolla verrataan tuloskoodia jokai-
seen osaväliin. Kun koodisanalle löytyy sopiva osaväli, niin tiedetään ensimmäinen symboli.
Seuraavilla iteraatiokerroilla rajat voidaan laskea samaan tapaan kuin koodausvaiheessa
seuraavien yhtälöiden mukaisesti
lo′ = lo+K(ai−1)(hi− lo) (144)
ja
hi′ = lo+K(ai)(hi− lo), (145)
missä indeksin i on toteutteva ehto
lo ≤ V ≤ hi, (146)
kun V on tuloskoodi, jolloin yhtälössä 145 ai on seuraava koodattu symboli. Näin jatketaan
kunnes alkuperäisen vektorin pituus saavutetaan. Mikäli alkuperäisen vektorin pituutta
ei tiedetä, niin on koodausvaiheessa koodattava vektorin viimeiseksi symboliksi EOL -
symboli. [BCK04]
3.4.2 Koodaus binääriluvuilla
Aritmeettinen koodaus binääriluvuilla perustuu reaaliluvuilla koodaukseen, mutta siinä
on joitakin eroja. Yleensä binääriluvuilla laskenta on nopeampi suorittaa kuin reaalilu-
vuilla. Koska todennäköisyyksiä ei voida esittää kokonaislukuina, on niitä normalisoitava
symbolien lukumäärällä. Symbolin osavälin alaraja lc saadaan tällöin laskettua summana
kanoonisessa järjestyksessä edeltävien symbolien esiintymiskerroista ja yläraja hc saadaan







hc = lc+ CCount[symbol], (148)
missä CCount sisältää kumulatiiviset symbolien esiintymiskerrat. Tästä on suora yhteys
edellä kohdassa 3.4.1 esiteltyyn reaaliluvuilla koodaukseen, kun aiemmin esitetyistä reaa-
lisista rajoista voidaan laskea rajat binääritapauksessa seuraavasti
lc = lo · total (149)
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ja
hc = hi · total, (150)
kun reaaliset rajat kerrotaan symbolien lukumäärällä total.
Binäärisessä koodauksessa on valittava aloitusväli hieman eri tavalla. Alarajaksi lobin va-
litaan edelleenkin nolla, mutta ylärajaksi hibin valitaan suurin mahdollinen luku mitä voi-
daan esittää halutulla bittimäärällä. On syytä huomioida että, binääriaritmetiikassa on
mahdollista tulla ylivuoto, jolloin on varattava yksi ylimääräinen bitti käytettäväksi. On
suositeltavaa käyttää esimerkiksi 32 bitin esitystä, jolloin 31 bittiä alustetaan arvoilla 1
ylärajaksi. Binäärisessä koodauksessa tarvitaan laskentaan siirtymän kokoa
sbin =
hibin − lobin + 1
total
. (151)
Ykkönen lisätään erotukseen sen takia, koska hibin on avoin yläraja, jolloin väli on ykkö-
sen verran suurempi. Tästä syystä myös ylivuotoon on varauduttava valittaessa aloitusvä-
lin ylärajaa. Binäärisessä koodauksessa ala- ja ylärajat saadaan iteraativisesti päivitettyä
seuraavasti
lobin = lobin + sbin · lc (152)
ja
hibin = lobin + sbin · hc− 1, (153)
missä ykkösen vähentäminen johtuu edelleen avoimesta välistä. Näillä edellä esitetyillä
eroavuuksilla voidaan suorittaa aritmeettinen koodaus binäärisenä vastaavasti, kuten se
edellä kohdassa 3.4.1 reaalisena on esitelty. [BCK04]
Binäärisessä koodauksessa purkaminen perustuu samaan ideaan kuin reaalisessa koodauk-
sessakin. Määritellään aluksi ensimmäinen symboli ja sen jälkeen päivitetään rajoja ja ite-
ratiivisesti puretaan koodaus kokonaan. Symboli saadaan selville, kun ensin yhtälössä 151





missä B on puretut symbolit sisältävä puskuri. Symbolin arvoa v verrataan sen jälkeen
kumulatiivisiin osaväleihin, jolloin tiedetään mikä symboli purettiin koodista. Jokaisen pu-
retun symbolin jälkeen rajoja päivitetään, kuten edellä koodausvaiheessa yhtälöiden 152
ja 153 mukaisesti. [BCK04]
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3.4.3 Skaalaaminen
Kun on koodattuna riittävä määrä symboleita binäärisessä aritmeettisessa koodauksessa,
niin rajat lobin ja hibin lähestyvät toisiaan ja seuraavien symbolien koodaaminen on mah-
dotonta, kun rajat menevät yhtäsuuriksi. Tämän estämiseksi tarvitaan alkuperäisen välin
keskikohta. Jos yläraja menee keskikohtaa pienemmäksi tai alaraja menee keskikohdaksi
tai sitä suuremmaksi, niin tehdään skaalaus. Tässä tilanteessa eniten merkitsevä bitti mo-
lemmista rajoista on yhtäsuuri. Kun eniten merkitsevä bitti on yhtäsuuri, niin se voidaan
tallentaa ulostuloon ja tehdä binääriaritmetiikassa siirros oikealle. Jos yläraja on keskikoh-
taa pienempi, niin kirjoitetaan ulostuloon bitti 1 ja mikäli alaraja on keskikohdan kanssa
yhtäsuuri tai tätä suurempi, niin kirjoitetaan ulostuloon bitti 0. Näitä kutsutaan E1- ja
E2 -skaalauksiksi. Tämän jälkeen myös rajat on määriteltävä uudelleen:
1. E1 -skaalauksessa uudet ala- ja ylärajat määritellään seuraavasti
lobin = 2 · lobin (155)
ja
hibin = 2 · hibin + 1, (156)
missä kakkosella kertominen laajentaa väliä.
2. E2 -skaalauksessa uudet ala- ja ylärajat saadaan vastaavasti seuraavista yhtälöistä
lobin = 2 · (lobin − habin) (157)
ja
hibin = 2 · (hibin − habin) + 1, (158)
missä habin tarkoittaa alkuperäisen välin keskikohtaa. [BCK04]
Nämä kaksi skaalausta eivät kuitenkaan riitä ja lisäksi on määriteltävä vielä E3 -skaalaus.
E3 -skaalausta tarvitaan silloin, kun ala- ja ylärajat lähestyvät keskikohtaa, mutta eivät
saavuta sitä. Tällöin käytössä oleva väli jää kuitenkin liian pieneksi koodauksen jatkami-
seksi. On mahdollista saavuttaa rajoille sellaiset arvot, missä jokainen rajojen bitti eroaa
toisistaan lukuunottamatta ylivuotobittiä, joten koodauksen jatkaminen on mahdotonta.
Keskikohdan habin lisäksi joudutaan määrittelemään kaksi uutta rajaa, jotka ovat ensim-
mäisen neljänneksen suurin arvo fqbin ja kolmannen neljänneksen suurin arvo tqbin. Kes-
kikohdan tavoin nämä perustuvat alkuperäiseen määriteltyyn väliin. Kun alaraja kasvaa
isommaksi kuin fqbin ja yläraja pienenee pienemmäksi kuin tqbin, niin tällöin käytettävä
väli on pienempi kuin puolet alkuperäisestä välistä. Tässä vaiheessa ei vielä kuitenkaan
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tiedetä kummallako puolella keskikohtaa arvo on. Kasvatetaan jotakin apumuuttujaa niin
kauan kunnes tarvitaan tehdä seuraava E1- tai E2 -skaalaus, jolloin tiedetään varmasti
kummalle puolelle keskikohtaa arvo sijoittuu. Samalla kasvatetaan väliä seuraavien yhtä-
löiden mukaisesti
lobin = 2 · (lobin − fqbin) (159)
ja
hibin = 2 · (hibin − fqbin) + 1. (160)
Seuraavan E1- tai E2 -skaalauksen yhteydessä kirjoitetaan ulostuloon niin monta bit-
tiä, kun on tehty E3 -skaalauksia edellisen E1- tai E2 -skaalauksen jälkeen. Mikäli E3
-skaalauksien jälkeen tulee E1 -skaalaus, niin silloin arvo on ensimmäisen neljänneksen
fqbin ja keskikohdan hbin välissä ja tällöin kirjoitetaan biteiksi ykkösiä. Vastaavasti E2
-skaalauksen tapauksessa kirjoitetaan biteiksi nollia, koska tällöin arvo on keskikohdan
hbin ja kolmannen neljänneksen välissä tqbin. On huomioitavaa että tässä vaiheessa E3 -
skaalauksessa käytetty apumuuttuja menee nollaksi. [BCK04]
Kaikille edellä esitetyille koodausvaiheen skaalauksille on myös olemassa purkamisvaiheessa
käytetty skaalaus. Purkamisvaiheessa skaalaukset toteutetaan seuraavasti:
1. E1 -skaalauksessa rajat saadaan yhtälöistä 155 ja 156. Puskurin B arvo kerrotaan
kakkosella ja siihen lisätään seuraava bitti purettavasta koodista.
2. E2 -skaalauksessa rajat saadaan yhtälöistä 157 ja 158. Puskurin B arvo saadaan
seuraavasti
B = 2 · (B − habin) + bit, (161)
missä bit tarkoittaa seuraavaa purettavaa bittiä.
3. E3 -skaalauksessa rajat saadaan yhtälöistä 159 ja 160. Puskurin B arvo saadaan
seuraavasti
B = 2 · (B − fqbin) + bit. (162)
Jokaisen koodaukseen tai purkamiseen käytetyn iteraatiokerran jälkeen ala- ja ylärajat lobin




Tässä luvussa käsitellään työssä tehtyjä mittauksia siten, että aluksi on esitelty käytetty
mittausjärjestelmä ja sen jälkeen aliluvussa 4.1 on esitelty virheiden ja tiivistyksen mittaa-
miseen käytettyjä menetelmiä. Aliluvussa 4.2 on esitelty mittauksissa käytettyjä wavelet
-kantafunktioita ja lopuksi aliluvussa 4.3 on käsitelty luvussa 3.3.2 esitetyn vektorikvanti-
soinnin koodikirjan vektoreiden lukumäärän valitsemista eri resoluutiotasoilla.
Käytetty mittausjärjestelmä on esitelty kuvissa 6 ja 7, mutta toteutuksessa on sellainen
ero tyypillisiin koodaus- ja dekoodausjärjestelmiin, että kvantisoinnin jälkeen data välite-
tään kahteen järjestelmän osaan. Datalle tehdään symbolien koodaus aritmeettisella koo-
dauksella, kuten edellä luvussa 3.4 on esitetty. Tämän lisäksi data välitetään sellaisenaan
wavelet -käänteismuunnokselle dekoodausvaiheeseen, jolloin symbolien dekoodausvaihetta
ei toteutettu. Syy tähän on se, että ensimmäisessä ohjelmistoversiossa symbolien koodaus-
vaihe oli erittäin hidas suoritusajaltaan ja tiivistyssuhteen selvittämiseksi riittää symbo-
lien koodauksen toteuttaminen. Ensimmäisessä ohjelmistoversiossa pahimmillaan yhteen
mittaukseen kului aikaa lähes tuhat sekuntia. Jos tiivistetty kuva tallennettaisiin oikeasti
johonkin tiedostoformaattiin, niin tällöin kaikki järjestelmän vaiheet tulisi suorittaa.
Mittauksissa käytetyt kuvat ovat TIFF -formaatissa ja ne on luettu järjestelmään käyttäen
MATLABin funktiota imread. imread mahdollistaa useiden yleisten eri kuvaformaattien
lukemisen. Yleisesti kuvankäsittelyssä käytettyjä testikuvia löytyy The USC-SIPI Image
Database -tietokannasta. Tietokannan kuvat ovat ensisijaisesti digitaalisen kuvankäsitte-
lyn, kuva-analyysin ja konenäön tutkimusta varten ja ne ovat vapaasti käytettävissä. Tie-
tokannan testikuvat ovat TIFF -formaatissa, mikä on häviötön tiivistysformaatti. Kuvia
on saatavilla eri kokoisina ja ne ovat 24 bittiä/pikseli värikuvia. Mittauksissa käytetyt tes-
tikuvat on esitelty liittessä B. [Ele07]
Väriavaruusmuunnoksista vähän yli puolet löytyy valmiina MATLAB -funktioina ja lo-
put väriavaruusmuunnokset on toteutettu itse. Valmiita muunnosfunktioita RGB -väria-
varuudesta muihin väriavaruuksiin ovat rgb2hsv, imcomplement, rgb2ntsc ja rgb2ycbcr.
Näistä imcomplement muuntaa CMY -väriavaruuteen ja rgb2ntsc YIQ -väriavaruuteen.
Näiden muunnoksien käänteismuunnokset löytyvät myös valmiina funktioina. Funktioilla
makecform ja applycform voidaan muuntaa RGB -väriavaruudesta CIE XYZ -väriava-
ruuteen ja edelleen XYZ -väriavaruudesta CIE L*a*b* tai CIE L*u*v* -väriavaruuteen.
Samoilla funktioilla onnistuvat myös muunnokset toiseen suuntaan. [Mat07]
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Wavelet -muunnoksena on käytetty kaksiulotteista nopeaa wavelet -muunnosta ja sitä vas-
taavaa käänteismuunnosta. Näitä ei ole tarvinnut toteuttaa itse, vaan ne ovat valmiina
MATLABissa funktioina wavedec2 ja waverec2. Muunnoksen ja käänteismuunnoksen teo-
ria on esitetty edellä luvuissa 3.2.2 ja 3.2.3. Muunnosfunktio wavedec2(X,N,'wname') pa-
lauttaa muunnoksen tuloksen vektorina C ja sitä vastaavana kirjanpitomatriisina S, kun
muunnettava kuva on X ja haluttu resoluutiotaso on N . wname on halutun wavelet -
kannan nimi. Kannan sijasta syötteenä on mahdollista käyttää myös suoraan sopivia ali-
ja ylipäästösuotimia. Käänteismuunnosfunktio waverec2(C,S,'wname') palauttaa kään-
teismuunnetun tuloskuvan X, kun syötteenä annetaan muunnosvektori C ja sitä vastaava
kirjanpitomatriisi S. Wavelet -kantana wname tulee käyttää samaa kantaa, mitä käytettiin
muunnokseen. [MMO06]
Mittauksissa käytetty kvantisointimenetelmä on edellä luvussa 3.3.2 esitelty vektorikvan-
tisointi. Vektorikvantisointi on toteutettu itse, mutta koodikirja on muodostettu käyttäen
valmista MATLABin funktiota kmeans(X,K), joka toteuttaa edellä luvussa 3.3.3 esitellyn
K-Means -klusteroinnin. X on vektorijoukko esitettynä matriisina, joka esitetään käyttäen
K kappaletta klustereita. Funktio palauttaa vektorin, joka sisältää indeksit alkuperäiseen
datajoukkoon. Indeksit ja K kappaletta vektoreita koodataan aritmeettisella koodauksella
ja loput vektorit hävitetään. [Mat06c]
Symbolien koodauksessa on käytetty aritmeettisesta koodausta, mikä on esitelty aiemmin
kohdassa 3.4. Toteutettu aritmeettinen koodaus tuottaa tuloksen binäärisenä, mutta käy-
tetyt rajat ovat kokonaislukuina. Ensimmäiseksi ylärajaksi valitaan suurin mahdollinen
kokonaisluku joka voidaan esittää kolmellakymmenellä bitillä. Tästä ylärajasta voidaan
laskea muut tarvittavat rajat. Aritmeettinen koodaus skaalauksineen on toteutettu itse,
sillä sitä ei ole valmiina funktiona MATLABissa. Esiintymistodennäköisyydet symboleille
saadaan histogrammin ja kumulatiivisen summan avulla.
4.1 Suoritetut mittaukset
Tässä luvussa käsitellään suoritettuja mittausmenetelmiä. Virheitä voidaan mitata kahdel-
la tavalla. Kyseessä on objektiivinen todenmukaisuuskriteeri (objective fidelity criteria), jos
informaation häviö voidaan esittää jonkin funktion mukaisesti. Tälläinen menetelmä on ali-
luvussa 4.1.1 esitelty keskineliövirheen neliöjuuri (root-mean-square error). Subjektiivinen
todenmukaisuuskriteeri (subjective fidelity criteria) tarkoittaa sitä, että ihminen arvoste-
lee tuloskuvan laadun katseellaan, jolloin ei voida mitata virhettä minkään tietyn funk-
tion mukaisesti. Tällaista virheen mittausta on käsitelty aliluvussa 4.1.2. Näiden todenmu-
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kaisuuskriteerien lisäksi suoritetaan mittauksia keskineliöllisestä signaali-kohinasuhteesta
(mean-square SNR), joka on esitelty aliluvussa 4.1.3 ja aliluvussa 4.1.4 esitellystä tiivis-
tyssuhteesta. Lopuksi aliluvussa 4.1.5 käsitellään suoritusajan mittaamista. Kaikki tässä
aliluvussa esitellyt mittausmenetelmät on toteutettu itse. [GoW02]
4.1.1 Keskineliövirheen neliöjuuri
Tiivistettäessä kuvaa hävitetään informaatiota ja purettaessa tiivistetty kuva saadaan aina
approksimaatio alkuperäisestä kuvasta. Alkuperäisen kuvan f(x, y) ja tiivistyksen jälkeen
puretun kuvan fˆ(x, y) pikselin (x, y) välillä on virhettä e(x, y) seuraavasti
e(x, y) = fˆ(x, y)− f(x, y). (163)







[fˆ(x, y)− f(x, y)], (164)
missä N ja M vastaavat kuvan leveyttä ja korkeutta N × M kokoiselle kuvalle. Eräs
objektiivisen todenmukaisuuskriteerin toteuttava funktio on keskineliövirheen neliöjuuri,








[fˆ(x, y)− f(x, y)]2. (165)
Yhtälö 165 toteuttaa virheen laskennan vain harmaasävykuvalle. Kun halutaan laskea kes-
kineliövirheen neliöjuuri värikuvalle, niin lasketaan jokaisen värikomponentin virhe ja kes-
kiarvoistetaan niiden summa ja otetaan siitä lopuksi neliöjuuri. Keskineliövirheen neliö-
juuri on sitä pienempi, mitä vähemmän alkuperäinen kuva ja tuloskuva eroavat toisistaan.
[GoW02]
4.1.2 Kuvanlaatu
Kuvanlaatua mitataan subjektiivisen todenmukaisuuskriteerin mukaisesti seuraavalla as-
teikoilla: {huono, tyydytta¨va¨, hyva¨, erinomainen}. Huono vastaa tilannetta, missä kuvan
tunnistaa alkuperäiseksi, mutta tuloskuva on muuten lähes käyttökelvoton mihinkään so-
vellukseen. Tyydyttävällä tarkoitetaan sellaista tuloskuvaa, jota voidaan jo käyttää so-
velluksiin, mutta silti siinä esiintyy joissakin yksityiskohdissa virhettä. Hyvällä kuvalla
4 MITTAUKSET 54
tarkoitetaan tuloskuvaa, joka näyttää ilman tarkempaa tarkastelua alkuperäiseltä kuval-
ta. Erinomainen kuva on sellainen, että eroa alkuperäisen ja tuloskuvan välillä ei pystytä
havaitsemaan.
4.1.3 Keskineliöllinen signaali-kohinasuhde












[fˆ(x, y)− f(x, y)]2
, (166)
missä yhtälön nimittäjä on yhtälössä 164 esitetyn virheen neliö ja osoittaja saadaan ne-
liöllisenä summana tuloskuvan pikseleistä, joka saadaan summana alkuperäisestä kuvasta
f(x, y) ja virheestä e(x, y). Keskineliöllinen signaali-kohinasuhde on sitä suurempi, mitä pa-
remmin alkuperäinen kuva ja tuloskuva vastaavat toisiaan. Yhtälön 166 mukainen keskine-
liöllinen signaali-kohinasuhde on laskettavissa harmaasävykuvalle. Värikuvien tapauksessa
joudutaan ottamaan kaikki värikomponentit huomioon laskennassa, kuten edellä kohdassa
4.1.1 keskineliövirheen neliöjuuren tapauksessa kerrottiin. [GoW02]
4.1.4 Tiivistyssuhde
Tiivistyssuhde kertoo kuinka paljon tiivistyksessä kuvan koko pienenee suhteessa alkuperäi-
seen kuvaan. Jos kuvaa ei tiivistetä ollenkaan, niin tiivistyssuhde on nolla. Kaikissa muissa





missä n1 on alkuperäisen kuvan esittämiseen vaadittava informaation määrä ja n2 on tu-
loskuvan esittämiseen käytetty informaation määrä. Informaation määrää kuvataan yleen-
sä bitteinä. Jos tiivistyssuhde on negatiivinen, niin silloin järjestelmä ei tiivistä kuvaa ja
tuloskuvan esittämiseen vaadittu informaation määrä on suurempi kuin alkuperäisen ku-
van esittämiseen käytetty informaation määrä. Yleensä tiivistyssuhde esitetään muodossa
Cr : 1, eli suhteena ykköseen. [GoW02]
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4.1.5 Suoritusaika
Virheiden ja tiivistyssuhteiden lisäksi mitataan myös järjestelmän tiivistämiseen käyttämää
aikaa. Suoritusajan mittaaminen on valmiiksi toteuttu MATLABin funktioina tic ja toc
siten, että ensimmäinen käynnistää ajan mittauksen ja jälkimmäinen ilmoittaa käytetyn
ajan pysäyttäen samalla laskurin. Funktioiden ilmoittama aika on sekunteina. Funktioiden
toiminta perustuu siihen, että tic tallentaa sen hetkisen ajan ja toc laskee erotuksen
aiemmin talletettuun aikaan. [Mat06b]
4.2 Mittauksissa käytetyt wavelet -kannat
Tässä luvussa käsitellään mittauksissa käytettyjä wavelet -kantoja, joista yksinkertaisin
on seuraavassa aliluvussa 4.2.1 esitelty Haar -kanta. Kaksi muuta mittauksissa käytettyä
kantaa on aliluvuissa 4.2.2 ja 4.2.3 esitellyt wavelet -kannat Symlets ja Biorthogonal. Ai-
noastaan Haar -kanta voidaan kirjoittaa wavelet- ja skaalausfunktiona yhtälöiksi. Kantojen
valinta on suoritettu testaamalla kaikki MATLABista valmiina löytyvät wavelet -kannat.
Biorthogonal -kanta on valittu sen takia, että mittauksiin saataisiin ei-ortogonaalinen kan-
ta. Haar -kanta on valittu yksinkertaisuutensa vuoksi. Symlets -kanta ja Daubechies -kanta
tuotti lähes identtisiä tuloksia, mutta koska Haar -kanta vastaa ensimmäisen kertaluvun
Daubechies -kantaa, niin mittauksiin valittiin Symlets -kanta.
4.2.1 Haar
Yksinkertaisin ja vanhin wavelet -muunnos käyttää Haar skaalaus- ja wavelet -funktioita.




1, kun x ∈ [0, 1]
0, muulloin.
(168)
Vastaavasti wavelet -funktio määriteltiin aliluvussa 3.1.4 yhtälössä 104. Haar wavelet -
funktio voidaan kirjoittaa muodossa
ψ(x) =

1, kun x ∈ [0, 0.5]
−1, kun x ∈ [0.5, 1]
0, muulloin.
(169)
Haar -kanta on ortogonaali, epäjatkuva ja symmetrinen. Kuvassa 18 on esitetty Haar skaa-
laus ja wavelet -funktiot. Kuvasta 18 nähdään, että Haar wavelet -funktio on ykkösen
mittainen ja sillä on yksi katoamispiste (vanishing point). Katoamispisteellä tarkoitetaan
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funktion nollakohtaa. Haar -kantaa on mahdollista käyttää sekä diskreetissä että jatkuvassa



















Kuva 18: Haar skaalaus ja wavelet -funktiot [GWE04].
4.2.2 Symlets
Mittauksissa käytetään toisen kertaluvun Symlets -kantaa. Symlets -kanta on vähiten epä-
symmetrinen wavelet -kanta ja sillä on eniten katoamispisteitä pituuteensa nähden. Kuvas-
sa 19 on esitetty Symlets skaalaus ja wavelet -funktiot. Toisen kertaluvun Symlets -kannan
leveys on kolme ja sillä on kaksi katoamispistettä. Myös Symlets -kanta on ortogonaalinen
ja sitä voidaan käyttää sekä diskreetissä että jatkuvassa wavelet -muunnoksessa. [MMO06]
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Kuva 19: Symlets skaalaus ja wavelet -funktiot [GWE04].
4.2.3 Biorthogonal
Biorthogonal -kanta on nimeensä viitaten ainoa ei ortogonaalinen kanta, jota on käytet-
ty mittauksissa. Biortogonaalisuus on esitelty aliluvussa 3.1.1. Biorthogonal -kanta koos-
tuu splini wavelet -funktioista, jotka ovat symmetrisiä ja joille on mahdollista täsmällinen
rekonstruointi äärellisen mittaisilla suotimilla. Käytetty Biorthgonal -kanta on kertalukua
5.5, missä ensimmäinen luku on muunnosvaiheen kertaluku ja jälkimmäinen käänteismuun-
nosvaiheen kertaluku. Kuvassa 20 on esitelty Biorthogonal -kanta siten, että ylemmät skaa-
laus ja wavelet -funktiot ovat muunnosvaiheen ja alemmat funktiot ovat käänteismuunnos-
vaiheen. Kertaluvun 5.5 Biorthogonal -kanta sisältää viisi katoamispistettä ja muunnokses-
sa käytettävien alipäästö- ja ylipäästösuotimien suositeltu pituus on yhdeksän ja yksitoista.







































Kuva 20: Biorthogonal skaalaus ja wavelet -funktiot [GWE04].
4.3 Käytettyjen klustereiden määrä eri resoluutiotasoilla
Oikean kokoisen koodikirjan muodostamista eli klusterointiin käytettävien klustereiden
määrän valitsemista eri resoluutiotasoilla on käsitelty tässä aliluvussa. Käytettävien klus-
tereiden määrät on valittu kahdelle eri aliluvussa 4.1.2 esitellylle kuvanlaadulle: hyvälle
ja erinomaiselle. Taulukossa 1 on esitelty käytettävien klustereiden määrät näillä kahdel-
la kuvanlaadulle viidellä eri resoluutiotasolla. Taulukossa 1 esitetyt arvot kertovat kuinka
monta prosenttia approksimaatio- tai yksityiskohtakertoimien lukumäärästä on säilytet-
ty. Prosenttiosuus kertoo samalla käytettävien klustereiden määrän jokaisen resoluution j
approksimaatio- ja yksityiskohtakertoimien lohkosta. Kuvassa 14 on esitetty nämä lohkot
kolmella resoluutiotasolla. Käytettävien klustereiden määrän etsiminen on toteuttu käyt-
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täen samaa testikuvaa RGB -väriavaruudessa mittauksiin. Wavelet -kantana on käytetty
edellä aliluvussa 4.2.1 esiteltyä Haar -kantaa. Muille väriavaruuksille käyttyjen klustereiden
määrät on esitetty liittessä C. Joissakin väriavaruuksissa yhtä värikomponenttia klusteroi-
daan eri arvoilla kuin kahta muuta värikomponenttia ja joitakin väriavaruuksia on mahdol-
lista klusteroida samoilla parametreilla. Parametrit on haarukoitu kokeilemalla aina kahta
arvoa ja sen jälkeen tutkimalla paremmin soveltuvan arvon vierestä lisää arvoja.
Taulukko 1: Käytettävien klustereiden määrä koodikirjaa muodostettaessa.
H (%) E (%)
1 2 3 4 5 1 2 3 4 5
kWϕ(j) 100 100 100 100 100 100 100 100 100 100
kW iψ(j)
25 75 100 100 100 50 80 100 100 100
kW iψ(j−1) 25 50 100 100 60 100 100 100
kW iψ(j−2) 30 40 100 45 90 100
kW iψ(j−3) 30 35 40 90
kW iψ(j−4) 25 40
Taulukossa 1 H tarkoittaa hyvää ja E erinomaista kuvanlaatua. Resoluutiotasot on nume-
roitu ykkösestä viitoseen ja resoluutiotasojen lohkot on esitetty siten, että Wϕ tarkoittaa
approksimaatiokertoimien lohkoa ja W iψ tarkoittaa kaikkia saman resoluution yksityiskoh-
takertoimien lohkoja. Resoluutiotasoilla kaksi tai enemmän indeksi j kertoo tarkemmin mi-
tä lohkoa tarkoitetaan siten, että lohko j on käytetyn resoluution lohko ja j−x on edellisten
resoluutiotasojen yksityiskohtakertoimien lohkot. Approksimaatiokertoimia ei kvantisoida
koskaan ja pienimmän resoluution yksityiskohtakertoimia kvantisoidaan eniten. Taulukosta
1 nähdään selvästi, että mitä parempaa kuvanlaatua halutaan, sitä vähemmän on mahdol-
lista kvantisoida ja silloin myös tiivistyssuhde jää pienemmäksi.
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5 TULOKSET
Tässä luvussa käsitellään mittauksissa saatuja tuloksia siten, että aluksi on esitelty joihin-
kin wavelet -tiivistyksen osiin liittyviä tuloksia ja sen jälkeen lopuksi väriavaruuksiin liitty-
viä tuloksia. Aliluvuissa 5.1, 5.2 ja 5.3 on esitelty tuloksia liittyen resoluution vaikutukseen
ja eri wavelet -kantojen, sekä eri testikuvien käyttöön häviöllisessä wavelet -tiivistyksessä
RGB -väriavaruudessa. Lopuksi aliluvussa 5.4 on esitelty tuloksia häviöllisestä wavelet -
tiivistyksestä eri väriavaruuksissa sekä hyvällä, että erinomaisella kuvan laadulla. Kaikki
tulokset on esitetty samanlaisella taulukkorakenteella siten, että erms on keskineliövirheen
neliöjuuri, SNRrms on keskineliöllinen signaali-kohinasuhde, CR on tiivistyssuhde ja t on
suoritusaika. Suoritusaika t on sekunteina.
5.1 Resoluution testaus
Mittauksissa on tutkittu viisi eri resoluutiotasoa, koska 256 × 256 kokoisille kuville kuu-
dennesta resoluutiotasosta ei enää ole merkittävää hyötyä kuudennen tason lohkon koon
mennessä liian pieneksi. Testaukset on suoritettu RGB -väriavaruudessa käyttäen taulu-
kossa 1 esiteltyjä klustereiden määriä jokaisella viidellä eri resoluutiotasolla ja kahdella eri
kuvanlaadulla. Wavelet -kantana on käytetty aiemmin luvussa 4.2.1 esiteltyä Haar wavelet
-kantaa ja testikuvana on ollut kuva 4.1.07.tiff. Taulukossa 2 on esitettynä resoluutio-
testin tulokset.
Taulukko 2: Resoluution vaikutus häviöllisessä wavelet -tiivistyksessä kahdella eri kuvan-
laadulla.
Kuvanlaatu Resoluutio erms SNRrms CR t (s)
Hyvä 1 0.0120 56.6 7.1:1 18.0
Hyvä 2 0.0150 45.2 12.7:1 16.0
Hyvä 3 0.0138 49.0 21.6:1 15.8
Hyvä 4 0.0154 44.0 28.6:1 15.8
Hyvä 5 0.0163 41.6 29.9:1 15.6
Erinomainen 1 0.0070 97.4 5.4:1 24.7
Erinomainen 2 0.0096 70.9 6.6:1 24.0
Erinomainen 3 0.0070 96.4 9.4:1 23.7
Erinomainen 4 0.0090 75.8 11.6:1 23.1
Erinomainen 5 0.0080 84.8 11.6:1 23.4
5 TULOKSET 61
Luonnollisesti virhe erms kasvaa sitä suuremmaksi, mitä enemmän kuvaa tiivistetään. Suu-
remmalla resoluutiolla päästään suurempiin tiivistyssuhteisiin Cr, kuten taulukosta 2 näh-
dään. Neljännen ja viidennen resoluutiotason välillä ei ole enää suurta eroa. Hyvällä ku-
vanlaadulla saadaan vähän suurempi tiivistyssuhde ja erinomaisella kuvanlaadulla saadaan
samalla tiivistyssuhteella pienempi virhe, kun verrataan neljättä ja viidettä resoluutiota-
soa. Suoritusaika t pienenee, kun suuremmilla tiivistyssuhteilla joudutaan aritmeettises-
ti koodaamaan vähemmän vektoreita, koska niitä on mahdollista kvantisoida enemmän.
Erinomaisella kuvanlaadulla neljännen ja viidennen resoluutiotason suoritusajoissa ilme-
nevä ero johtuu siitä, että taulukossa 2 esitetyt tulokset ovat yksittäisiä mittauksia eivätkä
keskiarvoja useammista mittauksista. Tällöin käyttöjärjestelmän taustaprosessit saattavat
aiheuttaa pientä vääryyttä suoritusaikoihin. Teoriassa suoritusajan pitäisi olla yhtäsuuri
tai pienempi viidennellä resoluutiotasolla kuin neljännellä resoluutiotasolla. Erinomaisella
kuvanlaadulla virhe on yhtä kertaluokkaa pienempi kuin hyvällä kuvanlaadulla ja nämä on
selkeästi nähtävissä tuloskuvista. Signaali-kohinasuhde SNRrms pienenee virheen kasvaes-
sa.
5.2 Wavelet -kantojen testaus
Seuraavaksi mittauksissa on testattu aiemmin valitut kolme eri wavelet -kantaa. Nämä
kaikki kannat on esitelty edellä luvussa 4.2. Testaus on suoritettu kaikille kannoille viidellä
eri resoluutiotasolla RGB -väriavaruudessa käyttäen testikuvaa 4.1.07.tiff. Testaus on
suoritettu sekä hyvällä, että erinomaisella kuvanlaadulla ja testeistä saatujen tulosten kes-
kiarvot eri resoluutioista on esitetty taulukossa 3.
Taulukko 3: Wavelet -kannan vaikutus häviöllisessä wavelet -tiivistyksessä kahdella eri ku-
vanlaadulla.
Kuvanlaatu Kanta erms SNRrms CR t (s)
Hyvä Haar 0.0144 47.6 19.9:1 15.9
Hyvä Sym2 0.0086 79.5 19.6:1 16.5
Hyvä Bior5.5 0.0070 98.6 15.2:1 19.5
Erinomainen Haar 0.0081 85.9 8.9:1 24.0
Erinomainen Sym2 0.0046 154.3 8.8:1 24.3
Erinomainen Bior5.5 0.0036 196.0 7.9:1 27.1
Taulukosta 3 nähdään, että Haar -kanta on yksinkertaisuutensa puolesta varsin hyvin tii-
vistykseen soveltuva wavelet -kanta. Biortogonaalikanta tuottaa parhaimman laadun pi-
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simmällä suoritusajalla t , mutta tiivistää samalla kuvaa vähiten. Symlet -kanta soveltuu
parhaiten tiivistämiseen, sillä se tiivistää lähes yhtä hyvin kuin Haar -kanta, mutta se
tuottaa pienemmän virheen erms ja paremman signaali-kohinasuhteen SNRrms. Tiivistys-
suhde Cr eroaa paljon enemmän hyvällä kuvanlaadulla kantojen välillä kuin erinomaisella
kuvanlaadulla.
5.3 Testikuvien testaus
Kolmantena on testattu eri testikuvien vaikutusta häviöllisessä wavelet -tiivistyksessä. Mit-
tauksissa käytetyt testikuvat on esitelty liittessä B. Kaikki neljä testikuvaa on testattu RGB
-väriavaruudessa kaikilla luvussa 4.2 esitellyillä wavelet -kannoilla kahdella eri kuvanlaa-
dulla. Viidellä resoluutiotasolla suoritetuista mittauksista lasketut keskiarvot on esitetty
taulukossa 4.
Taulukko 4: Testikuvien vaikutus häviöllisessä wavelet -tiivistyksessä kahdella eri kuvan-
laadulla.
Kuvanlaatu Kuva erms SNRrms CR t (s)
Hyvä 4.1.05.tiff 0.0258 23.4 11.7:1 16.8
Hyvä 4.1.06.tiff 0.0529 11.4 8.1:1 18.7
Hyvä 4.1.07.tiff 0.0098 75.8 18.3:1 16.6
Hyvä 4.1.08.tiff 0.0157 46.3 15.8:1 16.5
Erinomainen 4.1.05.tiff 0.0159 37.8 5.7:1 27.0
Erinomainen 4.1.06.tiff 0.0329 18.1 4.3:1 29.5
Erinomainen 4.1.07.tiff 0.0054 143.9 8.5:1 24.7
Erinomainen 4.1.08.tiff 0.0074 105.3 7.2:1 24.5
Taulukosta 4 nähdään, että luonnolliset kuvat tiivistyvät huonommin kuin muut testiku-
vat. Luonnollisilla kuvilla 4.1.05.tiff ja 4.1.06.tiff virhettä erms syntyy huomattavasti
enemmän ja signaali-kohinasuhde SNRrms jää paljon pienemmäksi kuin muilla testikuvil-
la. Tiivistyssuhde Cr puolittuu ja suoritusaika t kaksinkertaistuu kaikilla testikuvilla, kun
verrataan hyvää ja erinomaista kuvanlaatua.
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5.4 Väriavaruuksien vaikutus häviöllisessä wavelet -tiivistyksessä
Viimeiseksi on testattu kaikki luvussa 2 esitellyt väriavaruudet häviöllisessä wavelet -
tiivistyksessä. Kaikkia väriavaruuksia on tarkasteltu kahdella eri kuvanlaadulla siten, et-
tä molemmilla kuvanlaaduilla on tehty yhteensä kuusikymmentä mittausta väriavaruutta
kohden ja tuloksina on esitetty mittauksien keskiarvot taulukossa 5. Kuusikymmentä mit-
tausta jokaiselle väriavaruudelle tulee siitä, kun mittaus suoritetaan kaikilla viidellä eri
resoluutiolla kaikille eri testikuville ja wavelet -kannoilla. Resoluution vaikutusta testattiin
edellä aliluvussa 5.1, wavelet -kantojen vaikutusta testattiin edellä aliluvussa 5.2 ja testi-
kuvien vaikutusta testattiin edellä aliluvussa 5.3.
Taulukosta 5 nähdään, että RGB -väriavaruus soveltuu hyvin värikuvien häviölliseen wa-
velet -tiivistämiseen. On kuitenkin olemassa myös parempia vaihtoehtoja, riippuen siitä
millaista laatua haetaan ja minkälaisessa järjestelmässä. Hyvällä kuvanlaadulla laadul-
la lineaarisella muunnoksella RGB -väriavaruudesta saadut väriavaruudet Ohta ja CMY
tuottivat hyvät tiivistyssuhteet CR. Myös kaikki videojärjestelmien väriavaruudet tuotti-
vat hyvät tulokset, sekä näiden lisäksi L*u*v* -väriavaruus. L*u*v* -väriavaruus tuotti
kuitenkin muihin hyvän tiivistyssuhteen tuottaneisiin väriavaruuksiin verrattuna kaksin-
kertaisen virheen erms. Muut CIE -väriavaruudet, sekä HSV ja HSI -väriavaruudet eivät
sovellu kuvien tiivistämiseen. Kun otetaan huomioon sekä hyvä että erinomainen kuvanlaa-
tu, niin voidaan sanoa, että parhaat tulokset saadaan videojärjestelmien väriavaruuksilla,
koska niissä on pienin virhe ja suurin signaali-kohinasuhde SNRrms. Suoritusajoissa t ei
ole merkittäviä eroja eri väriavaruuksien välillä, kun jätetään huomioimatta tiivistykseen
sopimattomat väriavaruudet. Erinomaisella kuvanlaadulla L*u*v* -väriavaruus tiivistyy
parhaiten, mutta tuottaa samalla suurimman virheen. Erinomaisella kuvanlaadulla on vä-
hempi hyvin tiivistykseen soveltuvia väriavaruuksia, koska kuten taulukosta 5 nähdään,
niin CMY ja RGB eivät enää pärjää paremmille väriavaruuksille numeerisissa tuloksissa.
Tuloskuvista katsottuna eroa ei huomaa erinomaisella kuvanlaadulla.
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Taulukko 5: Väriavaruuksien vaikutus häviöllisessä wavelet -tiivistyksessä kahdella eri ku-
vanlaadulla.
Kuvanlaatu Väriavaruus erms SNRrms CR t (s)
Hyvä RGB 0.0262 34.2 13.5:1 16.9
Hyvä HSV 0.0470 41.9 5.3:1 27.2
Hyvä HSI 0.0220 46.8 5.4:1 27.2
Hyvä Ohta 0.0266 34.3 15.5:1 15.8
Hyvä XYZ 0.0407 25.3 8.1:1 21.6
Hyvä L*a*b* 0.0217 43.6 5.3:1 23.9
Hyvä L*u*v* 0.0416 24.6 13.7:1 18.9
Hyvä CMY 0.0255 35.0 12.9:1 18.6
Hyvä YUV 0.0205 41.8 13.8:1 17.0
Hyvä YIQ 0.0209 40.7 10.6:1 17.0
Hyvä YCbCr 0.0205 41.6 11.2:1 17.7
Erinomainen RGB 0.0153 24.9 6.4:1 24.7
Erinomainen HSV 0.0376 70.1 4.4:1 30.3
Erinomainen HSI 0.0163 79.2 4.5:1 30.6
Erinomainen Ohta 0.0169 30.0 8.6:1 22.2
Erinomainen XYZ 0.0212 33.0 4.7:1 31.9
Erinomainen L*a*b* 0.0164 62.4 3.6:1 30.7
Erinomainen L*u*v* 0.0340 37.0 10.3:1 22.8
Erinomainen CMY 0.0116 31.7 5.1:1 29.3
Erinomainen YUV 0.0171 35.1 9.3:1 20.7
Erinomainen YIQ 0.0175 38.2 9.3:1 19.9
Erinomainen YCbCr 0.0172 36.9 9.9:1 20.0
6 POHDINTA 65
6 POHDINTA
Tämän tutkielman pohdinta on jaettu kolmeen osaan. Aluksi pohditaan tutkielmassa käy-
tetyn mittausjärjestelmän toteutusta. Sen jälkeen pohditaan tutkielmassa saatuja tuloksia
ja lopuksi pohditaan mitä olisi voinut toteuttaa lisää ja jäikö tutkielmasta jotain jatkotut-
kimusta varten.
Tutkimussuunnitelmassa asetettu aikataulu toteutui melko hyvin, koska tutkielman teko
viivästyi vain kaksi viikkoa suunnitellusta aikataulusta. Parametrien etsiminen koodikirjan
muodostamista varten oli ensimmäisellä ohjelmistoversiolla erittäin hidasta. Kun järjestel-
mä saatiin toimimaan huomattavasti nopeammin, saatiin sen jälkeen puuttuvat paramet-
rit etsittyä nopeasti. Lopullinen tulosten ajaminen olisi saattanut kestää huomattavasti
kauemmin mikäli itseopiskelutilassa olisi ollut enemmän opiskelijoita, koska enimmillään
kahdeksan tietokonetta laski tutkielman tuloksia. Aikataulua viivästivät myös itseopiske-
lutilaan siirretyt luennot, harjoitukset ja kokoukset. Tutkielman kirjoittaminen tapahtui
pääasiassa kotona, joten siihen työympäristö ei vaikuttanut. Tutkielman tekoa olisi saat-
tanut helpottaa, jos MATLABista olisi saatavilla opiskelijalisenssi ohjelman kotikoneelle
asentamista varten.
Tutkielmassa käytetyn mittausjärjestelmän toteutus oli helpoin toteuttaa MATLABilla.
Vastaavia tuloksia olisi saatu Java tai C++ -ohjelmointikielellä toteutetulla mittausjär-
jestelmällä, mutta MATLAB helpotti toteutusta valmiiden funktioidensa ansiosta. Oikeal-
la ohjelmointikielellä olisi saatettu päästä nopeampiin suoritusaikoihin kuin MATLABil-
la, mutta mittausjärjestelmän koodaaminen olisi vienyt huomattavasti enemmän aikaa.
MATLABin sisäänrakennetut funktiot toimivat erittäin nopeasti MATLAB -ympäristössä,
mutta itse toteutetut funktiot saattavat olla erittäin hitaita riippuen toteutuksesta. Esi-
merkiksi yksinkertaisten silmukoiden suoritus kestää MATLABissa huomattavasti Java tai
C++ -ohjelmointikielen suoritusta kauemmin. Lisäksi MATLABin hyötynä on se, että ku-
vat voidaan esittää valmiilla funktiolla katsottavaan muotoon. Muilla ohjelmointikielillä
tulisi perehtyä graafiseen toteutukseen, jos haluttaisiin tutkia kuvanlaatua, eikä pelkäs-
tään virhettä ja muita numeerisia tuloksia.
Mittausjärjestelmän toteutuksessa ei suuria muutoksia tullut tutkimussuunnitelman kir-
joittamisen jälkeen. Teoriassa oli suunniteltu, että aritmeettisen koodauksen jälkeen saadut
binääriluvut koodattaisiin vielä jakson pituuden koodauksella, mutta se vain huononsi tii-
vistyssuhdetta. Tämän vuoksi jakson pituuden koodaus jätettiin toteuttamatta. Teoriassa
binäärit olisivat saattaneet tiivistyä vielä, mutta käytännössä saadut binäärit eivät sisältä-
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neet pitkiä jaksoja samaa bittiä peräkkäin. Klusterointimenetelmän valintaa ei tarvinnut
pohtia, koska K-Means -klusterointi löytyi valmiina funktiona MATLABista. Kvantisointi-
menetelmäksi valittiin vektorikvantisointi, koska se on yleisesti käytetty ja helposti toteu-
tettava kvantisointimenetelmä. Wavelet -tiivistys valittiin osittain sen takia, että kosini-
muunnoksella ei saada läheskään niin hyvää tiivistyssuhdetta samalla kuvanlaadulla kuin
wavelet -muunnoksella. Lisäksi kosinimuunnos olisi jouduttu suorittamaan lohkoissa. Täl-
löin olisi jouduttu myös tutkimaan vaikuttaako lohkonkoko tuloksiin.
Väriavaruuksia valittiin testattavaksi riittävän monta, jotta tiedettäisiin onko niissä eroja
värikuvien häviöllisessä wavelet -tiivistyksessä. Valitut väriavaruudet olivat tunnetuimpia
väriavaruuksia lukuunottamatta aliluvussa 2.1.4 käsiteltyä Ohta -väriavaruutta. Tulostus-
järjestelmissä yleisesti käytetty CMYK -väriavaruus jätettiin toteuttamatta, koska mittaus-
järjestelmään oltaisiin jouduttu toteuttamaan vain CMYK -väriavaruutta varten neljännen
värikomponentin käsittely. Videojärjestelmissä käytettyjä väriavaruuksia on olemassa pal-
jon erilaisia ja tähän tutkielmaan valittiin nykyisissä televisiojärjestelmissä käytetyt väria-
varuudet ja lisäksi digitaalisessa käytössä oleva YCbCr -väriavaruus. Tässä tutkielmassa
olisi ollut mahdollista toteuttaa ja tutkia myös esimerkiksi SECAM -televisiostandardin
väriavaruutta tai YCbCr -väriavaruuden analogista versiota YPbPr -väriavaruutta, mutta
tutkielmaa tehtäessä ei koettu tarpeelliseksi toteuttaa useaa hyvin samankaltaista väriava-
ruutta. Eräs mielenkiintoinen väriavaruus, mikä jätettiin toteuttamatta patenttisuojan ta-
kia, olisi ollut Kodak PhotoYCC -väriavaruus. Kodak PhotoYCC on Kodakin vuonna 1992
julkaisema väriavaruus digitaalisten värikuvien tallentamiseen PhotoCD -levyille [TkT03].
Kyseinen väriavaruus olisi saattanut antaa mielenkiintoisia tuloksia tutkimuksissa.
Mittauksissa saadut tulokset erinomaisella kuvanlaadulla ovat luotettavampia kuin hyvällä
kuvanlaadulla, koska on helpompaa hakea klusterointiin käytetyt parametrit erinomaisel-
la kuvanlaadulla. Tämä johtuu siitä, että erinomaisella kuvanlaadulla kuvaa katsomalla
on helppo sanoa onko siinä näkyvissä virhettä vaiko ei. Hyvällä kuvanlaadulla joutuu ku-
vaa katsomalla päättämään onko kuvanlaatu samanlainen kuin aiemmin hyväksi havait-
tu kuvanlaatu, koska erittäin pienet virheet sallitaan hyvällä kuvanlaadulla. Kuvanlaadun
arviointia on myös haitannut eri mikroluokan monitorien säätöjen suuretkin erot. Joissa-
kin monitoreissa säädöt olivat niin pahasti pielessä, että toisessa monitorissa musta oli
harmaata ja toisessa valkoinen oli harmaata. Sen lisäksi kuluneet kuvaputket haittasivat
parametrien etsimistä. Kun kuvaputkinäytöllä kuva näytti erinomaiselta, niin nestekide-
näytöllä sama kuva näytti korkeintaan hyvältä.
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Viisi resoluutiotasoa oli riittävä määrä mittauksissa, kuten nähtiin taulukosta 2. Jos tes-
teissä olisi käytetty pikselikooltaan suurempia kuvia, niin silloin olisi voinut harkita lisää
resoluutiotasoja. Kohtalaisen pienikokoisiin testikuviin päädyttiin, koska alunperin mit-
tauksissa kesti liian kauan aikaa yhteen mittaukseen. Toisella ohjelmistoversiolla olisi voi-
nut testata myös suurempia testikuvia. Mittauksissa käytettyjä wavelet -kantojakin oli
riittävän monta, sillä niiden välillä ei ollut suuria eroja. On kuitenkin olemassa myös sel-
laisia wavelet -kantoja, jotka eivät sovellu lainkaan wavelet -tiivistykseen. Eräs tälläinen
wavelet -kanta on diskreetti Meyer -kanta, jolla tiivistyssuhde oli parhaimmillaan 2 : 1.
Testikuvat valittiin tarkoituksella siten, että oli sekä luonnollisia kuvia että ei-luonnollisia
kuvia. Testikuvia valittiin riittävä määrä, jotta tuloksista saatiin luotettavia. Suoritusai-
ka saattaa joissakin mittauksissa olla vääristynyt, sillä käytetyillä tietokoneilla oli erilaisia
taustaprosesseja käynnissä. Esimerkiksi toisinaan käynnissä ollut taustaprosessi oli virus-
tentorjuntaohjelma. Vaikka mikroluokan koneet olivat spesifikaation mukaan samanlaisia,
niin silti niissä on havaittu nopeuseroja. Syynä tähän saattaa olla erilaiset asetukset ja se,
että osaan koneista on asennettuna ohjelmia mitä toisiin ei ole asennettu.
Väriavaruuksien testaus suoritettiin riittävällä määrällä mittauksia, jolloin tulokset pitäisi
olla riittävän luotettavia. HSV ja HSI -väriavaruudet saattaisivat soveltua tiivistämiseen,
jos niiden H -komponenttia voitaisiin kvantisoida. Jos H -komponenttia kvantisoidaan,
niin kuvassa esiintyy erittäin paljon kohinaa ja yksittäisen pikselin värivirheitä. Kohina
ja yksittäiset värivirheet olisi mahdollista poistaa mediaanisuotimella sopivan kokoisel-
la maskilla, mutta koska on olemassa paremmin tiivistykseen soveltuvia väriavaruuksia,
niin HSI ja HSV -väriavaruudet voidaan jättää muihin digitaalisen kuvankäsittelyn tar-
koituksiin. On erittäin ymmärrettävää, että JPEG2000 -standardissa käytetään YCbCr -
väriavaruutta, koska videojärjestelmien väriavaruudet soveltuvat erittäin hyvin häviölliseen
tiivistämiseen. Videojärjestelmien väriavaruudet soveltuvat häviölliseen tiivistämiseen sen
takia, koska niissä on tärkein informaatio yhdessä kanavassa ja kahta muuta kanavaa voi-
daan kvantisoida enemmän, eikä ihmisen näkö huomaa eroa. Pienet erot videojärjestelmien
väriavaruuksien välillä johtuvat sitten itse muunnoksista ja niiden parametreista. Esimer-
kiksi RGB -väriavaruudessa ei voida samalla tavalla kvantisoida kahta värikomponenttia
kolmatta enemmän, koska ihmisen näkö havaitsisi tämän virheen helpommin. Vaikka vä-
riavaruuksia L*a*b* ja L*u*v* kvantisoitiin yhtä paljon, niin L*u*v* -väriavaruus tuotti
huomattavasti paremman tuloksen kuin L*a*b* -väriavaruus. Molemmat väriavaruudet on
määritelty lähes samalla tavalla. Ainoa ero näiden väriavaruuksien välillä on normalisoin-
nissa, mistä kerrottiin kyseisten väriavaruuksien kohdalla luvuissa 2.2.2 ja 2.2.3. Koska
L*a*b* -väriavaruus ei normalisoidu välille [0, 1], aritmeettisessa koodauksessa ei päästä
L*u*v* -väriavaruuden tasoiseen tulokseen. Tämä johtuu siitä, että histogrammiin tulee
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enemmän eri arvoja isommalla välillä, jolloin aritmeettinen koodaus tuottaa merkittävästi
huonomman tuloksen. Kun aritmeettisessa koodauksessa on enemmän eri esiintymistoden-
näköisyyksiä, joudutaan käyttämään enemmän bittejä jokaisen symbolin koodaamiseen.
Koska suurin osa väriavaruusmuunnoksista ei käytä paljoa suoritusaikaa, niin olisi mie-
lenkiintoista tutkia pystyisikö nykyisiin sulautettuihin järjestelmiin, kuten esimerkiksi di-
gitaalikameroihin tai matkapuhelimiin, lisäämään väriavaruusmuunnoksen. Lisäämällä vä-
riavaruusmuunnos olisi mahdollista tallentaa samaan tallennuskapasiteettiin enemmän ku-
via kuin nykyään.
Jos mittausjärjestelmää haluttaisiin kehittää lisää, niin olisi testattava erilaisia kvantisointi-
, klusterointi- ja symbolien koodausmenetelmiä. Lisäksi kannattaisi mahdollisesti kehittää
oma wavelet -kanta tiivistämiseen. Jos tutkimusta haluttaisiin jatkaa samanlaisella mit-
tausjärjestelmällä, niin huonoimmat väriavaruudet voisi jättää mittauksista pois ja ottaa
tilalle muita väriavaruuksia testattavaksi. Erityisesti videojärjestelmissä käytettyjä eri vä-
riavaruuksia kannattaisi testata lisää. Myös parametrien etsintää voisi parantaa esimerkiksi
tutkimalla pienemmällä haarukoinnilla, kuin viidellä prosentilla.
Lyhyenä yhteenvetona voidaan mainita, että videojärjestelmien väriavaruudet olivat par-
haita testatuista väriavaruuksista. RGB -väriavaruuden käyttäminen on riittävää, mutta
jos halutaan parantaa tiivistyssuhdetta, niin kannattaa valita joko Ohta -väriavaruus tai
YCbCr -väriavaruus. Jos halutaan erittäin suuria tiivistyssuhteita virheen kustannuksella,
niin silloin kannattaa valita CIE L*u*v* -väriavaruus tiivistykseen.
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Kuva 21: RGB -väriavaruus [Mat06a].
Kuva 22: HSV -väriavaruus [Mat06a].
A VÄRIAVARUUDET VÄRIKUVINA 2
Kuva 23: HSI -väriavaruus [Fac04].
Kuva 24: CIE -kromaattisuuskaavio [DSF99].
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4.1.05.tiff 4.1.06.tiff
4.1.07.tiff 4.1.08.tiff
Kuva 25: Mittauksissa käytetyt 256× 256 kokoiset testikuvat. [Ele07]
C KÄYTETTYJEN KLUSTEREIDEN MÄÄRÄ ERI RESOLUUTIOTASOILLA 1
C KÄYTETTYJEN KLUSTEREIDEN MÄÄRÄ ERI RE-
SOLUUTIOTASOILLA
Taulukko 6: Käytettävien klustereiden määrä koodikirjaa muodostettaessa.
H (%) E (%)
1 2 3 4 5 1 2 3 4 5
HSV kWϕ(j) 100 100 100 100 100 100 100 100 100 100
H kW i
ψ
(j) 100 100 100 100 100 100 100 100 100 100
HSI kW i
ψ
(j−1) 100 100 100 100 100 100 100 100
H kW i
ψ
(j−2) 100 100 100 100 100 100
kW i
ψ




HSV kWϕ(j) 100 100 100 100 100 100 100 100 100 100
S, V kW i
ψ
(j) 30 90 100 100 100 50 90 100 100 100
HSI kW i
ψ
(j−1) 30 80 100 100 50 80 100 100
S, I kW i
ψ
(j−2) 30 75 90 50 75 100
kW i
ψ




Ohta kWϕ(j) 100 100 100 100 100 100 100 100 100 100
kW i
ψ
(j) 25 75 100 100 100 45 80 100 100 100
kW i
ψ
(j−1) 25 50 90 100 45 90 100 100
kW i
ψ
(j−2) 25 50 100 40 90 100
kW i
ψ




XYZ kWϕ(j) 100 100 100 100 100 100 100 100 100 100
kW i
ψ
(j) 35 90 100 100 100 80 100 100 100 100
kW i
ψ
(j−1) 40 90 100 100 70 100 100 100
kW i
ψ
(j−2) 40 85 100 70 100 100
kW i
ψ




L*a*b* kWϕ(j) 100 100 100 100 100 100 100 100 100 100
L∗ kW i
ψ
(j) 40 85 100 100 100 60 90 100 100 100
L*u*v* kW i
ψ
(j−1) 40 80 100 100 60 90 100 100
L∗ kW i
ψ
(j−2) 35 80 100 50 90 100
kW i
ψ




L*a*b* kWϕ(j) 100 100 100 100 100 100 100 100 100 100
a∗, b∗ kW i
ψ
(j) 25 80 100 100 100 40 80 100 100 100
L*u*v* kW i
ψ
(j−1) 25 70 100 100 40 75 100 100
u∗, v∗ kW i
ψ
(j−2) 25 60 100 40 75 100
kW i
ψ




C KÄYTETTYJEN KLUSTEREIDEN MÄÄRÄ ERI RESOLUUTIOTASOILLA 2
H (%) E (%)
1 2 3 4 5 1 2 3 4 5
CMY kWϕ(j) 100 100 100 100 100 100 100 100 100 100
kW i
ψ
(j) 30 75 100 100 100 70 90 100 100 100
kW i
ψ
(j−1) 25 50 90 100 70 90 100 100
kW i
ψ
(j−2) 30 50 100 70 100 100
kW i
ψ




YUV kWϕ(j) 100 100 100 100 100 100 100 100 100 100
Y kW i
ψ
(j) 40 90 100 100 100 40 90 100 100 100
YIQ kW i
ψ
(j−1) 50 90 100 100 60 100 100 100
Y kW i
ψ
(j−2) 50 90 100 60 100 100
YCbCr kW i
ψ
(j−3) 40 90 50 100
Y ′ kW i
ψ
(j−4) 40 40
YUV kWϕ(j) 100 100 100 100 100 100 100 100 100 100
U , V kW i
ψ
(j) 10 70 100 100 100 25 80 100 100 100
YIQ kW i
ψ
(j−1) 10 70 100 100 25 80 100 100
I, Q kW i
ψ
(j−2) 10 60 90 25 70 100
YCbCr kW i
ψ
(j−3) 10 60 25 60
CB , CR kW i
ψ
(j−4) 10 20
