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Abstrat
Several partile algorithms admit a Feynman-Ka representation suh
that the potential funtion may be expressed as a reursive funtion whih
depends on the omplete state trajetory. An important example is the
mixture Kalman lter, but other models and algorithms of pratial inter-
est fall in this ategory. We study the asymptoti stability of suh partile
algorithms as time goes to innity. As a orollary, pratial onditions for
the stability of the mixture Kalman lter, and a mixture GARCH lter,
are derived. Finally, we show that our results an also lead to weaker
onditions for the stability of standard partile algorithms, suh that the
potential funtion depends on the last state only.
1 Introdution
The most ommon appliation of the theory of Feynman-Ka formulae (see e.g.
Del Moral, 2004) is nonlinear ltering of a hidden Markov hain (Λn), based
on observed proess (Yn). In suh settings, the potential funtion at time n
typially depends only on the urrent state Λn. The uniform stability of the
orresponding partile approximations an be obtained under appropriate on-
ditions, see Setion 7.4.3 of the aforementioned book and referenes therein.
For a good overview of the theoretial and methodologial aspets of partile
approximation algorithms, also known as partile ltering algorithms, see also
Douet et al. (2001), Künsh (2001), and Cappé et al. (2005).
They are however several appliations of pratial interest where the po-
tential funtion depends on the omplete state trajetory Λ0:n = (Λ0, . . . ,Λn).
The orresponding partile ltering algorithms still have a xed omputational
ost per iteration, beause the potential an be omputed using reursive for-
mulae. An important example is the lass of onditional linear Gaussian dy-
nami models, where the onditioning is on some unobserved Markov hain Λn.
The orresponding partile algorithm is known as the mixture Kalman lter
(Chen and Liu, 2000, see also Example 7 in Douet et al., 2000, and Andrieu and Douet,
2002, for a related algorithm): the potential funtion at time n is then a
Gaussian density, the parameters of whih are omputed reursively using the
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Kalman-Buy lter (Kalman and Buy, 1961). Another example is the mixture
GARCH model onsidered in Chopin (2007).
It is worth noting that these models suh that the potential funtions are
path-dependent an often be reformulated as a standard hidden Markov model,
with a potential funtion depending on the last state only, by adding ompo-
nents to the hidden Markov hain. For instane, the mixture Kalman lter may
be interpreted as a standard partile ltering algorithm, provided the hidden
Markov proess is augmented with the assoiated Kalman lter parameters (l-
tering expetation and error ovariane matrix) that are omputed iteratively
in the algorithm. However, this representation is unwieldy, and the augmented
Markov proess does not full the usual mixing onditions found in the litera-
ture on the stability of partile approximations. This is the main reason why our
study is based on path-dependent potential funtions. Quite interestingly, we
shall see that the opposite perspetive is more fruitful. Speially, our stabil-
ity results obtained for path-dependent potential funtions an also be applied
to standard state-spae models, leading to stability results under onditions
dierent from those previously given in the literature.
In this paper, we study the asymptoti stability of partile algorithms based
on path-dependent potential funtions. We work under the assumption that
the dependene of potential n on state n− p vanishes exponentially in p. This
assumption is met in pratial settings beause of the reursive nature of the
potential funtions. Our proofs are based on the following onstrution: the true
lter is ompared with an approximate lter assoiated to `trunated' potentials,
that is potentials that depend only on λn−p+1:n, the vetor of the last p states,
for some well-hosen integer p. Then, we ompare the trunated lter with its
partile approximation, using the fat the `trunated' lter orresponds to a
standard Feynman-Ka model with a Markov hain of xed dimension. Finally,
we use a oupling onstrution to ompare the partile approximations of the
true lter and the trunated lter. In this way, we obtain estimates of the
stability of the partile algorithm of interest. We apply our results to the two
aforementioned lasses of models, and obtain pratial onditions under whih
the orresponding partile algorithms are stable uniformly in time.
The paper is organised as follows. Setion 2 introdues the model and the
notations. Setion 3 evaluates the loal error indued by the trunation. Setion
4 studies the mixing properties of the trunated lter. Setion 5 studies the
propagation of the trunation error. Setion 6 develops a oupling argument for
the two partile systems. Setion 7 states the main theorem of the paper, whih
provides a bound for the partile error and derives time-uniform estimates for
the long-term propagation of the error in the partile approximation of the true
model. Setion 8 applies these results to two partile algorithms of pratial
interest, namely, the mixture Kalman lter, and the mixture GARCH lter,
and shows how these results an be adapted to standard state-spae models,
suh that the potential funtion depends only on the last state.
2 Model and notations
We onsider a hidden Markov model, with latent (non-observed) state proess
{Λn, n ≥ 0}, and observed proess {Yn, n ≥ 1}, taking values respetively in
a omplete separable metri spae E and in F = Rd. The state proess is
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an inhomogeneous Markov hain, with initial probability distribution ζ, and
transition kernel Qn. The observed proess Yn admits Ψn(yn|y1:n−1;λ0:n) as
a onditional probability density (with respet to an appropriate dominating
measure) given Λ0:n = λ0:n and Y1:n−1 = y1:n−1, where the short-hand v0:n
for any symbol v stands for the vetor (v0, . . . , vn). As explained in the In-
trodution, this quantity depends on the entire path λ0:n, rather than the last
state λn. Following ommon pratie, we drop dependenies on the yn's in the
notations, as the observed sequene y0:n may be onsidered as xed, and use
the short-hand Ψn(λ0:n) = Ψn(yn|y0:n−1;λ0:n). The model admits a Feynman-
Ka representation whih we desribe fully in (2.1). We onsider the following
assumptions.
Hypothesis 1. For all n ≥ 1, the kernel Qn is mixing, i.e. there exists εn ∈
(0, 1) suh that
εnξ(A) ≤ Qn(λn−1, A) ≤ 1
εn
ξ(A)
for some ξ ∈M+(E), and for any Borel set A ⊂ E, any λn−1 ∈ E.
Hypothesis 2. For p large enough, and all n ≥ p, there exists a `trunated'
potential funtion Ψ˜pn(λn−p+1:n) that depends on the last p states only, and that
approximates Ψn in the sense that
|Ψn(λ0:n)− Ψ˜pn(λn−p+1:n)| ≤ φnτp
{
Ψn(λ0:n) ∧ Ψ˜pn(λn−p+1:n)
}
for some onstants φn and τ , φn > 0, 0 < τ < 1, and all λ0:n ∈ En+1. For
onveniene, we abuse notations and set Ψ˜pn = Ψn for p > n.
Hypothesis 3. There exists onstants an, bn, n ≥ 0, an ≥ 1, bn ≥ 1, suh that
1
an
≤ Ψn(λ0:n) ≤ bn, 1
an
≤ Ψ˜pn(λ(n−p+1)+:n) ≤ bn
for all λ0:n ∈ En+1, using the short-hand k+ = k ∨ 0 for any integer k.
The onstants an and φn depend impliitly on the realisation y1:n of the
observed proess. Hypotheses 1 and 3 are standard in the ltering literature; see
e.g. Del Moral (2004). Hypothesis 2 formalises the fat that potential funtions
are omputed using iterative formulae, and therefore should forget past states
at an exponential rate. One may take Ψ˜pn(λn−p+1:n) = Ψn(z, . . . , z, λn−p+1:n)
for instane, where z is an arbitrary element of E. We shall work out, in several
models of interest, pratial onditions under whih Hypothesis 2 is fullled in
Setion 8.
We introdue the following notations for the forward kernels, for n ≥ 1:
γn(λ0:n−1, dλ
′
0:n) = δλ0:n−1(dλ
′
0:n−1)Qn(λn−1, dλ
′
n)Ψn(λ
′
0:n)
where δλ0:n−1 is the Dira measure entred at λ0:n−1. The above kernels impli-
itly denes operators on measures and on test funtions, i.e.,
γnµ(f) = 〈γnµ, f〉 =
∫
µ(dλ0:n−1)γn(λ0:n−1, dλ
′
0:n)f(λ
′
0:n),
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for any µ ∈ M+(En+1), any test funtion f : En+1 → [0, 1], where M+(Ek)
denotes the set of nonnegative measures w.r.t. Ek, and P(Ek) the set of prob-
ability measures w.r.t. Ek.
We assoiate to γn a normalised operator Rn, suh that, for any µ ∈
M+(En), Rnµ is dened as:
Rnµ(f) =
γnµ(f)
γnµ(1)
for any f : En+1 → R+. Both the γn's and the Rn's may be iterated using the
following short-hands, for 1 ≤ k ≤ n:
γk:nµ = γn . . . γkµ, Rk:nµ = Rn . . . Rkµ.
We have the following Feynman-Ka representation:
E(f(Λ0:n)|Y1:n = y1:n) = R1:nζ(f) , (2.1)
∀n, ∀f : En+1 → R+, where, as mentioned above, ζ the law of Λ0.
Finally, we denote the total variation norm on nonnegative measures by
‖·‖TV , the supremum norm on bounded funtions by ‖·‖∞, and the Hilbert met-
ri by h(µ, µ′) for any pair µ, µ′ ∈ M+(Ek), k ≥ 1; see e.g. Atar and Zeitouni
(1997) or Le Gland and Oudjane (2004), Denition 3.3. We reall that the
Hilbert metri is sale invariant, and is related to the total variation norm in
the following way, see e.g. Lemma 3.4 in Le Gland and Oudjane (2004):
‖µ− µ′‖TV ≤ 2
log 3
h(µ, µ′) (2.2)
h(Kµ,Kµ′) ≤ 1
ε2
‖µ− µ′‖TV (2.3)
provided K is a ε-mixing kernel. We an also derive the following properties
from the denition of h (∀k ∈ N∗, ∀µ, µ′ ∈M(Ek)):
∀kernel Q, h(Qµ,Qµ′) ≤ h(µ, µ′) , (2.4)
∀nonnegative funtion ψ, h(ψµ, ψµ′) ≤ h(µ, µ′) (2.5)
with an equality in the latter equation if ψ is positive.
3 Loal error indued by trunation
Until further notie, p is a xed integer suh that p ≥ 2 and suh that Hypothesis
2 holds. Sine our proofs involve a omparison between the true lter and a
`trunated' lter, we introdue the projetion operator Hpn whih, for n ≥ p,
assoiates to any measure µ(dλ0:n) ∈ M+(En+1) its marginal w.r.t. its last p
omponents, i.e. :
Hpn(µ)(f) =
∫
µ(dλ0:n)f(λn−p+1:n)
for any f : Ep → R; for p > n, let Hpn(µ) = µ. We also dene the following
`trunated' forward kernels, for n ≥ p:
γ˜pn(λn−p:n−1, dλ
′
n−p+1:n)
= δλn−p+1:n−1(dλ
′
n−p+1:n−1)Qn(λn−1, dλ
′
n)Ψ˜
p
n(λ
′
n−p+1:n)
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and the assoiated normalised operators, for µ ∈M+(Ep), f : Ep → R+:
R˜pnµ(f) =
γ˜pnµ(f)
γ˜pnµ(1)
and set γ˜pn = γn, R˜
p
n = Rn for n < p. From now on, we will refer to the lter
assoiated to these `trunated' operators as the trunated lter.
We now evaluate the loal error indued by the trunation.
Lemma 1. For all 1 ≤ k < n, and for all µ ∈ M+(Ek),∥∥∥R˜pk+1:nHpkRkµ− R˜pk:nHpk−1µ∥∥∥
TV
≤ 2φkτp.
Proof. Let f : Ep∧(n+1) → [0, 1]. One has
R˜pk+1:nH
p
kRkµ(f) =
γ˜pk+1:nH
p
kγkµ(f)
γ˜pk+1:nH
p
kγkµ(1)
R˜pk:nH
p
k−1µ(f) =
γ˜pk:nH
p
k−1µ(f)
γ˜pk:nH
p
k−1µ(1)
where
γ˜pk+1:nH
p
kγkµ(f) =
∫
En+1
µ(dλ0:k−1)Qk(λk−1, dλk)Ψk(λ0:k)f(λ(n−p+1)+:n)
×
n∏
i=k+1
[
Qi(λi−1, dλi)Ψ˜
p
i (λ(i−p+1)+:i)
]
and
γ˜pk:nH
p
k−1µ(f) =
∫
En+1
µ(dλ0:k−1)Qk(λk−1, dλk)Ψ˜
p
k(λk−p+1:k)f(λ(n−p+1)+:n)
×
n∏
i=k+1
[
Qi(λi−1, dλi)Ψ˜
p
i (λ(i−p+1)+:i)
]
hene∣∣γ˜k+1:nHpkγkµ(f)− γ˜k:nHpk−1µ(f)∣∣
≤
∫
En+1
µ(dλ0:k−1)Qk(λk−1, dλk)
∣∣∣Ψk(λ0:k)− Ψ˜pk(λ(k−p+1)+ :k)∣∣∣
×f(λ(k−p+1)+:k)
n∏
i=k+1
[
Qi(λi−1, dλj)Ψ˜
p
i (λ(i−p+1)+:i)
]
≤ φkτp
∫
En+1
µ(dλ0:k−1)Qk(λk−1, dλk)(Ψk(λ0:k) ∧ Ψ˜pk(λ(k−p+1)+:k))
×f(λ(k−p+1)+:k)
n∏
i=k+1
[
Qi(λi−1, dλi)Ψ˜
p
i (λ(i−p+1)+:i)
]
≤ φkτp
{
γ˜k+1:nH
p
kγkµ(f) ∧ γ˜k:nHpk−1γk−1µ(f)
}
aording to Hypothesis 2. And, sine, for all a, b, c, d ∈ R+ suh that a/b ≤ 1
and c/d ≤ 1,
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∣∣∣a
b
− c
d
∣∣∣ ≤ |a− c|
b
+
|d− b|
b
(3.6)
one may onlude diretly by taking a = γ˜k+1:nH
p
kγkµ(f), b = γ˜k:nH
p
k−1γk−1µ(1),
c = γ˜pk+1:nH
p
kµ(f), and d = γ˜
p
k:nH
p
k−1µ(1).
Lemma 2. For k ≥ 1, if there exists a (possibly random) probability kernel
R¯k : E
k∧p → P(E(k+1)∧p) suh that, for all µ ∈ P(Ek∧p),
sup
f :‖f‖∞=1
E
(∣∣∣〈R˜pkµ− R¯kµ, f〉∣∣∣) ≤ δk
for some δk ≥ 0, then, for all i ≥ 1 and µ ∈ P(Ek∧p),
sup
f :‖f‖∞=1
E
(∣∣∣〈R˜pk:k+iµ− R˜pk+1:k+iR¯kµ, f〉∣∣∣) ≤ 2(ak+1 . . . ak+i)(bk+1 . . . bk+i)δk
where the expetation is with respet to the distribution of R¯k.
Proof. Using the same ideas as above, one has, for f : E(k+1−p+1)∧p → [0, 1],
〈R˜pk:k+iµ− R˜pk+1:k+iR¯kµ, f〉 =
γ˜pk+1:k+iR˜
p
kµ(f)
γ˜pk+1:k+iR˜
p
kµ(1)
− γ˜
p
k+1:k+iR¯kµ(f)
γ˜pk+1:k+iR¯kµ(1)
.
In order to use inequality (3.6), ompute
E(
∣∣∣γ˜pk+1:k+iR˜pkµ(f)− γ˜pk+1:k+iR¯kµ(f)∣∣∣)
= E
(∣∣∣∣
∫
(R˜pkµ− R¯kµ)(dλ(k−p+1)+ :k)
k+i∏
l=k+1
Ql(λl−1, dλl)Ψ˜
p
l (λ(l−p+1)+:l)f(λ(k+i−p+1)+ :k+i)
∣∣∣∣∣
)
≤ E
(
bk+1 . . . bk+i
∣∣∣(R˜pkµ− R¯kµ)(f¯)∣∣∣)
≤ bk+1 . . . bk+iδk
where f¯ is dened as
f¯(λ(k−p+1)+ :k) =
∫ k+i∏
l=k+1
Ql(λl−1, dλl)f(λ(k+i−p+1)+ :k+i) ≤ 1.
and onlude by noting that
γ˜pk+1:k+iR˜
p
kµ(1) =
∫
(R˜pkµ)(dλ(k−p+1)+ :k)
k+i∏
l=k+1
Ql(λl−1, dλl)Ψ˜
p
l (λ(l−p+1)+:l)
≥ 1
ak+1 . . . ak+i
sine R˜pkµ is a probability measure.
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4 Mixing and ontration properties of the trun-
ated lter
The trunated lter may be interpreted as a standard lter based on Markov
hain Λ˜pn = Λ(n−p+1)+:n. This insight allows us to establish the ontration
properties of the trunated lter.
Lemma 3. One has:
h(R˜pk+1:k+pµ, R˜
p
k+1:k+pµ
′) ≤ 1
ε˜2k+1,p
‖µ− µ′‖TV
and
h(R˜pk+1:k+pµ, R˜
p
k+1:k+pµ
′) ≤ ρ˜k+1,ph(µ, µ′)
where
ε˜2k,p =
ε2k
(ak . . . ak+p−2)(bk . . . bk+p−2)
, ρ˜k,p =
1− ε˜2k,p
1 + ε˜2k,p
,
for all k ≥ 0, and all µ ,µ′ ∈ P(E(k+1)∧p).
Note ε˜k,n must be interpreted as a mixing oeient, and ρ˜k,p as a Birkho
ontration oeient.
Proof. Using Hypothesis 3, one has:
Qk+pγ˜k+1:k+p−1µ
=
∫
µ(dλ(k−p+1)+ :k)
k+p∏
i=k+1
Qi(λi−1, dλi)
k+p−1∏
i=k+1
[
Ψ˜pi (λ(i−p+1)+:i)
]
≤ bk+1 . . . bk+p−1
∫
µ(dλ(k−p+1)+:k)
k+p∏
i=k+1
Qi(λi−1, dλi)
≤ bk+1 . . . bk+p−1
εk+1
ξ˜p(dλk+1:k+p)
where ξ˜p stands for the following referene measure:
ξ˜p(dλk+1:k+p) = ξ(dλk+1)
k+p∏
i=k+2
Qi(λi−1, dλi).
One shows similarly that
Qk+pγ˜k+1:k+p−1µ ≥ εk+1
ak+1 . . . ak+p−1
ξ˜p(dλk+1:k+p).
Hene kernel Qk+pγ˜k+1:k+p−1µ is mixing, with mixing oeient ε˜k+1,p.
Following Lemma 3.4 in Le Gland and Oudjane (2004),
h(R˜pk+1:k+pµ, R˜
p
k+1:k+pµ
′) = h(Qk+pγ˜k+1:k+p−1µ,Qk+pγ˜k+1:k+p−1µ
′)
≤ 1
ε˜2k+1,p
‖µ− µ′‖TV
7
using the sale invariane property of the Hilbert metri. Similarly, aording
to Lemma 3.9 in the same paper:
h(R˜pk+1:k+pµ, R˜
p
k+1:pµ
′) = h(Qk+pγ˜k+1:k+p−1µ,Qk+pγ˜k+1:k+p−1µ
′)
≤
(
1− ε˜2k+1,p
1 + ε˜2k+1,p
)
h(µ, µ′).
5 Propagation of trunation error
We establish rst the two following lemmas.
Lemma 4. Let R¯n : E
n∧p → P(E(n+1)∧p) be a sequene of (possibly random)
probability kernels suh that for all n ≥ 1 and µ ∈ P(En∧p),
sup
f :‖f‖∞=1
E
{∣∣∣〈R˜pnµ− R¯nµ, f〉∣∣∣} ≤ δn ,
where the expetation is w.r.t. the randomness of R¯n, then, for all n ≥ 1 and
all ζ ∈ P(E), one has
sup
f :‖f‖∞=1
E
{∣∣∣〈R˜p1:nζ − R¯1:nζ, f〉∣∣∣} ≤ 8log(3)
n∑
i=1

 δi
ε˜2i+1ε˜
2
i+p+1
⌊n−i
p
⌋−1∏
j=2
ρ˜i+jp+1,p


where R¯1:nζ = R¯n . . . R¯1ζ, and with the onvention that empty produts equal
one.
Proof. The following dierene an be deomposed into a telesopi sum:
R˜p1:nζ − R¯1:nζ =
n∑
i=1
(
R˜pi+1:nR˜
p
i R¯1:i−1ζ − R˜pi+1:nR¯iR¯1:i−1ζ
)
.
We x the integers i, n, and onsider some arbitrary test funtion f . For
i ≥ n− 2p, one may apply Lemma 2:
sup
f :‖f‖∞=1
E
{∣∣∣〈R˜pi+1:nR˜pi R¯1:i−1ζ − R˜pi+1:nR¯iR¯1:i−1ζ, f〉∣∣∣}
≤ 2(ai+1 . . . an)(bi+1 . . . bn)δi
≤ 8
log(3)
δi
ε˜2i+1,pε˜
2
i+p+1,p
sine εn ≤ 1, an ≥ 1 and bn ≥ 1 for all n.
For i < n − 2p, let k = ⌊(n − i)/p⌋, then, using Lemma 3, Equations (2.2)
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to (2.5) one has∣∣∣〈R˜pi+1:nR˜pi R¯1:i−1ζ − R˜pi+1:nR¯iR¯1:i−1ζ, f〉∣∣∣
≤
∥∥∥R˜pi+1:nR˜pi R¯1:i−1ζ − R˜pi+1:nR¯iR¯1:i−1ζ∥∥∥
TV
≤ 2
log(3)
h
(
R˜pi+1:i+kpR˜
p
i R¯1:i−1ζ, R˜
p
i+1:i+kpR¯iR¯1:i−1ζ
)
≤ 2
log(3)ε˜2i+p+1,p
×
k−1∏
j=2
ρ˜i+jp+1,p ×
∥∥∥R˜pi+1:i+pν − R˜pi+1:i+pν′∥∥∥
TV
where ν = R˜pi R¯1:i−1ζ, ν
′ = R¯iR¯1:i−1ζ. Applying (7) p. 160 of Le Gland and Oudjane
(2004), one gets
∥∥∥R˜pi+1:i+pν − R˜pi+1:i+pν′∥∥∥
TV
≤ 2 ‖γ˜
p
i+1:i+pν − γ˜pi+1:i+pν′‖TV
γ˜pi+1:i+pν(1)
.
where, using the same alulations as in Lemma 3,
γ˜pi+1:i+pν(1) ≥
εi+1
ai+1 . . . ai+p
and
E
[∥∥γ˜pi+1:i+pν − γ˜pi+1:i+pν′∥∥TV
]
= E
[∫
x′∈Ep
∣∣∣∣
∫
x∈Ep
(ν − ν′)(dx)γ˜pi+1:i+p(x, dx′)
∣∣∣∣
]
≤
[
sup
x∈Ep
∫
x′∈Ep
γ˜pi+1:i+p(x, dx
′)
] [
sup
φ:‖φ‖∞=1
E(|〈ν − ν′, φ〉|)
]
≤ bi+1 . . . bi+p
εi+1
[
sup
φ:‖φ‖∞=1
E(|〈ν − ν′, φ〉|)
]
whih ends the proof.
Lemma 5. For all n ≥ 1 and all ζ ∈ P(E), one has
∥∥∥R˜p1:nζ −HpnR1:nζ∥∥∥
TV
≤ 4τ
p
log 3


n∑
i=1
φi
ε˜2i+1,p
⌊(n−i)/p⌋−1∏
j=1
ρ˜i+jp+1,p


with the onvention that empty sums equal zero, and empty produts equal one.
Proof. One has:
R˜p1:nζ −HpnR1:nζ =
n∑
i=1
(
R˜pi+1:nR˜
p
iH
p
i−1R1:i−1ζ − R˜pi+1:nHpi R1:iζ
)
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For i ≤ n− p, let k = ⌊(n− i)/p⌋, then aording to Lemma 3:∥∥∥R˜pi+1:nR˜piHpi−1R1:i−1ζ − R˜pi+1:nR˜pi+1Hpi R1:iζ∥∥∥
TV
≤ 2
log 3
h
(
R˜pi+1:i+kpR˜
p
iH
p
i−1R1:iζ, R˜
p
i+1:i+kpH
p
i R1:iζ
)
≤ 2
log(3)ε˜2i+1,p
k−1∏
j=1
ρ˜i+jp+1,p
∥∥∥R˜piHpi−1R1:i−1ζ −Hpi R1:iζ∥∥∥
TV
and ones onludes using Lemma 1. For i > n − p, one an apply Lemma 1
diretly.
6 Coupling of partile approximations
We now introdue two interative partile systems: the rst partile system
approximates the true lter, and is equivalent to the type of partile algorithms
studied in this paper, and the seond partile system approximates the trunated
lter, and orresponds to an artiial algorithm that would not be implemented
in pratie. We work out a way of oupling both partile systems in order to
evaluate the distane between the two (in a sense that is made lear below).
We dene, for n ≥ 0,
Q¯n,p
(
λ(n−p)+:n−1, dλ
′
(n−p+1)+:n
)
= δλ
(n−p+1)+:n−1
(dλ′(n−p+1)+:n−1)
×Qn(λn−1, dλ′n),
Q¯n(λ0:n−1, dλ
′
0:n) = δλ0:n−1(dλ
′
0:n−1)×Qn(λn−1, dλ′n) .
We dene ∀ν ∈ M+(En+1), ∀ measurable f : En+1 → R+, ∀ν′ ∈ M+(Ep), ∀
measurable g : E(n+1)∧p → R+,
Ψn.ν(f) =
ν(Ψnf)
ν(Ψn)
, Ψ˜pn.ν
′(g) =
ν′(Ψ˜png)
ν′(Ψpn)
.
For any measurable spae (E′,Ω′) and any measure µ′ ∈ P(E′), we an take
Z1, Z2, . . . i.i.d. of law µ
′
and dene the random empirial measure, for N ≥ 1,
SN (µ′) =
1
N
N∑
i=1
δZi .
Notie that, as the Z1, Z2, . . . are only given in law, we only dene S
N (µ) in
law. We dene the random operators RNn , R˜
p,N
n (∀n) by: ∀µ ∈ P(En), RNn µ is
a random weighted empirial measure suh that
RNn µ = Ψn.S
N(Q¯nµ) .
Similarly, ∀µ′ ∈ P(Ep∧n), R˜p,Nn µ′ is a random weighted empirial measure suh
that
R˜p,Nn µ
′ = Ψ˜pn.S
N(Q¯n,pµ
′) . (6.7)
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As pointed above, RNn µ and R˜
p,N
n µ
′
are only dened in law. Sine ζ denotes the
probability density of the rst state Λ0, the partile system with N partiles
approximating the true lter at time n is dened by
RNn R
N
n−1 . . . R
N
1 ζ,
and the partile system with N partiles approximating the trunated lter at
time n is dened by
R˜p,Nn R˜
p,N
n−1 . . . R˜
p,N
1 ζ.
Lemma 6. There exists a oupling suh that, for all k ≥ 1 and µ ∈ P(Ek):
sup
f :‖f‖∞≤1
E
(∣∣∣〈R˜p,Nk Hpk−1µ−HpkRNk µ, f〉∣∣∣) ≤ φkτp.
As HpkR
N
k µ and R˜
p,N
k H
p
kµ are dened to be random variables with suh
and suh law, the term oupling means that we an dene a random variable
(HkR
N
k µ, R˜
p,N
k Hkµ) with the desired marginals.
Proof. To prove the above result, we produe a oupling between the two ran-
dom measures R˜p,Nk H
p
k−1µ and H
p
kR
N
k µ. Let
Ψ¯n(λ0:n) = Ψ˜
p
n(λ(n−p+1)+:n),
so that, for µ ∈ P(Ek), and using (6.7), one has
R˜p,Nk H
p
k−1µ = H
p
k (Ψ¯k.(S
N (Q¯kµ))
in the sense that both sides dene the same distribution. Let χ1, . . . , χN i.i.d.
∼ µQ¯k, where χi is a vetor λ0:k,i, for i = 1, . . . , N , and χ˜i denotes its projetion
on the p last omponents, χ˜i = λ(k−p+1)+:k,i, then
1∑N
j=1 Ψk(χj)
N∑
i=1
Ψk(χi)δχˆi has same law as H
p
kR
N
k µ
and
1∑N
j=1 Ψ¯k(χj)
N∑
i=1
Ψ¯k(χi)δχ˜i has same law as R˜
p,N
k H
p
k−1µ .
For any f suh that ‖f‖∞ ≤ 1 (using a lassial result on empirial measures):
|〈R˜p,Nk Hpk−1µ−HpkRNk µ, f〉|
≤ 1
2
N∑
i=1
∣∣∣∣∣ Ψk(χi)∑N
j=1 Ψk(χj)
− Ψ¯k(χi)∑N
j=1 Ψ¯k(χj)
∣∣∣∣∣
≤ 1
2
N∑
i=1


∣∣∣∣∣Ψk(χi)− Ψ¯k(χi)∑N
j=1 Ψk(χj)
∣∣∣∣∣ +
∣∣∣∣∣∣
Ψ¯k(χi)
∑N
j=1(Ψ¯k(χj)−Ψk(χj)){∑N
j=1 Ψk(χj)
}{∑N
j=1 Ψ¯k(χj)
}
∣∣∣∣∣∣


≤ φkτ
p
2
N∑
i=1

 Ψk(χi)∑N
j=1 Ψk(χi)
+
Ψ¯k(χi)
∑N
j=1 Ψ¯k(χi) ∧Ψ(χi){∑N
j=1Ψ(χj)
}{∑N
j=1 Ψ¯(χj)
}


≤ φkτp
using Hypothesis 2, from whih we dedue the result.
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7 Main result
We are now able to derive estimates of the error
Epn,N (y1:n) = sup
f :‖f‖∞=1
EN
(∣∣〈HpnR1:nζ −HpnRN1:nζ, f〉∣∣ |Y0:n = y0:n)
indued by the partile approximation of the true lter, for the marginal l-
tering distribution of the p last states, provided p ≤ n. The expetation EN
is with respet to the randomness of the N partiles, and the funtions f are
E(n+1)∧p → R. Note that Epn,N(y1:n) is by onstrution an inreasing funtion
of p.
Theorem 7. For any ζ ∈ P(E), and any test funtion w.r.t. E(n+1)∧p,
Epn,N(y1:n) ≤
4
log 3
n∑
i=1
δi
ε˜2i+1,pε˜
2
i+p+1,p
⌊(n−i)/p⌋−1∏
j=2
ρ˜i+jp+1 (7.8)
where
δi = 3τ
pφi +
4aibi√
N
.
Proof. We rst study the following loal error, for µ ∈ P(En),
sup
f :‖f‖
∞
=1
EN
[∣∣∣〈R˜pnHpn−1µ−HpnRNn µ, f〉∣∣∣ ∣∣ Y0:n = y0:n]
where the dierene of operators an de deomposed into:
R˜pnH
p
n−1 −HpnRNn =
(
R˜pnH
p
n−1 − R˜p,Nn Hpn−1
)
+
(
R˜p,Nn H
p
n−1 −HpnRNn
)
.
To bound the rst term, one may use (25) p. 162 of Le Gland and Oudjane
(2004), for ν = Hpn−1µ and Hypothesis 3:
EN
[∣∣∣〈R˜pnν − R˜p,Nn Hpn−1ν, f〉∣∣∣] ≤ 2anbn√
N
and, for the seond term, one may apply Lemma 6:
EN
[∣∣∣〈R˜p,Nn Hpn−1µ−HpnRNn µ, f〉∣∣∣] ≤ φnτp
so that
sup
f :‖f‖
∞
=1
EN
[∣∣∣〈R˜pnµ−HpnRNn µ, f〉∣∣∣] ≤ δ′n
for δ′n = 2anbn/
√
N + φnτ
p
. This loal error is propagated using Lemma 4:
EN
[∣∣∣〈R˜p1:nζ −HpnRN1:nζ, f〉∣∣∣]
≤ 8
log(3)
n∑
i=1

 δ′i
ε˜2i+1ε˜
2
i+p+1
⌊n−i
p
⌋−1∏
j=2
ρ˜i+jp+1,p

 .
To onlude, one may deompose the global error as follows:
HpnR1:nζ −HpnRN1:nζ =
(
HpnR1:nζ − R˜p1:nζ
)
+
(
R˜p1:nζ −HpnRN1:nζ
)
.
where the seond term is bounded above, and the rst term is diretly bounded
using Lemma 5.
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Sine p is an arbitrary parameter, one may minimise the error bound with
respet to p. For instane, one has the following result for time-uniform esti-
mates. As noted above, the error Epn,N(y1:n) is an inreasing funtion of p, so the
bound below applies a fortiori to E1n,N(y1:n), the partile error orresponding to
the marginal ltering distribution of the last state Λn.
Corollary 8. If there exists onstants c, ε, φ > 0 suh that, almost surely,
anbn ≤ c, εn ≥ ε, and φn ≤ φ, then, provided τc3 < 1, the partile error is
bounded almost surely as follows:
Epn,N (y1:n) ≤ C {log(N) +D}
(
1√
N
)1+3 log c/ log τ
,
for N large enough, where
C =
16
ε6c2
( −1
log τ
)(
4c
3φ
)3 log c/ log τ
, D = 2 log(3φ/4cτ),
and
p =
⌈
log
{
4c
3φ
√
N
}
/ log τ
⌉
. (7.9)
Proof. Under these onditions, the RHS of (7.8) is smaller than or equal to:
Epn,N (y1:n) ≤
4
log 3
c2(p−2)
ε4
(
3φτp +
4c√
N
) n∑
i=1
(
1− ε2c−(p−2)
)⌊(n−i)/p⌋−2
(7.10)
≤ 4
log 3
c2(p−2)
ε4
(
3φτp +
4c√
N
) n−1∑
i=0
(
1− ε2c−(p−2)
)i/p−1
≤ 4
log 3
c2(p−2)
ε4
(
3φτp +
4c√
N
) (
1− ε2c−(p−2))−1
1− (1− ε2c−(p−2))1/p
≤ 4c
3(p−2)
ε6
(
3φτp +
4c√
N
)
p
for p large enough, sine (1−x)a ≤ 1− ax for a ∈ (0, 1), x ∈ (0, 1), so, provided
c3τ < 1, one may take p as in (7.9), whih gives:
Epn,N (y1:n) ≤
32
ε6c2
(
4c
3φ
)3 log clog τ ( logN + 2 log(3φ/4c)
−2 log τ + 1
)(
1√
N
)1+ 3 log clog τ
and onlude.
Obviously, this is a qualitative result, in that there are many pratial models
where suh time-uniform, deterministi bounds are not available. For spei
models, one may be able instead to use (7.8) in order to establish the asymptoti
stability of the expeted partile error, where the expetation is with respet to
observed proess (Yn). We provide an example of this approah in Setion 8.
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8 Appliations to pratial models
In this setion, we apply our general result to three pratial models. We keep
the same settings and notations, i.e. the observed proess (Yn) admits some
probability distribution onditional on the path Λ0:n = λ0:n of a Markov hain
(Λn), with initial distribution ζ and Markov transition Qn, whih full Hypoth-
esis 1, see Setion 2. We derive onditions on the model parameters that ensure
asymptoti stability of the partile error; in partiular, these onditions imply
that Hypotheses 2 and 3 are veried.
We state the following trivial result for further referene. Let (f, g) a pair
of probability densities (f, g) on E, then:
∀x ∈ E, | log {f(x)} − log {g(x)} | ≤ c
⇒ ∀x ∈ E, |f(x)− g(x)| ≤ (ec − 1) {f(x) ∧ g(x)} (8.11)
for c ≥ 0.
8.1 GARCH Mixture model
We assume that the observed proess is suh that
Yn = σn(Λ0:n)Zn, n ≥ 1,
where the Zn's are i.i.d. N (0, 1) random variables, and the variane funtion
σ2n is dened reursively, for n ≥ 1:
σ2n(λ0:n) = α(λn) + β(λn)Y
2
n + γ(λn)σ
2
n−1(λ0:n−1) (8.12)
and σ20(λ0) = α(λ0)/ {1− γ(λ0)} , where α, β and γ are E → R+ funtions.
Conditional on Λ0:n, (Yn) is a GARCH (generalised autoregressive onditional
heteroskedastiity) proess (Bollerslev, 1986); see Chopin (2007) for a nane
appliation of suh a GARCH mixture model.
The potential funtions equal
Ψn(λ0:n) =
1√
2piσ2n(λ0:n)
exp
{
− y
2
n
2σ2n(λ0:n)
}
,
for λ0:n ∈ En+1, and (Λn) is a Markov proess, with Markov kernels Qn, whih
satisfy Hypothesis 1.
The funtions α, β and γ are assumed to be bounded as follows:
0 < αmin ≤ α(λ) ≤ αmax, 0 ≤ βmin ≤ β(λ) ≤ βmax < 1,
0 ≤ γmin ≤ γ(λ) ≤ γmax < 1.
We rst onsider the ase where β(λ) = 0 for all λ ∈ E. As mentioned
in the introdution, this simplied model an be interpreted as a standard
hidden Markov model, with observed proess (Yn), and Markov hain (κn) =(
Λn, σ
2
n(Λ0:n)
)
. However, sine σ2n(Λ0:n) is a deterministi funtion of σ
2
n−1(Λ0:n−1)
and λn, it does not have mixing or similar properties that are usually required
to obtain estimates of the partile error. Instead, analysing this model as a
Feynman-Ka ow with iterative, path-dependent potential funtions make it
possible to derive suh estimates.
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Lemma 9. For the simplied model desribed above (with β = 0), the expeted
partile error of the orresponding partile approximation is uniformly stable in
time, i.e. there exists onstants C, D, suh that
E
[
Epn,N(Y1:n)
]
≤ C {log(N) +D}
(
1√
N
)1+3 log c/ log τ
,
where p is given by (7.9), provided ι < 2 and τc3 < 1, where τ = γmax, c =
(2/ι− 1)−1/2, and
ι =
αmax (1− γmin)
αmin (1− γmax) .
Proof. From (8.12), one sees the proess σ2n is bounded, σ
2
min ≤ σ2n(λ0:n) ≤ σ2max
for all λ0:n ∈ En+1, where
σ2min =
αmin
1− γmin , σ
2
max =
αmax
1− γmax .
so, for a given sequene observations y1:n, Hypothesis 3 is veried with:
1
an
=
1√
2piσ2max
exp
{
− y
2
n
2σ2min
}
, bn =
1√
2piσ2min
exp
{
− y
2
n
2σ2max
}
,
provided the trunated potential is taken as:
Ψ˜pn(λn−p+1:n) = Ψn(z, . . . , z, λn−p+1:n)
where z is an arbitrary element of E. For Hypothesis 2, one has, for any
λ0:n, λ
′
0:n ∈ E(n+1) suh that λ(n−p+1)+:n = λ′(n−p+1)+:n :
|logΨn(λ0:n)− logΨn(λ′0:n)| ≤
1
2
∣∣log σ2n(λ0:n)− log σ2n(λ′0:n)∣∣
+
y2n
2
∣∣∣∣ 1σ2n(λ0:n) −
1
σ2n(λ
′
0:n)
∣∣∣∣
≤ σ
2
min + y
2
n
2σ4min
∣∣σ2n(λ0:n)− σ2n(λ′0:n)∣∣
where σ2n is ontrating, in the sense that, for n ≥ p,
∣∣σ2n(λ0:n)− σ2n(λ′0:n)∣∣ =
{
p−1∏
i=0
γ(λn−i)
}∣∣σ2n−p(λ0:n−p)− σ2n−p(λ′0:n−p)∣∣
≤ 2γpmaxσ2max.
Thus, using (8.11), and the fat that (ex − 1)/x is an inreasing funtion, Hy-
pothesis 2 is veried with τ = γmax and
φn = τ
−q
[
exp
{
τqσ2max
(
σ2min + y
2
n
)
σ4min
}
− 1
]
,
for any q ≤ p. Finally, to ompute the expetation with respet to proess (Yn)
of the error bound (7.8), one may use repetitively the following results:
E
[
exp
(
aY 2n
) |Y1:n−1] ≤ (1− 2aσ2max)−1/2
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for a < 1/2σ2max, using standard alulations and the fat that Yn, onditional
on Y1:n−1 and Λ0:n = λ0:n is N
(
0, σ2n(λ0:n)
)
. This implies in partiular that:
E [anbn|Y1:n−1] ≤
(
2
σ2min
σ2max
− 1
)−1/2
= c
where the onstant c is well-dened sine σ2max/σ
2
min < 2, then by Jensen in-
equality,
E
[
1
anbn
∣∣ Y1:n−1
]
≥ c−1,
and similarly,
E [φn|Y1:n−1] ≤ τ−q
[
exp
{
τq
σ2max
σ2min
}(
1− 2τq σ
4
max
σ4min
)−1/2
− 1
]
= φ
where φ is properly dened for q large enough. Using the above results reur-
sively on the sum on the RHS of (7.8), one obtains the same expression as in
(7.10) for the error bound than in Corollary 8 for time-uniform estimates (with
the values of c, φ, τ as dened above), and onludes similarly.
If β is allowed to take positive values, stability results may be obtained under
more restritive onditions. In partiular, one may impose that γ is a onstant
funtion.
Lemma 10. For the general mixture GARCH model dened above, the expeted
partile error is uniformly stable in time, i.e. there exist onstants C, D, suh
that
E
[
Epn,N(Y1:n)
]
≤ C {log(N) +D}
(
1√
N
)1+3 log c/ log γ
provided γ is a onstant funtion, γ(λ) = γ, τc3 < 1, ϑ < 2, where τ = γ,
c = (2/ϑ− 1)−1/2, p is given by (7.9), and
ϑ =
(
αmax
αmin
∨ βmax
βmin
)
.
Proof. We follow the same lines as above, exept that the bounds of the proess
σ2n(λ0:n) must be replaed by:
σ2min(n) =
γn
1− γ αmin +
n−1∑
k=0
(αmin + βminy
2
n−k)γ
k,
σ2max(n) =
γn
1− γ αmax +
n−1∑
k=0
(αmax + βmaxy
2
n−k)γ
k,
whih, by onstrution, are suh that
σ2max(n)
σ2min(n)
≤ ϑ < 2.
Hene, one has again
E [anbn|Y1:n−1] ≤
(
2
σ2min
σ2max
− 1
)−1/2
= c
16
and the rest of the alulation is idential to those of previous Lemma, with
τ = γ.
8.2 Mixture Kalman model
We fous on an univariate linear Gaussian model, i.e. onditional on Markov
proess (Λn), one has X0 = 0 almost surely, and, for n ≥ 1,
Xn = h(Λn)Xn−1 +
√
w(Λn)Wn,
Yn = Xn +
√
v(Λn)Vn,
where the Vn's and the Wn's are independent N (0, 1) variables, and h, v,
w are real-valued funtions. Using the reursions of the Kalman-Buy Filter
(Kalman and Buy, 1961), one is able to marginalise out the proess Xn, and
ompute reursively the probability density of Yn, onditional on Λ0:n = λ0:n,
in the following way:
Ψn(λ0:n) =
1√
2piσ2n(λ0:n)
exp
[
−{yn − µn(λ0:n)}
2
2σ2n(λ0:n)
]
where, the following quantities are dened reursively: for n ≥ 1,
µn(λ0:n) = h(λn)mn−1(λ0:n−1) (8.13)
σ2n(λ0:n) = h(λn)
2cn−1(λ0:n−1) + v(λn) + w(λn) (8.14)
an(λ0:n) =
{
h(λn)
2cn−1(λ0:n−1) + w(λn)
}
/σ2n(λ0:n) (8.15)
mn(λ0:n) = h(λn)mn−1(λ0:n−1) + an(λ0:n) {yn − µn(λ0:n)} (8.16)
cn(λ0:n) = h(λn)
2cn−1(λ0:n−1) + w(λn)− an(λ0:n)2σ2n(λ0:n) (8.17)
and m0(λ0) = c0(λ0) = 0.
We make the following assumptions:
1. Funtions v and w are bounded as follows: for all λ ∈ E,
0 < v ≤ v(λ) ≤ v¯, 0 < w ≤ w(λ) ≤ w¯.
2. Funtion h is bounded as follows: for all λ ∈ E,
|h(λ)| ≤ h < 1
We rst prove the following intermediate results.
Lemma 11. The sequene σ2n is bounded and uniformly ontrating, i.e. for all
p ≥ 1, for all λ0:n, λ′0:n, suh that λn−p+1:n = λ′n−p+1:n, one has
σ2 ≤ σ2n(λ0:n) ≤ σ¯2
∣∣σ2n(λ0:n)− σ2n(λ′0:n)∣∣ ≤ Cστpσ
where σ2 = v + w, σ¯2 = (h¯2 + 1)v¯ + w¯, Cσ = h¯
2v¯/τσ, and
τσ =
1
1 + w/v¯ + 2
√
w/v¯ + w2/v¯2
< 1.
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Proof. From (8.17), one dedues that
1
cn(λ0:n)
=
1
v(λn)
+
1
h(λn)2cn−1(λ0:n−1) + w(λn)
(8.18)
thus (
1
v
+
1
w
)−1
≤ cn(λ0:n) ≤ v¯
and, from (8.14), that
v + w ≤ σ2n(λ0:n) ≤ (h¯2 + 1)v¯ + w¯.
In addition, (8.18) implies that
log {cn(λ0:n)} = Υ(log {cn−1(λ0:n−1)} , λn)
where
Υ(c, λ) = − log
{
1
v(λ)
+
1
h(λ)2ec + w(λ)
}
.
It is easy to show that, for a xed λ, the derivative of Υ(c, λ) with respet to c
is bounded from above by τσ as dened above. Thus, Υ(c, λ) is a ontrating
funtion, and, by indution, for n ≥ p,∣∣σ2n(λ0:n)− σ2n(λ′0:n)∣∣ = |h(λn)|2 ∣∣cn−1(λ0:n−1)− cn−1(λ′0:n−1)∣∣
≤ h¯2v¯ ∣∣log cn−1(λ0:n−1)− log cn−1(λ′0:n−1)∣∣
≤ Cστpσ .
where τσ and Cσ were dened above.
Lemma 12. The sequene µn is bounded and ontrating in the sense that there
exists Cµ > 0 suh that, for all p ≥ 1, for all n ≥ p, and λ0:n, λ′0:n, suh that
λn−p+1:n = λ
′
n−p+1:n, one has
|µn(λ0:n)| ≤ a¯h¯
1− a˜h¯Mn−1, |µn(λ0:n)− µn(λ
′
0:n)| ≤ CµMn−1τp,
where
Mn = max
i=1,...n
(|yi|) , τ = τσ ∨ h¯, a¯ =
(
1− v
h¯2v¯ + w¯ + v
)
, a˜ =
v¯
v¯ + w
.
Proof. Note rst that
1− a˜ = w
v¯ + w
≤ an(λ0:n) ≤
(
1− v
h¯2v¯ + w¯ + v
)
= a¯
so one shows reursively, using (8.13) and (8.16), that:
|µn(λ0:n)| ≤ a¯h¯
1− a˜h¯Mn−1
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and that, for λ0:n, λ
′
0:n suh that λn−p+1:n = λ
′
n−p+1:n,
|µn(λ0:n)− µn(λ′0:n)| (8.19)
≤ Mn−1

 p∑
i=1
h¯i
∣∣∣∣∣∣an−i
i−1∏
j=1
(1− an−j)− a′n−i
i−1∏
j=1
(1− a′n−j)
∣∣∣∣∣∣+ 2h¯p+1


where an−i, a
′
n−i are short-hands for an−i(λ0:n−i), an−i(λ
′
0:n−i). The sequene
an itself in ontrating, sine, from (8.15), one has, for i < p:∣∣an−i − a′n−i∣∣ ≤ v¯σ4
∣∣σ2n−i(λ0:n−i)− σ2n−i−1(λ′0:n−i)∣∣
≤ v¯Cσ
σ4
τp−iσ
so (8.19) and the fat that |xy − x′y′| ≤ |x− x′|+ |y− y′| provided x, x′, y, y′ ∈
[0, 1] leads to
|µn(λ0:n)− µn(λ′0:n)|
≤ Mn−1
[
v¯Cσ
σ4
p∑
i=1
h¯i
(
τp−iσ + . . .+ τ
p−1
σ
)
+ 2h¯p+1
]
≤ Mn−1
[
v¯Cστ
p−1
σ
σ4
p∑
i=1
h¯i
(
τ−iσ − 1
τ−1σ − 1
)
+ 2h¯p+1
]
≤ Mn−1Cµτp
for τ = τσ ∨ h¯, and a well hosen value of Cµ.
We are now able to state the main result.
Lemma 13. For the model above, the partile error is bounded uniformly in
time, i.e. there exist C, D, suh that
Epn,N (y1:n) ≤ C {log(N) +D}
(
1√
N
)1+3 log c/ log τ
,
almost surely, for p given by (7.9), provided the realizations yn are bounded, i.e.
|yn| ≤ Cy for all n ≥ 1, and that τc3 < 1, with τ = h¯ ∨ τσ and
c =
σ¯
σ
exp
[
C2y
σ2
{
1 +
(
a¯h¯
1− a˜h¯
)2}]
, τσ =
1
1 + w/v¯ + 2
√
w/v¯ + w2/v¯2
< 1.
Proof. This proposition is a diret appliation of Corrolary 8, so we need only
to prove that Hypotheses 2 and 3 are fullled. For Hypothesis 2, one may take
1
an
=
1√
2piσ¯2
exp
[
−C
2
y
σ2
{
1 +
(
a¯h¯
1− a˜h¯
)2}]
, bn =
1√
2piσ2
so that anbn ≤ c for c dened above. For Hypothesis 3, one has:
2 |logΨn(λ0:n)− logΨn(λ′0:n)| ≤
∣∣log σ2n(λ0:n)− log σ2n(λ′0:n)∣∣
+
∣∣∣∣∣{yn − µn(λ0:n)}
2
σ2n(λ0:n)
− {yn − µn(λ
′
0:n)}2
σ2n(λ
′
0:n)
∣∣∣∣∣
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where the rst term is suh that∣∣log σ2n(λ0:n)− log σ2n(λ′0:n)∣∣ ≤ 1σ2
∣∣σ2n(λ0:n)− σ2n(λ′0:n)∣∣
≤ Cσ
σ2
τpσ
aording to Lemma 11, and the seond term is suh that∣∣∣∣∣{yn − µn(λ0:n)}
2
σ2n(λ0:n)
− {yn − µn(λ
′
0:n)}2
σ2n(λ
′
0:n)
∣∣∣∣∣
≤ 1
σ2n(λ
′
0:n)
∣∣∣{yn − µn(λ0:n)}2 − {yn − µn(λ′0:n)}2∣∣∣
+
{yn − µn(λ0:n)}2
σ2n(λ0:n)σ
2
n(λ
′
0:n)
∣∣σ2n(λ0:n)− σ2n(λ′0:n)∣∣
≤ 2CµC
2
y
σ2
(
1 +
a¯h¯
1− a˜h¯
)
τp +
2C2yCσ
σ4
[
1 +
(
a¯h¯
1− a˜h¯
)2]
τpσ
and one onludes using (8.11) and taking
φ = φn = exp
{
Cσ
2σ2
+
CµC
2
y
σ2
(
1 +
a¯h¯
1− a˜h¯
)
+
C2yCσ
σ4
[
1 +
(
a¯h¯
1− a˜h¯
)2]}
− 1.
Obviously, the boundness ondition on the realizations yn is not entirely
satisfatory, as the generating proess of (Yn) is suh that Yn should leave any
interval eventually. However, Yn is marginally a Gaussian variable with variane
uniformly bounded in time (sine h¯ < 1), so this remains a reasonable approx-
imation if Cy is large enough. Generalizing the above result to more general
onditions is left for future researh.
8.3 Appliation to standard state-spae models
Consider a `standard' state-spae model, based on a linear auto-regressive state
proess (Xn):
Xn = ρXn−1 + Λn, Λ1, . . . ,Λn, . . . i.i.d. (8.20)
for t ≥ 0, ρ ∈ (−1, 1) and X0 = Λ0, and an observed proess (Yn), with
onditional density, with respet to an appropriate dominating measure, and
onditional on Xn = xn, given by the potential funtion Ψ
X
n (xn).
In this setion, we show how to apply our stability results to suh a standard
state-spae model, where the potential funtion depends only on the urrent
state Xn. We rewrite the model as a state spae model with hidden Markov
hain (Λn), and observed proess (Yn) orresponding to potential funtion
Ψn(λ0:n) = Ψ
X
n
(
n∑
k=0
ρkλn−k
)
,
where the argument xn in the right hand side has been substituted with the
appropriate funtion of λ0:n, as derived from (8.20).
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Clearly, the reformulated model satises Hypothesis 1: the (Λn) are i.i.d.,
hene they form a Markov hain with mixing oeient εn = 1. If we assume
that the Ψn(λ0:n) are suh that Hypotheses 2 and 3 hold as well, then we an
apply diretly Theorem 7. However, the path-dependent formulation of this
model is artiial, and, in pratie, we are interested in ltering the proess Xn,
onditional on the Yn's, rather than ltering the Λn's, again onditional on the
Yn's. More preisely, we wish to approximate the onditional expetation of
g(Xn) = g

p−1∑
k=0
ρkλn−k +
n∑
k=p
ρkλn−k

 ,
for some bounded funtion g, and, provided g is also Lipshitz, with onstant
K, and that the λn's lie in interval [−l, l], for some l ≥ 0, one has:∣∣∣∣∣∣g

p−1∑
k=0
ρkλn−k +
n∑
k=p
ρkλn−k

− g
(
p−1∑
k=0
ρkλn−k
)∣∣∣∣∣∣ ≤
Kl
1− τ τ
p,
where τ = |ρ|. Therefore, we must onsider an additional term in the par-
tile error attahed to the ltering of (Xn), whih stems from the dierene
between the ltering distribution of Xn and that of Λn−p+1:n, for some integer
p. Consider the following estimate of the partile error for funtions of Xn:
EXn,N (y1:n) = sup
g:‖g‖∞=1,g∈Lip(K)
EN
(∣∣〈R1:nζ −RN1:nζ, fg〉∣∣ |Y0:n = y0:n)
where Lip(K) denotes the set of Lipshitz funtions with Lipshitz onstant K,
and fg is the funtion E
n+1 → R suh that
fg(λ0:n) = g
(
n∑
k=0
ρkλn−k
)
,
i.e., loosely speaking, fg(λ0:n) = g(xn), where xn must be substituted by its
expression as a funtion of λ0:n.
Lemma 14. For the state-spae model desribed above, one has, for any n ≥ p,
EXn,N (y1:n) ≤ Epn,N(y1:n) +
Kl
1− τ τ
p.
Taking into aount this additional error term, we an derive time-uniform
estimates of the stability of the partile algorithm. For the sake of spae, we
fous on the following simple example: Yn ∈ {−1, 1}, Yn = 1 with probability
1/(1 + eXn), Yn = −1 otherwise. The potential funtion (for the model in its
standard formulation) equals:
ΨXn (xn) =
1
1 + eynxn
.
We reall that the support of the (Λn) is [−l, l], and therefore Xn ∈ [−l′, l′]
almost surely, with l′ = l/(1−τ). Thus, Hypothesis 3 holds for bn = 1/(1+e−l′),
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an = 1+ e
l′
. For Hypothesis 2, standard alulations show that, for two vetors
λ0:n and λ
′
0:n suh that λn−p+1:n = λ
′
n−p+1:n, one has
|logΨn(λ0:n)− logΨn(λ′0:n)| ≤
∣∣∣∣∣∣
n∑
k=p
ρk(λn−k − λ′n−k)
∣∣∣∣∣∣
≤ 2l′τp
provided τ = |ρ|. Hene, using (8.11) inequality, Hypothesis 2 holds, with
φn = e
2l′ − 1.
For this spei model, we have the following result.
Lemma 15. For the spei model desribed above, and provided cτ3 < 1, where
τ = |ρ|, c = el′ , one has:
EXn,N (y1:n) ≤ C {log(N) +D}
(
1√
N
)1+3 log c/ log τ
+
E√
N
where C and D were dened in Corollary 8, φ = e2l
′ − 1, and E = 4Kl′c/3φ.
The above model does not full the usual onditions required in standard sta-
bility results, see e.g. Del Moral (2004, Setion 7.4.3), beause the Markov hain
(Xn) is not mixing. Thus, it is remarkable that the time-uniform stability of
this model is established using a Feynman-Ka formulation with path-dependent
potentials.
9 Conlusion
To extend our results to a broader lass of models, three diretions may be
worth investigating. First, it may be possible to bound diretly the partile
error, without resorting to a omparison with an artiial, trunated potential
funtion. It seems diult however to avoid some form of trunation, as the path
proess Λ0:n itself does not benet to any sort of mixing property, while xed
segments Λn−p+1:n do. Seond, one may try to loosen Hypothesis 1 (Markov
kernel is mixing) and Hypothesis 3 (potential funtion is bounded), using for
instane Oudjane and Rubenthaler (2005)'s approah. Third, it seems possible
to adapt our general result on the partile error bound to several models not
onsidered in this paper, in partiular standard models with potential funtions
depending on the last state only, by using and extending the approah developed
in the previous Setion.
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