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Introduccio´n
En las u´ltimas tres de´cadas el ana´lisis estad´ıstico de datos catego´ricos ha
despertado gran intere´s entre numerosos estad´ısticos. El desarrollo de mode-
los apropiados ha sido tema comu´n de importantes e interesantes libros: Cox
(1970), Haberman (1974, 1978, 1979), Bishop y otros (1975), Gokhale y Kull-
back (1978), Upton (1978), Fienberg (1979, 1980), Plackett (1981), Agresti (1984,
1990), Goodman (1984), Freeman (1987), Leonard (2000), etc...
Generalmente, estos autores han prestado una especial atencio´n a comprobar
a trave´s de los estad´ısticos de la ji-cuadrado y del cociente de verosimilitudes,
que los datos se ajustaban correctamente al modelo seleccionado. Frente a este
punto de vista de construir modelos y validarlos a trave´s del estad´ıstico de la
ji-cuadrado o del cociente de verosimilitudes, otros autores se han preocupado
de construir nuevos estad´ısticos para la validacio´n de modelos que mejoren, en
algu´n sentido, los ya existentes. Cressie y Read (1984) y Read y Cressie (1988)
fueron los pioneros a la hora de abordar este problema, utilizando la familia de
divergencias que lleva su nombre, para construir una familia de estad´ısticos de
contraste en el caso de hipo´tesis nula simple como compuesta y establecer, en el
caso de hipo´tesis nula simple, que un elemento de la familia de estad´ısticos, el
correspondiente a λ = 2/3, tiene un comportamiento mejor que el estad´ıstico del
cociente de verosimilitudes y que el de la ji-cuadrado. Posteriormente Zografos y
otros (1990) extendieron los resultados de Cressie y Read al considerar la familia
de ϕ-divergencias, en lugar de la familia de divergencias de Cressie y Read. La
familia de medidas de ϕ-divergencias contiene como caso particular a la familia
de Cressie y Read, como se vera´ en el Cap´ıtulo I. Posteriormente en Mene´ndez
y otros (1995) se establecio´, que en el sentido de Cressie y Read, las mejores
ϕ-divergencias se obtienen como solucio´n de la ecuacio´n
4ϕ′′′ (1) + 3ϕ′′′′ (1) = 0. (1)
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El valor λ = 2/3 obtenido por Cressie y Read es una solucio´n de la ecuacio´n
anterior cuando se utiliza la familia de divergencias introducida por ellos. Pos-
teriormente en Morales y otros (1995), se utilizaron por primera vez las medidas
de ϕ-divergencias para el problema de bondad de ajuste cuando la hipo´tesis nula
es compuesta. En esta situacio´n al tener que estimar para´metros se propuso el
me´todo de estimacio´n de mı´nima φ-divergencia que generaliza, como ma´s tarde se
vera´ en el Cap´ıtulo II, el me´todo de ma´xima verosimilitud. Muchos e importantes
han sido los trabajos, aparte de los ya citados, que se han publicado en esta l´ınea.
Entre otros cabe destacar los siguientes: Lindsay (1994), Simpson (1987), Basu y
Harris (1994), Basu, Harris y Basu (1996), Basu y Lindsay (1994), Basu y Sarkar
(1994a,b), Beran (1977), Parr (1981), Pardo, M. C. (1996, 1999), Morales y otros
(1997), Mene´ndez y otros (1995), etc...
Todos estos trabajos tienen en comu´n la utilizacio´n de medidas de divergen-
cia para abordar problemas estad´ısticos de estimacio´n y contraste, encuadra´ndose
pues en lo que hoy d´ıa se conoce como Teor´ıa de la Informacio´n Estad´ıstica: Uti-
lizacio´n de las herramientas ba´sicas que proporciona la Teor´ıa de la Informacio´n;
es decir, entrop´ıas y divergencias, para abordar los problemas cla´sicos de esti-
macio´n y contraste, tanto en poblaciones multinomiales como generales.
Los trabajos sen˜alados anteriormente consideran las medidas de divergencia
como medidas cuantitativas de discriminacio´n entre dos poblaciones, caracteri-
zadas por sus respectivas distribuciones de probabilidad, pero sin tener en cuenta
la importancia de los resultados asociados al experimento bajo consideracio´n, res-
pecto a un fin determinado. A la hora de pensar en la adaptacio´n de las medidas
de divergencia al contexto en el cual los resultados del experimento bajo consi-
deracio´n no tienen la misma importancia con respecto a un fin determinado, uno
puede tomar como referencia la l´ınea establecida inicialmente por Belis y Guiasu
(1968) y posteriormente por Gil (1975) en relacio´n a la entrop´ıa de Shannon y
consistente en ponderar la autoinformacio´n asociada a cada resultado. Es decir,
asignar a los resultados del experimento bajo consideracio´n, una ponderacio´n, que
represente la importancia del mismo con respecto al fin determinado. As´ı, parece
lo´gico adaptar las medidas de divergencia mediante la asignacio´n tambie´n de una
ponderacio´n a los elementos del espacio muestral sobre el que esta´n definidas las
distribuciones de probabilidad que intervienen en la medida de divergencia. Para
abordar la afirmacio´n hecha repetidamente en los pa´rrafos previos “importancia
con respecto a un fin determinado” se presentara´n varios ejemplos en el Cap´ıtulo
I.
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ajuste, bajo el supuesto de que los datos esta´n bien o mal clasificados y tanto
bajo hipo´tesis nula simple como compuesta, cuando las clases utilizadas tengan
asignada una diferente ponderacio´n. En el caso de hipo´tesis nula compuesta se re-
querira´ la estimacio´n del para´metro desconocido mediante estimadores de mı´nima
divergencia, que tendra´n en cuenta las diferentes ponderaciones. En definitiva,
esta memoria se encuadra dentro de la denominada Teor´ıa de la Informacio´n
Estad´ıstica a la que ya se ha hecho referencia anteriormente.
En el Cap´ıtulo I tras hacer un ana´lisis de las medidas de divergencia ma´s
importantes hasta ahora en la literatura estad´ıstica se pone de manifiesto, que
tras un estad´ıstico de contraste para bondad de ajuste, siempre subyace una
medida de divergencia. As´ı, en el caso de los dos estad´ısticos de contraste ma´s
conocidos: El estad´ıstico de la ji-cuadrado y el del cociente de verosimilitudes,
subyacen la divergencia de Pearson y la de Kullback, que a su vez son un caso
particular de la familia de divergencias de Cressie y Read y e´sta de la familia
de ϕ-divergencias de Csisza´r. Tras este ana´lisis se pasa a definir la familia de
divergencias ponderadas que sera´ el objeto de estudio a lo largo de esta memoria:
Las (h, ϕ)-divergencias ponderadas. Una de las propiedades a las que se dedica
una especial atencio´n es a la no negatividad y a que toma el valor cero cuando
las dos distribuciones de probabilidad coinciden. Esta propiedad sera´ esencial a
la hora de dar sentido a los contrastes de bondad de ajuste planteados a lo largo
de la memoria.
El Cap´ıtulo II esta´ dedicado al estudio de los estimadores de mı´nima (h, ϕ)-
divergencia ponderada. Tras describir la importancia, en general, de los esti-
madores de mı´nima divergencia asociados a las poblaciones multinomiales se pasa
a analizar como en realidad los estimadores de mı´nima divergencia son una ex-
tensio´n natural del estimador de ma´xima verosimilitud, y se basan en cuantificar
la distancia entre el vector de frecuencias observadas, estimador no parame´trico
del modelo, y el vector de probabilidades que describe el modelo con una medida
de divergencia distinta de la de Kullback. El estimador de ma´xima verosimilitud
no es ma´s que el valor del para´metro que hace que la distancia, cuantificada en
te´rminos de la divergencia de Kullback, entre el estimador no parame´trico del
modelo y el vector de probabilidades que rige el modelo sea mı´nima. Esta justifi-
cacio´n intuitiva de los estimadores de mı´nima divergencia permite definir de forma
natural el concepto de mı´nima (h, ϕ)-divergencia ponderada. Seguidamente, y
bajo la suposicio´n de que el modelo bajo consideracio´n verifica las condiciones de
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Birch, se pasa al estudio de sus propiedades asinto´ticas. Se demuestra su norma-
lidad asinto´tica y consistencia. Adema´s, se prueba que el me´todo es robusto en
el sentido de que a pequen˜as desviaciones del modelo le corresponden pequen˜as
desviaciones de la estimacio´n del para´metro. Se finalizara´ el cap´ıtulo con el estu-
dio del estimador de mı´nima (h, ϕ)-divergencia con ponderaciones cuando existen
un nu´mero determinado de condiciones que restringen el para´metro de nuestro
modelo. En esta nueva situacio´n se vuelve a establecer la normalidad asinto´tica
del mismo como otras propiedades de intere´s.
A partir de la (h, ϕ)-divergencia ponderada entre el estimador no parame´trico
y la distribucio´n de probabilidad teo´rica del mismo, se propone, en el Cap´ıtulo
III, un contraste de bondad de ajuste. Se abordara´ el problema tanto en el caso
de hipo´tesis nula simple como compuesta. En el caso de hipo´tesis nula compuesta
sera´ necesario estimar el para´metro desconocido. Ello se llevara´ a cabo a trave´s
del estimador de mı´nima (h, ϕ)-divergencia ponderada introducido y estudiado
en el cap´ıtulo anterior. La distribucio´n asinto´tica en ambos casos conduce a
una combinacio´n lineal de distribuciones ji-cuadrados. En principio, el que la
distribucio´n asinto´tica del estad´ıstico de contraste sea una combinacio´n lineal de
distribuciones ji-cuadrados produce una cierta inquietud. Esto desaparecera´ en
gran medida si se hace uso de las excelentes aproximaciones que existen en la
literatura estad´ıstica para las combinaciones de ji-cuadrados. Adema´s, se calcula
la potencia del contraste y a partir de e´sta se describe un procedimiento para
determinar el taman˜o muestral necesario que garantice una potencia prefijada. Se
presentan otros contrastes de intere´s y se finaliza este cap´ıtulo particularizando los
resultados obtenidos al caso binomial. En esta situacio´n la distribucio´n asinto´tica
resultante es una ji-cuadrado, en lugar de una combinacio´n lineal de ji-cuadrados.
El Cap´ıtulo IV esta´ dedicado al ana´lisis de la optimalidad en los contrastes
de bondad de ajuste introducidos en el cap´ıtulo anterior, en el supuesto de que la
hipo´tesis nula sea simple. La familia de estad´ısticos de contraste utilizada para
abordar el problema de bondad de ajuste ten´ıa una distribucio´n asinto´tica, bajo
la hipo´tesis nula, que no depend´ıa de las distintas funciones que intervienen en
la definicio´n del estad´ıstico. Desde un punto de vista pra´ctico se trabajara´ con
muestras finitas y en muchas ocasiones pequen˜as, y en estos casos debera´ haber
diferencias a la hora de la eleccio´n de las correspondientes funciones de las familias
ϕ y h que determinan el estad´ıstico de contraste. En este cap´ıtulo se analizan dos
procedimientos: Uno basado en la funcio´n de potencia, introducida y estudiada
en el cap´ıtulo anterior, del test de bondad de ajuste y el otro consistente en
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proximidad entre los momentos exactos y asinto´ticos del estad´ıstico de contraste
bajo la hipo´tesis nula. Este segundo procedimiento conduce a la resolucio´n de una
ecuacio´n diferencial, que en el caso de que las familias ϕ y h este´n compuestas por
un u´nico elemento y las ponderaciones sean las mismas coincide con la ecuacio´n
planteada en (1) .
Finalmente el Cap´ıtulo V esta´ dedicado a abordar el problema de bondad
de ajuste, en el caso de hipo´tesis nula simple, ante la posibilidad de que existan
varias observaciones mal clasificadas en las correspondientes clases. Bross (1954)
establecio´ que el estimador no parame´trico en esta situacio´n es sesgado y adema´s,
el sesgo es funcio´n del nu´mero de observaciones mal clasificadas. El efecto de
datos mal clasificados sobre el estad´ıstico de la ji-cuadrado, en el problema usual
de bondad de ajuste, es el aumento del taman˜o del mismo y la disminucio´n de
su potencia. Este resultado fue establecido en Mote y Anderson (1965). La
forma en la que abordaron el problema Mote y Anderson (1965) es claramente
extensible al estad´ıstico de contraste considerado en el cap´ıtulo anterior, cuando
las clases esta´n ponderadas, y como consecuencia, el estad´ıstico de contraste,
para el problema de bondad de ajuste, estudiado en el cap´ıtulo anterior tiene el
mismo problema. La solucio´n que se da en este cap´ıtulo a este problema se basa
en sustituir el estimador no parame´trico por otro obtenido a trave´s del muestreo
doble introducido y estudiado por Tenenbein (1970, 1971, 1972). Tras describir
el me´todo de estimacio´n por muestreo doble, se estudia la distribucio´n asinto´tica
del correspondiente estimador de ma´xima verosimilitud y se plantea el contraste
de bondad de ajuste con datos mal clasificados basado en las (h, ϕ)-divergencias
ponderadas. La distribucio´n asinto´tica del estad´ıstico de contraste, como era de
esperar, resulta ser una combinacio´n lineal de ji-cuadrados. Se finaliza el cap´ıtulo
haciendo especial hincapie´ en el caso binomial.
Por u´ltimo, quiero dedicar unas palabras de agradecimiento, en especial al
profesor Leandro Pardo Llorente, por la ayuda, comprensio´n y apoyo prestado
en todo momento, a mi familia por haberme “sufrido” durante este periodo y al
Departamento de Estad´ıstica e Investigacio´n Operativa de la Facultad de Ciencias
Matema´ticas por su colaboracio´n.
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1Medidas de (h, φ)−Divergencia
ponderadas
1.1. Introduccio´n
Sea X1, ..., Xn una muestra aleatoria simple de una poblacio´n X con valores
en el espacio estad´ıstico (X , βX , P ). El problema de bondad de ajuste consiste
en contrastar si P pertenece a la familia parame´trica
P = {Pθ : θ ∈ Θ ⊂ RM0}
de distribuciones sobre (X , βX ). Una clase importante de contrastes de hipo´tesis,
para abordar este problema, esta´ basada en distancias, generalmente medidas de
divergencia, entre la distribucio´n discreta bajo la hipo´tesis nula
p (θ) = (p1 (θ) , ..., pM (θ))
t ,
obtenida al considerar una particio´n fija A ≡{A1, ..., AM} ⊂ βX de X , con
pj (θ) = Pθ (Aj) 1 ≤ j ≤M
y el estimador no parame´trico
pˆ = (pˆ1, ..., pˆM )
t (1.1)
con
pˆj =
1
n
n∑
i=1
IAj (Xi) 1 ≤ j ≤M.
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El estad´ıstico (N1, .., NM ), con Nj =
n∑
i=1
IAj (Xi), es suficiente para el modelo
estad´ıstico bajo consideracio´n y multinomialmente distribuido con para´metros
(n; p1 (θ) , ..., pM (θ)).
El contraste de bondad de ajuste, en el caso de hipo´tesis nula simple, se puede
entonces formular mediante
H0 : p = p (θ0) , (1.2)
donde θ0 es un valor fijo y conocido. Los dos estad´ısticos ma´s comu´nmente usados
son el estad´ıstico X 2 de Pearson,
X 2 ≡
M∑
j=1
(Nj − npj (θ0))2
npj (θ0)
(1.3)
y el estad´ıstico del cociente de verosimilitudes, G2
G2 = 2
M∑
j=1
Nj ln
(
Nj
npj (θ0)
)
. (1.4)
Es importante observar que (1.3) se puede escribir de la forma
X 2 = n
M∑
j=1
(pˆj − pj (θ0))2
pj (θ0)
= 2nX 2 (pˆ, p (θ0)) (1.5)
donde X 2 (pˆ, p (θ0)) es la distancia o medida de divergencia de Pearson. De la
misma forma, (1.4) se pude escribir mediante
G2 = 2n
M∑
j=1
pˆj ln
(
pˆj
pj (θ0)
)
= 2nDkullback (pˆ, p (θ0)) (1.6)
donde Dkullback (pˆ, p (θ0)) es la divergencia de Kullback-Leibler (Kullback-Leibler
1951) entre las distribuciones de probabilidad pˆ y p (θ0).
Si en lugar de considerar hipo´tesis nula simple se considera la hipo´tesis nula
compuesta,
H0 : p = p (θ) (1.7)
los estad´ısticos X 2 y G2 siguen siendo va´lidos sin ma´s que estimar ahora el
para´metro desconocido de forma conveniente. Es bien conocido que la dis-
tribucio´n asinto´tica de X 2 y G2 es la misma: Ji-cuadrado con M − 1 grados
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de libertad, en el caso de hipo´tesis nula simple, y Ji-cuadrado con M −M0 − 1
grados de libertad en el caso de hipo´tesis nula compuesta si el para´metro se es-
tima de forma conveniente. Siendo esto importante, en este cap´ıtulo, u´nicamente
nos fijaremos en las relaciones dadas (1.5) y (1.6): Las medidas de divergencias
asociadas a los estad´ısticos X 2 y G2.
La presente memoria se ocupara´ de diversas cuestiones relativas al problema
de bondad de ajuste cuando los elementos de la particio´n A = {A1, ..., AM} ⊂ βX
de X tienen una ponderacio´n asociada. Estos problemas se abordara´n a trave´s de
las denominadas (h, ϕ)-divergencias ponderadas que se introducira´n y estudiara´n
en esta memoria. Con el fin de centrar convenientemente esta clase de medidas
de divergencias, en el siguiente apartado se hara´ un breve repaso de las diversas
familias de divergencias y en el apartado siguiente se introducira´ y analizara´ la
familia de (h, ϕ)-divergencias ponderadas.
1.2. Divergencias entre dos poblaciones
En lo que sigue se denotara´ por
∆M,θ =
{
p (θ) = (p1 (θ) , ..., pM (θ))
t , θ ∈ Θ ⊂ RM0}
con pj (θ) = Pθ (Aj), j = 1, ...,M y por
∆M =
{
p = (p1, ..., pM )
t , 0 ≤ pi ≤ 1,
M∑
i=1
pi = 1
}
el conjunto de todas las distribuciones de probabilidad sobre A ≡{A1, ..., AM}.
Es claro que ∆M,θ ⊂ ∆M .
Intuitivamente una medida de divergencia representa, desde un punto de vista
estad´ıstico, el “distanciamiento” entre dos poblaciones caracterizadas por sus
respectivas distribuciones de probabilidad.
Dados dos vectores de probabilidad p = (p1, ..., pM )
t y q = (q1, ..., qM )
t
pertenecientes a ∆M , la divergencia de Kullback-Leibler (1951), entre p y q viene
dada por
D (p, q) =
M∑
j=1
pj log
pj
qj
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y admite la siguiente interesante expresio´n
D (p, q) = I (p/q)−H (p)
donde
I (p/q) =
M∑
j=1
pj log qj
es la Inacuracidad de Kerridge (1961) y
H (p) = −
M∑
j=1
pj log pj (1.8)
es la medida de Entrop´ıa de Shannon (1948). Un amplio estudio de esta medida
de entrop´ıa, as´ı como de otras, puede verse en Pardo, L. (1997b).
El primer intento para desarrollar una generalizacio´n de la divergencia de
Kullback-Leibler fue llevado a cabo por Re´nyi (1961), que definio´ la medida que
lleva su nombre en los siguientes te´rminos:
D1r(p, q) = (r(r − 1))−1 log

M∑
j=1
prjq
1−r
j
 r 6= 1, r 6= 0.
Otras generalizaciones fueron dadas por Sharma y Mittal (1975) y se cono-
cen como divergencia de orden 1 y grado s y divergencia de orden r y grado s,
respectivamente,
Ds1(p, q) = (s− 1)−1
exp
(s− 1) M∑
j=1
pj log
pj
qj
− 1
 , s 6= 1
Dsr(p, q) = (s− 1)−1

 M∑
j=1
prjq
1−r
j
 s−1r−1 − 1
 , r 6= 1, s 6= 1.
Puede verse que se verifica:
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lim
s→1
Dsr (p, q) = rD
1
r (p, q)
lim
r→1
Dsr (p, q) = D
s
1 (p, q)
lim
r→1
s→1
Dsr (p, q) = lim
s→1
Dss (p, q) = lim
s→1
Ds1 (p, q) = D (p, q) .
Para ma´s detalles acerca de estas y otras medidas de divergencia consultar
Liese y Vajda (1987) y Pardo, L. (1997a,b).
Por otra parte, la divergencia de Kullback-Leibler es un caso particular de
las ϕ-divergencias introducidas y estudiadas, independientemente, por Csisza´r
(1963) y Ali y Silvey (1966), que se definen mediante la expresio´n
Dϕ(p, q) =
M∑
j=1
qjϕ
(
pj
qj
)
, ϕ ∈ Φ∗
donde Φ∗ es la clase de todas las funciones convexas ϕ: [0,∞)→ R∪{∞} tales que
en x = 1, ϕ (1) = 0, ϕ′′ (1) > 0 y en x = 0, 0ϕ (0/0) = 0 y 0ϕ (p/0) = p lim
u→∞
ϕ(u)
u .
Para cada ϕ ∈ Φ∗ diferenciable, la funcio´n
ψ (x) = ϕ (x)− ϕ′ (1) (x− 1)
tambie´n pertenece a Φ∗. Es claro que
Dψ (p, q) = Dϕ (p, q) ,
y ψ tiene la propiedad adicional de que ψ′ (1) = 0.
Al ser las dos medidas de divergencia equivalentes podemos considerar que el
conjunto Φ∗ es equivalente al conjunto
Φ ≡ Φ∗ ∩ {ϕ : ϕ′ (1) = 0} .
As´ı pues, al hacer referencia a las ϕ-divergencias se utilizara´ indistintamente
ϕ ∈ Φ o´ ϕ ∈ Φ∗.
Seguidamente se presentan algunas medidas importantes de divergencia que
se pueden obtener como caso particular de la familia de ϕ-divergencias de Csisza´r.
• Kullback-Leibler
ϕ (x) = x log x
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• Variacional o Estad´ıstica
ϕ (x) = |x− 1|
• X2-divergencia o distancia de Pearson
ϕ (x) = 12 (1− x)2
• Matusita
ϕ (x) = |1− xa| 1a con 0<a ≤1
• Balakrishnan y Sanghvi
ϕ (x) = (x−1)
2
(x+1)
• Rathie y Kanappan
ϕs (x) = (xs − x)
(
2s−1 − 1)−1 , s 6= 1
• Media armo´nica
ϕ (x) = 1− 2 1r (1 + x−r)− 1r
• Cressie y Read
ϕλ (x) = [λ (λ+ 1)]
−1 (xλ+1 − x) , λ 6= −1, λ 6= 0
• Rukhin
ϕa (x) =
{
[a+ (1− a)x]−1 − 1
}
, 0 ≤ a < 1
• Lin
ϕb (x) = bx log x− (bx+ 1− b) log (bx+ 1− b) .
Desde un punto de vista estad´ıstico la familia ma´s importante es la de Cressie
y Read introducida y estudiada por estos autores, ver Cressie y Read (1984) y
Read y Cressie (1988).
En las medidas de divergencia listadas anteriormente se ha supuesto que ϕ ∈
Φ∗. Obse´rvese por ejemplo que la familia de medidas de Cressie y Read obtenida
mediante ϕλ (x) ∈ Φ∗ da lugar a la misma familia de medidas de divergencia que
si se considera
ψλ (x) = ϕλ (x)− (x− 1) (λ+ 1)−1 , λ 6= −1, λ 6= 0
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con ψλ ∈ Φ.
Las indeterminaciones, para algunos valores de los para´metros, de las medidas
de divergencia introducidas anteriormente se suelen resolver tomando l´ımites.
As´ı, en el caso de la medida de Rathie y Kanappan
ϕ1 (x) = lim
s→1
ϕs (x) ,
y en el caso de la de Cressie y Read
ϕ0 (x) = lim
λ→0
ϕλ (x) y ϕ−1 (x) = lim
λ→−1
ϕλ (x) .
Es interesante observar que los estad´ısticos X 2 y G2 son un caso particular de la
familia de estad´ısticos asociados a la familia de divergencias de Cressie-Read,
2nDλ (pˆ, p (θ0)) =
2n
λ (λ+ 1)
M∑
j=1
pˆj
((
pˆj
pj (θ0)
)λ
− 1
)
,−∞ < λ <∞.(1.9)
Los estad´ısticos 2nD0 (pˆ, p (θ0)) y 2nD−1 (pˆ, p (θ0)) se definen como casos l´ımites
de 2nDλ
(
Pˆ , P (θ0)
)
cuando λ → 0 y λ → −1, respectivamente. Si en (1.9)
se hace λ = 1, se obtiene el estad´ıstico X 2 y para λ → 0, el G2. Conviene
tambie´n sen˜alar que para λ = −1/2 se obtiene el estad´ıstico de Freeman-Tukey
y para λ = −2 el de Neyman modificado. Cressie y Read establecieron que
todos los elementos de la familia (1.9) tienen la misma distribucio´n asinto´tica y
e´sta es una Ji-cuadrado con M − 1 grados de libertad. As´ı mismo, estos autores
establecieron que en caso de hipo´tesis nula compuesta, la familia de estad´ısticos
2nDλ
(
pˆ, p
(
θˆ
))
, con θˆ el estimador de ma´xima verosimilitud de θ, en el modelo
discretizado asociado, se distribuye asinto´ticamente como una Ji-cuadrado con
M −M0 − 1 grados de libertad.
De la misma forma que a partir de la familia de divergencias de Cressie-Read
se ha definido una familia de estad´ısticos para el problema de bondad de ajuste,
lo mismo se puede hacer a partir de la familia de Csisza´r. As´ı, Zografos y otros
(1990) establecieron que bajo la hipo´tesis nula simple la familia de estad´ısticos
Tϕn =
2n
ϕ′′ (1)
Dϕ (pˆ, p (θ0))
se distribuye asinto´ticamente, independientemente de ϕ, como una Ji-cuadrado
con M − 1 grados de libertad. En el caso de hipo´tesis nula compuesta Morales y
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otros (1997) establecieron que la familia de estad´ısticos
Tϕ,φn =
2n
ϕ′′ (1)
Dϕ
(
pˆ, p
(
θˆφ
))
,
siendo θˆφ el estimador de mı´nima divergencia definido mediante
θˆφ = argmı´n
θ∈Θ
Dφ (pˆ, p (θ)) , (1.10)
se distribuye asinto´ticamente como una Ji-cuadrado con M −M0 − 1 grados de
libertad, independientemente de las funciones ϕ y φ consideradas. Ahora no nos
detendremos a analizar el estimador de mı´nima divergencia ya que volveremos
a e´l de forma extensiva en el Cap´ıtulo 2. Unicamente sen˜alar que generaliza
el concepto de estimador de ma´xima verosimilitud en el sentido de que para
φ (x) = x log x− x+ 1 se obtiene el estimador de ma´xima verosimilitud.
Puede observarse que tanto la medida de divergencia de Re´nyi como la de
Sharma y Mittal no se pueden obtener como una ϕ-divergencia.
Por este motivo, Mene´ndez y otros (1995), definieron un funcional que las
inclu´ıa, as´ı como a otras muchas. Dicho funcional, llamado (h, ϕ)−divergencia,
tiene la siguiente expresio´n
Dhϕ (p, q) =
Λ∑
a=1
ηaha
 M∑
j=1
qjϕa
(
pj
qj
) (1.11)
donde h = (ha)a∈Λ , ϕ=(ϕa)a∈Λ , ϕa satisface las condiciones de la divergencia
de Csisza´r, ha es no decreciente y continua en
(
0, lim
u→∞
ϕa(u)
u
)
, es decir, sobre el
rango de la funcio´n Dϕa (p, q) con ha (0) = 0 y ηa son pesos positivos.
Es claro que las medidas de Renyi y Sharma-Mittal, que no se pod´ıan obtener
como un caso particular de las ϕ-divergencias, se pueden obtener ahora como un
caso particular de las (h, ϕ)-divergencias, con Λ = 1, ηa = 1, y las siguientes
funciones h y ϕ:
* Re´nyi
h (x) = 1r(r−1) log (1 + r (r − 1)x) ; r 6= 0, 1
ϕ (x) = x
r−r(x−1)−1
r(r−1) ; r 6= 0, 1
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* Sharma y Mittal
h (x) = 1s−1
{
(1 + r (r − 1)x) s−1r−1 − 1
}
; s, r 6= 1
ϕ (x) = x
r−r(x−1)−1
r(r−1) ; r 6= 0, 1.
En el citado trabajo de Mene´ndez y otros (1995) se establece que la familia
de estad´ısticos
Tϕ,hn = 2n
Dhϕ (pˆ, p (θ0))
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
(1.12)
se distribuye asinto´ticamente como una Ji-cuadrado conM−1 grados de libertad,
independientemente de h = (ha)a∈Λ , ϕ = (ϕa)a∈Λ y (ηa)a∈Λ . Mientras que
Morales y otros (1995) establecieron que la familia de estad´ısticos
Tϕ,h,φn = 2n
Dhϕ
(
pˆ, p
(
θˆφ
))
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
, (1.13)
con θˆφ definido en (1.10) se distribuye asinto´ticamente como una Ji-cuadrado con
M −M0 − 1 grados de libertad.
Es claro que de (1.11) se obtiene, para h (x) = x, Λ = 1 y ηa = 1, la familia
de divergencias de Csisza´r. Por tanto, buena parte de los estad´ısticos de bondad
de ajuste, tanto en el caso de hipo´tesis nula simple como compuesta, se pueden
obtener como un caso particular de Tϕ,hn o bien de T
ϕ,h,φ
n . En consecuencia,
haciendo uso de los estad´ısticos dados en (1.12) y (1.13), se debera´ rechazar la
hipo´tesis nula de bondad de ajuste si
Tϕ,hn > X 2M−1,α,
en el caso de la hipo´tesis nula simple dada en (1.2), y
Tϕ,h,φn > X 2M−M0−1,α
en el caso de la hipo´tesis nula compuesta dada en (1.7).
Otras medidas de divergencia importantes son las Rφ- divergencias, las L-,
K- y M -divergencias introducidas por Burbea y Rao (1982). Aplicaciones es-
tad´ısticas interesantes de las Rφ- divergencias pueden verse en Pardo, M.C. y
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Vajda (1997). Mientras que en Pe´rez, T. (2000) pueden verse aplicaciones a
diversos problemas estad´ısticos de las L-, K- y M -divergencias.
Todas las divergencias hasta ahora presentadas esta´n disen˜adas para el estudio
entre dos poblaciones, pero en ciertas aplicaciones como por ejemplo en Biolog´ıa
y Gene´tica es necesario considerar k poblaciones.
Matusita (1967, 1973), propuso por primera vez, una generalizacio´n del coe-
ficiente de Battacharya para expresar de forma cuantitativa analog´ıas y dife-
rencias entre k poblaciones, aplica´ndolo a te´cnicas anal´ıticas de discriminacio´n.
Kaufman y Mathai (1973) ofrecieron una base axioma´tica en el caso discreto,
y algunas propiedades de estas medidas fueron estudiadas por Toussaint (1974).
Este u´ltimo, adema´s presento´ una sencilla medida de divergencia, la J-divergencia
entre k poblaciones. Gyorfi y Nemetz (1978) introdujeron una clase general de
divergencias, llamada f -disimilaridad entre k poblaciones.
Sean p1, ..., pk ∈ ∆M , con pj = (pj1, ..., pjM )t, entonces la f -disimilaridad
entre las k poblaciones p1, ..., pk se define mediante
Df (p1, ...., pk) =
M∑
l=1
f (p1l, ..., pkl) (1.14)
donde f es una funcio´n continua, convexa, homoge´nea y definida sobre
S = {(s1, ..., sk) : 0 ≤ si <∞, i = 1, ..., k} .
Si
f (x1, ...., xk) =
 k∏
j=1
xj
 1k
y
f (x1, ...., xk) =
k∏
j=1
x
aj
j , aj ≥ 0
con
k∑
j=1
aj = 1, entonces la f -disimilaridad es la afinidad de Matusita cambiada
de signo y la afinidad introducida por Toussaint, respectivamente.
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Si,
f (x1, ...., xk) = φ
(
k∑
i=1
λixi
)
−
k∑
i=1
λiφ (xi)
se tiene la divergencia “Diferencia de Jensen” para k poblaciones dada por Burbea
y Rao (1982). Tomando φ (x) = −x log x, se tiene el Radio de Informacio´n para
k poblaciones. En Mene´ndez y otros (1992) pueden verse tres generalizaciones
diferentes del Radio de Informacio´n para k poblaciones.
Adema´s la f -disimilaridad tambie´n conduce a la ϕ-divergencia de Csisza´r si
f (x1, x2) = x2ϕ
(
x1
x2
)
.
Otras medidas de divergencia entre k poblaciones pueden encontrarse en Ka-
pur (1988), Sahoo y Wong (1988), Rao (1982), Toussaint (1978) y otros.
Zografos (1994) obtuvo la distribucio´n asinto´tica de la familia de divergencias
introducidas por Gyorfi y Nemetz en un contexto multinomial y la utilizo´ para
construir contrastes de homogeneidad. En poblaciones generales el problema fue
abordado en Mene´ndez y otros (1997a).
1.3. Divergencias ponderadas
Tanto la medida de entrop´ıa de Shannon dada en (1.8) como las diferentes
medidas de divergencias consideradas en la Seccio´n 1.2 fueron introducidas como
medidas cuantitativas de informacio´n, o lo que es equivalente, como medida de
la incertidumbre, en el caso de la entrop´ıa de Shannon asociada a una medida de
probabilidad p ∈ ∆M y como medidas cuantitativas de discriminacio´n entre dos
medidas de probabilidad p y q ∈ ∆M en el caso de las medidas de divergencia.
En un sistema ciberne´tico (biolo´gico o te´cnico) toda la actividad esta´ dirigida
hacia la realizacio´n de un fin cualquiera. El sistema debe disponer entonces de
un criterio para poder diferenciar los sucesos. El criterio ciberne´tico para una
diferenciacio´n cualitativa de los sucesos consiste en la importancia, la significacio´n
o la utilidad de la informacio´n que reportan respecto al fin. La aparicio´n de un
suceso elimina una doble “incertidumbre”: una de orden cuantitativo relativa a
la probabilidad de aparicio´n y otra de orden cualitativo relativa a su utilidad
en relacio´n al fin. Este aspecto de orden cualitativo no queda recogido ni en la
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entrop´ıa de Shannon ni en las familias de divergencias consideradas en la Seccio´n
anterior.
La importancia del aspecto cualitativo se vera´ ma´s claramente a trave´s de
los siguientes ajemplos: As´ı, frente a un viaje por una carretera en la que la
probabilidad de sufrir un accidente es de 0.28, la entrop´ıa de Shannon ofrece el
mismo valor que para el viaje por otra v´ıa en la que la probabilidad de accidentes
sea de 0.72. Desde luego, en general, nadie considerar´ıa ambas situaciones como
igualmente inciertas. Otro ejemplo: dos tratamientos me´dicos son tales que uno
de ellos lleva a la curacio´n total en el 90% de los casos, y a una mejora visible
en el 10% restante, mientras que el segundo proporciona una mejora visible en el
90% y concluye con la curacio´n total del paciente en el 10% restante. Los valores
de entrop´ıa asociados son ide´nticos para los dos sistemas de probabilidades pero,
evidentemente, nadie los considerar´ıa como equiparables. Para evidenciar au´n
ma´s estos hechos, se analizara´n otras dos nuevas situaciones. La primera se refiere
a una leyenda de la mitolog´ıa griega. Teseo, partiendo para una expedicio´n, ha
prometido a su padre Egeo que, si consigue su hazan˜a, reemplazara´ a su vuelta la
vela negra de su barco por una vela blanca. Podemos hacernos ahora la siguiente
pregunta: ¿Cua´l es la cantidad de informacio´n contenida en las velas? El segundo
problema se reduce a la cuestio´n trivial: ¿Cua´l es la cantidad de informacio´n
que se obtiene cuando se lanza una moneda? Aunque completamente diferentes,
estos dos problemas ponen en juego el mismo esquema. Las dos velas como
las dos caras de la moneda representan dos sucesos equiprobables y encierran la
misma cantidad de informacio´n, log2 2 = 1. Pero para Egeo, entre la informacio´n
proporcionada por la vela negra y la proporcionada por la vela blanca hab´ıa una
distincio´n importante; as´ı, al olvidarse Teseo de sustituir la vela negra por la
blanca, su padre en la desesperacio´n, al creerlo muerto, se lanzo´ al mar desde lo
alto de una roca. Sin embargo, para la Teor´ıa de la Informacio´n esta distincio´n
no es esencial, si no se consideran las denominadas medidas ponderadas, tanto
de entrop´ıa como de divergencia.
Belis y Guiasu (1968) adaptaron la entrop´ıa de Shannon a este esquema. Gil
(1975) la redefinio´ de una forma ma´s razonable. Supo´ngase que los elementos Ai,
i = 1, ...,M de la particio´n A son ma´s o menos importantes con respecto al fin
que se quiere alcanzar, es decir, tienen ponderaciones diferentes. La ponderacio´n
de un elemento de la particio´n puede ser independiente de su probabilidad. Por
ejemplo, un elemento de la particio´n poco probable puede tener una gran pon-
deracio´n, mientras que un elemento muy probable, incluso seguro, puede tener
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una ponderacio´n nula para un fin cualquiera. En los trabajos de Bouchon (1976),
Emptoz (1976), Houda y Tuteja (1981), Guiasu (1977, 1986), Longo (1972), Pi-
card (1979) y Sharma, Mitler y Mohan (1978), por ejemplo, puede verse una
motivacio´n interesante acerca de la consideracio´n de ponderaciones.
Para diferenciar los elementos de la particio´n respecto a un fin, se va a asociar
a cada elemento Ak de A, k = 1, ...,M , un nu´mero no negativo uk, k = 1, ...,M ,
llamado “ponderacio´n del elemento Ak”. Los valores uk, k = 1, ...,M , pueden ser
cualesquiera nu´meros reales no negativos. En esta situacio´n se denomina entrop´ıa
de Shannon ponderada a la expresio´n
WH (p) = −
M∑
i=1
ui
Ep (u)
pi log pi
donde Ep (u) =
M∑
i=1
uipi.
El siguiente ejemplo analiza una situacio´n real.
Ejemplo 1.1
Una naviera recibe el encargo de transportar petro´leo desde un pa´ıs productor
a una cierta refiner´ıa, por lo que recibira´ un pago de 280 millones de pesetas.
La compan˜´ıa en ese momento solo dispone de un petrolero antiguo cuyo coste de
uso para este flete asciende, incluyendo gastos de seguro y amortizacio´n a 160
millones en caso de no producirse ninguna aver´ıa. Tras una cuidadosa revisio´n
del barco, por parte de los te´cnicos de la compan˜´ıa y teniendo en cuenta datos
histo´ricos correspondientes a 90 situaciones ana´logas en la propia compan˜´ıa, se
llega a la conclusio´n de que la probabilidad de aver´ıa es 1/5 y, en este caso las
probabilidades de que la aver´ıa sea grave, media o ligera son respectivamente del
30%, 50% y 20%. A partir de estos datos se tiene la siguiente estimacio´n de la
distribucio´n de probabilidad asociada a la variable aleatoria X (Resultado de la
utilizacio´n del petrolero antiguo disponible):
p̂i
Sin aver´ıa 0.8
Con aver´ıa grave 0.06
Con aver´ıa media 0.1
Con aver´ıa ligera 0.04
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Es claro que la incertidumbre asociada a esta variable aleatoria, y cuantificada
en te´rminos de la entrop´ıa de Shannon, viene dada por
H (p̂) = −0.8 log 0.8− 0.06 log 0.06− 0.1 log 0.1− 0.04 log 0.04 = 0. 70633
Pero es claro que esta medida no esta recogiendo la importancia que para la em-
presa tienen los diferentes resultados de la variable aleatoria en estudio. No sera´
lo mismo para ella que el barco tenga aver´ıa a que no la tenga. Es ma´s la compan˜´ıa
debera´ evaluar las consecuencias asociadas a cada una de estas situaciones. As´ı
por ejemplo despues de un exhaustivo estudio ha llegado a la conclusio´n de que
en cada uno de los diferentes supuestos los gastos de transporte que la naviera
debera´ afrontar se elevar´ıan respectivamente de los 160 millones iniciales a 360,
220 y 180 millones, respectivamente. Esto lleva a considerar las siguientes pon-
deraciones (en este caso costes de transporte) sobre cada uno de los resultados de
la variable en estudio,
u = (160, 360, 220, 180) .
Si se quiere tener una medida que tenga en cuenta tanto la incertidumbre asociada
a las distintas situaciones como la importancia que tiene cada una de ellas para
la empresa, ser´ıa necesario utilizar la entrop´ıa ponderada. Para ello se calculara´
previamente,
Ep̂ (u) = 0.8× 160 + 0.06× 360 + 0.1× 220 + 180× 0.04 = 178. 8
para seguidamente calcular
WH (X) = 1178.8 (−160× 0.8 log 0.8− 360× 0.06 log 0.06
−220× 0.1 log 0.1− 180× 0.04 log 0.04)
= 0. 91255
.
Esta ser´ıa una medida mas realista para medir tanto la incertidumbre asociada a
la aparicio´n de los diferentes resultados como la importancia de los mismos para
la empresa.
Un amplio estudio de las propiedades y comportamiento de la entrop´ıa de
Shannon ponderada puede verse en Gil, Pardo y Gil (1993).
En relacio´n con las medidas de divergencia fue Taneja, H.C. (1985) quien por
primera vez introdujo el concepto de medida de divergencia ponderada. De forma
ma´s precisa, dadas dos medidas de probabilidad p y q ∈ ∆M y una ponderacio´n
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ui sobre el elemento Ai de la particio´n A, i = 1, ...,M , definio´ la medida de
divergencia de Kullback-Leibler ponderada, en los siguientes y te´rminos,
WD (p, q) =
M∑
i=1
uipi log
pi
qi
.
Adema´s estudio´ la distribucio´n asinto´tica del estad´ıstico WD (pˆ, q) donde pˆ
esta´ definida en (1.1).
No hay que profundizar demasiado para advertir que la expresio´n anterior
plantea diversos problemas. En el caso de que ui = u ∀i = 1, ...,M , parecer´ıa
lo´gico que se obtuviera directamente la divergencia de Kullback-Leibler y no e´sta
multiplicada por la constante u. Este problema es sencillo de solucionar sin ma´s
que multiplicar la expresio´n de la divergencia Kullback dada anteriormente bien
por
Ep (u)
−1 =
(
M∑
i=1
uipi
)−1
,
bien por
Eq (u)
−1 =
(
M∑
i=1
uiqi
)−1
.
No obstante au´n siendo importante este problema ma´s lo es el siguiente:
Se consideran las distribuciones de probabilidad
p = (p, 1− p)t q = (1− p, p)t
y se tiene
WD (p, q) = log
(
1− p
p
)
(u2 (1− p)− u1p) .
Es claro que si
1− p > p y u2
u1
<
p
1− p
o´
1− p < p y u2
u1
>
p
1− p
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entonces
WD (p, q) < 0.
Con el fin de que la medida de divergencia ponderada resultante tenga apli-
cabilidad en el contraste de hipo´tesis de bondad de ajuste ser´ıa importante el
conseguir que WD (p, q) ≥ 0 y que la igualdad se diera si p = q. Una forma de
resolver estos dos problemas es redefinir la divergencia de Kullback-Leibler con
ponderaciones en los siguientes te´rminos,
WD (p, q) =
1
Ep (u)
M∑
i=1
ui
(
pi log
pi
qi
+ qi
)
− 1.
En este caso es sencillo comprobar que
WD (p, q) ≥ 0
y toma el valor cero cuando p = q. Esto es obvio sin ma´s que observar que la
funcio´n g (x) = x log x− x+ 1 es convexa con g (1) = 0 y g′ (1) = 0.
En esta memoria se introduce una familia de divergencias basada en las (h, ϕ)-
divergencias y que no presenta los problemas sen˜alados anteriormente: Las (h, ϕ)-
divergencias ponderadas. Esta familia de divergencias ponderadas se define en
los siguientes te´rminos
WDhϕ (p, q) =
Λ∑
a=1
ηaha
(
M∑
i=1
uiqi
Ep (u)
ϕa
(
pi
qi
))
(1.15)
donde
• h = (ha)a=1,...,Λ, ϕ = (ϕa)a=1,...,Λ, ha y ϕa son funciones de clase 2 para
a = 1, ...,Λ.
• ϕa satisface las condiciones de definicio´n de la divergencia de Csisza´r con
ϕa (1) = ϕ′a (1) = 0.
• ha son funciones no decrecientes y continuas con ha (0) = 0, para a =
1, ...,Λ.
• ηa, a = 1, ...,Λ son nu´meros positivos
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• ui es la ponderacio´n asociada al elemento Ai, i = 1, ...,M , de la particio´n
A.
Partiendo del Ejemplo 1.1 se considerara´ una nueva situacio´n que pone de
manifiesto el alcance de la familia de divergencias ponderadas introducidas en
(1.15).
Ejemplo 1.2
Continuando con el Ejemplo 1.1, supongamos ahora que la empresa no se
f´ıa, por experiencias anteriores, de las probabilidades asignadas por sus te´cnicos
y pide un estudio a una consultor´ıa. Esta consultor´ıa establece, teniendo en
cuenta datos histo´ricos correspondientes a 150 situaciones ana´logas en la propia
compan˜´ıa y en otras compan˜´ıas, una estimacio´n para la probabilidad de aver´ıa de
0.3 y en este caso sus estimaciones de que la aver´ıa sea grave, media o ligera son
respectivamente del 28%, 60% y 12%. Entonces se tiene
q̂i
Sin aver´ıa 0.7
Con aver´ıa grave 0.3× 0.28 = 0.0 84
Con aver´ıa media 0.3× 0.6 = 0. 18
Con aver´ıa ligera 0.3× 0.12 = 0.0 36
Ahora se puede plantear el ca´lculo de la (h, ϕ)-divergencia ponderada dada en
(1.15) y se pueden hacer consideraciones del tipo contrastar
H0 : p = q,
teniendo en cuenta la diferente importancia que tiene para la naviera los distintos
resultados de la variable, utilizando WDhϕ (p̂, q̂) .
La no negatividad de la familia de divergencias dada en (1.15), as´ı como su
valor nulo cuando p = q, se sigue ya que ϕa, a = 1, ...,Λ, se supone que son
funciones convexas dos veces diferenciables con ϕa (1) = ϕ′a (1) = 0, a = 1, ...,Λ.
As´ı pues, WDhϕ (p, q) ≥ 0 y se da la igualdad para p = q, pero no es cierto que
si WDhϕ (p, q) = 0, entonces se tenga que verificar que p = q, como pone de
manifiesto el siguiente ejemplo:
Ejemplo 1.3
Sean p = (p, 1− p), q = (1− p, p), u1 = u2 = 12 , Λ = 5, ϕa (x) = 12 + x2 −
√
x,
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a = 1, 2, 3, 4 y 5, y ha (x) = ma´x
{
0, x
(
x2 + 3a2
)− a (a2 + 3x2)}, a = 1, 2, 3, 4 y
5.
Es claro que Ep (u) = 12 y
WDhϕ (p, q) =
5∑
a=1
ηaha
(
(1− p)
(
1
2
+
p
2 (1− p) −
√
p
1− p
)
+p
(
1
2
+
1− p
2p
−
√
1− p
p
))
.
Para 0 < p < 1, la funcio´n
f (p) = (1− p)
(
1
2
+
p
2 (1− p) −
√
p
1− p
)
+ p
(
1
2
+
1− p
2p
−
√
1− p
p
)
var´ıa entre 0 y 1, tomando el valor 0 para p = 12 .
Por otro lado, las funciones
ga (x) = x
(
x2 + 3a2
)− a (a2 + 3x2)
para a = 1, 2, 3, 4 ,5 y x ∈ [0, 1] son negativas, por lo tanto
ha (f (p)) = 0, a = 1, 2, 3, 4, 5
y como consecuencia
WDhϕ (p, q) =
5∑
a=1
ηaha (f (p)) = 0.
Aunque no sera´ objeto de estudio en esta memoria conviene resaltar que la
f -disimilaridad introducida por Gyorfi y Nemetz y definida en (1.14) admite una
clara adaptacio´n al caso en el que sobre los elementos Ai de la particio´n A,
i = 1, ...,M , existan definidas unas ponderaciones, ya que en este caso se podr´ıa
definir la f -disimilaridad ponderada en los siguientes te´rminos
WDf (p1, ..., pk) =
M∑
l=1
ul
Ep1 (u)
1/k ......Epk (u)
1/k
f (p1l, ..., pkl) .
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Si bien esta medida de divergencia entre k poblaciones se define por primera
vez en esta memoria, no sera´ objeto de estudio en la misma y constituye un
problema abierto para posteriores estudios.
En los siguientes cap´ıtulos se centrara´ nuestro estudio en la familia de las
(h, ϕ)-divergencias ponderadas introducida en (1.15) de acuerdo al esquema sen˜alado
en la introduccio´n de esta memoria.
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2Estimadores de Mı´nima
(h, φ)-divergencia ponderada
2.1. Introduccio´n
En este cap´ıtulo se considera una amplia clase de estimadores que se pueden
usar cuando los datos son discretos, bien porque la distribucio´n subyacente lo
sea o bien porque sea continua pero las observaciones se clasifiquen en grupos.
Esta clasificacio´n se puede llevar a cabo por razones experimentales o porque el
problema de estimacio´n que se desea resolver con los datos no agrupados tiene
caracter´ısticas no deseables.
Algunos ejemplos sencillos y otros no tan sencillos en los que falla el me´todo de
ma´xima verosimilitud son expuestos por Le Cam (1990). Por ejemplo, suponga-
mos que X1, X2, ..., Xn son variables aleatorias independientes y distribuidas
como una mixtura de dos poblaciones normales con funcio´n de densidad
fθ (x) = w
1
(2pi)1/2 σ1
exp
[
−1
2
(
x− µ1
σ1
)2]
+(1− w) 1
(2pi)1/2 σ2
exp
[
−1
2
(
x− µ2
σ2
)2]
donde θ = (µ1, µ2, σ1, σ2, w), µ1, µ2 ∈ R, σ1, σ2 > 0 y w ∈ (0, 1). La funcio´n de
verosimilitud para estimar los cinco para´metros de esta distribucio´n viene dada
por
L (θ;x1, ...xn) =
n∏
j=1
fθ (xj) .
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Si se hace µ1 = µ2 = xi para algu´n i (i = 1, ..., n), entonces
fθ (xi) > w
(√
2piσ1
)−1
y
fθ (xj) > (1− w)
(√
2piσ2
)−1
exp
[
−1
2
(
xj − xi
σ2
)2]
para j 6= i.
De esta forma
L (θ;x1, ...xn) > (2pi)
−n/2w (1− w)n−1 σ−11 σ−(n−1)2 exp
−1
2
∑
j 6=i
(
xj − xi
σ2
)2
donde eligiendo σ1 suficientemente pequen˜o, se puede hacer L tan grande como
se quiera. Por tanto no existen valores w, σ1, σ2, µ1 y µ2 que maximicen L. Es
decir, no siempre existe estimador de ma´xima verosimilitud basado en los datos
originales.
El primero en dar una solucio´n a este problema fue Pearson (1894) mediante
el me´todo de los momentos. No obstante, a pesar de ser muchos los feno´menos
aleatorios que siguen esta distribucio´n paso´ mucho tiempo hasta que Hassenblad
(1966) reabrio´ el tema. Desde entonces son muchos los autores que han abordado
este problema, Cohen (1967) desarrolla un procedimiento iterativo que reduce el
esfuerzo computacional requerido para resolver la ecuacio´n de grado nueve que
propuso Pearson. Day (1969) y Behboodian (1970) obtienen mediante me´todos
iterativos los ma´ximos locales de la funcio´n de verosimilitud, ya que como se ha
visto no es acotada. Posteriormente, Fryer y Robertson (1972) compararon las
estimaciones de los momentos y los de ma´xima verosimilitud y mı´nima X 2 para
los datos agrupados de los para´metros de varias mixturas de normales. Estos
autores concluyen que las estimaciones para datos agrupados son ma´s precisas
que las de los momentos para la mayor´ıa de las distribuciones consideradas. En
los u´ltimos an˜os Woodward y otros (1984) y Woodward y otros (1995) han reali-
zado interesantes comparaciones entre el estimador de ma´xima verosimilitud y
los estimadores de mı´nima distancia basados en la distancia de Crame´r-von Mises
y en la de Hellinger, respectivamente.
Un procedimiento, que entre otros, resuelve el problema es a trave´s del modelo
discretizado. Dado el espacio estad´ıstico (X , βX , Pθ)θ∈Θ⊆RM0 , se considera la
particio´n fija A = {A1, ..., AM} ⊂ βX , de X , con
pj (θ) = Pθ (Aj) , j = 1, ...,M , (2.1)
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y la variable aleatoriaM -dimensional (N1, ..., NM ), basada en una muestra aleato-
ria simple X1, ..., Xn, con
Nj =
n∑
i=1
IAj (Xi) .
Esta variable M -dimensional, (N1, ..., NM ), es un estad´ıstico suficiente para el
modelo bajo consideracio´n y multinomialmente distribuida con para´metros
(n; p1 (θ) , ..., pM (θ)) .
El problema de estimar θ, por ma´xima verosimilitud una vez agrupados los datos
consiste en maximizar para (n1, ..., nM ) fijo
Pθ (N1 = n1, ..., NM = nM ) =
n!
n1!...nM !
p1 (θ)
n1 ...pM (θ)
nM
o equivalentemente
lnPθ (N1 = n1, ..., NM = nM ) = −nDKullback (pˆ, q (θ)) + cte
siendo pˆ = (pˆ1, ..., pˆM )
t con pˆi = nin , i = 1, ...,M , p (θ) = (p1 (θ) , ..., pM (θ))
t y
DKullback la divergencia de Kullback-Leibler. Por tanto estimar θ a trave´s del
modelo discretizado mediante ma´xima verosimilitud es equivalente a minimizar
en θ ∈ Θ ⊆ RM0 la divergencia de Kullback-Leibler.
Ahora bien la divergencia de Kullback-Leibler, segu´n se vio en el Cap´ıtulo
1, no es la u´nica medida de divergencia. De esta forma surge el me´todo de
estimacio´n basado en la mı´nima distancia, que consiste en elegir como estimador
de θ el valor θ˜ tal que
D
(
pˆ, p
(
θ˜
))
= inf
θ∈Θ⊆RM0
D (pˆ, p (θ))
siendo D cualquier medida de divergencia. Para ma´s detalles acerca de este
procedimiento de estimacio´n, ver Pardo, L. (1997b).
A lo largo de este cap´ıtulo se abordara´ el problema de estimacio´n basa´ndonos
en las (h, φ)-divergencias ponderadas ya que se supondra´ como se hizo ver en el
apartado 1.3 del Cap´ıtulo 1 que los elementos Aj , j = 1, ...,M , asociados a la
particio´n A esta´n ponderados.
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2.2. El estimador de mı´nima WDhφ-divergencia
Sea X1, ..., Xn una muestra aleatoria simple procedente de una poblacio´n de-
pendiente de un para´metro desconocido θ ∈ Θ ⊆ RM0 . Supo´ngase que existe la
funcio´n p (θ) = (p1 (θ) , ..., pM (θ))
t siendo pj (θ) el definido en (2.1) que aplica
cada valor de θ = (θ1, ..., θM0)
t en ∆M .
Cuando θ var´ıa sobre Θ, p (θ) var´ıa sobre un subconjunto ∆M,θ de ∆M . Si el
modelo elegido es correcto existira´ un valor θ0 ∈ Θ de tal forma que p (θ0) = pi
donde pi es el verdadero valor de la probabilidad de la multinomial, es decir,
pi ∈ ∆M,θ. En caso de que el modelo no sea correcto, en general pi /∈ ∆M,θ, es
decir, no existira´ el valor θ0 ∈ Θ tal que p (θ0) = pi.
Definicio´n 2.1
Dada una muestra aleatoria simple de taman˜o n, X1, ..., Xn, procedente de
una poblacio´n con espacio estad´ıstico (X , βX , Pθ)θ∈Θ⊆RM0 , el estimador de mı´nima
(h, φ)-divergencia ponderada de θ, basado en la particio´n A = {A1, ..., AM} ⊂ βX
de X , es cualquier θˆφ,h,w ∈ Θ que verifique
WDhφ
(
pˆ, p
(
θˆh,φ,w
))
= inf
θ∈Θ⊆RM0
WDhφ (pˆ, p (θ)) ,
siendo pˆ = (pˆ1, ..., pˆM )
t y pˆj, j = 1, ...,M , esta´ definido en (1.1).
En lo sucesivo el estimador de mı´nima (h, φ)-divergencia ponderada se de-
nominara´ estimador de mı´nima WDhφ-divergencia y se expresara´ mediante
θˆh,φ,w = arg inf
θ∈Θ
WDhφ (pˆ, p (θ))
siendo
WDhφ (pˆ, p (θ)) =
Λ∑
a=1
ηaha
(
M∑
i=1
ui
Epˆ (u)
pi (θ)φa
(
pˆi
pi (θ)
))
con ui la ponderacio´n del elemento Ai de la particio´n A y suponiendo que las
funciones ha, φa a = 1, ...,Λ verifican las condiciones sen˜aladas en (1.15).
Este me´todo elige el punto de ∆M,θ que esta´ ma´s pro´ximo al valor pˆ en el
sentido de la distancia elegida.
Veamos un ejemplo.
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Ejemplo 2.1
Sea X una variable aleatoria que toma los valores x1, x2 y x3 con probabili-
dades respectivas 13 − θ, 23 − θ y 2θ siendo 0 < θ < 13 . Supuesto que los resultados
de x1, x2 y x3 esta´n ponderados por u1, u2 y u3 respectivamente, se obtendra´ el
estimador de mı´nima WDhφ-divergencia, basado en una muestra de taman˜o n, y
supuesto que Λ = 1, η1 = 1, h (x) = x y
φ (x) =
1
2
(
1
x
+ x− 2
)
.
Al ser,
WDhφ (pˆ, q (θ)) =
1
2
3∑
i=1
ui
Epˆ (u)
pi (θ)
(
pi (θ)
pˆi
+
pˆi
pi (θ)
− 2
)
=
1
2
3∑
i=1
ui
Epˆ (u)
n
ni
(pi (θ)− pˆi)2 ,
el ca´lculo del estimador de mı´nima WDhφ-divergencia se obtendra´ al minimizar
en θ, la funcio´n
g (θ) =
1
2Epˆ (u)
[
u1n
n1
(
1
3
− θ − n1
n
)2
+
u2n
n2
(
2
3
− θ − n2
n
)2
+
u3n
n3
(
2θ − n3
n
)2]
.
Derivando respecto de θ e igualando a cero se tiene,
g′ (θ) =
u1
n1
(
1
3
− θ − n1
n
)
(−1) + u2
n2
(
2
3
− θ − n2
n
)
(−1) + u3
n3
(
2θ − n3
n
)
2 = 0.
Luego,
− u1
3n1
+
n1
n
− 2u2
3n2
+
n2
n
− 2u3
n
= θ
(
−u1
n1
− u2
n2
− 4u3
n3
)
y en consecuencia
θˆh,φ,w (n1, n2, n3, u1, u2, u3) =
u1
3n1
+
2u2
3n2
+
1
n
(2u3 − u1 − u2)
u1
n1
+
u2
n2
+
4u3
n3
.
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Obse´rvese que para u1 = u2 = u3 se obtiene
θˆφ (n1, n2, n3) =
1
3n1
+
2
3n2
1
n1
+
1
n2
+
4
n3
(2.2)
y adema´s φ (x) = φ(−2) (x) con φ(−2) (x) la funcio´n asociada a la divergencia
de Cressie y Read con λ = −2. As´ı, el estimador obtenido en (2.2) se corres-
ponde con el estimador de mı´nima Ji-cuadrado modificado o Neyman modificado,
obtenido al minimizar en θ la expresio´n
h (θ) =
1
2
3∑
j=1
1
pˆj
(pj (θ)− pˆj)2 .
En lo que sigue se supondra´ que el modelo es correcto, p (θ0) = pi y que
M0 < M − 1. Adema´s se admitira´n las siguientes condiciones de regularidad
dadas por Birch (1964):
1. El punto θ0 es un punto interior de Θ.
2. pii = pi (θ0) > 0, i = 1, ...,M , por tanto pi = (pi1, ..., piM )
t es un punto
interior de ∆M,θ.
3. La aplicacio´n p : Θ → ∆M es totalmente diferenciable en θ0. Por tanto
existen las derivadas parciales de pi con respecto a cada θj en θ0 y pi (θ) se
puede expresar de la forma:
pi (θ) = pi (θ0) +
M∑
i=1
(θj − θ0) ∂pi (θ0)
∂θj
+ o (‖θ − θ0‖) cuando θ → θ0,
donde lim
θ→θ0
o (‖θ − θ0‖)
θ − θ0 = 0.
4. La matriz
J (θ0) =
(
∂p (θ0)
∂θ
)
θ=θ0
=
(
∂pi (θ0)
∂θj
)
i=1,...,M
j=1,...,M0
(2.3)
tiene rango M0.
5. La aplicacio´n inversa p−1 : ∆M,θ → Θ es continua y p (θ0) = pi.
6. La aplicacio´n p : Θ→ ∆M es continua para todo θ ∈ Θ.
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2.3. Propiedades asinto´ticas del estimador de mı´nima
WDhφ-divergencia
Dado el vector p ∈ ∆M , a la aplicacio´n definida de ∆M en Θ mediante
θh,φ,w (p) = arg inf
θ∈Θ
WDhφ (p, p (θ))
se le denominara´ en lo que sigue funcio´n de mı´nimaWDhφ-divergencia. Obse´rvese
que dada una muestra aleatoria simple de taman˜o n y la distribucio´n de frecuen-
cias, pˆ, asociada a ella, el estimador de θ de mı´nimaWDhφ-divergencia viene dado
por el valor de la funcio´n de mı´nima WDhφ-divergencia en pˆ, es decir,
θˆh,φ,w = θh,φ,w (pˆ) .
Los siguientes teoremas establecen propiedades asinto´ticas del estimador de
mı´nima WDhφ-divergencia. El primero de ellos establece la convergencia casi
seguro del estimador de mı´nima WDhφ-divergencia.
Teorema 2.1
Sea Θ compacto y las funciones ha, φa, a ∈ Λ, verifican las condiciones
requeridas en (1.15). Suponiendo que se verifican las condiciones de regularidad
1-6 de Birch y arg inf
θ∈Θ
WDhφ (p, p (θ)) es u´nico en un entorno cerrado de pi, se
tiene
θˆh,φ,w
c.s.→
n→∞ θ0.
Demostracio´n
Se comenzara´ probando que θh,φ,w definida mediante
θh,φ,w : ∆M → Θ
p → θh,φ,w (p) = arg inf
θ∈Θ
WDhφ (p, p (θ)) .
es una funcio´n continua.
Se establecera´ que dada una sucesio´n {pn}n∈N con pn ∈ ∆M , ∀n, tal que
lim
n→∞ pn = pi y supuesto que se hace la hipo´tesis
lim
n→∞ θh,φ,w (pn) = limn→∞ arg infθ∈Θ
WDhφ (pn, p (θ)) 6= θh,φ,w (pi)
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entonces se esta´ en contradiccio´n con las hipo´tesis formuladas en el enunciado del
teorema. Esto conducira´ a la continuidad de la funcio´n θh,φ,w.
Como por hipo´tesis Θ es un conjunto compacto existe una subsucesio´n
{θh,φ,w (pm)}m∈N ⊂ {θh,φ,w (pn)}n∈N
verificando
lim
m→∞ θh,φ,w (pm) = θ
∗
0 6= θh,φ,w (pi) .
Por hipo´tesis WDhφ (p, p (θ)) es una funcio´n continua de θ ∀p ∈ ∆M , luego
WDhφ (p, p (θ
∗
0)) = limm→∞WD
h
φ (p, p (θh,φ,w (pm))) .
Por otra parte, como
lim
n→∞WD
h
φ (pn, p (θ)) =WD
h
φ (pi, p (θ)) ∀θ ∈ Θ
y Θ es compacto, la convergencia puntual implica la convergencia uniforme, con
lo cual
lim
n→∞ supθ∈Θ
∣∣∣WDhφ (pn, p (θ))−WDhφ (pi, p (θ))∣∣∣ = 0, (2.4)
y por tanto
lim
n→∞
∣∣∣∣ infθ∈ΘWDhφ (pn, p (θ))− infθ∈ΘWDhφ (pi, p (θ))
∣∣∣∣ = 0. (2.5)
Al ser
inf
θ∈Θ
WDhφ (pn, p (θ)) =WD
h
φ (pn, p (θh,φ,w (pn)))
e
inf
θ∈Θ
WDhφ (pi, p (θ)) =WD
h
φ (pi, p (θh,φ,w (pi)))
se tiene de (2.5) que
lim
n→∞WD
h
φ (pn, p (θh,φ,w (pn))) =WD
h
φ (pi, p (θh,φ,w (pi))) . (2.6)
De (2.4) se deduce que
lim
n→∞
∣∣∣WDhφ (pn, p (θh,φ,w (pn)))−WDhφ (pi, p (θh,φ,w (pn)))∣∣∣ = 0 (2.7)
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por lo que estamos en condiciones de concluir de, (2.6) y (2.7), que
lim
n→∞WD
h
φ (pi, p (θh,φ,w (pn))) =WD
h
φ (pi, p (θh,φ,w (pi))) .
Entonces,
WDhφ (pi, p (θ
∗
0)) =WD
h
φ (pi, p (θh,φ,w (pi)))
lo cual esta´ en contradiccio´n con la hipo´tesis de que arg inf
θ∈Θ
WDhφ (p, p (θ)) es
u´nico en un entorno cerrado de pi y por tanto θh,φ,w es una funcio´n continua.
Al ser
pˆ
c.s.→
n→∞ pi = p (θ0) ,
con pˆ definido en (1.1), se tiene por la continuidad de θh,φ,w que
θˆh,φ,w = θh,φ,w (pˆ)
c.s.→ θh,φ,w (p (θ0)) = θ0.
El siguiente teorema da una descomposicio´n para el estimador de mı´nima
WDhφ-divergencia.
Teorema 2.2
Bajo las hipo´tesis requeridas a las funciones φa y ha, a = 1, ...,Λ, en (1.15),
supuesto que se verifican las condiciones de regularidad 1-6 de Birch y suponiendo
que la aplicacio´n p : Θ → ∆M tiene segundas derivadas parciales continuas en
un entorno de θ0, se tiene
θˆh,φ,w = θ0 +B∗ (θ0) diag
(
U1/2∗
)
(pˆ− p (θ0)) + o (‖pˆ− p (θ0)‖)
donde θˆh,φ,w es u´nico en un entorno de θ0,
B∗ (θ0) =
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t
A∗ (θ0)t = diag
(
U1/2∗
)
M×M
((
∂pi (θ0)
∂θr
))t
i=1,...,M
r=1,...,M0
y U∗ es el vector definido mediante,
U∗ =
(
u1
p1 (θ0)
, ...,
uM
pM (θ0)
)t
.
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Demostracio´n
Sea lM el interior del cubo unitario M -dimensional con ∆M ⊂ lM y sea U
un entorno de θ0 en el cual p : Θ → ∆M tiene derivadas segundas continuas.
Conside´rese la funcio´n
F = (F1, ..., FM0) : l
M × U → RM0
de tal forma que
Fj (p1, ..., pM ; θ1, ..., θM0) =
∂WDhφ (p, p (θ))
∂θj
, j = 1, ...,M0
siendo
WDhφ (p, p (θ)) =
Λ∑
a=1
ηaha
(
M∑
i=1
ui
Ep (u)
pi (θ)φa
(
pi
pi (θ)
))
.
Para pii = pi (θ0), i = 1, ...,M , se tiene que
Fj (pi1, ..., piM ; θ01, ..., θ0M0) = 0 ∀j = 1, ...,M0.
En efecto, llamando
A =
∂WDhφ (p, p (θ))
∂θj
se tiene ∀j = 1, ...,M0
A =
Λ∑
a=1
ηah
′
a

M∑
i=1
ui
M∑
i=1
uipi
pi (θ)φa
(
pi
qi (θ)
)
× 1
M∑
i=1
uipi
[
M∑
i=1
ui
∂pi (θ)
∂θj
(
φa
(
pi
pi (θ)
)
− φ′a
(
pi
pi (θ)
)
pi
pi (θ)
)]
y entonces
Fj (pi1, ..., piM ; θ01, ..., θ0M0) =
Λ∑
a=1
ηah
′
a (0)
1
M∑
i=1
uipii
M∑
i=1
ui
∂pi (θ0)
∂θj
(
φa (1)− φ′a (1)
)
= 0 ∀j = 1, ...,M0.
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ya que por hipo´tesis φa (1) = φ′a (1) = 0.
Seguidamente se comprueba que la matriz
∂F
∂θ
=
(
∂Fi
∂θj
)
i=1,...,M
j=1,...,M0
es no singular en (pi1, ..., piM ; θ01, ..., θ0M0).
Al ser,
∂
∂θr
(A) =
Λ∑
a=1
ηah
′′
a
(
M∑
i=1
ui
Ep (u)
pi (θ)φa
(
pi
pi (θ)
))
1
(Ep (u))
2
[
M∑
i=1
ui
∂pi (θ)
∂θj
(
φa
(
pi
pi (θ)
)
− φ′a
(
pi
pi (θ)
)
pi
pi (θ)
)][ M∑
i=1
ui
∂pi (θ)
∂θr
(
φa
(
pi
pi (θ)
)
− φ′a
(
pi
pi (θ)
)
pi
pi (θ)
)]
+
Λ∑
a=1
ηah
′
a

M∑
i=1
ui
M∑
i=1
uipi
pi (θ)φa
(
pi
pi (θ)
)

M∑
i=1
ui
M∑
i=1
uipi
∂2pi (θ)
∂θj∂θr
φa
(
pi
pi (θ)
)
−
M∑
i=1
ui
M∑
i=1
uipi
∂pi (θ)
∂θj
φ′a
(
pi
pi (θ)
)
pi
pi (θ)
2
∂pi (θ)
∂θr
−
M∑
i=1
ui
M∑
i=1
uipi
∂pi (θ)
∂θr
φ′a
(
pi
pi (θ)
)
pi
pi (θ)
2
∂pi (θ)
∂θj
+
M∑
i=1
uipi (θ)
M∑
i=1
uipi
φ′′a
(
pi
pi (θ)
)
pi
pi (θ)
2
∂pi (θ)
∂θr
pi
pi (θ)
2
∂pi (θ)
∂θj
+
M∑
i=1
uipi (θ)
M∑
i=1
uipi
φ′a
(
pi
pi (θ)
)
2pipi (θ)
pi (θ)
4
∂pi (θ)
∂θr
∂pi (θ)
∂θj
−
M∑
i=1
uipi (θ)
M∑
i=1
uipi
φ′a
(
pi
pi (θ)
)
pi
pi (θ)
2
∂2pi (θ)
∂θr∂θj
 ,
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se tiene,
∂F
∂θ0
=
(
∂F
∂θ
)
(pi1,...,piM ;θ01,...,θ0M0)
=
Λ∑
a=1
ηah
′
a (0)φ
′′
a (1)
 1M∑
i=1
uipi (θ0)
M∑
i=1
ui
pi (θ0)
∂pi (θ0)
∂θr
∂pi (θ0)
∂θj

r=1,...,M0
j=1,...,M0
=
Λ∑
a=1
ηah
′
a (0)φ
′′
a (1)
Ep(θ0) (u)
A∗ (θ0)tA∗ (θ0) .
Donde
A∗ (θ0)t =
((
∂pi (θ0)
∂θr
)
i=1,...,M
r=1,...,M0
)t
diag
(
U1/2∗
)
M×M
.
Se sigue que rango
(
A∗ (θ0)t
)
= M0 ya que si C es una matriz u × v y B es
una matriz no singular de orden v, entonces rango (CB) = rango (C). Tomando
C =
((
∂pi (θ0)
∂θr
)
i=1,...,M
r=1,...,M0
)t
y
B = diag
(
U1/2∗
)
M×M
se tiene que A∗ (θ0)t tiene rango M0. Por otra parte si dado BM×N , (M ≤ N) y
rango (B) = M , se tiene que rango
(
BtB
)
= M . En consecuencia como rango
de A∗ (θ0)t =M0 se tiene que
rango
(
A∗ (θ0)tA∗ (θ0)
)
=M0.
En definitiva la matriz (
∂F
∂θ
)
=
(
∂Fi
∂θj
)
i=1,...,M
j=1,...,M0
es no singular en (pi1, ..., piM ; θ01, ..., θ0M0).
Aplicando El Teorema de la Funcio´n Impl´ıcita existe un entornoM -dimensional
U0 de pi = (pi1, ..., piM )
t en RM y una u´nica funcio´n diferenciable con continuidad
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θ˜ : U0 → RM0 de tal forma que F
(
p, θ˜ (p)
)
= 0 ∀p ∈ U0 y θ˜ (pi) = θ0. Aplicando
la regla de la cadena se tiene
∂F
(
p, θ˜ (p)
)
∂p
+
∂F
(
p, θ˜ (p)
)
∂θ˜ (p)
∂θ˜ (p)
∂p
= 0
y para p = pi,
∂F
∂pi
+
∂F
∂θ0
∂θ0
∂pi
= 0.
Ahora
∂F
∂pi
=
∂
∂pi
(
∂WDhφ (p, p (θ))
∂θj
)
=
Λ∑
a=1
ηah
′′
a

M∑
i=1
uipi (θ)
M∑
i=1
uipi
φa
(
pi
pi (θ)
)
× 1
M∑
i=1
uipi
(
M∑
i=1
ui
∂pi (θ)
∂θj
φa
(
pi
pi (θ)
)
−
M∑
i=1
uipi (θ)φ′a
(
pi
pi (θ)
)
pi
pi (θ)
2
∂pi (θ)
∂θj
)
× 1(
M∑
i=1
uipi
)2
(
uipi (θ)φ′a
(
pi
pi (θ)
)
1
pi (θ)
M∑
i=1
uipi −
M∑
i=1
uipi (θ)φa
(
pi
pi (θ)
)
ui
)
+
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi (θ)
M∑
i=1
uipi
φa
(
pi
pi (θ)
) 1(M∑
i=1
uipi
)2
×
(
ui
∂pi (θ)
∂θj
φ′a
(
pi
pi (θ)
)
1
pi (θ)
M∑
i=1
uipi
−uipi (θ)φ′′a
(
pi
pi (θ)
)
1
pi (θ)
pi
pi (θ)
2
∂pi (θ)
∂θj
M∑
i=1
uipi
−uipi (θ)φ′a
(
pi
pi (θ)
)
1
pi (θ)
2
∂pi (θ)
∂θj
M∑
i=1
uipi
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− ui
(
M∑
i=1
ui
∂pi (θ)
∂θj
φa
(
pi
pi (θ)
)
−
M∑
i=1
uipi (θ)φ′a
(
pi
pi (θ)
)
pi
pi (θ)
2
∂pi (θ)
∂θj
))
,
y para (pi1, ..., piM ; θ01, ..., θ0M ) se tiene
∂
∂pi
(
∂WDhφ (p, p (θ0))
∂θj
)
= −
Λ∑
a=1
ηah
′
a (0)φ
′′
a (1)
∂pi (θ0)
∂θj
ui
pi (θ0)
1
M∑
i=1
uipi (θ0)
.
Entonces, hemos llegado que por una parte
∂F
∂θ0
=
Λ∑
a=1
ηah
′
a (0)φ
′′
a (1)
Ep(θ0) (u)
A∗ (θ0)tA∗ (θ0)
y por otra
∂F
∂pi
= −
Λ∑
a=1
ηah
′
a (0)φ
′′
a (1)
Ep(θ0) (u)
A∗ (θ0)t diag
(
U1/2∗
)
con lo cual
∂θ0
∂pi
=
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
.
Desarrollando por Taylor θ˜ (p) en un entorno de pi, se tiene
θ˜ (p) = θ˜ (pi) +
(
∂θ˜ (p)
∂p
)
p=pi
(p− pi) + o (‖p− pi‖)
y como θ˜ (pi) = θ0, se llega a
θ˜ (p) = θ0 +
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
(p− pi) + o (‖p− pi‖) .
Ahora bien pˆ c.s.→
n→∞ pi, por lo tanto pˆ ∈ U0 y como consecuencia θ˜ (p) es solucio´n
u´nica de las ecuaciones
∂WDhφ
(
pˆ, θ˜ (pˆ)
)
∂θj
= 0, j = 1, ...,M0
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en un entorno de pi, luego θ˜ (pˆ) es el estimador de mı´nima (h, φ)-divergencia
ponderada, θˆh,φ,w, que como consecuencia de lo anterior verifica
θˆh,φ,w = θ0 +
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
(pˆ− pi)
+o (‖pˆ− p (θ0)‖) .
Teorema 2.3
Bajo las condiciones del teorema anterior se tiene
√
n
(
θˆh,φ,w − θ0
)
L→
n→∞ N (0,Σ
∗)
con
Σ∗ = B∗ (θ0) diag
(
U1/2∗
)
Σp(θ0)diag
(
U1/2∗
)
B∗ (θ0)t
donde la matriz B∗ (θ0) esta´ definida en el teorema anterior.
Demostracio´n
Aplicando el Teorema Central del L´ımite se tiene que
√
n (pˆ− p (θ0)) L→
n→∞ N
(
0,Σp(θ0)
)
siendo
Σp(θ0) = diag (p (θ0))− p (θ0) p (θ0)t .
Por el teorema anterior
θˆh,φ,w − θ0 =
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
(pˆ− pi)
+o (‖pˆ− p (θ0)‖)
= B∗ (θ0) diag
(
U1/2∗
)
(pˆ− pi) + o (‖pˆ− p (θ0)‖)
con
B∗ (θ0) =
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t .
Como consecuencia √
n
(
θˆh,φ,w − θ0
)
L→
n→∞ N (0,Σ
∗)
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con
Σ∗ = B∗ (θ0) diag
(
U1/2∗
)
Σp(θ0)diag
(
U1/2∗
)
B∗ (θ0)t
Ejemplo 2.2
Continuando con el Ejemplo 2.1, ahora se obtendra´ la distribucio´n asinto´tica
del estimador de mı´nima WDhφ−divergencia.
En primer lugar se calculara´n las matrices Σp(θ0), A
∗ (θ0) y B∗ (θ0) diag
(
U1/2∗
)
.
Se tiene:
• Σp(θ0) = diag (p (θ0))− p (θ0) p (θ0)t
=
 13 − θ 0 00 23 − θ 0
0 0 2θ
−
 13 − θ23 − θ
2θ
( 13 − θ, 23 − θ, 2θ )
=

(
1
3 − θ
) (
2
3 + θ
) − (13 − θ) (23 − θ) − (13 − θ) 2θ
− (23 − θ) (13 − θ) (23 − θ) (13 + θ) − (23 − θ) 2θ
− (13 − θ) 2θ − (23 − θ) 2θ (1− 2θ) 2θ
 .
• A∗ (θ0) = diag
(
U1/2∗
)
M×M
((
∂pi (θ0)
∂θr
)
i=1,...,M
r=1,...,M0
)
=

(
u1
1
3 − θ
)1/2
0 0
0
(
u2
2
3 − θ
)1/2
0
0 0
(u3
2θ
)1/2


−1
−1
2

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=

−
(
u1
1
3 − θ
)1/2
−
(
u2
2
3 − θ
)1/2
2
(u3
2θ
)1/2

.
• B∗ (θ0) diag
(
U1/2∗
)
=
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
= c
(
−
(
u1
1
3 − θ
)1/2
, −
(
u2
2
3 − θ
)1/2
, 2
(u3
2θ
)1/2 )
×

(
u1
1
3 − θ
)1/2
0 0
0
(
u2
2
3 − θ
)1/2
0
0 0
(u3
2θ
)1/2

= c
(
− u11
3 − θ
, − u22
3 − θ
,
u3
θ
)
,
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donde
c =
(
A∗ (θ0)tA∗ (θ0)
)−1
=
(
u1
1
3 − θ
+
u2
2
3 − θ
+
2u3
θ
)−1
.
Luego,
B∗ (θ0) diag
(
U1/2∗
)
=
(
−u1c(
1
3 − θ
) , −u2c(2
3 − θ
) , u3c
θ
)
.
Finalmente,
Σ∗ = B∗ (θ0) diag
(
U1/2∗
)
Σp(θ0)diag
(
U1/2∗
)
B∗ (θ0)t
= −(−1 + 3θ) (−2 + 3θ)
2 θ2u1 (3u1θ − 6u3θ + 3u2θ + 2u3 + 2u1 − u2)
(−6u1θ + 9u1θ2 − 3u2θ + 9u2θ2 − 4u3 + 18u3θ − 18u3θ2)2
− (−1 + 3θ)
2 (−2 + 3θ) θ2u2 (3u1θ − 6u3θ + 3u2θ + 4u3 − 2u1 + u2)
(−6u1θ + 9u1θ2 − 3u2θ + 9u2θ2 − 4u3 + 18u3θ − 18u3θ2)2
+ 2
(−1 + 3θ)2 (−2 + 3θ)2 θu3 (u1θ − 2u3θ + u2θ + u3)
(−6u1θ + 9u1θ2 − 3u2θ + 9u2θ2 − 4u3 + 18u3θ − 18u3θ2)2
.
(2.8)
Es decir, √
n
(
θˆh,φ,w − θ0
)
L→
n→∞ N (0,Σ
∗)
con Σ∗ la calculada anteriormente. Teniendo en cuenta la expresio´n de θˆh,φ,w, se
tiene
√
n

u1
3n1
+
2u2
3n2
+
1
n
(2u3 − u1 − u2)
u1
n1
+
u2
n2
+
4u3
n3
− θ0

converge en ley a una normal de media cero y varianza dada en (2.8).
Si se toma u1 = u2 = u3, se tiene entonces que
Σ∗ = B∗ (θ0) diag
(
U1/2∗
)
Σp(θ0)diag
(
U1/2∗
)
B∗ (θ0)t
=
(−1 + 3θ) (−2 + 3θ) (4− 9θ)
81
.
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Es decir,
√
n

1
3n1
+
2
3n2
1
n1
+
1
n2
+
4
n3
− θ0

converge en ley a una normal con media cero y varianza
(−1 + 3θ) (−2 + 3θ) (4− 9θ)
81
.
Teorema 2.4
Bajo las condiciones del teorema anterior se tiene,
√
n
(
p
(
θˆh,φ,w
)
− p (θ0)
)
L→ N (0,Σ∗∗)
siendo
Σ∗∗ = J (θ0)C (θ0) Σp(θ0)C (θ0)
t J (θ0)
t ,
C (θ0) = B∗ (θ0) diag
(
U1/2∗
)
y
J (θ0) =
((
∂pi (θ0)
∂θr
)
i=1,...,M
r=1,...,M0
)
.
Demostracio´n
Por el teorema anterior se tiene,
√
n
(
θˆh,φ,w − θ0
)
L→
n→∞ N (0,Σ
∗)
con
Σ∗ = C (θ0) Σp(θ0)C (θ0)
t .
Desarrollando en serie de Taylor p
(
θˆ
)
en un entorno de θ0, se tiene
p
(
θˆh,φ,w
)
= p (θ0) +
(
∂pi (θ0)
∂θr
)
i=1,...,M
r=1,...,M0
(
θˆh,φ,w − θ0
)
+ o
(∥∥∥θˆh,φ,w − θ0∥∥∥) .
Con lo cual √
n
(
p
(
θˆh,φ,w
)
− p (θ0)
)
L→ N (0,Σ∗∗)
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siendo
Σ∗∗ = J (θ0)C (θ0) Σp(θ0)C (θ0)
t J (θ0)
t
= J (θ0) Σ∗J (θ0)t .
En los teoremas anteriores se ha supuesto que la distribucio´n que rige el
modelo discretizado es p (θ) = (p1 (θ) , ..., pM (θ))
t. En el siguiente teorema se
consideran desviaciones del modelo dadas por la familia
pε (θ) = (1− ε) p (θ) + εp
con ε > 0, θ ∈ Θ y p ∈ ∆M . Los elementos del vector pε (θ) se denotara´n
mediante pi (θ, ε). Es decir,
pi (θ, ε) = (1− ε) pi (θ) + εpi
i = 1, ...,M .
Denotemos por θεh,φ,w (p) el vector que minimiza la funcio´n
gε (p, θ) =
Λ∑
a=1
ηaha
(
M∑
i=1
ui
Ep (u)
pi (θ, ε)φa
(
pi
pi (θ, ε)
))
.
Para garantizar la robustez de θεh,φ,w (p), lo que hay que comprobar es que a
pequen˜as desviaciones de p (θ) le corresponden pequen˜as desviaciones de θεh,φ,w (p);
o bien que
lim
ε→0
θεh,φ,w (p) = θh,φ,w (p) .
Las condiciones que garantizan la robustez de la funcio´n de mı´nima WDhφ-
divergencia vienen dadas en el siguiente teorema:
Teorema 2.5
Sea Θ compacto y las funciones ha, φa, a ∈ Λ, verifican las condiciones
requeridas en (1.15). Suponiendo que se verifican las condiciones 1-6 de Birch y
θˆh,φ,w es u´nico en un entorno cerrado de pi = p (θ0), se tiene
lim
ε→0
θεh,φ,w (p) = θh,φ,w (p) .
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Demostracio´n
Sea {εn} una sucesio´n arbitraria de nu´meros positivos verificando εn →
n→∞ 0.
Por ser ha, φa, a ∈ Λ, continuas y
pi (θ, εn) →
εn→0
pi (θ) i = 1, ...,M ,
se tiene que
gεn (p, θ) →
εn→0
g0 (p, θ) ∀θ ∈ Θ.
Al ser Θ compacto la convergencia puntual implica la convergencia uniforme
y en consecuencia
lim
εn→0
sup
θ∈Θ
|gεn (p, θ)− g0 (p, θ)| = 0
lo que implica que
lim
εn→0
∣∣∣∣ infθ∈Θ gεn (p, θ)− infθ∈Θ g0 (p, θ)
∣∣∣∣ = 0,
o lo que es lo mismo
lim
εn→0
∣∣∣gεn (p, θεnh,φ,w)− g0 (p, θˆh,φ,w)∣∣∣ = 0.
En definitiva se ha demostrado que
lim
εn→0
gεn
(
p, θεnh,φ,w
)
= g0
(
p, θˆh,φ,w
)
.
Si
lim
εn→0
θεnh,φ,w (p) 6= θˆh,φ,w (p) ,
resulta que por ser Θ compacto existe una subsucesio´n{
θδnh,φ,w (p)
}
⊂
{
θεnh,φ,w (p)
}
verificando
lim
δn→0
θδnh,φ,w (p) = θ
∗ 6= θˆh,φ,w (p) .
De,
lim
εn→0
gεn
(
p, θεnh,φ,w
)
= g0
(
p, θˆh,φ,w
)
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se sigue que
g0 (p, θ∗) = g0
(
p, θˆh,φ,w
)
con θ∗ 6= θˆh,φ,w (p) lo cual contradice la unicidad de θˆh,φ,w (p).
Finalmente, de la arbitrariedad de la sucesio´n {εn} se deduce el teorema.
Otra forma ma´s general de enfocar la robustez es suponer que la verdadera
distribucio´n que rige el modelo discretizado, pi = p (θ0) ∈ ∆M , cumple
‖pi − p (θ)‖ < ε
para un θ ∈ Θ y comprobar que si ε es pequen˜o, el valor θh,φ,w (pi) es pro´ximo a
θh,φ,w (p (θ)) = θ.
Teorema 2.6
Bajo las condiciones del teorema anterior supuesto que pi ∈ ∆M , se tiene
lim
‖pi−p(θ)‖→0
θh,φ,w (pi) = θh,φ,w (p (θ)) = θ.
Demostracio´n
Inmediata por ser θh,φ,w continua.
2.4. El estimador de mı´nima WDhφ-divergencia con
restricciones
Un nuevo problema de estimacio´n se plantea si se tienen ν (ν < M0) fun-
ciones f1 (θ) , f2 (θ) ..., fν (θ), definidas de Θ en R, que restringen el para´metro
θ ∈ Θ ⊂ RM0 , fm (θ) = 0, m = 1, .., ν. El problema de estimacio´n que aparece
recibe el nombre de estimacio´n con restricciones. En caso de poblaciones generales
Atchison y Silvey (1958) definieron y estudiaron por primera vez el problema del
estimador de ma´xima verosimilitud con restricciones, mientras que Diamond,
Milra y Roy (1960) lo hicieron en caso de poblaciones multinomiales. En Pardo,
J.A. y otros (2001) se introdujo el estimador de mı´nima φ-divergencia bajo restric-
ciones y se estudiaron sus propiedades. El estimador de mı´nima φ-divergencia
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con restricciones de θ es el valor θˆ(r)φ ∈ Θ que satisface la condicio´n
Dφ
(
pˆ, p
(
θˆ
(r)
φ
))
= inf
{θ∈Θ⊂RM0 :fm(θ)=0,m=1,..,ν}
Dφ (pˆ, p (θ)) .
En este apartado se introduce y se estudia el problema de estimacio´n con
restricciones, supuesto que los elementos Aj , j = 1, ...,M , asociados a la particio´n
A esta´n ponderados, basa´ndonos en las (h, φ)-divergencias ponderadas. A lo largo
de esta Seccio´n se supondra´n las dos condiciones siguientes:
1. Cada funcio´n fm (θ) tiene derivadas parciales segundas continuas,
2. La matriz
D (θ) =
(
∂fm (θ)
∂θk
)
m=1,...,ν
k=1,...,M0
tiene rango ν.
Supuestas estas dos condiciones. El estimador de mı´nima (h, φ)-divergencia
ponderada con restricciones de θ, es cualquier θˆ(r)h,φ,w ∈ Θ que verifique
WDhφ
(
pˆ, p
(
θˆ
(r)
h,φ,w
))
= inf
{θ∈Θ⊂RM0 :fm(θ)=0,m=1,..,ν}
WDhφ (pˆ, p (θ)) .
En lo sucesivo el estimador de mı´nima (h, φ)-divergencia ponderada con restric-
ciones se denominara´ estimador de mı´nima WDhφ-divergencia con restricciones y
se expresara´ mediante
θˆ
(r)
h,φ,w = arg infθ∈Θ
WDhφ (pˆ, p (θ)) .
De la misma forma que en la Seccio´n 2.3 se estudiaron las propiedades asinto´ti-
cas del estimador de mı´nima WDhφ-divergencia se pueden estudiar para el esti-
mador de mı´nima WDhφ-divergencia con restricciones. Dada la similitud de las
demostraciones u´nicamente se sen˜alara´n los resultados que se obtienen, pero sin
dar su demostracio´n.
Bajo las hipo´tesis resen˜adas en el Teorema 2.2 y supuesto que se verifiquen
las condiciones 1 y 2 sen˜aladas anteriormente, se tiene
θˆ
(r)
h,φ,w = θ0 +H
∗ (θ0)B∗ (θ0) diag
(
U1/2∗
)
(pˆ− p (θ0)) + o (‖pˆ− p (θ0)‖) (2.9)
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donde θˆ(r)h,φ,w es u´nico en un entorno de θ0, B
∗ (θ0) y U∗ esta´n definidas en el
Teorema 2.2 y la matriz H∗ (θ0) esta´ definida mediante,
H∗ (θ0) = IM0×M0 −
(
A∗ (θ0)tA∗ (θ0)
)−1
D (θ0)
t
×
(
D (θ0)
(
A∗ (θ0)tA∗ (θ0)
)−1
D (θ0)
t
)−1
D (θ0) .
Es interesante observar que si u1 = u2 = ... = uM = u, se tiene
θˆ
(r)
h,φ = θ0 +H (θ0) IF (θ0)A (θ0)
t diag
(
p (θ0)
1/2
)
(pˆ− p (θ0))
+o (‖pˆ− p (θ0)‖)
donde θˆ(r)h,φ es u´nico en un entorno de θ0 y las matrices IF (θ0)
−1 y H (θ0) se
definen mediante,
IF (θ0)
−1 = A (θ0)tA (θ0)
A (θ0) = diag
(
p (θ0)
1/2
)
J (θ0)
y
H (θ0) = IM0×M0 − IF (θ0)−1D (θ0)t
(
D (θ0) IF (θ0)
−1D (θ0)t
)−1
D (θ0) .
La matriz J (θ0) esta´ definida en (2.3) . Es decir, se llega al resultado obtenido
en Pardo, J.A. (2001).
A partir de la descomposicio´n dada en (2.9) se tiene por un lado que
√
n
(
θˆ
(r)
h,φ,w − θ0
)
L→
n→∞ N (0,Σ
∗
1)
con
Σ∗1 = H
∗ (θ0)B∗ (θ0) diag
(
U1/2∗
)
Σp(θ0)diag
(
U1/2∗
)
B∗ (θ0)tH∗ (θ0)t ,
y por otro √
n
(
p
(
θˆ
(r)
h,φ,w
)
− p (θ0)
)
L→
n→∞ N (0,Σ
∗
2)
con
Σ∗2 = J (θ0) Σ
∗
1J (θ0)
t .
3Distribucio´n asinto´tica de las
(h, ϕ)-divergencias ponderadas:
Aplicaciones estad´ısticas
3.1. Introduccio´n
En este cap´ıtulo se estudiara´ el problema de bondad de ajuste (hipo´tesis
nula simple y compuesta), en el supuesto de que se tengan ponderaciones sobre
los elementos Ai, i = 1, ...,M , de la particio´n A de X , haciendo uso del esti-
mador analo´gico de las (h, φ)-divergencias ponderadas, WDhϕ (pˆ, p0), en el caso
de hipo´tesis nula simple y de WDhϕ
(
pˆ, p
(
θˆh,φ,w
))
en el caso de hipo´tesis nula
compuesta.
Si bien los antecedentes de la utilizacio´n de las medidas de divergencia en
el ana´lisis de datos categorizables hay que situarlos en Pearson (1900), ya que
el estad´ıstico Ji-cuadrado no es ma´s que una (h, φ)-divergencia ponderada con
h (x) = x, φ (x) = 12 (1− x)2 y ui = u ∀i = 1, ....,M , es en los estudios de Cressie
y Read (1984), Zografos (1993), Zografos y otros (1990), Pardo, L y otros (1993a),
Morales y otros (1994a,b), Pardo, M.C. (1994a,b), etc... en donde de una forma
expl´ıcita se hace referencia a la importancia de las medidas de divergencia en el
ana´lisis de datos categorizables.
Desde un punto de vista intuitivo si se desea contrastar H0 : p = p0 frente a
H1 : p 6= p0 supuestas ponderaciones sobre los elementos de la particio´n realizada
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sobre X (o sobre las clases), parece lo´gico rechazar la hipo´tesis nula siWDhφ (pˆ, p0)
es superior a una constante c (p0 conocida).
La cuestio´n radica en encontrar c de tal forma que el test resultante tenga un
nivel de significacio´n prefijado α. La obtencio´n de c se llevara´ a cabo mediante la
obtencio´n de la distribucio´n, bajo la hipo´tesis nula, de la familia de estad´ısticos
WDhφ (pˆ, p0). La distribucio´n exacta resulta imposible, en la mayor´ıa de los casos,
de obtener por lo que se hara´ uso de la distribucio´n asinto´tica. As´ı, el contraste
se realizara´ en base a la distribucio´n asinto´tica y e´sta se obtendra´, por separado,
en primer lugar para hipo´tesis nula simple (p0 conocida) y en segundo lugar para
hipo´tesis nula compuesta (p = p (θ), θ desconocido).
En el caso de que θ ∈ Θ ⊂ RM0 , sea desconocido, sera´ necesario recurrir
previamente a la estimacio´n de θ. A lo largo del cap´ıtulo se procedera´ a estimar
θ mediante el estimador de mı´nima WDhφ-divergencia introducido y estudiadas
sus propiedades en el cap´ıtulo anterior.
El esquema que se seguira´ en este cap´ıtulo sera´ el siguiente: En primer lugar
sera´ necesario calcular la distribucio´n de WDhϕ (pˆ, p0) con p0 conocida para pos-
teriormente obtener la distribucio´n de WDhϕ
(
pˆ, p
(
θˆh,φ,w
))
. Obse´rvese que para
evitar problemas de notacio´n, en lo que sigue ϕ se utilizara´ para definir la corres-
pondiente familia de estad´ısticos asociada a las (h, φ)-divergencias ponderadas y
φ se dejara´ para definir el correspondiente estimador de mı´nima (h, φ)-divergencia
ponderada. As´ı, cuando se escriba WDhϕ
(
pˆ, p
(
θˆh,φ,w
))
se estara´ indicando que
se utiliza la familia ϕ para construir la familia de estad´ısticos de contraste y
la familia φ para construir la correspondiente familia de estimadores de mı´nima
divergencia ponderada.
Antes de establecer la distribucio´n asinto´tica del estad´ıstico WDhϕ (pˆ, p0) se
dara´ una observacio´n, cuya demostracio´n puede verse en Dik y Gunst (1985) que
sera´ de gran utilidad a lo largo de la presente memoria.
Observacio´n 3.1
Sea X una variable aleatoria normal d-dimensional con vector de medias 0 y
matriz de varianzas covarianzas Σ. Sea A una matriz real sime´trica de orden d,
r = rango (ΣAΣ), r ≥ 1 y λ1, ...., λr los autovalores no nulos de AΣ, entonces la
distribucio´n de la variable aleatoria XtAX coincide con la de la variable aleatoria∑r
i=1 λiZ
2
i donde Z1, ...., Zr son variables aleatorias normales e independientes
de media cero y varianza uno.
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En el supuesto que se verifique
ΣAΣAΣ = ΣAΣ
se tiene que
XtAX
L→
n→∞ X
2
s
siendo s = traza (AΣ) .
Un resultado ma´s general se tiene en el supuesto de que la variable aleatoria
d-dimensional X tenga como vector de medias µ, en lugar de cero, ya que en este
caso la forma cuadra´tica XtAX sigue una distribucio´n Ji-cuadrado no centrada
si y so´lo si
ΣAΣAΣ = ΣAΣ
µtAΣAµ = µtAµ
ΣAΣAΣµ = ΣAµ
siendo el nu´mero de grados de libertad traza (AΣ) y el para´metro de no centra-
lidad µtAµ.
3.2. Distribucio´n asinto´tica de WDhϕ (pˆ, p0)
Seguidamente se obtendra´ la distribucio´n asinto´tica del estad´ısticoWDhϕ (pˆ, p0)
bajo la hipo´tesis de que las observaciones proceden de una poblacio´n p = (p1, ..., pM )
t
con p 6= p0. Posteriormente se obtendra´ la distribucio´n asinto´tica bajo la hipo´tesis
de que p = p0 y finalmente bajo hipo´tesis contiguas alternativas, es decir p =
p0 + n−1/2d donde d = (d1, ..., dM )t con
M∑
i=1
di = 0.
3.2.1. Distribucio´n asinto´tica con p 6= p0
Se considera el desarrollo en serie de Taylor de la funcio´n WDhϕ (pˆ, p0) en el
punto pˆ = (pˆ1, ...., pˆM )
t y en un entorno de p = (p1, ...., pM )
t. Se tiene entonces,
WDhϕ (pˆ, p0) =WD
h
ϕ (p, p0)+
M∑
i=1
(
∂WDhϕ (p, p0)
∂pi
)
(p1,...,pM )
(pˆi − pi)+o (‖pˆ− p‖)
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donde ∀i = 1, ....,M , la expresio´n de(
∂WDhϕ (p, p0)
∂pi
)
p=(p1,...,pM )
viene dada por
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi0
Ep (u)
ϕa
(
pi
pi0
)×
[
ui
(Ep (u))
2
(
ϕ′a
(
pi
pi0
) M∑
i=1
uipi −
M∑
i=1
uipi0ϕa
(
pi
pi0
))] .
Por el Teorema Central del L´ımite se tiene que
n
1
2 (pˆ− p) L→
n→∞ N (0,Σp)
con
Σp = diag (p)− ppt
entonces
n1/2 (pˆ− p) = Op (1)
o lo que es lo mismo
n1/2o (‖pˆ− p‖) = n1/2o
(
Op
(
n−1/2
))
= n1/2op
(
n−1/2
)
= op (1) .
Por tanto las variables aleatorias
n
1
2
(
WDhϕ (pˆ, p0)−WDhϕ (p, p0)
)
y
n
1
2
(
M∑
i=1
ti (pˆi − pi)
)
= n
1
2T t (pˆ− p)
tienen la misma distribucio´n asinto´tica, siendo T = (t1, ...., tM )
t y
ti =
(
∂WDhϕ (p, p0)
∂pi
)
p=(p1,...,pM )
, i = 1, ....,M.
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Ahora bien
n
1
2T t (pˆ− p) L→
n→∞ N
(
0, σ2p
)
siendo
σ2p = T
tΣpT
Σp = diag (p)− ppt
T = (t1, ...., tM )
t
Con los resultados anteriores se puede establecer el siguiente teorema:
Teorema 3.1
Conside´rese el estimador analo´gico, WDhϕ (pˆ, p0), obtenido de reemplazar los
pi por sus frecuencias relativas observadas pˆi, i = 1, ...,M , basadas en una mues-
tra aleatoria simple de taman˜o n. Si las funciones ha y ϕa, a = 1, ...,Λ , verifican
las condiciones requeridas en (1.15), entonces
n
1
2
[
WDhϕ (pˆ, p0)−WDhϕ (p, p0)
]
L→
n↑∞
N
(
0, σ2p
)
siempre y cuando σ2p > 0, donde
σ2p = T
tΣpT =
M∑
i=1
t2i pi −
(
M∑
i=1
tipi
)2
con
Σp = (pi (δij − pj))i,j=1,...,M = diag (p)− ppt
y
T = (t1, ..., tM )
t
siendo ∀i = 1, ...,M
ti =
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi0
Ep (u)
ϕa
(
pi
pi0
)
[
ui
(Ep (u))
2
(
ϕ′a
(
pi
pi0
) M∑
i=1
uipi −
M∑
i=1
uipi0ϕa
(
pi
pi0
))] .
Corolario 3.1
En el caso de las (h, ϕ)−divergencias, es decir, si ui = u ∀i = 1, ...,M , se
tiene
ti =
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
pi0ϕa
(
pi
pi0
))
×
(
ϕ′a
(
pi
pi0
)
−
M∑
i=1
pi0ϕa
(
pi
pi0
))}
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y
σ2p =
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
pi0ϕa
(
pi
pi0
))
ϕ′a
(
pi
pi0
)}]2
pi
−
[
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
pi0ϕa
(
pi
pi0
))
ϕ′a
(
pi
pi0
)}]
pi
]2
.
Demostracio´n
Para hallar ti basta reemplazar en la fo´rmula general ui por u para todo
i = 1, ...,M .
Sean
Aa = ηah′a
(
M∑
i=1
pi0ϕa
(
pi
pi0
))
Bia = ϕ
′
a
(
pi
pi0
)
Ca =
M∑
i=1
pi0ϕa
(
pi
pi0
)
entonces, se tiene
ti =
Λ∑
a=1
Aa
(
Bia − Ca
)
.
Se sabe que
σ2p =
M∑
i=1
t2i pi −
(
M∑
i=1
tipi
)2
,
luego
σ2p =
M∑
i=1
(
Λ∑
a=1
Aa
(
Bia − Ca
))2
pi −
(
M∑
i=1
Λ∑
a=1
Aa
(
Bia − Ca
)
pi
)2
=
M∑
i=1
( Λ∑
a=1
AaB
i
a
)2
+
(
Λ∑
a=1
AaCa
)2
− 2
(
Λ∑
a=1
AaB
i
a
)(
Λ∑
a=1
AaCa
) pi
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−
(
M∑
i=1
(
Λ∑
a=1
AaB
i
a −
Λ∑
a=1
AaCa
)
pi
)2
=
M∑
i=1
(
Λ∑
a=1
AaB
i
a
)2
pi +
(
Λ∑
a=1
AaCa
)2
− 2
(
Λ∑
a=1
AaCa
)
M∑
i=1
(
Λ∑
a=1
AaB
i
a
)
pi
−
(
M∑
i=1
(
Λ∑
a=1
AaB
i
a
)
pi −
Λ∑
a=1
AaCa
M∑
i=1
pi
)2
,
con lo cual
σ2p =
M∑
i=1
(
Λ∑
a=1
AaB
i
a
)2
pi −
(
M∑
i=1
Λ∑
a=1
AaB
i
api
)2
.
Es decir,
σ2p =
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
pi0ϕa
(
pi
pi0
))
ϕ′a
(
pi
pi0
)}]2
pi
−
[
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
pi0ϕa
(
pi
pi0
))
ϕ′a
(
pi
pi0
)}]
pi
]2
que es lo que se quer´ıa demostrar.
Corolario 3.2
En el caso de las ϕ-divergencias ponderadas, WDϕ (pˆ, p0). Es decir, si Λ = 1,
η1 = 1, h1 (x) = x y ϕ1 (x) = ϕ (x), se tiene
ti =
ui(
M∑
i=1
uipi
)2
(
ϕ′
(
pi
pi0
) M∑
i=1
uipi −
M∑
i=1
uipi0ϕ
(
pi
pi0
))
y
σ2p =
1(
M∑
i=1
uipi
)2
 M∑
i=1
(
uiϕ
′
(
pi
pi0
))2
pi −
(
M∑
i=1
uiϕ
′
(
pi
pi0
)
pi
)2 .
60 Distribucio´n asinto´tica de las (h, ϕ)-divergencias ponderadas: Aplicaciones estad´ısticas
Corolario 3.3
Si adema´s ui = u ∀i = 1, ....,M , es decir en el caso de las ϕ-divergencias,
entonces
ti = ϕ′
(
pi
pi0
)
−
M∑
i=1
pi0ϕ
(
pi
pi0
)
con lo cual
σ2p =
M∑
i=1
(
ϕ′
(
pi
pi0
))2
pi −
(
M∑
i=1
ϕ′
(
pi
pi0
)
pi
)2
.
Este resultado se obtuvo por primera vez en Zografos y otros (1990).
En el caso de la divergencia de Kullback, ϕ (x) = x log x− x+ 1, se tiene
σ2p =
M∑
i=1
pi
(
log
pi
pi0
)2
−
(
M∑
i=1
pi log
pi
pi0
)2
.
Si el primer te´rmino del desarrollo en serie de la funcio´nWDhϕ (pˆ, p0) se anula,
entonces hay que acudir al segundo te´rmino de dicho desarrollo.
A continuacio´n se vera´ cuando ocurre e´sto.
Proposicio´n 3.1
Sea Sn =
√
n
M∑
i=1
ti (pˆi − pi). Entonces
Sn = 0 ∀n⇔ σ2p = 0.
Demostracio´n
Si se cumple que Sn = 0 ∀n entonces, V a (Sn) = 0 ∀n, con lo cual lim
n→∞V a (Sn) =
σ2p = 0 (donde V a (Sn) denota la varianza de Sn).
Sea ahora σ2p = 0, es decir, T
tΣpT = 0. Al ser
T tΣpT = σ2p =
M∑
i=1
t2i pi −
(
M∑
i=1
tipi
)2
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la varianza de una variable aleatoria que toma los valores t1, ...., tM con proba-
bilidades p1, ...., pM se debera´ verificar que t1 = .... = tM con lo cual Sn =
√
n
M∑
i=1
ti (pˆi − pi) = 0.
Si p = p0 se tiene que ti = 0 ∀i = 1, ....,M , luego t1 = .... = tM con lo cual
σ2p = 0.
3.2.2. Distribucio´n asinto´tica con p = p0
Antes de abordar el caso p = p0 se analizara´ el caso ma´s general que se obtiene
cuando σ2p = 0. As´ı, se supone inicialmente σ
2
p = 0.
Se considera el segundo te´rmino del desarrollo en serie de Taylor deWDhϕ (pˆ, p0).
WDhϕ (pˆ, p0) = WD
h
ϕ (p, p0) +
1
2
M∑
i=1
M∑
j=1
(
∂2WDhϕ (p, p0)
∂pi∂pj
)
(pˆi − pi) (pˆj − pj)
+o
(
‖pˆ− p‖2
)
entonces
‖pˆ− p‖2 = Op
(
n−1
)
no
(
‖pˆ− p‖2
)
= no
(
Op
(
n−1
))
= op (1) .
Por consiguiente se puede afirmar que las variables aleatorias
2n
[
WDhϕ (pˆ, p0)−WDhϕ (p, p0)
]
y
n (pˆ− p)tA (pˆ− p)
tienen la misma distribucio´n asinto´tica, siendo
A =
(
∂2WDhϕ (p, p0)
∂pi∂pj
)
i,j=1,....,M
.
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Por otra parte, como n1/2 (pˆ− p) L→ N (0,Σp) con Σp = diag (p) − ppt, se
tiene que
n (pˆ− p)tA (pˆ− p) L→
n→∞
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias normales independientes de media cero y
varianza uno, los βi son los autovalores no nulos de AΣp y r = rango (ΣpAΣp).
As´ı, con estos resultados se puede escribir el siguiente teorema:
Teorema 3.2
Sea WDhϕ (p, p0) y su estimador analo´gico WD
h
ϕ (pˆ, p0) obtenido al reemplazar
pi por sus frecuencias relativas observadas pˆi, i = 1, ....,M , basadas en una mues-
tra aleatoria simple de taman˜o n y supo´ngase que se verifican las hipo´tesis re-
queridas a las funciones ha y ϕa, a = 1, ....,Λ, en (1.15). Si σ2p = 0, entonces
2n
[
WDhϕ (pˆ, p0)−WDhϕ (p, p0)
]
L→
n→∞
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias normales independientes de media cero y
varianza uno, los βi son los autovalores no nulos de AΣp y r = rango (ΣpAΣp).
Siendo
Σp = diag (p)− ppt
y
A =
(
∂2WDhϕ (p, p0)
∂pi∂pj
)
i,j=1,....,M
= (aij)i,j=1,...,M
con
aij =
Λ∑
a=1
ηah
′′
a

M∑
i=1
uipi0
M∑
i=1
uipi
ϕa
(
pi
pi0
)× uiuj(M∑
i=1
uipi
)4
×
(
ϕ′a
(
pi
pi0
) M∑
i=1
uipi −
M∑
i=1
uipi0ϕa
(
pi
pi0
))
×
(
ϕ′a
(
pj
pj0
) M∑
i=1
uipi −
M∑
i=1
uipi0ϕa
(
pi
pi0
))}
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−
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi0
M∑
i=1
uipi
ϕa
(
pi
pi0
)
× uiuj(
M∑
i=1
uipi
)2
ϕ′a
(
pi
pi0
)
+ ϕ′a
(
pj
pj0
)
− 2
M∑
i=1
uipi0ϕa
(
pi
pi0
)
M∑
i=1
uipi


y
aii =
Λ∑
a=1
ηah
′′
a

M∑
i=1
uipi0
M∑
i=1
uipi
ϕa
(
pi
pi0
)× u2i(M∑
i=1
uipi
)4
×
(
ϕ′a
(
pi
pi0
) M∑
i=1
uipi −
M∑
i=1
uipi0ϕa
(
pi
pi0
))2
+
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi0
M∑
i=1
uipi
ϕa
(
pi
pi0
)
×
uiϕ
′′
a
(
pi
pi0
)
pi0
M∑
i=1
uipi
−
2u2iϕ
′
a
(
pi
pi0
)
(
M∑
i=1
uipi
)2 + 2u
2
i
M∑
i=1
uipi0ϕa
(
pi
pi0
)
(
M∑
i=1
uipi
)3

 .
Corolario 3.4
Si p = p0, se tiene que WDhϕ (p, p0) = 0 y A = (aij)i,j=1,...,M con
aij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi0
M∑
i=1
uipi0
si i = j .
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De esta forma resulta
2nWDhϕ (pˆ, p0)
L→
n→∞
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias normales independientes de media cero y
varianza uno, los βi son los autovalores no nulos de AΣp y r = rango (ΣpAΣp).
Corolario 3.5
Si p = p0, en el caso de las (h, ϕ)-divergencias, es decir, si ui = u ∀i =
1, ...,M , se tiene
aij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
1
pi0
si i = j
,
con lo cual
A =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)C
donde C = diag
(
p−10
)
.
De esta forma CΣp0 = (δij − pj0)i,j=1,...,M y CΣp0CΣp0 =
(
c∗ij
)
ij
siendo
c∗ii = (1− pi0)2 + pi0
M∑
j 6=i
pj0 = (1− pi0)2 + pi0 (1− pi0)
= (1− pi0) (1− pi0 + pi0) = 1− pi0
c∗ij = − (1− pi0) pj0 − pj0 (1− pj0) + pj0
M∑
k 6=i,j
pk0
= pj0 (−1 + pi0 − 1 + pj0 + 1− pi0 − pj0) = −pj0.
Es decir, CΣp0CΣp0 = CΣp0 y aplicando la Observacio´n 3.1, se tiene,
2nWDhϕ (pˆ, p0)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n→∞ X
2
traza(CΣp0)
donde
Traza (CΣp0) =
M∑
i=1
(1− pi0) =M − 1.
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En definitiva, si
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1) 6= 0, se obtiene
2nWDhϕ (pˆ, p0)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n→∞ X
2
M−1.
Resultado conocido para las (h, ϕ)-divergencias. Para ma´s detalles ver Mene´ndez
y otros (1995).
Corolario 3.6
Si p = p0, en el caso de WDϕ (pˆ, p0), es decir, Λ = 1, η1 = 1, h1 (x) = x y
ϕ1 (x) = ϕ (x), entonces
aij =

0 si i = j
uiϕ
′′ (1)
pi0
M∑
i=1
uipi0
si i 6= j
y
2nWDϕ (pˆ, p0)
L→
n→∞
M∑
i=1
βiZ
2
i
donde los βi son los autovalores de la matriz AΣp y Zi son variables aleatorias
normales independientes de media cero y varianza uno.
Corolario 3.7
Si en el caso anterior adema´s ui = u ∀i = 1, ....,M , es decir, en el caso de
las ϕ-divergencias, se tiene
aij =
{
0 si i 6= j
ϕ′′ (1) p−1i0 si i = j
por lo que A = ϕ′′ (1)C, donde C = diag
(
p−10
)
.
Adema´s ya se ha visto anteriormente que la matriz CΣp0 es idempotente. En
conclusio´n, si ϕ′′ (1) 6= 0 entonces
2nDϕ (pˆ, p0)
ϕ′′ (1)
L→
n→∞ X
2
M−1.
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3.2.3. Distribucio´n asinto´tica con hipo´tesis contiguas alternati-
vas
En este apartado se analizara´ la distribucio´n asinto´tica de la familia de los
estad´ısticos
2nWDhϕ (pˆ, p0) (3.1)
bajo las hipo´tesis alternativas contiguas
H1,n : p(n) = p0 + n−1/2d (3.2)
donde d = (d1, ..., dM )
t con
M∑
i=1
di = 0. Es claro que estas hipo´tesis convergen a
la hipo´tesis nula H0 : p = p0.
El siguiente teorema presenta la distribucio´n asinto´tica de la familia de es-
tad´ısticos dadas en (3.1) bajo las hipo´tesis contiguas dadas en (3.2).
Antes de establecer el teorema se dara´ una observacio´n, cuya demostracio´n
puede verse en Dik y Gunst (1985).
Observacio´n 3.2
Sea X una variable aleatoria normal d-dimensional con vector de medias µ
y matriz de varianzas covarianzas Σ. Sea A una matriz real sime´trica de orden
d, r = rango (ΣAΣ), r ≥ 1 y sean λ1, ..., λr los autovalores no nulos de AΣ.
Entonces las variables aleatorias
XtAX y
r∑
i=1
λi (Zi + ωi)
2 + ξ
esta´n ide´nticamente distribuidas donde Z1, ..., Zr son variables aleatorias nor-
males e independientes de media cero y varianza uno. Los valores de ω =
(ω1, ..., ωr)
t y ξ vienen dados mediante
ω = Λ−1RtStAµ
ξ = µtAµ− ωtΛω
siendo Λ = diag (λ1, ..., λr), St es una ra´ız arbitraria de Σ y R es la correspon-
diente matriz de autovectores de StAS.
Teorema 3.3
Bajo las hipo´tesis alternativas
H1,n : p(n) = p0 + n−1/2d
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con d = (d1, ..., dM )
t, y
M∑
i=1
di = 0, y supuesto que las funciones ϕa, ha, a =
1, ...,Λ, satisfacen las condiciones requeridas en (1.15), se tiene
2nWDhϕ (pˆ, p0)− ξ L→n→∞
r∑
i=1
βi (Zi + ωi)
2
siendo r = rango (Σp0AΣp0), β1, ..., βr los autovalores positivos de AΣp0, A la
matriz dada en el Teorema 3.2, Zi, i = 1, ..., r, variables aleatorias independientes
normales de media cero y varianza uno, ω = Λ−1RtStAd, ξ = dtAd−ωtΛω donde
Λ = diag (β1, ..., βr), St es una ra´ız arbitraria de Σp0 y R es la correspondiente
matriz de autovectores de StAS.
Demostracio´n
Se tiene,
√
n (pˆ− p0) =
√
n
(
pˆ− p(n)
)
+
√
n
(
p(n) − p0
)
=
√
n
(
pˆ− p(n)
)
+ d.
Entonces al ser, bajo H1,n,
√
n
(
pˆ− p(n)
)
L→
n→∞ N (0,Σp0)
se llega a √
n (pˆ− p0) L→
n→∞ N (d,Σp0) .
Por otro lado la distribucio´n asinto´tica de la familia de estad´ısticos 2nWDhϕ (pˆ, p0)
y de la forma cuadra´tica
√
n (pˆ− p0)tA
√
n (pˆ− p0) es la misma segu´n se vio en el
Teorema 3.2. El resultado ahora se sigue sin ma´s que hacer uso de la observacio´n
anterior.
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En este apartado se va a hallar la distribucio´n asinto´tica de WDhϕ (p0, pˆ), es
decir, si se permutan los argumentos del apartado anterior.
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Se tiene p0 conocida y de la misma forma que en el caso anterior p se estima a
trave´s del vector de frecuencias relativas basado en una muestra aleatoria simple
de taman˜o n.
Sea
WDhϕ (p0, p) =
Λ∑
a=1
ηaha

M∑
i=1
uipi
M∑
i=1
uipi0
ϕa
(
pi0
pi
)
De manera ana´loga al apartado 3.2, desarrollando en serie de Taylor la funcio´n
WDhϕ (p0, pˆ) en el punto (pˆ1, ...., pˆM ) y en un entorno de (p1, ...., pM ), se obtiene
que las variables aleatorias
n
1
2
(
WDhϕ (p0, pˆ)−WDhϕ (p0, p)
)
y
n
1
2
M∑
i=1
si (pˆi − pi) = n 12St (pˆ− p)
siguen la misma distribucio´n asinto´tica, siendo S = (s1, ...., sM )
t y
si =
(
∂WDhϕ (p0, p)
∂pi
)
p=(p1,....,pM )
con i = 1, ...,M .
Ahora bien
n
1
2St (pˆ− p) L→
n→∞ N
(
0, σ2p
)
siendo
σ2p = S
tΣpS
Σp = diag (p)− ppt
p = (p1, ...., pM )
t .
Con lo que se puede establecer el siguiente teorema:
Teorema 3.4
Sea WDhϕ (p0, p) y su estimador analo´gico, WD
h
ϕ (p0, pˆ), obtenido al reem-
plazar pi por sus frecuencias relativas observadas pˆi, i = 1, ...,M , basadas en una
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muestra aleatoria simple de taman˜o n. Bajo las hipo´tesis de que las funciones ha
y ϕa, a = 1, ...,Λ, verifican las hipo´tesis requeridas en (1.15), se tiene
n
1
2
(
WDhϕ (p0, pˆ)−WDhϕ (p0, p)
)
L→
n→∞ N
(
0, σ2p
)
siempre y cuando σ2p > 0, donde
σ2p = S
tΣpS =
M∑
i=1
s2i pi −
(
M∑
i=1
sipi
)2
con
Σp = (pi (δij − pi))i,j=1,....,M = diag (p)− ppt
y
p = (p1, ...., pM )
t
siendo, ∀i = 1, ...,M ,
si =
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi
M∑
i=1
uipi0
ϕa
(
pi0
pi
)
 uiM∑
i=1
uipi0
(
ϕa
(
pi0
pi
)
− ϕ′a
(
pi0
pi
)
pi0
pi
)
 .
Corolario 3.8
En el caso de las (h, ϕ)-divergencias, es decir, si ui = u ∀i = 1, ....,M, se
tiene
si =
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
piϕa
(
pi0
pi
))(
ϕa
(
pi0
pi
)
− ϕ′a
(
pi0
pi
)
pi0
pi
)}
y
σ2p =
M∑
i=1
(
Λ∑
a=1
ηah
′
a
(
M∑
i=1
piϕa
(
pi0
pi
))(
ϕa
(
pi0
pi
)
− ϕ′a
(
pi0
pi
)
pi0
pi
))2
pi
−
(
M∑
i=1
(
Λ∑
a=1
ηah
′
a
(
M∑
i=1
piϕa
(
pi0
pi
))(
ϕa
(
pi0
pi
)
− ϕ′a
(
pi0
pi
)
pi0
pi
))
pi
)2
.
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Corolario 3.9
En el caso de las ϕ-divergencias ponderadas, WDϕ (p0, pˆ). Es decir, si Λ = 1,
η1 = 1, h1 (x) = x y ϕ1 (x) = ϕ (x), se tiene
si =
ui
M∑
i=1
uipi0
(
ϕ
(
pi0
pi
)
− ϕ′
(
pi0
pi
)
pi0
pi
)
y
σ2p =
M∑
i=1
 uiM∑
i=1
uipi0
(
ϕ
(
pi0
pi
)
− ϕ′
(
pi0
pi
)
pi0
pi
)2
pi

−

M∑
i=1
 uiM∑
i=1
uipi0
(
ϕ
(
pi0
pi
)
− ϕ′
(
pi0
pi
)
pi0
pi
) pi

2
.
Corolario 3.10
En el caso de las ϕ-divergencias, es decir, si ui = u ∀i = 1, ....,M, Λ = 1,
η1 = 1, h1 (x) = x y ϕ1 (x) = ϕ (x), se tiene
si = ϕ
(
pi0
pi
)
− ϕ′
(
pi0
pi
)
pi0
pi
y
σ2p =
M∑
i=1
(
ϕ
(
pi0
pi
)
− ϕ′
(
pi0
pi
)
pi0
pi
)2
pi−
(
M∑
i=1
(
ϕ
(
pi0
pi
)
− ϕ′
(
pi0
pi
)
pi0
pi
)
pi
)2
.
En el caso de la divergencia de Kullback, ϕ (x) = x log x− x+ 1, se tiene
σ2p =
M∑
i=1
p2i0
pi
− 1.
Si el primer te´rmino del desarrollo de Taylor de la funcio´nWDhϕ (p0, pˆ) es cero,
entonces para obtener su distribucio´n asinto´tica sera´ preciso recurrir al te´rmino
de segundo orden de dicho desarrollo.
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Proposicio´n 3.2
Sea Sn =
√
n
M∑
i=1
si (pˆi − pi) . Entonces
Sn = 0 ∀n⇔ σ2p = 0
Demostracio´n
Ana´loga a la demostracio´n de la Proposicio´n 3.1
Si p0 = p se tiene que σ2p = 0 y por consiguiente el primer te´rmino del desa-
rrollo en serie de Taylor deWDhϕ (p0, pˆ) se anula. Antes de abordar esta situacio´n,
en el siguiente teorema se presenta la distribucio´n asinto´tica de WDhϕ (p0, pˆ)
cuando σ2p = 0.
Teorema 3.5
Sea WDhϕ (p0, p) y su estimador analo´gico WD
h
ϕ (p0, pˆ) obtenido al reemplazar
pi por sus frecuencias relativas observadas pˆi, i = 1, ....,M , basadas en una mues-
tra aleatoria simple de taman˜o n. Bajo las hipo´tesis de que las funciones ha y
ϕa, a = 1, ....,Λ, verifican las hipo´tesis requeridas en (1.15). Si σ2p = 0, entonces
2n
[
WDhϕ (p0, pˆ)−WDhϕ (p0, p)
]
L→
n→∞
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias normales independientes de media cero y
varianza uno, los βi son los autovalores no nulos de BΣp y r = rango (ΣpBΣp).
Siendo
Σp = diag (p)− ppt
y
B =
(
∂2WDhϕ (p0, p)
∂pi∂pj
)
i,j=1,....,M
= (bij)i,j=1,...,M
con
bij =

Λ∑
a=1
ηah
′′
a

M∑
i=1
uipi
M∑
i=1
uipi0
ϕa
(
pi0
pi
) uiuj(M∑
i=1
uipi0
)2 (ϕa(pi0pi
)
− ϕ′a
(
pi0
pi
)
pi0
pi
)
×
(
ϕa
(
pj0
pj
)
− ϕ′a
(
pj0
pj
)
pj0
pj
)}
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y
bii =
Λ∑
a=1
ηah
′′
a

M∑
i=1
uipi
M∑
i=1
uipi0
ϕa
(
pi0
pi
) u2i(M∑
i=1
uipi0
)2 (ϕa(pi0pi
)
− ϕ′a
(
pi0
pi
)
pi0
pi
)2
+
Λ∑
a=1
ηah
′
a

M∑
i=1
uipi
M∑
i=1
uipi0
ϕa
(
pi0
pi
) uip2i0
p3i
M∑
i=1
uipi0
ϕ′′a
(
pi0
pi
) .
Demostracio´n
Se siguen los mismos pasos que en la demostracio´n del Teorema 3.2.
Observacio´n 3.3
Si p = p0 se tiene que
bij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi0
M∑
i=1
uipi0
si i = j .
Corolario 3.11
Si p = p0, en el caso de las (h, ϕ)-divergencias, es decir, si ui = u ∀i =
1, ...,M , se tiene
bij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
1
pi0
si i = j
.
Con lo cual
B =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1) diag
(
p−10
)
y si C = diag
(
p−10
)
, se tiene que CΣp0 es una matriz idempotente.
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(
pˆ, p
(
θˆh2,φ,w
))
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Entonces, si
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1) 6= 0
2nWDhϕ (p0, pˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n→∞ X
2
M−1.
Corolario 3.12
Si p = p0, en el caso de las ϕ-divergencias ponderadas, WDϕ (p0, pˆ), se tiene
bij =

0 si i 6= j
ϕ′′ (1)
ui
pi0
M∑
i=1
uipi0
si i = j
y
2nWDϕ (p0, pˆ)
L→
n→∞
M∑
i=1
βiZ
2
i
donde los βi son los autovalores de la matriz BΣp y Zi son variables aleatorias
normales independientes de media cero y varianza uno.
Si en el caso anterior adema´s ui = u ∀i = 1, ....,M , es decir, en el caso de
las ϕ-divergencias, se tiene
bij =
{
0 si i 6= j
ϕ′′ (1) p−1i0 si i = j
por lo que B = ϕ′′ (1)C, donde C = diag
(
p−10
)
.
Adema´s como ya se ha visto la matriz CΣp0 es idempotente. En conclusio´n,
si ϕ′′ (1) 6= 0 entonces
2nDϕ (p0, pˆ)
ϕ′′ (1)
L→
n→∞ X
2
M−1.
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Para realizar el contraste de bondad de ajuste
H0 : pi = pi0 (3.3)
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donde pi0 = p (θ) = (p1 (θ) , ..., pM (θ))
t ∈ ∆M,θ ⊂ ∆M y θ ∈ Θ ⊆ RM0 es
desconocido, se debera´ estimar previamente el para´metro. Es decir, hay que
elegir un valor p
(
θˆ
)
∈ ∆M,θ que sea lo ma´s consistente posible con las frecuencias
observadas pˆ. El me´todo ma´s conocido para seleccionar p (θ) consiste en estimar
θ por ma´xima verosilimitud en el modelo multinomial asociado, pero tambie´n es
una opcio´n razonable elegir el valor de p (θ) ∈ ∆M,θ ma´s pro´ximo a pˆ con respecto
a la medida WDhϕ (pˆ, p (θ)). En definitiva, se puede considerar p
(
θˆh,ϕ,w
)
, donde
θˆh,ϕ,w es el estimador de mı´nima WDhϕ-divergencia introducido y estudiado en el
Cap´ıtulo 2.
En el siguiente teorema se presenta la distribucio´n asinto´tica deWDhφ (pˆ, p (θ))
bajo la hipo´tesis dada en (3.3) .
Teorema 3.6
Supo´ngase que se verifican las condiciones de regularidad sen˜aladas en el Teo-
rema 2.2, entonces
2nWDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
L→
n→∞
M∑
i=1
βiZ
2
i
donde βi son los autovalores de la matriz
T = D
(
Σp(θ0) − LΣp(θ0) − Σp(θ0)Lt + LΣp(θ0)Lt
)
con
D = diag (U∗) 1
Ep(θ0) (u)
Σp(θ0) = diag (p (θ0))− p (θ0) p (θ0)t
L =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
U∗ =
(
u1
p1 (θ0)
, ...,
uM
pM (θ0)
)t
y las Zi son variables aleatorias normales e independientes de media cero y va-
rianza uno.
3.4. Distribucio´n asinto´tica de WDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
75
Demostracio´n
Se sabe que
θˆh2,φ,w − θ0 =
(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
(pˆ− p (θ0)) + op
(
n−1/2
)
= C (θ0) (pˆ− p (θ0)) + op
(
n−1/2
)
y que
p
(
θˆh2,φ,w
)
− p (θ0) =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)(
θˆh2,φ,w − θ0
)
+ op
(
n−1/2
)
.
Por tanto
p
(
θˆh2,φ,w
)
− p (θ0) =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)
C (θ0) (pˆ− p (θ0)) + op
(
n−1/2
)
con C (θ0) definido de la misma forma que en el Teorema 2.4.
En lo que sigue se denotara´
L =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
=
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)
C (θ0) .
Al ser pˆ− p (θ0)
p
(
θˆh2,φ,w
)
− p (θ0)

2M×1
=
(
I
L
)
2M×M
(pˆ− p (θ0))M×1 + op
(
n−1/2
)
se tiene que
√
n
 pˆ− p (θ0)
p
(
θˆh2,φ,w
)
− p (θ0)

2M×1
L→
n→∞ N
(
0,
(
I
L
)
Σp(θ0)
(
I, Lt
))
ya que √
n (pˆ− p (θ0)) L→
n→∞ N
(
0,Σp(θ0)
)
.
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Es decir,
√
n
 pˆ− p (θ0)
p
(
θˆh2,φ,w
)
− p (θ0)

2M×1
L→
n→∞ N
(
0,
(
Σp(θ0) Σp(θ0)L
t
LΣp(θ0) LΣp(θ0)L
t
))
y en consecuencia
√
n
(
pˆ− p
(
θˆh2,φ,w
))
L→
n→∞ N
(
0,Σp(θ0) − Σp(θ0)Lt − LΣp(θ0) + LΣp(θ0)Lt
)
.
Por otro lado, llamando
A =WDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
,
se tiene
A =
1
2
M∑
i,j=1
(
∂2WDh1ϕ (p, p (θ0))
∂pi∂pj
)
p=p(θ0)
(pˆi − pi (θ0)) (pˆj − pj (θ0))
+
1
2
2
M∑
i,j=1
(
∂2WDh1ϕ (p, p (θ0))
∂pi∂pj (θ0)
)
p=p(θ0)
(pˆi − pi (θ0))
(
pj
(
θˆh2,φ2,w
)
− pj (θ0)
)
+
1
2
M∑
i,j=1
(
∂2WDh1ϕ (p, p (θ0))
∂pi (θ0) ∂pj (θ0)
)
p=p(θ0)
(
pi
(
θˆh2,φ,w
)
− pi (θ0)
)(
pj
(
θˆh2,φ,w
)
− pj (θ0)
)
+op
(
n−1
)
.
Ahora(
∂2WDh1ϕ (p, p (θ0))
∂pi∂pj
)
p=p(θ0)
=

0 si i 6= j
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
si i = j
(
∂2WDh1ϕ (p, p (θ0))
∂pi∂pj (θ0)
)
p=p(θ0)
=

0 si i 6= j
−
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
si i = j
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(
∂2WDh1ϕ (p, p (θ0))
∂pi (θ0) ∂pj (θ0)
)
p=p(θ0)
=

0 si i 6= j
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
si i = j
en consecuencia
A =
1
2
M∑
i=1
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
(pˆi − pi (θ0))2
−
M∑
i=1
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
(pˆi − pi (θ0))
(
pi
(
θˆh2,φ,w
)
− pi (θ0)
)
+
1
2
M∑
i=1
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
(
pi
(
θˆh2,φ,w
)
− pi (θ0)
)2
+op
(
n−1
)
=
1
2
M∑
i=1
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
[
(pˆi − pi (θ0))2
−2 (pˆi − pi (θ0))
(
pi
(
θˆh2,φ,w
)
− pi (θ0)
)
+
(
pi
(
θˆh2,φ,w
)
− pi (θ0)
)2]
+op
(
n−1
)
=
1
2
M∑
i=1
Λ∑
a=1
ηah
′
1a (0)ϕ
′′
a (1)
ui
pi (θ0)Ep(θ0) (u)
(
pˆi − pi
(
θˆh2,φ,w
))2
+ op
(
n−1
)
.
As´ı pues,
2WDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
=
M∑
i=1
ui
pi (θ0)Ep(θ0) (u)
(
pˆi − pi
(
θˆh2,φ,w
))2
+ op
(
n−1
)
o lo que es lo mismo
2WDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
=
(
pˆ− p
(
θˆh2,φ,w
))t
D
(
pˆ− p
(
θˆh2,φ,w
))
+ op
(
n−1
)
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con
D = diag (U∗) 1
Ep(θ0) (u)
.
Resumiendo, por un lado se tiene
√
n
(
pˆ− p
(
θˆh2,φ,w
))
L→
n→∞ N
(
0,Σp(θ0) − Σp(θ0)Lt − LΣp(θ0) + LΣp(θ0)Lt
)
y por otro lado
2nWDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
= n
(
pˆ− p
(
θˆh2,φ,w
))t
D
(
pˆ− p
(
θˆh2,φ,w
))
+ op (1)
con lo cual
2nWDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
L→
n→∞
M∑
i=1
βiZ
2
i
donde βi son los autovalores de la matriz
T = D
(
Σp(θ0) − LΣp(θ0) − Σp(θ0)Lt + LΣp(θ0)Lt
)
y Zi son variables aleatorias normales e independientes de media cero y varianza
uno.
Corolario 3.13
En el caso de las (h, ϕ)-divergencias, es decir, si ui = u ∀i = 1, ...,M, entonces
se tiene
2nDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
L→
n→∞ X
2
M−M0−1.
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Demostracio´n
En este caso se tiene que
2nDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
L→
n→∞
M∑
i=1
βiZ
2
i
donde βi son los autovalores de la matriz
T = D
(
Σp(θ0) − LΣp(θ0) − Σp(θ0)Lt + LΣp(θ0)Lt
)
con
D = diag
(
p (θ0)
−1
)
Σp(θ0) = diag (p (θ0))− p (θ0) p (θ0)t
L =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)(
A (θ0)
tA (θ0)
)−1
A (θ0)
t diag
(
p (θ0)
−1
)1/2
siendo
A (θ0) = diag
(
p (θ0)
−1/2
)((∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)
.
Es inmediato comprobar que los autovalores de la matriz
diag
(
p−1
)
M
coinciden con los autovalores de la matriz
diag
(
p−1/2
)
Mdiag
(
p−1/2
)
ya que∣∣diag (p−1)M − λI∣∣ = 0⇐⇒ ∣∣∣diag (p−1/2)Mdiag (p−1/2)− λI∣∣∣ = 0.
Por tanto los autovalores de la matriz T son los mismos que los de la matriz
T ∗, con
T ∗ = diag
(
p (θ0)
−1/2
) (
Σp(θ0) − LΣp(θ0) − Σp(θ0)Lt + LΣp(θ0)Lt
)
diag
(
p (θ0)
−1/2
)
= diag
(
p (θ0)
−1/2
)
Σp(θ0)diag
(
p (θ0)
−1/2
)
− diag
(
p (θ0)
−1/2
)
LΣp(θ0)diag
(
p (θ0)
−1/2
)
+diag
(
p (θ0)
−1/2
)
LΣp(θ0)L
tdiag
(
p (θ0)
−1/2
)
.
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Ahora bien, llamando
S = diag
(
p (θ0)
−1/2
)
Σp(θ0)diag
(
p (θ0)
−1/2
)
se tiene
S = diag
(
p (θ0)
−1/2
) (
diag (p (θ0))− p (θ0) p (θ0)t
)
diag
(
p (θ0)
−1/2
)
= I − diag
(
p (θ0)
−1/2
)
p (θ0) p (θ0)
t diag
(
p (θ0)
−1/2
)
= I − p (θ0)1/2
(
p (θ0)
1/2
)t
.
A continuacio´n, se da una forma ma´s sencilla de expresar la matriz
B = diag
(
p (θ0)
−1/2
)
LΣp(θ0)diag
(
p (θ0)
−1/2
)
.
Se tiene
B = diag
(
p (θ0)
−1/2
)
L
(
diag (p (θ0))− p (θ0) p (θ0)t
)
diag
(
p (θ0)
−1/2
)
= diag
(
p (θ0)
−1/2
)
Ldiag
(
p (θ0)
1/2
)
−diag
(
p (θ0)
−1/2
)
Lp (θ0) p (θ0)
t diag
(
p (θ0)
−1/2
)
y teniendo en cuenta que
p (θ0)
t =
√
p (θ0)
tdiag
(
p (θ0)
1/2
)
B = diag
(
p (θ0)
−1/2
)
Ldiag
(
p (θ0)
1/2
)
−diag
(
p (θ0)
−1/2
)
Ldiag
(
p (θ0)
1/2
)√
p (θ0)
√
p (θ0)
t
= diag
(
p (θ0)
−1/2
)
Ldiag
(
p (θ0)
1/2
)(
I −
√
p (θ0)
√
p (θ0)
t
)
= KS
siendo
K = diag
(
p (θ0)
−1/2
)
Ldiag
(
p (θ0)
1/2
)
.
Con lo que se llega a
T ∗ = S −KS − SKt +KSKt
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siendo
K = diag
(
p (θ0)
−1/2
)
Ldiag
(
p (θ0)
1/2
)
= diag
(
p (θ0)
−1/2
)
J (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t diag
(
p (θ0)
−1
)1/2
diag
(
p (θ0)
1/2
)
con
J (θ0) =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)
.
Ahora bien,
A (θ0) = diag
(
p (θ0)
−1/2
)((∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)
= diag
(
p (θ0)
−1/2
)
J (θ0)
con lo cual se tiene
K = A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t .
Como consecuencia
T ∗ = S −A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t S − SA (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
+A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t SA (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
= I −
√
p (θ0)
√
p (θ0)
t −A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
(
I −
√
p (θ0)
√
p (θ0)
t
)
−
(
I −
√
Q (θ0)
√
Q (θ0)
t
)
A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
+A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
(
I −
√
p (θ0)
√
p (θ0)
t
)
×A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t .
Adema´s √
p (θ0)
tA (θ0) = 0
entonces
T ∗ = I −
√
p (θ0)
√
p (θ0)
t −A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t .
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Veamos que es idempotente
(T ∗)2 = I −
√
p (θ0)
√
p (θ0)
t −A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
−
√
p (θ0)
√
p (θ0)
t +
√
p (θ0)
√
p (θ0)
t
√
p (θ0)
√
p (θ0)
t
+
√
p (θ0)
√
p (θ0)
tA (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
−A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
+A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
√
p (θ0)
√
p (θ0)
t
+A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
tA (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
como,
A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
√
p (θ0)
√
p (θ0)
t = 0
y √
p (θ0)
t
√
p (θ0) = 1
se tiene
(T ∗)2 = I −
√
p (θ0)
√
p (θ0)
t −A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
= T ∗.
Al ser idempotente la matriz T ∗, tiene u´nicamente los autovalores “0” y “1”.
Veamos el nu´mero de autovalores unitarios
traza (T ) = traza (I)− traza
(√
p (θ0)
√
p (θ0)
t
)
−traza
(
A (θ0)
(
A (θ0)
tA (θ0)
)−1
A (θ0)
t
)
= M − 1− traza
((
A (θ0)
tA (θ0)
)−1
A (θ0)
tA (θ0)
)
= M − 1−M0
ya que (
A (θ0)
tA (θ0)
)−1
A (θ0)
tA (θ0) = IM0×M0 .
Corolario 3.14
En el caso de las WDϕ
(
pˆ, p
(
θˆφ
))
, es decir, si Λ = 1, η1 = 1, h11 (x) =
3.5. Contraste de bondad de ajuste 83
h12 (x) = x, ϕ1 (x) = ϕ (x) y φ1 (x) = φ (x), entonces se tiene
2nWDϕ
(
pˆ, p
(
θˆφ
))
ϕ′′ (1)
L→
n→∞
M∑
i=1
βiZ
2
i
donde βi son los autovalores de la matriz
T = D
(
Σp(θ0) − LΣp(θ0) − Σp(θ0)Lt + LΣp(θ0)Lt
)
con
D = diag (U∗) 1
Ep(θ0) (u)
Σp(θ0) = diag (p (θ0))− p (θ0) p (θ0)t
L =
((
∂pi (θ)
∂θr
)
i=1,...,M
r=1,...,M0
)(
A∗ (θ0)tA∗ (θ0)
)−1
A∗ (θ0)t diag
(
U1/2∗
)
y Zi son variables aleatorias normales e independientes de media cero y varianza
uno.
Corolario 3.15
Si adema´s ui = u ∀i = 1, ...,M, es decir en el caso de las ϕ-divergencias,
entonces
2nDϕ
(
pˆ, p
(
θˆφ
))
ϕ′′ (1)
L→
n→∞ X
2
M−M0−1.
Demostracio´n
Ana´loga al Corolario 3.13.
3.5. Contraste de bondad de ajuste
Sea X1, ...., Xn una muestra aleatoria que se sospecha que procede de una
poblacio´n X con valores en el espacio (X , βχ, P ). Sea A = {A1, ..., AM} ⊂ βχ
una particio´n de X , con
pj0 ≡ pj (θ0) = Pθ0 (Aj) 1 ≤ j ≤M .
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Es decir, la distribucio´n de X se supone completamente conocida. Supuesto que
sobre cada elemento Aj , j = 1, ...,M , de la particio´n A existe una ponderacio´n
uj , j = 1, ...,M , se trata de contrastar
H0 : p = p0
con p0 ≡ p (θ0).
As´ı, el test basado en WDhϕ (pˆ, p0) viene dado por
φ1 (pˆ1, ...., pˆM ) =
{
1 si T1 > tα
0 en otro caso
(3.4)
siendo
T1 = 2nWDhϕ (pˆ, p0)
y tα un nu´mero real tal que
P
(
r∑
i=1
βiZ
2
i > tα
)
= α
donde βi y Zi son los definidos en el Corolario 3.4.
Si se desea contrastar la hipo´tesis nula compuesta de que H0 : p = p (θ),
θ ∈ Θ ⊂ RM0 , el test basado en WDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
viene dado por
φ2 (pˆ1, ...., pˆM ) =
{
1 si T2 > t∗α
0 en otro caso
(3.5)
siendo
T2 =
2nWDh1ϕ
(
pˆ, p
(
θˆh2,φ,w
))
Λ∑
a=1
ηah′1a (0)ϕ
′′
a (1)
con θˆh2,φ,w el estimador de θ de mı´nima (h2, φ)-divergencia ponderada y t
∗
α un
nu´mero real tal que
P
(
r∑
i=1
βiZ
2
i > t
∗
α
)
= α
donde βi y Zi esta´n definidas en el Teorema 3.5.
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Observacio´n 3.4
Al realizar el procedimiento de contraste anterior uno se puede sentir preocu-
pado al haber obtenido un procedimiento de contraste basado en una combinacio´n
lineal de Ji-cuadrados. Pero si uno lee cuidadosamente el trabajo de Rao y Scott
(1981) esta preocupacio´n desaparece ya que en e´l se presentan diversos, intere-
santes y precisos procedimientos para aproximar combinaciones lineales de Ji-
cuadrados mediante una distribucio´n Ji-cuadrado. Adema´s como sen˜alan Jensen
y Solomon (1972) no debe uno de extran˜arse al encontrarse un procedimiento
inferencial que de lugar a una combinacio´n lineal de Ji-cuadrados.
Ahora se analizara´n diversas aproximaciones de combinaciones lineales de
Ji-cuadrados mediante una Ji-cuadrado.
a) Si se considera el estad´ıstico
(β∗)−1 2nWDhϕ (pˆ, p0)
con β∗ = ma´x {β1, ...., βr}, se tiene
(β∗)−1 2nWDhϕ (pˆ, p0) ≤
r∑
i=1
Z2i .
Como la distribucio´n de
r∑
i=1
Z2i es una Ji-cuadrado con r grados de libertad,
si rechazamos la hipo´tesis nula H0 : p = p0 si
(β∗)−1 2nWDhϕ (pˆ, p0) ≥ X 2r
se tendra´ un test conservativo. En esta aproximacio´n u´nicamente se necesitara´
el mayor autovalor. En general β∗ sera´ desconocido, pero no sera´ dif´ıcil obtener
un estimador consistente βˆ∗ de β∗.
b) Si se considera el estad´ıstico(
β¯
)−1 2nWDhϕ (pˆ, p0)
con
β¯ =
r∑
i=1
βi
r
se tiene (
β¯
)−1 2nWDhϕ (pˆ, p0) ≤ r∑
i=1
Z2i ,
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y por tanto se puede suponer que aproximadamente la distribucio´n asinto´tica del
estad´ıstico
(
β¯
)−1 2nWDhϕ (pˆ, p0) es un Ji-cuadrado con r grados de libertad.
Podemos observar lo siguiente:
E
[(
β¯
)−1 2nWDhϕ (pˆ, p0)] = (β¯)−1 r∑
i=1
βiE
[
Z2i
]
= r = E
[X 2r ]
V a
[(
β¯
)−1 2nWDhϕ (pˆ, p0)] = 2
r∑
i=1
βi
β¯2
= 2r +
r∑
i=1
(
βi − β¯
)2
β¯2
2r
(
1 + CV (β)2
)
> V a
[X 2r ] ,
donde CV (β) es el coeficiente de variacio´n de las βi.
Luego con esta aproximacio´n se consigue un estad´ıstico que tiene igual espe-
ranza que la Ji-cuadrado correspondiente, pero mayor varianza.
Si se denota por Λ = diag (β1, ...., βr) se tiene
E
[
r∑
i=1
βiZ
2
i
]
=
r∑
i=1
βi = traza (Λ) = traza (AΣp)
siendo A la matriz diagonal obtenida en el Corolario 3.4 y que viene dada por
A = (aij)i,j=1,...,M =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi0
M∑
i=1
uipi0
si i = j .
Por tanto,
r∑
i=1
βi =
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)
r∑
i=1
pi0 (1− pi0) ui
pi0
M∑
i=1
uipi0
=
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)
r∑
i=1
ui (1− pi0)
M∑
i=1
uipi0
 .
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En consecuencia se podra´ calcular β¯, mediante
β¯ =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
r

r∑
i=1
ui (1− pi0)
M∑
i=1
uipi0
 .
En el procedimiento de aproximacio´n anterior se consideraba un estad´ıstico
con la misma esperanza que la Ji-cuadrado a la que se le aproximaba. En el
siguiente procedimiento no solamente el estad´ıstico tendra´ la misma esperanza
sino que tambie´n tendra´ la misma varianza.
c) Si se considera el estad´ıstico
(
β¯
)−1 (1 + λ2)−1 2nWDhϕ (pˆ, p0)
y se le aproxima por una X 2v siendo v = r1+λ2 y λ2 =
r∑
i=1
(βi−β¯)2
rβ¯2
se tiene que
E
[(
β¯
)−1 (1 + λ2)−1 2nWDhϕ (pˆ, p0)] = 11 + λ2 rr∑
i=1
βi
r∑
i=1
βi =
r
1 + λ2
= E
[X 2v ]
V a
[(
β¯
)−1 (1 + λ2)−1 2nWDhϕ (pˆ, p0)] = 1β¯2 1(1 + λ2)2 2
r∑
i=1
β2i =
2r
1 + λ2
= V a
[X 2v ] .
Al igual que en las situaciones anteriores sera´ necesario calcular β¯ y λ2. La
forma de calcular β¯ ya se establecio´. En cuanto a la forma de estimar λ2 sera´
suficiente con ser capaces de calcular
r∑
i=1
β2i . Al ser ,
r∑
i=1
β2i = traza
(
Λ2
)
= traza
(
(AΣp)
2
)
=
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)2
(
M∑
i=1
uipi0
)2
 r∑
i=1
u2i (1− 2pi0)2 +
(
r∑
i=1
uipi0
)2
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se tiene que
r∑
i=1
β2i viene dado por
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)2
(
M∑
i=1
uipi0
)2
 r∑
i=1
u2i (1− 2pi0)2 +
(
r∑
i=1
uipi0
)2 .
d) Para valores pequen˜os de k esta´ tabulada la funcio´n de distribucio´n de la
variable aleatoria
k∑
i=1
aiZ
2
i
Estas tabulaciones se pueden encontrar en Solomon (1960), Johnson y Kotz
(1968), Jensen y Solomon (1972), Eckler (1969) y Gupta (1963).
Un estudio similar se puede llevar a cabo cuando se considera una hipo´tesis
nula compuesta.
3.5.1. Potencia del contraste
Sea p∗ = (p∗1, ...., p∗M )
t 6= p0 = (p10, ...., pM0)t entonces la potencia del test en
p∗ = (p∗1, ...., p∗M ) dado en (3.4) viene dada por
βn (p∗1, ...., p
∗
M ) = PF ∗ (T1 > tα) = PF ∗
(
2nWDhϕ (pˆ, p0) > tα
)
.
Ahora bien, como
n
1
2
(
WDhϕ (pˆ, p0)−WDhϕ (p∗, p0)
)
L→
n→∞ N
(
0, σ2p
)
se tiene
βn (p∗1, ...., p
∗
M ) = P
(
n1/2WDhϕ (pˆ, p0) >
tα
2n1/2
)
= P
(
n
1
2
(
WDhϕ (pˆ, p0)−WDhϕ (p∗, p0)
)
σp∗
>
tα
2n1/2
− n1/2WDhϕ (p∗, p0)
σp∗
)
.
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Es decir,
βn (p∗1, ...., p
∗
M ) = 1− Φn
(
tα − 2nWDhϕ (p∗, p0)
2n1/2σp∗
)
(3.6)
donde Φn (x) es una sucesio´n de funciones de distribucio´n que tiende uniforme-
mente a la funcio´n de distribucio´n, Φ, de una normal de media cero y varianza
uno y σp∗ es la expresio´n definida en el Teorema 3.1 para p∗ = (p∗1, ...., p∗M )
t.
Adema´s
lim
n→∞βn (p
∗
1, ...., p
∗
M ) = 1
por lo que el test obtenido es asinto´ticamente consistente en el sentido de Fraser.
Ahora se calculara´ una aproximacio´n a la funcio´n de potencia para el contraste
de hipo´tesis nula compuesta dado en (3.5). Sea q /∈ {p (θ) : θ ∈ Θ}. Supuesto que
la hipo´tesis alternativa q es cierta, se tiene
pˆ
P→
n→∞ q.
Supongamos que existe
θa = arg inf
θ∈Θ
WDhφ (q, p (θ))
verificando que
p
(
θˆh,φ,w
)
c.s.→
n→∞ p (θa)
y adema´s √
n
(
pˆ− p
(
θˆh,φ,w
))
L→
n→∞ N (0,Σ)
donde
Σ =
(
Σ11 Σ12
Σ21 Σ22
)
, Σ11 = diag (q)− qtq, Σ12 = Σ21.
En estas condiciones se tiene el siguiente resultado.
Teorema 3.7
Bajo las hipo´tesis dadas en el Teorema 3.6, se verifica que
√
n
(
WDhϕ
(
pˆ, p
(
θˆh,φ,w
))
−WDhϕ (q, p (θa))
)
converge en ley a una normal de media cero y varianza σ2 dada por
σ2 = TΣ11T t + TΣ12St + SΣ21T t + SΣ22St (3.7)
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siendo
T = (t1, ..., tM )
t y S = (s1, ..., sM )
t
con
ti =
(
∂
∂qi
WDhϕ (q, p)
)
p=p(θa)
, i = 1, ...,M
y
si =
(
∂
∂pi
WDhϕ (q, p)
)
p=p(θa)
, i = 1, ...,M .
Demostracio´n
El desarrollo en serie de Taylor de primer orden da
WDhϕ
(
pˆ, p
(
θˆh,φ,w
))
= WDhϕ (q, p (θa)) + T (pˆ− q) + S
(
p
(
θˆh,φ,w
)
− p (θa)
)t
+o
(
‖pˆ− q‖+
∥∥∥pˆ(θˆh,φ,w)− p (θa)∥∥∥) .
Ahora el resultado se sigue de forma inmediata de las hipo´tesis del teorema.
Haciendo uso de este teorema se tiene que la potencia del test (3.5) viene
dada por
βn (q1, ..., qM ) = 1− Φn
(
t∗α − 2nWDhϕ (q, p (θa))
2n1/2σ
)
(3.8)
donde σ viene dada en (3.7) y Φn (x) es una sucesio´n de funciones de distribucio´n
que tiende a la funcio´n de distribucio´n, Φ, de una normal de media cero y varianza
uno.
Observacio´n 3.5
Las aproximaciones obtenidas de las funciones de potencia permiten dar un
procedimiento para la determinacio´n del taman˜o muestral. Para fijar ideas se
considerara´ la funcio´n de potencia dada en (3.6) para el test estad´ıstico conside-
rado en (3.4). La cuestio´n que se plantea ahora es ¿Co´mo utilizar la funcio´n de
potencia para la determinacio´n el taman˜o muestral? Sea p∗ = (p∗1, ..., p∗M )
t un
punto de la alternativa de forma que en e´l se desea tener una potencia igual a
β∗. El taman˜o muestral, n∗, necesario para alcanzar en p∗ una potencia β∗, se
obtendra´ como solucio´n de la ecuacio´n
β∗ = 1− ΦN(0,1)
(
tα − 2nWDhϕ (p∗, p0)
2n1/2σp∗
)
.
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Luego el n∗ debera´ ser solucio´n de la ecuacio´n
4n2WDhϕ (p
∗, p0)− 4n
(
tαWD
h
ϕ (p
∗, p0) + σ2p∗Φ
−1
N(0,1) (1− β∗)2
)
+ t2α = 0
y esta viene dada por
n∗ =
4
(
tαWD
h
ϕ (p
∗, p0) + σ2p∗Φ
−1
N(0,1) (1− β∗)2
)
8WDhϕ (p∗, p0)
+
√(
tαWDhϕ (p∗, p0) + σ2p∗Φ
−1
N(0,1) (1− β∗)2
)2 − 16WDhϕ (p∗, p0) t2α
8WDhϕ (p∗, p0)
+ 1
donde [x] denota la parte entera de x.
Un estudio ana´logo se podr´ıa realizar con la funcio´n de potencia dada en (3.8)
para el estad´ıstico considerado en (3.5).
Una aproximacio´n, distinta a la dada en (3.6), se puede obtener para la
funcio´n de potencia del test estad´ıstico definido en (3.4) si se considera el resul-
tado obtenido en el Teorema 3.3. As´ı dado p(n) = p0+n−1/2d con d = (d1, ..., dM )t
y
M∑
i=1
di = 0, se tiene
β
(
p(n)
)
= P (T1 > tα/H1,n)
donde H1,n esta´ definido en (3.2). Luego
β
(
p(n)
)
= 1−Gn (tα)
para una sucesio´n de funciones de distribucio´n Gn (x) que tienden uniformemente
a la funcio´n de distribucio´n de la variable aleatoria
r∑
i=1
βi (Zi + wi)
2 .
De la misma forma se puede proceder para el test estad´ıstico definido en (3.5).
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3.6. Otros contrastes de intere´s
A continuacio´n se muestran otros contrastes de hipo´tesis que se pueden rea-
lizar basa´ndose en los resultados asinto´ticos obtenidos previamente para las (h, ϕ)-
divergencias ponderadas.
3.6.1. La WDhϕ (p, p0) es un valor prefijado
Se trata de contrastar que la (h, ϕ)-divergencia ponderada entre las distribu-
ciones p y p0 es un valor prefijado W0, supuesto que p0 es conocida, es decir{
H0 : WDhϕ (p, p0) =W0
H1 : WDhϕ (p, p0) 6=W0
con W0 6= 0.
El test viene definido por
φ3 (pˆ1, ...., pˆM ) =
{
1 si |T3| > zα/2
0 en otro caso
donde
T3 =
n1/2
[
WDhϕ (pˆ, p0)−W0
]
σˆp
siendo σˆp el valor de σp dado en el Teorema 3.1 para pˆ y zα es un nu´mero real
tal que
P (N (0, 1) > zα) = α.
Obse´rvese que por el Teorema 3.1,
n1/2
[
WDhϕ (pˆ, p0)−W0
]
σp
L→
n→∞ N (0, 1)
y por otro lado
σˆp
P→
n→∞ σp
luego aplicando el teorema de Slutsky (ver Ferguson 1996, Cap´ıtulo 6), se tiene
que
T3
L→
n→∞ N (0, 1) .
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En este contexto, un intervalo de confianza a nivel 1 − α para WDhϕ (p, p0)
viene dado por
WDhϕ (p, p0)± zα/2
σˆp
n1/2
.
3.6.2. Las WDhϕ (p, p0) entre r pares de distribuciones coinciden
con un valor prefijado
Sean pj , pj0 ∈ ∆M para j = 1, ...., r. Se trata de contrastar que las (h, ϕ)-
divergencias ponderadas entre r pares (pj , pj0); j = 1, ...., r, son iguales a un valor
W0 supuesto que las pj0 son conocidas, es decir
H0 :WDhϕ (p1, p10) = ...... =WD
h
ϕ (pr, pr0) =W0
con W0 conocido, frente a la alternativa H1 : ∃j, k ∈ {1, ...., r} de tal forma que
WDhϕ (pj , pj0) 6= WDhϕ (pk, pk0). Se consideran r muestras independientes y a
partir de ellas pˆj , j = 1, ..., r.
Se sabe que
√
nj
[
WDhϕ (pˆj , pj0)−W0
]
σˆpj
L→
n→∞ N (0, 1) ∀j ∈ {1, ...., r} .
Por tanto
nj
[
WDhϕ (pˆj , pj0)−W0
]2
σˆ2pj
L→
n→∞ X
2
1
y por consiguiente
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)−W0
]2
σˆ2pj
L→
n→∞ X
2
r .
As´ı, si se quiere contrastar
H0 :WDhϕ (p1, p1j0) = ...... =WD
h
ϕ (pr, pr0) =W0
el test vendra´ dado por
φ4
(
pˆ
(1)
1 , ...., pˆ
(1)
M , ...., pˆ
(r)
1 , ...., pˆ
(r)
M
)
=
{
1 si T4 > X 2r,α
0 en otro caso
94 Distribucio´n asinto´tica de las (h, ϕ)-divergencias ponderadas: Aplicaciones estad´ısticas
siendo
T4 =
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)−W0
]2
σˆ2pj
donde σˆ2pj son las expresiones de la varianza σ
2
p dadas en el Teorema 3.1 cuando
pi se sustituye por pˆ
(j)
i ; i = 1, ....,M, j = 1, ...., r y X 2r,α es un nu´mero real positivo
verificando P
(X 2r > X 2r,α) = α.
3.6.3. Las WDhϕ (pj, pj0) entre r pares de distribuciones coinciden
Si se considera que las pj0 son conocidas; j = 1, ...., r, se trata, en este caso,
de realizar el siguiente contraste
H0 :WDhϕ (p1, p10) = ...... =WD
h
ϕ (pr, pr0)
a partir de r muestras independientes.
El test, entonces vendra´ dado por
φ5
(
pˆ
(1)
1 , ...., pˆ
(1)
M , ...., pˆ
(r)
1 , ...., pˆ
(r)
M
)
=
{
1 si T5 > X 2r−1,α
0 en otro caso
siendo
T5 =
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯
]2
σˆ2pj
donde
W¯ =
 r∑
j=1
nj
σˆ2pj
−1 r∑
j=1
njWD
h
ϕ (pˆj , pj0)
σˆ2pj
y las σˆ2pj se obtienen como el contraste anterior.
A continuacio´n se vera´ que la distribucio´n asinto´tica del estad´ıstico T5 es una
Ji-cuadrado con r-1 grados de libertad.
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)−W0
]2
σˆ2pj
=
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯ + W¯ −W0
]2
σˆ2pj
=
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯
]2
σˆ2pj
+
r∑
j=1
nj
σˆ2pj
(
W¯ −W0
)2
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ya que el doble producto se anula sin ma´s que considerar la definicio´n de W¯ .
Por un lado se tiene que el primer te´rmino de la igualdad se distribuye
asinto´ticamente como una X 2r .
Por otro, se vera´ que el segundo te´rmino del lado derecho de la igualdad sigue
una distribucio´n X 21 .
Se sabe que
√
nj
[
WDhϕ (pˆj , pj0)−W0
]
σˆpj
L→
n→∞ N (0, 1) ∀j ∈ {1, ...., r}
por tanto
√
nWDhφ
(
Pˆj , Qj
)
σˆpj
≈ N
(√
njW0
σˆpj
, 1
)
√
nj
σˆpj
√
njWD
h
ϕ (pˆj , pj0)
σˆpj
≈ N
(
njW0
σˆ2pj
,
nj
σˆ2pj
)
r∑
j=1
njWD
h
ϕ (pˆj , pj0)
σˆ2pj
≈ N
(
W0
r∑
j=1
nj
σˆ2pj
,
r∑
j=1
nj
σˆ2pj
)
r∑
j=1
nj
σˆ2pj
W¯ =
r∑
j=1
njWD
h
ϕ (pˆj , pj0)
σˆ2pj
≈ N
(
W0
r∑
j=1
nj
σˆ2pj
,
r∑
j=1
nj
σˆ2pj
)
√
r∑
j=1
nj
σˆ2pj
W¯ ≈ N
(
W0
√
r∑
j=1
nj
σˆ2pj
, 1
)
.
Entonces, √√√√ r∑
j=1
nj
σˆ2pj
(
W¯ −W0
) L→
n→∞ N (0, 1)
y
r∑
j=1
nj
σˆ2pj
(
W¯ −W0
)2 L→
n→∞ X
2
1 .
Es decir, se tiene
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)−W0
]2
σˆ2pj︸ ︷︷ ︸
X 2r
=
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯
]2
σˆ2pj
+
r∑
j=1
nj
σˆ2pj
(
W¯ −W0
)2
︸ ︷︷ ︸
X 21
.
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Si las r muestras son independientes, se puede aplicar el siguiente resultado
del Teorema de Cochran; ( Rao 1973, pa´g. 187. Resultado iii) ):
Sea Y tY = Y tAY +Y tBY con Y normal r-dimensional con vector de medias
cero y matriz de varianzas covarianzas la identidad e Y tAY distribuida como una
Ji-cuadrado con a grados de libertad, entonces Y tBY se distribuye como una
Ji-cuadrado con r-a grados de libertad.
Se aplicara´ este resultado para establecer que
T5 =
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯
]2
σˆ2pj
sigue una distribucio´n Ji-cuadrado con r-1 grados de libertad.
En efecto, si
Yj =
√
nj
[
WDhϕ (pˆj , pj0)−W0
]
σˆpj
e Y = (Y1, ...., Yr)
t. Basta comprobar que
Y tAY =
r∑
j=1
nj
σˆ2pj
(
W¯ −W0
)2
con rango (A) = 1 y que
Y tBY =
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯
]2
σˆ2pj
.
Como
W¯ =
1
a
r∑
j=1
njWD
h
ϕ (pˆj , pj0)
σˆ2pj
con
a =
r∑
j=1
nj
σˆ2pj
se tiene que
r∑
j=1
nj
σˆ2pj
(
W¯ −W0
)2 = a (W¯ −W0)2
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= a
1
a
r∑
j=1
njWD
h
ϕ (pˆj , pj0)
σˆ2pj
−W0
2
=
1
a
 r∑
j=1
njWD
h
ϕ (pˆj , pj0)
σˆ2pj
−
r∑
j=1
nj
σˆ2pj
W0
2
=
1
a
 r∑
j=1
njWD
h
ϕ (pˆj , pj0)−W0
σˆ2pj
2
=
1
a
 r∑
j=1
√
nj
σˆpj
Yj
2
=
1
a
r∑
j=1
r∑
i=1
√
nj
σˆpj
√
ni
σˆpi
YjYi = Y tAY
donde A = (aij)i,j=1,....,r y
aij =
(√
nj
σˆpj
√
ni
σˆpi
) r∑
j=1
nj
σˆ2pj
−1 .
Adema´s ∀i, j, k, l = 1, ...., r∣∣∣∣∣ aij aikalj alk
∣∣∣∣∣ = aijalk − aikalj
=
(√
nj
σˆpj
√
ni
σˆpi
√
nl
σˆpl
√
nk
σˆpk
−
√
nk
σˆpk
√
ni
σˆpi
√
nj
σˆpj
√
nl
σˆpl
)
a−2 = 0
lo que significa que el rango (A) = 1.
Finalmente, B = I −A y aplicando el corolario anteriormente citado se tiene
en definitiva que
Y tBY ≈ X 2r−1.
En conclusio´n, se ha visto lo que se quer´ıa
T5 =
r∑
j=1
nj
[
WDhϕ (pˆj , pj0)− W¯
]2
σˆ2pj
L→
n→∞ X
2
r−1.
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3.7. Contrastes para datos binomiales
Un caso especialmente importante se presenta cuando M = 2, es decir si se
tienen u´nicamente dos clases. En esta situacio´n, entonces se tiene el siguiente
resultado.
Teorema 3.8
SeaM = 2 y supo´ngase que se verifican las hipo´tesis requeridas a las funciones
ha y ϕa, a = 1, ...,Λ en (1.15). Bajo la hipo´tesis que p = p0, se verifica
2nWDhϕ (pˆ, p0)(
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
)
(u1 (1− p) + u2p) (u1p+ u2 (1− p))−1
L→
n→∞ X
2
1 .
Demostracio´n
Si p = p0 y M = 2 se tiene a partir del Corolario 3.4 que
aij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi
2∑
i=1
uipi
si i = j , i, j = 1, 2
es decir,
A =

Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
u1
p10
2∑
i=1
uipi0
0
0
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
u2
p20
2∑
i=1
uipi0

=
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)

u1
p0 (u1p0 + u2 (1− p0)) 0
0
u2
(1− p0) (u1p0 + u2 (1− p0))
 ,
habie´ndose denotado p10 = p0 y p20 = 1− p0.
Se sabe por el Corolario 3.4 que,
2nWDhϕ (pˆ, p0)
L→
n→∞
r∑
i=1
βiZ
2
i
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donde las Zi son variables aleatorias normales independientes de media cero y
varianza uno, los βi son los autovalores no nulos de AΣp0 y r = rango (Σp0AΣp0).
En este caso se tiene,
Σp0 =
(
p0 (1− p0) −p0 (1− p0)
−p0 (1− p0) p0 (1− p0)
)
,
con lo cual
AΣp0 = L

u1
p0 (u1p0 + u2 (1− p0)) 0
0
u2
(1− p0) (u1p0 + u2 (1− p0))
Σp0
= L

u1 (1− p0)
u1p0 + u2 (1− p0)
−u1 (1− p0)
u1p0 + u2 (1− p0)−u2p0
u1p0 + u2 (1− p0)
u2p0
u1p0 + u2 (1− p0)

con L =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1).
Los autovalores βi de AΣp0 son los mismos que los autovalores λi de CΣp0
multiplicados por
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1), donde
CΣp0 =

u1 (1− p0)
u1p0 + u2 (1− p0)
−u1 (1− p0)
u1p0 + u2 (1− p0)−u2p0
u1p0 + u2 (1− p0)
u2p0
u1p0 + u2 (1− p0)
 .
Entonces si se calculan los autovalores λi se tiene
|CΣp0 − λI| =
∣∣∣∣∣∣∣
u1 (1− p0)
u1p0 + u2 (1− p0) − λ
−u1 (1− p0)
u1p0 + u2 (1− p0)−u2p0
u1p0 + u2 (1− p0)
u2p
u1p0 + u2 (1− p0) − λ
∣∣∣∣∣∣∣
=
λ2 (u1p0 + u2 (1− p0))2 − λ (u1p0 + u2 (1− p0))u1 (1− p0)
(u1p0 + u2 (1− p0))2
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=
−λ (u1p0 + u2 (1− p0))u2p0
(u1p0 + u2 (1− p0))2
.
Por lo que |CΣp0 − λI| = 0, si y so´lo si
λ (u1p0 + u2 (1− p0)) [λ (u1p0 + u2 (1− p0))− u1 (1− p0)− u2p0] = 0
con lo cual los autovalores que resultan son
λ1 = 0
λ2 =
u1 (1− p0) + u2p0
u1p0 + u2 (1− p0) .
As´ı, el u´nico autovalor no nulo β de AΣp0 es
(u1 (1− p0) + u2p0)
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)
u1p0 + u2 (1− p0)
con lo que la distribucio´n asinto´tica en este caso es de la forma
2nWDhϕ (pˆ, p0)(
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
)
(u1 (1− p0) + u2p0) (u1p0 + u2 (1− p0))−1
L→
n→∞ X
2
1 .
Teorema 3.9
Supo´ngase que se verifican las condiciones del teorema anterior. Bajo las
hipo´tesis alternativas
H1,n : p(n) = p0 + n−1/2d
donde p0 = (p10, p20)
t y d = (d1, d2)
t con d1 + d2 = 0, se tiene
2nWDhϕ (pˆ, p0)(
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
)
(u1 (1− p0) + u2p0) (u1p0 + u2 (1− p0))−1
L→
n→∞ X
2
1 (δ)
siendo X 21 (δ) una Ji-cuadrado no central con 1 grado de libertad y para´metro de
no centralidad
δ =
d2
p0 (1− p0) .
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Demostracio´n
Se tiene,
√
n (pˆ− p0) =
√
n
(
pˆ− p(n)
)
+
√
n
(
p(n) − p0
)
=
√
n
(
pˆ− p(n)
)
+ d.
Entonces al ser, bajo H1,n,
√
n
(
pˆ− p(n)
)
L→
n→∞ N (0,Σp0)
se llega a √
n (pˆ− p0) L→
n→∞ N (d,Σp0) .
Por otro lado la distribucio´n asinto´tica de la familia de estad´ısticos 2nWDhϕ (pˆ, p0)
y de la forma cuadra´tica
√
n (pˆ− p0)tA
√
n (pˆ− p0) con
A =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
u1p0 + u2 (1− p0)
(
u1p
−1
0 0
0 u2 (1− p0)−1
)
y llamando p10 = p0 y p20 = 1− p0, es la misma segu´n se vio en el Teorema 3.2.
Entonces,
2nWDhϕ (pˆ, p0)(
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
)
(u1 (1− p0) + u2p0) (u1p0 + u2 (1− p0))−1
y la forma cuadra´tica
√
n (pˆ− p0)tB
√
n (pˆ− p0) con
B = (u1 (1− p0) + u2p0)−1
(
u1p
−1
0 0
0 u2 (1− p0)−1
)
tienen la misma distribucio´n asinto´tica.
Ahora,
√
nB1/2 (pˆ− p0) L→
n→∞ N
(
B1/2d,B1/2Σp0
(
B1/2
)t)
102 Distribucio´n asinto´tica de las (h, ϕ)-divergencias ponderadas: Aplicaciones estad´ısticas
siendo
Σ∗ = B1/2Σp0
(
B1/2
)t
= (u1 (1− p0) + u2p0)−1
(
u1 (1− p0) −
√
u1u2p0 (1− p0)
−√u1u2p0 (1− p0) u2p0
)
.
Como Σ∗Σ∗ = Σ∗ y rango(Σ∗) = 1, se tiene que Σ∗ es una proyeccio´n de rango
1. As´ı, aplicando el Lema de p. 63 en Ferguson (1996) se obtiene
2nWDhϕ (pˆ, p0)(
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
)
(u1 (1− p0) + u2p0) (u1p0 + u2 (1− p0))−1
L→
n→∞ X
2
1 (δ)
con
δ =
(
dB1/2
)t (
dB1/2
)
=
d2
p0 (1− p0)
y d1 = d, d2 = −d.
3.8. Otros resultados asinto´ticos de intere´s. Aplica-
ciones estad´ısticas
Al hacer el contraste de bondad de ajuste, con hipo´tesis nula simple, se obten´ıa
la distribucio´n asinto´tica del estad´ıstico WDhϕ (pˆ, p0) con p0 conocido y determi-
nado a trave´s de la hipo´tesis nula. En este caso u´nicamente hay una poblacio´n
involucrada. En muchas situaciones sera´ necesario estimar los dos argumentos
de las (h, ϕ)-divergencias ponderadas, WDhϕ (pˆ, qˆ), es decir, estara´n involucradas
dos poblaciones cuyas distribuciones de probabilidad asociadas, en relacio´n a la
particio´n A = {A1, ..., AM}, sera´n p y q, respectivamente, y desconocidas. Los es-
timadores no parame´tricos de p y q se obtendra´n a trave´s de dos muestras aleato-
rias independientes de taman˜os n ym respectivamente. La distribucio´n asinto´tica
de WDhϕ (pˆ, qˆ) nos permitira´ hacer el contraste de homogeneidad H0 : p = q, as´ı
como obtener una aproximacio´n de la funcio´n de potencia del mismo.
3.8.1. Distribucio´n asinto´tica de WDhϕ (pˆ, qˆ)
Sean p = (p1, ...., pM )
t y q = (q1, ...., qM )
t las distribuciones de probabilidad
sobre A = {A1, ..., AM}, es decir, p, q ∈ ∆M y sean pˆ = (pˆ1, ..., pˆM )t y qˆ =
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(qˆ1, ...., qˆM )
t los estimadores no parame´tricos de p y q basados en dos muestras
aleatorias e independientes entre ellas de taman˜os n y m respectivamente
Seguidamente se obtendra´ la distribucio´n asinto´tica del estad´ısticoWDhϕ (pˆ, qˆ) .
Recue´rdese que
WDhϕ (p, q) =
Λ∑
a=1
ηaha

M∑
i=1
uiqi
M∑
i=1
uipi
ϕa
(
pi
qi
)
y conside´rese el desarrollo en serie de Taylor de la funcio´nWDhϕ (p, q) en el punto
(pˆ1, ..., pˆM , qˆ1, ...., qˆM )
t y en un entorno de (p1, ...., pM , q1, ...., qM )
t. Se tiene,
WDhϕ (pˆ, qˆ) = WD
h
ϕ (p, q)
+
M∑
i=1
(
∂WDhϕ (p, q)
∂pi
)
(p1,....,pM ,q1,....,qM )
(pˆi − pi)
+
M∑
i=1
(
∂WDhϕ (p, q)
∂qi
)
(p1,....,pM ,q1,....,qM )
(qˆi − qi)
+o (‖pˆ− p‖+ ‖qˆ − q‖)
donde ∀i = 1, ....,M
ti =
∂WDhϕ (p, q)
∂pi
=
Λ∑
a=1
{
Aa,i ×
[
ui
(Ep (u))
2
(
ϕ′a
(
pi
qi
) M∑
i=1
uipi −
M∑
i=1
uiqiϕa
(
pi
qi
))]}
si =
∂WDhϕ (p, q)
∂qi
=
Λ∑
a=1
{
Aa,i ×
[
ui
(Ep (u))
(
ϕa
(
pi
qi
)
− ϕ′a
(
pi
qi
)
pi
qi
)]}
siendo
Aa,i = ηah′a

M∑
i=1
uiqi
M∑
i=1
uipi
ϕa
(
pi
qi
) .
Suponiendo que
m
n+m
→
n,m→∞ λ
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se tiene que √
nm
n+m
o (‖pˆ− p‖+ ‖qˆ − q‖) = op (1) .
Por tanto las variables aleatorias(
nm
n+m
) 1
2 (
WDhϕ (pˆ, qˆ)−WDhϕ (p, q)
)
y (
nm
n+m
) 1
2
(
M∑
i=1
ti (pˆi − pi) +
M∑
i=1
si (qˆi − qi)
)
tienen la misma distribucio´n asinto´tica.
Ahora bien(
nm
n+m
) 1
2
M∑
i=1
ti (pˆi − pi) =
(
m
n+m
) 1
2 (√
nT t (pˆ− p))
converge en ley a una distribucio´n normal unidimensional con media cero y va-
rianza λσ2p = λT
tΣpT , siendo T = (t1, ...., tM )
t y Σp = diag (p) − ppt, mientras
que (
nm
n+m
) 1
2
M∑
i=1
si (qˆi − qi) =
(
n
n+m
) 1
2 (√
mSt (qˆ − q))
converge en ley a una distribucio´n normal unidimensional con media cero y va-
rianza (1− λ)σ2q = (1− λ)StΣqS, siendo S = (s1, ...., sM )t y Σq = diag (q)−qqt.
En definitiva, se tiene(
nm
n+m
) 1
2 (
WDhϕ (pˆ, qˆ)−WDhϕ (p, q)
)
L→
n,m→∞ N
(
0, σ2
)
siendo
σ2 = λσ2p + (1− λ)σ2q .
Con los resultados anteriores se puede establecer el siguiente teorema
Teorema 3.10
Conside´rese el estimador analo´gico WDhϕ (pˆ, qˆ), obtenido al reemplazar las
probabilidades pi y qi por sus frecuencias relativas observadas pˆi y qˆi (i = 1, ....,M)
respectivamente, basadas en sendas muestras aleatorias simples de taman˜os n y
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m, y supo´ngase que se verifican las hipo´tesis requeridas a las funciones ha y ϕa,
a = 1, ....,Λ, en (1.15), entonces si mn+m →n,m→∞ λ con λ ∈ (0, 1), se tiene(
nm
n+m
) 1
2 (
WDhϕ (pˆ, qˆ)−WDhϕ (p, q)
)
L→
n,m→∞ N
(
0, σ2
)
siempre y cuando σ2 > 0, donde
σ2 = λσ2p + (1− λ)σ2q
con
σ2p = T
tΣpT =
M∑
i=1
t2i pi −
(
M∑
i=1
tipi
)2
σ2q = S
tΣqS =
M∑
i=1
s2i qi −
(
M∑
i=1
siqi
)2
Σp = diag (p)− ppt
Σq = diag (q)− qqt
y T = (t1, ...., tM )
t siendo ∀i = 1, ....,M
ti =
Λ∑
a=1
Aa,i ×
 ui(M∑
i=1
uipi
)2
(
ϕ′a
(
pi
qi
) M∑
i=1
uipi −
M∑
i=1
uiqiϕa
(
pi
qi
))
 ,
S = (s1, ...., sM )
t siendo ∀i = 1, ....,M
si =
Λ∑
a=1
Aa,i ×
 ui(M∑
i=1
uipi
) (ϕa(pi
qi
)
− ϕ′a
(
pi
qi
)
pi
qi
)

donde
Aa,i = ηah′a

M∑
i=1
uiqi
M∑
i=1
uipi
ϕa
(
pi
qi
) .
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Corolario 3.16
En el caso de las (h, ϕ)-divergencias, es decir, si ui = u ∀i = 1, ....,M ,
entonces se tiene
ti =
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
qiϕa
(
pi
qi
))
×
(
ϕ′a
(
pi
qi
)
−
M∑
i=1
qiϕa
(
pi
qi
))}
si =
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
qiϕa
(
pi
qi
))(
ϕa
(
pi
qi
)
− ϕ′a
(
pi
qi
)
pi
qi
)}
y
σ2p =
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
qiϕa
(
pi
qi
))
ϕ′a
(
pi
qi
)}]2
pi
−
[
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
qiϕa
(
pi
qi
))
ϕ′a
(
pi
qi
)}]
pi
]2
σ2q =
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
qiϕa
(
pi
qi
))(
ϕa
(
pi
qi
)
− ϕ′a
(
pi
qi
)
pi
qi
)}]2
qi
−
[
M∑
i=1
[
Λ∑
a=1
{
ηah
′
a
(
M∑
i=1
qiϕa
(
pi
qi
))(
ϕa
(
pi
qi
)
− ϕ′a
(
pi
qi
)
pi
qi
)}]
qi
]2
.
Corolario 3.17
En el caso de las WDϕ (p, q), es decir, si Λ = 1, η1 = 1, h1 (x) = x y
ϕ1 (x) = ϕ (x), se tiene
ti =
ui(
M∑
i=1
uipi
)2
(
ϕ′
(
pi
qi
) M∑
i=1
uipi −
M∑
i=1
uiqiϕ
(
pi
qi
))
si =
ui(
M∑
i=1
uipi
) (ϕ(pi
qi
)
− ϕ′
(
pi
qi
)
pi
qi
)
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y
σ2p =
1(
M∑
i=1
uipi
)2
 M∑
i=1
(
uiϕ
′
(
pi
qi
))2
pi −
(
M∑
i=1
uiϕ
′
(
pi
qi
)
pi
)2
σ2q =
1(
M∑
i=1
uipi
)2 M∑
i=1
[(
ϕ
(
pi
qi
)
− ϕ′
(
pi
qi
)
pi
qi
)2
u2i qi
−
(
M∑
i=1
(
ϕ
(
pi
qi
)
− ϕ′
(
pi
qi
)
pi
qi
)
uiqi
)2 .
Corolario 3.18
Si adema´s ui = u ∀i = 1, ...,M , es decir en el caso de las ϕ-divergencias,
entonces
ti = ϕ′
(
pi
qi
)
−
M∑
i=1
qiϕ
(
pi
qi
)
si = ϕ
(
pi
qi
)
− ϕ′
(
pi
qi
)
pi
qi
y
σ2p =
M∑
i=1
(
ϕ′
(
pi
qi
))2
pi −
(
M∑
i=1
ϕ′
(
pi
qi
)
pi
)2
σ2q =
M∑
i=1
(
ϕ
(
pi
qi
)
− ϕ′
(
pi
qi
)
pi
qi
)2
qi −
(
M∑
i=1
(
ϕ
(
pi
qi
)
− ϕ′
(
pi
qi
)
pi
qi
)
qi
)2
.
Observacio´n 3.6
En el caso de la divergencia de Kullback, se tiene
σ2p =
M∑
i=1
pi
(
log
pi
qi
)2
−
(
M∑
i=1
pi log
pi
qi
)2
σ2q =
M∑
i=1
pi
qi
2 − 1.
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Si el primer te´rmino del desarrollo en serie de Taylor es cero, entonces es
necesario recurrir al segundo te´rmino de dicho desarrollo para poder encontrar la
distribucio´n asinto´tica de WDhϕ (pˆ, qˆ) .
Proposicio´n 3.3
Sea Sn,m =
(
nm
n+m
)1/2(M∑
i=1
ti (pˆi − pi) +
M∑
i=1
si (qˆi − qi)
)
. Entonces
Sn,m = 0 ∀n,m⇔ σ2 = 0
Demostracio´n
Se sabe que
V a
(
√
n
M∑
i=1
ti (pˆi − pi)
)
= σ2p =
M∑
i=1
t2i pi −
(
M∑
i=1
tipi
)2
V a
(
√
m
M∑
i=1
si (qˆi − qi)
)
= σ2q =
M∑
i=1
s2i qi −
(
M∑
i=1
siqi
)2
.
As´ı pues,
V a (Sn,m) =
m
n+m
σ2p +
n
n+m
σ2q
y
lim
n,m→∞V a (Sn,m) = λσ
2
p + (1− λ)σ2q = σ2.
Si se cumple que Sn,m = 0 ∀n,m entonces, V a (Sn,m) = 0 ∀n,m con lo cual
lim
n,m→∞V a (Sn,m) = σ
2 = 0.
Sea ahora σ2 = 0, es decir 0 = λσ2p + (1− λ)σ2q = σ2 con lo que σ2p = 0 y
σ2q = 0. Al ser σ
2
p =
M∑
i=1
t2i pi −
(
M∑
i=1
tipi
)2
la varianza de una variable aleatoria
que toma los valores t1, ..., tM con probabilidades p1, ...., pM se debera´ verificar
que t1 = .... = tM y en consecuencia
M∑
i=1
ti (pˆi − pi) = 0. Ana´logamente se obtiene
que
M∑
i=1
si (qˆi − qi) = 0, con lo que Sn,m = 0 ∀n,m.
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Si p = q se tiene que ti = 0 y si = 0 ∀i = 1, ...,M con lo cual σ2 = 0. En
consecuencia, si p = q el primer te´rmino del desarrollo de Taylor de WDhϕ (pˆ, qˆ)
es cero.
Se supone p = q. Por consiguiente, se considera el segundo te´rmino del
desarrollo en serie de Taylor de WDhϕ (pˆ, qˆ)
WDhϕ (pˆ, qˆ) =
1
2
2M∑
i=1
2M∑
j=1
∂2WDhφ (W )
∂wi∂wj
(wˆi − wi) (wˆj − wj)+o
(
‖pˆ− p‖2 + ‖qˆ − q‖2
)
donde
wi =
{
pi si i = 1, ....,M
qi−M si i =M + 1, ...., 2M
y
wˆi =
{
pˆi si i = 1, ....,M
qˆi−M si i =M + 1, ...., 2M
adema´s, W = (p, q), Wˆ = (pˆ, qˆ).
Las derivadas parciales segundas son de la forma(
∂2WDhϕ (W )
∂p2i
)
=
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi
M∑
i=1
uipi(
∂2WDhϕ (W )
∂pi∂qj
)
= 0
(
∂2WDhϕ (W )
∂q2i
)
=
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi
M∑
i=1
uipi(
∂2WDhϕ (W )
∂pi∂pj
)
= 0
(
∂2WDhϕ (W )
∂pi∂qi
)
= −
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi
M∑
i=1
uipi(
∂2WDhϕ (W )
∂qi∂qj
)
= 0.
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Si denotamos por C la matriz
C =

u1
p1
M∑
i=1
uipi
− u1
p1
M∑
i=1
uipi
. .
. .
uM
pM
M∑
i=1
uipi
− uM
pM
M∑
i=1
uipi
− u1
p1
M∑
i=1
uipi
u1
p1
M∑
i=1
uipi
. .
. .
− uM
pM
M∑
i=1
uipi
uM
pM
M∑
i=1
uipi

se tiene
∂2WDhϕ (W )
∂wi∂wj
=
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)C.
Al ser,
nm
n+m
o
(
‖pˆ− p‖2 + ‖qˆ − q‖2
)
= op (1)
las variables
2mn
n+m
WDhϕ (pˆ, qˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
y (
nm
n+m
) 1
2 (
Wˆ −W
)t
C
(
nm
n+m
) 1
2 (
Wˆ −W
)
tienen la misma distribucio´n asinto´tica.
Ahora, el vector
(
nm
n+m
) 1
2
(
Wˆ −W
)
sigue una distribucio´n normal de media
cero y matriz de varianzas covarianzas
Σ∗ =
(
λΣp 0
0 (1− λ) Σq
)
donde Σp y Σq son los mismos que se definieron en el Teorema 3.1.
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Por tanto
2mn
n+m
WDhϕ (pˆ, qˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n,m→∞
r∑
i=1
βiZ
2
i
donde r = rango (Σ∗CΣ∗), las Zi son variables aleatorias normales de media cero
y varianza uno y los βi son los autovalores de la matriz CΣ∗.
Con lo que se puede establecer
Teorema 3.11
Conside´rese el estimador analo´gico WDhϕ (pˆ, qˆ), obtenido al reemplazar las
probabilidades pi y qi por sus frecuencias relativas observadas pˆi y qˆi (i = 1, ....,M)
respectivamente, basadas en sendas muestras aleatorias simples independientes
de taman˜os n y m, y supo´ngase que se verifican las hipo´tesis requeridas a las
funciones ha y ϕa, a = 1, ....,Λ, en (1.15), entonces si p = q, se tiene
2mn
n+m
WDhϕ (pˆ, qˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n,m→∞
r∑
i=1
βiZ
2
i
donde r = rango (Σ∗CΣ∗), las Zi son variables aleatorias normales e independien-
tes de media cero y varianza uno y los βi son los autovalores no nulos de la matriz
CΣ∗, siendo
Σ∗ =
(
λΣp 0
0 (1− λ) Σq
)
y C la matriz
C =

u1
p1
M∑
i=1
uipi
− u1
p1
M∑
i=1
uipi
. .
. .
uM
pM
M∑
i=1
uipi
− uM
pM
M∑
i=1
uipi
− u1
p1
M∑
i=1
uipi
u1
p1
M∑
i=1
uipi
. .
. .
− uM
pM
M∑
i=1
uipi
uM
pM
M∑
i=1
uipi

.
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Corolario 3.19
Si p = q, en el caso de las (h, ϕ)-divergencias, es decir, si ui = u ∀i =
1, ....,M , entonces se tiene
2mn
n+m
WDhϕ (pˆ, qˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n,m→∞ X
2
M−1.
Demostracio´n
Si ui = u ∀i = 1, ....,M , se tiene
C =

p−11 −p−11
. .
. .
p−1M −p−1M
−p−11 p−11
. .
. .
−p−1M p−1M

.
Pero en este caso Σ∗CΣ∗CΣ∗ = Σ∗CΣ∗ y por tanto la variable anterior seguira´
una distribucio´n Ji-cuadrado con la traza de CΣ∗ como grados de libertad.
En efecto, para comprobar que Σ∗CΣ∗CΣ∗ = Σ∗CΣ∗ basta ver que CΣ∗CΣ∗ =
CΣ∗.
Primero se calcula la matriz CΣ∗
CΣ∗ =
(
λ (δij − pj) − (1− λ) (δij − pj)
−λ (δij − pj) (1− λ) (δij − pj)
)
.
Sean CΣ∗ = (cij)i,j y CΣ
∗CΣ∗ =
(
c∗ij
)
i,j
entonces se tendra´n que estudiar
los siguientes casos
(i) 1 ≤ i, j ≤M
(ii) 1 ≤ i ≤M < j ≤ 2M
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(iii) 1 ≤ j ≤M < i ≤ 2M
(iv) M < i, j ≤ 2M .
Se comprobara´ el primer caso
c∗ii = λ
2 (1− pi)2 + λ2pi
M∑
j 6=i
pj + λ (1− λ) (1− pi)2 + λ (1− λ) pi
M∑
j 6=i
pj
= λ (1− pi)2 + λpi
M∑
j 6=i
pj
= λ
[
(1− pi)2 + pi (1− pi)
]
= λ (1− pi) .
c∗ij = −λ2 (1− pi) pj − λ2pj (1− pj) + λ2pj
M∑
k 6=i,j
pk − λ (1− λ) (1− pi) pj
−λ (1− λ) pj (1− pj) + λ (1− λ) pj
M∑
k 6=i,j
pk
= λ2pj (pi − 1 + pj − 1 + 1− pi + 1− pj) + λpj
 M∑
k 6=i,j
pk + pi − 1 + pj − 1

= −λpj .
Por tanto
c∗ij = cij si 1 ≤ i, j ≤M .
De forma ana´loga se comprueba para los otros casos.
Por otra parte
Traza (CΣ∗) = λ
M∑
i=1
(1− pi) + (1− λ)
M∑
i=1
(1− pi) =M − 1
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con lo cual, utilizando la Observacio´n 3.1,
2mn
n+m
WDhϕ (pˆ, qˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n,m→∞ X
2
M−1.
Corolario 3.20
Si p = q, en el caso de WDϕ (pˆ, qˆ)es decir, Λ = 1, η1 = 1, h1 (x) = x y
ϕ1 (x) = ϕ (x), entonces
2mn
n+m
WDϕ (pˆ, qˆ)
ϕ′′ (1)
L→
n,m→∞
r∑
i=1
βiZ
2
i ,
donde r = rango (Σ∗CΣ∗), las Zi son variables aleatorias normales e independien-
tes de media cero y varianza uno y los βi son los autovalores no nulos de la matriz
CΣ∗.
Demostracio´n
No hay ma´s que ver que en este caso se tiene
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1) = ϕ
′′ (1)
Corolario 3.21
Si en el caso anterior adema´s, ui = u ∀i = 1, ....,M , es decir, en el caso de
las ϕ-divergencias, se tiene
2mn
n+m
Dϕ (pˆ, qˆ)
ϕ′′ (1)
L→
n,m→∞ X
2
M−1
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Demostracio´n
Si ui = u ∀i = 1, ....,M se tiene
C =

p−11 −p−11
. .
. .
p−1M −p−1M
−p−11 p−11
. .
. .
−p−1M p−1M

.
Como se ha visto anteriormente la matriz CΣ∗ es idempotente y traza (CΣ∗) =
M − 1 por lo que
2mn
n+m
Dϕ (pˆ, qˆ)
ϕ′′ (1)
L→
n,m→∞ X
2
M−1.
3.8.2. Aplicaciones estad´ısticas
Se van a plantear dos tipos de contrastes de homogeneidad, el primero ho-
mogeneidad con una distribucio´n conocida y el segundo homogeneidad entre dos
muestras. En ambos casos los contrastes se basara´n en las (h, ϕ)-divergencias
ponderadas ya que supondremos que los elementos Aj , j = 1, ...,M , asociados a
la particio´n A esta´n ponderados .
i) Homogeneidad con una distribucio´n conocida
Sean X(1) =
(
X
(1)
1 , ...., X
(1)
n1
)
, ...., X(m) =
(
X
(m)
1 , ...., X
(m)
nm
)
, m muestras in-
dependientes de taman˜os n1, ...., nm, respectivamente. Se desea contrastar H0 :
Las m muestras proceden de la misma poblacio´n cuya distribucio´n de probabili-
dad perfectamente conocida se denotara´ por Q. Se considera el espacio estad´ıstico
(X , βX , Q) y la particio´n A = {A1, ..., AM} ⊂ βX , con P
(
X(j) ∈ Ai
)
= pij ,
i = 1, ....,M , j = 1, ....,m.
Entonces, el contraste sera´
H0 : p1 = .... = pM = q
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o equivalentemente
H0 : pi1 = pi2 = .... = pim = qi = Q (Ai) , i = 1, ....,M.
Sean nj pˆ
(j)
1 , ....., nj pˆ
(j)
M el nu´mero respectivo de observacionesX
(j), j = 1, ....,m,
sobre los elementos de la particio´n A1, ...., AM . Los vectores(
nj pˆ
(j)
1 , ....., nj pˆ
(j)
M
)
, j = 1, ....,m
se distribuyen multinomialmente con para´metros (nj ; p1j , ...., pMj), j = 1, ....,m.
SiH0 es cierta, entonces intuitivamente se espera queWDhϕ (pˆj , q) sea pequen˜a,
el alejamiento del cero indica la poca compatibilidad de los datos con la hipo´tesis
nula.
As´ı, para taman˜os muestrales grandes, el test de taman˜o α basado enWDhϕ (pˆ, q),
viene dado por
φ
(
pˆ
(1)
1 , ...., pˆ
(1)
M , ...., pˆ
(m)
1 , ...., pˆ
(m)
M
)
=
{
1 si T6 > tα
0 en otro caso
siendo
T6 =
2
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
m∑
j=1
njWD
h
ϕ (pˆj , q)
donde pˆj =
(
pˆ
(j)
1 , ....., pˆ
(j)
M
)t
y q = (q1, ...., qM )
t y tα un nu´mero real tal que
P
 m∑
j=1
r∑
i=1
λijZ
2
ij > tα
 = α.
Obse´rvese que por el Corolario 3.4 se tiene para cada j, con j = 1, ...,m
2njWDhϕ (pˆj , q)
L→
n→∞
r∑
i=1
βijZ
2
ij
donde Zij son variables aleatorias normales independientes de media cero y va-
rianza uno, los βij son los autovalores no nulos de AΣp y r = rango (ΣpAΣp),
donde la matriz A viene dada por
aij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
ui
pi
M∑
i=1
uipi
si i = j .
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Al ser
A =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)C
con C = (cij)i,j=1,....,M
cij =

0 si i 6= j
ui
pi
M∑
i=1
uipi
si i = j .
Entonces se tiene para cada j = 1, ....,m
2njWDhϕ (pˆj , q)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
L→
n→∞
r∑
i=1
λijZ
2
ij
donde Zij son variables aleatorias normales independientes de media cero y va-
rianza uno, los λij son los autovalores no nulos de CΣp y r = rango (ΣpAΣp) =
rango (ΣpCΣp) .
ii) Homogeneidad
Supo´ngase ahora que se tienen dos muestras aleatorias independientes X =
(X1, ...., Xn) e Y = (Y1, ...., Ym) de taman˜os n y m respectivamente. Para con-
trastar que las dos muestras proceden de la misma poblacio´n, se considera la par-
ticio´n A = {A1, ..., AM} y sean P (X ∈ Ai) = pi y P (Y ∈ Ai) = qi, i = 1, ....,M .
La hipo´tesis que se desea contrastar es
H0 : p1 = q1, ...., pM = qM .
Sean pˆ = (pˆ1, ...., pˆM )
t y qˆ = (qˆ1, ...., qˆM )
t los vectores de frecuencias relativas
basados en X e Y respectivamente.
El test, entonces vendra´ dado por
φ (p1, ...., pM , q1, ...., qM ) =
{
1 si T7 > tα
0 en otro caso
donde
T7 =
2mn
n+m
WDhϕ (pˆ, qˆ)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
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y tα un nu´mero real tal que
P
(
r∑
i=1
βiZ
2
i > tα
)
= α
donde βi y Zi son los definidos en el Teorema 3.11.
Observacio´n 3.7
El Teorema 3.11 se puede utilizar para calcular la potencia asinto´tica del test
anterior en p = (p1, ...., pM )
t y q = (q1, ...., qM )
t, con p 6= q. Esta viene dada por
βn,m (p, q) = Pp,q (T7 > tα) = Pp,q
 2mnn+m WDhϕ (pˆ, qˆ)Λ∑
a=1
ηah′a (0)ϕ′′a (1)
> tα
 .
Ahora bien, como(
nm
n+m
) 1
2 (
WDhϕ (pˆ, qˆ)−WDhϕ (p, q)
)
L→
n,m→∞ N
(
0, σ2
)
se tiene
βn,m (p, q) = P

(
mn
n+m
)1/2
WDhϕ (pˆ, qˆ) >
tα
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
2
(
mn
n+m
)1/2
 =
= P

(
nm
n+m
) 1
2 (
WDhϕ (pˆ, qˆ)−WDhϕ (p, q)
)
σ (p, q)
>
tαL− 2
(
nm
n+m
)
WDhϕ (p, q)
2
(
mn
n+m
)1/2
σ (p, q)

con L =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1), es decir,
βn,m (p, q) = 1− Φn,m

tα
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)− 2
(
nm
n+m
)
WDhϕ (p, q)
2
(
mn
n+m
)1/2
σ (p, q)

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donde σ2 (p, q) es la expresio´n de la varianza del Teorema 3.11 y Φn,m (x) es una
sucesio´n de funciones de distribucio´n que tiende uniformemente a la funcio´n de
distribucio´n, Φ, de una normal de media cero y varianza uno.
Adema´s,
lim
n,m→∞βn,m (p, q) = 1,
es decir, el test es consistente en el sentido de Fraser.
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4Optimalidad en los contrastes
de bondad de ajuste
4.1. Introduccio´n
En el Cap´ıtulo 3 se obtuvo que la distribucio´n asinto´tica de la familia de
estad´ısticos
T1 = 2nWDhϕ (pˆ, p0) ,
bajo la hipo´tesis de que p = p0 = (p01, ..., p0M )
t, coincide con la de la variable
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias normales e independientes de media cero y
varianza uno, los βi son los autovalores no nulos de AΣp0 , A viene dada en el Teo-
rema 3.2, Σp0 = diag (p0)−p0pt0 y r = rango (Σp0AΣp0). Es decir desde un punto
de vista asinto´tico el comportamiento de la familia de las (h, ϕ)-divergencias
ponderadas es el mismo, es decir, la distribucio´n asinto´tica es independiente de
h = (ha)a∈Λ, ϕ = (ϕa)a∈Λ y (ηa)a∈Λ. La cuestio´n es que desde un punto de vista
pra´ctico se trabajara´ con muestras finitas y en muchas ocasiones pequen˜as, y en
estos casos si existira´ diferencia significativa a la hora de la eleccio´n de las corres-
pondientes funciones h y ϕ, y en consecuencia resultara´ interesante el disponer
de algu´n criterio que permita la seleccio´n de tales funciones. En general el estu-
dio no se podra´ llevar a cabo para todas las (h, ϕ)-divergencias y se tendra´ que
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considerar una familia concreta de medidas de divergencia dependientes de un
para´metro y dar algu´n criterio que permita seleccionar de forma conveniente el
valor o´ptimo del para´metro. En este cap´ıtulo se analizara´n dos procedimientos.
Uno basado en la funcio´n de potencia, introducida y estudiada en el cap´ıtulo
anterior, del test de bondad de ajuste y el otro consistente en seleccionar las
funciones h y ϕ, asociadas al estad´ıstico T1, que permitan una mejor proximidad
entre los momentos exactos y asinto´ticos bajo la hipo´tesis nula.
4.2. Funcio´n de potencia
Dado un punto p∗ = (p∗1, ..., p∗M )
t, la funcio´n de potencia asociada a la familia
de estad´ısticos T1 cuantifica la probabilidad de rechazar la hipo´tesis nula H0 : p =
p0 cuando el valor de p es p∗. Los mejores estad´ısticos de la familia son a´quellos
cuya funcio´n de potencia se aproxime a 1. Dada la distribucio´n de probabilidad
p∗ distinta de p0 una aproximacio´n de la funcio´n de potencia del test basado en
el estad´ıstico, T1, viene dada, segu´n se vio en el Cap´ıtulo 3 mediante la expresio´n
β1n (p
∗
1, ..., p
∗
M ) = 1− ΦN(0,1)
(
tα − 2nWDhϕ (p∗, p0)
2
√
nσp∗
)
donde tα y σp∗ aparecen explicitados en la Seccio´n 3.5.1 y p∗ = (p∗1, ..., p∗M )
t.
As´ı dado un taman˜o muestral n y una familia de estad´ısticos, por ejemplo la
basada en la divergencia de Renyi, se puede elegir el valor r del para´metro que
proporciona una mayor potencia para diversas alternativas dadas.
Se puede obtener otra aproximacio´n a la funcio´n de potencia si el vector de
probabilidades de la alternativa no es fijo sino que converge al vector p0, de la
hipo´tesis nula cuando n → ∞. La funcio´n de potencia del test basa´ndose en el
estad´ıstico T1 cuando se consideran las alternativas, que convergen a H0,
H1,n : p(n) = p0 + n−1/2d
donde d = (d1, ..., dM )
t es tal que
M∑
i=1
di = 0, viene dada por
β2n
(
p
(n)
1 , ..., p
(n)
M
)
= P (T1 > tα/H1,n) .
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Haciendo uso del resultado del Teorema 3.3 se tiene que la funcio´n de potencia
se podra´ aproximar mediante la expresio´n
β2n
(
p
(n)
1 , ..., p
(n)
M
)
= 1−G (tα)
donde G es la funcio´n de distribucio´n de la variable aleatoria
r∑
i=1
βi (Zi + ωi)
2+ξ.
Si en lugar de considerar el estad´ıstico T1 se consideran los estad´ısticos
a) (β∗)−1 2nWDhψ (pˆ, p0) con β
∗ = ma´x {β1, ..., βr},
b) (β∗)−1 2nWDhψ (pˆ, p0) con β
∗ = 1r
r∑
i=1
βi,
c) (β∗)−1 2n
(
1 + λ2
)−1
WDhψ (pˆ, p0) con β
∗ = 1r
r∑
i=1
βi y λ2 =
r∑
i=1
(βi−β¯)2
rβ¯2
,
que sabemos siguen una distribucio´n Ji-Cuadrado con r grados de libertad el
primero y el segundo, y v = r/
(
1 + λ2
)
el tercero, se tendra´ que
β2n
(
p
(n)
1 , ..., p
(n)
M
)
= 1− F (X 2s,α − ξ)
donde F es la funcio´n de distribucio´n de una Ji-Cuadrado con s grados de libertad
(s = r para los dos primeros y s = v para el tercer estad´ıstico) y para´metro de
no centralidad δ =
r∑
i=1
ω2i . Este resultado se sigue por el hecho de que la variable
aleatoria
r∑
i=1
(Zi + ωi)
2 es una variable aleatoria Ji-Cuadrado con s grados de
libertad y para´metro de no centralidad δ =
r∑
i=1
ω2i .
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En este apartado se buscan condiciones sobre las funciones ϕ y h asociadas
al estad´ıstico T1 que permitan mayor proximidad entre los momentos exactos y
asinto´ticos bajo la hipo´tesis nula.
Se comenzara´ dando un teorema que establece la esperanza y varianza asinto´tica
del estad´ıstico T1 bajo la hipo´tesis nula H0 : p = p0.
Teorema 4.1
Bajo la hipo´tesis nula H0 : p = p0 se tiene que la esperanza y la varianza
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asinto´tica del estad´ıstico T1 vienen dadas por
E
[
r∑
i=1
βiZ
2
i
]
=
1
Ep0 (u)
M∑
i=1
ui (1− pi0)
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)
y
V a
[
r∑
i=1
βiZ
2
i
]
=
2
Ep0 (u)

M∑
i=1
u2i (1− 2pi0) +
(
M∑
i=1
uipi0
)2
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)2
,
respectivamente.
Demostracio´n
Se tiene, denotando por ∆ = diag (β1, ..., βr), que
E
[
r∑
i=1
βiZ
2
i
]
=
r∑
i=1
βiE
[
Z2i
]
=
r∑
i=1
βi = traza (∆) = traza (AΣp0)
=
1
Ep0 (u)
M∑
i=1
ui (1− pi0)
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)
ya que es inmediato comprobar que la diagonal de la matriz AΣp0 , con A definida
en el Corolario 3.4, viene dada por
l1121;1 (u1 (1− p10) , ..., uM (1− p1M )) ,
siendo l1121;1 = 1Ep0 (u)
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)
.
En lo sucesivo se denotara´ por
lijkl;r =
1
Ep0 (u)
r
(
Λ∑
a=1
ηah
(i
a (0)
j ϕ(ka (1)
l
)
. (4.1)
En relacio´n a la varianza, se tiene
V a
[
r∑
i=1
βiZ
2
i
]
=
r∑
i=1
β2i V a
[
Z2i
]
= 2traza
(
∆2
)
= 2traza
(
(AΣp0)
2
)
=
2
Ep0 (u)
2

M∑
i=1
u2i (1− 2pi0) +
(
M∑
i=1
uipi0
)2
(
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
)2
= 2l21121;1

M∑
i=1
u2i (1− 2pi0) +
(
M∑
i=1
uipi0
)2
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es sencillo comprobar que la diagonal de la matriz (AΣp0)
2 viene dada por
l21121;1
u21 (1− p10)2 + u1p10 M∑
j=2
ujpj0, ..., u
2
M (1− pM0) + uMpM0
M−1∑
j=1
ujpj0
 .
Observacio´n 4.1
Dado que luego se necesitara´ la expresio´n asinto´tica del momento de orden 2
respecto al origen, se procedera´ a su ca´lculo,
E
( r∑
i=1
βiZ
2
i
)2 = V a[ r∑
i=1
βiZ
2
i
]
+ E
[
r∑
i=1
βiZ
2
i
]2
= l21121;1
2
M∑
i=1
u2i (1− 2pi0) +
(
M∑
i=1
ui (1− pi0)
)2
+2
(
M∑
i=1
uipi0
)2 .
Para los posteriores estudios de seleccio´n de los mejores h y ϕ v´ıa momentos
resulta ma´s conveniente escribir la expresio´n anterior del momento de orden 2,
en los siguientes te´rminos
E
( r∑
i=1
βiZ
2
i
)2 = l21121;1
2
M∑
i=1
u2i − 4
M∑
i=1
u2i pi0 +
(
M∑
i=1
ui
)2
−2
(
M∑
i=1
ui
)(
M∑
i=1
uipi0
)
+ 3Ep0 (u)
2
}
.
Puesto que bajo la hipo´tesis nula simple
H0 : p = p0
el estad´ıstico
T1 =
2nWDhϕ (pˆ, p0)
Λ∑
a=1
ηah′a (0)ϕ′′a (1)
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se distribuye asinto´ticamente como una combinacio´n lineal de Ji-cuadrados y los
momentos de esta distribucio´n l´ımite son finitos y fueron hallados en el Teorema
4.1, se tiene que
E [T1] → 1
Ep0 (u)
M∑
i=1
ui (1− pi0)
E
[
(T1)
2
]
→ 1
Ep0 (u)
2
{
2
M∑
i=1
u2i − 4
M∑
i=1
u2i pi0 +
(
M∑
i=1
ui
)2
−2
(
M∑
i=1
ui
)(
M∑
i=1
uipi0
)
+ 3Ep0 (u)
2
}
Obse´rvese que para ui = u, i = 1, ...,M , se llega a
E [T1] → M − 1
E
[
(T1)
2
]
→ M2 − 1
es decir, los dos primeros momentos de T1 son asinto´ticamente equivalentes a los
dos primeros momentos de una Ji-cuadrado cuando n→∞.
Para estudiar la velocidad de convergencia de los momentos exactos
µβ (T1) = E
[
(T1)
β
]
, β = 1, 2
del estad´ıstico T1 a los asinto´ticos, se ca´lcula el desarrollo asinto´tico de segundo
orden de estos momentos y se comprobara´ que se pueden escribir de la forma
µβ (T1) = mβ,0 (ϕ, h) +
mβ,1 (ϕ, h)
N
+ o
(
n−1
)
, β = 1, 2
siendo adema´s
mβ,0 (ϕ, h) = µβ
(
r∑
i=1
βiZ
2
i
)
.
Luego, habra´ que elegir las ϕ y las h que verifiquen
mβ,1 (ϕ, h) = 0, β = 1, 2 .
La proposicio´n siguiente da el desarrollo en serie de Taylor del estad´ıstico T1
para pˆ en un entorno de p0.
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Proposicio´n 4.1
Denotando por Wi =
√
n (pˆi − pi0), i = 1, ...,M , se tiene
T1 =
1
Ep0 (u)
M∑
i=1
ui
pi0
W 2i +
1
3
 l1131;1l1121;0
M∑
i=1
ui
p2i0
W 3i√
n
− 3
Ep0 (u)
M∑
i=1
M∑
j=1
uiuj
pi0
W 2i Wj√
n

+
1
12
 l1141;1l1121;0
M∑
i=1
ui
p3i0
W 4i
n
+ 3
l2122;2
l1121;0
M∑
i=1
M∑
j=1
uiuj
pi0pj0
W 2i W
2
j
n
−4 l1131;2
l1121;0
M∑
i=1
M∑
j=1
uiuj
p2i0
W 3i Wj
n
+
12
Ep0 (u)
3
[
M∑
i=1
u3i
pi0
W 4i
n
+2
M∑
i=1
i6=j
M∑
j=1
u2iuj
pi0
W 3i Wj
n
+
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
pi0
W 2i W
2
j
n
+
M∑
i=1
i6=j 6=k
M∑
j=1
M∑
i=1
uiujuk
pi0
W 2i WjWk
n

+Op
(
n−3/2
)
con lijkl;r definido en (4.1).
Demostracio´n
Se comenzara´ dando el desarrollo de Taylor de WDhϕ (p, p0) en torno al punto
p0. Este viene dado en los siguientes te´rminos:
WDhϕ (p, p0) =
M∑
i=1
(
∂WDhϕ (p, p0)
∂pi
)
p=p0
(pi − pi0)
1
2!

M∑
i=1
(
∂2WDhϕ (p, p0)
∂p2i
)
p=p0
(pi − pi0)2
+ 2
M∑
i=1
M∑
j=1
i6=j
(
∂2WDhϕ (p, p0)
∂pi∂pj
)
p=p0
(pi − pi0) (pj − pj0)

+
1
3!

M∑
i=1
(
∂3WDhϕ (p, p0)
∂p3i
)
p=p0
(pi − pi0)3
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+3
M∑
i=1
M∑
j=1
i6=j
(
∂3WDhϕ (p, p0)
∂p2i ∂pj
)
p=p0
(pi − pi0)2 (pj − pj0)
+
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
(
∂3WDhϕ (p, p0)
∂pi∂pj∂pk
)
p=p0
(pi − pi0) (pj − pj0) (pk − pk0)

+
1
4!

M∑
i=1
(
∂4WDhϕ (p, p0)
∂p4i
)
p=p0
(pi − pi0)4
+4
M∑
i=1
M∑
j=1
i6=j
(
∂4WDhϕ (p, p0)
∂p3i ∂pj
)
p=p0
(pi − pi0)3 (pj − pj0)
+3
M∑
i=1
M∑
j=1
i6=j
(
∂4WDhϕ (p, p0)
∂p2i ∂p
2
j
)
p=p0
(pi − pi0)2 (pj − pj0)2
+6
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
(
∂4WDhϕ (p, p0)
∂p2i ∂pj∂pk
)
p=p0
(pi − pi0)2 (pj − pj0) (pk − pk0)
+
M∑
i=1
M∑
j=1
i6=j 6=k 6=l
M∑
k=1
M∑
k=1
(
∂4WDhϕ (p, p0)
∂pi∂pj∂pk∂pl
)
p=p0
(pi − pi0) (pj − pj0)
× (pk − pk0) (pl − pl0)}+ o (‖p− p0‖) .
Utilizando la notacio´n dada en (4.1), se tiene(
∂2WDhϕ (p, p0)
∂p2i
)
p=p0
= l1121;1
ui
pi0
(
∂2WDhϕ (p, p0)
∂pi∂pj
)
p=p0
= 0
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(
∂3WDhϕ (p, p0)
∂p3i
)
p=p0
= −3l1121;2 u
2
i
pi0
+ l1131;1
ui
p2i0
(
∂3WDhϕ (p, p0)
∂p2i ∂pj
)
p=p0
= −l1121;2uiuj
pi0
(
∂3WDhϕ (p, p0)
∂pi∂pj∂pk
)
p=p0
= 0.
Por lo que el te´rmino correspondiente a las derivadas terceras se puede escribir
de la forma
M∑
i=1
(
∂3WDhϕ (p, p0)
∂p3i
)
p=p0
(pi − pi0)3
+3
M∑
i=1
M∑
j=1
i6=j
(
∂3WDhϕ (p, p0)
∂p2i ∂pj
)
p=p0
(pi − pi0)2 (pj − pj0)
= l1131;1
M∑
i=1
ui
p2i0
(pi − pi0)3 − 3l1121;2
M∑
i=1
M∑
j=1
uiuj
pi0
(pi − pi0)2 (pj − pj0) .
Veamos las expresiones correspondientes a las derivadas cuartas,
(
∂4WDhϕ (p, p0)
∂p4i
)
p=p0
= 3l2122;2
u2i
p2i0
+ 12l1121;3
u3i
pi0
− 4l1131;2 u
2
i
p2i0
+ l1141;1
ui
p3i0
(
∂4WDhϕ (p, p0)
∂p3i ∂pj
)
p=p0
= 6l1121;3
u2iuj
pi0
− l1131;2uiuj
p2i0
(
∂4WDhϕ (p, p0)
∂p2i ∂p
2
j
)
p=p0
= l2122;2
uiuj
pi0pj0
+ 2l1121;3
u2iuj
pj0
+ 2l1121;3
uiu
2
j
pi0
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(
∂4WDhϕ (p, p0)
∂p2i ∂pj∂pk
)
p=p0
= 2l1121;3
uiujuk
pi0
(
∂4WDhϕ (p, p0)
∂pi∂pj∂pk∂pl
)
p=p0
= 0,
con lo cual se tiene,
M∑
i=1
(
∂4WDhϕ (p, p0)
∂p4i
)
p=p0
(pi − pi0)4 +
+4
M∑
i=1
M∑
j=1
i6=j
(
∂4WDhϕ (p, p0)
∂p3i ∂pj
)
p=p0
(pi − pi0)3 (pj − pj0)
+3
M∑
i=1
M∑
j=1
i6=j
(
∂4WDhϕ (p, p0)
∂p2i ∂p
2
j
)
p=p0
(pi − pi0)2 (pj − pj0)2
+6
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
(
∂4WDhϕ (p, p0)
∂p2i ∂pj∂pk
)
p=p0
(pi − pi0)2 (pj − pj0) (pk − pk0)
= l1141;1
M∑
i=1
ui
p3i0
(pi − pi0)4 + 3l2122;2
M∑
i=1
M∑
j=1
uiuj
pi0pjo
(pi − pi0)2 (pj − pj0)2
−4l1131;2
M∑
i=1
M∑
j=1
uiuj
p2i0
(pi − pi0)3 (pj − pj0) + 12l1121;3
{
M∑
i=1
u3i
pi0
(pi − pi0)4
+2
M∑
i=1
M∑
j=1
i6=j
uiu
2
j
pi0
(pi − pi0)3 (pj − pj0) +
M∑
i=1
M∑
j=1
i6=j
uiu
2
j
pi0
(pi − pi0)2 (pj − pj0)2
+
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
uiujuk
pi0
(pi − pi0)2 (pj − pj0) (pk − pk0)
 .
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En definitiva se llega a,
WDhϕ (p, p0) =
1
2
l1121;1
M∑
i=1
ui
pi0
+
1
3!
l1131;1
M∑
i=1
ui
p2i0
(pi − pi0)3 − 3l1121;2
M∑
i=1
M∑
j=1
uiuj
pi0
(pi − pi0)2 (pj − pj0)

+
1
4!
l1141;1
M∑
i=1
ui
p3i0
(pi − pi0)4 + 3l2122;2
M∑
i=1
M∑
j=1
uiuj
pi0pjo
(pi − pi0)2 (pj − pj0)2
−4l1131;2
M∑
i=1
M∑
j=1
uiuj
p2i0
(pi − pi0)3 (pj − pj0) + 12l1121;3
[
M∑
i=1
u3i
pi0
(pi − pi0)4
+2
M∑
i=1
M∑
j=1
i6=j
uiu
2
j
pi0
(pi − pi0)3 (pj − pj0) +
M∑
i=1
M∑
j=1
i6=j
uiu
2
j
pi0
(pi − pi0)2 (pj − pj0)2
+
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
uiujuk
pi0
(pi − pi0)2 (pj − pj0) (pk − pk0)

+ o (‖p− p0‖) .
Haciendo p = pˆ, Wi =
√
n (pˆi − pi0) y teniendo en cuenta que
T1 =
2nWDhϕ (pˆ, p0)
l1121;0
se tiene el resultado enunciado.
Teorema 4.2
El momento de orden 1, β = 1, µ1 (T1) = E [T1] satisface, para p0 =
(
1
M , ...,
1
M
)t,
la relacio´n asinto´tica
E [T1] =M − 1 + 1
n
f1h,ϕ,u +O
(
n−3/2
)
siendo
f1h,ϕ,u =
1
3
a1 +
1
4
a2 + a3
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con
a1 =
l1131
l1121
(
2− 3M +M2)− 6 + 3M + (6M − 3M2)
M∑
i=1
u2i(
M∑
i=1
ui
)2
a2 =
l1141
l1121
(
1− 2M +M2)+ l2122
l1121
(3− 2M +M2) + (2M2 − 4M)
M∑
i=1
u2i(
M∑
i=1
ui
)2

a3 = − l1131
l1121
(1−M) + (M2 −M)
M∑
i=1
u2i(
M∑
i=1
ui
)2

+ 3−M + (3M2 − 5M)
M∑
i=1
u3i(
M∑
i=1
ui
)3 −
5M
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3 −
2M
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
(
M∑
i=1
ui
)3
+
M2
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
(
M∑
i=1
ui
)3 .
Demostracio´n
Llamando,
A1 =
1
Ep0 (u)
M∑
i=1
ui
pi0
W 2i
A2 =
l1131;1
l1121;0
M∑
i=1
ui
p2i0
W 3i√
n
− 3
Ep0 (u)
M∑
i=1
M∑
j=1
uiuj
pi0
W 2i Wj√
n
A3 =
l1141;1
l1121;0
M∑
i=1
ui
p3i0
W 4i
n
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A4 = 3
l2122;2
l1121;0
M∑
i=1
M∑
j=1
uiuj
pi0pj0
W 2i W
2
j
n
A5 = 4
l1131;1
l1121;0
M∑
i=1
M∑
j=1
uiuj
p2i0
W 3i Wj
n
A6 =
12
Ep0 (u)
3
 M∑
i=1
u3i
pi0
W 4i
n
+ 2
M∑
i=1
i6=j
M∑
j=1
u2iuj
pi0
W 3i Wj
n
+
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
pi0
W 2i W
2
j
n
+
+
M∑
i=1
i6=j 6=k
M∑
j=1
M∑
i=1
uiujuk
pi0
W 2i WjWk
n

se tiene
T1 = A1 +
1
3
A2 +
1
12
(A3 +A4 −A5 +A6) +Op
(
n 3/2
)
.
Calculemos ahora la esperanza de Ai, i = 1, ..., 6.
Se tiene,
E [A1] =
1
Ep0 (u)
M∑
i=1
ui (1− pi0)
E [A2] =
1
n
{
l1131;1
l1121;0
M∑
i=1
ui
(
2pi0 − 3 + 1
pi0
)
− 3
Ep0 (u)
2
[
M∑
i=1
u2i
(
2p2i0 − 3pi0 + 1
)
+
M∑
i=1
i6=j
M∑
j=1
uiuj (2pi0pj0 − pj0)


E [A3] =
1
n
l1141;1
l1121;0
M∑
i=1
ui
(
3pi0 − 6 + 3
pi0
)
E [A4] =
3
n
l2122;2
l1121;0

M∑
i=1
u2i
(
3p2i0 − 6pi0 + 3
)
+
M∑
i=1
i6=j
M∑
j=1
uiuj (3pi0pj0 − pi0 + 1− pj0)

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+O
(
n−3/2
)
E [A5] =
4
n
l1131;2
l1121;0

M∑
i=1
u2i
(
3p2i0 − 6pi0 + 3
)
+
M∑
i=1
i6=j
M∑
j=1
uiuj (3pi0pj0 − 3pj0)

+O
(
n−3/2
)
E [A6] =
12
nEp0 (u)
3

M∑
i=1
u3i
(
3p3i0 − 6p2i0 + 3pi0
)
+ 2
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
3p2i0pj0 − 3pi0pj0
)
+
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
(
3p2i0pj0 − pi0pj0 + pj0 − p2j0
)
+
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
uiujuk (3pi0pj0pk0 − pj0pk0)
+O
(
n−3/2
)
Para p0 =
(
1
M , ...,
1
M
)t, se llega a
E [A1] = M − 1
E [A2] =
1
n

l1131
l1121
(
2− 3M +M2)− 6 + 3M + (6M − 3M2)
M∑
i=1
u2i(
M∑
i=1
ui
)2

E [A3] =
1
n
{
l1141
l1121
(
3− 6M + 3M2)}
E [A4] =
3
n

l2122
l1121
(3− 2M +M2)+ (2M2 − 4M)
M∑
i=1
u2i(
M∑
i=1
ui
)2

+O
(
n−3/2
)
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E [A5] =
4
n

l1131
l1121
(3− 3M) + (3M2 − 3M)
M∑
i=1
u2i(
M∑
i=1
ui
)2

+O
(
n−3/2
)
E [A6] =
12
n

3−M + (3M2 − 5M)
M∑
i=1
u3i(
M∑
i=1
ui
)3 −
5M
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3
−
2M
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
(
M∑
i=1
ui
)3 +
M2
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
(
M∑
i=1
ui
)3

+O
(
n−3/2
)
.
Con lo cual se tiene el resultado enunciado.
Corolario 4.1
Para ui = u, i = 1, ..,M y p0 =
(
1
M , ...,
1
M
)t se tiene
E [T1] =M − 1 + 1
n
f1h,ϕ +O
(
n−3/2
)
siendo
f1h,ϕ =
1
3
{
l1131
l1121
(
2− 3M +M2)}+ 1
12
{
l1141
l1121
(
3− 6M + 3M2)+ 3 l2122
l1121
(
M2 − 1)} .
Demostracio´n
El resultado se sigue del teorema anterior haciendo ui = u, i = 1, ..,M , en la
expresio´n de f1h,ϕ,u.
Corolario 4.2
Para ui = u, i = 1, ..,M , p0 =
(
1
M , ...,
1
M
)t y ha (x) = x con Λ = 1 y ηa = 1,
se tiene
E [T1] =M − 1 + 1
n
f1ϕ +O
(
n−3/2
)
siendo
f1ϕ =
ϕ′′′ (1)
3ϕ′′ (1)
(
2− 3M +M2)+ ϕ′′′′ (1)
4ϕ′′ (1)
(
1− 2M +M2) .
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Demostracio´n
El resultado se sigue del corolario anterior haciendo ha (x) = x con Λ = 1 y
ηa = 1, en la expresio´n de f1h,ϕ.
Teorema 4.3
Para M → ∞, la condicio´n que deben verificar las ϕ y las h para que los
te´rminos f1h,ϕ,u, f
1
h,ϕ y f
1
ϕ se anulen vienen dadas mediante las ecuaciones:
0 =
1
3
l1131
l1121
−
M∑
i=1
u2i(
M∑
i=1
ui
)2 + 14 l1141l1121 + 14 l2122l1121
1 +
2
M∑
i=1
u2i(
M∑
i=1
ui
)2
− l1131l1121
M∑
i=1
u2i(
M∑
i=1
ui
)2
+
3
M∑
i=1
u3i(
M∑
i=1
ui
)3 +
M∑
i=1
i6=j
M∑
j=1
uiu
2
j
(
M∑
i=1
ui
)3
para f1h,ϕ,u = 0.
4l1131 + 3l1141 + 3l2122 = 0
para f1h,ϕ = 0, supuesto que l1121 6= 0.
Finalmente,
4ϕ′′′ (1) + 3ϕ′′′′ (1) = 0
para f1ϕ = 0, supuesto que ϕ
′′ (1) 6= 0
Demostracio´n
El resultado se sigue del Teorema 4.2 y de los Corolarios 4.1 y 4.2 haciendo
tender M a infinito.
Teorema 4.4
El momento de orden 2, β = 2, µ2
(
(T1)
2
)
= E
[
(T1)
2
]
satisface, para p0 =(
1
M , ...,
1
M
)t, la relacio´n asinto´tica
E
[
(T1)
2
]
= E
( r∑
i=1
βiZ
2
i
)2+ 1
n
f2h,ϕ,u +O
(
n−3/2
)
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siendo
f2h,ϕ,u = b1 +
1
3
b2 +
2
3
b3 +
1
9
b4 − 2b5 + 12b6 +
1
2
b7 + 2b8
con
b1 =
(−6 + 4M −M2)+ (8M − 6M2 +M3)
M∑
i=1
u2i(
M∑
i=1
ui
)2
b2 =
(
l1131
l1121
)2
(−5 + 6M − 3M2)+ (9M − 12M2 + 5M3)
M∑
i=1
u2i(
M∑
i=1
ui
)2

b3 =
l1131
l1121

(
10− 4M −M2 +M3)+ (30M − 33M2 + 9M3)
M∑
i=1
u2i(
M∑
i=1
ui
)2
− 2 (33M − 42M2 + 15M3)
M∑
i=1
u3i(
M∑
i=1
ui
)3 − 2 (33M − 24M2 + 3M3)
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3

b4 =
(−15 + 6M −M2)+ (39M − 44M2 + 15M3)
M∑
i=1
u4i(
M∑
i=1
ui
)4 + (39M − 26M2 + 3M3)
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×
M∑
i=1
i6=j
M∑
j=1
u2iu
2
j
(
M∑
i=1
ui
)4 + (78M − 44M2 + 6M3)
M∑
i=1
i6=j
M∑
j=1
u3iuj
(
M∑
i=1
ui
)4
+
(
51M − 12M2 +M3)
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
u2iujuk
(
M∑
i=1
ui
)4
b5 =
(−20 + 10M − 2M2)+ (40M − 38M2 + 10M3)
M∑
i=1
u3i(
M∑
i=1
ui
)3
+
(
40M − 18M2 + 2M3)
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3
b6 =
l1141
l1121

(−5 + 7M − 3M2 +M3)+ (8M − 12M2 + 4M3)
M∑
i=1
u2i(
M∑
i=1
ui
)2

b7 =
l2122
l1121

(−15 + 9M − 3M2 +M3)+ (36M − 42M2 + 14M3)
M∑
i=1
u3i(
M∑
i=1
ui
)3
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+
(
36M − 18M2 + 6M3)
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3

b8 =
(−15 + 6M −M2)+ (39M − 44M2 + 15M3)
M∑
i=1
u4i(
M∑
i=1
ui
)4
+
(
78M − 44M2 + 6M3)
M∑
i=1
i6=j
M∑
j=1
u3iuj
(
M∑
i=1
ui
)4 + (39M − 24M2 + 3M3)
M∑
i=1
i6=j
M∑
j=1
u2iu
2
j
(
M∑
i=1
ui
)4
+
(
39M − 12M2 +M3)
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
u2iujuk
(
M∑
i=1
ui
)4 .
Demostracio´n
Se siguen los mismos pasos que en el Teorema 4.2
Corolario 4.3
Para ui = u, i = 1, ...,M , y p0 =
(
1
M , ...,
1
M
)t se tiene
E
[
(T1)
2
]
=M2 − 1 + 1
n
f2h,ϕ +O
(
n−3/2
)
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siendo
f2h,ϕ = (2− 2M) + 13
(
l1131
l1121
)2 (
4− 6M + 2M2)
+ 12
l1141
l1121
(
3− 5M − 2M2 + (M + 3)M2)+ 12 l2122l1121 (M3 + 9M2 −M − 3)
+ 23
l1131
l1121
(
10− 13M − 6M2 + (M + 8)M2) .
Demostracio´n
El resultado se sigue del teorema anterior haciendo ui = u, i = 1, ...,M , en la
expresio´n de f2h,ϕ,u.
Corolario 4.4
Para ui = u, i = 1, ...,M , p0 =
(
1
M , ...,
1
M
)t y ha (x) = x con Λ = 1 y ηa = 1,
se tiene
E
[
(T1)
2
]
=M2 − 1 + 1
n
f2ϕ + o
(
n−3/2
)
siendo
f2ϕ = (2− 2M) + 13
(
ϕ′′′ (1)
ϕ′′ (1)
)2 (
4− 6M + 2M2)
+ 12
ϕ′′′′ (1)
ϕ′′ (1)
(
3− 5M − 2M2 + (M + 3)M2)
+ 23
ϕ′′′ (1)
ϕ′′ (1)
(
10− 13M − 6M2 + (M + 8)M2) .
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Demostracio´n
El resultado se sigue del corolario anterior haciendo ha (x) = x con Λ = 1 y
ηa = 1, en la expresio´n de f2h,ϕ.
Teorema 4.5
Para M → ∞ la condicio´n que deben verificar las ϕ y las h para que los
te´rminos f2h,ϕ,u, f
2
h,ϕ y f
2
ϕ se anulen viene dada mediante las ecuaciones
0 =
M∑
i=1
u2i(
M∑
i=1
ui
)2 + 53
(
l1131
l1121
)2 M∑
i=1
u2i(
M∑
i=1
ui
)2 + 23 l1131l1121

1− 30
M∑
i=1
u3i(
M∑
i=1
ui
)3 − 6
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3

+
5
3
M∑
i=1
u4i(
M∑
i=1
ui
)4 + 13
M∑
i=1
i6=j
M∑
j=1
u2iu
2
j
(
M∑
i=1
ui
)4 + 23
M∑
i=1
i6=j
M∑
j=1
u3iuj
(
M∑
i=1
ui
)4 + 19
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
u2iujuk
(
M∑
i=1
ui
)4
−20
M∑
i=1
u3i(
M∑
i=1
ui
)3 − 4
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3 + 12 l1141l1121
1 + 4
M∑
i=1
u2i(
M∑
i=1
ui
)2

+
1
2
l2122
l1121

1 + 14
M∑
i=1
u3i(
M∑
i=1
ui
)3 + 6
M∑
i=1
i6=j
M∑
j=1
u2iuj
(
M∑
i=1
ui
)3

+30
M∑
i=1
u4i(
M∑
i=1
ui
)4 + 12
M∑
i=1
i6=j
M∑
j=1
u3iuj
(
M∑
i=1
ui
)4 + 6
M∑
i=1
i6=j
M∑
j=1
u2iu
2
j
(
M∑
i=1
ui
)4 + 2
M∑
i=1
M∑
j=1
i6=j 6=k
M∑
k=1
u2iujuk
(
M∑
i=1
ui
)4
para f2h,ϕ,u = 0.
0 = 4l1131 + 3l1141 + 3l2122
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para f2h,ϕ = 0.
Finalmente
0 = 4ϕ′′′ (1) + 3ϕ′′′′ (1)
para f2ϕ = 0.
Demostracio´n
El resultado sigue del Teorema 4.4 y Corolarios 4.3 y 4.4 haciendo tender M
a infinito.
En definitiva la mejor eleccio´n de las funciones h y ϕ vienen dadas por la
resolucio´n del sistema {
f1h,ϕ,u = 0
f2h,ϕ,u = 0
donde f1h,ϕ,u y f
2
h,ϕ,u vienen dadas, respectivamente en los Teoremas 4.2 y 4.4.
En el caso general obse´rvese que habra´ que recurrir a procedimientos nu´mericos
para su resolucio´n. Sin embargo para ui = u, i = 1, ...,M , se llega a que ambas
ecuaciones son la misma y viene dada por
0 = 4l1131 + 3l1141 + 3l2122.
As´ı por ejemplo si se considera la familia de divergencias de Renyi que viene
caracterizada por
ϕr (x) =
xr − r (x− 1)− 1
r (r − 1) r 6= 0, 1
y
hr (x) =
1
r (r − 1) log (r (r − 1)x+ 1) r 6= 0, 1
se tiene que
l1131 = r − 2
l1141 = (r − 2) (r − 3)
l2122 = −r (r − 1)
con lo cual se llega a que el r o´ptimo es 5/4.
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La misma sencillez se presenta en el caso ui = u, i = 1, ...,M , y ha (x) = x
con Λ = 1 y ηa = 1 ya que para este caso las divergencias o´ptimas se obtendra´n
como solucio´n de la ecuacio´n
0 = 4ϕ′′′ (1) + 3ϕ′′′′ (1) .
As´ı por ejemplo en el caso de la familia de divergencias de Rukhin, dada por
ϕa (x) =
(
1
(a+ (1− a)x) − 1
)
se tiene que el valor de a o´ptimo viene dado por a = 2/3.
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5Bondad de ajuste con datos
mal clasificados basados en
(h, ϕ)− Divergencias
ponderadas
5.1. Introduccio´n
En el Cap´ıtulo 3 se analizo´ ampliamente el problema de bondad de ajuste en
el caso de hipo´tesis nula simple H0 : p = p0 en el supuesto de que se tengan pon-
deraciones sobre los elementos Ai, i = 1, ...,M de la particio´n A de X , haciendo
uso de la familia de estad´ısticos de contraste
T1 = 2nWDhϕ (pˆ, p0) .
Una de las dificultades, que se suele encontrar en la pra´ctica, es la posibilidad
de una falsa o mala clasificacio´n de uno o ma´s individuos en las respectivas clases
o categor´ıas. Este problema fue abordado por primera vez por Bross (1954) para
el caso de dos clases. Bross establecio´ que la proporcio´n muestral es un estimador
sesgado y el sesgo es una funcio´n de la cantidad de observaciones mal clasificadas.
Mote y Anderson (1965) estudiaron el efecto de una clasificacio´n erro´nea sobre el
estad´ıstico X 2 de Pearson y llegaron a la conclusio´n de que si se ignoran los errores
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de clasificacio´n, el taman˜o del test aumentara´ y la potencia asinto´tica se reducira´.
Un razonamiento similar con la familia de tests estad´ısticos T1 = 2nWDhϕ (pˆ, p0)
conducir´ıa a los mismos resultados. Esto nos lleva a que en el supuesto de que
haya datos mal clasificados, la familia de tests estad´ısticos T1 = 2nWDhϕ (pˆ, p0)
se debe modificar para paliar los problemas sen˜alados previamente.
En este cap´ıtulo se introduce una familia de tests basados en las (h, ϕ)−
divergencias ponderadas, para el contraste de bondad de ajuste cuando el pro-
cedimiento o clasificador que se utiliza para asignar las observaciones X1, ..., Xn
a los elementos Ai, i = 1, ...,M de la particio´n A de X , puede conducir a la clasi-
ficacio´n erro´nea de algunas observaciones y existen ponderaciones en las clases.
En esencia el nuevo procedimiento se basara´ en sustituir el estimador de ma´xima
verosimilitud, pˆ, de p por uno obtenido por muestreo doble.
5.2. Me´todo de estimacio´n por muestreo doble
El me´todo de muestreo doble fue introducido por Tenenbein (1970, 1971,
1972) en el contexto de la siguiente situacio´n experimental. Supongamos que
tenemos dos procedimientos para asignar las observaciones X1, ..., Xn a los ele-
mentos Ai, i = 1, ...,M de la particio´n A de X . Uno de ellos resulta muy costoso y
esta´ pra´cticamente libre de error y el otro es muy barato, pero resulta fiable hasta
un cierto punto. Generalmente el aspecto costo es importante y se supondra´ que
los recursos esta´n limitados. Un ejemplo sencillo ser´ıa el siguiente: Supongamos
que las observaciones hay que clasificarlas como buenas o defectuosas. La u´nica
forma de saber si se debe clasificar como buena conduce a su destruccio´n (proce-
dimiento caro, pero seguro) mientras que por otro lado mediante una inspeccio´n
visual se puede clasificar como buena o defectuosa (procedimiento barato, pero
no seguro). Diamond y Lilienfield (1962) analizan una interesante situacio´n ex-
perimental relativa a una determinada enfermedad. Esta se puede diagnosticar
mediante una serie de pruebas de bajo coste, pero no totalmente fiables o me-
diante una serie de pruebas muy costosas, pero pra´cticamente libres de error.
El me´todo de muestreo doble de Tenenbein da un procedimiento alternativo
que trata de dar a un coste razonable unos resultados suficientemente precisos. El
esquema consiste en considerar n unidades experimentales en una primera etapa
y clasificarlas en los correspondientes elementos de la particio´n Ai, i = 1, ...,M ,
utilizando los dos procedimientos de clasificacio´n y en una segunda etapa tomar
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N − n unidades experimentales adicionales y clasificarlas en los elementos Ai,
i = 1, ...,M , de la particio´n utilizando el procedimiento de clasificacio´n sujeto a
errores. Hochberg (1977) extendio´ el uso del muestreo doble dado por Tenenbein
al caso de tablas de contingencia mu´ltiples y Cheng y otros (1998) utilizaron el
muestreo doble para dar contrastes alternativos a los de la ji-cuadrado y cociente
de verosimilitudes en el problema de bondad de ajuste.
Veamos de una forma ma´s precisa la forma de proceder con el muestreo doble
de Tenenbein:
Se considera una muestra, X1, ..., Xn, de forma que cada unidad se pueda
clasificar en una de las M diferentes clases, Ai, i = 1, ...,M de la particio´n A de
X . Para cada unidad muestral se definen las variables aleatorias Y e Y 0 en la
forma siguiente:
Y = i si la unidad muestral verdaderamente pertenece a la categor´ıa
Ai con i = 1, ...,M
Y 0 = j si la unidad muestral es clasificada, por el procedimiento de
clasificacio´n que puede dar lugar a una clasificacio´n erro´nea,
en la categor´ıa Aj con j = 1, ...,M .
Las distribuciones marginales de Y e Y 0 son respectivamente
pi = P (Y = i) , pij = P
(
Y 0 = j
)
, i, j = 1, ...,M ,
con
M∑
i=1
pi =
M∑
j=1
pij = 1.
Para describir la clasificacio´n erro´nea se definen las siguientes probabilidades:
θij = Probabilidad de que una unidad muestral perteneciendo a la
categor´ıa Ai se clasifique en la categor´ıa Aj .
Es decir,
θij = P
(
Y 0 = j/Y = i
)
, i, j = 1, ...,M.
Es claro que:
M∑
j=1
θij = 1
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y
pij =
M∑
i=1
piθij , i, j = 1, ...,M .
Con esta notacio´n el procedimiento de muestreo doble se puede describir me-
diante las dos siguientes etapas:
1. Se obtiene una muestra de n observaciones y se clasifican segu´n los dos pro-
cedimientos: el que asigna las observaciones a las clases sin ningu´n ge´nero
de duda, Y1, ..., Yn, en lo sucesivo se denominara´ clasificador correcto, y el
que las puede clasificar de forma erro´nea, Y 01 , ..., Y
0
n , en lo sucesivo se de-
nominara´ clasificador erro´neo. La utilizacio´n de ambos procedimientos da
lugar a la siguiente tabla de contingencia M ×M
Clasificador erro´neo︷ ︸︸ ︷
Clasificador correcto

A1 A2 . . Aj . . AM
A1 n11 n12 . . n1j . . n1M n1∗
A2 n21 n22 . . n2j . . n2M n2∗
. . . . . . . . . .
. . . . . . . . . .
Ai ni1 ni2 . . nij . . niM ni∗
. . . . . . . . . .
. . . . . . . . . .
AM nM1 nM2 . . nMj . . nMM nM∗
n∗1 n∗2 . . n∗j . . n∗M n
donde nij es el nu´mero de unidades de la muestra cuya verdadera categor´ıa
es Ai y son clasificadas en la categor´ıa Aj , y
ni∗ =
M∑
j=1
nij , n∗j =
M∑
i=1
nij , n =
M∑
i=1
M∑
j=1
nij .
2. Posteriormente, se obtiene una muestra de N − n unidades adicionales y
se clasifica por el procedimiento que puede producir errores, Y 0n+1, ..., Y
0
N .
Denotamos por
mj =
N∑
k=n+1
I(Y 0k =j), j = 1, ...,M
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el nu´mero de unidades que segu´n este clasificador se han asignado a la
categor´ıa Aj , j = 1, ...,M , entre las N − n observadas y por (m1, ...,mM )t
el vector de frecuencias asociado a Y 0n+1, ..., Y
0
N .
En la primera etapa del muestreo doble, se tiene que de las n observaciones
tomadas hay nij unidades, cuya verdadera categor´ıa es Ai y una vez clasificadas
han ido a parar a la categor´ıa Aj . Consideremos nij para i fijo. La tabla de
contingencia M ×M dada anteriormente se puede ahora considerar como una
tabla 2×M , dependiendo si la verdadera categor´ıa de una unidad es Ai o no Ai,
es decir
Y 0︷ ︸︸ ︷
Y {
A1 A2 . . Aj . . AM
Ai ni1 ni2 . . . . . niM ni∗
no Ai n∗1 − ni1 n∗2 − ni2 . . . . . n∗M − niM n− ni∗
n∗1 n∗2 . . . . . n∗M n
La distribucio´n de la variable aleatoria 2M -dimensional
(ni1, ..., niM , n∗1 − ni1, ..., n∗M − niM )
es una multinomial con para´metros
(n; θi1pi, ..., θiMpi, pi1 − θi1pi, ..., piM − θiMpi)
ya que
P
(
Y = i, Y 0 = j
)
= P
(
Y 0 = j/Y = i
)
P (Y = i) = θijpi
P
(
Y 6= i, Y 0 = j) = P (Y 0 = j)− P (Y = i, Y 0 = j) = pij − θijpi.
En la segunda etapa, utilizando el clasificador erro´neo, se observanmj unidades
(de entre las N − n) en la clase Aj . Por tanto (m1, ...,mM ) se distribuye segu´n
una multinomial con para´metros
(N − n;pi1, ..., piM )
ya que
P
(
Y 0 = j
)
= pij , j = 1, ...,M.
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Como la segunda muestra es independiente de la primera, la funcio´n de
verosimilitud conjunta es proporcional a
L (pi, θ) ≈
M∏
j=1
(θijpi)
nij (pij − θijpi)n∗j−nij
M∏
j=1
(pij)
mj
donde θ = (θij)i,j=1,...,M .
Sea λij =
θijpi
pij
, entonces se tiene
L = L (λi1, ..., λiM , pi1, .., piM )
=
M∏
j=1
(λij)
nij (pij)
nij (pij − λijpij)n∗j−nij
M∏
j=1
(pij)
mj
=
M∏
j=1
(λij)
nij (pij)
n∗j (1− λij)n∗j−nij
M∏
j=1
(pij)
mj
=
M∏
j=1
(λij)
nij (1− λij)n∗j−nij
M∏
j=1
(pij)
mj+n∗j .
Tomando logar´ıtmos se tiene,
logL =
M∑
j=1
nij log λij +
M∑
j=1
(n∗j − nij) log (1− λij) +
M∑
j=1
(mj + n∗j) log pij
=
M∑
j=1
nij log λij +
M∑
j=1
(n∗j − nij) log (1− λij) +
M−1∑
j=1
(mj + n∗j) log pij
+(mM + n∗M ) log
1− M∑
j=1
pij
 .
Derivando respecto a λij e igualando a cero se llega a,
∂ logL
∂λij
=
nij
λij
− n∗j − nij
1− λij = 0,
luego
λˆij =
nij
n∗j
.
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Derivando respecto a pij e igualando a cero se tiene,
∂ logL
∂pij
=
nij
λij
∂λij
∂pij
+
n∗j − nij
1− λij
∂ (1− λij)
∂pij
+
mj + n∗j
pij
− mM + n∗M
piM
.
Al ser,
λij =
θijpi
pij
se tiene,
∂λij
∂pij
= −θijpi
pi2j
= −λij
pij
y como
λˆij =
nij
n∗j
se llega a
∂ logL
∂pij
= −nij
λij
nij
n∗j
1
pij
+
n∗j − nij
1− λij
nij
n∗j
1
pij
+
mj + n∗j
pij
− mM + n∗M
piM
= −nijn∗j
nij
nij
n∗j
1
pij
+
(n∗j − nij)n∗j
n∗j − nij
nij
n∗j
1
pij
+
mj + n∗j
pij
− mM + n∗M
piM
= 0.
De la anterior igualdad se tiene,
mj + n∗j
pij
=
mM + n∗M
piM
luego
piM (mj + n∗j) = pij (mM + n∗M )
y sumando en j se llega a
1
N
=
piM
mM + n∗M
con lo cual se tiene que
pˆij =
mj + n∗j
N
, j = 1, ...,M .
Como λij =
θijpi
pij
y pi =
M∑
j=1
λijpij la expresio´n de los estimadores θˆij y pˆi viene
dada por
θˆij =
(mj + n∗j)nij
Nn∗j pˆi
, i, j = 1, ...,M
pˆi =
M∑
j=1
(mj + n∗j)nij
Nn∗j
, i = 1, ...,M .
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Observacio´n 5.1
Ahora se calculara´ la matriz de informacio´n de Fisher para i fijo. Los para´metros
del modelo son
(λi1, ..., λiM , pi1, ..., piM−1) .
En lo sucesivo se utilizara´ la siguiente notacio´n
α1 = λi1, α2 = λi2, ..., αM = λiM , αM+1 = pi1, ..., α2M−1 = piM−1.
As´ı el elemento (u, v) de la matriz de informacio´n de Fisher, Iuv (α1, ..., α2M−1)
viene dado por
Iuv (α1, ..., α2M−1) = E
(
−∂
2 logL (p, θ)
∂αu∂αv
)
, u, v = 1, ..., 2M − 1.
Ahora se calculara´ esta expresio´n segu´n los diferentes valores de los ı´ndices u
y v.
• Si u 6= v, u, v = 1, ...,M , se tiene
∂ logL (p, θ)
∂λiu
=
niu
λiu
− n∗u − niu
1− λiu
∂2 logL (p, θ)
∂λiu∂λiv
= 0
y
E
(
−∂
2 logL (p, θ)
∂αu∂αv
)
= E
(
−∂
2 logL (p, θ)
∂λiu∂λiv
)
= 0
• Si u = v, u = 1, ...,M , se tiene
∂2 logL (p, θ)
∂λ2iu
= −niu
λ2iu
− n∗u − niu
(1− λiu)2
.
Al ser, como ya se vio anteriormente, la distribucio´n conjunta de
(ni1, ..., niM , n∗1 − ni1, ..., n∗M − niM )
una multinomial con para´metros
(n; θi1pi, ..., θiMpi, pi1 − θi1pi, ..., piM − θiMpi)
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se tiene que nij, a i fijo, es una binomial de para´metros (n; θijpi), con lo cual
E (nij) = nθijpi = nλijpij,
y n∗j − nij, a i fijo, es tambie´n una binomial, pero ahora los para´metros son
(n;pij − θijpi), con lo cual
E (n∗j − nij) = n (pij − θijpi) = npij (1− λij) .
As´ı, se tiene
Iuu (α1, ..., α2M−1) = E
(
−∂
2 logL (p, θ)
∂α2u
)
= E
(
−∂
2 logL (p, θ)
∂λ2iu
)
=
nλiupiu
λ2iu
+
npiu (1− λiu)
(1− λiu)2
= npiu
(
1
λiu
+
1
1− λiu
)
=
npiu
λiu (1− λiu) .
De forma ana´loga se obtiene,
• Si u = 1, ...,M , v =M + 1, ..., 2M − 1, entonces
Iuv (α1, ..., α2M−1) = E
(
−∂
2 logL (p, θ)
∂λiu∂piv
)
= 0.
• Si u =M + 1, ..., 2M − 1, v = 1, ...,M , entonces
Iuv (α1, ..., α2M−1) = E
(
−∂
2 logL (p, θ)
∂piu∂λiv
)
= 0.
• Si u 6= v, u, v =M + 1, ..., 2M − 1, entonces
Iuv (α1, ..., α2M−1) = E
(
−∂
2 logL (p, θ)
∂piu∂piv
)
=
N
piM
.
• Si u = v, u, v =M + 1, ..., 2M − 1, entonces
Iuv (α1, ..., α2M−1) = E
(
−∂
2 logL (p, θ)
∂piu∂piv
)
=
N
piu
+
N
piM
.
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En definitiva la matriz de informacio´n de Fisher, viene dada mediante
Iuv (α1, ..., α2M−1) =
(
ndiag (T ) 0
0 NA
)
siendo diag (T ) una matriz M ×M cuyos elementos en la diagonal principal son
piu
λiu (1− λiu) u = 1, ...,M
y A = (auv)u,v=M+1,...,2M−1 cuyos elementos auv vienen dados mediante
auv =

1
piu
+
1
piM
si u = v
1
piM
si u 6= v
.
Es claro a partir de este resultado que la variable aleatoria
√
n
((
λˆi1, ..., λˆiM , pˆi1, ..., pˆiM
)
− (λi1, ..., λiM , pi1, ..., piM )
)
converge en Ley a una normal 2M -dimensional con vector de medias cero y matriz
de varianzas covarianzas dada mediante(
diag (T )−1 0
0 nNΣpi
)
siendo
Σpi = diag (pi)− pitpi.
El siguiente resultado que se establecera´ es importante ya que permite obtener
los resultados asinto´ticos ma´s importantes que se obtienen en este cap´ıtulo.
Teorema 5.1
Sea
pˆi =
M∑
j=1
(mj + n∗j)nij
Nn∗j
, i = 1, ...,M
el estimador de ma´xima verosimilitud de pi, i = 1, ...,M , bajo la hipo´tesis del
muestreo doble. Supuesto que n/N tiende a f > 0, cuando N tiende a infinito,
entonces √
N (pˆ1 − p1, ..., pˆM − pM ) L→
N→∞
N (0,Σ∗)
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siendo Σ∗ = (σij)i,j=1,...,M con
σij =

piqi
f
(1− (1− f)Ki) si i = j
(
1− 1
f
)
M∑
k=1
λikλjkpik − pipj si i 6= j
.
Adema´s,
qi = 1− pi
Ki =
(
Corr
(
I(Y=i), E
(
I(Y=i)/Y
0
)))2
=
pi
qi
(
M∑
k=1
θ2ik
pik
− 1
)
λij =
piθij
pij
= E
(
I(Y=i)/Y
0 = j
)
.
Demostracio´n
En primer lugar se calculara´ la varianza de las pˆi. Es decir σii. Al ser,
pˆi =
M∑
j=1
λˆij pˆij , i = 1, ...,M
se tiene que el desarrollo de Taylor de primer orden de pˆi en pi viene dado por
pˆi − pi =
M∑
u=1
piu
(
λiu − λˆiu
)
+
M∑
u=1
λiu (piu − pˆiu) + o
(∥∥∥λ− λˆ∥∥∥+ ‖pi − pˆi‖)
con λ = (λi1, ..., λiM )
t y pi = (pi1, ..., piM )
t.
Por tanto la varianza asinto´tica de pˆi, teniendo en cuenta las relaciones exis-
tentes entre las diferentes covarianzas, viene dada por
V a (pˆi) =
M∑
u=1
pi2uV a
(
λˆiu
)
+
M∑
u=1
λ2iuV a (pˆiu) +
M∑
u=1
u 6=v
M∑
v=1
Cova (pˆiu, pˆiv)λiuλiv.
Ahora bien, al ser
V a
(
λˆiu
)
=
λiu (1− λiu)
npiu
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V a (pˆiu) =
1
N
piu (1− piu) u = 1, ...,M
Cova (pˆiu, pˆiv) = − 1
N
piupiv
y teniendo en cuenta que λiu = piθiu/piu, se tiene
V a (pˆi) =
pi
n
− p
2
i
n
M∑
u=1
θ2iu
piu
+
p2i
N
M∑
u=1
θ2iu
piu
− p
2
i
N
M∑
u=1
θ2iu −
p2i
N
M∑
u=1
u 6=v
M∑
v=1
θiuθiv.
Ahora bien, llamando
C1 =
pi
n
− p
2
i
n
M∑
u=1
θ2iu
piu
y
C2 =
p2i
N
 M∑
u=1
θ2iu
piu
−
M∑
u=1
θ2iu −
M∑
u=1
u 6=v
M∑
v=1
θiuθiv

se tiene,
C1 =
1
n
((
piqi + p2i
)− p2i M∑
u=1
θ2iu
piu
)
=
1
n
(
piqi
(
1− p
2
i
piqi
M∑
u=1
θ2iu
piu
+
p2i
piqi
))
=
piqi
n
(
1− pi
qi
(
M∑
u=1
θ2iu
piu
− 1
))
=
piqi
n
(1−Ki)
y
C2 =
p2i
N
(
M∑
u=1
θ2iu
piu
− 1
)
=
piqi
N
(
pi
qi
(
M∑
u=1
θ2iu
piu
− 1
))
=
piqi
N
Ki.
5.2. Me´todo de estimacio´n por muestreo doble 157
Luego,
V a (pˆi) =
piqi
n
(1−Ki) + piqi
N
Ki =
piqi
n
(
1−Ki + n
N
Ki
)
=
piqi
n
(
1−Ki
(
1− n
N
))
=
piqi
n
(1−Ki (1− f)) .
En definitiva
V a
(√
Npˆi
)
=
piqi
f
(1−Ki (1− f)) = σii.
Para comprobar que
Cova
(√
Npˆi,
√
Npˆj
)
= σij
hay que tener en cuenta que
Cova
(
λˆis − λis, λˆjm − λjm
)
=
 0 si s 6= m−λisλjs
pisn
si s = m
y la relacio´n existente entre las diferentes covarianzas.
Veamos esta u´ltima igualdad. Al ser,
h (x, y) =
x
y
= h (x0, y0) +
(
∂h (x, y)
∂x
)
(x0,y0)
(x− x0)
+
(
∂h (x, y)
∂y
)
(x0,y0)
(y − y0) + o (‖x− x0‖+ ‖y − y0‖)
=
x0
y0
+
1
y0
(x− x0)− x0
y20
(y − y0) + o (‖x− x0‖+ ‖y − y0‖)
se tiene, tomando
x = nis x0 = E [nis] = nλispis
y = n∗s y0 = E [n∗s] = npis,
que
λˆis =
nis
n∗s
=
nλispis
npis
+
1
npis
(nis − E [nis])− nλispis
n2pi2s
(n∗s − E [n∗s]) .
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Sea i 6= j, entonces
Cova
(
λˆis − λis, λˆjs − λjs
)
=
1
n2pi2s
Cova (nis, njs)− λjs
n2pi2s
Cova (nis, n∗s)
− λis
n2pi2s
Cova (njs, n∗s) +
λjsλis
n2pi2s
V a (n∗s)
=
1
n2pi2s
(−nλispisλjspis)
− λjs
n2pi2s
Cova (nis, nis) +∑
u 6=i
Cova (nis, nus)

− λis
n2pi2s
Cova (njs, n∗s) +
λjsλis
n2pi2s
npis (1− pis)
= −λjsλis
n
− λjs
n2pi2s
(nλispis (1− λis − pis)
−
∑
u 6=i
nλisλuspi
2
s
− λis
n2pi2s
Cova (njs, n∗s)
+
λjsλis
npis
− λjsλis
n
= −λjsλis
n
− 2 λjs
npis
(λis − λispis) + λjsλis
npis
− λjsλis
n
= −λjsλis
n
− 2λjsλis
npis
+ 2
λjsλis
n
+
λjsλis
npis
− λjsλis
n
= −λjsλis
npis
.
As´ı se tiene que
Cova
(√
Npˆi,
√
Npˆj
)
= N
M∑
s=1
Cova
(
λˆis − λis, λˆjs − λjs
)
pi2s
+N
M∑
s=1
M∑
m=1
Cov (pˆis, pˆim)λjmλis,
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con
M∑
s=1
M∑
m=1
Cova (pˆis, pˆim)λjmλis = −
M∑
s=1
m6=s
M∑
m=1
1
N
pispimλjmλis
+
M∑
s=1
pis (1− pis)
N
λjsλis
= −
M∑
s=1
m6=s
M∑
m=1
1
N
pispim
pjθjm
pim
piθis
pis
+
M∑
s=1
pis (1− pis)
N
λjsλis
= − 1
N
pipj
M∑
s=1
m6=s
θis
M∑
m=1
θjm
+
M∑
s=1
pis (1− pis)
N
λjsλis.
Teniendo en cuenta que
M∑
s=1
m6=s
θis
M∑
m=1
θjm = 1−
M∑
m=1
θimθjm
se llega a
M∑
s=1
M∑
m=1
Cova (pˆis, pˆim)λjmλis = − 1
N
pipj +
1
N
M∑
m=1
θimθjmpipj
+
M∑
s=1
pis (1− pis)
N
λjsλis
= − 1
N
pipj +
1
N
M∑
m=1
λimpimλjmpim
+
1
N
M∑
s=1
(
pis − pi2s
)
λjsλis
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= − 1
N
pipj +
1
N
M∑
s=1
pisλjsλis.
As´ı, se tiene
Cova
(√
Npˆi,
√
Npˆj
)
= −pipj +
M∑
s=1
pisλjsλis − N
n
M∑
s=1
pisλjsλis.
Bajo la hipo´tesis nula
H0 : p = p0 = (p01, ..., p0M )
t
Cheng y otros (1998) establecieron que
N
M−1∑
i=1
M−1∑
j=1
(pˆi − p0i) τˆij (pˆj − p0j) L→
N→∞
X 2M−1
siendo Σ−1 = (τij)i,j=1,...,M−1, Σ la matriz obtenida al eliminar la u´ltima fila y la
u´ltima columna de la matriz Σ∗ con τˆij el estimador de ma´xima verosimilitud de
τij y pˆ = (pˆ1, ..., pˆM )
t el estimador de ma´xima verosimilitud de p con muestreo
doble.
En el apartado siguiente se presenta una nueva familia de estad´ısticos de con-
traste, basados en las (h, ϕ)-divergencias ponderadas para abordar aquellas situa-
ciones en las que se tengan ponderaciones sobre los elementos Ai, i = 1, ...,M , de
la particio´n A de X . Es decir, se trata de presentar una familia de estad´ısticos
de contraste que sustituya a la familia
T1 = 2nWDhϕ (pˆ, p0)
cuando p se estima a trave´s de ma´xima verosimilitud, pero utilizando un muestreo
doble.
5.3. Bondad de ajuste con datos mal clasificados
Teorema 5.2
Sea pˆ = (pˆ1, ..., pˆM )
t obtenido por el procedimiento de muestreo doble de
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Tenenbein, siendo
pˆi =
M∑
j=1
(mj + n∗j)nij
Nn∗j
, i = 1, ...,M
con n/N →
N→∞
f > 0. Bajo la hipo´tesis nula
H0 : p = p0 = (p01, ..., p0M )
t
y para Σ∗ la matriz de varianzas covarianzas asinto´tica del vector aleatorio
√
N (pˆ− p0),
dada en el apartado anterior, entonces
a) Si q 6= p0, se tiene
√
N
(
WDhϕ (pˆ, q)−WDhϕ (p0, q)
)
L→
N→∞
N
(
0, σ2
)
donde
σ2 = TΣ∗T t (5.1)
y T la definida en el Cap´ıtulo 3.
b) Si q = p0, se tiene
2NWDhϕ (pˆ, p0)
L→
N→∞
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias independientes normales de media cero
y varianza uno, los βi son los autovalores no nulos de AΣ∗, siendo A la
matriz definida en el Corolario 3.4, A = (aij)i,j=1,...,M con
aij =

0 si i 6= j
Λ∑
a=1
ηah
′
a (0)ϕ
′′ (1)
ui
pi
M∑
i=1
uipi
si i = j
y r = rango (Σ∗AΣ∗).
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Demostracio´n
a) El desarrollo en serie de Taylor de primer orden de la funcio´n WDhϕ (pˆ, q),
viene dado por
√
N
(
WDhϕ (pˆ, q)−WDhϕ (p0, q)
)
=
√
NT (pˆ− q)t +
√
No (‖pˆ− q‖) .
Al ser, √
N (pˆ− q) L→
N→∞
N (0,Σ∗) ,
se tiene √
No (‖pˆ− q‖) = op (1) .
El resultado, ahora, se sigue de forma inmediata.
b) El desarrollo en serie de Taylor de segundo orden de la funcio´n WDhϕ (pˆ, q),
viene dado por
WDhϕ (pˆ, q)−WDhϕ (p0, q) =
1
2
(pˆ− p0)tA (pˆ− p0) + o
(
‖pˆ− p0‖2
)
con A la matriz dada en el enunciado.
Como WDhϕ (p0, q) = 0 si q = p0 y
√
N (pˆ− p0) L→
N→∞
N (0,Σ∗) ,
se tiene
No
(
‖pˆ− p0‖2
)
= op (1) .
Aplicando la Observacio´n 3.1 del Cap´ıtulo 3, se sigue que
2NWDhϕ (pˆ, p0)
L→
N→∞
r∑
i=1
βiZ
2
i
donde las Zi son variables aleatorias independientes normales de media
cero y varianza uno, los βi son los autovalores no nulos de AΣ∗ y r =
rango (Σ∗AΣ∗).
Observacio´n 5.2
A la vista del apartado b) de este teorema para contrastar
H0 : p = p0
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cuando p = (p1, ..., pM )
t se ha estimado utilizando el muestreo doble y sobre los
elementos Ai, i = 1, ...,M , de la particio´n A de X , existen ponderaciones, se
debera´ rechazar la hipo´tesis nula si
T ∗ = 2NWDhϕ (pˆ, p0) > tα
siendo tα de forma que
P
(
r∑
i=1
βiZ
2
i > tα
)
= α.
Observacio´n 5.3
Dado un punto q 6= p0, el apartado a) del teorema anterior permite obtener
la potencia en q. Esta viene dada mediante,
βN (q) = 1− ΦN
(
tα − 2NWDhϕ (p0, q)
2N1/2σ
)
donde σ viene dada en (5.1) y ΦN (x) es una sucesio´n de funciones de distribucio´n
que tiende a la funcio´n de distribucio´n, Φ, de una normal de media cero y varianza
uno.
Se puede obtener otra aproximacio´n a la funcio´n de potencia cuando se con-
sideran alternativas, que convergen a la hipo´tesis nula H0, como se vio en el
Cap´ıtulo 3,
H1,N : p(N) = p0 +N−1/2d
con d = (d1, ..., dM )
t, y
M∑
i=1
di = 0.
Teorema 5.3
Bajo las hipo´tesis alternativas
H1,N : p(N) = p0 +N−1/2d
con d = (d1, ..., dM )
t, y
M∑
i=1
di = 0, se tiene
2NWDhϕ (pˆ, p0)− ξ L→
N→∞
r∑
i=1
βi (Zi + ωi)
2
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siendo r = rango (Σ∗AΣ∗), β1, ..., βr los autovalores positivos de AΣ∗, A y Σ∗ las
matrices dadas en el Teorema 5.2, Zi, i = 1, ..., r, variables aleatorias indepen-
dientes normales de media cero y varianza uno, ω = Λ−1RtStAd, ξ = dtAd −
ωtΛω donde Λ = diag (β1, ..., βr), St es una ra´ız arbitraria de Σ∗ y R es la
correspondiente matriz de autovectores de StAS.
Demostracio´n
Se tiene,
√
N (pˆ− p0) =
√
N
(
pˆ− p(N)
)
+
√
N
(
p(N) − p0
)
=
√
N
(
pˆ− p(N)
)
+ d.
Entonces al ser, bajo H1,N ,
√
N
(
pˆ− p(N)
)
L→
N→∞
N (0,Σ∗)
se llega a √
N (pˆ− p0) L→
N→∞
N (d,Σ∗) .
Por otro lado la distribucio´n asinto´tica de la familia de estad´ısticos
2NWDhϕ (pˆ, p0)
y de la forma cuadra´tica
√
N (pˆ− p0)tA
√
N (pˆ− p0)
es la misma segu´n se vio en el Teorema 5.2 parte b). El resultado ahora se sigue
sin ma´s que hacer uso de la Observacio´n 3.3.
Observacio´n 5.4
Usando el resultado del teorema previo se obtiene una aproximacio´n de la
funcio´n de potencia en p(N) = p0 +N−1/2d mediante la expresio´n
βN
(
p(N)
)
= 1−G (tα)
donde G es la funcio´n de distribucio´n de la variable aleatoria
r∑
i=1
βi (Zi + ωi)
2+ξ.
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5.4. El caso binomial con errores de clasificacio´n
En esta seccio´n se van a particularizar los resultados obtenidos en la seccio´n
anterior, para el caso binomial. En esta situacio´n la hipo´tesis nula es
H0 : p = p0
donde p es la probabilidad de tener el resultado uno y q = 1−p es la probabilidad
de obtener el resultado cero.
En este caso se utilizara´ la siguiente notacio´n para designar a las probabili-
dades de clasificacio´n erro´nea,
θ = P
(
Y 0 = 0/Y = 1
)
= θ10
1− θ = P (Y 0 = 1/Y = 1) = θ11
ψ = P
(
Y 0 = 1/Y = 0
)
= θ01
1− ψ = P (Y 0 = 0/Y = 0) = θ00.
Es inmediato que
pi = P
(
Y 0 = 1
)
= p (1− θ) + qψ
1− pi = P (Y 0 = 0) = pθ + q (1− ψ) .
Al igual que en el caso general se denotara´ por nij el nu´mero de unidades cuya
verdadera categor´ıa es i y una vez clasificadas han ido a parar a la categor´ıa j,
i, j = 0, 1, y
mk =
N∑
j=n+1
I(Y 0j =k), k = 0, 1.
En este contexto los estimadores de ma´xima verosimilitud de las probabili-
dades p, θ y ψ son de la forma
pˆ =
n11
n∗1
m1 + n∗1
N
+
n10
n∗0
m0 + n∗0
N
θˆ =
n10
n∗0
m0 + n∗0
Npˆ
ψˆ =
n01
n∗1
m1 + n∗1
N (1− pˆ) .
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En este caso la matriz A, como ya se vio en el Teorema 3.8, viene dada por
A = L

u1
p0 (u1p0 + u2 (1− p0)) 0
0
u2
(1− p0) (u1p0 + u2 (1− p0))

con
L =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1) .
Por otro lado se tiene,
Σ∗ = (σij)i,j=1,2 ,
con
σij =

piqi
f
(1− (1− f)Ki) si i = j
(
1− 1
f
)
M∑
k=1
λikλjkpik − pipj si i 6= j
.
Ahora se obtendra´n las expresiones de σ11 y σ12 en el caso binomial. La
expresio´n de σ11 viene dada por
σ11 =
p (1− p)
f
(1− (1− f)K1)
con
K1 =
p
1− p
{
θ211
pi1
+
θ212
pi2
− 1
}
.
Seguidamente se obtendra´ la expresio´n de K1 cuando p = p0
K1 =
p0
1− p0
{
(1− θ)2
pi
+
θ2
1− pi − 1
}
=
p0
1− p0
{
(1− θ)2 (1− pi) + θ2pi − pi (1− pi)
pi (1− pi)
}
=
p0
(1− p0)pi (1− pi)
{
(1− θ)2 (1− pi) + θ2pi − p0q0 (1− θ − ψ)2
−p0 (1− θ) θ − q0 (1− ψ)ψ}
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=
p0
(1− p0)pi (1− pi)
{
(1− θ) ((1− θ) (1− pi)− p0θ) + θ2pi
−p0q0 (1− θ − ψ)2 − q0 (1− ψ)ψ
}
=
p0
(1− p0)pi (1− pi) {(1− θ) ((1− θ) (p0θ + q0 (1− ψ))− p0θ)
+θ2 (p0 (1− θ) + q0ψ)− p0q0 (1− θ − ψ)2 − q0 (1− ψ)ψ
}
=
p0
(1− p0)pi (1− pi)
{
(1− θ) ((1− θ) θp0 + (1− θ) q0 (1− ψ)− p0θ + θ2p0)
+θ2q0ψ − p0q0 (1− θ − ψ)2 − q0 (1− ψ)ψ
}
=
p0
(1− p0)pi (1− pi)
{
(1− θ)2 (θp0 + q0 (1− ψ)− p0θ)
+q0ψ
(
θ2 − (1− ψ))− p0q0 (1− θ − ψ)2}
=
p0
(1− p0)pi (1− pi)
{
(1− θ)2 q0 (1− ψ) + q0ψ
(
θ2 − (1− ψ))
−p0q0 (1− θ − ψ)2
}
=
p0q0
(1− p0)pi (1− pi)
{
(1− θ)2 (1− ψ) + ψ (θ2 − (1− ψ))− p0 (1− θ − ψ)2}
=
p0
pi (1− pi)
{
(1− θ − ψ)2 − p0 (1− θ − ψ)2
}
=
p0q0
pi (1− pi)
{
(1− θ − ψ)2
}
.
As´ı, se tiene
σ11 =
p0q0
f
[
1− (1− f) p0q0
pi (1− pi) (1− θ − ψ)
2
]
.
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Ahora se calculara´ σ12. Se tiene,
σ12 =
(
1− 1
f
) 2∑
k=1
λ1kλ2kpik − p0q0.
Al ser,
λ11 =
p0
pi
(1− θ)
λ21 =
q0
pi
ψ
λ12 =
p0
1− piθ
λ22 =
q0
1− pi (1− ψ)
se tiene,
λ11λ21pi + λ12λ22 (1− pi) = p0q0
(
1− p0q0
pi (1− pi) (1− θ − ψ)
2
)
.
Luego
σ12 =
(
1− 1
f
)
p0q0
(
1− p0q0
pi (1− pi) (1− θ − ψ)
2
)
− p0q0
=
p0q0
f
[
(1− f) p0q0
pi (1− pi) (1− θ − ψ)
2 − 1
]
= −σ11
y
σ21 = σ12
σ11 = σ22.
De esta forma la matriz Σ∗, viene dada por
Σ∗ =
(
V a (pˆ) −V a (pˆ)
−V a (pˆ) V a (pˆ)
)
con
V a (pˆ) =
p0q0
f
[
1− (1− f) p0q0
pi (1− pi) (1− θ − ψ)
2
]
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y q0 = 1− p0.
Por lo tanto se tiene,
AΣ∗ = L

u1
p0 (u1p0 + u2 (1− p0)) 0
0
u2
(1− p0) (u1p0 + u2 (1− p0))
Σ∗
= L

u1V a (pˆ)
p0 (u1p0 + u2 (1− p0)) −
u1V a (pˆ)
p0 (u1p0 + u2 (1− p0))
− u2V a (pˆ)
(1− p0) (u1p0 + u2 (1− p0))
u2V a (pˆ)
(1− p0) (u1p0 + u2 (1− p0))
 .
Los autovalores βi de AΣ∗ son los mismos que los autovalores λi de CΣ∗ multi-
plicados por L =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1), donde
CΣ∗ =

u1V a (pˆ)
p0 (u1p0 + u2 (1− p0)) −
u1V a (pˆ)
p0 (u1p0 + u2 (1− p0))
− u2V a (pˆ)
(1− p0) (u1p0 + u2 (1− p0))
u2V a (pˆ)
(1− p0) (u1p0 + u2 (1− p0))
 .
Al ser,
|CΣ∗ − λI| =
∣∣∣∣∣∣∣∣∣∣
u1V a (pˆ)
p0 (u1p0 + u2 (1− p0)) − λ −
u1V a (pˆ)
p0 (u1p0 + u2 (1− p0))
− u2V a (pˆ)
(1− p0) (u1p0 + u2 (1− p0))
u2V a (pˆ)
(1− p0) (u1p0 + u2 (1− p0)) − λ
∣∣∣∣∣∣∣∣∣∣
=
λ2 (u1p0 + u2q0) p0q0 − λ (uiq0V a (pˆ) + u2p0V a (pˆ))
p0q0 (u1p0 + u2q0)
,
se tiene que |CΣ∗ − λI| = 0, si y so´lo si,
λ [λ (u1p0 + u2q0) p0q0 − V a (pˆ) (u1q0 + u2p0)] = 0
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con lo cual los autovalores que resultan son
λ1 = 0
λ2 =
V a (pˆ) (u1q0 + u2p0)
(u1p0 + u2q0) p0q0
.
As´ı, el u´nico autovalor no nulo β de AΣ∗ es
β = L
V a (pˆ) (u1q0 + u2p0)
(u1p0 + u2q0) p0q0
=
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
u1q0 + u2p0
u1p0 + u2q0
1
f
(
1− (1− f) p0q0
pi (1− pi) (1− θ − ψ)
2
)
.
Entonces, se tiene,
2NWDhϕ (pˆ, p0)
β
L→
N→∞
X 21 .
Si llamamos
βˆ =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
u1q0 + u2p0
u1p0 + u2q0
1
f
(
1− (1− f) p0q0
pi (1− pi)
(
1− θˆ − ψˆ
)2)
,
entonces
2NWDhϕ (pˆ, p0)
βˆ
L→
N→∞
X 21 .
En este caso la potencia asinto´tica en p∗ 6= p0, viene dada por
βN (p∗) = 1− ΦN(0,1)
(
X 21,αβˆ − 2NWDhϕ (p∗, p0)
2N1/2σp∗
)
con p∗ = (p∗, 1− p∗)t y σp∗ la expresio´n definida en el Teorema 5.2 parte a) para
p∗.
Observacio´n 5.5
Si Λ = 1, η1 = 1, h1 (x) = x, ϕ1 (x) = 12 (x− 1)2 y u1 = u2; es decir, en el
caso de las ϕ-divergencias, se tiene
Dϕ (pˆ, p0) =
(pˆ− p0)2
p0q0
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y
2NWDhϕ (pˆ, p0)
βˆ
=
2NDϕ (pˆ, p0)
ϕ′′ (1) 1f
(
1− (1− f) p0q0pi(1−pi) (1− θ − ψ)2
)
=
n (pˆ− p0)2
p0q0
(
1− (1− f) p0q0pi(1−pi) (1− θ − ψ)2
) .
Es decir, el estad´ıstico obtenido por Cheng y otros (1998).
Se consideran ahora, las hipo´tesis alternativas de la forma
H1,N : p(N) = p0 +N−1/2d
donde p0 = (p0, q0)
t, q0 = 1− p0 y d = (d1, d2)t con d1 + d2 = 0.
Teorema 5.4
Bajo las hipo´tesis alternativas
H1,N : p(N) = p0 +N−1/2d
donde p0 = (p0, q0)
t, q0 = 1− p0 y d = (d1, d2)t con d1 = d y d2 = −d, se tiene
2NWDhϕ (pˆ, p0)
β
L→
N→∞
X 21 (δ)
donde X 21 (δ) es una distribucio´n Ji-cuadrado no central con un grado de libertad
y para´metro de no centralidad
δ =
(
1
f
(
1− (1− f) p0q0
pi (1− pi)
(
1− θˆ − ψˆ
)2))−1 d2
p0 (1− p0) ,
β el autovalor no nulo de la matriz AΣ∗ y A la matriz definida en el Teorema
5.2 parte b).
Demostracio´n
Se tiene,
√
N (pˆ− p0) =
√
N
(
pˆ− p(N)
)
+
√
N
(
p(N) − p0
)
=
√
N
(
pˆ− p(N)
)
+ d.
172 Bondad de ajuste con datos mal clasificados basados en (h, ϕ)− Divergencias ponderadas
Entonces al ser, bajo H1,N ,
√
N
(
pˆ− p(N)
)
L→
N→∞
N (0,Σ∗)
se llega a √
N (pˆ− p0) L→
N→∞
N (d,Σ∗)
con
Σ∗ =
(
V a (pˆ) −V a (pˆ)
−V a (pˆ) V a (pˆ)
)
y
V a (pˆ) =
p0 (1− p0)
f
[
1− (1− f) p0 (1− p0)
pi (1− pi) (1− θ − ψ)
2
]
.
Por otro lado la distribucio´n asinto´tica de la familia de estad´ısticos 2NWDhϕ (pˆ, p0)
y de la forma cuadra´tica
√
N (pˆ− p0)tA
√
N (pˆ− p0) con
A =
Λ∑
a=1
ηah
′
a (0)ϕ
′′
a (1)
u1p0 + u2 (1− p0)
(
u1p
−1
0 0
0 u2 (1− p0)−1
)
y llamando p10 = p0 y p20 = 1− p0, es la misma segu´n se vio en el Teorema 5.2
parte b).
Entonces,
2NWDhϕ (pˆ, p0)
β
con β el autovalor no nulo de AΣ∗ hallado anteriormente y la forma cuadra´tica√
N (pˆ− p0)tB
√
N (pˆ− p0) con
B = C (u1 (1− p0) + u2p0)−1
(
u1p
−1
0 0
0 u2 (1− p0)−1
)
y
C =
(
1
f
(
1− (1− f) p0q0
pi (1− pi)
(
1− θˆ − ψˆ
)2))−1
tienen la misma distribucio´n asinto´tica.
Ahora,
√
NB1/2 (pˆ− p0) L→
N→∞
N
(
B1/2d,B1/2Σ∗
(
B1/2
)t)
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siendo
Σ∗∗ = B1/2Σ∗
(
B1/2
)t
= (u1 (1− p0) + u2p0)−1
(
u1 (1− p0) −
√
u1u2p0 (1− p0)
−√u1u2p0 (1− p0) u2p0
)
.
Como Σ∗∗Σ∗∗ = Σ∗∗ y rango(Σ∗∗) = 1, se tiene que Σ∗∗ es una proyeccio´n de
rango 1. As´ı, aplicando el Lema de p. 63 en Ferguson (1996) se obtiene
2NWDhϕ (pˆ, p0)
β
L→
N→∞
X 21 (δ)
con
δ =
(
dB1/2
)t (
dB1/2
)
=
(
1
f
(
1− (1− f) p0q0
pi (1− pi)
(
1− θˆ − ψˆ
)2))−1 d2
p0 (1− p0)
y d1 = d, d2 = −d.
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