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Abstract 
This thesis uses ferromagnetic resonance to explore the current-induced torques (CITs) in 
two different systems, namely YIG/heavy metal bilayers and bulk NiMnSb, at room 
temperature. We apply a microwave current to the sample while sweeping the external 
magnetic field, and measure the longitudinal DC voltage. From a symmetry analysis of the 
ferromagnetic resonance lineshape, the amplitudes and directions of the CITs parameterised 
by an effective magnetic field are accurately estimated.  
In Chapter 4, YIG samples of different thickness, capped by either Pt or Ta, are studied. 
The resonance is driven by both spin-transfer torque and Oersted field, and the DC voltage is 
attributed to both spin rectification and spin pumping. The CITs can be well analysed from 
the lineshape of the voltage and its dependence on YIG thickness, from which we deduce that 
the Oersted field dominates over the spin-transfer torque in driving magnetization dynamics. 
In Chapter 5, we characterise the CITs in bulk NiMnSb induced by the relativistic spin-
orbit coupling effect. Both field-like and antidamping-like spin-orbit torques are observed 
and analysed in detail. At the end of this chapter, we study the spin-wave resonance driven by 
the CITs, from which the exchange stiffness of NiMnSb is determined. 
In Chapter 6, we extrapolate a new form of magnetoresistance in NiMnSb: unidirectional 
spin-orbit magnetoresistance (USOMR). USOMR scales linearly with the current and has 
opposite sign when the magnetization is reversed. Similar to the giant magnetoresistance in 
magnetic multilayers, USOMR can be used to distinguish between two opposite 
magnetization directions directly in the bulk of the ferromagnet.   
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Chapter 1 Introduction 
Moore’s law, which predicts that the number of transistors per unit area on an integrated 
circuit doubles every two years, has set the pace for the development of microelectronics for 
the past five decades. In 2014, Intel has developed the 14-nm technology by employing tri-
gate transistors, and they are expected to continue reducing the node size to 10 nm in 2017. 
Further development, however, is serious challenging because of the problems from several 
aspects, such as power consumption, fabrication technology, device reliability and so on. 
Spintronics aims to address these challenges and bring up new solutions. Unlike conventional 
microelectronics where data transfer and processing are based on electron charges, 
spintronics exploits the electron spins as an additional degree of freedom to improve the 
efficiency of data storage and processing. Combining the advantages of integrated data 
processing, low power consumption and non-volatile storage capabilities, spintronics has 
been considered as one attractive route to redefine the conventional computation schemes. 
In 1988, the discovery of giant magnetoresistance (GMR) by the groups led by Fert [1] 
and Grünberg [2] turned spintronics into a popular subfield of physics. For this reason, they 
were awarded the Nobel Prize in Physics in 2007. GMR was observed in multilayers 
consisting of alternating ferromagnetic and non-magnetic layers. The resistance of 
multilayers depends on the magnetizations of two adjacent ferromagnetic layers (in parallel 
or anti-parallel configurations). The use of GMR to build the read head of hard disks has led 
to a revolution in data storage technology over the last two decades. In the aspect of data 
writing, however, the magnetization switching still relies on an external magnetic field, 
which limits both the density of data storage and the device reliability.  
The discovery of spin-transfer phenomenon has provided a promising way for data 
writing in spin valves. Spin-transfer torque (STT) was first studied theoretically by 
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Slonczewski [3] and Berger [4] in 1996. The magnetization of one ferromagnetic layer in 
spin valves is fixed (usually via exchange bias effect) while the other one’s is free to be 
reoriented. Data is written by passing a DC current through the fixed layer, where the current 
becomes spin polarized and then transfers angular momentum to the free layer to switch its 
magnetization to either parallel or antiparallel with respect to the fixed layer’s. Since the 
device is in spin-valve structure, the data can be easily read via the GMR, making STT a 
promising technique for magnetic random-access memory (MRAM). STT-MRAM was first 
reported in lab by Tsoi et al. in 1998 [5], and recently it has been commercialized by Hynix 
Inc. since 2008. As the data in STT-MRAM is written by charge current rather than the 
magnetic field, it has the potential to allow higher storage density and reliability than 
conventional MRAM. Together with non-volatility, low power consumption and 
compatibility with CMOS techniques, STT-MRAM has many potential applications in 
computers, radio frequency identification, mobile devices and so on. The disadvantages of 
STT-MRAM, however, include its requirement of current densities that are still too high for 
commercial standards, and the higher production cost compared to classical dynamic random-
access memories (DRAM). New solutions need to be explored before STT-MRAM can be 
widely used or even replace the DRAM. 
A recently explored possibility is to use spin-orbit torque (SOT) to switch the 
magnetization.  SOT is a relativistic effect based on the spin-orbit coupling, which polarizes 
the electrons flowing in the materials. The polarization is independent on the direction of 
magnetization, and the flowing electrons can thus exchange angular momentum with the 
magnetization, and switch it to a specific direction. Unlike STTs which require an external 
fixed ferromagnetic layer to polarize the current, SOTs can take place not only in multilayer 
structures (Rashba effect) [6–9] but also in the bulk of materials with a zinc-blende 
crystalline structure (Dresselhaus effect) [10], making it more flexible for industrial 
applications. SOT has been well studied in the diluted magnetic semiconductor 
(Ga,Mn)As [11,12], and it has been proven to be an effective way to reversibly switch its 
magnetization [13,14]. Although the fabrication of (Ga,Mn)As is highly compatible with 
CMOS technology, the application is limited by its ferromagnetic critical temperature of 
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~170 K. It was not until 2016 that SOT was first observed in bulk NiMnSb at room 
temperature [15]. The research on this topic, however, is still at the early stage, and further 
work is required to understand the SOT in NiMnSb. 
In this thesis, we report a series of current-induced ferromagnetic resonance (CI-FMR) 
studies for two types of devices, namely, YIG/heavy metal bilayers and NiMnSb thin films. 
The main purpose is to probe the magnetic properties of these materials and to measure the 
amplitude and the symmetry of the current-induced torques. All of the measurements in this 
thesis are carried out at room temperature. 
After introducing the theoretical background in Chapter 2 and the experimental methods 
in Chapter 3, in Chapter 4 we discuss the CI-FMR measurement on a series of YIG samples 
of different thickness capped with either Pt or Ta. Unlike magnetic tunnel junctions where the 
spin angular momentum is carried by flowing electrons, in these bilayer structures, the 
angular momentum is carried by a pure spin current generated in the heavy metals via the 
spin Hall effect. In this way it can flow into the ferromagnetic insulator and exert a STT. The 
FMR in YIG can be electrically driven by either STT or Oersted field from the current 
flowing in the heavy metals, and their contributions are well` identified by a symmetry 
analysis of the FMR lineshape and its dependence on YIG thickness. 
In Chapter 5, we study the current-induced SOT in NiMnSb thin films using the CI-FMR 
method. Similar to (Ga,Mn)As at low temperature [11,12], both field-like and antidamping-
like SOTs were clearly observed in NiMnSb, but at room temperature. By comparing with the 
previous work in [15], we also found that not only the SOT but also the anisotropic 
magnetoresistance and magnetic anisotropy highly depend on the stoichiometry of NiMnSb. 
The spin wave resonance driven by SOT in NiMnSb was also investigated. 
In Chapter 6, we report our discovery of the unidirectional spin-orbit magnetoresistance 
in bulk NiMnSb from CI-FMR measurement. We find that the sample resistance depends on 
the relative orientation between the magnetization and the non-equilibrium spin component 
of the carriers induced by spin-orbit coupling. This provides a method to detect magnetization 
switchings in bulk materials using a two-terminal geometry. Combined with the current-
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induced SOT studied in Chapter 5, this result paves the way to build a SO-MRAM using bulk 
magnetic materials. 
 
 
 
 
 
 5 
Chapter 2 Theoretical background 
This chapter presents the background theory and mathematics used in this thesis. We first 
discuss different magnetic energy terms in magnetic materials in order to understand the 
behaviour of the magnetization. Section 2.2 focuses on how the direction of the 
magnetization affects the transport properties and hence the resistivity of ferromagnetic 
materials (FM). Before discussing the reciprocal process on how charge transport through the 
FM can be used to manipulate its magnetic state, we give a brief introduction on 
magnetization dynamics and ferromagnetic resonance (FMR) in section 2.3, which can 
provide an effective tool to probe not only the magnetic properties but also the current-
induced torques (CITs) in FMs. Finally, in section 2.4, we discuss two common CITs, namely 
spin-transfer torque (STT) and spin-orbit torque (SOT), together with a short literature review 
on probing CITs using FMR. 
2.1 Magnetic energy and ordering 
The magnetic moments in magnetic materials do not always align with the external 
magnetic field. Instead, there are several factors that affect the magnetic energy of the 
material, and the magnetic moments point to the direction where the total energy reaches a 
minimum. There are five contributions we usually consider when calculating the total energy 
of magnets at magnetostatic condition:  
 
total Zeeman ex demag mca sE E E E E E       (2.1) 
where the five terms on the right-hand side refer to the Zeeman energy and the energy from 
the exchange interaction, shape anisotropy, magnetocrystalline anisotropy and surface 
anisotropy respectively. 
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2.1.1 Zeeman energy 
The Zeeman energy is the potential energy held by a magnetic material when an external 
magnetic field Hext is applied. Its mathematical expression is given by: 
 
0 dZeeman ext
V
E V   M H  (2.2) 
where 0 = 4  10
-7
 H/m is the vacuum permeability; M is the vector of the local 
magnetization and V is the sample volume. Clearly, the Zeeman energy is at its minimum 
when M aligns with Hext. 
2.1.2 Exchange interaction 
The exchange interaction is an electrostatic interaction in quantum mechanism which lies 
at the heart of the magnetic ordering. Since electrons are Fermions, the joint wave function of 
two electrons should be antisymmetric so that the Pauli exclusive principle is satisfied [16]. 
Therefore, both spatial and spin wave functions of a two-electron system can be either 
symmetric or antisymmetric, but always with opposite symmetry to each other, which results 
in a singlet state with total spin S = 0 and a triplet state with S = 1. By defining the energy of 
the two states as ES and ET respectively, we can model the exchange interaction between two 
electrons with spin S1 and S2 by a spin-Hamiltonian operator as: 
   1 2 1 2
ˆ 2ex S T exE E J      S S S SH  (2.3) 
where Jex = (ES  ET)/2 is the exchange constant. We can further apply this model to a many-
body system by assuming that the exchange interaction is only effective between 
neighbouring atoms. This results in the Hamiltonian of the Heisenberg model [17]: 
 ˆ 2
n
ex ij i j
i j
J

   S SH  (2.4) 
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where the coefficient Jij is the exchange constant between the i
th
 and j
th
 spins. Usually, it is 
valid to assume that Jij equals to a constant J for neighbouring spins and equals to 0 
otherwise [17]. Depending on the relative magnitude of ES and ET, J can be either positive or 
negative, resulting in ferromagnetic and antiferromagnetic ordering respectively. To 
determine the exchange energy in a ferromagnetic material, we need to replace the spins in 
Eq. (2.2) with a continuous unit magnetization m = M/Ms, where Ms is the saturation 
magnetization, and integrate over the whole volume of the sample as: 
 
 
2
22
dex
V
JS z
E V
a
  m  (2.5) 
where a is the nearest neighbouring distance and z is the number of sites in the unit cell. 
2.1.3 Shape anisotropy 
The shape anisotropy arises from the demagnetizing field inside the magnetic material 
and is due to the long-range magnetic interaction of the surface dipoles. The magnetic flux 
density can be determined by B = 0(H + M) inside the magnet. To satisfy the Maxwell 
equation (B = 0) without any external magnetic field, there must be a demagnetization field 
inside the magnet such that: 
 
demag  H M  (2.6) 
The distribution of the demagnetization field is a complex function of the geometrical shape, 
but for an ellipsoidal shape, the demagnetizing field can be calculated and simplified to: 
 
demag  H NM  (2.7) 
where N is the demagnetizing tensor, usually represented by a 33 matrix. When M is along 
one of the principal axes of the ellipse, the tensor can be expressed as: 
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 0 0
0 0
0 0
x
y
z
N
N
N
 
 
  
 
 
N  (2.8) 
where Nx, Ny and Nz are called the demagnetizing factors and satisfy Nx + Ny + Nz = 1. 
Similar to the Zeeman energy introduced in 2.1.1, we can also calculate the demagnetization 
energy by integrating the product of Hdemag and M over the whole volume as: 
 
0 d
2
demag demag
V
E V

   H M  (2.9) 
Therefore, there are preferred directions of M depending on the demagnetizing factors in 
order to minimize the value of Edemag.  
2.1.4 Magnetocrystalline anisotropy 
The magnetocrystalline anisotropy, in contrast to the shape anisotropy, originates from 
the spin-orbit coupling (SOC). Since the electron orbits in the lattice depend on the 
crystallographic structure of the material, there will be some well-defined crystallographic 
axes along which the electrons’ spins prefer to align due to the SOC. Two common 
magnetocrystalline anisotropies considered in this thesis are the uniaxial and cubic anisotropy. 
For the materials with a uniaxial anisotropy, the magnetization prefers to align in a single 
axis (called easy axis) in order to minimize the energy Emca. In some hexagonal crystals like 
Co, the uniaxial anisotropy energy can be written as [18]: 
 2 4 6
1 2 3sin sin sin
mca
u u u u u u
E
K K K
V
       (2.10) 
where Kui are the uniaxial anisotropy constants and u is the angle between M and the 
stacking direction of the hexagonal crystal. When Kui > 0, the angle u needs to be zero to 
minimise the value of Emca, indicating that the hexagonal axis is the easy axis; When Kui < 0, 
Emca is minimal when u = 90°, and M is free to rotate in the hexagonal plane. 
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Cubic anisotropy usually appears in materials with cubic crystal structures, such as Fe 
and Ni, and the cubit anisotropy energy is given by: 
 
 2 2 2 2 2 2 2 2 21 2mca c x y y z x z c x y z
E
K K
V
             (2.11) 
where Kci are the cubic anisotropy constants and x,y,z are the direction cosines of M with 
respect to the three principal axes. The sixth order term Kc2 is negligible in most cases. 
Therefore, in some materials with Kc1 > 0 (e.g. Fe), the easy axis is along the (100) crystalline 
direction or equivalent, while in other materials with Kc1 < 0 (e.g. Ni), the easy axis is along 
the (111) direction. 
2.1.5 Surface anisotropy 
Surface anisotropy, also called interface out-of-plane anisotropy, is usually present in 
thin magnetic films, where the orbital motion of electrons is disturbed by the symmetry 
breaking at the interface. In some ultrathin films of a few nanometres thick, this term can 
even dominate the anisotropy of the samples. Phenomenologically, the surface anisotropy 
energy Es can be written as [19]: 
 
2sins s s
film
E K
V t
  (2.12) 
where Ks is the surface anisotropy constant depending on the interface roughness, while tfilm 
and s are the film thickness and the angle between M and the surface normal respectively.  
Finally, it is valuable to mention that, in order to compare the effects of the anisotropies 
introduced above with that of the external magnetic field or coercivity, we can define the 
anisotropy fields as [18]: 
 
0
2 a
ani
s
K
H
M
  (2.13) 
where Ka is the corresponding anisotropy constant for different anisotropies. 
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2.2 Spin-dependent transport 
Research on spin-dependent transport focuses on how the magnetic field or the magnetic 
properties of the system affects the scattering of carriers. The former case leads to the well-
known Hall effect [20], while the latter case is diverse and constitutes one of the major area 
of study in spintronics. The scattering of carriers depends on the directions of the 
magnetization in FMs, which affects the resistance via a variety of different 
magnetoresistance. The SOC is also at the origin of the spin-dependent scattering of carriers 
in non-magnetic heavy metals, leading to the generation of spin currents via the spin Hall 
effect (SHE) [21]. Both topics will be discussed in this section. 
2.2.1 Anisotropic magnetoresistance 
The resistance of ferromagnetic metals depends on the orientation of the magnetization 
M with respect to that of charge current I. This phenomenon is called anisotropic 
magnetoresistance (AMR). In 3d transition metals, where the 3d band is not fully filled, 
AMR can be explained by a combination of s-d scattering and SOC. In these metals, the sp 
electrons are mainly responsible for the electron conduction (Mott’s model) [22]. When a 
magnetic field is applied, some of the sp electrons are scattered to the d sub-bands, increasing 
the resistivity. The scattering cross-section depends on the orientation of the electrons’ orbits. 
In one picture, due to the SOC, the electrons’ orbits are either in the plane of the current when 
I  M or perpendicular to the current when I // M, resulting in a small and a large scattering 
cross-section respectively, corresponding to a small and a large resistive state [23]. In the 
present of AMR, the resistance of the ferromagnetic metals and the AMR ratio can be 
respectively written as: 
   2cosR R R R      (2.14) 
 
1 2
3 3av
R RR
R R R





 (2.15) 
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Figure 2.1 Ferromagnetic/non-magnetic/ferromagnetic junctions with magnetizations in (a) 
parallel and (b) antiparallel configurations. The insets represent the density of states for the 
3d and 4s sub-band for majority spin-up (pink) and minority spin-down (blue) electrons in the 
corresponding ferromagnetic layer. The corresponding “two-current model” circuit is shown 
in (c) and (d) for the parallel and antiparallel cases, where the electrons experiences a low 
resistive channel (labelled as “r”) when the electron spins are parallel with M, and a high 
resistive channel (labelled as “R”) when the spins and M are antiparallel. 
where  is the angle between I and M; R// and R are the resistance when I // M and I  M 
respectively. As explained above, most transition metals have a positive AMR ratio (i.e. R// > 
R), while in some other materials such as (Ga,Mn)As, the AMR ratio can be negative (i.e. 
R// < R) [15,24–26]. 
2.2.2 Giant magnetoresistance 
Giant magnetoresistance (GMR) was first observed in a Fe/Cr/Fe junction [2] or (Fe/Cr)n 
multilayer structure [1], where the junction resistance was found to strongly depend on the 
relative magnetization directions (i.e. in parallel or antiparallel alignment) of adjacent Fe 
layers. Also, the behaviour of GMR can be explained by using Mott’s model introduced in 
(a) 
(c) 
(b) 
(d) 
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the previous section [22], together with the “two-current model” [27] where the currents of 
majority spin-up electrons (with spins parallel to the magnetization M) and  minority spin-
down electrons (with spins antiparallel to M) are considered separately, and the spin-flip 
scattering is negligible. In 3d transition metals, 4s electrons are mainly responsible for the 
conduction, and the resistance is affected by the scattering between 4s and 3d energy bands. 
As shown in Figure 2.1 (a), if the magnetization of the metal is pointing “up”, the 3d density 
of state at the Fermi level is larger for the spin-down sub-band compared with the spin-up 
sub-band, resulting in a higher scattering rate, and hence a higher resistivity, for the spin-
down electrons. Therefore, we can draw the “two-current model” circuits for the junctions 
with magnetizations in parallel and antiparallel configurations as shown Figure 2.1 (c) and (d) 
respectively. In the parallel case, the current with spin-up (spin-down) electrons experiences 
two low (high) resistive channel when flowing through the junction, which results in a lower 
overall resistivity compared with the antiparallel case, where the current for both spin-up and 
spin-down will flow through a high and low resistive channels. 
2.2.3 Spin Hall effect and spin Hall magnetoresistance 
The spin Hall effect is a transport phenomenon by which a charge current flowing 
through a material can generate a pure spin current in the transverse direction [21]. This 
phenomenon is usually observed in heavy metals [28–30] or semiconductors [31–33] and has 
been widely used for spin current generation [21,34,35]. The reciprocal process is called the 
inverse spin Hall effect (ISHE), where a pure spin current can be converted into a transverse 
charge current [36–38]. The origin of the SHE (and ISHE) is generally attributed to the SOC, 
while we can further identify three possible mechanisms: intrinsic [39,40], skew-
scattering [41], and side-jump [42]. In the intrinsic SHE, we first assume that the sample film 
is grown in the x-y plane and an electric field is applied along the x-axis. Then, the electrons 
with momentums in the ±y-axis will experience an effective torque which can tilt their spins 
in opposite directions along the z-axis due to the Rashba SOC. In this way, a pure spin 
current is generated along the y-axis [40]. In contrast, both skew-scattering and side-jump 
mechanisms rely on the asymmetric scattering of impurities for different spins in the present  
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Figure 2.2 Schematic illustration of the mechanism behind spin Hall magnetoresistance: (a) 
when M // y-axis, the spin polarization of the electrons at the interface is parallel to M, so 
that electrons are scattered back without angular momentum exchange with YIG; (b) when M 
// x-axis, the transverse component of the spin angular momentum L is absorbed by YIG, 
and electrons after the scattering are deflected away from the reflection path due to the ISHE. 
This effectively reduces the overall charge current, resulting in a larger resistivity compared 
to (a). 
of SOC. For this reason, they are classified as the extrinsic mechanisms. The efficiency of the 
conversion between charge and spin currents is usually evaluated using a coefficient called 
spin Hall angle, which is defined as: 
 
s
SH
c
J
J
   (2.16) 
where Jc and (ħ/2e)Js are the charge and spin current densities respectively. The value of ϑSH 
has been probed using different methods [43–50] and it can be either positive (i.e. Pt, Au and 
Ag) or negative (i.e. Ta, W and Mo) for different materials. However, experiments performed 
by different groups are still in disagreement by more than a factor of 20 as for its value [51]. 
The simultaneous action of the SHE and the ISHE in FM/heavy metal (HM) bilayer 
structures can result in a new magnetoresistance called the spin Hall magnetoresistance 
(SMR). It was first observed in YIG/Pt bilayers [30,49,50,52–54] and has now been reported 
in other bilayer systems [55–61]. As shown in Figure 2.2, the charge current in Pt along the 
x-axis generates a pure spin current via the SHE, which flows in the z-axis with spin 
(a) (b) 
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polarization parallel to the y-axis, resulting in a spin accumulation at the interface. At the 
interface, electrons will exchange angular moment with the YIG film via the STT, and will be 
scattered back into Pt with a spin orientation that depends on the relative direction of the 
magnetization in YIG and the electron spins before the scattering. Finally, the electrons being 
reflected at the interface will experience a deflection due to the ISHE, producing an 
additional current which can either enhance or reduce the original charge current and hence 
change the overall longitudinal resistivity.  
Unlike AMR, where the magnetoresistance depends on the angle between the charge 
current (density) J and the magnetization M, SMR depends on the angle between the spin 
polarization at the interface  ( J  z) and M. Therefore, these two magnetoresistances are 
expected to have a different angle dependence when rotating the magnetization of the 
ferromagnet in the three principle planes in spatial coordinates. The AMR can be expressed 
as  = x – (yz – x)(M  J)
2
, where i represents the resistivity when M is saturated along 
the i-axis (or in the yz-plane for yz). We would expect that y  z ≠ x in AMR, and the 
resistance is a constant when M is in the y-z plane. In contrast, the SMR is characterised by 
y < z  x, and the resistance stays unchanged when M is rotated in the x-z plane where  
(along y-axis) is always perpendicular to M. From some recent theory on SMR [62], the 
maximum change in resistivity due to SMR can be calculated as: 
 
2
2
2 tanh
2
Re
1
2 coth
HM
HM
HMHM
SH
HM HM
HM
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t
G
t t
G



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
 
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
  
  
   
  
  
   
 (2.17) 
where  is the intrinsic electric resistivity; G is the interface spin mixing conductance; tHM 
and HM are the thickness and the spin diffusion lengths of the heavy metal respectively. 
Therefore, the value of ϑSH can be determined via a SMR measurement if HM and G are 
known. Finally, it is worth mentioning that since the SMR ratio is proportional to ϑ2 SH, the 
behaviour of SMR is independent on the sign of the spin Hall angle [30]. 
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2.3 Magnetization dynamics 
2.3.1 Ferromagnetic resonance 
Ferromagnetic resonance is a spectroscopic technique that is widely used to probe the 
magnetic properties of ferromagnetic materials. To carry out a FMR experiment, we input 
microwave power to the ferromagnet mounted in a uniform magnetic field, and measure the 
corresponding response, i.e. power absorption, the rectified voltage along the sample bar and 
so on, near the resonance condition.  
To explain the physics of FMR, we first introduce the model developed by Landau and 
Lifshitz in 1935, which describes the precessional motion of the magnetization when a 
(effective) magnetic field Heff is applied [63]: 
 
 0
d
d
L eff eff
st M

      
M
M H M H M  (2.18) 
L and  are the gyromagnetic ratio (for the Landau-Lifshitz equation) and the 
phenomenological damping parameter respectively. Later in 1955, Gilbert optimized 
equation (2.18) by introducing a different form of the damping term and got the well-known 
Landau-Lifshitz-Gilbert (LLG) equation [64]: 
 
0
d d
d d
eff
st M t

     
M M
M H M  (2.19) 
where  is the Gilbert damping coefficient. The first term in equation (2.19) is a torque which 
makes M rotate in an elliptical orbit around Heff. The second term (Gilbert damping term) 
represents a torque that tilts M towards Heff. These two equations are mathematically 
equivalent with L = /(1+
2
) and  = /(1+2) [65]. However, the Gilbert damping term is 
physically more meaningful, since it results in the convergence of the motion of 
magnetization (i.e. dM/dt  0) in the limit of infinite damping (  ). 
 
 Chapter 2 Theoretical background 
 
16 
  
Figure 2.3 (a) Schematic diagram of ferromagnetic resonance. (b) The coordinate system 
used for the deduction of Kittel’s formula, where H and M are the angles between the [100] 
crystalline direction and the projection of H and M respectively in the x-y plane; H and M 
are the angles travelling from the [001] direction to H and M respectively 
The mechanism of FMR can be understood from the LLG equation (2.19). The external 
magnetic field Hext enters the first term of Eq. (2.19) which drives M to precess around Hext 
in a circular path (solid circle in Figure 2.3(a)). The second term represents a damping torque. 
It turns the precessional path into a spiral shape (dashed line) and makes M align with Hext in 
the end. FMR can be realized by compensating the damping with an additional torque (light 
blue arrow) so that the magnetization can keep precessing around Hext. In a conventional 
FMR experiment, this torque can be induced by applying a magnetic field at microwave 
frequency to the sample via either a coplanar waveguide or a microwave cavity [66–68]. 
More recently, researchers also input microwave charge current into the ferromagnetic 
materials and drive the FMR via the current-induced torques [11,47,69], which allows 
probing the ferromagnetic materials at nanoscales. From the magnetization dynamics, we are 
able to deduce magnitude and directions of the torque that has excited these dynamics.  
In order to drive FMR, the frequency of the oscillating magnetic field is required to 
match that of the precessional motion of the magnetization. This provides a convenient link 
(a) (b) 
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between the magnetic properties we want to study and the microwave parameters we apply. 
The term Heff in Eq. (2.18) represents the total effective magnetic field including the applied 
external field, the demagnetization field, and the crystalline anisotropic field, and it can be 
derived from the total magnetic energy E of the sample by 
 
eff
E
V



Η
M
 (2.20) 
where V is the sample volume. Following the method in [70,71], the resonance frequency for 
any given field orientation (defined in Figure 2.3(b)) can be obtained by solving the equation: 
 2 22 2 2
4 2 2 2 2
0
2 1
sins M M M M M
f E E E
V M

      
      
     
        
  (2.21) 
In this thesis, three energy terms are considered: the Zeeman term EZeeman, the 
demagnetization term Edemag and the magnetic crystalline anisotropy term Emac. Assuming 
that the bar is patterned along the [100] direction
1
, these three terms can be written as: 
 cos cos sin sin cos( )zeeman s ext M H M H M H
E
M H
V
           (2.22) 
 2 2 2 2 2 2
1
sin cos sin sin cos
2
demag
s x M M y M M z M
E
M N N N
V
        (2.23) 
 2 2 2 42 2// 4/ /
1 1 1
cos sin sin 3 cos 4 sin
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s M M M M M
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M H H H
V

    
  
       
  
 (2.24) 
where Nx,y,z are the demagnetization factors along the three principal axes; H2, H2//, H4// are 
the out-of-plane anisotropy field, in-plane uniaxial and cubic anisotropy field respectively, 
which are related to the anisotropy energy by Hi=  2Ki/Ms. Since most of the measurements in 
this thesis limit Hext to the film plane with the amplitude much larger than the anisotropy 
                                                 
1
 Otherwise, an offset in angle should be added when calculating the demagnetization energy, and the offset 
is determined by the pattering of the bar. 
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field, we can simplify our formulas by assuming H = M = 90
o
 and H = M = . Inputting 
Eq. (2.22)-(2.24) into (2.21), we obtain
2
: 
 
  0 1 2
2
res resf H H H H
 

     (2.25) 
where  
    2 21 2cos sins x y zH M N N N H              
 22// 4/ /
1
sin 3 cos 4
4 4
H H

 
 
    
 
 
(2.26) 
    2 2// 4//cos2 sin 2 cos4s y xH M N N H H         (2.27) 
We added a phase shift  to the demagnetization term to extend our equation to bars 
patterned in any crystalline directions, since the demagnetization term is crystalline 
independent. Specifically, for an infinitely large thin film with negligible crystalline 
anisotropy
3
, Eq. (2.25)-(2.27) reduce to the well-known Kittel’s formula for the in-plane 
case [72]: 
 
 0
2
res res efff H H M
 

    (2.28) 
where Meff = Ms  H2 is defined as the effective magnetization. 
In addition to the dispersion relation, from which we can evaluate the gyromagnetic ratio 
and the magnetic anisotropy of the materials, we can use FMR to estimate the Gilbert 
damping coefficient  in the LLG equation by measuring the linewidth of the resonance H 
as a function of the frequency: 
                                                 
2
 We call this equation as the modified Kittel’s formula in this thesis. 
3
 That is, Nx = Ny = 0 and Nz = 1;  = 0; H2 = H2// = H4// = 0. 
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 
 
     (2.29) 
H0 is the inhomogeneous linewidth caused by disorder. From Eq. (2.29), the value of H0 
and  can be determined by linearly fitting the dependence of the linewidth on resonance 
frequency and finding the values of the intercept and the slope respectively. 
2.3.2 Spin wave resonance  
In the last section, we explained FMR based on the solution of the LLG equation, which 
describes the magnetization dynamics for a homogeneously magnetized sample. In reality, 
there also exist higher-order resonance modes because of the generation of spin waves (i.e. 
spin wave resonance), where the precessional phase of magnetic moments varies periodically 
from point to point [73–75]. Spin wave resonances can be excited not only by an 
inhomogeneous RF field, but also even by a uniform RF field due to the lower symmetry of 
spins at the surface compared with the ones in the interior [73,75]. The wavevector of the 
spin wave is closely related to the amount of phase shift between neighbouring magnetic 
moments during precession, which is in turn determined by the mutual interaction between 
them. Depending on the type of interactions, namely dipole-dipole or exchange interaction, 
the spin waves are classified into magnetostatic spin waves (MSWs) with long wavelength (k 
= 2/ < 106 m-1) and exchange spin waves with short wavelength respectively [76].  
Magnetostatic spin waves 
The MSWs were first observed in a non-uniformly excited YIG sphere by White and Solt 
in 1956 [74], and explained theoretically by Walker in 1958 [77]. In 1962, Damon and 
Eshbach theoretically analysed the MSWs in a ferromagnetic slab [78], and predicted three 
types of MSWs, depending on the direction of magnetization and the wavevectors. 
 Magnetostatic surface spin wave (MSSW): MSSW modes (also called Damon-Eshbach 
mode) are observed when the magnetization is in the sample plane and perpendicular to 
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the wavevector. Limiting our discussion to thin films with negligible in-plane anisotropy, 
their dispersion relation is given by [79,80]: 
 
   
2 2
2
0
2
1
4
filmkteff
res res eff
Mf
H H M e

 
 
    
 
 (2.30) 
where tfilm is the film thickness. From Eq. (2.30), we know that the MSSWs are the 
forward wave (with group and phase velocity in the same direction) with their amplitude 
decaying exponentially from the film surface [81,82].  
 Magnetostatic backward volume waves (MSBVW): MSBVW modes are observed when 
the magnetization in-plane and parallel to the wavevector. Unlike the MSSW modes, the 
MSBVWs are distributed almost uniformly throughout the sample volume. The 
dispersion relation can be approximately described as [81]: 
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Differently from the MSSW modes, MSBVWs have a negative group velocity with 
respect to the phase one. 
 Magnetostatic forward volume waves (MSFVW): MSFVW modes are observed when the 
magnetization points out of the film plane while the wavevector stays in plane. Similar to 
the MSBVWs, MSFVMs are also uniform throughout the sample volume, but with 
positive group velocity. Its dispersion relation can be approximately expressed as [81]: 
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 (2.32) 
Perpendicular standing spin waves  
In thin ferromagnetic films with thickness in the range of nanometres, there also exist 
spin waves with wavevectors perpendicular to the film plane. Unlike the MSWs where the 
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wavevector stays inside the film plane and the wavelength can be chosen continuously, the 
perpendicular spin wave is confined by boundary conditions between the two surfaces. This 
implies that only standing spin waves with specific wavelengths are allowed to be excited. In 
this case, the spin wave has a very short wavelength, and the exchange interaction becomes 
dominant. Assuming that the spins are unpinned at the surface and the magnetization is in the 
film plane, one can give the dispersion relation of perpendicular standing spin waves (PSSW)  
as [80,83]: 
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 (2.33) 
where A is the exchange stiffness constant and kPSSW = n/tfilm is the wavevector of the nth-
order PSSWs.  
Finally, it is important to notice that for a given resonance field Hres, both MSSW (Eq. 
(2.30)) and PSSW (Eq. (2.33)) modes require a microwave field with higher frequency with 
respect to the uniform FMR mode (Eq. (2.28)). In contrast, the resonance frequency required 
to excite MSBVW (Eq. (2.31)) modes is lower than the uniform mode
4
. The dispersion 
relations of all three modes converge to the Kittel’s formula (Eq. (2.28)) for k  0, as 
expected. 
2.4 Current-induced torques in ferromagnets 
Opposite to the magnetoresistance, the charge current can also induce the motion of the 
magnetization by generating a torque. Recently, considerable progress has been made in the 
area of current-induced magnetization manipulation in the context of domain wall 
motion [7,84,85], magnetization switching [6,8,9,48,86–90], magnetic damping [91,92] and 
                                                 
4
 Since the magnetic field is applied in the film plane for all of the FMR experiment in this thesis, the 
MSFVW modes cannot be excited and are therefore not involved in this comparison.  
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FMR [11,47,93]. In this section, we will describe both STT, together with its Onsager’s-
reciprocity related effect (spin pumping), and SOT.  
2.4.1 Spin-transfer torque and spin pumping 
Spin-transfer torque was predicted theoretically by Slonczewski [3] and Berger [4] in 
1996, and was first observed in devices with a spin-valve structure [5]. A spin-valve (Figure 
2.4) consists of a fixed layer (F1) and a free layer (F2) of ferromagnetic materials, separated 
by a thin non-magnetic spacer. The current first flows though F1 where the magnetization is 
fixed, and electrons become polarized along MF1. After passing the non-magnetic spacer 
where spin-flip scattering is negligible, the electrons entering F2 are polarized again in the 
direction of MF2 [94]. In this process, angular momentum is exchanged between the 
electrons’ spins and MF2, resulting in a torque that tilts MF2 towards MF1. 
The STT contribution can be modelled by introducing two additional terms to the LLG 
equation (2.19) as [95–98]: 
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where g
  
r ( i ) is the real (imaginary) part of the interface spin mixing conductance; e, P and tFM 
are the elementary charge, the spin polarization factor and the thickness of the free 
ferromagnetic layer respectively;  is the unit vector of the spin polarization. The third term 
is the Slonczewski’s antidamping-like term [99], representing a torque which is always 
parallel or antiparallel to the damping torque depending of the spin polarization
5
. Therefore, 
the STT can either enhance or compensate the magnetic damping in magnetization dynamics, 
and the latter case provides us with a method for building spin auto-oscillators [91,100,101]. 
The fourth term is called the field-like term because the STT component in this format will  
 
                                                 
5
 This can be understood to compare the Slonczewski’s term with the second (damping) term in Eq. (2.18), 
where they have the same format if  // Heff. 
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Figure 2.4 Spin-transfer torque in a spin valve. When the electrons (in blue) flow through the 
fixed ferromagnetic layer F1, they are polarized along the magnetization of F1 (MF1). After 
passing the non-magnetic spacer, the electrons exchange angular momentum with the d-
electrons in F2, exerting a torque (red arrow) on MF2.  
behaves as an additional magnetic field along . In most cases, the antidamping-like term 
dominates over the field-like term in FM/HM bilayers where g
 
r >> g
 
i is satisfied [102,103]. 
Spin pumping 
As introduced above, the spin current can drive the motion of the magnetization in FMs 
via STT. From Onsager’s reciprocity relations, there exists a reciprocal process called spin 
pumping, where the magnetization precession in FMs leads to the emission of a pure spin 
current [98]. The theory of spin pumping was first developed Tserkovnyak et al. [104], where 
the pumped spin current is expressed as: 
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The first term in Eq. (2.35) has the same format of the Gilbert damping term in the LLG 
equation (2.19), which implies that the spin pumping can cause an enhancement in the Gilbert 
damping by: 
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where 0 is the intrinsic damping factor, and g
 
reff is the effective real part of the spin mixing 
conductance taking the interface backflow of the spins into account [104,105]. This concept 
has been investigated both theoretically and experimentally [44,104,106–112]. The second 
term represents the reciprocal term of the field-like torque which effectively changes the 
value of the gyromagnetic ratio [98,104]. Since both  and  can be easily extracted from the 
FMR measurement (details in section 2.3.1), spin pumping has been widely used not only for 
the generation of the pure spin current, but also as an effective way to probe the FM/HM 
interface properties [113]. 
Literature review on spin-torque driven ferromagnetic resonance 
Before moving to the next section, we briefly review the previous work in probing STT 
based on FMR. One pioneer work was done by Tulapurkar et al. in 2005 who conducted a 
spin-torque ferromagnetic resonance (ST-FMR) experiment in a magnetic tunnel junction 
(MTJ) [69]. As shown in Figure 2.5 (a), the microwave current flowing through the pinned 
layer (CoFeB/Ru/CoFe trilayer at the bottom) becomes polarized and exerts a STT to the free 
layer on top, driving its magnetization into precession. At resonance, the junction resistance 
oscillates at the same frequency as the microwave current due to tunnel magnetoresistance, 
resulting in a rectified DC voltage across the MTJ. The lineshape of the DC resonance 
voltage (Figure 2.5 (b)) consists of a symmetric and an antisymmetric Lorentzian functions, 
where the antidamping-like and the field-like components of the STT can be extracted [69]. 
This device is also named spin-torque diode, as it transforms a microwave current into a DC 
voltage at resonance. A series of ST-FMR experiments in MTJs have then been reported with 
different device structures focusing on either understanding STT quantitatively for MRAM 
applications [114,115] or optimizing the devices for better performance [116–121]. Similar 
experiments were also extended to metallic spin valves [122–125]. The sensitivity of the 
spin-torque diode, defined as the detected DC rectified voltage over the input microwave 
power, can be enhanced by applying a DC voltage in parallel with the microwave to the 
sample [115,118,123]. In this way, the sensitivity has been improved to 75,400 mV/mW at 
room temperature after optimizing the MTJ structure [119], compared with the initial work of 
1.4 mV/mW [69]. Furthermore, by controlling the perpendicular magnetic anisotropy of the  
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Figure 2.5 (a) Setup of ST-FMR experiment and cross-sectional view of the MTJ. (b) The 
DC resonance voltage as a function of frequency at different external magnetic field. Figures 
are adapted from [69]. 
layers, the MTJ designed in [119] can operate without an external magnetic field, which 
largely reduces the size and the cost of the device. Although the rectified voltage in most ST-
FMR is detected by a lock-in amplifier based on amplitude modulation, Gonçalves et al. have
demonstrated that magnetic-field modulation can also be applied to measure ST-FMR in 
MTJs with a high degree of sensitivity, since it suppresses large non-magnetic background 
voltage [126]. This method is very effective in detecting weak rectified signals in ST-FMR 
experiment especially when a DC bias current is applied, since the rectified signal in this case 
will be hidden by the huge background generated by bolometric effects. 
In addition to MTJs, ST-FMR can also be applied to bilayer structures consisting of a 
ferromagnetic thin film and a capping layer made by a heavy metal with strong SOC, like Pt, 
Ta or W. This technique was first developed by Liu et al. in a Py/Pt bilayer in 2011 [47]. In 
Figure 2.6 (a), the charge current in Pt along the x-axis generates a pure spin current flowing 
along the z-axis via the SHE, which exerts a STT to the magnetization M of Py and drives the 
precession. The current in Pt also generates an Oersted field (noted as Hrf in figure) which 
also exerts an oscillating torque to the magnetization. Since the torques from STT and 
Oersted field are perpendicular to each other, they can be calculated separately by carrying a  
(a) (b) 
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Figure 2.6 (a) ST-FMR experimental setup (top) and structure of the Py/Pt bilayer (bottom). 
The magnetization of the Py is driven by the spin transfer torque STT, the torque H induced 
by the Oersted field Hrf and damping torque . (b) Experimental setup (top) and sample 
structure of Py/Ag/Bi trilayer (bottom). The Rashba effect at the Ag/Bi interface generates a 
spin current which exerts an in-plane STT on the Py, together with an out-of-plane torque 
generated by the Oersted field. Figure (a) and (b) are adapted from [47] and [127] 
respectively. 
lineshape analysis of the resonance, where STT and Oersted field contribute to a symmetric 
(Vsym) and antisymmetric (Vasy) Lorentzian respectively. Moreover, because the torques which 
are exerted by the STT and the Oersted field are linear in the spin current and the charge 
current respectively, the spin Hall angle of Pt can be calculated to be 5.6% from the ratio 
between Vsym and Vasy. Soon later, they also reported the giant spin Hall angle of 15% and 
30% in -Ta [48] and -W [128] respectively using the same method. One advantage of this 
method is that the result is self-calibrated, as it is not necessary to know the current density in 
Pt [51]. Since then, a series of ST-FMR experiments have been done to either measure the 
spin Hal angle of heavy metals [129–131], analyse the current-induced torques [132–135] or 
probe the anisotropy of ferromagnets at nano-scales [59,136]. Recently, the ST-FMR method 
has been extended to topological-insulator/ferromagnet bilayers, demonstrating that the SHE 
in Bi2Se3 can efficiently manipulate the ferromagnet via STT [137,138]. In addition to the 
SHE, Jungfleisch et al. [127] reported that the spin current can be generated via the spin-orbit 
(a) (b) 
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interaction (Rashba effect) at the interface between Ag and Bi, which exerts a STT and drives 
the FMR in a Py/Ag/Bi trilayer device (Figure 2.6 (b)). Skinner et al. also reported a FMR 
measurement based on Rashba effect in the Co/Pt bilayers [93,139]. However, differently 
from the one in [127], the spin polarization from Rashba effect is generated directly at the 
interface of Co/Pt, so it drives the magnetization dynamics via the s-d scattering in the Py 
rather than a “transfer” process of the angular momentum from the adjacent Pt layer.  
Similar to the case of MTJs, a DC bias current can be applied in parallel with the 
microwave to control the damping of the FM as shown in Figure 2.7 (a) [47,92,133,140,141]. 
Measuring the changes in damping as a function of DC bias current (Figure 2.7 (b)) provides 
an alternative way to estimate the spin Hall angle [47]. More importantly, we can estimate the 
threshold DC current required to fully compensate the damping, which paves the way in 
building spin auto-oscillators in FM/HM bilayer systems [91,101,142–145]. 
Since charge current in HM can generate pure spin current via SHE, it is possible to 
extend the ST-FMR method to ferromagnetic insulator.
6
 Differently from the bilayers with 
ferromagnetic metals, the signal detection in YIG/Pt is based on the microwave current 
rectification by the SMR instead of the AMR [146]. In addition, as SMR is usually more than 
ten times smaller than AMR, the rectified voltage is relatively weak and the spin pumping 
voltage is no longer negligible when analysing the results. Recently, several groups have 
studied ST-FMR in YIG/Pt both theoretically [147–149] and experimentally [146,150,151]. 
Using the theoretical model built by Chiba [148], Schreier did the first experiment of in-plane 
CI-FMR in YIG/Pt and identified the current-induced torque from the symmetry and the 
lineshape of the resonance [146]. Sklenar then repeated the experiment but with the external 
magnetic field out of the film plane [150]. Very recently, Jungfleisch imaged the current-
driven magnetization precession in YIG/Pt at resonance condition with Brillouin light 
scattering spectroscopy and argued that uniform precession is no longer applicable at high 
microwave power [151]. Despite these, the behaviour of CI-FMR in YIG/HM should strongly  
 
                                                 
6
 Part of this paragraph is published on: Z. Fang et al., Appl. Phys. Lett. 110, 092403 (2017). 
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Figure 2.7 (a) ST-FMR experimental setup with DC bias current. (b) Resonance linewidth as 
a function of DC bias current at  = 45 and 225. Both show a linear behaviour with 
opposite gradient. Figures are adapted from [141]. 
depend on the thickness of the films [147], while there is a lack of detailed study on this 
topic. This study is one of the results of this thesis described in Chapter 4.  
2.4.2 Spin-orbit torque  
Spin-orbit coupling is a relativistic effect by which the spin of an electron is coupled to 
its motion. As explained before, it is at the origin of several important spintronic phenomena, 
like AMR, SHE, SMR, anomalous Hall effect, magnetic anisotropy and so on. Furthermore, 
in ferromagnetic materials lacking of symmetry at interface (i.e. Pt/Co/AlOx [6,90]) or in 
crystalline structure (i.e. (Ga,Mn)As [11,14]), charge current leads to a spin accumulation 
because of the SOC, which can induce a torque to the local magnetization via the s-d 
scattering if the spins and the magnetization are not aligned [152,153]. This torque is named 
spin-orbit torque. Distinct from STT, which is based on the angular momentum “transfer” 
between the fixed and the free layer, SOT is a relativistic phenomenon, and the torque is 
induced uniformly inside the spin-orbit coupled ferromagnet without the need of an external 
polarizer [24].  
We start by explaining the mechanism of SOC. Consider a hydrogen atom where the 
electron orbits the nucleus at a velocity v. According to special relativity, we can look at this 
Band-pass filter 
Amplifier 
Lock in 
Ref. 
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(b) 
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system from the rest frame of the electron with the nucleus orbiting the electron at the same 
velocity. Since the nucleus carries positive charge, the orbiting of the nucleus constitutes a 
circular current, which generates a magnetic field B on the electron. From a Lorentz 
transformation between electric and magnetic fields, the field B can be written as [17]: 
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 
v E
B  (2.37) 
where c is the speed of light and E is the electric field at the electron generated by the 
nucleus: 
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V(r) is the potential energy; r and r are the position vector of the electron and its magnitude. 
This effective magnetic field interacts with the electron magnetic moment m and contributes 
with an additional term to the electron’s Hamiltonian as: 
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me is the electron’s rest mass; S and L are the spin and orbital angular momentum with S = 
mem/e and L = mer  v; the factor ½ in Eq. (2.39) is the Thomas factor for the relativistic 
correction. This equation is only applicable for one-atom system. For an electron in a lattice, 
the SOC term is usually written as: 
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where p is the momentum operator and  = 2S/ħ is the Pauli spin operator. 
The spin-splitting in materials via SOC only occurs when the inversion symmetry is 
broken in the system. This is because the Hamiltonian in Eq. (2.40) preserves the time-
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reversal symmetry, which means that for the electrons with spin up  (or down ) and 
wavevector k, the energy eigenvalue must satisfy [154]: 
 
       E E    k k  (2.41) 
This is called the Kramers degeneracy. If the system is inversion asymmetric, we have: 
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By comparing (2.42) with (2.41), we obtain:  
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This means that the spin degeneracy is lifted.  
There are generally two ways in which the inversion symmetry can be broken, namely by 
structure inversion asymmetry (SIA) and bulk inversion asymmetry (BIA). SIA was proposed 
by Rashba in 1960 [155], where the inversion symmetry is broken in heterostructures along 
the growth direction [156]. The Hamiltonian for the SOC in materials with SIA along the z-
axis can be written as [157,158]: 
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where R is called the Rashba coefficient. In deformed crystals, however, SOC Hamiltonian 
is modified by the uniform strain [159], where the strain can be represented by the Cauchy 
strain tensor : 
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The r = (rx, ry, rz) is the atom’s equilibrium position in crystals and u(r) is the displacement 
vector, with the parameters i, j = x, y or z. For the Rashba term, the off-diagonal strain 
elements (called the shear strain) enter the Hamiltonian as [160]: 
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In contrast, BIA proposed by Dresselhaus in 1955 [161] usually appears in crystals with a 
zinc-blende structure, which lacks a centre of inversion. In this case, the symmetry is broken 
directly by the bulk unit cell without the need of adjacent layers. Without strain, the 
Hamiltonian for the Dresselhaus-type SOC has a cubic form:  
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Once strain is applied, the on-diagonal strain elements (called the tetragonal strain) enter the 
equation. The Hamiltonian in Eq. (2.47) reduces to a linear form [162]: 
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In analogy to the Zeeman coupling, we can rewrite the Hamiltonian of the SOC as:  
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where (k) the precession vector. Therefore, the effect from the SOC on the electron spins 
can be treated as an effective magnetic field in parallel with (k). Specifically, in some 
magnetic materials with zinc-blende crystalline structure, i.e. (Ga,Mn)As, the strain can 
introduce an addition term, which is known as C4 martix element, into the Hamiltonian, and 
the expression becomes [11,163]: 
      4 4 1 1 2 2 4 1 1 1
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Here, J is the hole total angular momentum operator for (Ga,Mn)As and C4 is a constant. The 
first term in (2.50) represents a Dresselhuas-type spin-orbit field (SOF) resulting from a 
lattice mismatch (between (Ga,Mn)As and substrate)  growth strain, i.e. xx = yy  zz. The 
second term yields the Rashba-type SOF, and its origin can be modelled as a shear strain as  
 Chapter 2 Theoretical background 
 
32 
 
Figure 2.8 Polar plot of the (a) Rashba and (b) Dresselhaus spin-orbit field in k-space. 
xy = yx  0, though this strain does not physically exist here [11]. We can plot the symmetry 
of the effective field from the Rashba and Dresselhaus SOC as shown in Figure 2.8. It can be 
seen that the Dresselhaus field strongly depends on the directions of the charge current with 
respect to the crystalline directions, while this is not true for the Rashba field which is always 
perpendicular to the current flowing in the x-y plane. In our thesis, we focuses on NiMnSb, 
whose crystalline structure falls in the same symmetry group as (Ga,Mn)As, so we can write 
the same Hamiltonian
7
 dependent on the strain tensor . 
Because of the SOF, when a charge current is flowing in an inversion-asymmetric 
material, a non-equilibrium spin polarization is induced in the direction of the SOF. This is 
called the inversed spin-galvanic effect [164,165]. When this effect is present in 
ferromagnetic materials, the induced spin polarization interacts with the magnetization and 
induces torques on it, which take the name of SOT [11,14,93,166]. 
 
                                                 
7
 We need to replace the hole total angular momentum operator with that of the electron. 
(a) (b) 
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Figure 2.9 (a) DC resonance voltage as a function of external field at different frequencies, 
measured in (Ga,Mn)As using SO-FMR. (b) Polar plot of the spin-orbit effective field in 
(Ga,Mn)As along different crystalline directions, normalized to a current density of 10
9 
A/m
2
. 
Figures are adapted from [11]. 
Literature review on spin-orbit driven ferromagnetic resonance 
We end up this section by reviewing the progress in probing SOT using FMR method. In 
2011, Fang et al. first developed the spin-orbit driven FMR (SO-FMR) in bulk diluted 
magnetic semiconductor (Ga,Mn)As and (Ga,Mn)(As,P) with inversion asymmetry at low 
temperature of 6 K [11]. The experimental setup of SO-FMR is the same as the one in Figure 
2.7 (a). Resonance signal generated by spin rectification can be observed for a wide range of 
frequencies (Figure 2.9 (a)), and the detected voltage consists of a symmetric (Vsym) and an 
antisymmetric Lorentzian lineshape (Vasy). Similar to the case in ST-FMR, these two 
components are determined by the antidamping-like and field-like torques respectively. The 
field-like SOTs observed in (Ga,Mn)As consists of both Rashba and Dresselhaus symmetries 
(Figure 2.9 (b)), and their amplitude can be estimated separately by measuring the angle 
dependence of Vasy in the bars along different crystalline directions. However, the physical 
origin of Vsym was not well understood at that time. Since there is no angular-momentum 
transfer between the materials and the outside, SO-FMR allows us to precisely probe the 
magnetic properties of the samples in the bulk structure. 
(a) (b) 
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Later, Kurebayashi et al. applied the same method to probe the SOTs in (Ga,Mn)As, from 
which they explained Vsym as the result of a current-induced antidamping-like SOT 
originating from the Berry curvature [12]. During the acceleration of carriers between the 
scattering events, the effective SOF hSO acquires a time-dependent component since hSO  k. 
This leads to a small tilt of the spins from equilibrium, resulting in an out-of-plane 
component which induces an antidamping-like torque on the magnetization [12,167,168]. 
This antidamping-like torque can be comparable in amplitude with the field-like torque, and 
therefore should also be considered when probing the SOT in ferromagnetic materials [12].  
Recently, Ciccarelli et al. has extended this method to the half-Heusler alloy NiMnSb, 
and this is the first time that the SOT is detected in bulk materials at room temperature [15]. 
However, more work is required in order to understand the SOTs in NiMnSb, and this is one 
of the objectives in this thesis as described in Chapter 5.  
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Chapter 3 Devices and experimental setup 
This chapter presents the experimental techniques employed in this thesis. It starts by 
describing the fabrication of Y3Fe5O12/heavy metal (YIG/HM) and NiMnSb samples, 
followed by the patterning and post-processing. The experimental methods that involve the 
use of an electromagnet system will be introduced at the end of the chapter. 
3.1 Sample film growing 
3.1.1 Preparation of YIG/heavy metal bilayers  
The YIG/HM samples used in this thesis were prepared by A. Westerman from the 
University of Leeds. A range of YIG films with a thickness of 8.2~80 nm were grown using 
RF sputtering on substrates of (111) gadolinium gallium garnet and at a pressure of 2.4 
mTorr. Since the sputtered YIG was nonmagnetic at this stage, the films were annealed ex 
situ at 850˚C for 2 hours. An overlayer of 4.2 ± 0.1 nm Pt (or 5.0 ± 0.1 nm Ta) was then 
deposited via DC magnetron sputtering. Both YIG and Pt (or Ta) thicknesses were measured 
by x-ray reflectivity.  
3.1.2 Preparation of NiMnSb samples 
The NiMnSb samples were prepared by F. Gerhard from the Universität Würzburg. A 
200 ± 5-nm thick (In,Ga)As film was first grown on Fe:InP insulating substrates as a buffer 
layer using molecular beam epitaxy. A layer of 34 ± 1-nm thick NiMnSb was then grown 
without breaking the vacuum and capped by a 5-nm layer of MgO to avoid oxidation. The 
lattices of (In,Ga)As and NiMnSb are well matched and the small mismatch (~0.6%) between  
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Figure 3.1 Saturation magnetization of the sample in this thesis and the one in [15] as a 
function of Mn concentrations gauged by the vertical lattice constant. The light blue region is 
where the NiMnSb is expected to be stoichiometric. 
the NiMnSb and the InP generates a compressive strain to both (In,Ga)As and NiMnSb 
layers [169,170]. It has been confirmed that this strain relaxes little for NiMnSb films that are 
thinner than 40 nm [170]. The saturation magnetization Ms was measured to be ~716 kA/m 
using superconducting quantum interference device (SQUID).
8
 
According to [171], the vertical lattice constant of Ni1-xMn1+xSb increases linearly with 
its Mn composition (i.e. the value of x). Therefore, we can estimate the sample stoichiometry 
by probing the vertical lattice constant of NiMnSb via high resolution X-ray diffraction. As 
shown in Figure 3.1, the vertical lattice constant of the NiMnSb sample in this thesis was 
measured to be 5.968 Å, which is within the on-stoichiometric range (5.957 ~ 5.999 Å), while 
the lower and higher regions corresponding to Ni-rich and Mn-rich samples [172]. In contrast, 
the vertical lattice constant of NiMnSb in [15] is 5.951 Å (and Ms ~ 695 kA/m), which 
corresponds to an off-stoichiometric Ni-rich sample.  
                                                 
8
 The SQUID and X-ray diffraction was done by F. Gerhard from the Universität Würzburg. 
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3.2 Sample patterning 
3.2.1 Patterning YIG/heavy metal bilayers 
Photolithography — A micrograph of a 550 μm2 bar with gold pads on a 
YIG(62)/Pt(4.2) sample is shown in Figure 3.2 (a). Photolithography and ion milling were 
first used to pattern the YIG/HM samples into 550 μm2 bars. The sample surface was first 
cleaned with acetone and then isopropyl alcohol (IPA) in an ultrasonic bath, both for one 
minute. After drying the surface with the nitrogen spray gun, the samples were spin-coated 
with Microposit S1813 at 5000 rpm for 1 minute and baked in an oven at 85°C for 30 
minutes. The samples were then exposed to ultraviolet light via a self-designed photomask 
for 12 seconds. Finally, the samples were developed in Microposit MF319 for 35 seconds and 
rinsed in de-ionized water for 1 minute.  
Ion milling — With the developed photoresist on top, the YIG/HM samples were 
patterned into bar structures by argon ion milling
9
. The samples were put into a chamber 
filled with argon gas. The argon gas was first ionized by the accelerated electrons emitted by 
a hot filament at the top of the chamber. The argon ions were then accelerated under an 
electrical potential of 1000 V and bombard the sample surface, etching the area that was not 
protected by resist
10
. The beam current was kept at 22 mA for the whole milling process. 
Finally, the samples were left in acetone for 7 hours to remove the resist. The overall ion 
milling rate was estimated to be 8~9 nm/s and milling for 10 minutes was enough to remove 
the YIG/HM bilayers and penetrate into the GGG layer for all samples. This was confirmed 
by measurement with the atomic force microscope (AFM), where a 10-minute milling on 
sample YIG(62)/Pt(4.2) approximately resulted in a 90-nm step between the milled and un-
milled areas (Figure 3.2 (b)).   
 
                                                 
9
 Ion milling for the YIG/HM samples was carried out with the help of C. Ciccarelli and L. Abdurakhimov. 
10
 The ion milling machine used for YIG/HM patterning suffered from some technical hitches. Higher 
beam voltage and current were required to achieve acceptable milling rate. 
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Figure 3.2 (a) Optical micrograph of a 550 μm2 bar on patterned YIG(62)/Pt(4.2). The light 
yellow regions are gold pads. (b) The zoom-in AFM image of the same bar. 
Contact pad evaporation — Since the HM layer is very thin, it is necessary to grow 
additional contact pads to allow wire bonding. The photolithography step introduced above 
was applied to define the contact pad regions. After being developed, the samples were 
loaded into the chamber of a thermal evaporator. The chamber was then evacuated to a low 
pressure of 1~3  10-7 mbar. A 5-nm Cr buffer layer was first evaporated at a rate of 1 Å/s in 
order to improve the adhesion, followed by the evaporation of 50-nm thick Au layer at a rate 
of 2.5 Å/s. Finally, the samples were immersed in acetone for at least 7 hours for lift-off, 
followed by an ultrasonic bath of 3 seconds to remove any residual photoresist.  
3.2.2 Patterning NiMnSb samples 
E-beam lithography — The dimension of the bars patterned on the NiMnSb film is 
close to the resolution limit of the photolithography available in our clean room (3 ~ 4.4 m). 
For this reason, in order to get more precise structures and better edge quality, electron-beam 
lithography was applied to pattern the NiMnSb samples. The samples were first cleaned by  
(a) (b) 
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Figure 3.3 SEM images of (a) a 440 μm2 bar (the area near the pad) and (b) a 5250 μm2 
cross-bar (the central region) with a tilting angle of 40 degree. 
immersing them in acetone and IPA. Ultrasonic bath should be avoided since the InP 
substrate is mechanically fragile, while O2 plasma process was also omitted to avoid 
oxidizing the NiMnSb film. In order to mill beyond the 200-nm (In,Ga)As seed layer, the 
samples had to be milled deeper than 240 nm. In order to better protect the sample surface, a 
negative resist Microresist Ma-N 2410 rather than PMMA was used. A layer of Ma-N 2410 
was spun on NiMnSb at 7500 rpm for 1 minute. Then the samples were baked on a hot plate 
at 90 °C for 2 minutes. E-beam lithography is carried out at an exposure dose of 120 μC/cm2. 
This step is ended up with developing the samples in Micrsoresist Ma-D 525 for 150 seconds, 
rinsing in DI water for 5 minutes and drying with N2.
11
 
Ion milling — Argon ion milling was used to pattern NiMnSb into bar and cross-bar 
shapes. The argon ions were accelerated at 300 V while the beam voltage and current were 
kept at 600 V and 28 mA respectively.
12
 To avoid over-heating of the sample surface, the 
milling was carried out by alternating milling time of 20 seconds to cooling time of 20 
seconds. The InP:S/(In,Ga)As/NiMnSb sample was milled for 10 minutes in total, resulting in 
a depth of ~1 μm, as measured by the scanning electron microscope (SEM). The process 
                                                 
11
 The spinning of the resist, the e-beam lithography and the developing were done by T. Mitchell in the 
Semiconductor Physics research group. 
12
 Ion milling for NiMnSb samples was carried out by R. Mansell in Thin Film Magnetism research group 
using a different argon ion miller from the one used for YIG/HM samples. 
(a) (b) 
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ended up with immersing the sample in acetone for at least 7 hours for to remove the residual 
Ma-N resist. Figure 3.3 shows the SEM images of a 440 μm2 bar (the area near the pad) and 
a 5250 μm2 cross-bar (the central region), showing good patterning quality. The Cr/Au 
contact pads were not grown on the NiMnSb samples, as direct bonding was possible in this 
case.  
3.3 Experimental setup 
3.3.1 Electromagnet and sample mounting 
The experiments described in this thesis were carried out using a GMW5403 
electromagnet with Helmholtz configuration (Figure 3.4 (a)). The gap between the two poles 
is adjustable from 30 mm to 60 mm, with a pole face area of 11.3 cm
2
. Up to 40-ampere DC 
current can be applied to the Helmholtz coil, and about 1 T magnetic field can be generated 
for maximum. The magnetic field between two poles can be treated as nearly uniform. A 
calibration between the applied current and the generated magnetic field has been carried out 
previously, yielding an overall error of 2.6% in the calculation of magnetic field [173]. 
Finally, two twisted wires in green and yellow colour can be optionally used for 4-four-port 
probing. The measurement of YIG/HM bilayers and NiMnSb samples shared the same setup 
as introduced below.  
 
 
Figure 3.4 (a) The electromagnet setup and (b) the layout of the PCB. 
(a) 
(b) 
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Samples were first glued onto a self-designed printed circuit board (PCB) shown in 
Figure 3.4 (b) using CMR-Direct GE Vanish. The patterned bar on the sample was then 
connected to the microstrip waveguide on the PCB via wedge bonding using 35-μm 
aluminium wire, and was terminated at a SMP connector. The PCB was then mounted onto 
an aluminium sample holder rod that fitted between the poles of the electromagnet. The 
sample holder was fixed to a frame with two translation stages and a rotation stage, allowing 
horizontal, vertical and 360° rotational adjustments. We were able to perform both in-plane 
and out-of-plane rotation in magnetic field by choosing different sample holders. The sample 
holder was connected to the external instruments both via a semi-rigid RF coaxial cable and 
DC lines. 
3.3.2 Electrical detection of current-induced ferromagnetic resonance 
Unlike the conventional FMR driven by the external microwave magnetic field generated 
by a waveguide or in a cavity, magnetization dynamics in CI-FMR is driven by an “effective 
magnetic field” generated when a microwave charge current is passed in the sample bars. The 
nature of this “effective magnetic field” can be different depending on the material of the bars 
and the device layout, and this has been discussed in greater details in section 2.4. In general, 
CI-FMR provides an effective method to both characterise ferromagnetic samples at the 
nanometre-scale and quantify the current-induced torques [11]. 
One common method to detect CI-FMR is to measure a longitudinal DC voltage near the 
resonance condition. Figure 3.5 shows the schematic diagram of the setup. An external 
magnetic field is applied to the sample bar via the electromagnet to align the magnetization. 
An Anritsu MG3694C signal generator is used to supply the microwave current to the sample. 
The use of an Anritsu K250 bias tee allows us to measure the DC voltage along the bar 
simultaneously. The microwave current is pulse-modulated to allow the lock-in detection to 
improve the signal-to-noise ratio. The modulated DC voltage along the bar is detected by a 
Stanford SR830 lock-in amplifier through a Stanford SR560 pre-amplifier. 
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Figure 3.5 Schematic diagram for CI-FMR measurement. The circuit inside the dashed-line 
frame in orange is the bias-T. 
Spin rectification — One mechanism behind the generation of the longitudinal DC voltage 
at resonance is spin rectification, which exploits the anisotropic magnetoresistance (AMR) or 
spin Hall magnetoresistance (SMR) effect in the magnetic samples. Assume that the driving 
microwave current is IMW = I0cos(ωt). From Ohm’s law, the voltage along the bar is: 
      0 cosV t I t R t  (3.1) 
At resonance, the oscillating magnetization leads to a time-dependent AMR or SMR at the 
same frequency: 
    2cos coscR t R R t         (3.2) 
where θc is the precession cone angle. Under the small-angle approximation (θc << 1), we can 
expand Eq. (3.2) using Taylor’s series to the first order in θc and substitute it into Eq. (3.1): 
        20 cos cos sin 2 coscV t I t R R R t           (3.3) 
By using the relation cos
2
(ωt) = ½[1+cos(2ωt)], we can see that V(t) contains a time-
independent term: 
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 0
1
sin 2
2
SR cV I R     (3.4) 
which is what we measure. By measuring the angle dependence of the DC rectified signal at 
resonance, we can determine the precession cone angle, from which the current-induced 
effective field heff = (hx, hy, hz)e
jωt
 that is responsible for driving this precession can be 
calculated. By solving the LLG equation (see Appendix A), we find that the rectified voltage 
near resonance consists of two Lorentzian components of symmetric (Vsym-SR) and 
antisymmetric lineshapes (Vasy-SR) [11,12]: 
 
 
 
 
2
2 22 2
ext res
SR sym SR asy SR
ext res ext res
H H HH
V V V
H H H H H H
 
 
 
   
 (3.5) 
where 
 
0 0
0 1 2
sin 2 sin 2
2 2 2
sym SR z sym z
res
I R I R
V h A h
H H H H

 
 

 
 
  
 (3.6) 
 
 
   10 0
1 2
sin cos sin 2 sin cos
2 2 2
res
asy SR x y asy x y
res
H HI R I R
V h h A h h
H H H H
    
 
     
  
 
(3.7) 
The terms H1 and H2 are coefficients that include the magnetic anisotropy of the sample and 
their complete expression is given in Appendix A.  Both H1 and H2 are a function of the angle 
between the magnetization and the [100] crystalline orientation. Therefore, once knowing the 
AMR coefficient and the magnetic anisotropy, we can determine each component of heff by 
decomposing the resonance lineshape into Vsym-SR and Vasy-SR, and measuring their 
dependence on the angle θ.  
It should be noted that the expression for VSR is directly deduced from the LLG equation 
for a generic driving field heff and does not depend on the nature of this field. Therefore, the 
equations above are applicable to both NiMnSb and the YIG/HM samples.  
Spin pumping — For completeness, we should mention here that in the YIG/HM bilayer 
samples, there could be another contribution to the DC longitudinal voltage at resonance, spin 
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pumping [174,175]. The spin pumping signal should have a purely symmetric Lorentzian 
lineshape, since it is independent on the phase between the charge current and the 
magnetization precession. According to [106], the DC voltage generated via this mechanism 
is given by 
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- 0
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tanh sin
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te
V R w j   
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 (3.8) 
Here, wHM, tHM, ϑSH and λHM are the width, thickness, spin Hall angle and spin diffusion 
length of the HM respectively; e is the elementary charge and ℏ is the reduced Planck 
constant; η is a correction factor for the ellipticity of the magnetization precession. The spin-
current density j
0 
s  at the interface is given by [36]: 
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 (3.9) 
where g
↑↓ 
eff , heff, γeff and Meff are the effective values of spin mixing conductance, current-
induced field, gyromagnetic ratio and magnetization respectively. This spin-pumping induced 
symmetric signal Vsym-SP must be considered in conjunction with Vsym-SR induced by 
rectification in the YIG/HM samples, complicating the analysis. In Chapter 4, we will show 
how these two terms can be separated by performing a thickness dependent study. 
3.3.3 Damping control via direct current bias  
In the case of STT or SOT, the out-of-plane component of the current-induced effective 
field can have a format of heff ∝ M  , where  is unit vector of the spin polarization, which 
is associated to an anti-damping torque. In section 5.2.2, we use an alternative method to 
measure this term, which consists in measuring the changes in Gilbert damping factor 
induced when a DC electric current is passed in the bars in conjunction with the microwave 
one [47,92]. The Gilbert damping factor is extracted from the frequency dependence of the 
linewidth. 
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Figure 3.6 Schematic diagram for damping-controlled CI-FMR measurement.  
The circuit diagram for this measurement is shown in Figure 3.6. Compared with the 
standard CI-FMR measurement setup (Figure 3.5), an additional K2400 source meter is 
introduced as a DC current source. CI-FMR measurement is then carried out under different 
DC bias currents and the linewidth of the FMR signal by applying the bias current is 
determined by fitting the lineshape of the DC resonance voltage.  
The CI-FMR detection method is subject to the bolometric effect [176,177]. Since the 
microwave current is modulated at lock-in frequency, the sample resistance is expected to 
oscillate by a certain amount (noted as ΔRMW) at the same frequency due to Joule heating. A 
DC bias current Ibias can then introduce an oscillating voltage proportional to IbiasΔRMW along 
the sample bar, which appears as an additional background voltage in our lock-in detected 
signal. This background could be orders of magnitude larger than our resonance signal, 
decreasing the sensitivity of the measurement 
In order to minimize the bolometric effect, field modulation rather than current 
modulation technique is employed. A couple of Helmholtz coils are introduced between the 
magnetic poles of the electromagnet to provide a small oscillating magnetic field along the 
original external field. A sinusoidal voltage Vmodsin(ωt) at the lock-in frequency is applied to 
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the coils using a function generator, and the magnitude of the generated field is measured to 
be (110 ± 5)  Vmodsin(ωt) in μT using a Gauss meter, where Vmod is in the unit of Volt.  
Under magnetic-field modulation, the DC voltage along the bar becomes [126]: 
 
SR
SR fm mod
ext
dV
V h
dH
   (3.10) 
where hmod is the peak value of the sinusoidal modulation field, and VSR is the spin rectified 
voltage defined in Eq. (3.5). Substituting Eq. (3.5) into (3.10), we can get the expression of 
VSR-fm as: 
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where Vsym-SR and Vasy-SR are defined in Eq. (3.6) and (3.7) respectively, and 
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Therefore, when field modulation is applied, the resonance signal has a more complicated 
lineshape than in the case of current modulation. Despite this, we can still get the resonance 
linewidth by fitting the lineshape with the above equations. This allows us to estimate the 
effective field component that give rise to the torque [47]. 
3.3.4 Microwave current calibration 
The resistance of our sample is ~100 Ω for the 440 μm2 NiMnSb bars and ~850 Ω 
(~7000 Ω) for the 550 μm2 YIG/Pt (YIG/Ta) bars, which makes a high impedance mismatch 
arise with the rest of the 50 Ω microwave circuits. In order to measure exactly the current 
density that flows in our bars, we carry a calibration procedure based on the temperature  
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Figure 3.7 (a) Schematic diagram of the microwave current calibration setup. (b) 
Comparison of the bar resistance when a DC current (black) and a microwave current (red) 
are applied. (c) Joule heating calibration shows a linear relationship between the square root 
of the applied microwave power and the microwave current. (b) and (c) are examples taken 
from a 5-um wide YIG(14.8)/Pt(4.2) bar.  
dependence of the bar resistance. The procedure consists in comparing the Joule heating 
created by a DC current and the incident microwave signal by measuring the sample 
resistance as shown in Figure 3.7 (a). First, the microwave source is turned off, and the 
K2400 source meter sweeps the DC current from negative to positive values while the 
resistance is being measured (Figure 3.7 (b), in black). Then, we gradually increase the input 
microwave power and measure the resistance changes (Figure 3.7 (b), in red). The 
modulation function of the microwave source is turned off here. Since the powers produced 
by a DC current IDC and a microwave current IMWe
jωt
 are I
2 
DCR and I
2 
MWR/2 respectively, the 
value of IMW can be determined by multiplying the DC current corresponding to the same 
(a) 
(b) (c) 
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resistance by a factor of 2 . Figure 3.7 (c) shows the final calibration where IMW is plotted 
against the square root of the microwave power, showing a linear dependence. 
 49 
Chapter 4 Current-induced resonance in 
Y3Fe5O12/heavy metal bilayers 
Within the family of magnetic materials, YIG always holds a special place in 
ferromagnetic materials, owing to its ultra-low damping, high Curie temperature and 
chemical stability [178–180]. As an insulating material, YIG allows pure spin currents flow 
inside without associated charge transport. This minimizes Joule heating and electromigration 
effects, because there is no charge current flowing in YIG. Meanwhile, this also offers an 
unprecedented geometric flexibility. Since the information in YIG is transmitted in a form of 
collective motion of magnetic momentum (i.e. spin wave), this allows us to build new 
devices based on the concept of wave, i.e. Mach-Zehnder interferometers [181,182], 
resonators [183,184], microwave oscillators [91] and so on. 
A heavy metal (HM) layer, such as Pt, Ta or W, can be grown on YIG as a spin current 
source, as heavy metals can convert a charge current into a transverse pure spin current (i.e, a 
flow of spin angular momentum) via the spin Hall effect (SHE). The angular momentum 
transferred into YIG can exert spin-transfer torque (STT) on the magnetization, enabling the 
implementation of spin torque devices. Recently, several groups have made some progress on 
this issue, including damping control by passing a DC current in the Pt capping layer [185], 
by which spin Hall auto-oscillation are realized [91,92]. Replacing the DC current with a 
microwave current, the electrical signal in Pt can also be transmitted via spin waves in 
YIG [180].  
To further explore the applications, a critical point is understanding of the torques in YIG 
induced by the charge current flowing in the adjacent heavy metal
13
. For this purpose, we use 
                                                 
13
 Part of this chapter is published on: Z. Fang et al., Appl. Phys. Lett. 110, 092403 (2017).  
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current-induced ferromagnetic resonance (CI-FMR) to study a series of YIG/HM samples 
with different YIG thickness. We start with a theoretical analysis of the lineshape symmetry 
of the resonance signals and their dependence on the characteristics of the samples. Then we 
show the results of spin Hall magnetoresistance (SMR) and FMR measurements for each 
sample. Finally, we estimate the effective field induced by the current in the HM based on a 
YIG-thickness dependence study of the FMR. 
4.1 Lineshape symmetry analysis 
Figure 4.1 shows a schematic diagram of the CI-FMR measurement in YIG/heavy metal 
system. The leftmost microwave source generates an oscillating charge current into the Pt (or 
Ta) layer, which is converted into perpendicular pure spin-current oscillating at the same 
frequency via SHE. This oscillating spin current flows into the ferromagnetic layer and exert 
an oscillating STT to YIG. Moreover, according to Ampere’s law, the charge current in Pt 
also generate an Oersted field, inserting a torque to YIG as well. Both mechanisms can drive 
magnetization precession once FMR condition is satisfied. 
As discussed in section 3.3.2, the lineshape and the symmetry of the resonance signal 
depend on both the driving torque (or effective field) and the generation of the DC voltage 
(i.e. spin rectification or spin pumping). Here, the current-induced torque in YIG/Pt consists a 
 
Figure 4.1 Schematic diagram for CI-FMR measurement setup for YIG/HM. Magnetic 
dynamics are driven by the torques induced by both STT and Oersted field.  
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field-like torque τOe = M  hOe induced by the Oersted field hOe // y, where y is the unit 
vector along the y axis, and an antidamping-like STT τST = M  hST induced by an effective 
field hST // y  M. If M is in the x-y plane, both torques reach their maximum when M is 
along the x-axis, and become zero when M is in y-axis. Although the STT could introduce a
 field-like component which is indistinguishable from Oersted field from the symmetry point 
of view [139], in our work, we confirm that the driving field is dominated by the Oersted 
contribution by repeating the measurement with Pt and Ta [186]. 
Table 4.1 Summary of resonance DC signal components from spin rectification (SR) and 
spin pumping (SP), with their Lorentzian lineshape, and dependence on θ, ϑSH, tYIG and αeff. 
Ci are the positive coefficients independent from the parameters listed above. 
Driving Detecting lineshape Dependence on θ, ϑSH, tYIG, and αeff 
hST 
SR Symmetric  3ST-SR SH eff YIG sin 2 cosC t        
SP Symmetric  
23
ST-SP SH eff YIG sin 2 cosC t     
 
hOe 
SR Anti-symmetric  2Oe-SR SH eff sin 2 cosC      
SP Symmetric  2Oe-SP SH eff sin 2 cosC      
From Eq. (3.5)-(3.7), we know that the DC voltage induced by spin rectification consists 
of two components: a symmetric Lorentzian component Vsym-SR is induced by an 
antidamping-like field hST in z-axis and an antisymmetric Lorentzian Vasy-SR is induced by hOe 
in y-axis. In contrast, the voltage induced by spin pumping, irrespective of the driving 
mechanisms, can be described by a symmetric Lorentzian component Vsym-SP alone. The 
reason is that, unlike the spin rectification mechanism, it is independent from the phase 
between the microwave current and the precessing magnetization. This is because the DC 
component in spin pumping voltage only depends on the magnetization precessional area at 
resonance [187], and it does not result from the product of two variables as spin rectification 
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(from the product of two cosine terms from microwave current and AMR). We summarize
14
 
the lineshape and dependence of these DC signals in Table 4.1. Here, ϑSH is the spin Hall 
angle of Pt (or Ta); tYIG is the thickness of YIG layer; θ is the angle between the in-plane 
external field and the sample bar. The effective damping factor αeff is a function of tYIG and 
includes the spin pumping term αSP [106]: 
 
  0 0
4
B
eff YIG SP eff
s YIG
g
t g
M t

   

     (4.1) 
Ms and α0 are the saturation magnetization and the intrinsic Gilbert damping coefficient of 
YIG without HM cap respectively; g is the g-factor; μB is the Bohr magneton; g
↑↓ 
eff  is the 
interface effective spin mixing conductance taking into account the backflow. Assuming that 
α0 does not change with tYIG, g
↑↓ 
eff can be determined by measuring αeff for samples of different 
YIG thickness. Therefore, though the four components in Table 4.1 share the same angle 
dependence, we can investigate the current-induced effective field by varying the thickness of 
YIG.  
4.2 Spin Hall magnetoresistance measurements 
We first present the results from SMR measurement, since it is an essential quantity for 
the calculation of current-induced effective field in FMR measurement (Eq. (3.6)-(3.7)). 
Besides, it also helps us calibrate the angle θ and, more importantly, identify the mechanisms 
behind the anisotropy in resistance. In addition to SMR, magnetic proximity effect (MPE) 
can induce the AMR which has the same in-plane symmetry as SMR. Several atomic layers 
of Pt near the interface could become ferromagnetic due to MPE [188] and they may also 
show the FMR phenomenon once the resonance condition is satisfied. This may contaminate 
our FMR signal due to the magnetization precession in YIG.  
                                                 
14
 The deduction of Table 4.1 is shown in Appendix B. 
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Figure 4.2 Experimental setup for magnetoresistance measurement.  
The SMR measurement is carried out with an external magnetic field Hext ~ 0.8 T, which 
is large enough to keeping saturate the magnetization. Hext is rotatable either in x-y, y-z and 
x-z plane as defined in Figure 4.2. The source meter K2400 is used to apply DC current into 
the sample bar and to measure the bar voltage simultaneously. Referring to section 2.2.1 and 
2.2.3, the anisotropy in resistance from SMR and MPE-induced anisotropic 
magnetoresistance (AMR) can be identified by their angle dependence when Hext goes out of 
the film plane [52]: the former depends on the angle between the SHE-induced spin 
polarization in y-axis at the interface and the magnetization in YIG, so the resistance should 
be a constant when Hext rotates in x-z plane; the later instead depends on the angle between 
the charge current and the magnetization in YIG, so the resistance should stay unchanged if 
Hext rotates in y-z plane. Figure 4.3 shows the measurement from each sample, where the 
number in bracket is the layer thickness in nanometre. Figure 4.3 (a) gives an example of 
SMR measurement from a YIG(14.8)/Pt bar, which shows anisotropy in resistance when Hext 
is applied in x-y plane or y-z plane, while no clear anisotropy is measured in x-z plane. This 
means that the MPE-induced AMR is negligible in our YIG/Pt samples at room temperature.  
The in-plane SMR measurement of other bars are presented in Figure 4.3 (b) – (f). In 
addition, no clear SMR was observed in the two thinnest samples, i.e. YIG(8.2)/Pt and 
YIG(8.4)/Ta, as shown in Figure 4.4.   
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Figure 4.3 (a) Angle-dependent magnetoresistance measurement in three principal planes on 
a YIG(14.8)/Pt(4.2) sample, where Rave is the resistance in average. The dashed lines are the 
fitting results. (b-f) The in-plane magnetoresistance measurement of other five bars with 
different YIG thickness. The thickness of Pt and Ta is 4.2 nm and 5.0 nm respectively.  
(a) 
YIG(14.8)/Pt 
(b) 
YIG(22)/Pt 
(c) 
YIG(36)/Pt 
(d) 
YIG(49.5)/Pt 
(e) 
YIG(62)/Pt 
(f) 
YIG(80)/Ta 
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Figure 4.4 In-plane magnetoresistance measurement of the two thinnest sample: (a) 
YIG(8.2)/Pt and (b) YIG(8.4)/Ta.  
Similar results have been reported in YIG/Pt at room temperature by other 
groups [50,52,189,190], while the mechanism behind still remains controversial and not fully 
understood. Although the magnetoresistance in YIG/Pt can be well explained by a 
simultaneous action of SHE and inversed spin Hall effect (ISHE) (i.e. SMR), there are other 
theory on magnetoresistance which results in the similar behaviour. For example, Lu et al. 
proposed a new “hybrid magnetoresistance” in Pt in contact with a ferromagnetic materials 
originating from MPE [189]. This new magnetoresistance has the behaviour of ρy < ρz  ρx 
which is the same as that of SMR. Miao et al. then argued that both the SMR and this new 
magnetoresistance from MPE contribute to the magnetoresistance of YIG/Pt, and they can be 
separated by tuning the YIG surface or inserting an Au layer in the middle [191]. Besides, 
Grigoryan et al. theoretically predicted an intrinsic magnetoresistance in YIG/Pt induced by 
the Rashba spin-orbit coupling [192]. When the external field is not collinear with the spin 
polarization introduced by the Rashba effect, the Hanle effect
15
 will lead a spin precession 
and a dephasing of spin accumulation, resulting changes in resistivity [193,194]. This leaves 
a question that the SMR observed in [52] is a bulk metal or interface effect. Recently, this 
type of magnetoresistance has been observed in metallic heterostructures [195,196] and it has 
                                                 
15
 In Spintronics, Hanle effect is the phenomenon that an applied transverse magnetic field can result in a 
precession of the spin accumulation around this field [224]. This is important because it provides a method to 
manipulate the spins in FMs without rotating its magnetization. 
(a) 
YIG(8.2)/Pt 
(b) 
YIG(8.4)/Ta 
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the same symmetry as SMR. Therefore, the origins of magnetoresistance in YIG/Pt are rich 
and still remain controversial. However, since it is out of the scope of this thesis, we stop our 
discussion here and move on to investigate the FMR experiment results in next section. 
4.3 Characterisation by ferromagnetic resonance 
We first present our results from a 550 m2 bar on the YIG(14.8)/Pt(4.2) sample as an 
example of our frequency-dependent FMR measurement. Figure 4.5 shows the magnetic-field 
dependence of DC voltage measured along the bar at different microwave frequency. The in-
plane external field Hext is applied to the bar at θ = 45° as defined in Figure 4.1 and magnetic-
field-independent background voltage due to spin Seebeck effect (SSE) is removed. The 
resonance signal is well described by a symmetric and an antisymmetric Lorentzian 
component. The details about the lineshape will be discussed later. 
Figure 4.6 plots the frequency dependence of resonance field (left) and linewidth (right), 
which are well fitted by the in-plane Kittel formula Eq. (2.28) and the linear linewidth 
function Eq. (2.29).  From the fitting results, we can get the effective values of gyromagnetic 
ratio γeff, effective magnetizsation Meff and effective Gilbert damping factor αeff. The 
measurement is repeated on all the YIG samples, and the results are summarized in Table 4.2, 
together with the measured SMR coefficient in the previous section. As shown in Figure 4.7, 
CI-FMR phenomenon is not observed in the sample YIG(8.2)/Pt(4.2) and YIG(8.4)/Ta(5) 
either. We believe this can be attributed to the increasing of interface roughness of YIG/HM 
when YIG thickness decreases to several nanometres. This could reduce the spin mixing 
conductance at interface, and in turn results in the absence of SMR and CI-FMR
16
. 
 
                                                 
16
 Although, from Figure 4.8 (b), we get a spin mixing conductance with amplitude at moderate level, the 
measurement did not include these two thinnest samples, so it is possible that the spin mixing conductance of 
these samples are smaller than thicker samples due to increasing surface roughness.  
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Figure 4.5 Spectra of current-induced FMR measurement of YIG(14.8)/Pt(4.2) sample at 4-8 
GHz, θ = 45°.  
 
  
Figure 4.6 Frequency dependent measurement of the same sample bar as Figure 4.3. (a) 
Resonance frequency f as a function of the resonance field, fitted with the in-plane Kittel’s 
formula in dashed line. (b) Frequency dependence of the FMR linewidth ΔH. The dashed line 
represents a linear fit. 
(a) 
 
(b) 
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Table 4.2 Summary of sample characteristics. The heavy metal cap layer is Pt unless being 
specified. 
tYIG (nm) SMR (10
-5
) γeff/2π  (GHz/T) Meff (kA/m) αeff (10
-3
) K2 (kJ/m
3
) 
14.8 4.8 ± 0.6 30.0 ± 0.1 69.0 ± 3.3 1.41 ± 0.02 12.6 ± 1.3 
22 5.9 ± 1.0 29.9 ± 0.1 80.8 ± 3.8 1.15 ± 0.03 11.2 ± 1.1 
36 2.9 ± 0.3 29.8 ± 0.1 82.4 ± 3.0 1.00 ± 0.02 11.1 ± 1.0 
49.5 5.1 ± 0.1 29.8 ± 0.1 81.8 ± 2.9 0.97 ± 0.02 11.1 ± 1.0 
62 3.1 ± 0.5 29.9 ± 0.1 76.9 ± 4.4 0.93 ± 0.04 11.6 ± 1.2 
80 (Ta) 1.2 ± 0.5 28.1 ± 0.9 89.5 ± 6.7 1.36 ± 0.31 10.2 ± 0.9 
 
We also measure the magnetic moment of our YIG samples using a vibrating sample 
magnetometer (VSM)
17
 as Figure 4.8(a). The sample chip used for VSM measurement has 
the area
18
 of 43 ~ 43.5 mm2, and they are taken from the same wafer as the samples used 
for FMR measurement for each thickness. We can see that there is a 5.1 ± 0.1 nm-thick non-
magnetic dead layer in our YIG films. This could be the reason for the absence of SMR nor 
FMR in YIG(8.2)/Pt(4.2) and YIG(8.4)/Ta(5) samples. Therefore, we define the thickness of 
active YIG layer as tYIG-active = tYIG  5.1 in nm, and this value should be used in our 
calculation. After calibrating the YIG thickness, we can now determine the value of Ms to be 
180 ± 20 kA/m from Figure 4.8(a), and the interface anisotropy energy density K2 can now 
be calculated (Table 4.2). In addition, Figure 4.8(b) plots the value of αeff with respect to the 
value of tYIG-active, which is well fitted by EQ. (4.1). We find the values of α0 and g
↑↓ 
eff to be (8.1 
± 0.1)  10-4 and (7.1 ± 0.2)  1017 m-2 respectively, in good agreement with the 
literature [49]. 
                                                 
17
 The VSM measurement was done by M. Ali from University of Leeds.  
18
 There is one angle area on the sample chips covered by the tape in the sputtering process in order to fix 
the samples onto the holder. Therefore, this area is not covered by YIG/HM, leaving a small uncertainty when 
evaluating the sample area. 
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Figure 4.7 Spectra of current-induced FMR measurement of (a) YIG(8.2)/Pt and (b) 
YIG(8.4)/Ta at 6 GHz, θ = 45°.  
  
Figure 4.8 Plot of (a) the magnetic moment m as a function of YIG thickness tYIG and (b) the 
effective damping αeff as a function of active YIG thickness tYIG-active. Red dashed line 
represents the fitting result using a linear function and Eq. (4.1) respectively. 
The angle-dependent measurement is then carried out for each sample at 8 GHz, and the 
results are first presented in contour-map form as Figure 4.9. The green and the orange 
colours approximately represent the positive and negative output voltage at the corresponding 
angle and field (see the colour bar next to the map), after the constant system noise is 
subtracted. A resonance is clearly visible at the magnetic field of 0.22 ~ 0.23 T, which can be 
identified via the big colour contrast between the region of resonance and the ones at higher 
(a) 
YIG(8.2)/Pt 
(b) 
YIG(8.4)/Ta 
(a) 
 
(b) 
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and lower field at the same angle. From the figure, we can qualitatively obtain the following 
information: (1) the in-plane anisotropy is extremely small (< 2.5 mT) for all the samples; (2) 
the background DC signals shows a –sin(θ) dependence for YIG/Pt while the sign is reversed 
for YIG/Ta. This results from a combination of the longitudinal SSE and ISHE [54]; (3) the 
angle dependence of the resonance signal is dominated by a sin(2θ)cosθ term.  
For a quantitative analysis, we decompose the resonance lineshape into Vsym and Vasy by a 
Lorentzian fitting using Eq. (3.5), and the results for each sample are presented in Figure 4.10. 
To be consistent with Table 4.1, we note the spin-rectification induced DC voltage at FMR 
driven by STT and Oersted field as VST-SR and VOe-SR respectively, while the spin-pumping 
induced DC voltage at FMR driven by STT and Oersted field are noted as VST-SP and VOe-SP 
respectively. For all the YIG/Pt samples, Vsym and Vasy have opposite signs. From Table 4.1, 
this indicates that the spin pumping signal (either VST-SP or VOe-SP) dominates over VST-SR. The 
Vasy can be fitted well with a sin2θcosθ function alone, indicating that the in-plane effective 
field is mainly along the y-axis (Eq. (3.7)). In contrast, Vsym is fitted by the sum of a 
sin2θcosθ term and a sinθ term, noted as Vsym-sin2θcosθ and Vsym-sinθ respectively. The angle 
dependence of non-resonance background voltage in sample YIG(62.0)/Pt is also inserted in 
Figure 4.10(e) as an example, which is attributed to the longitudinal SSE [197,198]. The non-
resonance voltage shows a sinθ dependence, but with opposite sign with respect to the term 
Vsym-sinθ. We repeat this angle-dependence measurement in each sample with different 
microwave power. One example from YIG(14.8)/Pt is shown in Figure 4.11, from which we 
find that all three components in resonance signal are linear in power. This indicates that the 
small-angle precession approximation is satisfied. The linearity is also held for all the other 
samples in our CI-FMR measurement.  
4.3 Characterisation by ferromagnetic resonance  
 
61 
  
  
  
Figure 4.9 The DC voltage along the bar measured from in-plane rotational scans of the 
external field, taken from different samples as labelled in figures, all measured at 8 GHz. The 
thickness of Pt and Ta is 4.2 nm and 5.0 nm respectively. The colour scale represents the 
magnitude of the DC voltage. 
 
(a) 
YIG(14.8)/Pt 
(b) 
YIG(22)/Pt 
(c) 
YIG(36)/Pt 
(d) 
YIG(49.5)/Pt 
(e) 
YIG(62)/Pt 
(f) 
YIG(80)/Ta 
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Figure 4.10 The angle dependence of the amplitude of Vsym and Vasy components in FMR 
lineshape, taken from different samples as labelled in figures. The dashed lines represent the 
fitting. The angle dependence of Vasy is fitted by sin2θcosθ (red), while the fitting of Vsym 
(blue) requires a combination of a sin2θcosθ term (orange) and a sinθ term (green). The 
insets in (e) and (f) are the background signals fitted with a sinθ term. 
(a) 
 
YIG(14.8)/Pt 
(b) 
 
YIG(22)/Pt 
(c) 
 
YIG(36)/Pt 
(d) 
YIG(49.5)/Pt 
(e) 
 
YIG(62)/Pt 
(f) 
 
YIG(80)/Ta 
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As a control experiment, we replace the Pt with Ta and repeated the angle-dependent 
measurement in YIG(80)/Ta(5.0) as Figure 4.10(f). The symmetric components, including 
both Vsym-sin2θcosθ and Vsym-sinθ, change their sign compared with the YIG/Pt case, while the 
sign of Vasy stays the same. In addition, the sign of the background voltage is also reversed. 
These can be understood from the opposite sign of spin Hall angle of Ta compared with Pt. 
Referring to Table 4.1, once ϑSH is reversed from positive (0.07~0.08 for Pt) to negative (-
0.12~-0.15 for Ta) [47,48,51], only VOe-SR with an antisymmetric lineshape keeps the same 
sign, while the sign of all the terms will be reversed, in agreement with what we observe. At 
this stage, we can initially conclude that Vsym mainly attributes to the spin pumping, while 
Vasy is from the rectification driven by Oersted field. Furthermore, this result also provides us 
strong evidence that the Oersted field dominates over the field-like STT in driving 
magnetization dynamics in our samples [186], because the sign of Vasy does not depend on the 
sign of the spin Hall angle. In next section, we focus on their dependence on YIG thickness, 
from which we can understand more about their origins. 
 
 
Figure 4.11 Power dependence of each resonance component at 8 GHz from the 
YIG(14.8)/Pt sample, obtained by repeating angle-dependence measurement in Figure 4.10(a) 
with different power. 
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4.4 YIG thickness dependence of resonance signals 
We start by analysing the antisymmetric Lorentzian component Vasy. As already 
mentioned, this component of the DC voltage is attributed to rectification induced by the 
field-like torque only. The value of the effective field was obtained by fitting the angle 
dependence of Vasy using Eq. (3.7). The amplitude of the microwave current I0 was deduced 
from heating calibration measurements [11,15]. Figure 4.12 plots the calculated effective 
field along the y-axis for each sample, normalized to a unit current density of jc = 10
10
 A/m
2
. 
This can be compared with the value of the Oersted field calculated from Ampere’s law as 
μ0hOe = μ0jctPt/2  26 μT (red dash in Figure 4.12), where tPt is the thickness of Pt. The good 
agreement between the two values further demonstrates that the field-like torque can be 
mainly attributed to the Oersted field. 
The analysis of the symmetric component Vsym-sin2θcosθ is richer, since it contains three 
contributions as shown in Table 4.1. Moreover, the uncertainty in the evaluation of the spin 
Hall angle and the spin diffusion length in Pt [51,199] is propagated to the determination of 
the effective field that generates the antidamping-like torque. Despite this, we are still able to  
 
Figure 4.12 Oersted field μ0hy calculated from Ampere’s law (red dashed line) and Vasy using 
Eq. (3.7) (black dot) for each sample, normalized to jc = 10
10
 A/m
2
. 
4.4 YIG thickness dependence of resonance signals  
 
65 
identify the main driving mechanisms by comparing Vsym-sin2θcosθ to Vasy. Figure 4.13 plots the 
ratio Vsym-sin2θcosθ/Vasy in each sample against their effective damping parameter αeff, 
exhibiting a good linear relationship. Referring to Table 4.1, only |VOe-SP/VOe-SR| ∝ 1/αeff, 
while the ratios between other terms have more complicated relationship with αeff, as αeff also 
depends on tYIG (Eq. (4.1)). From this we conclude that Vsym-sin2θcosθ can be mainly attributed 
to the spin pumping driven by the Oersted field.  
Finally, we discuss the additional sinθ component Vsym-sinθ in the symmetric lineshape. 
This Vsym-sinθ is not negligible in magnitude compared with either Vsym-sin2θcosθ or VBG as 
shown in Figure 4.10. However, as shown in Figure 4.13, differently from the case for Vsym-
sin2θcosθ/Vasy, the ratio Vsym-sinθ/Vasy is less dependent on αeff (or tYIG). This sinθ component is 
also reported in some previous work on YIG/Pt [151]. We note that when measuring other 
material systems in our setup, e.g. Co/Pt [93] or Py/Pt [141], this sinθ component is absent, 
indicating its origin in the YIG/HM samples.  
The Vsym-sinθ component indicates that the current-induced torque can drive the FMR even 
when the external field is perpendicular to the bar (i.e. θ = 90°), where the torque induced by  
 
Figure 4.13 Plot of the ratio Vsym-sin2θcosθ/Vasy (orange) and Vsym-sinθ/Vasy (green) as a function 
of 1/αeff, measured at 8 GHz. The dashed line represents the linear fitting. 
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either the Oersted field or STT is zero. Since the detection based on ISHE has an angle 
dependence of sinθ, the torque induced by this unknown effective field should be 
independence from the in-plane angle θ. Although we have not fully understood this point, 
we can exclude the possibility of an out-of-plane field induced by the non-uniformity of 
Oersted field by doing an out-of-plane angle-dependent measurement.  
As shown in Figure 4.14(a), CI-FMR measurement is carried out with the external field 
applied in y-z plane with an arbitrary angle to y-axis. One example result is shown in Figure 
4.14(b) and (c), measured from the sample YIG(14.8)/Pt at 8 GHz. In Figure 4.14(c), Vsym 
and Vasy components show the angle dependence of (sin2φsinφ + cosφ) and sin2φsinφ. In 
contrast, as deduced in Appendix B, if the resonance field is driven by a field-like torque 
from a field pointing to z-axis, Vsym and Vasy should have the angle dependence of cos
3φ and  
 
 
 
Figure 4.14 (a) Experimental setup for an out-of-plane CI-FMR measurement. (b) The DC 
voltage mapping and (c) angle dependence of the amplitude of Vsym and Vasy components in 
FMR lineshape swept in y-z plane. The dashed line represents the trigonometric fitting. 
(a) 
(b) 
(c) 
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sin2φcosφ respectively. However, neither of these two terms appears in Figure 4.14(c). 
Instead, the sin2φsinφ term in both Vsym and Vasy agrees with the symmetry of resonance 
signal driven by the in-plane Oersted field (see Appendix B). As a result, although we are still 
uncertain about the reason of the resonance at θ = 90°, we can exclude the possibility of the 
out-of-plane field induced by the non-uniformity in Oersted field.  
4.5 Discussion and future steps 
We start with a brief summary of this chapter. We have used CI-FMR to investigate the 
charge-current-induced torque on YIG magnetization in a series of YIG/HM samples with 
different YIG thickness. In all of our samples, the Oersted field dominates over STT in 
driving magnetization dynamics, proven by the calculation of effective field and the relative 
amplitude of each component in the resonance signal. In addition, we also find that 
magnetization precession can also be driven even when the magnetization is parallel to both 
the spin polarization and the Oersted field, and the mechanism behind it is expected to be 
explored in future. 
The main concern here is the absence of STT in our YIG/HM samples. From our 
lineshape shape analysis (section 4.1), rectification voltage Vsym-sin2θcosθ and Vasy-sin2θcosθ 
resulting from STT and Oersted field respectively should have the same sign for YIG/Pt, 
which are not observed in all of our samples. This result agrees with other papers focusing on 
the same topic  [150,151,200]. However, Schreier et al. reported that the sign of Vsym-sin2θcosθ 
will be reversed when the thickness of YIG reduced to 4 nm which proved the existence of 
STT in YIG/Pt [146]. Spin-torque driven auto-oscillation has also been observed in a 20-nm 
YIG sample covered by Pt [91]. Therefore, we could not exclude the possibility of existence 
of STT in YIG/HM. To further analyse the reason behind, we make a summary of the YIG 
properties used in recent related work as Table 4.3. From the aspect of fabrication method, it 
shows that STT can be observed in YIG/Pt grown using the same method as ours (magnetron 
RF sputtering). However, the samples in [150] and [151] shows larger spin mixing 
conductance than ours which is 7.1  1017 m-2. The problem of the dead layer was not 
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observed as well. Therefore, one reason for the absence of STT may be the defect of our 
YIG/HM fabrication, which is expected to be improved in future. Another thing to notice is 
that the thickness used in [146], which is the only paper showing the same sign between Vsym 
and Vasy, is only 4 nm. This provides a clue that it is necessary to have the YIG samples with 
thickness of several nanometres in order to observe Vsym and Vasy in the same sign, which is 
also supported by the recent theory [147]. This is also the work that should be investiagted in 
future. 
Table 4.3 Summary of the sample thickness, spin mixing conductance and fabrication 
methods of the related work for reference. 
Reference Sample (nm) g
↑↓ 
eff  (m
-2
) Method
19
 
Schreier et al. [146] YIG(4)/Pt(3) 5.2  1018 LMBE 
Hamadeh et al. [92] YIG(20)/Pt(7) 1.9  1018 PLD 
Collet et al. [91] YIG(20)/Pt(8) 3.6  1018 PLD 
Wang et al. [200] YIG(20)/Pt(5) Not reported PLD 
Sklenar et al. [150] YIG(40)/Pt(6) 1.9  1018 MRFS 
Jungfleisch et al. [151] YIG(40)/Pt(5) 4.3  1018 MRFS 
Another question left is the sinθ component observed in Vsym in all the samples. Similar 
results have also been observed in other works [150,151,200]. Sklenar et al. have attributed 
this component to the enhancement of SSE at FMR condition [150]. However, this still could 
not explain why resonance can be driven at θ = 90o, at which both STT and Oersted field 
provides zero torques to the magnetization. Moreover, if we assume that FMR can be driven 
at θ = 90o, the SSE effect should be enhanced because of the rise in temperature at FMR 
condition. However, from Figure 4.10 (e) and (f), we can clearly see that Vsym-sin has the 
opposite sign against the voltage from SSE at off-resonance. Instead, we might attribute the 
                                                 
19
 Abbreviations: PLD – pulsed laser deposition; LMBE – laser molecular beam epitaxy; MRFS – 
Magnetron radio-frequency sputtering 
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origin of Vsym-sin to the resonance of other spin wave modes, which could also generate the 
spin pumping signal. Different from FMR mode, the resonance at high modes could be 
generated, for example, via the parametric excitation. However, further investigation should 
be done in future. 
In addition to the two topics discussed above, there are also some works that can be done 
further for better understanding of CITs in YIG/Pt systems. Firstly, thickness dependence 
measurement with several-nanometre thick YIG is desirable for further identification of the 
origin of CITs. Secondly, although the damping control via CIT has been reported [91,92] in 
YIG prepared by PLD. It is important to check whether the same phenomenon can be 
observed in the YIG grown by sputtering, since the fabrication methods and the YIG quality 
are one of the cores in YIG/HM system. Finally, it is also valuable to measure the variation of 
CITs against the temperature, which can help us to further understand the behaviour of CITs 
in YIG/HM. 
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Chapter 5 Current-induced resonance in NiMnSb 
Current-induced spin-orbit torques (SOTs) provide ways to electrically excite 
magnetization dynamics in some materials with bulk inversion asymmetry in their band 
structure, e.g. (Ga,Mn)As and NiMnSb [11,14].  Unlike the case of YIG/heavy metal (HM), 
where the spin current in YIG is generated by the neighbouring HM layer, the charge current 
is first polarized inside the (Ga,Mn)As itself via the spin-orbit coupling (SOC) and then 
interacts with the magnetization via the exchange interaction. In (Ga,Mn)As, the SOTs result 
from the broken inversion symmetry within the unit cell, and the symmetry of the SOTs is 
determined by the interface strain, where shear and tetragonal strains can lead to the effective 
spin-orbit field (SOF) in Rashba and Dresselhaus symmetry [11,14,201]. Remarkable SOT 
was first observed in strained, single-domain (Ga,Mn)As in 2009 [14], where Chernyshov et 
al. demonstrated that the current-induced SOT is sufficient to reversibly switching the 
magnetization of a microscale (Ga,Mn)As island. In their work, they applied a non-saturating 
magnetic field to a (Ga,Mn)As Hall bar and monitored the magnetization switching via the 
planar Hall effect [13,14,201]. The field was rotated in the sample plane with a DC current 
flowing through the Hall bar. The current-induced SOF assisted the magnetic domains 
switching between low-energy orientations, and was calculated from the shifts in the 
magnetization switching angle. Another approach is to use SOF dynamically to excite FMR. 
From a lineshape analysis of the rectified voltage, as described in Chapter 4, the magnitude 
and directions of the SOF was determined precisely [11,12]. 
Recently, the same method has been applied to probe the SOF in a different magnetic 
alloy, NiMnSb. Differently from (Ga,Mn)As, this half-Heusler alloy has a Curie temperature 
well above room temperature (about 730 K in bulk)  [170]. Moreover, NiMnSb has a low 
Gilbert damping coefficient (in the order of 10
3
) [170], which makes it an intriguing 
candidate for spintronic applications. Early spintronic studies of NiMnSb mainly focused on 
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the conventional giant magnetoresistance in spin valves [202–204] and its tunable magnetic 
anisotropy [172,205]. The anisotropy of NiMnSb is found to be sensitive to its lattice 
constant, which can be controlled by either varying the Mn concentration [172] or inducing 
external strains via a piezostack [205]. A variation in the composition of NiMnSb can result 
in both a change in the strength of the cubic anisotropy by more than one order of magnitude 
and a 90° rotation in the direction of the uniaxial anisotropy [172]. Moreover, the values of 
saturation magnetization, exchange stiffness and Gilbert damping factor are also reported to 
depend on the composition of the NiMnSb film: the stoichiometric composition gives the 
maximum values for the first two terms and a minimum value for the Gilbert damping 
factor [206].  
Despite the extensive studies on the rich magnetic properties of NiMnSb for more than a 
decade, the electric manipulation of NiMnSb was only reported in the last two years. In 2015, 
Dürrenfeld et al. investigated the spin-transfer torque (STT) in Pt/NiMnSb bilayers using 
current-induced ferromagnetic resonance (CI-FMR) [207]. An antidamping-like STT was 
deduced from both the lineshape of the voltage generated by spin rectification and a change 
in linewidth under a DC current bias. However, the current required to fully compensate the 
damping was beyond the breakdown limit of the device, inhibiting the onset of the coherent 
auto-oscillation in NiMnSb [91,100]. Very recently, the relativistic SOT has been reported in 
single-layer NiMnSb bars patterned along the [110] and [-110] crystalline orientation using 
CI-FMR. Here, the field-like torque was found to be dominated by the Dresselhaus symmetry 
due to its non-centrosymmetric crystalline structure [15]. The field-like SOT was not 
observed along the [100] and [010] direction due to the absence of anisotropic 
magnetoresistance (AMR). The antidamping-like SOT was observed to be negligibly small.   
In this chapter, we characterise the current-induced SOT in a NiMnSb sample by using 
CI-FMR. The first section introduces the AMR and the planar Hall effect (PHE) in NiMnSb. 
Different from the sample used in [15], which was slightly Ni-rich, our NiMnSb sample is 
stoichiometric. We observe that this difference has a significant impact on the magnitude of 
the SOT. In particular, we observe that the antidamping SOT is comparable in size to the 
field-like SOT and we are able to characterise the SOT in all the crystalline directions. After 
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charactering the properties of our NiMnSb samples using CI-FMR in the second section, we 
systematically estimate the field-like SOT and antidamping-like SOT in the third and fourth 
section respectively. In the final section, the perpendicular standing spin-wave (PSSW) 
resonance driven by SOT is observed, from which the exchange stiffness coefficient can be 
determined. 
5.1 Characterisation of anisotropic magnetoresistance 
This section presents the in-plane angle dependence of the longitudinal and the transverse 
magnetoresistance, where the transverse magnetoresistance is also known as the planar Hall 
effect. A phenomenological model previously derived for GaMnAs [26] is applicable to 
describe the AMR in NiMnSb because they share the same crystal symmetry. In this model, 
AMR in ferromagnetic materials with zinc-blende structure consists of a non-crystalline 
component and a crystalline component arising from the crystal symmetries. The expressions 
are [15,25]:  
   cos 2 2 cos 2 2 cos 4 sin 2L avL I IC C U
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C C C C
 
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
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(5.2) 
where ρL/T is the longitudinal/transversal resistivity and ρav is the average longitudinal 
resistivity; ψ and φ are respectively the angles of magnetization and charge current with 
respect to the [100] direction. The first term with coefficient CI in both equations is the non-
crystalline AMR term which depends solely on (ψ  φ), i.e. the angle between the 
magnetization and the current. It is the AMR term we commonly discuss in ferromagnetic 
materials. The second term with coefficient CIC is the mixed crystalline-non-crystalline AMR 
contribution, while the third and the fourth terms with coefficient CC and CU in Eq. (5.1) are 
the cubic crystalline and the uniaxial crystalline AMR term respectively, originating from the 
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growth strain [15,25]. Additional higher-order terms with negligible amplitude are omitted 
here [25].  
To simplify the analysis, we define  = ψ  φ as the angle between the magnetization and 
the current. The expressions above can then be re-written as: 
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Figure 5.1(a) plots the angle dependence of the longitudinal resistivity in NiMnSb Hall 
bars for four distinct crystalline directions. By fitting the data using Eq. (5.3), the four AMR 
coefficients can be obtained as (in the unit of 10
-4
): CI = 2.20 ± 0.08, CIC = 3.21 ± 0.08, CC = 
0.06 ± 0.03 and CU = 0.01 ± 0.01. Clearly, the first two terms dominate, leading to a cos2 
AMR dependence in the [100] and [010] directions and a cos2 AMR dependence in the 
[±110] directions. Our results numerically agree with [15] within a reasonable range. 
However, the important difference is that the CI and CIC terms in our samples are not 
completely compensated as in [15], leading to an observable longitudinal AMR in the [100] 
and [010] directions. 
We also measure the transversal resistivity as a function of  as shown in Figure 5.1(b). 
We fit the data using Eq. (5.4) to get the AMR coefficients as (in the unit of 10
-4
): CI = 
0.062 ± 0.015 and CIC = 0.080 ± 0.015. Similar to the results above, the two coefficients 
show opposite sign and the magnitude of CIC is larger than CI. However, the absolute values 
of CIC and CI are more than one-order of magnitude smaller than those obtained from the  
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Figure 5.1 Measurement of (a) longitudinal and (b) transversal AMR in NiMnSb Hall bars 
patterned in four distinct directions. 
longitudinal resistivity measurement. We attribute this to the improper design of our Hall 
bars, where the contact point (5 m in width) used to probe the transverse voltage is too wide 
compared to the width of the Hall bar (5 m). This results in a current spreading near the 
probing area, leading to a reduction in transverse voltage. Nevertheless, the results from two 
measurements still agree with each other at a qualitative level. 
5.2 Spin-orbit driven resonance in NiMnSb 
We first present the results from the frequency-dependent CI-FMR measurement of a 
440 m2 NiMnSb bar in the [110] crystalline direction. Figure 5.2 shows the DC voltage 
measured along the bar as a function of external field at different frequencies. The external 
field Hext is applied in the sample plane with an angle of θ = 30° to the bar as defined in 
Figure 3.5. The magnetic-field-independent background voltage is removed. The resonance 
signal is well described by a symmetric and an antisymmetric Lorentzians. The variation in 
signal level with frequency is attributed to the frequency-dependent attenuation of the circuit. 
We repeat the measurement from 8 GHz to 25 GHz in order to get the dependence of the 
resonance field and the resonance linewidth on the microwave frequency as presented below 
(a) 
 
(b) 
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Figure 5.2 Spectra of current-induced FMR measurement for a 4m-wide NiMnSb bar in the 
[110] crystalline direction at 10-14 GHz, θ = 30°.  
  
Figure 5.3 Frequency dependence study for the same sample as in Figure 5.2. (a) Resonance 
frequency f as a function of resonance field, fitted with the in-plane Kittel’s formula (in 
dashed line). (b) Frequency dependence of the FMR linewidth ΔH. The dashed line 
represents a linear fit. 
in Figure 5.3(a) and (b) respectively. Figure 5.3(a) can be fitted well with the modified 
Kittel’s formula (Eq. (2.25)), by assuming the value of gyromagnetic ratio γ/2 to be 28 
GHz/T. The Gilbert damping factor α can be obtained from the linear fitting of Figure 5.3(b) 
(a) 
 
(b) 
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using Eq. (2.29). We repeat the measurement of the bars in other three crystalline directions. 
The damping factors and the longitudinal AMR coefficient are summarized in Table 5.1.  
Table 5.1 Summary of average resistance, AMR coefficient and Gilbert damping factor for 
440 m2 NiMnSb bars in four different crystalline directions. 
Direction Rav () AMR (10
-3
) α (10-3) 
[110] 97.4 ± 0.1 1.30 ± 0.02 5.0 ± 0.2 
[110] 104.2 ± 0.1 1.16 ± 0.01 4.3 ± 0.2 
[100] 105.4 ± 0.1 0.20 ± 0.01 12.2 ± 0.4 
[010] 98.0 ± 0.1 0.21 ± 0.01 17.2 ± 0.8 
To probe the effective fields induced by the SOC, we carry angle-dependent 
measurements. In Figure 5.4, we show the DC voltage as a function of the external field’s 
amplitude and angle  . We calibrate the microwave current density Jc to be 1.3, 5.7, 4.7, 5.1 
in units of 10
10
 A/m for the bars in (a) – (d) respectively using the method described in 
section 3.3.4. A resonance is clearly observed around 0Hext = 0.2 T. The reasonance field 
varies differently with  for each bar due to the difference in anisotropy along four directions. 
We also note that there is a difference between the angle dependence of the non-resonance 
background voltage in each bar, which is discussed in more details in Chapter 6. 
Figure 5.5 shows the fits of the angle dependence of the resonance field obtained by 
using Eq. (2.25). From the fits, the values of the anisotropy field are extracted and 
summarized in Table 5.2. As the NiMnSb film is patterned into bar structure, the in-plane 
compressive strain in NiMnSb is partially relaxed in the direction perpendicular to the long 
axis of the bar, regardless the crystalline directions of the bars [208,209]. According to [205], 
this will introduce an additional anisotropy term in NiMnSb along the relaxation direction. 
Similar phenomena was also observed and investigated intensively in (Ga,Mn)As [25,208–
210]. Since the strain-induced anisotropy field and the demagnetization field are now parallel 
to each other, we show the sum of these two as 0Hsd; 0H2// and 0H4// are the uniaxial and  
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Figure 5.4 The DC voltage along the bars in four different crystalline directions as a 
function of the amplitude and the angle  of the external magnetic field, measured at 13GHz. 
cubic crystalline anisotropy fields respectively; 0Meff is the effective magnetization 
including the out-of-plane anisotropy. We need to note that 0Hsd is collinear with 0H2// 
along the [±110] directions, so their values cannot be extracted separately from the angle 
dependence of resonance field in this case. Differently from the results in [15] where the 
[110] and the [-110] directions mainly show a uniaxial and a cubic terms in the in-plane 
crystalline anisotropy, in our samples the anisotropy is mainly described by a uniaxial term, 
while the cubic term is relatively small. This difference, again, is attributed to the change in 
stoichiometry, where the magnetic anisotropy of NiMnSb strongly depends on the Mn 
concentration [172].  
(a) 
[110] 
(b)
[-110] 
(c) 
[100] 
(d) 
[010] 
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Table 5.2 Summary of anisotropy fields (in mT) in the 4-m NiMnSb bars in four crystalline 
directions. 
Direction 0Hsd 0H2// 0H4// 0Meff 
[110] 20.3 ± 0.1 3.5 ± 0.1 631.3 ± 0.3 
[110] 16.0 ± 0.1 4.0 ± 0.1 642.1 ± 0.4 
[100] 4.7 ± 0.9 7.4 ± 0.2 2.6 ± 0.1 602.4 ± 0.2 
[010] 5.8 ± 0.7 7.6 ± 0.4 2.0 ± 0.1 602.9 ± 0.7 
 
  
  
Figure 5.5 The angle dependence of the resonance field for bars patterned in four crystalline 
directions measured at 13GHz and fitting (dashed line). 
(a) 
 
[110] 
(b) 
 
[-110] 
(c) 
 
[100] 
(d) 
 
[010] 
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In order to determine the SOF, we fit the angle dependence of the resonance in the 
rectified voltage (Figure 5.6) using Eq. (3.5)-(3.7), distinguishing symmetric and 
antisymmetric contributions. The figure is plotted as a ratio of Vsym/Asym (Vasy/Aasy) rather than 
Vsym (Vasy). This is because the coefficients Asym and Aasy also depend on the direction of the 
magnetization, and its dependence is not negligible if the sample is anisotropic. The values of 
the SOF components extracted for each bar are summarized in Table 5.3, normalized to a unit 
current density of Jc = 10
11
 A/m
2
. It is important to remark that for our analysis we have made 
the assumption of a small-precession-angle approximation, which implies that the values of 
Vsym and Vasy are linear in the microwave power (Figure 5.7 for example). We need to point 
out that we have modified Eq. (3.6) by fitting the term Vsym/Asym with the antidamping-like 
  
 
 
Figure 5.6 Angle dependence of the symmetric (blue) and antisymmetric (red) components 
of the resonance in the rectified voltage for four bars patterned in four crystalline directions. 
(a) 
 
[110] 
(b) 
 
[-110] 
(d) 
 
[010] 
(c) 
 
[100] 
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Figure 5.7 An example of power dependence of Vsym and Vasy for a bar along the [100] 
direction, measured at f = 13 GHz and  = 45°, linearly fitted by the dashed line. 
SOF hz as a sum of three different components: hz = hz0 + hzsinsin + hzcoscos. This is 
because the out-of-plane component of the SOF should strongly depend on the orientation of 
the magnetization [12]. 
Table 5.3 Summary of spin-orbit effective fields (in T, normalized to Jc = 10
11
 A/m
2
) in the 
4m NiMnSb bars along four crystalline directions. 
Direction 0hx 0hy 0hz0 0hzsin 0hzcos 
[110] 0.1 ± 3.8 414.4 ± 3.6 31.0 ± 8.4 28.9 ± 12.7 222.3 ± 11.8 
[110] 2.4 ± 3.2 78.1 ± 2.7 63.8 ± 7.1 22.2 ± 5.8 51.5 ± 9.7 
[100] 225.6 ± 6.5 155.7 ± 7.3 60.9 ± 19.4 542.5 ± 32.0 269.7 ± 38.1 
[010] 226.3 ± 7.9 127.0 ± 7.1 10.0 ± 9.9 507.7 ± 40.4 130.7 ± 46.1 
 
5.2.1 Field-like spin-orbit torque 
The in-plane components (hx and hy) of the effective field can be most clearly represented 
by a polar diagram (Figure 5.8), where the arrows represent both direction and relative  
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Figure 5.8 Polar plot of the magnitude and direction of the in-plane current-induced effective 
field (left) and decomposition in Rashba and Dresselhaus contributions (right) for a current 
density of Jc = 10
11
 A/m
2
. 
amplitude of the in-plane SO field for the different crystal directions. The polar plot on the 
right represents a decomposition of a Rashba 0hR = (155 ± 24) T and a Dresselhaus 0hD = 
(236 ± 19) T contributions (these values are for a current density of Jc = 10
11
 A/m
2
). The 
Dresselhaus term originates from the zinc-blend crystalline structure of NiMnSb, while the 
Rashba term comes from the shear strain together with possible partial strain relaxation, 
similar to the case of (Ga,Mn)As [11,15,211], though its origin is not completely understood. 
Compared with ref. [15], where the Dresselhaus field (0hD = 445 ± 54 T) is dominant over 
the Rashba field (0hR = 105 ± 54 T), these two terms are comparable in our sample. We 
again attribute this difference to the variation in Mn concentration. 
5.2.2 Antidamping-like spin-orbit torque 
Similar to the case of (Ga,Mn)As [12], we also expect an intrinsic antidamping-like SOT 
originating from the berry curvature in NiMnSb, but at room temperature. As introduced in 
section 2.4.2, this antidamping-like torque results from a scattering-independent process 
which can be visualized by solving the Bloch equations for the spins during the acceleration 
of the carriers between scattering events [12]. Unlike the effective field from field-like SOT 
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which is independent of the magnetization, the field from antidamping-like SOT purely 
originates from the band structure of the materials, and the torque it induces has the form of 
M(MP(E)), where P(E) is an in-plane vector proportional to the electric field E and its 
symmetry depends on the SOC (i.e. Rashba or Dresselhaus effect). From the expression of 
the torque, we see that the effective SOF MP(E) is an out-of-plane vector and depends on 
both the electric field E and the magnetization M. In Table 5.4, we summarize its symmetry 
for different crystalline directions. 
Table 5.4 Symmetry of the effective field generating antidamping-like torques and 
originating from the Rashba and Dresselhaus SOC for an applied electric field E in different 
crystalline directions [12].  is the angle between E and M, as defined in Figure 3.5. 
SOC [110] [-110] [100] [010] 
Rashba cos cos cos cos 
Dresselhaus cos cos sin sin 
We now come back to the measured results of the out-of-plane effective SOF from which 
the antidamping-like torque originates (i.e., hz0, hzsin and hzcos terms in Table 5.3). As 
expected, the angle dependence is dominated by a cos term for both the [110] and the [-110] 
directions, but with opposite signs. This indicates that the Dresselhaus term is larger than the 
Rashba in our NiMnSb samples, agreeing with our measurement of the in-plane SOF (Figure 
5.8). As for the [100] and the [010] directions, the antidamping-like effective SOF is a 
combination of a sin term from the Dresselhaus contribution of the SOC and a cos term 
from the Rashba contribution. These results well agree with the symmetry summarized in 
Table 5.4. The constant term hz0 independent on the angle , on the other hand, is attributed 
to a random error from the measurement and the fitting [12].  
As an independent measurement of the antidamping-like SOT, we quantified the change 
in FMR linewidth as a function of an applied DC current. Similar to the case of 
STT [47,92,212], the antidamping-like component of the torque is expected to increase or 
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decrease the damping factor and hence the linewidth, depending on its direction with respect 
to the magnetization. Magnetic field modulation (section 3.3.3) is employed in this set of 
measurement in order to eliminate the huge background voltage resulting from a bolometric 
effect where amplitude modulation is employed [126]. Figure 5.9 (a-d) presents the measured 
FMR spectra at 13 GHz in [±100] bars with the magnetic field applied along  = 30° and 
210°. Unlike previous measurement where only the uniform mode is present, we observed 
multiple peaks in (a-d), which are corresponding to the additional spin wave modes. 
Therefore, we fit the spectra with multiple Lorentzian functions, while only the linewidth for 
the uniform mode (the one at the highest field) is what we concern.  
From the fitting, we can obtained the linewidth of uniform mode as a function the DC 
bias current for the bars along the [110] and the [-110] directions as Figure 5.9 (e) and (f) 
respectively. The term Δ(0ΔH) = 0(ΔHbiased  ΔHzero-bias) is the change in linewidth under 
DC bias with respect to the linewidth without bias. In both bars, the linewidth changes 
linearly with the bias current, and the slope is revered when the external field is turned by 
180°. Moreover, when comparing the results for along the [110] and the [-110] directions, we 
can find that the slope is opposite for the same angle  and larger in the [110] direction 
compared to the [-110] direction. All of these findings agree with the results in Table 5.3, 
where the out-of-plane effective field is dominated by a hzcos term in both directions, and it 
has a larger magnitude and the opposite sign in the [110] direction compared with that in the 
[-110] direction. Following the method in [213], we can assume that the antidamping torque 
has a format of: 
 
 JAD
s
a
M

   M σ M  (5.5) 
where  is a unit vector of spin polarization induced by SOC; aj is the amplitude of the 
effective antidamping field at the current density of j. It has a similar format of the Landua-
Lifshitz equation (2.18), where  = /(1+2)  . Therefore, the critical condition where 
the antidamping-like effective field can fully compensate the damping will be aj = Hres. 
Since the linewidth of [110] and [-110] bar without bias are measured to be 6.2 ± 0.2 mT and  
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Figure 5.9 (a-d) Spectra of current-induced FMR measurement along [±110] with different 
DC bias current at 13 GHz. Magnetic field is applied along  = 30° and 210° from the bar 
direction. Dashed lines represent the fitting with multiple Lorentzian functions. (e-f) Change 
of FMR linewidth as a function of DC bias current for bars along [±110] directions at 30° 
(green) and 210° (purple)  
(a) 
 
  = 30°, [110] 
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30°, [-110] 
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5.8 ± 0.3 mT respectively, so from as Figure 5.9 (e) and (f), we can determine the critical 
current that fully compensates the damping to be 16.7 ± 6.7 mA and 23.2 ± 20.8 mA, which 
corresponds to a current density of 1.18 ± 0.47 and 1.63 ± 1.46 in a unit of 10
11
 A/m
2
. We can 
then determine the amplitude of the effective antidamping-like field aj to be 779.7  ± 310.6 
and 487.8 ± 436.9 T at j =  1011 A/m2 for [110] and [110] bars respectively. Compared 
with the values of the cosine term in Table 5.3, the results agree with each other if taking the 
large error range into consideration. We may attribute this error to the signal quality in 
magnetic field modulation and the mathematical fitting, which is expected to be improved in 
future. Despite of this, differently from [15], where the antidamping-like torque is negligibly 
small, our measurement is the first of an antidamping-like SOT in a bulk material at room 
temperature.  
5.3 Exchange spin wave resonance in NiMnSb 
When the frequency of the microwave current goes above ~15 GHz, another resonance 
peak in addition to the uniform FMR mode can be observed when sweeping the external 
magnetic field. Figure 5.10 shows contour maps of the FMR measurement at 20GHz for bars 
along four crystalline directions. We notice that the two resonance modes share the same 
anisotropy and are well-separated by a ~0.3T gap from each other. The resonance at higher 
magnetic field is the uniform FMR mode, while the one at lower field can be attributed to the 
first PSSW mode [80,206,214], which has a wave vector pointing out of the film plane. Its 
wavelength, amplitude and phase strongly depend on the film thickness and the surface 
pinning conditions, but little on the crystalline directions of the bars.  
To explore the characteristics of the PSSW mode, we carry out a frequency dependent 
measurement with the external magnetic field applied in the film plane, at an angle  = 30° 
away from the bar direction. Figure 5.11 gives an example result for a [110] bar the diagrams 
for the bars in other directions are very similar). Similar to the uniform mode, the resonance  
 Chapter 5 Current-induced resonance in NiMnSb 
 
86 
  
  
Figure 5.10 2D plot of the rectified voltage along the bars in four different crystalline 
directions as a function of the amplitude and the angle  of the external magnetic field, 
measured at 20 GHz. 
of PSSW can also be well described by using the modified Kittel’s formula (Eq. (2.25)), but 
with the term Hres being replaced by Hres + Hex: 
 
  0 1 2
2
res ex res exf H H H H H H
 

       (5.6) 
H1 and H2 are defined in Eq. (2.26) and (2.27), and the term Hex represents the exchange 
field: 
(a) 
[110] 
(b) 
[-110] 
(c) 
[100] 
(d) 
[010] 
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Figure 5.11 Resonance frequency f as a function of resonance field for the uniform mode 
(green) and the PSSW mode (purple) for bars along different crystal directions, fitted with the 
modified Kittel’s formula (dashed line). The two modes are offset by the exchange field Hex. 
 2
0
2
ex
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A n
H
M t


 
  
 
  (5.7) 
where the parameters A, n and t represent the exchange stiffness, the order of the PSSW mode 
and the film thickness respectively. Therefore, Hex gives the offset in magnetic field between 
the uniform and the PSSW mode as (Figure 5.11). Given the value of 0Ms = 0.90 ± 0.01 T, t 
= 34 ± 1nm and n = 1, we can calculate the value of  A for each bar as:  A[-110] = 7.9 ± 0.1 
pJ/m, A[110] = 8.1 ± 0.1 pJ/m, A[100] = 8.1 ± 0.1 pJ/m, A[010] = 7.9 ± 0.1 pJ/m. As expected, A 
varies little for different crystalline directions, and the value obtained here agrees well with a  
(a) 
 
[110] 
0Hex 
(b) 
 
[-110] 
(c) 
 
[100] 
(d) 
 
[010] 
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Figure 5.12 The symmetric (blue) and antisymmetric (red) components in rectified voltage in 
the exchange PSSW resonance mode as function of angle  from the bars in four crystalline 
directions, measured at 20 GHz. 
previous report (A = 8 pJ/m) for a NiMnSb thin film with the same as the one of our 
sample [206]. 
We further look into the PSSW mode by plotting the angle dependence of the rectified 
voltage at resonance in Figure 5.12. For the antisymmetric Lorentzian component Vasy, the 
angle dependence for both [±110] bars is dominated by a +sin2cos term for the PSSW 
mode, whereas it follows a sin2cos angle dependence in the uniform mode for the [110] 
bar (Figure 5.6). When it comes to the [100] and [010] directions, the Vasy component can be 
fitted well with a ±cos
3 function for the PSSW mode, rather than the combination of   
sin2cos and sin2sin as for the uniform mode. The symmetric Lorentzian component has  
(a) 
 
[110] 
(b) 
 
[-110] 
(c) 
 
[100] 
(d) 
 
[010] 
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Figure 5.13 Power dependence of Vsym (blue) and Vasy (red) for the PSSM mode for the bar 
along the [100] direction, measured at f = 20 GHz and  = 45°, fitted by a linear dashed line. 
more complicated angle dependence for the PSSW. To precisely fit it, we need to introduce a 
sin5 component for the bars along [±110] (or a cos5 component for the [100] and the [010] 
bars). Figure 5.13 shows the power dependence of the DC voltage from the resonance in 
PSSW mode. Similar to the case of the uniform mode (Figure 5.7), both Vsym and Vasy are 
linear in microwave power. To interpret these results, we cannot follow the same analysis 
outlined in section 3.3.2, which assumes the uniform precession of the magnetization. A 
theory for analysing the amplitude and the polarity of the rectified signal of the spin waves 
would require averaging the spin dynamics throughout the out-of-plane direction. However, 
in this case other forms of rectification, by GMR for example, would also need to be included. 
5.4 Discussion and future steps 
We start with a brief summary of this chapter. We first measured the AMR in NiMnSb, 
and found that the AMR consists of crystalline and non-crystalline components of opposite 
sign. In the second part (section 5.2), a complete mapping of the spin-orbit effective field in 
our NiMnSb samples was done using CI-FMR. We found that the in-plane effective field 
consists of a Dresselhaus component of hD = 236 ± 19 T and a Rashba component of hR = 
155 ± 24 T for a current density of Jc = 10
11
 A/m
2
. The out-of-plane effective field 
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originating from the Berry curvature is also found to have two contributions of Rashba and 
Dresselhaus symmetries. Its antidamping-like behaviour is further investigated by measuring 
the linewidth changes under a DC current bias. By comparing with the previous work in [15], 
we conclude that not only the AMR and the magnetic anisotropy but also the SOTs in 
NiMnSb can be tuned by varying the stoichiometry. Finally, we find that the SOTs can also 
drive a perpendicular standing spin-wave resonance mode, from which we can determine the 
exchange stiffness constant to be A = 8.0 ± 0.2 pJ/m. 
In addition to the works summarized above, there are still several things that can be done 
in future. The first one is to investigate the SOTs in more NiMnSb samples with different 
stoichiometry. Our work has shown that the SOTs is sensitive to stoichiometry, measurement 
on NiMnSb in other stoichiometry, ranging from Ni-rich to Mn-rich as shown in Figure 3.1, 
are desired to have a complete picture on stoichiometric control of SOTs in NiMnSb. 
Secondly, the temperature dependence of SOT in NiMnSb in different stoichiometry is also 
valuable to investigated. Although SOT can be detected at room-temperature, temperature 
dependence measurement can give us a deeper understanding on the mechanism behind. 
Thirdly, it is important to see whether magnetization switching can be done in NiMnSb, 
similar to the work Chernyshov et al. have done in (Ga,Mn)Sb [14]. As antidamping-like 
torques are observed and proven here, this also provides us opportunities to build auto-
oscillators using bulk NiMnSb.  Finally, in a broader picture, NiMnSb is a member of the big 
half-Heusler alloy family, other members, such as CoTiSb, IrMnSb and so on, could also 
exhibit SOTs at room temperature, which can offer more opportunities and flexibility in 
building SOT-based spintronic devices 
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Chapter 6 Unidirectional spin-orbit magneto-
resistance in NiMnSb  
In the previous chapter, we have shown that a non-equilibrium spin polarization can be 
generated in some classes of non-centrosymmetric magnetic crystals, and the corresponding 
effective field can induce spin torques to the magnetization. This provides means to 
electrically manipulate ferromagnets without the assistance of either an external magnetic 
field or externally polarized currents. The initial experimental evidence of reversible control 
of magnetization via spin-orbit torques has been reported in (Ga,Mn)As at a temperature of T 
= 50 K [14], while our measurement on NiMnSb can potentially extend applications to the 
room temperature. The remaining challenge, however, is to find the counterpart read scheme 
to identify the 180° magnetization reversal in these bulk systems. The anisotropic 
magnetoresistance (AMR) is not suitable for this purpose as it is symmetric with respect to 
180° flips of the magnetization.  
In this chapter, we report the observation of the unidirectional spin-orbit 
magnetoresistance (USOMR) in NiMnSb. In the conventional giant magnetoresistance 
(GMR) as shown in Figure 6.1 (a), the first ferromagnetic layer induces a non-equilibrium 
spin polarisation, and the scattering rate of carriers in the second ferromagnetic layer, thus the 
resistance of the junction, depends on the relative orientation of this spin with the local 
magnetization. In NiMnSb, the charge current develops a non-equilibrium component of the 
spin polarization due to the spin-orbit coupling (SOC) along the direction of the spin-orbit 
field (SOF) (Figure 5.8 in our work). This component depends on the crystalline direction of 
the bar and is not necessarily aligned with the magnetization, resulting in a low (high) 
resistivity if it is parallel (anti-parallel) to the magnetization as shown in Figure 6.1 (b). 
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 (a)       GMR (b)           USOMR (c)             USMR 
High 
resistive 
state 
  
 
Low 
resistive 
state 
  
 
Figure 6.1 Schematic diagram of high resistive and low resistive states in the samples with (a) 
GMR, (b) USOMR
20
 and (c) USMR. 
An analogous phenomenon, called unidirectional spin Hall magnetoresistance (USMR), 
has been reported in Co/Pt and Co/Ta bilayer systems as shown in Figure 6.1 (c) [215]. The 
heavy metal (HM) layer induces a spin accumulation at the interface via the SHE, and the 
USMR of the bilayer is found to reach the maximum (minimum) value when the interface 
spin accumulation is parallel (antiparallel) to the magnetization of the Co. Differently from 
conventional SMR [50,52,53] discussed in Chapter 4, the USMR is a non-linear effect and its 
amplitude depends on current density. The USMR is sensitive to the absolute direction of the 
Co magnetization and changes sign when Py is replaced by a metal of opposite spin Hall 
angle, such as Ta. Avci et. al. further investigated this topic by comparing W, Cu and Ti on 
Co [216], and found that W, which has the largest spin Hall angle of 0.33, gives the largest 
USMR of 0.004 % for a current density j = 10
11
 A/m
2
, while the USMR is absent in the last 
two cases due to the small spin Hall angle of Ti and Cu. Zhang et al. built a simple theoretical 
model for the USMR [217], where the nonlinear transport behaviour comes from the spin-
dependent electron mobility in the ferromagnetic layer and the spin accumulation in 
ferromagnetic layer near the interface induced by the spin Hall effect (SHE) in the HM. This 
also explains the absence of the USMR in YIG/Pt system [216], since no charge current flows 
                                                 
20
 The electrons drawn here are only the small amount that are affected by the SOF. Most of the electrons 
(not drawn here) still have the magnetic momentum in parallel with the magnetization. 
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in the ferromagnetic insulator. Recently, the USMR has also been reported in a ferromagnet-
(Ga,Mn)As/paramagnet-(Ga,Mn)As bilayer system [218], showing a much larger value 
(0.2% for j = 10
10
 A/m
2
) compared with ferromagnetic/HM bilayer. This is explained by the 
much larger resistivity of  (Ga,Mn)As compared to the HM.  
Compared with the USMR and conventional GMR, the USOMR in NiMnSb requires 
neither the adjacent HM layer nor the sandwich structure, as the spin polarization is induced 
directly inside NiMnSb via the SOC. Therefore, it is of great interests for the detection of 
magnetization switching. This chapter is separated into two sections. The first section shows 
the observation of the USOMR based on the current-induced ferromagnetic resonance (CI-
FMR) measurement in microwave frequency range as shown in Figure 5.4. We explain the 
non-resonance background signal in these 2D plots as a combination of anomalous Nernst 
effect (ANE) and spin rectification from the USOMR. In the second section, we discuss some 
future work which can be done to characterise the SOMR. 
6.1 Probing USOMR with a microwave current  
We start this section by briefly introducing the ANE. ANE is a thermomagnetic 
phenomenon in ferromagnetic materials, where a temperature gradient can generate an 
electric field perpendicular to both the temperature gradient and the magnetisation [219]:  
 0ANE ANE  E M T  (6.1) 
The microwave current arises the temperature of NiMnSb due to the Joule heating. Since the 
thermal conductivity of the air and the (In,Ga)As buffer sandwiching the NiMnSb are 
different, this results in a temperature gradient along the out-of-plane direction. Due to ANE, 
an in-plane DC voltage perpendicular to the magnetisation is generated [220,221]. 
Considering our setup in Figure 3.5, the longitudinal VANE should have a sinθ angular 
dependence with respect to the bar direction, which is independent from the crystalline 
orientation. 
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Referring to the CI-FMR measurements of the rectified voltage in NiMnSb presented in 
the previous chapter (Figure 5.4), it can be clearly observed that the non-resonance 
background can be fitted by sin( + ), where  is the angle of the external field with respect 
to the bar and  depends on the crystalline direction in which the bar is patterned. In Figure 
6.2, we plot the angle dependence of the background signal VBG shown in Figure 5.4 at high 
magnetic field far from resonance. Clearly, VBG along the [-110] and the [110] can be fitted 
by sin, but with opposite sign. The angle dependence of VBG along the [100] and the [010] 
contains an additional phase shift. This excludes that the background signal is entirely 
attributed to the ANE [169,222] and suggests an additional crystalline component.  
  
  
Figure 6.2 (a) Angle dependence of non-resonance background voltage for bars along the (a) 
[110], (b) [-110], (c) [100] and (d) [010] direction. Insert: The grey rectangle represents an in-
plane view of the sample bar. The arrows point to the maximum non-resonance voltage 
generated by the ANE (red), the USOMR rectification (blue) and the sum of two (black).  
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We try to fit our data by considering the contributions from the ANE and an additional 
term from the USOMR. When a current is passed the bar, the spin polarization of carriers 
gains a non-equilibrium component, whose direction only depends on the crystalline direction 
of the bar. Similar to conventional GMR, this additional spin polarization misaligned with the 
magnetization of the ferromagnet yields an extra term in the resistivity, which depends on the 
relative orientation between hSO and the magnetization M.  
We phenomenologically write the resistance of the NiMnSb bar as R = R0  RAMRcos(2) 
 ΔRUSOMRcos( SO), where R0 is a constant representing the average resistance of the bar; 
RAMR is the conventional AMR coefficient, while ΔRUSOMR is the current-induced change in 
resistance due to the USOMR;  and SO refer to the angle of M and hSO with respect to the 
bar direction. The sample resistance has its minimal value when M // hSO, and comes to the 
maximum when M // hSO. The amplitude ΔRUSOMR depends on the amount of non-
equilibrium spins induced by the current flow in the FM and is linearly proportional to the 
current density (ΔRUSOMR ∝  Jc). As in our experiment, when a microwave current Ic = 
I0cos(ωt) flows into the bar, the sample resistance starts to oscillate at the frequency: R = R0  
ΔRUSOMRcos(ωt)cos( SO). The product of this oscillating term with the oscillating current 
leads to a rectified component of the longitudinal voltage: 
 0
1
cos
2
USOMR SOV I R       (6.2) 
We carried out a power dependence of VBG, and an example result measured for a bar 
along [100] is shown in Figure 6.3, while the bars in the other directions show similar results. 
The angle dependence of VBG in Figure 6.3 (a) is fitted with a sinusoidal function ABGsin( + 
φ). The amplitude of VBG is plotted in Figure 6.3 (b). The amplitude of VBG is linear in the 
microwave power, while the phase shift is independent on power. This result is expected 
because both the ANE and the USOMR contributions are proportional to I
2 
c . 
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Figure 6.3 (a) Angle dependence of the non-resonance background voltage in [100] direction 
at 13 GHz, with the input microwave power varying from 6.3 to 63.0 mW, fitted with a 
sinusoidal function (dashed line). (b) Amplitude of VBG showing a linear dependence with 
microwave power. The insert shows that the phase shift is independent on power. 
In the inset of Figure 6.2, we show the unidirectional contribution to VDC induced by the 
USOMR (blue arrow), pointing in the opposite direction of hSO (see Figure 5.8 for a complete 
map of hSO). The head of the arrow points in the direction where VDC is expected to be at its 
maximum for each bar direction. The ANE contribution is represented by a red arrow. The 
ANE induced by an out-of-plane temperature gradient. The black arrow is the sum of the two 
contributions respectively. The length of the arrows represents the estimated relative 
amplitude of each contribution.  We find a good agreement between the direction of the black 
arrow and the angle dependence of VBG in each bar. 
In the bars [100] and [010], the USOMR and the ANE contributions are misaligned and 
we are able to estimate each contribution from . Referring to Figure 6.2 (c) and (d), the x-
component (i.e. along the bar) of the non-resonance DC voltage vector (black arrow) can be 
attributed to the USOMR rectification alone, while the y-component perpendicular to the bar 
is a combination of the contributions from the ANE and the USOMR. The direction of the 
total non-resonance voltage (black arrow) can be determined by fitting Figure 6.2. From Eq. 
(6.2), we also know that the USOMR contribution is aligned with hSO (where cos( SO) = 
(a) 
 
(b) 
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1). The direction of hSO is determined for the same bar and in the same set of measurements 
by analysing the rectified voltage at resonance as discussed in Chapter 5. This allows us to 
extrapolate the independent contributions for the ANE and the USOMR. Together with the 
linear dependence of non-resonance voltage on J
2 
c , we extract VUSOMR = 3.8 ± 0.3 V and 
VANE = 5.2 ± 0.4 V for the bar along [100], and VUSOMR = 2.5 ± 0.2 V and VANE = 4.4 ± 0.4 
V for the bar along [010], at a current density of Jc = 10
11
 A/m
2
. Since the vertical 
temperature gradient ΔT ∝ J2R, where R is the bar resistance (see Table 5.1), we define a new 
coefficient as SANE = VANE/R = 49 ± 1 and 45 ± 1 nV/Ω for the [100] and the [010] directions 
respectively. The values of SANE varies within 10% for these two bars and it is reasonable to 
take SANE = 47 ± 3 nV/Ω for the other two directions as well, since the ANE contribution is 
independent on the crystalline directions. This allows us to estimate the contributions from 
the SOMR for the other two directions: VUSOMR = 12.3 ± 0.6 V and VANE = 4.9 ± 0.5 V for 
the bar along [-110], and VUSOMR = 7.6 ± 0.6 V and VANE = 4.6 ± 0.5 V for the bar along 
[110], normalized to Jc = 10
11
 A/m
2
. Then, we can calculate the USOMR coefficient, defined 
as RUSOMR/R, at Jc = 10
11
 A/m
2
 using Eq. (6.2). The results are 11.5 ± 0.9, 17.3 ± 0.8, 5.3 ± 
0.4 and 3.8 ± 0.3 in units of 10
-6 
for the bars along [110], [-110], [100] and [010] respectively. 
We find that the USOMR coefficients along the [110] and [-110] directions are respectively 
more than two times and three times stronger than the ones along [100] and [010]. A 
theoretical model that takes into account the detailed band structure and density of state for 
minority and majority carriers would be necessary to clarify this further. 
The USOMR was not detected when carrying out current-induced ferromagnetic 
resonance (CI-FMR) measurement of (Ga,Mn)As [11]. The reason can be attributed to its 
large resistivity, which is ten times larger than that of NiMnSb. This makes ANE contribution 
dominant over the USOMR contribution in the non-resonance background signal. 
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6.2 Discussion and future steps 
Given the in-plane geometry only, it is difficult to get a full interpretation of USOMR. 
However, its behaviour can be understood qualitatively by using the sophisticated two-
current model, similar to GMR. We consider two separate channels for the electrons with 
majority and minority spins (i.e. spin  and spin ) respectively (Figure 6.4). We use capital 
S to represent the equilibrium spin of the electrons (along M) and the small s to represent the 
non-equilibrium spin due to the SOC, which is linear in current density J. When SOF and M 
are in parallel, the amount of non-equilibrium spin in parallel (antiparallel) with M increases 
(decreases), and this is equivalent to decrease (increase) the resistance of majority (minority) 
channel, as shown in Figure 6.4 (a). The situation is the opposite when SOF and M are in 
antiparallel (Figure 6.4 (b)). Therefore, the overall effect of SOF can be modelled as an 
additional term ±rs (proportional to J) to both channel, but with opposite signs. This results 
in a lower (higher) overall resistive state for SOF and M in parallel (antiparallel). The 
amplitude of rs is function of current-induced spin polarization s(J), which in turn is related to 
SOF by hSO = Jexs(J), where Jex is s-d exchange constant. Therefore, for further analysis, it is 
necessary to know the value of Jex, which, however, has not yet been determined for NiMnSb 
to our best knowledge. 
There are several steps that we can do to further confirm USOMR and investigate its 
behaviour in detail. The first one is to measure it by a Hall bar structure. By probing the angle 
  
Figure 6.4 Two-current model of USOMR when the magnetization and the SOF are in (a) 
parallel (lower resistance) and (b) antiparallel (higher resistance).  
RS 
RS rs 
+rs 
(b) 
 
RS 
RS +rs 
rs 
(b) 
 
6.2 Discussion and future steps  
 
99 
 
Figure 6.5 Schematic diagram for the measurement of the USOMR using a Hall bar. We add 
two 1MΩ resistors to cut off the possible leakage of the longitudinal charge current to the 
transverse contacts.  
dependence of both the longitudinal and transverse voltage when the microwave current is 
applied, we should be able to separate ANE and USOMR contributions experimentally. 
Unlike the longitudinal voltage, which is a sum of ANE and USOMR rectification, only the 
ANE can contribute to the transverse voltage. Hence, the transverse voltage is expected to 
have an angle dependence of sin without any phase offset for all crystalline orientations.  
Therefore, the non-resonance voltage of thermal origin can be easily estimated, which helps 
us to determine the longitudinal voltage from USOMR rectification more precisely. 
Secondly, since the USOMR is a non-resonance effect, we can measure it at low 
frequency by using the 2
nd
 harmonic generation method, similar to [215]. The samples should 
be patterned into a Hall bar structure
21
. From a complete symmetry analysis obtained by 
rotating the magnetization not only in plane but also out of plane, we should be able to 
estimate precisely ANE and USOMR contributions. 
Finally, it is valuable to carry out a temperature dependence measurement. Similar to the 
case of (Ga,Mn)As [211], we expect that at lower temperature, the current-induced spin-orbit 
                                                 
21
 Although we have patterned small amount of NiMnSb cross bars, the main purposes was to measure the 
AMR in NiMnSb. The cross bars were not re-usable because of the damage at pad when taking away the bonded 
wire, and there was no cross bars spared for the USOMR measurement in this thesis. 
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effective field is substantially enhanced which could make the contribution from USOMR 
dominate over that of ANE. Therefore, this allows us to observe the behaviour of USOMR 
more clearly, and understand how this effect varies with the sample temperature as well.  
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Chapter 7 Conclusion 
In this thesis, we have experimentally studied the spin dynamics of two ferromagnetic 
systems with strong spin-orbit coupling, namely YIG/heavy metal (HM) bilayers and 
NiMnSb, at room temperature. In both systems, current-induced torques (CITs) have been 
probed in details using the current-induced ferromagnetic resonance (CI-FMR) technique, 
and the mechanisms behind are well explained. 
In Chapter 4, we explored the CITs in ferromagnetic insulator/HM bilayers by measuring 
a series of YIG samples with different thickness, capped by Pt or Ta with the spin Hall angles 
opposite to each other. The CITs contains three contributions, including the Oersted field, the 
field-like and the antidamping-like spin-transfer torques (STT), while the analysis is further 
complicated by the presence of spin pumping which contributes to signals of the same 
symmetry as those generated by the spin rectification signals. However, by carrying a 
thickness dependence study, we have unambiguously concluded that the Oersted field 
dominated over the STT in our YIG/HM bilayer systems in driving FMR. 
In Chapter 5, we studied the CITs in an on-stoichiometric NiMnSb thin film with zinc-
blende crystalline structure. Both field-like and antidamping-like CITs with comparable 
amplitudes are observed. For each of them, the CIT consists of a term of Dresselhaus 
symmetry and a relatively smaller term of Rashba symmetry. By comparing with the previous 
work on an off-stoichiometric NiMnSb thin film [15], not only the CITs, but also the 
anisotropic magnetoresistance and  magnetic anisotropy change considerably. This provides a 
way to control the characteristics and the CITs in NiMnSb for different applications simply 
by varying the sample stoichiometry. 
In Chapter 6, we reported the observation of the unidirectional spin-orbit 
magnetoresistance (USOMR) in NiMnSb at room temperature. Unlike the anisotropic 
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magnetoresistance, the USOMR scales linearly with the current, and it is unidirectional, i.e. it 
changes when reversing the sign of the magnetization. This provides an effective approach to 
detect magnetization switching in bulk NiMnSb, similar to the giant magnetoresistance. 
Together with the CITs explored in Chapter 5, this give us a chance to build a complete data 
reading and writing system in bulk NiMnSb operating at room temperature based on the spin-
orbit coupling, with enormous potential for developing new spintronic devices for sensing 
and memory applications.  
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Appendix A  
Angle dependence of the FMR lineshape 
The angle dependence of ferromagnetic resonance (FMR) lineshape detected either by 
spin rectification or planar Hall effect (PHE) can be derived from Landau-Lifshitz-Gilbert 
(LLG) equation: 
 
 0 tot eff
st M t

 
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 
M M
M H h M  (A-1)  
where M, and Htot are the vectors representing the magnetization and total static magnetic 
field including both the external field and anisotropy fields; heff = (hx, hy, hz)e
jωt
  is the 
current-induced effective field at microwave frequency; γ, α and Ms are gyromagnetic ratio, 
Gilbert damping coefficient and the saturation magnetization. We first define a new right-
hand coordinate system (a-b-c) with respect to the Htot as Figure A-1. With small-precession-
angle approximation, we can assume that magnetization component along a-axis is ma  Ms. 
we can now write: 
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Solving the LLG equation to the first order [223], we obtain: 
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Figure A-1 The two coordinate systems defined with respect to the charge current direction 
(x-y-z system) and the total static magnetic field (a-b-c system). 
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where μ0ΔH = αω/γ is the resonance linewidth; H1 and H2 are the terms including the 
anisotropy as follows [12]: 
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(A-5)  
    2 2// 4//cos2 sin 2 cos4s y xH M N N H H         (A-6)  
Here, H2|| and H4|| are in-plane uniaxial and biaxial anisotropy fields respectively; H2 
represents the out-of-plane anisotropy field;  represents the angle between Htot and the [100] 
crystalline direction; Ni is the demagnetization factors in i-axis. We add a phase shift  into 
the demagnetization term to extend our equation to the bars patterned in any crystalline 
directions. 
From Eq. (A-3) and (A-4), we can finally obtain the expression for mb as: 
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From section 3.3.1, we already know that the DC voltage from spin rectification can be 
determined as: 
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To derive the lineshape near the resonance field Hres, we assume a small perturbation δH << 
Hres, and replace Hext with Hres + δH in Eq. (A-7). Only keeping the real terms linear to δH or 
ΔH, we can get: 
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(A-9)  
Replacing δH with Hext - Hres, we finally obtain the expression for DC signal from spin 
rectification as: 
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where Vsym-SR and Vasy-SR are the Lorentzian components in symmetric and antisymmetric 
lineshape: 
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Analysis of the DC voltage in YIG/heavy metal 
system 
The lineshape and the angle dependence has been discussed in some previous 
works [11,12,47,146,147], so we only focus on the dependence of each DC resonance signal 
on ϑSH, tYIG, and αeff here. Following the analysis in [147], there are at least four components 
that contribute to the DC resonance signal, namely spin rectification and spin pumping at 
ferromagnetic resonance (FMR) condition driven by either spin transfer torque (STT) or 
Oersted field. We note these four components as VST-SR, VST-SP, VOe-SR and VOe-SP respectively.  
A simple method to analyse the dependence of each components is to separate the signal 
generation into FMR driving process and DC signal generation/detection process. That is, we 
can first analyse the mechanism by which FMR is driven and how the DC voltage is 
generated/detected separately, and then combine them together. The FMR driving mechanism 
can be described using the Landau-Lifshitz-Gilbert (LLG) equation: 
   0
eff
eff ext Oe ST
s
d d
dt M dt

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M M
H h h M M   (B-1) 
where μ0 is the vacuum permeability; Ms is the saturation magnetization; γeff and αeff are the 
effective gyromagnetic ratio and the effective Gilbert damping factor respectively including 
the effect from spin pumping. The term hOe and hST are the effective magnetic field created 
by Oersted field and STT respectively, given by: 
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where y is the unit vector in y-axis, as defined in Figure 4.1 in main text; tHM, ϑSH and Jc are 
respectively the thickness and spin Hall angle of heavy metal (HM), and the charge current 
density in it; tYIG is the thickness of YIG; ξ is the spin absorption efficiency [28]; e, μ0 and ℏ 
are the constants representing elementary charge, vacuum permeability and reduced Planck 
constant respectively; σ is the unit vector of the spin polarization of the spin current created 
in HM via spin Hall effect. Therefore, for driving mechanisms, we know that the STT-
induced effective field hST is proportional to ϑSH and inversely proportional to tYIG, while the 
Oersted field is independent from both of them. 
As for the aspect of the DC voltage-generation mechanism, the spin rectified signal is 
produced by the multiplication of microwave current and the dynamic change in resistance 
due to spin Hall magnetoresistance (SMR) effect as [12]: 
       20 ccos 2 cos cos(2 )c HM HMV t J w t ft R R ft         (B-4) 
where wHM is the width of HM layer; R0 and ΔR are the bar resistance and the change in 
resistance due to SMR; θc is the magnetization precession angle; f and t are the microwave 
frequency and time. By extending the above equation using Taylor’s series, we can know that 
the DC spin rectified voltage at resonance is [11]:  
 sin 2
2
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Referring to [175], if assuming the inhomogeneous linewidth is very small, the maximum 
precession angle can be determined by: 
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Here, heff is the effective field that drives the FMR, i.e. either STT-induced effective field or 
Oersted field. The effective Gilbert damping factor is calculated by introducing the additional 
term αSP due to the spin pumping effect: 
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t g
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where g
↑↓ 
eff is the effective interface spin-mixing conductance.  
The dependence for ΔR can be determined from the expression of SMR in [52]: 
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where λSD is the spin diffusion length and conductivity of HM; Therefore, ΔR ∝ ϑ
2 
SH while it is 
independent from tYIG. Inputting Eq. (B-2), (B-3), (B-6), (B-7) and (B-8) into (B-5), we can 
qualitatively estimate the dependence of spin rectification as: VST-SR ∝ ϑ
3 
SH/(αefftYIG) and VOe-SR 
∝ ϑ2 SH/αeff. 
As for spin pumping signal, the  DC voltage created via ISHE is given by [106]:  
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Here, η is a correction factor for the ellipticity of the magnetization precession. The spin-
current density j
0 
s  at the interface is given by [36]: 
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where Meff is the effective magnetization. Inputting Eq. (B-2), (B-3) and (B-10) into (B-9), it 
is known that VST-SP ∝ ϑ
3 
SH/(αefftYIG)
2
 and VOe-SP ∝ ϑSH/α
2 
eff. 
A summary about the deduction above can be found in Table 4.1 in the main text. It 
should be noted that several approximations have been made inside the analysis above, which 
may cause some error depending on the value of each term in reality. Therefore, it is only 
suitable for a simplified qualitative method which can quickly evaluate the experiment results 
in this paper. To analyse the results quantitatively, one is expected to input the values of each 
parameters and fit the results using mathematic software.  
Angle dependence of DC resonance voltage in the y-z plane 
We give a qualitatively analysis on the angle dependence of the spin rectified voltage 
when the external magnetic field is applied in y-z plane as defined in Figure 4.14. Compared 
with the in-plane case, the Eqs. (B-6) and (B-10) still hold while some modification should be 
made to Eq. (B-9) for out-of-plane case. From SMR measurement in Figure 4.3, the angle 
dependence of magnetoresistance in x-y plane and y-z plane shares the same symmetry (but 
opposite sign). Therefore, we should expect that: 
 maxsin 2 sin 2SR yz c effV h         (B-11) 
For spin pumping signal, the polarization of the spin current in average is along the 
magnetization. Since the spin current is detected by ISHE, We need to replace the sinθ term 
in Eq. (B-9) with a cosφ term, and the dependence of spun pumping voltage on the angle φ 
becomes: 
 
2 2
maxcos cosSP yz c effV h         (B-12) 
Here, the term heff only includes the component in the current-induced effective field that can 
drive the FMR (i.e. the component perpendicular to the magnetization). Therefore, for an 
Oersted field in y-axis (hOe-y) and z-axis (hOe-z), the effective fields that drive FMR are hOe-
ysinφ and hOe-zcosφ respectively. From Eqs. (B-11) and (B-12), the angle dependence of the 
DC signals in y-z plane can be qualitatively summarized as Table B-1.  
Appendix B  
 
B-5 
Table B-1 Angle dependence of resonance signal driven by hOe-y and hOe-z 
Driving field Spin rectification Spin pumping 
hOe-y sin2φsinφ sin2φsinφ 
hOe-z sin2φcosφ cos
3φ 
 
