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Abstract
Dry machining is a challenging topic in industrial manufacturing: The absence of coolants results in ecological and economical beneﬁts, but
also in a signiﬁcant increase of the occurring thermal stress. This leads to geometrical deviations of the machined workpiece impairing the
functional performance of the ﬁnal part. The increased thermal stress is especially important in high-precision manufacturing and requires careful
process planning. To determine process parameters in order to minimize geometrical errors, optimal control is an appropriate tool. A precise
partial diﬀerential equation model representing the material behavior is required. The partial diﬀerential equation contains unknown physical
quantities, such as heat ﬂuxes, which cannot be measured directly. One common method to derive these quantities is solving an inverse problem
by parameter identiﬁcation, i.e. determining the model parameters, such that the model matches the measurements best. We will present a
simultaneous analysis and design approach which states a numerical ﬁnite element discretization of the model as constraints of the resulting
nonlinear optimization problem (NLP). The proposed method takes advantage of both, direct consideration of state constraints, like temperature
boundaries, and lower computational costs compared to the nested analysis and design approach. The additional implementation costs can be
signiﬁcantly reduced by using an external ﬁnite element library for assembling the optimization constraints and its derivatives. This approach for
determining physical parameters of milling experiments is user-independent and works fully automated. It is the ﬁrst step for an optimal control
of dry machining processes. We will give a description of this method as well as numerical identiﬁcation results of real heat ﬂux densities by the
sparse NLP solver WORHP.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Introduction
In manufacturing, beside minimum quantity lubrication and
cryogenic machining, dry machining is a technique to achieve
large economic and environmental beneﬁts. Dry machining is
not established in mass production yet, since themaintenance of
shape and functionality of the machined parts is not guaranteed.
The added thermal stress due to the absent coolant impair the
manufacturing quality. To research and tackle these issues the
DFG established the priority program 1480. Apart from this,
literature review shows that the control of distortion has become
an issue with particular attention [1–3].
To compensate shape deviations the eﬀect of machining pro-
cesses on thermal loads into the workpiece has to be known.
An empirical, macroscopic model, which represents a statisti-
cal correlation between machining parameters and heat ﬂuxes
for dry machining processes can be used for this purpose. For
the parametrization of the empirical model many experiments
have to be evaluated in regard to the thermal load, especially
surface heat ﬂuxes. However, these quantities cannot be mea-
sured directly.
There are various methods of indirect determination: Dyck
[4] and Pabst [5] use calorimetric methods and calculate the
thermal input from homogenization temperatures.
A widespread approach is the comparison of simulated and
measured temperatures. In this context the heat ﬂux of the sim-
ulation is varied until the simulated and measured temperatures
achieve best accordance. Richardson et al. [6] compare analyt-
ically modeled temperatures and the temperatures of thermo-
couples of dry milling processes. Biermann et al. [7] also use
thermocouples but compare themeasured temperatures of deep-
hole drilling experiments to temperatures of a three dimensional
Finite-Element-Method (FEM) simulation. The FEM is also
used by a couple of other heat impact determinations. However,
Chen [8] does the measurements by pyrometry. So¨lter and Gul-
pak [9] use temperature ﬁelds of thermal imaging and compared
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the congruity of single isotherms of simulation and measure-
ment of dry milling. All these approaches have in common that
the criterion for the agreement of measured and simulated tem-
peratures is based on few temperature values, either by a few
points of measurement (thermocouples, pyrometry) or a small
temperature range (single isotherms). Since the determination
of surface heat ﬂuxes suﬀers from model simpliﬁcations and in-
accuracies in the measurements, a method which considers as
many temperature values as possible is desirable.
Commonly for the determination of heat impacts a multitude
of simulations is compared, which is time-consuming and error-
prone. In [10] we use parameter identiﬁcation to obtain the
heat impact by comparing whole temperature ﬁelds with a least
squares function for the two dimensional case with a Finite-
Diﬀerence-Method. Thereafter, an extension of this approach
with a three dimensional time-dependent FEM is desired.
2. Objectives and procedure
This work aims for the development of an automated, user-
independentmethod for the determination of surface heat ﬂuxes
of dry milling experiments. It takes part of a concept for gener-
ating an empirical model for the correlation between machining
parameters and thermal loads into the workpiece. The devel-
oped method uses parameter identiﬁcation with a least squares
approach to compare entire ﬁelds of measured temperatures by
thermal imaging and simulated temperatures by three dimen-
sional FEM. The FEM simulation is realized by an implemen-
tation of the heat equation with Neumann boundary condition
within the FEM software library deal.II [11,12]. It supports par-
allel computation and provides sparse structures of the system
of equations to the user.
The identiﬁcation problem is solved with a simultaneous
analysis and design approach, where the system of equations
provided by the deal.II library is treated as constraint in the op-
timization process. This results in a high-dimensional, sparse,
nonlinear optimization problem (NLP). The optimization soft-
ware WORHP [13] will be used to solve the resulting NLP
problem. An interface will pass the system of equations of
deal.II and its sparse structure to WORHP. This leads to bound-
ary values, namely surface heat ﬂuxes, which achieve the best
compliance of the simulated and measured temperature ﬁeld.
In a ﬁrst step a ﬁxed heat ﬂux density q˙sim is used for sim-
ulation calculation to validate the proposed new method. In a
second step the heat ﬂux densities q˙ident of real milling exper-
iments are identiﬁed using measured temperature ﬁelds from
earlier research [9]. The results of the identiﬁcation method
will be discussed.
3. The method
3.1. Parameter identiﬁcation
Parameter identiﬁcation is a popular technique to determine
unknown quantities of a mathematical model [14]. Measured
and noisy data is used to adapt the parameters of a physical
model for a given process. Often, a least square approach is a
good choice to measure the quality of the identiﬁcation process
[15], otherwise alternative objectives can be used.
The proposedmethod comparesmeasured temperatureswith
the output temperature of the mathematical model for which the
heat impact has to be identiﬁed. The following weighted least
squares function is chosen:
F(T) = 12
(
C T − ¯T
)T
W
(
C T − ¯T
)
. (1)
Where ¯T ∈ RNmeas denotes a vector of measured temperature
values, e.g. a reordering of a spatial given temperature ﬁeld
in time, and T ∈ RN a vector of simulated temperatures re-
ordered as well. The diagonal matrixW = diag(w1, ...,wNmeas ) ∈
R
Nmeas×Nmeas contains the weights where wi corresponds to the i-
th measuring point. The matrix C = (ci j) ∈ RNmeas×N couples
simulated and measured temperatures where ci j = 1 if the j-
th simulated temperature is compared to the i-th measured one
and ci j = 0 otherwise. F is called the objective function of the
underlying optimization problem and will be further extended
in the following.
3.2. Mathematical model
In order to model the mathematical behavior of heat con-
duction of milling processes a three dimensional homogeneous
heat equation with Neumann boundary condition is considered:
ρ cp
∂T
∂t = div(k ∇T )
n · ∇T = g, for x ∈ ∂Ω
T = T0, for t = t0.
(2)
Herein x := (x1, x2, x3)T denotes an element of the spatial do-
main Ω ⊂ R3 with boundary ∂Ω ⊂ R3 and outer normal n.
Let the time t ∈ [t0; t f ] ⊂ R+ with starting point t0 ∈ R+
and terminal point t f ∈ R+. T : Ω × [t0, t f ] → R is the
temperature distribution with initial temperature T0 : Ω → R.
g : ∂Ω × [t0, t f ] → R are the Neumann boundary values repre-
senting the surface heat ﬂuxes, which have to be identiﬁed. The
speciﬁc heat capacity cp, the mass density ρ and the thermal
conductivity k are assumed to be constant in time, space and
temperature.
3.3. Numerical approach
We aim for a numerical solution. Hence, Rothe’s method is
applied to (2) with an equidistant implicit Euler discretization
in time and Nt ≥ 2 steps. This leads to the approximation
ρ cp
Tn−Tn−1
Δt = k ΔT, n = 1, ...,Nt
n · ∇Tn = gn, n = 0, ...,Nt, x ∈ ∂Ω
T 0 = T0.
(3)
Here Tn : Ω → R denotes the temperature distribution at time
tn := t0 + n Δt with Δt :=
t f−t0
Nt and g
n : ∂Ω → R denotes the
Neumann boundary function at time tn.
The resulting Nt elliptic PDEs (3) are discretized with the
software library deal.II, which provides a multitude of algo-
rithms for hexahedral grid generation and management. Here
we will use it for creating a grid of Ω, discretizing the elliptic
approximation (3) of the heat equation, and assembling the re-
sulting equations. The grid created with deal.II is time-variant
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and its structure takes the boundary conditions into account (cf.
section 4). For each time step there exists a grid of 2 000 to
4 000 discrete points. This typically leads to Nt + 1 linear sys-
tems of equations
An Tn = Bn Tn−1 + bn(gn, gn−1), n = 1, ...,Nt
T0 = T0.
(4)
with system matrices An ∈ RNnx×Nnx , right-hand side matrices
Bn ∈ RN
n
x×Nn−1x , and right-hand side vectors bn(gn, gn−1) ∈ RNnx ,
n = 1, ...,Nt. Nnx denotes the number of spatial discretization
points at time tn. Again for n = 1, ...,Nt Tn ∈ RN
n
x , gn ∈ RM
n
x ,
and T0 ∈ RN
0
x are suitable sorted vectors of the temperature
respectively boundary values at the grid points of the spatial
discretized functions Tn, gn, and T0. The number of spatial
discretization points on the boundary of the grid at time tn is
Mnx . bn linearly depends on gn and gn−1 and will not be given
here for reasons of simplicity, as well as An and Bn.
Alternatively we can rewrite the above formulation (4) as
one large system:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1
−B2 A2
. . .
. . .
−BNt ANt
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸︷︷︸
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
T1
T2
...
TNt
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸︷︷︸
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
B1T0 + b1(g1, g0)
b2(g2, g1)
...
bNt (gNt , gNt−1)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸︷︷︸
=: A =: T =: b(g,T0)
(5)
with g := ((g0)T (g1)T · · · (gNt )T )T ∈ RM, A ∈ RN×N , T ∈ RN
(cf. equation (1)), b ∈ RN , N :=
Nt∑
i=1
Nix and M :=
Nt∑
i=0
Mix.
This system of equations will be added as additional con-
straints of the NLP problem.
3.4. Optimization problem
Parameter identiﬁcation can be understood as special op-
timization problem. Free and unknown variables have to be
found such that a given function F is minimized and subject
to some additional constraints. In general two approaches exist
to couple model and optimization problem [16]. The Simulta-
neous Analysis and Design (SAND) approach and the Nested
Analysis and Design (NAND) approach (also known as black
box optimization). NAND only considers the identiﬁcation pa-
rameters as optimization variables, e.g. the Neumann boundary
values g, which comply with the heat impact. Potentially these
parameters are restricted by box constraints gL ≤ g ≤ gU , as
well as the temperatures TL ≤ T(g) ≤ TU . The NAND ap-
proach calculates the temperatures as functions of g T = T(g)
by solving the PDE (2) separately. Hence, the identiﬁcation
problem is given by
min
g∈RM
F(g) = 12
(
C T(g) − ¯T
)T
W
(
C T(g) − ¯T
)
subject to TL ≤ T(g) ≤ TU
gL ≤ g ≤ gU .
(6)
The SAND approach additionally adds the discretized states T
to the optimization variables, while the temperature model (5)
joins the set of constraints:
min
T∈RN ,g∈RM
F(T) = 12
(
C T − ¯T
)T
W
(
C T − ¯T
)
subject to A T = b(g)
TL ≤ T ≤ TU
gL ≤ g ≤ gU .
(7)
The second approach has several advantages: T occurs in (7) in
a quadratic and linear way instead of highly nonlinear, which
makes the numerical computation much neater. Analytical
derivatives of all constraints and the objective can be calculated.
Moreover, the SAND approach shows fewer issues with local
minima. Since the optimization problem is solved iteratively,
NAND solves the model exactly in every iteration, while the
SAND approach just has to fulﬁll the model equations in the
last iteration of the optimization problem. Especially in case
of general nonlinear constraints and objectives the SAND ap-
proach can save computational time.
Hence, hereafter the SAND approach is used and that is
why (7) describes a large but sparse NLP problem. Sequen-
tial quadratic programming (SQP) is a well-suited algorithm
for the numerical solution of such problems [17]. The SQP-
algorithm solves a sequence of quadratic sub-problems which
converges to the solution of the superior problem. The soft-
ware library WORHP is an advanced implementation of SQP
for large scaled, sparse problems. It will be used to solve the
NLP numerically.
3.5. Experimental setup



Fig. 1. Experimental setup
Dry milling experiments were conducted on an NC machin-
ing center varying the cutting speed vc, feed velocity v f , depth
of cut ap, and width of cut ae [9]. The milling tool with
four teeth has a diameter of 25 mm and moves in positive x1-
direction (in the pictures leftward, see Fig. 1). Workpieces
were made of normalized 42CrMo4 and premachined to a size
of 150×19×20 mm. The workpiece face perpendicular to the
machining face was painted black to ensure a constant emis-
sivity for the temperature measurement. The temperature ﬁelds
were measured with an infrared camera and a temperature reso-
lution of 0.1 ◦C at 30 ◦C. For each experiment one temperature
picture is available at t = t f .
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3.6. Simulation
The milling process is modeled macroscopically by a heat
source moving over the workpiece. For this purpose the shape
of the ﬁnal manufactured part is employed, since no work ma-
terial removal is taken into account. In each discrete time step
the cut of one of the four tool teeth is represented at once. The
contact zone of one tooth has the shape of an arc corresponding
to the tooth trajectory which is determined by the cutting speed,
feed velocity and width of cut. It prescribes the zone of heat im-
pact at one point in time, denoted by ∂ΩU(tn) =: ∂ΩnU . In each
time step the circular heat source shifts along the x1-direction
by the width of cut. Outside of the cutting arc the boundary con-
ditions are assumed to be adiabatic: gn|∂Ω\∂ΩnU = 0, n = 0, ...,Nt.
Additionally, it is assumed that the thermal eﬀect is constant
over the length of the cutting arc and that each cut induces
the same thermal load. Hence, inside the cutting arc and over
time the thermal ﬂow is constant: gn|∂ΩnU = const. =: g
∗, n =
0, ...,Nt. This value is proportional to the heat ﬂow density
q˙ = −k g∗, which describes the identiﬁcation parameter.
The whole simulation is made up of a sequence of single
tooth cuts. Fig. 2 shows a temperature distribution based on the
described boundary conditions and 50 single cuts. The grid is
adaptedwith respect to these conditions and is reﬁned the closer
its points are located to the cutting arc. The ﬁnest resolution is
of about the half of the feed per tooth.
Fig. 2. Temperature distribution after 50 tooth cuts with visible cutting arc
4. Working program
We separate the analysis into two parts. In the ﬁrst part arti-
ﬁcial temperature data of simulation calculations are used to
identify ﬁxed boundary values for veriﬁcation reasons. The
second part is related to real measured temperature images as
described in section 3.5 to determine the heat impact of the ma-
chining processes.
In both cases the size of the ﬁrst and the second dimension
of the discretized workpiece Ω matches the measured thermal
images, which have a size of 9.76×5.24 mm2. The third di-
mension depends on ae plus an additional value to take lateral
heat ﬂow into account. Therefore, Ω has a volume between
9.76×5.24×2.62mm3 and 9.76×5.24×15 mm3 dependent on
ae. For the identiﬁcation only the plane x3 = 0 and t = t f is
used.
The period of time t f − t0 = 0.23 s corresponds to the real
movement of the tool with 50 tooth cuts. It is discretized by
Nt = 50. Together with the discretization of Ω this leads to
N = 120 000 to N = 200 000 optimization variables. Necessary
material parameters of 42CrMo4 at temperature of 30 ◦C are
the speciﬁc heat capacity cp = 465.38 J/kgK, the density ρ =
7.83 Mg/m3, the thermal conductivity k = 45.1 W/mK and the
thermal diﬀusivity a = 12.38 mm2/s [18].
The infrared camera was calibrated for low temperatures.
Therefore, for the identiﬁcation only information of the lower
90 % of the images and temperatures between 20 ◦C and 40 ◦C
were used. The weights wi in (7) are chosen appropriately by
either 0 (unused point) or 1 (considered point).
4.1. Veriﬁcation
A feed velocity of v f = 2 m/min and a cutting speed of
vc = 255 m/min is used for a ﬁrst numerical veriﬁcation,
which leads with the four tool teeth to a feed per tooth of
fz = 0.15 mm. Two scenarios are regarded. The ﬁrst simu-
lation calculation is done with a width of cut of ae = 12.5 mm
and a heat ﬂow density of q˙sim = 70 W/mm2. The second one
has the quantities ae = 3.66 mm and q˙sim = 140 W/mm2. Nor-
mally distributed noise with standard deviation of 20 % (case 1)
and 10 % (case 2) is considered. The initial temperature distri-
bution T0 is set to a constant value of 20 ◦C. Then the proposed
technique is used to reconstruct the heat ﬂow density.
4.2. Identiﬁcation of milling processes
The identiﬁcation will be discussed on the basis of two ex-
periments out of the set described in 3.5. Both are carried
out with a feed speed of v f = 2 m/min, a cutting speed of
vc = 255 m/min, and a depth of cut of ap = 1 mm. The four
tool teeth result in a feed per tooth of fz = 0.15 mm. The ﬁrst
experiment was done with a width of cut of ae = 0.95 mm and
the second one with ae = 7.72 mm. For the experiment the
setup from 3.5 was used. The initial temperature distribution
T0 is assumed to be constant and is read from the mostly un-
aﬀected lower left region of the measured temperature images.
Again the proposed identiﬁcation technique is applied.
5. Results and discussion
5.1. Veriﬁcation
The temperature ﬁelds of the ﬁrst veriﬁcation test are de-
picted in Fig. 3 (a)-(c). In picture (a) the simulated temperature
data is shown. Picture (b) shows the data of (a) with additional
artiﬁcial noise of 20 %. The red framed area shows the region
which is used for the identiﬁcation (cf. section 4). The calcula-
tion was done with an Ω = [0; 9.76] × [0; 5.24] × [0; 15] mm3
and a total number of optimization variables of N = 186 101.
The solution of the identiﬁcation method with x3 = 0 and t = t f
is shown in picture (c). It is an excellent reconstruction of the
data in (a). While the simulated temperature data has an av-
erage value of 48.26 ◦C, the identiﬁed temperatures have an
average of 48.03 ◦C. The identiﬁed heat ﬂux density q˙ident =
69.43 W/mm2 is close to the original value q˙sim = 70 W/mm2.
332   H. Wernsing and C. Bu¨skens /  Procedia CIRP  31 ( 2015 )  328 – 333 
a





b





c





Fig. 3. Test 1: a: simulated temperature data, b: data with noise and weighted
area, c: solution of the identiﬁcation method
The second validation test is performed for Ω = [0; 9.76] ×
[0; 5.24]× [0; 5.24] mm3 and can been seen in Fig. 4 (a) and (b)
for x3 = 0, t = t f . Picture (a) shows the simulated temperature
data with 10 % noise and the weighted area as described be-
fore. Picture (b) shows an almost perfect optical reconstruction
of the original data, which is not shown here. The identiﬁca-
tion was calculated with N = 186 765 optimization variables.
The average temperature has an absolute deviation of 0.78 ◦C.
The identiﬁed heat ﬂux density q˙ident = 138.18 W/mm2 is again
very close to the original value of 140 W/mm2, although we
have an additional noise of 10 %. Since both validation tests
provide good results, the proposed method will be applied to
real data in the next section.
5.2. Identiﬁcation of milling processes
Fig. 5 (a) shows the measured temperature distribution of
the ﬁrst milling test with heavy reﬂections of the milling blades
(upper right corner) and a really bad temperature around the
heat source. Fig. 5 (b) shows the solution of the identiﬁcation.
The width of cut of the ﬁrst experiment was ae = 0.95 mm.
The model is implemented with an initial temperature distribu-
tion T0 = const. = 21.31 ◦C and withΩ = [0; 9.76]×[0; 5.24]×
[0; 2.62] mm3 which leads to a total number of N = 122 330 op-
a





b





Fig. 4. Test 2: a: data with noise and weighted area, b: solution of the identiﬁ-
cation method
timization variables. The optimization identiﬁes the heat ﬂow
density q˙ident = 82.1 W/mm2. The computation time is of about
four hours. The shown plane of the results reproduces the mea-
sured temperatures in large parts, especially the temperatures
in the the range of 20 ◦C up to 35 ◦C. The largest deviations
are located in the highest temperature region around the heat
source. This is due to the fact that the infrared measurement
setup focuses on low temperatures in order to be able to mea-
sure temperature ﬁelds over a large workpiece surface. Another
deviation can be spotted in the right upper corner caused by
thermal reﬂexions of the subsequent cutting edge which per-
turbs the measurement.
Thermal picture and parts of the second identiﬁcation results
are shown in Fig. 6 (a) and (b). The milling experiment was
performed with a width of cut of ae = 7.72 mm. The model
is set up with Ω = [0; 9.76] × [0; 5.24] × [0; 9.76] mm3 and an
initial temperature of T0 = 24.48 ◦C. The optimization prob-
lem has a total number of N = 125 947 optimization variables.
A value of q˙ident = 45.65 W/mm2 for the heat ﬂow density
was found. Again similar problems as discussed before appear,
namely the inﬂuence of perturbation in the measured tempera-
ture ﬁeld. This concerns the area around the heat source and the
right upper corner.
In summary the proposed method is not only able to identify
the heat ﬂux, but also to reconstruct the realistic behavior of the
experiment in regions of the workpiece where the temperature
measurement fails.
6. Summary and conclusions
A new method for the determination of surface heat ﬂuxes of
dry milling experiments based on sophisticated parameter iden-
tiﬁcation techniques was presented. The NLP solver WORHP
was used to solve the resulting optimization problem by a si-
multaneous analysis and design approach. The method uses
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Fig. 5. Identiﬁcation 1: a: temperature data, b: solution of the identiﬁcation
method
temperature ﬁelds of measured thermal images and ﬁts them to
simulated temperature ﬁelds.
The implementation was veriﬁed with artiﬁcial, perturbed
temperature data by identifying a previously ﬁxed heat ﬂux den-
sity. The excellent results motivated the transfer to real temper-
ature measurement data of dry milling experiments where an
exquisite outcome was achieved as well. Moreover, the recon-
struction of temperature information outside the observability
area of the thermal imaging camera is possible.
The presented method can easily be adapted to identify other
quantities of milling tests, like thermal strains. Finally, this ap-
proach can be expended to so-called optimal control problems,
where e.g. the best time-depending process parameters must
be found to minimize shape deviations caused by the thermal
deformation.
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