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Abstract
Tropical cyclone (TC) intensity prediction remains a primary challenge facing the tropical
meteorology community. A host of widely varying intensification paradigms have been put
forth in recent decades associated with various dynamic or thermodynamic mechanisms. The
one constant across these mechanisms is the role of the secondary circulation in terms of in-
tensifying the vortex through the aggregation of moisture, vorticity, and angular momentum.
The secondary circulation is governed by the latent heat release associated with hydrome-
teor phase transitions within its ascent branch in the TC inner-core. Disparate paradigms
regarding the importance in TC intensification of solely liquid versus combined liquid and
frozen hydrometeors have been put forth based upon space-borne passive microwave records.
Furthermore, studies have suggested multiple archetypical structural modes dependent upon
environmental wind shear associated with the most extreme intensification events, known as
rapid intensification (RI).
Here two cloud-resolving simulations are undertaken with the Weather Research and
Forecasting (WRF) model to reproduce RI under low (Hurricane Ike, 2008) and high (Hur-
ricane Earl, 2010) wind shear respectively. The simulations permit investigation of the ex-
plicit hydrometeor contributions towards latent heat release and critical dynamic and ther-
modynamic information unavailable to passive microwave sensors. Two novel approaches
are developed: objective determination of the four-dimensional radius of maximum wind
(RMW) and objective identification and characterization of three-dimensional updraft prop-
erties. The former algorithm is desirable due to the theorized greater efficiency for heating
existing within the RMW to develop the TC warm core due to limited radial responses asso-
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ciated with the greater inertial stability, while the latter algorithm permits characterization
of the full spectrum of convection for the first time during RI episodes. It is found that the
high shear simulation is predominantly driven by convection penetrating the tropopause,
whereas the low shear case features increased contributions from convection failing to reach
the tropopause. Despite the different modes of intensification, each simulation exhibits an
absolute maximum in the net diabatic heating over ±6 h of RI onset at subfreezing temper-
atures within the high inertial stability existing within the RMW. Each of these numerical
model results underscores the importance of convection with associated ice phase processes
in RI episodes. The high shear simulation exhibits greater hydrometeor asymmetry leading
up to RI relative to the low shear case, in line with passive microwave archetypes that have
been previously introduced. The low-shear simulation exhibits relatively even contributions
towards diabatic heating and vertical fluxes from cumulus congestus, deep convection, and
convective bursts near RI onset with a secondary heating role apparently associated with
stratiform precipitation, whereas the high shear simulation is nearly-entirely CB driven.
Within the low shear simulation congestus clouds do provide a noteworthy contribution to
moisture convergence across the inner-core through shortly after RI has begun, and both
simulations show that all types of convection possess a vortical component. Despite both
simulations showing evidence of the vortical hot tower paradigm, the vortical nature of all
modes of convection and heating forcings in the low shear simulation from multiple con-
vective modes suggest the need for inclusion of the importance of less vertically-developed
convection in the theoretical framework. Nevertheless, the majority of the heating and ver-
tical fluxes for each simulation are associated with convection containing ice hydrometeors.
In light of the WRF simulations, passive microwave records are analyzed in an attempt
to quantify the relative prevalence of each structural mode within the observational record
and further examination of the relative roles of liquid and ice in RI episodes. It is found
that individual pixel brightness temperatures associated with axisymmetric ring-like features
when recast into wind shear-relative coordinates are statistically significant in TCs undergo-
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ing RI at 37 and 85 GHz brightness temperatures, corresponding to signals from liquid and
ice hydrometeors respectively. Frequency analyses reveal that the 85 GHz ring pattern is
more likely to be distinguishable due to a stronger radial gradient, whereas 37 GHz product
frequencies exhibit a slight radial gradient within the TC inner-core. When evaluating the
full spectrum of coincident 37 and 85 GHz brightness temperatures, a relatively low preva-
lence of pixels associated with solely warm rain appears, particularly for RI cases, while the
majority of the brightness temperature distributions across the TC inner-core are associated
either with precipitation containing frozen hydrometeors or an absence of hydrometeors.
The use of false color imagery at 37 GHz fails to distinguish between precipitative ring
presence and RI episodes versus lesser intensification rates. Dual frequency analyses at 37
and 85 GHz reveal the lack of warm rain across the TC inner-core for all intensity changes,
particularly for RI scenarios. In such RI scenarios, 37 GHz false color patterns that have
been associated with warm rain show exhibit 85 GHz that are more commonly associated
with frozen hydrometeor presence than lesser intensity changes. Idealized radiative transfer
simulations are used to reveal substantial sensitivity at 37 GHz to environmental character-
istics such as the surface winds and cloud liquid water even in the absence of precipitating
hydrometeors, which can confound interpretations at 37 GHz. Due to the numerical model
simulation results and passive microwave characterizations, the importance and roles of ice
in TCs undergoing intensification, and particularly RI, should be a focus for the tropical
meteorology community going forward.
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Chapter 1
Introduction
Tropical cyclones (TCs) making landfall have potentially vast societal impacts in terms
of economic harm and loss of human life (Rappaport, 2000). These impacts are compounded
by continued population shifts to coastal areas coupled with rising property values, resulting
in increased coastal vulnerability (Pielke Jr. et al. (2008), Willoughby (2012)). Accordingly,
timely and accurate predictions of TC intensity are of great benefit for societal interests for
any coastal population or infrastructure. The societal component behind TC impacts is one
part of the bigger picture regarding TC prediction, with the intensity and range of environ-
mental effects tied atmospheric and oceanic processes governing TC track and intensification
which govern the resulting distributions of storm surge, rainfall, and high winds. TC inten-
sification is considered one of the key problems facing the tropical meteorology community
today due to a lack of scientific understanding in addition to this potential for catastrophic
loss of life and property associated with landfalling cyclones.
The intensity prediction problem has been well documented over recent years. Since
1990 virtually no improvement in the accuracy of intensity forecasts have been noted, with
minimal improvements to forecast skill (Rappaport et al., 2009). The lack of skillful improve-
ment in intensity prediction is apparent when using looking at verification data from the
National Hurricane Center (NHC)1. Of special note is the North Atlantic 24 hour intensity
predictions seeing an increase in error since 1990 despite marginal improvement at longer
lead times. DeMaria et al. (2014) suggests statistically significant improvement in terms
of statistical and dynamical intensity prediction models, however they utilize the “best”
1http://www.nhc.noaa.gov/verification/verify5.shtml
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forecast model results out of an ensemble to make this statement despite superior model
performance typically not being readily apparent to the forecaster in advance. Overall this
lack of improvement for intensity forecasts is troubling, considering the increased availability
and breadth of observations from satellite platforms, improvements to in-situ instrumenta-
tion, and greater computing power for numerical TC simulations. One reason for the lack of
improvement is due to processes relating to intensity changes occurring a breadth of spatial
scales from the synoptic, vortex, convective, turbulent, and microscales (Marks and Shay,
1998).
DeMaria et al. (2014) shows a lack of statistical significance improvement for most in-
tensity projection trends in recent years at time frames of ≤24 h. Particularly troublesome
among such intensification episodes are those occurring within the upper tail of the intensity
change distribution, referred to as undergoing rapid intensification (RI). The most com-
monly cited threshold for rapid intensification is an increase in winds of ≥30 kt over 24 h
(∆V24h ≥30 kt; Kaplan and DeMaria (2003)), which that study notes has been realized at
least once for 31% of all Atlantic TCs from 1989-2000. These RI episodes are not confined
to the open ocean either, as Hurricane Charley (2004) intensified 30 kt over a 6 h period
immediately prior making landfall in Florida (Pasch et al., 2011). The aforementioned is-
sues have resulted in the NHC declaring: “the slow rate of improvement in intensity forecast
accuracy and skill, and the particularly large errors that can occur in episodes of rapid inten-
sification, have prompted NHC to elevate this deficiency to its top priority for the tropical
meteorology research community” (Rappaport et al., 2009). The societal implications of TC
intensification or RI episodes are clear, in that an underestimated intensity can result in an
exponentially higher loss of life and property due to preparedness actions not matching the
realized storm impacts.
Accordingly, any study of the sources of RI is welcome within the tropical meteorology
community. Ideally RI studies are at the climatological scale in order to draw conclusions
across storm systems, yet limited in-situ observations are available outside of the North
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Atlantic basin. Satellite platforms represent another opportunity, yet these provide limited
thermodynamic or dynamic information while also possessing infrequent sampling for most
platforms resulting in only a partial perspective of TC intensification. Case studies can
overcome such limitations, however it remains difficult to draw conclusions that apply to a
broader spectrum of TCs from an extremely limited sample size. This dissertation attempts
to use a two-pronged approach to the RI problem with two high-resolution numerical simula-
tions of individual TCs to evaluate the dynamic and thermodynamic precursors and changes
due to precipitation associated with RI, being used in conjunction with a near-climatological
timescale record of passive microwave overpasses of TCs to evaluate the broader prevalence
of the precipitation roles noted within the model simulations. It is believed that the pro-
cesses that are isolated within the model simulations can help shape interpretation of the
satellite records to explain precipitation structures and patterns evident within the satellite
data, allowing for RI occurrence to be better understood and anticipated from an operational
perspective.
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Chapter 2
Tropical Cyclone Intensification
The COMET Introduction to Tropical Meteorology1 defines a TC as: “a warm-core non-
frontal synoptic-scale cyclone, originating over tropical or subtropical waters, with organized
deep convection and a closed surface wind circulation about a well-defined center.” The
simplified route through which TCs intensify begins with low-level inflow during which heat
is extracted from the sea surface in the form of evaporation. Near the center of the TC this
converging low-level air ascends and cools, resulting in condensation (and potentially fusion
or deposition) and latent heat release as precipitation is generated. This ascent region results
outflow aloft and compensating descent near the vortex center and at broad radii to complete
the circulation branches, where adiabatic warming occurs associated with the subsiding air.
The combination of the diabatic heating within the ascent branch and adiabatic heating
within the descent branch near the vortex center act to enhance the warm temperature
anomaly aloft. Through hydrostatic balance this warm core sees a reduction in pressure at
the surface, leading to enhanced low-level inflow, with the cycle repeating itself in the absence
of outside influences. Two circulations exist in a TC: the primary which is air rotating about
the central axis of the storm, and the secondary which is the transverse circulation described
above characterized by low-level radial inflow, ascent within the TC inner-core, outflow near
the tropopause, and subsequent descent. It is commonly accepted that these two circulation
features act in unison to amplify each other, and the resulting TC intensity (Shapiro and
Willoughby, 1982). As air parcels progress through the secondary circulation when in the
absence of boundary layer friction they approximately conserve absolute angular momentum,
1http://www.meted.ucar.edu/tropical/textbook 2nd edition/glossary.htm
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M (Montgomery and Smith, in press), where in cylindrical coordinates:
M = rv +
fr2
2
(2.1)
with r is radius, v tangential wind, and f Coriolis parameter (2Ωsin(latitude)). As one can
see, ifM is conserved, the tangential winds can be increased through reduced r (convergence),
with spin-down accomplished through increased r (divergence).
The focus of much of this dissertation is on the role of hydrometeors and specifically
precipitation, which are intrinsically linked to the ascent branch of the secondary circulation
and low-level convergence. In the absence of latent heat release associated with hydrometeors
within this ascending branch of the circulation, the TC warm core and secondary circulation
would cease to exist, thus highlighting the crucial importance of precipitation of to the TC.
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2.1 Intensification theories
A host of theories have been put forth in recent decades to explain TC intensification,
beginning with the idea of conditional instability of the second kind (CISK; Ooyama (1964),
Charney and Eliassen (1964)). CISK highlights the role of friction in supporting the TC
intensification process, as a pre-existing low pressure causes moisture convergence within the
boundary layer towards the disturbance’s center. Ascent occurs near the TC center, with
the latent heat release being proportional to the vertically-integrated moisture convergence
throughout the troposphere, with the transverse circulation strength being proportional to
the net diabatic heating rate. Increased low-level inflow associated with the transverse
circulation accelerates the tangential wind above the boundary layer, resulting in increased
frictional inflow and moisture convergence. Criticisms of the CISK paradigm include: the
moisture being replenished by solely convergence, thus neglecting the role of the sea-surface
in moisture fluxes (Emanuel et al., 1994) and that it links convection to being directly
governed by the large-scale water budget, which is invalid (Raymond and Emanuel, 1993).
One intensification theory that grew out of the shortcomings of CISK is that of wind-
induced surface heat exchange (WISHE; Emanuel (1986)). WISHE again requires a pre-
existing disturbance, and uses the assumption that the low-level winds decrease with radius,
except for the immediate low pressure center vicinity. A wind profile as such over the ocean
suggests a negative radial gradient of water vapor due to the lessened surface evaporation at
larger radii. Assuming the near-surface air temperature is approximately constant, a negative
radial gradient of equivalent potential temperature (θe) is also present and assumed to be
well mixed throughout the boundary layer by turbulent processes. As frictional convergence
into the disturbance center occurs, air will eventually ascend at small radii with saturation
occurring over the course of this ascent. With this saturation, a negative radial gradient
of virtual temperature exists in addition to that of θe, resulting in a warm core structure.
Assuming thermal wind balance, the warm core structure induces stronger vertical shear of
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the tangential wind, resulting in stronger wind at the boundary layer top. This increase
in the tangential wind speeds at the boundary layer top manifests downward to the surface
somewhat, where the increased low-level winds reinforce the negative radial gradient of water
vapor and the procedure repeats as a positive feedback. Despite this, it has been shown by
Montgomery et al. (2009) via ensemble simulation of TCs that intensification can occur in
the absence of the evaporation-wind feedback by shutting off surface fluxes for a simplified
axisymmetric vortex model.
The newest intensification theory is one centering around the importance of so-called
vortical hot towers (VHTs; Hendricks et al. (2004), Montgomery et al. (2006)), or rotating,
vertically-developed convective cores. The VHT intensification theory is initially put forth
by Nguyen et al. (2008) and has been later modified Smith et al. (2009). Through this
intensification framework the flow is asymmetric, with the asymmetries associated with
VHTs. The VHTs act to tilt and stretch the localized vorticity field, resulting in cyclonic and
anti-cyclonic dipoles of vorticity, with the cyclonic regions preferably oriented closer to the
circulation center following Haynes and McIntyre (1987). These asymmetries progressively
merge and grow in extent and intensity while undergoing axisymmetricization, and the
cyclonic anomalies converge as the anticylonic anomalies shift to larger radii. Diabatic
heating within the VHTs acts as quasi-steady forcing for the secondary circulation, with
low-level convergence feeding into the VHTs. This radial convergence within the boundary
layer sees M decay somewhat due to frictional dissipation, however if this decay is unable
to fully compensate for the reduced r, v increases due to conservation of M (see 2.1).
Smith et al. (2009) makes no distinction about whether the VHTs must be penetrating
into the stratosphere as with the original hot towers of Riehl and Malkus (1958), merely
instead focusing on asymmetric vortical convection acting as the quasi-steady forcing for the
secondary circulation.
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2.2 Secondary circulation mechanics
Through all of the aforementioned TC intensification theories, it is clear the ascending
branch of the secondary circulation plays a key role in each by: increasing the low-level
inflow and associated tangential wind for CISK, leading to saturation and enhancement of
the warm core in WISHE, and inducing convergence leading to upscale vorticity growth
and tangential wind increase for VHTs. There remain factors that can alter the secondary
circulation character however, either aiding or reducing its impact on TC intensification.
The secondary circulation extent and its response to heating is governed by three key
variables: inertial stability (I), static stability, and baroclinicity (Shapiro and Willoughby
(1982), Willoughby (1988)). Of these three variables the two with the greatest influences are
I (horizontal extent) and static stability (vertical extent), while baroclinicity is primarily a
modifying factor outside of mature TCs with intense warm cores. In cylindrical coordinates
the inertial stability parameter, I2, can be written as:
I2 =
(
f +
1
r
∂rv
∂r
)(
f + 2
v
r
)
(2.2)
using the same variables as Equation 2.1. The first term within Equation 2.2 represents ab-
solute vorticity, while the second is the net Coriolis force plus twice the solid body rotation.
It is apparent from Equation 2.2 that I can be maximized through any one or a combina-
tion of high absolute vorticity, strong tangential winds, or location close to the TC center.
Holland and Merrill (1984) depict a composite profile of I2 gathered from in-situ aircraft re-
connaissance observations of TCs (their Figure 6A) showing I2 to be maximized near the TC
inner-core (small r, large v, and strong absolute vorticity), with values of I2 decaying slowly
with height as the tangential wind field weakens due to the warm core nature of TCs and
low-level cyclonic circulation becomes anticyclonic aloft. Opposed to inertial stability, static
stability varies little throughout the troposphere (Holland and Merrill (1984), Figure 6B)
such that the secondary circulation is generally unbounded in its vertical extent throughout
8
the troposphere.
Revisiting Equation 2.2, it becomes apparent that the radius of maximum wind (RMW)
is a key location for the distribution of I. Through the second term in Equation 2.2 at radii
values within the RMW the radial gradient of tangential wind will be positive, while outside
the RMW the radial gradient of tangential wind becomes negative, and thus the radial
gradient of I2 similarly is maximized at the RMW with larger values of I lying within the
RMW (Schubert and Hack, 1982). Flow resulting from a point heating source just within the
RMW will yield a transverse circulation couplet, with the branch inside the RMW spatially
constrained due to the larger I, while the branch extending outside the RMW is of greater
radial extent from the values of I that rapidly decay away from the TC center (Holland and
Merrill, 1984). An axisymmetric cartoon of this secondary circulation’s appearance is shown
in Figure 2.1. Thus, within the RMW the processes taking place are radially constrained
allowing for potential build up of heat and growth of the warm core, while outside the RMW
heat is readily dissipated away from the TC center due to the lessened resistance to radial
displacement.
The efficiency of heating sources relative to the intensification response of the warm
anomaly and wind field has been a frequent subject of prior studies. Schubert and Hack
(1982) used an idealized vortex model to note the efficiency of heating on the wind field
was maximized when the heating occurred within a region of increased I existing within the
RMW, therein attributing increased RI to increased heating efficiency rather than increased
convective vigor. Nolan et al. (2007) extended this work by developing a metric for kinetic
energy efficiency and evaluated it within in idealized vortex simulations, noting that kinetic
energy efficiency doubles when the radius of specified heating is halved. Nolan (2007) con-
tinues the use of kinetic energy efficiency in idealized vortices, with kinetic energy efficiency
values tripling over the 24 hours prior to RI onset and efficiency maximized near the alti-
tude of the warm core. Vigh and Schubert (2009) showed via an idealized model that the
sensitivity of the heating source location relative to the RMW position can potentially yield
9
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Figure 2.1: Cartoon of axisymmetric secondary circulation couplet relative to the RMW
position as would be occurring from the composites of Holland and Merrill (1984). Image is
not drawn to scale.
a temperature tendency two orders of magnitude greater for a heat source within, rather
than outside the RMW. Pendergrass and Willoughby (2009) solved a modified version of
the Sawyer-Eliassen equation and uses a simplified model to show that a small RMW and
the heat source lying within this RMW results in the strongest vortex intensification, while
vortex shape and the tilt of the heat source are of lesser importance. The heat source for
the secondary circulation as it would have been in the aforementioned studies for optimized
intensification is depicted by the rising clouds in Figure 2.1. The commonality among the
aforementioned studies within this paragraph are they are evaluated using idealized, axisym-
metric setups, while things may different for the real atmosphere where influences such as
asymmetries and environmental wind shear must be taken into consideration and can alter
solutions.
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2.3 Precipitation roles in intensification
As mentioned in the introduction, Marks and Shay (1998) pointed to the importance of
interactions across numerous scales in TC intensification, in particular between synoptic-
scale environment and convective- and vortex-scale processes within the TC itself. However,
Hendricks et al. (2010) used reanalysis data of TCs along with composites of Tropical Rain-
fall Measuring Mission (TRMM) Microwave Imager (TMI) brightness temperatures to eval-
uate the differences among their distributions for TCs relative to their subsequent intensity
changes. The differences between environmental variable distributions of TCs undergoing RI
versus those intensifying but at a lesser rate reveal minimal differences globally that are not
robust, suggesting that large-scale environmental processes alone are insufficient to cause RI.
Accordingly it is worthwhile to study internal-dynamical processes within TCs to determine
what may differentiate RI occurrences. With the secondary circulation driving much of these
internal dynamical processes, precipitation by acting as a point heating source and driving
the secondary circulation, is an appropriate component to focus on for potential roles in RI.
2.3.1 Remote sensing studies
A wide range of studies have sought to evaluate observed roles of precipitation as related
to TC intensity change, with a preferred data source being satellite-based instrumentation as
this route typically allows for a substantial data record of numerous storms across multiple
ocean basins. Typical sensors include passive methods of visible and infrared sensors which
can detect the temperature at the cloud-top or microwave sensors that yield an integrated
perspective of cloud and precipitation particles with information about hydrometeor phase
dependent upon the frequency examined. Additionally, active-sensing microwave radars can
be used to retrieve the three-dimensional distribution of precipitation. All of these sensor
types are later described in more detail in Section 4.2.
Initial satellite records of TC intensification and precipitation focus primarily on broad
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conclusions due to the limited sample sizes of the studies. One of the first satellite-based
links between precipitation presence and TC intensity by Adler and Rodgers (1977), high-
lighted a correlation for a single case between increased emission from liquid hydrometeors
in microwave radiometer data relative to TC intensity. This finding was expanded on by
Rodgers and Adler (1981) into passive microwave observations of 21 TCs and relates intensi-
fication to precursors of increased inner-core precipitation, more prevalent intense inner-core
precipitation, and contraction of the precipitating region relative to the TC center. These
findings are similar to those of Steranka et al. (1986) who used infrared and visible TC
observations of 12 TCs to link episodes of intense inner-core convection to subsequent in-
tensification over the following 24 hours. Alliss et al. (1992) for the first time included
information regarding frozen hydrometeors via passive microwave data at 85 GHz from the
Special Sensor Microwave/Imager (SSM/I) during observations of Hurricane Hugo (1989)
to tie its intensification to more prevalent deep convection within the inner-core occurring
at a smaller radius. The contribution from ice particles in passive microwave observations
towards rainfall was evaluated further by Rodgers et al. (1994) for 18 TCs noting a greater
contribution of heavy rainfall towards overall inner-core rain rates and a smaller radius of
occurrence for these rain rates in the more intense TCs.
Eventually satellite studies of precipitation and TC intensification began to attempt to
directly correlate intensification with satellite retrieved parameters as the study sample sizes
grew. Rao and MacArthur (1994) noted a correlation between 24 hour future intensity and
passive-microwave inferred rain rates over the innermost 444 km of 12 TCs. A much larger
satellite sample was used by Rodgers and Pierce (1995) of over 1000 TC overpasses by SSM/I
to show a relationship between increases of inner-core rain rate and TC intensification, with
the signal strongest when the diabatic heating increase was prolonged. Rao and McCoy
(1997) correlated SSM/I inner-core brightness temperatures from channels sensing liquid
and ice precipitation noting positive and negative correlations respectively with intensity 24
hours later, with the frozen hydrometeor channel having a correlation of -0.5 with 24 hour
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intensity change. A similar picture of intensity prediction potential was given by Cecil and
Zipser (1999), who for 265 SSM/I overpasses find correlations on the order of -0.6 for the
average brightness temperature over the innermost degree of TCs at 85 GHz and intensity
24 hours in the future, while the minimum brightness temperature correlation coefficient
over the same region is nearly a factor of 3 smaller. Cecil and Zipser (1999) also noted weak
correlation of intensity change over the subsequent 24 hours with mean inner-core brightness
temperatures, with values on the order of -0.25. More recently Hoshino and Nakazawa (2007)
found the strongest correlations with current intensity among all passive microwave channels
in the 10 and 19 GHz channels of the TMI that are sensitive to liquid hydrometeors, with
these channels exhibiting correlations on the order of 0.7 for 911 TC overpasses.
Each of the aforementioned studies over the prior two paragraphs fails to account for TC
morphology however, instead using brightness temperatures that were averaged over broad
regions or from isolated pixels that may not be representative of the broader precipitation
field. Lonfat et al. (2004) instead evaluated spatial asymmetries in TMI inferred rainfall
rates for globally occurring TCs over 1998-2000 noting a preference for rainfall to occur in
the forward quadrants of the TC relative to its motion while tropical storms exhibited greater
asymmetries than hurricane-strength systems. One of the first attempts at including some
aspect of morphology of the precipitation field towards intensification is by Jones et al. (2006)
who incorporate a passive microwave component into the Statistical Hurricane Intensity
Prediction Scheme (SHIPS). The microwave aspect involves brightness temperatures across
the innermost 100 km of the TC and statistics such as the mean, maximum, and minimum
brightness temperatures, but also their standard deviation within the scene. This standard
deviation component is found to be a skillful predictor for one of the two oceanic basins
evaluated, the East Pacific. Overall Jones et al. (2006) notes the microwave imagery’s
inclusion results in a 4-8% improvement in intensity prediction, with the most improvement
seen in TCs undergoing an intensity change of ±10 kt over 24-48 hours.
Much of the early work relating microwave morphology to TC intensity change however
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has been done by Roger Edson. Edson and Lander (2002) attempted to relate structural
patterns in 37 and 85 GHz imagery to stages of TC lifetimes, akin to the Dvorak technique
with infrared imagery (Dvorak, 1972). Edson (2004a) continued work in this realm, suggest-
ing brightness temperature structural patterns related to TC genesis and interpretation of
intensity from microwave images. Edson (2004b) used microwave imagery for the first time
to suggest the potential for RI episodes to be captured based on convective organization
within the TC inner-core. This work was then substantially expanded upon by Edson and
Ventham (2008) in distinguishing RI onset in passive microwave observations indicating RI
to be associated with the appearance of a convective ring surrounding the TC center at 37
or 85 GHz along with evidence of a minimum of one convective burst (CB) existing within
the aforementioned ring.
More recently, two studies have picked up on the convective ring presence first introduced
by Edson and Ventham (2008). Harnos and Nesbitt (2011) used 17000+ passive microwave
overpasses to generate composites at 85 GHz, sensitive to frozen hydrometeors. These com-
posites were stratified by their intensity change, yielding the presence of a ring-like feature
surrounding the TC inner-core in TCs beginning to undergo RI that is not present in lesser
intensity changes or at other frequencies. These RI composites are further stratified into low
and high wind shear classifications with composites of pixels relative to the TC center eval-
uated for the frequency of occurrence of brightness temperatures corresponding to modest
and intense convection. This analysis revealed a low shear (<10 kt) mode that is the most
pervasive throughout their records. This mode was associated with the ring-like feature of
modest convection and a more rare high shear (≥10 kt) mode associated with asymmetric,
intense convection occurring to the right of the shear vector 2.2. The RI composites were
also evaluated over the 24 hours preceding and following RI onset, with both low and high
shear storms showing an increased convective signal beginning 6 hours prior to the start of
RI and concluding 6 hours prior to RI finishing. This suggests a lag of approximately 6
hours between latent heating changes and the resultant kinematic response by the primary
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circulation. A major negative of the Harnos and Nesbitt (2011) study, however, is that the
composites limit interpretation of storm-to-storm variability. A contrasting perspective to
Harnos and Nesbitt (2011) is given by Kieper and Jiang (2012), who used 71 TC overpasses
to highlight the presence within a 37 GHz false color product (see Equation 4.4 and asso-
ciated discussion) of a cyan colored ring around the TC center at some point during the
course of RI. Examples of the cyan ring pattern from Kieper and Jiang (2012) are shown in
Figure 2.3, with the cyan color corresponding to low level water clouds and rain (Lee et al.,
2002). When used in conjunction with SHIPS RI index values providing environmental in-
formation, the cyan-ring presence was able to have a RI probability of detection of 75%, an
improvement over the RI index alone. Because of the lack of direct quantitative information
associated with the false color product in the Kieper and Jiang (2012) study the physical
nature of the cyan region is up for debate, however, the authors in their conclusions claim
that symmetric warm rain is represented by the cyan region and is accordingly critical to
the RI process. The subjective nature of the ring algorithm also undermines potential utility
of the Kieper and Jiang (2012) results, much like the the infrared-based Dvorak Technique
(Dvorak, 1972) can cause widely varying solutions estimates of TC intensity based upon the
observer’s interpretation of the scene (Velden et al., 1998). When using the 37 GHz false
color product there is uncertainty introduced as to as to what color the observer is seeing in
addition to the presence of a specific spatial pattern. For example, Figure 2.3A is relatively
straightforward in its cyan ring presence, however 2.3B is also from the Kieper and Jiang
(2012) study and there is doubt as to both the presence of a ring, and the predominant color
associated with the ring one in fact persist.
The trend of examining TCs undergoing RI from satellite data relative to other intensity
changes has continued in recent years. Jiang (2012) used extreme values within TMI, TRMM
precipitation radar (PR), and TRMM Visible and Infrared Scanner overpasses for 11 years
of global TC overpasses to look for statistically significant predictors of storms undergoing
RI versus lesser intensity changes. For RI versus all other intensity changes minimum 11
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µm brightness temperature, maximum 20 dBZ reflectivity height, and minimum 85 GHz po-
larization corrected temperature are evaluated. Of these, only 11 µm minimum brightness
temperature was statistically significant for RI cases relative to TCs intensifying, but not
meeting RI criteria. These evaluators once again fail to account for morphology and ignore
the holistic picture of TC structure within the larger scene for potentially anomalous iso-
lated values associated with the maximum and minimum values evaluated here. The same
dataset was used by Jiang and Ramirez (2013) to determine the necessary conditions for
RI. TCs undergoing RI were found to have the following necessary inner-core conditions:
total raining area > 3000 km2, total volumetric rain > 5000 mm h−1 km2, maximum near
surface reflectivity > 40 dBZ, maximum 20 dBZ height > 8 km, maximum 40 dBZ height
> 4 km, minimum 85 GHz polarization corrected temperature < 235 K, and minimum 10.8
µm brightness temperature < 220 K. This dataset was then further used by Tao and Jiang
(2013), showing that RI systems possess twice as many inner-core precipitation features
penetrating the tropopause as storms intensifying but not meeting the RI threshold, while
a nearly linear relationship exists between the rate of intensification and percentage of pre-
cipitation features reaching the stratosphere within the inner-core. The results of Tao and
Jiang (2013) are in line with a prior study by Kelley et al. (2004) who found an intensifica-
tion preference over the 12 hours surrounding TRMM overpasses of TCs with at least one
inner-core convective cell possessing a reflectivity of 20 dBZ at 14.5 km.
2.3.2 Modeling and in-situ studies
While the works of the preceding section typically have the added benefit of pulling data
from a wide array for TCs enabling broad applicability, satellite studies of TCs have one
key drawback in that they are mere snapshots of cloud properties providing little or no
dynamical data and only limited microphysical information. To combat these weaknesses
numerical models or in situ observations are sought for the ability to provide more complete
dynamical and thermodynamic perspectives, despite the potential issues of applicability
16
across the full spectrum of TCs. Numerical simulations are computationally expensive at
cloud-resolving resolution, thus limiting most analyses to single cases yet these cases possess
fully four-dimensional data availability of a wide array of meteorological variables. In-situ
observations can span multiple storms but are limited to the immediate vicinity of the aircraft
track for the majority of instruments, thus limiting the perspective given.
A frequent phenomena investigated as related to intensification are isolated, extreme pe-
riods of convective activity, like those described by Kelley et al. (2004) and Tao and Jiang
(2013) in Section 2.3.1. These events are often given one of two names: hot towers or CBs.
Due to the ambiguity in the naming convention, the phrase CBs is utilized in this disser-
tation due to the descriptive nature of the word referring to explosive convection that is
assumed to be penetrating into the stratosphere. CBs are believed to be critical for their
ability to transport copious amounts of moisture (and accompanying latent heat) vertically
within these deep convective cores that are relatively undiluted by entrainment (Riehl and
Malkus, 1958). Kelley and Halverson (2011) approximated a typical CB lasting 12 h to be
able to provide up to 9-16 m s−1 of intensification in the tangential wind field. Within a TC
these CBs can act as a strong forcing for the ascending branch of the secondary circulation
while providing substantial latent heating to enhance the warm core. At the extreme per-
spective of this process’s importance the VHT route to TC intensification (Hendricks et al.
(2004), Montgomery et al. (2006), Nguyen et al. (2008), Smith et al. (2009)), described in
Section 2.1, utilizes the aggregate of these CBs as the forcing for the secondary circulation,
vorticity aggregation, and low-level convergence with no mention of other cloud types (i.e.
less vertically-developed convection or stratiform precipitation).
Black et al. (1994) noted the presence of CBs near the RMW vicinity of Hurricane Emily
(1987) during its RI, with regions of intense vertical velocities reaching 24 m s−1 and col-
located with the highest observed moisture content. Rogers et al. (2013) associated CBs
with RMW positioning, showing intensifying TCs have CBs located preferentially inside the
RMW versus those remaining at steady state who had such features at greater radii. Heyms-
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field et al. (2001) evaluated a prolonged period of increased convective activity in Hurricane
Bonnie (1998) as it neared peak intensity and found subsidence from near the tropopause
occurring along the interior edge of a CB to be responsible for several degrees of warming
and subsequent surface pressure decrease via hydrostatic arguments. Guimond et al. (2010)
used similar arguments to those of Heymsfield et al. (2001) with Hurricane Dennis (2005)
to link CB presence to development of a region where I tripled, with the authors suggesting
the CBs acted to shield the inner-core and allow for more efficient intensification. Zhang
and Chen (2012) used hydrostatic arguments similarly to Heymsfield et al. (2001) in linking
the descent of stratospheric air caused by CB detrainment, to 18◦ C of warming within the
eye and being the impetus behind the simulated RI of Hurricane Wilma (2005). Further
work on the Wilma (2005) simulation by Chen and Zhang (2013) showed many of these CBs
occur within the RMW vicinity, while the warm core does not become established until the
upper-level outflow is sufficient with a weak cyclonic circulation present along with reduced
static stability within the eye. Molinari and Vollaro (2010) observed a particularly vigorous
CB rotating cyclonically inward within Tropical Storm Gabrielle (2001) which is linked to
a subsequent 22-hPa pressure drop over a 3 hour period. Similar observations of precipita-
tion structures spiraling inward were noted in aircraft radar data associated with the RI of
Hurricane Guillermo (1997) by Sitkowski and Barnes (2009).
Not all studies point to CBs as being a distinct precursor of RI however. One such study
by Rogers (2010) sees no clear trend in CB number or location relative to the TC center in
his RI simulation for Hurricane Dennis (2005). Rogers (2010) instead attributes RI to an
increase in convective area while little change in stratiform precipitation coverage within the
inner-core occurred, accompanied by increased vertical mass flux at low-levels by modest
updrafts on the order of 1-2 m s−1. Dennis is also simulated by McFarquhar et al. (2012),
who note an increase in CB areal coverage following the beginning of RI despite a lack of
CB variability before onset. McFarquhar et al. (2012) does note a contraction tend in CB
locations throughout RI, with RI also preceded by extreme vertical velocity values occurring
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at 14 km before this signal manifested at 6 km after onset. Similar to Rogers (2010), McFar-
quhar et al. (2012) attributes much of the growth and evolution of their Dennis simulation
to weaker updrafts with most of the latent heating during RI associated with updrafts of <
2 m s−1. McFarquhar et al. (2012) also notes that condensational and depositional heating
contributes more latent heating than fusion, however the fusion increases appear closely tied
to RI occurrence.
It is important to note that in the aforementioned studies, other than CB roles the inclu-
sion of convective-stratiform partitioning by Rogers (2010) and McFarquhar et al. (2012),
little distinction is made among the relative regimes of precipitation. More recently Wang
(2014) used analysis at the individual updraft scale in a simulation of Tropical Storm Fay
(2008) to investigate the relative roles of clouds in TC genesis according to their relative
vertical development, revealing the importance of cumulus congestus in particular. Terwey
and Rozoff (2014) similarly uses an individual-updraft scale analysis within two numeri-
cal model simulations to evaluate the characteristics of typical updrafts that are related to
shallow cumulus, cumulus congestus, and deep convection. Increased work in this area is
highly desirable, particularly in light of the Harnos and Nesbitt (2011) and Kieper and Jiang
(2012) studies that highlight the opposing importances of deep convection associated with
ice processes versus shallow convection with little to no ice processes. Furthermore, convec-
tive versus stratiform precipitation have varying implications for the vertical distributions
of convergence and divergence, thus relating back to CISK, WISHE, and VHT intensifi-
cation theories. For convective regions convergence exists throughout the lower portion of
the vertical profile associated with inflow into the associated updraft, while for stratiform
profiles a convergent region in the vicinity of the freezing level exists associated with melt-
ing precipitation (Mapes and Houze Jr., 1995). Convective profiles can also potentially be
broken down even further according to the updraft maximum height (i.e. shallow cumuli,
cumulus congestus, deep convection, and CBs) to further alter the vertical orientations and
magnitudes of convergence and divergence.
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Figure 2.2: Frequency of 85 GHz polarization corrected temperature (see Equation 4.2 and
associated discussion) pixels ≤250 K (Panels A, C) and ≤220 K (Panels B, D) at RI onset
under low (Panels A, B) and high wind shear (Panels C, D). Sample sizes indicated at
bottom right of each panel. Coordinates are wind shear relative with shear vector oriented
towards top of page. Range rings are 0.5◦. Based off Harnos and Nesbitt (2011)’s Figure 3.
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(a) Hurricane Helene via WindSat at 2026
UTC 16 September 2006.
(b) Hurricane Alex via SSM/I at 1226 UTC
2 August 2004.
Figure 2.3: Two examples of cyan rings in 37 GHz false color imagery (Lee et al., 2002) from
the study by Kieper and Jiang (2012). Both images courtesy of the United States Naval
Research Laboratory (www.nrlmry.navy.mil/sat products.html)
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Chapter 3
Motivating Questions
Clearly there are a multitude of pathways for evaluating TC intensification, each with
their own benefits and constraints. In order to minimize the shortcomings of satellite-based
studies with their limited dynamic and thermodynamic information along with case-studies
and their limited applicability, a holistic method combining the two methods appears ideal
and is and sought here. Here the multi-faceted approach of utilizing passive microwave
observations and high-resolution numerical modeling are used in a joint attempt to isolate
roles of precipitation in TC intensification. In an attempt to further understand the passive
microwave observations, limited idealized radiative transfer modeling is used to evaluate
brightness temperature sensitivity to the environment. The scientific questions this disser-
tation seeks to specifically evaluate and clarify are:
Can the archetypical modes of Harnos and Nesbitt (2011) be confirmed through simulation?
If so, are there similar heating signals within the RMW for each relative to RI occurrence?
The structures noted by Harnos and Nesbitt (2011) appear in brightness temperature com-
posites, but yield only a first guess at column-integrated microphysical information via esti-
mates of the ice contents provided at 85 GHz. Methods have been developed to approximate
latent heat release from passive microwave platforms (Rodgers et al. (1998), Olson et al.
(2006)), but these values are limited in their utility due to the extensive field of view and
lack of dynamical information to link these latent heat values to the RMW location wherein
the development efficiency of the TC warm core can be maximized. Within the context of a
numerical model the four-dimensional RMW can be objectively quantified, and its bound-
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ary used as an analysis framework for investigating how meteorological variables develop
relative to RI. It is hypothesized that within the TC inner-core axisymmetric, modest deep
convection persists under low environmental wind shear while under high shear more vigor-
ous convection occurs preferentially to the right of the shear vector immediately preceding
and in the vicinity of RI onset. It is also hypothesized that for each mode the aggregate
amount of diabatic heating within the RMW reaches a relative maxmium value associated
with RI onset, despite the disparate structural modes.
What are the relative roles of solely warm clouds versus clouds associated with ice processes
throughout the TC inner-core? What links can be made between the presence of each and
intensification?
A discrepancy exists between the relative importance of precipitation of different phases, in
that Harnos and Nesbitt (2011) focus on the importance of ice particles while downplaying
the role of warm rain in RI, whereas Kieper and Jiang (2012) focus exclusively on the role of
warm rain. Warm cloud impacts on TC intensification have been primarily limited to studies
relating sensitivities of different microphysical schemes on TC intensities within numerical
model simulations, with warm-cloud schemes such as Kessler microphysics (Kessler, 1969)
often resulting in greater TC intensities than simulations with microphysics that include
frozen hydrometeors (e.g. Willoughby et al. (1984), Li and Pu (2008)). The reasons behind
the greater realized intensities are due to a number of hypotheses such as the horizontal scale
of features (Lord and Lord, 1988), efficiency of condensational heating (Wang, 2002), and
diabatic cooling associated with melting ice and evaporation of rainwater and ice leading to
downdrafts (Zhu and Zhang (2006), Li and Pu (2008), Nguyen et al. (2008)). Little to no
study of clouds associated with primarily warm rain distributions (i.e. shallow cumuli and
cumulus congestus) existing within TC simulations that incorporate ice microphysics exist
other than the recent study by Wang (2014), in addition to some limited inferences can be
made from vertical velocity distributions such as those by Rogers (2010) and McFarquhar
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et al. (2012). From a climate perspective, arguments have been made in the role of cumulus
congestus being important in pre-conditioning of the atmosphere for development of deeper
convection via warming and moistening of the column (e.g. Johnson et al. (1999), Takayabu
et al. (2010)) with this process recently also attributed to TC genesis (Wang, 2014). The
congestus role remains disputed by others such as Hohenegger and Stevens (2013), and
requires continued evaluation, especially within the context of TCs. Here it is hypothesized
that due to the TC inner-core being inherently violent, with strong motions in the horizontal
and vertical, that exclusively warm clouds are unlikely to persist long, and accordingly
have a minimal contribution towards intensification in terms of moistening the inner-core or
providing substantial forcings (i.e. convergence and diabatic heating), while the inner-core
is primarily driven by deeper clouds associated with ice processes (i.e. deep convection that
fails to penetrate the tropopause and CBs).
How prevalent are quasi-axisymmetric precipitative rings in passive microwave records in
channels sensitive to liquid and frozen hydrometeors? Is the presence of a
quasi-axisymmetric ring in passive microwave data significantly unique to imply RI
occurrence?
Both Harnos and Nesbitt (2011) and Kieper and Jiang (2012) associate a preference for
systems that undergo RI to organize into a relatively axisymmetric, ring-like mode that is
potentially the nascent development of the TC eyewall. Harnos and Nesbitt (2011) attributes
this presence to occurring in ice scattering signatures at 85 GHz as a precursor to impending
RI, whereas Kieper and Jiang (2012) associates a 37 Ghz false color ring with a cyan appear-
ance to ongoing RI. Each of these two studies has their methodological limitations, as Harnos
and Nesbitt (2011) utilizes composites which hinder the interpretation of inter-storm vari-
ability on an individual case basis, while Kieper and Jiang (2012) uses a subjective algorithm
to quantify ring presence that may be further biased by the observer’s interpretation of what
color is present or the organization seen in the associated false color product. Automated
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pattern recognition of TCs can potentially overcome such shortcomings, however their prior
usage is limited with the most prevalent example being that of Wimmers and Velden (2010)
that is impractical for use with a near-climatological data set due to computational expense
involved with its cubic spline decomposition and numerous other steps. It is hypothesized
that a simpler pattern recognition algorithm can objectively quantify precipitative ring pres-
ence for TCs at various passive microwave frequencies for evaluation with a long-term, global
TC record. In line with the hypothesis for the previous science question, it is believed that
these signatures will persist primarily from convection associated with ice processes and ac-
cordingly be seen at 85 GHz. It remains possible these signatures will also be seen in 37 GHz
polarized brightness temperatures due to the brightness temperature weighting function’s
peak at 37 GHz existing lower in the atmosphere and being sensitive to liquid precipitation
falling out of the deep convection at these lower altitudes. It is also hypothesized that the
37 GHz false color product used by Kieper and Jiang (2012) will not prove quantitatively
useful for such analysis, due to the qualitative nature of subjective TC-centering that the
product was initially developed for (Lee et al., 2002). Meanwhile, Harnos and Nesbitt (2011)
fail to evaluate their ring presence for statistical significance while Kieper and Jiang (2012)
use only rudimentary forecasting statistics to underscore the ring importance. Should an
algorithm to objectively quantify ring presence from the prior science question be feasible,
the ring presence can be easily quantified among varying stages of intensity change and
then the statistical significance of such a structural feature taken relative to the different
intensity change populations. Taking statistics of brightness temperature characteristics of
ring structures may also help distinguish systems prone to RI from more intense TCs with a
ring-like structure from their well-developed eyewall. It is hypothesized that a ring pattern
in passive microwave imagery is statistically significant for TCs about to undergo RI for
individual detection channels, but not for artificial brightness temperature products such as
the NRL’s 37 GHz false color product. The basis for this hypothesis follows the same logic
given for the previous scientific question’s hypotheses. Environmental information can also
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be incorporated as by Kieper and Jiang (2012) to further discriminate ring presence against
potential for subsequent intensification.
Is the cyan color from Kieper and Jiang (2012) warm rain, or can it be generated in other
manners? If the cyan regions do not always correspond to warm rain, what are the
resulting implications for intensification from these areas?
Kieper and Jiang (2012) focus on a 37 GHz false color product’s regions that are represented
by a cyan color that the authors claim represents “low-level clouds and warm rain”, with
this designation coming from Lee et al. (2002) wherein a cyan color is deemed “low-level
water clouds and rain” without expounding on examples to verify such a claim. The 37
GHz frequency also possess interpretation difficulties, due to the sensitivity of this channel
to both liquid water and relatively large cloud ice. Furthermore, the 37 GHz brightness
temperatures show a tendency to saturate at rain rates above approximately 4 mm hr−1
(see Wilheit (1986), Kummerow and Weinman (1988), Weng and Grody (1994), Ferraro and
Marks (1995), and McGaughey et al. (1996) among others) where the column optical depth
increases such that transmission of radiation from lower altitudes becomes insignificant.
With the environmental impact becoming saturated at these relatively benign rain rates,
sensitivity of the brightness temperatures shifts to scene background factors such as the
surface temperature or emissivity. As such, determination of liquid water path for an oceanic
scene is difficult for a turbulent environment where wave action alters the surface roughness
and emissivity values (En-Bo and Yong (2005), Hoshino and Nakazawa (2007)) in addition
to the generation and highly variable coverage of sea foam and spray (Stogryn, 1972) that
further alters surface emissivity. Furthermore, TCs have been shown to induce mechanical
mixing and strong upwelling that can reduce SSTs (Sriver et al., 2009) which can impact
the potential interpretation of the resultant brightness temperatures. It is hypothesized that
much of the cyan of Kieper and Jiang (2012) is not exclusively warm rain, but rather artifacts
such as non homogeneous beam filling and modifying of the sea surface environment by the
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vortex. Furthermore, since 37 GHz is insensitive to small cloud ice it is believed that many
of the cyan regions possess frozen hydrometeors that are insufficiently large to scatter at
37 GHz, resulting in a pink color in the false color product, but have detectable scattering
signatures at 85 GHz due to the smaller wavelength.
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Chapter 4
Data and Methods
4.1 Weather Research and Forecasting (WRF) Model
Considerable thought has gone into prescribing the model setup in order to properly
capture simulated RI episodes of Hurricanes Ike (2008) and Earl (2010). The numerical
model selected for the TC simulations is version 3.3 of the Weather Research and Forecasting
(WRF) model - Advanced Research WRF (ARW; Skamarock et al. (2005)). The ARW is
a fully compressible, Eulerian nonhydrostatic mesoscale model. Four two-way domains are
utilized for each simulation, with the resolution of each grid increasing by a factor of 3
resulting in horizontal grid resolutions of 27, 9, 3, and 1 km respectively. The 27 km domain
for each simulation encompasses the majority of the Atlantic, while the 1 km domain is sized
to encompass the entire TC inner-core and majority of the rainbands. To allow the 1 km
domain to follow the TCs as they progress across the Atlantic, each simulation incorporates
user specified preset moves in the model input namelist to shift this domain’s position every
3 minutes. These preset moves are initially based off the best track locations. However, in
the simulation of Hurricane Ike the simulated TC incurred track discrepancies relative to the
observed values and thus caused the innermost domain to become shifted from the TC center.
To verify that the errors did not cause the TC inner-core to be excluded from the domain,
WRF model output is sporadically checked throughout its completion and should the storm
center become within 1 degree (111 km) of the domain boundary, the output is discarded
and the simulation reverted to a prior restart file where the TC was sufficiently centered
and the preset move values are adjusted to restore proper TC position as the simulation
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progresses.
Vertical resolution has been shown to be important in achieving proper treatment of
processes within the boundary layer, freezing level vicinity, and outflow layer by Kimball
and Dougherty (2006), Fierro et al. (2009), and McFarquhar et al. (2012). As such, 55
vertical levels are chosen for the simulation on all domains with the sigma levels very similar
to those of McFarquhar et al. (2012) and outlined in Table 4.1. The sigma levels vary in true
altitude dependent upon the environmental characteristics, however as an example Figure
4.1 shows the spacing of the vertical levels for the Earl simulation utilized in Section 4.3
averaged over the innermost 100 km of the simulation at 18 UTC 28 August 2010.
WRF sigma levels
1.0000 0.9941 0.9863 0.9772 0.9669
0.9555 0.9430 0.9294 0.9147 0.8991
0.8826 0.8652 0.8459 0.8247 0.8009
0.7736 0.7431 0.7100 0.6782 0.6477
0.6202 0.5938 0.5700 0.5470 0.5249
0.5036 0.4818 0.4608 0.4381 0.4130
0.3858 0.3571 0.3275 0.2982 0.2711
0.2477 0.2273 0.2103 0.1956 0.1823
0.1702 0.1588 0.1474 0.1362 0.1252
0.1139 0.1026 0.0906 0.0781 0.0650
0.0516 0.0381 0.0248 0.0120 0.0000
Table 4.1: Dimensionless user-specified sigma levels for both WRF simulations.
Parameterization options are another important consideration in setting up the model
simulations, and the selected options are outlined in Table 4.2. The outermost model grid (27
km) utilizes the Kain-Fritsch cumulus parameterization scheme (Kain and Fritsch, 1993).
This approach utilizes a mass-flux scheme including entrainment and detrainment where
convection is triggered as a function of sub-cloud mass convergence, cloud depth, convective
available potential energy (CAPE), and convective inhibition with CAPE acting to modulate
overall convective vigor. The finer domains generally are able to explicitly approximate moist
deep convection on their own, with improvement in this representation as the horizontal res-
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Figure 4.1: Corresponding altitudes of sigma values for Hurricane Earl simulation approxi-
mated using the innermost 100 km of the TC at 18 UTC 28 August 2010.
olution increases (3 and especially 1 km), thus no convective parameterizations are used on
the three innermost meshes. The Yonsei University planetary boundary layer scheme (Hong
et al., 2006) is used for all four meshes, as has been used in numerous prior simulations of
TCs (e.g., Nolan (2007), Wang et al. (2010), Davis et al. (2010), Fang and Zhang (2010),
Chen et al. (2011)) Within this scheme the extent of a well-mixed layer is approximated
for where potential temperature (θ) equals virtual potential temperature of a parcel lifted
from the surface and is then prescribed an eddy viscosity profile that varies linearly with a
maximum in the middle of this layer and is near zero at its top. Finally, additional vertical
fluxes are added to this profile accounting for transport by large eddies and entrainment at
the top of the boundary layer. The WRF Single Moment 6-Class (WSM6; Hong and Lim
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(2006)) microphysical parameterization is utilized on all domains. WSM6 is a bulk scheme
where the six species of hydrometeors are as follows: cloud ice, cloud water, graupel, rain,
snow, and water vapor. This treatment has also been successfully implemented in numerous
prior simulations of tropical cyclones (e.g. Nolan (2007), Wang et al. (2010), and Fang and
Zhang (2010)). It has also been shown by Kim et al. (2013) that the WSM6 and its sim-
ilar double-moment version agree best with observed satellite rainfall distributions among
all modern, commonly available bulk microphysical schemes, while differences between the
single- and double-moment schemes is minimal. This consideration of WSM6’s performance
is important, considering this study’s desire to compare WRF simulation output to pas-
sive microwave observations. The Rapid Radiative Transfer Model (RRTM) at both long-
(Mlawer et al., 1997) and shortwaves (Mlawer and Clough, 1997) handles radiative fluxes
and heating including cloud impacts for each of the four domains.
Process module Parameterization Reference
Cumulus Kain-Fritsch (d01 only) Kain and Fritsch (1993)
Planetary boundary layer Yonsei University Hong et al. (2006)
Microphysics WRF Single-moment, 6-class Hong and Lim (2006)
Longwave radiation Rapid Radiative Transfer Model Mlawer et al. (1997)
Shortwave radiation Rapid Radiative Transfer Model Mlawer and Clough (1997)
Table 4.2: Process modules utilized in WRF simulations.
For both simulations the outermost domain has boundary conditions passed from, and
all domains are initialized from the European Centre for Medium Range Weather Forecasts’
(ECMWF) Re-Analysis Interim product (ERA-Interim; Dee et al. (2011)) that has a hori-
zontal resolution of 0.75◦. Each storm had its sensitivity to track and intensity evaluated for
the ERA-Interim versus inputs from the Global Forecast System (GFS) model (horizontal
resolution of 1◦), with the ERA-Interim consistently producing TCs that followed observed
track and intensity more closely than the GFS. All analysis unless otherwise specified comes
from the innermost domain of each simulation, where the model output occurs at 10 minute
intervals. It is acknowledged that this output time is on the broad side for simulation of
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phenomena evolving on convective time scales, but due to the sheer project scale required
for such high spatial resolutions and multiple TCs the data output interval was chosen to be
sacrificed. It also bears mentioning that no vortex is prescribed in any of the model simula-
tions, with each TC allowed to spin up independently. Despite the care made in setting up
the various simulation options in order to best approximate observations, a major limitation
remains that the WRF simulations are merely realistic simulated case studies, and not a
perfect approximation of the broad spectrum of solutions possible in reality.
For Ike the innermost domain covers 777 by 777 km. The locations of the 3 outermost
domains and initial position of the innermost domain is shown in Figure 4.2, with the three
outermost domains covering much of the tropical Atlantic. The simulation encompasses from
18 UTC 31 August through 18 UTC 4 September, 2008. The first 24 hours of the simulation
(18 UTC 31 August through 18 UTC 1 September) are discarded from all analyses as the
model physics “spin up”.
 70  ˚W  60˚ W  50˚ W  40˚ W  30˚ 
W  
20  ˚W
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 30˚ N 
d04
d01
Figure 4.2: Setup of WRF model domains for Ike simulation. Domain with 1 km grid-
resolution (d04) moves following Ike, and is seen here in its initial position at 18 UTC 31
August.
Similarly to Ike, the innermost domain of the Earl simulation covers 786 by 780 km.
The locations of the 3 outermost domains and initial position of the innermost domain is
shown in Figure 4.3. The outermost domains are relatively similar to those used for the
Ike simulation. The simulation encompasses from 18 UTC 26 August through 00 UTC 31
August, 2010. Once more, the first 24 hours of the simulation (18 UTC 26 August through
32
18 UTC 27 August) are discarded from all analyses as the model physics “spin up”.
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Figure 4.3: Setup of WRF model domains for Earl simulation. Domain with 1 km grid-
resolution (d04) moves following Earl, and is seen here in its initial position at 18 UTC 26
August.
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4.2 Passive Microwave Sensors
For an observational constraint on the WRF simulations, and for continuity with the
contrasting studies of Harnos and Nesbitt (2011) and Kieper and Jiang (2012), spaceborne
passive microwave sensors appear to be the instrument of choice. While in-situ observation
of TCs is ideal, it is only regularly performed in the North Atlantic outside of sporadic field
campaigns across the globe. Satellite platforms now present a viable alternative for TC
observations, with data records approaching climatological time scales. In general passive
microwave sensors are a preferred method for TC observations for a host of reasons as
opposed to utilizing other portions of the electromagnetic spectrum.
Infrared sensors are typically in geostationary orbits and sample regions far broader than
a TC at spatial resolutions on the order of 1 km2 (Fig. 4.4a). Temporal resolution of infrared
platforms is another positive aspect at approximately 15 minutes. Likely most important
however is the lack of transparency to cloud particles at infrared wavelengths (Petty, 2006)
resulting in two-dimensional data fields representative of solely the cloud top or surface when
in the absence of clouds. This is a potentially serious problem, as cirrus outflow becomes
an issue by distorting or masking important structural features occurring at lower altitudes,
as illustrated in Figure 4.4. This problem of cloud opaque-ness is also a problem at visible
wavelengths, which generally provide similar features to infrared platforms while also lacking
nocturnal data availability. Nevertheless, the satellite coverage and number of operational
sensors for both visible and infrared sensors is such that generally the entire globe is available
to be sampled continuously, not causing any issue with sensor field of view being insufficient
relative to the TC size and position.
Another satellite-based observation platform commonly used for TC observations are mi-
crowave radars. Radars provide a fully three-dimensional perspective of clouds and precipi-
tation at horizontal resolutions on the order of 1 km2, however the data swaths are typically
on the order of 250 km (approximately 1.5 times the size of a typical TC inner-core; Fig.
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4.4b), thus necessitating the TC to occur at or near nadir for complete sampling of the TC
inner-core. Furthermore, the space borne radar data record is currently limited due to only
three precipitation radars being currently operational in the TRMM Precipitation Radar
(since 1997; Kummerow et al. (1998)), CloudSat Cloud Profiling Radar (since 2006; Tanelli
et al. (2008)), and Global Precipitation Measurement Core Observatory’s Dual-Frequency
Precipitation Radar (since February 2014; Hou et al. (2014)).
Passive microwave sensors are able to overcome the shortcomings of the three previous
sensor varieties for TC observation. The perspective like visible and infrared platforms is
only two-dimensional, however, cloud and precipitation particles are not opaque to electro-
magnetic radiation in this portion of the spectrum allowing for an integrated perspective.
Typical microwave platforms include multiple frequencies, with those between 10 and 37
GHz being sensitive to emission by increased liquid water path (Wu and Weinman (1984),
Spencer et al. (1989)) while higher frequencies ≥37 see reduced brightness temperatures as-
sociated with scattering by regions of larger ice water path (Wilheit (1986), Vivekanandan
et al. (1991)). This transition is due to above approximately 30 GHz the complex dielectric
constant’s imaginary component (governing emission) declining, while the real component
(governing scattering) remains relatively constant, thus increasing the relative role of scat-
tering Wilheit (1986). Scattering sensitivity to particle radius, R, can be evaluated via a
non-dimensional size parameter, χ, to evaluate when Mie scattering must be considered:
χ =
2piR
λ
(4.1)
where λ is wavelength. Following 4.1 for spherical particles, χ ≥ 0.2 is within the Mie regime
(Petty, 2006), such that at 37 GHz R ≥ 0.25 mm particles exist within the Mie regime (at
85 GHz, R ≥ 0.11 mm). Typical passive microwave sensor swaths are on the order of 1000
km (approximately 1.5 times the size of a typical TC) allowing ample coverage of TCs even
off of nadir (Fig. 4.4c). Horizontal resolution does suffer somewhat at passive microwave
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(a) Infrared (GOES-12) (b) Radar (TRMM PR) (c) Microwave (TMI)
Figure 4.4: Satellite comparison of Hurricane Ike at 1905 UTC 3 September 2008.
Thick yellow lines indicate TMI swath edges. Thin yellow lines indicate TRMM PR
swath edges. All images courtesy of the United States Naval Research Laboratory
(www.nrlmry.navy.mil/sat products.html)
frequencies, on the order of 25 km2 or greater, however frequencies above 37 GHz can
generally resolve most convective features associated with TCs. Microwave sensors orbit the
earth resulting in limited individual data swaths, however due to the current constellation
of several sensors the revisit time is on the order of 3 hours for nearly the entire globe
(Kirschbaum and Hou, 2010).
In addition to raw brightness temperature products from passive microwave platforms,
there are a number of commonly utilized products derived from sensor data. The first, are
so called polarization corrected temperatures (PCTs) that act to correct for assumed levels
of background water vapor and varying land surface emissivities, giving an approximate
influence of hydrometeor contributions alone (Grody and Weng, 2008). The relationship for
85 GHz PCT, T P85, comes from Spencer et al. (1989), where:
T P85 = 1.818T
V
85 − 0.818TH85 (4.2)
where the sub- and superscripts are frequency in GHz and linear polarization (horizontal
or vertical) respectively. The 37 GHz PCT, T P37, relationship is similarly described by Cecil
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et al. (2002):
T P37 = 2.20T
V
37 − 1.20TH37 (4.3)
Another commonly used brightness temperature derived metric, is the Naval Research Lab-
oratory’s 37 GHz false color product. This product combines information from the horizon-
tally and vertically polarized channels with T P37, using each polarization option to generate
the amount of red, green, and blue to color each individual satellite pixel for interpretation
by the human eye. The false color relationship was initially developed to allow a qualitative
center fix for low level TC center positions and is described by Lee et al. (2002) where:
Red: − 0.05T P37 + 14 where 260K ≤ T P37 ≤ 280K
Green: 0.0083TH37 − 1.5 where 180K ≤ TH37 ≤ 300K
Blue: 0.0071T V37 − 1.1429 where 160K ≤ T V37 ≤ 300K
(4.4)
With all colors values being restricted to ranges between 0 and 1. Despite this product
initially being developed for qualitative uses, quantitative information is retained in the
individual red, green, and blue components representing T P37, T
H
37 , and T
V
37 respectively. It is
possible to plot the ranges of individual brightness temperatures overlaid with T P37 values and
false color representation shaded as seen in Figure 4.5. The false color values predominantly
fall into 3 regimes: pink, cyan, and “other” (generally greens and oranges). As pointed out
by Lee et al. (2002), pink is associated with “deep convection” while cyan is associated with
“low-level water clouds and rain” while the other colors typically correspond to open ocean
or non-physical brightness temperature combinations. In an effort to delineate between color
regimes, the author has subjectively defined the approximate boundaries each as outlined in
black in Figure 4.5. In the vicinity of false color values that rapidly shift from one regime to
the next (i.e. near T P37 of 260-270 K), the author attempted to split the difference between
the two as best as possible. Despite the subjective nature near the boundaries of each
regime, the false color delineation allows for an objective element to be introduced in the
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false color images to determine whether a region exists as a specific color, which is important
considering the largely subjective nature of Kieper and Jiang (2012).
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Figure 4.5: T V37 and T
H
37 values overlaid with T
P
37 (contoured) and 37 GHz NRL false color
(shaded; see Equation 4.4). Black lines delineate approximated color regimes of cyan (top
right), pink (top left), and “other” (bottom).
A sample breakdown of behavior in the 37 GHz false color product is shown in Figure
4.6. Figure 4.6A shows the false color representation of Tropical Storm Florence with winds
of 50 kt from the TMI at 2001 UTC 9 September, 2006. Figure 4.6B converts the false color
product across the innermost degree of Fig. 4.6A into the phase-space diagram shown in
Figure 4.5, revealing a scatter plot of the positions of T V37 and T
H
37 colored by the correspond-
ing value of T P85. The scatter plot reveals a bifurcation with the scatter plots, where two
populations exist. The first population is associated with a greater slope of TH37 relative to
T V37 and begins within the “other” region before shifting to the cyan region as the brightness
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temperatures warm. This population is predominantly associated with T P85 ≥230 K. The
second population predominantly spans the pink region of the false color phase space, before
joining with the first population within the cyan region of the phase space near TH37 and T
V
37
of 260 K. The second population is associated with cooler T P85 values ≤230 K on average,
that correspond to more intense convection. The polarization difference between TH37 and
T V37 also approaches 0 for the second population, with the points falling nearly along a one-
to-one line in the 37 GHz phase space. The first population on the other hand corresponds
to both clear air pixels (coolest combined TH37 and T
V
37 pairs), pixels associated with clouds
with liquid hydrometeors only, and pixels associated with cloud particles that are not large
enough to induce scattering (and reduction of polarized brightness temperatures) at 37 GHz.
It is noted that despite each of the populations in Figure 4.6B being relatively linear there
remains some spread due to non-homogeneous beamfilling, variation of the background sur-
face, and non-hydrometeor variation within the atmospheric column (i.e. temperature and
humidity).
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Figure 4.6: 37 GHz false color image for TMI overpass of Tropical Storm Florence with
winds of 50 kt at 2001 UTC 9 September, 2006 (A). The overpass from (A) is converted
across its innermost degree (111 km; white outline in panel A) into the 37 GHz phase space
introduced in Figure 4.5 with individual pixels colored by their corresponding T P85 value.
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Finally, one example overpass is taken to orient the reader to interpretation of passive
microwave brightness temperatures and derived products. The chosen overpass is from the
TMI sampling Hurricane Katrina while possessing 150 kt winds at 2133 UTC 28 August,
2005, and is shown in Figure 4.7. With winds of 150 kt Katrina is a Category 5 hurricane for
this example, possessing a well-developed structure that should be readily straightforward for
interpretation. First displayed is TH37 (Fig. 4.7A) with the TC readily apparent, associated
with elevated brightness temperature values due to emission by liquid water within the
atmospheric column at this frequency. There is little distinction in TH37 (<10 K) over the
precipitating regions of Katrina, despite the expectation of stratiform and convective regions
co-existing due to saturation of the brightness temperatures at 37 GHz for rain rates above
4 mm hr−1 (see Wilheit (1986), Kummerow and Weinman (1988), Weng and Grody (1994),
Ferraro and Marks (1995), and McGaughey et al. (1996) among others). Also of note in the
TH37 field outside of the TC influences is the sharp contrast of brightness temperatures between
the land (top portion of the figure, with TH37 ≥280 K) and open ocean (TH37 ≤200 K). T V37 (Fig.
4.7B) appears qualitatively similar to TH37 , with Katrina associated with warmer brightness
temperatures, while a sharp contrasts exists between the warmer land and cooler ocean T V37
values. TH37 and T
V
37 values are comparable over the land but not over the ocean, due to the
highly polarized nature of the ocean surface relative to the less polarized land surface Grody
and Weng (2008). Brightness temperature saturation impacts are again apparent across
Katrina at T V37 with maximum spatial variability generally confined to around 10 K within
the storm. In the fields of T P37 (Fig. 4.7C) the contrast between land and ocean is far less
apparent, while more differentiation is seen in the structure of Katrina with the TC inner-
core and spiral rainbands easily discerned. Variability of T P37 within Katrina occurs between
230-275 K, a far broader range than in the linearly polarized channels. Note however that the
regions with the warmest brightness temperatures for TH37 and T
V
37 (Figs. 4.7A,B) correspond
with lower values of T P37 (i.e. the rainband extending south of Katrina, eyewall region, and so
on). This is due to T P37 signals predominantly responding to scattering of upwelling radiation
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by large cloud ice particles, whereas the polarized brightness temperature channels respond
to predominantly to emission by liquid hydrometeors. The combination of these two effects
for intense convection results in warm TH37 and T
V
37 but cold T
P
37 due to the atmospheric profile
containing liquid clouds and rain below suspended graupel and hail particles.
Two other derived products are shown for 37 GHz, with the first being the polarization
difference between T V37 and T
H
37 (Figure 4.7D). Note the lessened differences over land relative
to open ocean, due to the less polarized nature of the land surface relative to the ocean
as mentioned previously. Also the polarization differences at 37 GHz are reduced within
Hurricane Katrina, with these differences due to the TMI weighting function peaking at
higher altitudes within the precipitating regions relative to the surface, resulting in the
brightness temperature signature being associated with hydrometeors rather than the more
polarized ocean surface (Liu, 1998). Next is an example of the 37 GHz NRL false color
product perspective (Figure 4.7E), with the land surfaces appearing cyan, open ocean green,
and Katrina varying between commingled cyan and pink regions. Pink portions of Katrina
align well with T P37 values <270 K (Fig. 4.7C), thus suggesting the presence of substantial
large cloud ice particles. The remaining portions of Katrina are cyan, attributed to “low-
level clouds and rain” by Lee et al. (2002), and can be seen to collocate well with elevated
T V37 and T
H
37 values (Figs. 4.7A,B) that do not have a scattering signature at T
P
37.
Finally perspectives of TH85 (Figure 4.7F), T
V
85 (Figure 4.7G), and T
P
85 (Figure 4.7H) are
shown, with each responsive to cloud ice particles causing brightness temperature depres-
sions. The 85 GHz polarized brightness temperature channels (Figs. 4.7F,G) reveal warmer
brightness temperatures over land than ocean as at 37 GHz but the land-ocean contrast
is reduced at this higher frequency, while TH85 is cooler than T
V
85 over the open ocean sim-
ilar to the same polarizations but at 37 GHz. T P85 (Fig. 4.7H) effectively masks the land
surface and ocean emissivity variability, allowing for the ability to interpret frozen hydrom-
eteor contributions towards brightness temperatures over land. Ice scattering in Katrina
appears qualitatively similar in all three 85 GHz products, with comparable overall ranges
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and values at common latitude and longitude pairs. Here the reduced brightness tempera-
ture reductions due to frozen hydrometeors range up to near 180 K, with cooler brightness
temperatures indicative of more ice within the vertical column and serving as a proxy for
intense convection.
4.2.1 Special Sensor Microwave/Imager (SSM/I)
The first passive microwave sensor used here is the Special Sensor Microwave/Imager
(SSM/I), which is a conically-scanning sensor that has been ported onto the Defense Me-
teorological Satellite Program’s F8 through F15 platforms. These satellites are in a polar,
sun-synchronous orbit such that they sample the same locations at the same local times
daily, resulting in several hour data coverage gaps outside of the poles. Typically two plat-
forms have been operational at once since the program began in 1987, allowing for improved
data coverage. The SSM/I operates at both horizontal and vertical polarizations at 19.35,
37.0 and 85.5 GHz in addition to a 22.235 GHz vertically polarized channel. The effective
field of view of each frequency is listed in Table 4.3. A more comprehensive overview of the
SSM/I platform is available from Hollinger et al. (1987).
Channel (polarization) Along-track (km) Cross-track (km)
19.35 (H, V) 69 43
22.235 (V) 50 40
37.0 (H, V) 37 28
85.0 (H, V) 15 13
Table 4.3: SSM/I effective field of views.
The SSM/I dataset used for this study is the HURSAT-MW database generated by Ken-
neth Knapp of NCDC, similar to the HURSAT dataset described by Knapp and Kossin
(2007), except instead for passive microwave platforms. This dataset uses 6-hourly TC
best track data that prescribes the estimated center position of individual TCs in order
to extract and subset the relevant segment of all SSM/I overpasses for subsequent analy-
sis. These swath segments are centered on the estimated TC position from best track and
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then regridded via bi-linear interpolation to a common resolution of 8 km at all frequencies
and polarizations, thus allowing for intrafrequency comparison over identical regions. The
HURSAT-MW dataset spans from 1987-2008. A minimum threshold of 50% swath coverage
over the innermost 1◦ is imposed for inclusion in the study to ensure sufficient coverage of
the TC inner-core.
4.2.2 Tropical Rainfall Measuring Mission (TRMM) Microwave
Imager (TMI)
The second passive microwave sensor used in this study is the Tropical Rainfall Measuring
Mission (TRMM) Microwave Imager (TMI), which is largely based off of the SSM/I, making
it a logical choice to extend the HURSAT-MW dataset further. TRMM is in an atypical
orbit with coverage limited to between ±35◦, further making it ideal for TC studies. The
TMI is a conically-scanning sensor operating at both horizontal and vertical polarizations
for 10.65, 19.35, 37.0, and 85.5 GHz and a 21.3 GHz channel at vertical polarization only.
The initial TMI effective fields of view are listed in Table 4.4, however the platform was
boosted from 350 to 402.5 km altitude in August 2001 in order to prolong the sensor lifetime
and thus degraded these resolutions slightly. A more comprehensive overview of the TMI
platform is available from Kummerow et al. (1998). The same processing treatment applied
to the SSM/I data in generation of the HURSAT-MW dataset is also applied to the TMI
data for further extension of the passive microwave dataset scope, with TMI overpasses of
TCs from 1997 through 2008 included.
Channel (polarization) Along-track (km) Cross-track (km)
10.65 (H, V) 63 37
19.35 (H, V) 30 18
21.3 (V) 23 18
37.0 (H, V) 16 9
85.0 (H, V) 7 5
Table 4.4: TMI effective field of views.
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4.3 Microwave Radiative Transfer (MWRT) Model
Initially this study planned to attempt to couple the WRF simulation output directly
with a radiative transfer model. After limited attempts at doing so, this plan was discarded
primarily due to the potential for radiative transfer model sensitivities to parameterization
choices within the WRF simulation, thus confounding the results. Application of only two
case studies towards global paradigms is also a tenuous path. A second reason behind the
shift from this plan was due to the radiative transfer model that had direct WRF function-
ality, the Satellite Data Simulator Unit (SDSU; Masunaga et al. (2010)) has its microwave
component based off the two-stream, Eddington approximation model of Kummerow (1993)
which has become somewhat outdated compared to more modern microwave treatments of
ice such as that of Liu (2004).
Rather than couple the radiative transfer model directly to WRF, a shift towards using
an ensemble of radiative transfer solutions with idealized meteorological setups was sought,
in order to directly evaluate brightness temperature sensitivities to the environment. Rather
than use the outdated Kummerow (1993) model, instead the more recent Microwave Radia-
tive Transfer (MWRT; Liu (1998)) model is used. The MWRT uses a four stream methodol-
ogy versus the two stream Kummerow (1993) model, resulting in increased accuracy in the
radiative transfer calculations with limited additional computational expense. MWRT also
includes an updated treatment of the sea surface relative to the Kummerow (1993) model,
including contributions of wind impacts towards surface roughness and sea foam coverage
that alter the surface emissivity following Schluessel and Luthardt (1991). The MWRT uti-
lizes the ice-scattering database described by Liu (2004) to handle non-spherical ice crystals
via the discrete-dipole approximation utilizing equal-mass, reduced density spheres rather
than solid spheres. The basic meteorological sounding used for simulations with the MWRT
is the Dunion (2011) moist tropical profile, as taken to be representative of the tropical At-
lantic in the absence of Saharan Air Layer or mid-level dry air influences of the subtropical
45
high.
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4.4 Miscellaneous Data
Several data sources are used to improve and complement the information available for
individual overpasses of the observational passive microwave component of this study. Best
track data from the International Best Track Archive for Climate Stewardship (IBTrACS;
Knapp et al. (2010)) provides TC location and wind speed information at 6 hour intervals
in a common format across all global TC warning centers. All overpasses that are poleward
of 35◦ latitude are removed from analysis due to the potential of extratropical transition to
complicate physical interpretations. All overpasses of TCs with winds at the time of the
overpass of <34 kt (tropical depression strength or below) are removed from analysis, due
to the lack of defined system structure across systems with such weak intensities. Intensity
change definitions are applied to each satellite overpass based upon the intensity change over
the subsequent 24 hours (∆V24h) to allow for analysis dependent upon intensity change. The
definitions are outlined in Table 4.5, with the RI definition coming directly from Kaplan and
DeMaria (2003). Sample sizes for each intensity change classification are listed in Table 4.6.
Cumulative distribution functions (CDFs) of the best track wind speed at time of satellite
overpass for each of the intensity change classifications is shown in Figure 4.8.
Intensity change definition Wind change over subsequent 24 hours
Rapid intensification (RI) ∆V24h ≥ 30 kt
Intensifying (IN) 30 kt > ∆V24h ≥ 10 kt
Steady state (SS) 10 kt > ∆V24h ≥ −10 kt
Weakening (WE) ∆V24h < −10 kt
Table 4.5: Passive microwave data intensity change definitions utilized in this study.
Intensity change SSM/I samples TMI samples Total samples
Rapid intensification (RI) 486 138 624
Intensifying (IN) 2351 757 3108
Steady state (SS) 5633 2125 7758
Weakening (WE) 3217 1087 4304
Table 4.6: Passive microwave sample sizes by intensity change classification.
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Figure 4.8: CDF of best track wind speeds at time of each passive microwave overpass
stratified by intensity change.
A land versus ocean mask was developed using the National Geophysical Data Center’s
ETOPO2 version 2 digital elevation model1. The mask flags any region with an elevation
below 0 m as being ocean, making no distinctions for inland bodies of water or land lying
below sea level, with all other regions being land. This dataset has a resolution of 2 arc
minutes, or approximately 5 km, which is then scaled to the 8 km HURSAT-MW resolution
to mask whether individual pixels sample over land or ocean. Pixels flagged as land are
not included in analysis of polarized brightness temperature data, due to the potential for
contamination from widely varying surface emissivities dependent upon land cover (Grody
1http://www.ngdc.noaa.gov/mgg/global/etopo2.html
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and Weng, 2008). Further, since the focus of this study is on naturally occurring TC intensity
change, all overpasses that have land within 150 km of the TC center are removed from
analysis due to the potential for weakening due to landfall or interactions of the inner-core
with topography (or potential intensification due to re-emergence over the ocean following
such interactions).
Reanalysis data from the NASA Modern Era Retrospective Reanalysis (MERRA; Rie-
necker et al. (2011)) is used to supplement environmental information for the SSM/I and
TMI overpasses. Included are 850-200 hPa wind shear (SHR850−200), 200 hPa divergence
(D200), 850-700 hPa mean relative humidity with respect to water (RH850−700), 200 hPa zonal
wind (u200), and sea surface temperature (SST ). The annulus that is averaged across and
temporal and spatial resolutions for each data source are listed in Table 4.7. The variables
chosen for inclusion follow Kaplan et al. (2010), with the substitution of SST for oceanic
heat content, due to the lack of global data availability. The MERRA reanalysis has a fac-
tor of 4 times spatial resolution improvement relative to the NCEP/NCAR reanalysis used
by Harnos and Nesbitt (2011) while also being available at least twice as frequently, thus
providing more appropriate TC environmental information in time and space.
Variable Annulus Temporal Res. Spatial Res.
850-200 hPa Wind shear (SHR850−200) 0-500 km 3 h 1.25◦
200 hPa Divergence (D200) 0-1000 km 3 h 1.25
◦
850-700 hPa Relative humidity (RH850−700) 200-800 km 3 h 1.25◦
200 hPa Zonal wind (u200) 0 km 3 h 1.25
◦
Sea surface temperature (SST ) 0 km 1 h 0.5◦
Table 4.7: Description of MERRA environmental data to supplement passive microwave
overpasses.
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4.5 Novel Analysis Techniques
4.5.1 Objective RMW Determination
The role of the RMW towards efficient tropical cyclone intensification was previously
overviewed in Section 2, in addition to the focus of prior works with a focus on the RMW
importance being nearly exclusively evaluated within axisymmetric models. The question
arises however of how valid is the axisymmetric approximation is for realistic TCs? Croxford
and Barnes (2002) detail in-situ flight-level wind data for nearly 1000 aircraft flight legs of
North Atlantic TCs, revealing that the tangential wind field symmetry increases with greater
system strength. This consideration is important for evaluating the RMW in concert with
TCs undergoing RI, as it has been shown that the majority of TCs undergoing RI begin
doing so at tropical storm strength or weaker (Kaplan and DeMaria (2003); Harnos and
Nesbitt (2011)) such that the axisymmetric approximation of the tangential wind field may
be invalid. Further, studies using axisymmetric approximations in realistic TCs typically
use only a single height approximation for RMW characterization (e.g. Nguyen and Moli-
nari (2012), Chen and Zhang (2013)), thus neglecting potential vertical variation that can
confound results. Nevertheless, axisymmetric RMW approximations at even a single height
are superior to arbitrary inner-core definitions used in studies evaluation the role of heating
on TC intensification (e.g. Rogers (2010), McFarquhar et al. (2012)) as such frameworks fail
to account for the contraction of the TC inner-core over time and lack the physical link to
I provided by the RMW positioning.
To overcome the shortcomings of the aforementioned studies, an objective method to
quantify the evolution of the RMW in three dimensions is introduced. For developing an
objective three-dimensional RMW estimate, the initial challenge is decomposing zonal and
meridional winds into radial and tangential components. In doing so, a valid center ap-
proximation is necessitated at all altitudes should the vortex be tilted, otherwise error is
introduced into the wind components. A new three-dimensional centering and RMW gen-
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eration algorithm has been developed using pressure features at specified altitudes, allowing
for objective storm center estimation as a function of height, then allowing quantification
of the three-dimensional RMW. Various steps of the RMW algorithm are shown in Figure
4.9. The numerous steps involved throughout RMW determination underscore the resultant
RMW acting as a best approximation and not absolute truth, however it is the first objective
three-dimensional RMW estimate to the author’s knowledge.
To address tilt in TC center location determination, the authors have developed a center
tracking method following the precipitation feature framework (Nesbitt et al. (2000); Jiang
(2012)), where here horizontally contiguous pressure regions below a threshold value are
treated as a singular entity which we designate a pressure feature. In the first step for
the RMW determination, the vortex center is approximated through the use of pressure
features introduced at each output time and 250-m altitude increments. Initially, the entire
innermost domain sea level pressure (SLP) field is smoothed with a 5x5 Gaussian filter
202 times. The 0.1 percentile is then taken of these smoothed values, with regions below
the threshold isolated and the largest contiguous (4-sided) feature being deemed associated
with the mesoscale circulation, such that its centroid is assumed as the TC center. This
procedure is repeated upward through 16 km altitude on each constant height surface, with
the exception that after the first (surface) evaluation the previous constant height surface
center is used to constrain the search of pressure values on the subsequent surface, with the
10th percentile value over a 1 degree (111 km) radius circle about the anterior storm center
(Figure 4.9A). Nguyen and Molinari (2014) have shown that a method using the pressure
field, as done here, for TC center diagnoses produces the most coherent vertical structure
relative to other potential center-defining parameters such as: minimum geopotential height,
maximizing the tangential wind field within the RMW, or using a potential vorticity centroid.
2The smoothing iteration was tested at 0, 1, 5, and 20x. Through use of several test output times
and altitudes, in particular early in the simulation where a limited mesoscale circulation with significant
convective modification existed, the 20x filter consistently characterized the TC center location with the
least vertical variation while producing tangential winds that were subjectively the most symmetric in
appearance.
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The centers from these pressure features (thin lines in Fig. 4.9B) are generally repre-
sentative of the TC circulation center, however some issues can reduce algorithm accuracy.
The warm core is slow to manifest aloft due to the analysis beginning prior to Ike and Earl
becoming tropical storms, and conjointly there is a transition to anticyclonic behavior aloft.
To combat these issues, a least squares linear regression is introduced to ensure the most
vertically consistent region of the center fixes is used to characterize the TC. Values where
the net horizontal distance over 250 m in altitude vary >10 km are discarded. This value
was also tested for various horizontal magnitudes and also the net distance versus individual
x- and y-variability, in addition to a no regression scheme option. The 10 km threshold
subjectively produces the most symmetric tangential wind field while consistently providing
a sufficiently deep layer for the least squares fitting relative to other thresholds. Using a least
squares approach, a polynomial is then fit to both x- and y-coordinates with the resulting
fit taken to represent the TC primary circulation center (thick lines in Fig. 4.9B).
With unique centers for all times and altitudes in the simulation, tangential winds and
the resultant RMW are calculated. First, hourly averaged storm motion is removed from
the model winds with the wind field then decomposed into tangential (Figure 4.9C) and
radial components. The RMW is a function of tangential winds, with the RMW assumed to
reside a minimum of 5 km and maximum of 1◦ (111 km) from the center. At each altitude
the tangential winds are evaluated along 1 degree radii at each degree of azimuth, where
along the radial smoothing with a 1-3-1 filter of tangential winds is performed to remove
any small-scale variability, with the maximum tangential wind along the radial deemed the
initial RMW (black lines in Figure 4.9C). At times, particularly early in the simulation,
scattered convection results in strong azimuthal RMW variation (e.g. south-southwest of
the center in Figure 4.9C). To restrict any such large shifts, for each azimuth an average of
the RMW is taken along ±4◦ of azimuth and should the central RMW vary more than ±2
standard deviations from the subset mean, the mean then replaces the central RMW value.
This method does not remove all such strong azimuth-to-azimuth RMW variability early
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in the simulation, and to further correct the x- and y-coordinates of the RMW are twice
smoothed with a Gaussian filter across ±3◦ of azimuth. The resulting values are taken as
the final RMW estimate (thin black lines Figure 4.9D).
4.5.2 Updraft Features
As mentioned in Section 2, a number of studies have evaluated the role of CBs in TC
intensification. Rogers (2010) utilized a definition whereby a CB was defined for any column
(1.667 km horizontal resolution) with an average vertical motion between 700 and 300 hPa
of ≥5 m s−1. Montgomery et al. (2006) used a similar method, albeit with a lesser velocity
threshold and greater depth required in declaring a CB to be a column with vertical motion of
≥1 m s−1 constantly throughout 1-15 km altitude using 2 km horizontal resolution. Finally,
Reasor et al. (2009) used a CB definition similar to Rogers (2010) with an additional caveat
where the mean vertical motion over 2-6 km had to be ≥5 m s−1 with an accompanying
2 km reflectivity of ≥30 dBZ (using a horizontal resolution of 2 km). The commonality
among these CB definitions is that they are all evaluated over upright vertical columns.
This column framework comes into question due to all features within a TC possessing an
outward tilt away from the TC center, as parcels following the secondary circulation travel
along surfaces of absolute angular momentum (Emanuel (1986), Montgomery and Smith (in
press)). Further, Montgomery et al. (2006) depicts CBs as being on the order of 10 km
spatially such that any tilt in the vertical to these relatively small features may yield missed
CB cases.
To remedy this upright qualifier shortcoming, the authors also seek a metric to explic-
itly define the relative proportions and roles of other regimes of convection (e.g. shallow
cumulus, cumulus congestus and deep convection). In doing so, the authors then follow the
precipitation feature concept (Nesbitt et al. (2000), Jiang (2012)), but extend the contigu-
ous region into three-dimensions. This three-dimensional approach was first undertaken by
Wang (2014) for evaluating the contributions towards TC genesis from individual updraft
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populations. Here, for each model output time the three-dimensional vertical velocity field is
analyzed and grid cells where the vertical motion exceeds 1 m s−1 are isolated. These values
are then searched for contiguous regions on 6-sides as shown in Figure 4.10. To remove
extraneous features such as gravity waves near the tropopause or boundary layer rolls, a
minimum depth threshold of 1 km is imposed on these contiguous regions, which we then
define as updraft features. It should be noted that due to the model resolution of 1 km, and
6-sided nature of the updraft features, each feature must cover a horizontal area of at least
5 km with 3 km length and width. These values are broader than typical observed updrafts
(e.g. Black et al. (1994), Heymsfield et al. (2001)), yet still represents an improvement over
an upright qualifier definition for convection. Should this methodology be used again in the
future, it is advised that model resolution be improved further, thus reducing the spatial
extent necessary for the updraft feature analyses.
The updraft features can then be approximated into convective regimes via the maxi-
mum altitude that each updraft feature attains, following the observational studies of Houze
Jr. and Cheng (1977) and Johnson et al. (1999). The updraft feature maximum altitude
thresholds, and the corresponding convective regime for each is listed in Table 4.8. No dis-
tinction is made for stratiform precipitation, due to the lack of stratiform precipitation that
is not initially forced by convection within a TC (i.e. all stratiform precipitation within
a TC directly results from convection, and is thus an extension of the forcing convection
even if the convective elements have dissipated) and lack of strong vertical motions in strat-
iform regions. During investigation the authors note a preference for simulated updrafts
to be broader than observed (even moreso than the minimum values outlined in the previ-
ous paragraph). It is beyond this dissertation’s scope to evaluate the reasons for this bias,
however potential contributors include model turbulence (Bryan et al. (2003), Waite and
Khoudier (2010)) or microphysical treatment (Varble et al., 2011). Sensitivity tests of the
updraft feature thresholds in terms of vertical motion required to be considered an updraft
feature, as well as the CB altitude threshold of >14 km are also performed for each TC,
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with those results outlined in Section 5.6.3.
Convective regime Maximum updraft feature altitude
Shallow cumulus ≤ 5 km
Cumulus congestus > 5-8 km
Deep convection > 8-14 km
Convective burst (CB) > 14 km
Table 4.8: Convective regime classifications by maximum updraft feature altitude.
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Figure 4.9: Steps taken to evaluate the TC center, tangential wind distribution, and resulting
RMW for the example of Earl at RI onset (18 UTC 28 August, 2010). (A) depicts the
smoothed pressure field at 2 km over the innermost 1◦ relative to the center for the layer
below (1.75 km) with the largest pressure feature outlined and the x indicating its centroid.
(B) depicts the x- (thin blue) and y- (thin red) centers throughout the column used for
the vertical regression to determine the function vertically describing the TC center (thick
lines). Dashed lines are values of pressure feature centroids deemed not representative of the
TC center. Horizontal thin black line indicates maximum altitude used in center regression.
(C) depicts 2 km tangential wind field (contoured) and initial RMW (black line) every 1◦ of
azimuth. (D) depicts the same as (C) but for the final smoothed asymmetric RMW (thin
line) and axisymmetric RMW (thick line) estimated. Colorbar at bottom is valid for the
tangential wind of panels C and D.
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Figure 4.10: Example dimensions of the contiguous 6-sided nature of an updraft feature.
Blue (red) lines indicate horizontal (vertical) resolution.
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Chapter 5
WRF Simulations
The initial storm chosen for simulation is one to evaluate whether the low wind shear
ring-like structural mode of Harnos and Nesbitt (2011) is present, and if so to evaluate the
dynamical and thermodynamical processes taking place. Hurricane Ike from the 2008 North
Atlantic hurricane season is selected to investigate this paradigm, due to it undergoing RI
at one of the lowest NCEP/NCAR reanalysis wind shear values within the Harnos and Nes-
bitt (2011) study, thus potentially minimizing the influence of wind shear influences on TC
structure (pending reanalysis quality). The second storm selected for simulation is Hurri-
cane Earl of the 2010 North Atlantic hurricane season, that underwent RI while experiencing
relatively high wind shear. Earl was initially chosen for analysis due to occurring during
NASA’s Genesis and Rapid Intensification Processes (GRIP), NOAA’s Intensity Forecast-
ing Experiment (IFEX), and NSF’s Pre-Depression Investigation of Cloud-systems in the
Tropics (PREDICT) field projects. However, PREDICT failed to fly Earl, GRIP’s science
flights missed RI onset, and the IFEX aircraft had limited instrumentation for quantifying
precipitation roles. The IFEX campaign did have an aircraft radar, however the data were
confounded by artificial echo associated with sea spray (not shown; see Figure 2 of Mont-
gomery et al. (2014) for comparable examples from Earl), thus obscuring the precipitation
structures and overall character. Regardless, Earl provides a relatively high sheared case
of RI over a prolonged period, with which to investigate Harnos and Nesbitt (2011)’s high
shear structural archetype of intense convection occurring preferentially to the right of the
shear vector as RI begins. The following sections provide synoptic overviews of each TC,
brief comparisons of the simulated and observed TCs, evaluation of the vortex structures in
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each simulation, analyses regarding the warm core character for both model outputs, con-
siderations of the role of precipitation and its environmental influences for both simulations,
quantitative descriptions of the vertical motion character for both simulations, and interim
conclusions for this chapter.
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5.1 Synoptic Overviews
Before through investigation of the WRF simulations, brief overviews of the observed
histories of Hurricane Ike (2008) and Hurricane Earl (2010) are given as initial background.
5.1.1 Hurricane Ike
Hurricane Ike developed from an African easterly wave moving off the West-African
coastline on 28 August, 2008 (Berg, 2010). The system passed south of the Cape Verde
Islands over the next two days, while failing to organize or intensify further. At 06 UTC
1 September the NHC declared Ike a tropical depression, before quickly upgrading it to a
tropical storm 6 hours later. Ike intensified minimally as it continued to the west-northwest
for the next 48 hours. Abrupt intensification of 15 kt over the next 6 hours began at 12
UTC 3 September, resulting in the declaration of hurricane status for 18 UTC. This wind
speed increase doubled over the next 6 hours, with the winds increasing from 75 to 105 kt,
thus meeting the 30 kt RI threshold over a mere 6 hour period. Peak intensity of 125 kt
(Category 4 hurricane status) was achieved at 06 UTC 4 September before slowly weakening
for the next few days. The remainder of the storm’s history is omitted from the analysis
in this dissertation, yet saw Ike continue west striking Cuba on 8 September before shifting
into the Gulf of Mexico and making landfall near Houston, Texas on 13 September. A more
thorough overview of Ike’s synoptic history is available from Berg (2010).
MERRA analyses for the tropical Atlantic at 00 UTC 2 and 3 September, 2008 are
shown in Figure 5.1. Hurricane Hanna is evident in each panel north of Hispaniola. On 2
September Ike possesses a closed earth-relative circulation in 850 hPa streamlines, and is
deeply embedded within a region of high precipitable water (PW) with values above 60 kg
m−2 associated with its inner-core, with the nearest dry air several hundred kilometers to
the west-southwest (Fig. 5.1A). Aloft (Fig. 5.1C) Ike is due south of the subtropical high
with the flow generally aligned to that of the low-levels out of the southeast. The next day
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sees Ike remaining within high PW but approaching drier air to its west while remaining
within zonal easterly flow (Fig. 5.1B) while upper-level flow now possesses a more meridional
component (Fig. 5.1D).
Figure 5.1: MERRA precipitable water and 850 hPa earth-relative streamlines (A and B)
and 200 hPa geopotential and flow vectors (C and D) for 00 UTC on 2 September, 2008 (A
and C) and 3 September, 2008 (B and D). Surface locations of Hanna and Ike marked with
H and I respectively.
Figure 5.2 depicts a time series of Ike’s track (Fig. 5.2.A) and intensity (Fig. 5.2.B).
It is stressed that throughout this portion of its lifecycle that Ike’s intensity was satellite
estimated, rather than directly measured via aircraft, due to the TC’s location over the
Central Atlantic (Berg, 2010). Ike began undergoing RI following the definition of Kaplan
and DeMaria (2003) of 15.4 m s−1 (30 kt) over 24 h while at 28.3 m s−1 (55 kt) intensity on
00 UTC 3 September, concluding at 18 UTC 4 September and 59.2 m s−1 (115 kt) winds for
a complete RI period lasting a total of 42 hours (RI onset occurring at 18 UTC 2 September,
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00, 06, 12, and 18 UTC on 3 September) with a total intensity change of 30.9 m s−1 (60 kt)
over that period.
Ambient wind shear variation throughout the Ike simulation period is depicted in Figure
5.3 taken from MERRA data; where for each wind shear is taken as the difference between
850 and 200 hPa winds averaged over an annulus spanning between 200 and 800 km. The
MERRA data reveals shear magnitudes below 3 m s−1 through RI onset at 00 UTC 3
September, 2008 that steadily increase through 4 September. Reanalysis shear magnitudes
(Fig. 5.3) meet the low shear criteria taken from Harnos and Nesbitt (2011) through 18
hours after RI has begun (effectively spanning all potential times of RI onset). Shear is
initially out of the south late on 2 September before rotating anticyclonically throughout 3
September where it remains out of the North through 18 UTC 4 September.
5.1.2 Hurricane Earl
Earl developed from an African easterly wave emerging into the Atlantic on 23 August,
2010 (Cangialosi, 2011). A closed circulation developed on 24 August in conjunction with
increased convection as the system passed south of the Cape Verde Islands. The NHC
declared the system a tropical depression at 06 UTC 25 August and a tropical storm 6
hours later. Earl maintained tropical storm strength on its westward path, before steady
intensification from 00 UTC 29 through 18 UTC 30 August, being declared a hurricane at
12 UTC 29 August (Figure 5.5). Over this time Earl passed near the Leeward Islands on
30 August and Puerto Rico the following day. Earl experienced a peak intensity during the
simulation timeframe of 59.2 m s−1 (115 kt) at 18 UTC 30 August. Following the simulated
period Earl continued skirting off the east coast of North America, later making landfall as
a Category 1 hurricane on 4 September in Nova Scotia. A more thorough overview of Earl’s
synoptic history is available from Cangialosi (2011).
Tropical Atlantic conditions from MERRA at 00 UTC 28 and 29 August, 2010 are shown
in Figure 5.4. Hurricane Danielle is evident in each panel to the northwest of Earl. On 28
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August, Earl appears as an inverted-V in 850 hPa streamlines, with an associated PW
maxima above 60 kg m−2 that is well removed from dry air to the northwest (Fig. 5.4A),
while aloft (Fig. 5.4C) Earl is embedded within easterlies and approaching the subtropical
ridge base. A day later Earl remains within high PW, now possessing a closed earth-relative
circulation (Fig. 5.4B) with drier air wrapping south of Earl but not entering the circulation
center. At 200 hPa (Fig. 5.4D) Earl is south-southeast of the subtropical ridge with flow
out of the northeast, less aligned with the low-level flow than 24 hours prior.
Figure 5.5B shows Earl undergoing RI following the Kaplan and DeMaria (2003) defini-
tion at 00 UTC 29 August with 28.3 m s−1 (55 kt) winds, continuing for 48 hours before
concluding at 00 UTC 31 August with 59.2 m s−1 (115 kt) winds (RI onset occurring at 18
UTC 28 August, 00, 06, 12, 18 UTC 29 August and 00 UTC 30 August) for a total intensity
change during RI of 30.9 m s−1 (60 kt). Earl was regularly penetrated by reconnaissance
and research aircraft, and thus the intensity values are likely more accurate than those for
Ike.
Observed environmental wind shear throughout the Earl simulation timeframe from
MERRA is shown in Figure 5.6. Wind shear increases on 28 August from below 2 m s−1
through a peak of near 9 m s−1 by 18 UTC. At RI onset the shear magnitude is around 7.5 m
s−1, with a slow decay to around 4 m s−1 by 31 August. These shear magnitudes would meet
the high shear threshold of Harnos and Nesbitt (2011) from 12 UTC 28 August through 18
UTC 30 August, covering the all initiations of RI and all but the final 6 hours of the full RI
phase. Shear is predominantly oriented out of the north throughout, exhibiting a cyclonic
rotation with time from initially being more northwesterly towards a more northeasterly
orientation.
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Figure 5.2: Comparison of simulated (solid line) to observed (dash-dotted line) track (A)
and intensity (B) for Ike. In (A) the red lines connect coincident best track observations
(diamonds) with simulated positions (circles). In (B) maximum 10-m winds are in black
while minimum sea level pressure is in red. Vertical gray line indicates simulated RI onset.
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Figure 5.3: Time series of ambient wind shear direction (red) and magnitude (black) for
Ike from MERRA reanalysis with magnitude in black and direction in gray. Wind shear is
defined as the difference between 200 and 850 hPa winds averaged over 200-800 from the
TC center. No direction is plotted for shear magnitudes below 2 m s−1. For direction 0◦ is
out of the north, 90◦ east, and so forth.
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Figure 5.4: As in Figure 5.1 but for 28 August 2010 (A and C) and 29 August 2010 (B and
D). Surface locations of Danielle and Earl marked with D and E respectively.
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Figure 5.5: As in Figure 5.2 but for Hurricane Earl.
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Figure 5.6: MERRA environmental wind shear as in Figure 5.3 but for Hurricane Earl.
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5.2 Simulation Comparisons to Observations
Prior to evaluating the WRF simulations it is imperative to show that the simulated TCs
are realistic and representative of the observed systems they are meant to reproduce. This
section sets out to compare each observed and model TC in terms of simulated environment,
storm structure, and intensity.
5.2.1 Hurricane Ike
Simulated track of Ike is biased towards the northwest with progressive growth through-
out the simulation, becoming several hundred kilometers by the simulation’s conclusion (Fig.
5.2A). Through 18 UTC on 3 September however the track is generally aligned with obser-
vations, but offset with the simulation position coinciding with the observed position 6 hours
later. Simulated intensity trends (Fig. 5.2B) closely follow observations through 4 Septem-
ber when the track discrepancies have grown. In particular, errors between observed and
simulated winds on 3 September are negligible, with the two time series nearly overlaying
one another. Simulated RI begins at 1740 UTC on 2 September (hereafter approximated
to 18 UTC), 6 hours before observed with the offset time possibly being linked to the sim-
ulated track preceding the observed locations by approximately this duration. The greatest
24-hour intensity change of 25.3 m s−1 (49 kt) occurs following 21:20 UTC 2 September.
RI initiation occurs from 18 UTC 2 September through 08 UTC 3 September (RI ending
08 UTC 4 September), however the simulated RI may have continued should the simulated
track not have deviated too far poleward. Simulated pressure values are generally within
5 hPa of observed through 4 September. Subsequent times within this paper for Ike are
given relative to the initial simulated RI onset time (18 UTC 2 September) with negative
values indicating times preceding RI onset, while positive values indicate time elapsed since
RI began
Simulated environmental wind shear taken from the outermost domain (27 km horizontal
69
resolution) for Ike is seen in Figure 5.7 with the same wind shear definition as Figure 5.3
(850-200 hPa wind difference averaged between 200-800 km from the TC center). The shear
vector is below 3 m s−1 through +24 h before steadily increasing, again meeting the low wind
shear criteria from Harnos and Nesbitt (2011) for all times of RI onset. Shear magnitudes
of both MERRA (Fig. 5.3) and WRF simulation (Fig. 5.7) appear qualitatively similar
to one another, with the simulation exhibiting weaker wind shear magnitudes. The shear
orientation from +24 h onward when shear is largest is out of the north, closely matching
the observed shear direction.
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Figure 5.7: Environmental wind shear as in Figure 5.3, but for Ike WRF simulation. RI
onset (+00 h) is 18 UTC 2 September, 2008.
To compare simulated storm structure with observations, Figure 5.8 shows a compari-
son of column integrated ice (graupel, snow, and cloud ice) mass (also known as ice water
path, IWP) at -1:40 h (Fig. 5.8B) to 89 GHz PCT from the Advanced Microwave Scanning
Radiometer-Earth Observing System (AMSR-E) at -1:38 h (Fig. 5.8B). At this frequency
the passive microwave sensor depicts reduced brightness temperatures associated with scat-
tering of upwelling radiation by increased IWP values (Vivekanandan et al., 1991). Both
panels show loosely organized precipitation associated with ice processes surrounding the cir-
culation center, with the most intense convection associated with greatest IWP magnitudes
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occurring to the northwest of the center. The simulation is biased towards more convec-
tive structure to the south-southwest of the circulation, while observations lack depressed
brightness temperatures in this region. Still, the overall structural pattern for each is of
scattered convection with inner-core characteristics qualitatively following the low shear RI
composites of Harnos and Nesbitt (2011).
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Figure 5.8: Comparison of column ice water path for Hurricane Ike at -1 h 40 m (1620 UTC 2
September, 2008) (A) and AMSR-E 89 GHz PCT at -1 h 38 m (B). AMSR-E swath courtesy
of the United States Naval Research Laboratory (www.nrlmry.navy.mil/sat products.html).
5.2.2 Hurricane Earl
The simulated TC follows observed track (within 1 degree of observations throughout
with a slight bias to the southwest, Fig. 5.5A) and intensification trends (Fig. 5.5B).
Simulated RI onset occurs at 1750 UTC 28 August (approximated to 18 UTC), 6 hours
before observed, with the greatest 24-hour intensity change occurring following 1810 UTC
28 August of 22.7 m s−1 (44 kt). The simulation goes through prolonged RI as observed, with
onset occurring continuously from 18 UTC 28 through 01 UTC 29 August (RI ending 01 UTC
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30 August). Pressure trends are similar to wind, with the simulation again deepening slightly
faster. Rogers (2010) and Chen et al. (2011) have noted similar accelerated intensification in
their simulations, with the intensity discrepancies herein less than Rogers (2010) and slightly
worse than Chen et al. (2011). As with Ike, for simplicity henceforth all times referenced in
the Earl simulation are relative to the first simulated RI onset time (18 UTC 28 August).
Simulated wind shear from the 27 km domain throughout the Earl simulation is depicted
in Figure 5.9. The shear vector generally has a northerly component throughout, with a shift
from a more westerly to an easterly component around +42 h. Note the shear magnitude
increase from near zero at -18 h to 7-8 m s−1 24 hours later. From RI onset through the
remainder of the simulation shear magnitudes would fit the high shear classification from
Harnos and Nesbitt (2011). Observed (Fig. 5.6) and simulated (Fig. 5.9) wind shears mirror
each other closely in terms of both extent and trend for magnitude and direction.
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Figure 5.9: Environmental wind shear as in Figure 5.6, but for Earl WRF simulation. RI
onset (+00 h) is 18 UTC 28 August, 2010.
Figure 5.10 depicts a comparison of IWP at -1:20 h (Fig. 5.10A) to observed AMSR-E
89 GHz polarization corrected temperature 1 minute prior (-1 h 21 minutes; Fig. 5.10B).
Each panel depicts a qualitatively asymmetric system with frozen hydrometeors more promi-
nent south of the circulation, while the southeastern portion curves cyclonically inward.
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Embedded deeper convection is evident in each panel, associated with increased IWP and
reduced brightness temperatures respectively. Earl’s convection is much more asymmetric
and stronger than for Ike (Fig. 5.8), again in line with the high shear composites of Harnos
and Nesbitt (2011) with asymmetric, intense convection preferentially occurring right of the
shear vector associated with RI onset.
 54˚ W  53˚ W 
 16˚ N 
 17˚ N 
[kg m−2]
A.) B.)
Figure 5.10: Ice water path and 89 GHz PCT as in Figure 5.8, but for Hurricane Earl at -1
h 20 m (1640 UTC 27 August, 2010) (A) and -1 h 21 m (B). AMSR-E swath courtesy of the
United States Naval Research Laboratory (www.nrlmry.navy.mil/sat products.html).
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5.3 Vortex Character
Due to the efficiency arguments relating the importance of precipitation relative to the
RMW, it appears a good starting point for analysis of the numerical model simulations is
in characterizing the vortex structure, with a primary focus on the RMW itself.
5.3.1 Vorticity Character
The first analysis of the character of the vortex of each simulation is through the absolute
vorticity averaged across the innermost degree (111 km) of each simulation relative to the
2 km center position (calculated during the course of the RMW algorithm; see Section
4.5.1) as seen in Figure 5.11. Ike’s vorticity (Fig. 5.11A) is initially greatest in the mid-
levels between 4-8 km and works its way downward towards the surface over the first 12
h of the simulation. Vortex development in this nature from the top-downward has been
previously noted observationally associated with TC genesis by Simpson et al. (1997) and
Bister and Emanuel (1997), however a consensus behind the mechanism for such downward
growth remains unclear. Near -6 h in Ike the vorticity begins to grow and deepen with values
around 2x10−4 s−1 km−2 growing from 8 km to 12 km deep through RI onset, while strongest
absolute vorticity values are near 2-3 km at 3.5x10−4 s−1 km−2. The 2x10−4 s−1 km−2 contour
remains near 12 km altitude through +18 h, thereafter reaching above 14 km by +24 h where
it remains for the rest of the simulation. Strongest vorticity values remain at low-levels,
maximized between 1-3 km altitudes, presumably due to some frictional dissipation within
the boundary layer below this level. On the contrary to Ike, Earl’s absolute vorticity (Fig.
5.11B) appears to grow from the low-levels upward over time with peak values of 2x10−4 s−1
km−2 initially between 0.5-3 km at -24 h. Such bottom-up intensification of the vortex is
in line with the VHT theory of the importance boundary-layer spin-up put forth by Smith
et al. (2009) and noted in Hendricks et al. (2004) and Montgomery et al. (2006). By RI onset
the 2x10−4 s−1 km−2 layer has grown from 250 m through near 10 km altitude and by +24 h
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the peak of this level is 14 km. Absolute vorticity values throughout the Earl simulation are
strongest between 0.5-3 km altitude. The Earl simulation also experiences greater absolute
vorticity magnitudes throughout than for the Ike simulation, aside from the 24 h preceding
RI where the mid-level maximum in Ike versus the low-level maximum in Earl limits such
an interpretation.
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Figure 5.11: Average absolute vorticity within the innermost degree (111 km) of the Ike (A)
and Earl (B) simulations relative to the 2 km TC center.
The importance of upscale vorticity aggregation and growth from individual updrafts
acting to amplify the mesoscale vortex is also stressed within the VHT theory (e.g. Hendricks
et al. (2004), Montgomery et al. (2006)). To investigate such a process, Figures 5.12 and
5.13 reveal the temporal evolution of the absolute vorticity and vertical velocity, w, fields
at 1 km. Initially each absolute vorticity field lacks a distinctive vortex signature while
updrafts are generally disorganized and isolated at 1 km (Figs. 5.12A, 5.13A). Updrafts
are predominantly associated with cyclonic tendencies (red colors) throughout, with some
updrafts also possessing smaller regions of anticyclonic vorticity (blue colors). Evidence of
the vortical updrafts and their rotation into the TC center is apparent in these plots (e.g.
20 km south of the center in Fig. 5.12C, 20 km east of the center in Fig. 5.12D, 20 km
south of the center in Fig. 5.13D among others). The development of a strong absolute
vorticity signature near the TC center does not become readily apparent until around 6 h
preceding RI (Figs. 5.12D, 5.13D). From this point onward continued vorticity aggregation
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proceeds as more vortical updrafts rotate inward, and act to amplify and grow the vorticity
anomaly associated with each TC as it intensifies (Figs. 5.12E-H, 5.13E-H). Ike is fascinating
as it exhibits two apparent low-level vorticity centers (Figs. 5.12D-F), each of which sees
vortical updrafts wrapping into it. These two low-level vorticity centers eventually congeal
and intensify (Figs. 5.12G,H). The perspective shown here supports the vortical nature of
convection and mergers of the updrafts and vorticity signatures of each acting to grow the
mesoscale vortex in line with Hendricks et al. (2004) and Montgomery et al. (2006).
5.3.2 Absolute Angular Momentum
Next, the axisymmetric distributions of M (see Equation 2.1) are evaluated for evidence
of the spin-up mechanisms noted by Smith et al. (2009) and Montgomery and Smith (in
press) regarding strong convergence of M within the boundary layer and weak, persistent
inflow above the boundary layer. Axisymmetric radius/height cross sections at 6 h intervals
from -24 through +24 h for Ike are shown in Figure 5.14. Aside from isolated regions (i.e. Fig.
5.14C near 150 km radius and 7 km altitude), M increases radially at all times and altitudes
for Ike indicating an inertially stable vortex (Shapiro and Montgomery (1993), Franklin
et al. (1993), Montgomery et al. (2014)) allowing radial inflow to advect high M air inward
and increase v following Montgomery and Smith (in press). Some of these aforementioned
features not conforming to radial increase of M may be due to the axisymmetric averaging
procedure or slight errors in the TC center fix. Contraction of the M surfaces with time
is observed as Ike intensifies, easily noted in the black contours of Figure 5.14 supporting
the proposed spin-up mechanisms of Smith et al. (2009) and Montgomery and Smith (in
press). As these M surfaces shift to smaller radii their tilts become more vertically upright
throughout the troposphere, particularly at low-levels associated with the strengthening
radial inflow occurring within the boundary layer. The M surfaces typically possess an
inward slope below 1 km altitude, associated with the reduction of M by friction due to the
boundary layer parameterization. Montgomery et al. (2014) noted a tendency for M surfaces
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beyond the RMW to bow inward near 2 km altitude, yet decline to comment further on such
a feature due to limitations on the radar derived data at low-altitudes. Such a feature also
appears to manifest in Ike (e.g. Figs. 5.14C-I), with an appearance akin to a density-current
(e.g. Shapiro (1984)) with a “nose” apparent near 2 km altitude. Due to the focus of this
study on inner-core TC behavior this feature will be refrained from commenting on further,
however it does merit investigation in subsequent numerical modeling and observational
studies. Nevertheless, Ike exhibits evidence of both spin-up mechanisms from Smith et al.
(2009) and Montgomery and Smith (in press) with weak convergence above the boundary
layer and stronger inflow at low-levels associated with contracting M surfaces.
Earl’s axisymmetricM distributions preceding and following RI onset are shown in Figure
5.15. Qualitatively Earl appears fairly similar to Ike, with the general exception of Earl’s M
being typically higher at coincident times and locations. M in Earl also appears comparable
to the observational composites of M in Earl from Montgomery et al. (2014)’s Figure 5
generated from radar and dropsonde data. Again,the inertially stable vortex character is
apparent, associated with higher M values as r increases (isolated regions do not meet this
criteria such as at +0 h near 15 km altitude and r of 120 km, however this may be artifacts
of the analysis procedure). M surfaces contract inward as Earl intensifies, coincident with
more upright orientation at small r. Increased boundary layer inflow is denoted by the more
vertical orientation of the M surfaces within the lowest 1 km as time progresses, but frictional
dissipation is again apparent early and at broader radii as with Ike. A displaced inward peak
in M values is once more noted outside the RMW near 2 km altitude (readily apparent in
values near 1.75 m2 s−1 at -18 h near a r of 120 km in addition to several later times at
various M values) as in the Ike simulation and Montgomery et al. (2014)’s observations of
Earl. As in Ike, Earl’s M distribution suggests evidence of both spin-up mechanisms from
Smith et al. (2009) and Montgomery and Smith (in press).
Rather than explicitly quantify radial flow’s role in spin-up, instead divergence is averaged
with respect to time and height across the innermost degree of the simulation and displayed
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in Figure 5.16. Convergence is apparent below 1 km throughout both simulations, with Ike
(Fig. 5.16A) exhibiting weaker values over a relatively shallower layer relative to Earl (Fig.
5.16B), supportive of the boundary layer spin-up mechanism from Smith et al. (2009) and
Montgomery and Smith (in press). For each TC between the boundary layer and 8-11 km
weaker convergence is typically apparent, albeit somewhat intermittently, also supporting
mid-level spin-up mechanism from Smith et al. (2009) and Montgomery and Smith (in press).
Also of note are the strong divergence values in Earl (Fig. 5.16B) aloft near 14 km through
RI onset, associated with strong outflow and a vigorous secondary circulation tied to intense
convection as it will be shown later. Weak convergence is seen near 16 km within the
stratosphere of both simulations above the outflow layer, as has been noted previously in
the modeling study of Zhang and Chen (2012), who attribute such stratospheric convergence
to intensification in their simulation of Wilma (2005).
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Figure 5.16: Average divergence occurring within the innermost degree with respect to time
and height for the Ike (A) and Earl (B) simulations.
5.3.3 Radius of Maximum Wind
Rather than using axisymmetrically averaged values, the more complete character of
Ike’s primary circulation is analyzed through the location of the RMW with respect to time
in Figure 5.17. Fig. 5.17A shows evolution of the axisymmetric RMW over height and
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time. Through -12 h the axisymmetric RMW exhibits an inward tilt with height while
the broadest RMW regions exist in the vicinity of the boundary layer. This character is
associated with convective impacts on the vortex, specifically from spreading cold pools
associated with isolated convection (not shown), while the TC lacks structure early in its
early stages. Following RI onset RMW tilt becomes established outward with height through
the troposphere, concurrent with the vortex circulation strengthening where it can be less
readily modified by convection. The vertical variation seen throughout in the axisymmetric
RMW underscores the importance of not using an axisymmetric RMW from a single altitude
for other heights, where features of interest at an altitude other than the reference height
may not reside within representative values of I depending upon the RMW slope.
Due to the variability in Fig 5.17A from convective impacts on the mesoscale vortex early
on, the root-mean-square (RMS) error between the axisymmetric and asymmetric RMWs
is evaluated next (Fig. 5.17B). RMS errors are typically greatest above 12 km altitude, as
to be expected from the warm core nature where the tangential winds decay with height.
Through +12 h the RMS errors average at least 30 km across all altitudes, indicative of the
amount of azimuthal variability within the RMW while the primary circulation is weak. The
remaining panels of Figure 5.17 show the axisymmetric mean RMW and range of asymmetric
RMWs at 2 (Fig. 5.17C), 7 (Fig. 5.17D), and 12 (Fig. 5.17E) km altitudes. The ranges
of asymmetric RMW values for each altitude decrease following RI onset except at 12 km,
which begins decreasing around +6 h. The range of asymmetric RMW values generally
increases with height, again associated with the warm core structure where the winds are
strongest at low-levels allowing for the RMW to be readily isolated.
The azimuthal RMW variability seen here is in line with Croxford and Barnes (2002) who
show the tangential wind field symmetry increases with greater TC intensity. This variability
is attributed here to the asymmetric convective impacts on the wind field being superimposed
on the mesoscale vortex. An analog for process would be the concept of constructive or
destructive interference with waves, where two waves in phase (180◦ out of phase) with equal
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amplitude superimposed on one another would result in a wave of double (zero) amplitude.
Thus, if the convective effects on the wind field are comparable in magnitude to that of the
primary circulation, then convection can readily modify the tangential wind field. However, a
more vigorous primary circulation is less prone to convective modification being manifested in
the net tangential winds. Revisiting the wave example, this would case would have one wave
with a much larger amplitude (corresponding to the vortex) than the second (corresponding
to convective effects) such that the lesser wave’s impacts are reduced when superimposed.
Figure 5.17 is reproduced in Figure 5.18 for Earl. As with Ike, early in the simulation
between -24 and -12 h and below 4 km convective impacts are apparent associated with
spreading cold pools in the axisymmetric mean RMW (Fig. 5.18). Similarly to Ike, the
outward tilt with height of the RMW does not become established until RI begins. RMS
error of the axisymmetric RMW (Fig. 5.18B) is typically above 30 km throughout the
troposphere until +06 h, indicating substantial azimuthal variability of the RMW such that
axisymmetric approximations are once more limiting. Again, this reduction in the RMS error
and increased axisymmetry +6 to +12 h after RI begins is attributed to the strengthening
primary circulation that is less readily impacted by localized convection. Reduction in
asymmetric RMW ranges at 2 and 7 km (Fig. 5.18C, D) occur from RI onset through
around +24 h, whereafter they vary relatively constantly by 15 and 40 km respectively. The
axisymmetric RMW values also become constant around +24 h at 2 and 7 km at 25 and
40 km respectively. Asymmetric RMW values possess much broader ranges at 12 km (Fig.
5.18E) than lower altitudes. There appears to be periodic variability within the axisymmetric
mean RMW at this altitude on time frames on the order of 3-4 h, with typical mean RMW
values near 50 km throughout the simulation.
5.3.4 Tilt
Vortex tilt can be diagnosed using the storm center values diagnosed from the objective
RMW algorithm, with the zonal and meridional tilts taken as the slope with respect to
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height of the least squares function characterizing the centers in x and y. A time series of
tilt throughout the Ike simulation is shown in Figure 5.19. Units are not displayed due to
the convention being km km−1. Through -12 h Ike exhibits strong tilt to the southeast,
prior to rotating anticylonically to be oriented towards the southwest until just before RI
begins. Ike’s tilt declines following RI, and the vortex continues to be tilted to the northwest
from near +0 h through +12 h and thereafter northeast through +21 h. After this point
the tilt decreases substantially with values ≤1 both zonally and meridionally with a slight
preference for a tilt to the southeast. Nguyen and Molinari (2012) use WSR-88D radar data
to diagnose a downshear slope to Hurricane Irene (1999) during its RI. Shear magnitude is
difficult to diagnose for Ike during much of RI due to its weak magnitude, however from
approximately +0 through +15 h the shear is between 270-300◦ (Fig. 5.7) while the vortex
tilts downshear to the southeast. Reasor and Eastin (2012) note a mean tilt 60◦ left of
the shear vector in aircraft Doppler observations of Hurricane Guillermo (1997). However,
during their study the TC was mature with winds of around 55 and 70 m s−1 during the
two aircraft penetrations. The Ike simulation only reaches such strength at the end of the
simulation (+48 h) where the simulated shear is oriented near 30◦ (Fig. 5.7) and the vortex
tilting slightly downshear once more without the 30◦ offset noted in that study. Zhang and
Tao (2013) show through ensembles of idealized TCs that once shear and vortex tilt reached
a minimum RI ensued, while for Ike the shear magnitude is near a relative maxima at RI
onset (approximately 3 m s−1; Fig. 5.7) and the simulated tilt is relatively low but not a
relative or absolute minimum.
The companion perspective to Figure 5.19 for the Earl simulation is shown in Figure
5.20. The simulated Earl vortex initially exhibits a strong tilt to the northeast, rotating
anticyclonically to be out of the southeast by -12 h. This southeast tilt continues for the
next 18 h through +6 h, with the tilt of the vortex again oriented downshear (Fig. 5.9),
as the Ike simulation and Nguyen and Molinari (2012) observations also showed during RI.
Following +6 h the magnitude of Earl’s tilt decays substantially with values again typically
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below 1 for both zonal and meridional tilts, with the tilt preference continuing to be towards
the southeast. From +6 h onward the simulated shear is above 7 m s−1, at least a factor of
two stronger than the shear magnitudes from the simulation spanning initialization through
-12 h. Despite the intensification of the shear seen in the simulation the vortex remained
resilient enough to stay far more upright with only a slight tilt that was typically downshear.
When Earl’s intensity is similar to Hurricane Guillermo during the observations used by
Reasor and Eastin (2012) (here from +36 h onward) the tilt is to the southeast while the
shear is from the north-northeast, relatively closer to the Guillermo observations than the
Ike simulation that was tilted downshear. Earl also fails to conform to the patterns noted in
idealized TCs undergoing RI of Zhang and Tao (2013) with minimums in shear magnitude
and vortex tilt at onset, as instead Earl begins RI while at a relative maximum of shear
magnitude (Fig. 5.9) as in Ike, while tilt is substantial towards the southeast.
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Figure 5.17: Time series for Ike simulation of (A) axisymmetric RMW value with respect
to height, (B) RMS error of the axisymmetric RMW relative to the asymmetric RMW, and
axisymmetric RMW with the range of asymmetric RMW values at (C) 2, (D), 7, (E), and
12 km altitude.
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Figure 5.18: As in Figure 5.17, but for Earl simulation.
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Figure 5.19: Zonal (A) and Meridional (B) tilt of the vortex in the vertical with respect to
time for Ike simulation. Positive values are towards the east and north respectively.
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Figure 5.20: As in Figure 5.19, but for Earl simulation.
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5.4 Warm Core Character
With the vortex characterized, investigation of the role of precipitation in developing the
TC both in terms of observed intensity and warm core can then be evaluated. This section
aims to quantify the variability of heating and warm core parameters, that will subsequently
be related to precipitation in the following section.
5.4.1 Diabatic Heating
With the RMW algorithm available, heating distributions can be explicitly quantified
relative to the RMW position where the effects are maximized from an efficiency stand-
point following Schubert and Hack (1982), Vigh and Schubert (2009), and Pendergrass and
Willoughby (2009). Given the strong variability seen in the RMW of each TC before and
shortly after RI onset (Figs. 5.17 and 5.18), parameters evaluated relative to the RMW
should consider its azimuthal and vertical asymmetry (hereafter referred to as the asymmet-
ric RMW).
First, the average diabatic heating within the asymmetric RMW at each time and height
combination for both simulations is shown in Figure 5.21. For Ike (Fig. 5.21A), the average
diabatic heating is muted through +12 h, with mean values below 2 K s−1 km−2 at all
altitudes and times. There are some weak maximum values between 6-12 km altitudes from
-9 h through +12 h, however these are unremarkable relative to the average diabatic heating
peaks after +12 h. The strongest average diabatic heating values for Ike are evident from
+24 h onward with isolated values reaching 9 K s−1 km−2 favorably occurring between 4-11
km altitudes. In comparison, Earl (Fig. 5.21B) generally exhibits stronger average diabatic
heating within the RMW than that seen in Ike. In Earl from -9 h through RI onset, weak
1 to 2 hour long peaks in the mean diabatic heating occur between 7-10 km. As with Ike
however, the strongest mean diabatic heating within the RMW waits until well after RI has
begun, with peak values for Earl occurring after +42 h between 4-10 km reaching 14 K s−1
91
km−2. Despite the lack of a signal in the mean diabatic heating within the RMW for each
storm preceding RI, the peaks that do occur exist at subfreezing temperatures (the freezing
level for each simulation exists near 5 km), pointing towards the role of ice processes being
an important consideration in line with Harnos and Nesbitt (2011). One potential reason for
the lack of signals in the average diabatic heating within the asymmetric RMW fields is the
typically broad region encompassed by the RMW through +6 h (Figs. 5.17A and 5.18A).
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Figure 5.21: Average diabatic heating occurring within the asymmetric RMW at each time
and altitude for Ike (A) and Earl (B).
With a lack of a clear diabatic heating signal relative to RI timing in an average sense
within the RMW, focus shifts to the aggregate (summed) diabatic heating occurring within
the asymmetric RMW as shown in Figure 5.22. Here signatures relative to RI timing be-
come apparent, as seen in each panel of Figure 5.22 is an absolute maximum of net diabatic
heating over ±6 h relative to the duration of each simulation. Each of these maxima is oc-
curring within subfreezing temperatures, and are accordingly associated with ice processes
or supercooled water within cold clouds. The magnitude of the diabatic heating maximum
for Ike is 25-35 K s−1 while for Earl it is between 40-65 K s−1. This difference between
these magnitudes may be in line with the arguments of Nolan et al. (2007), who shows that
symmetric heating is more efficient at intensifying the vortex, such that for the low shear
case was able to begin RI with less diabatic heating due to the more widespread convection
(Fig. 5.8) relative to the strongly asymmetric organization of Earl (Fig. 5.10). More infor-
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mation supporting the symmetric nature of the precipitation in Ike relative to Earl is given
later in Section 5.5.3. For the same reason the average diabatic heating within the RMW
seemingly fails to show a signal, results in a tangible signal being apparent in the aggregate
diabatic heating, as the broad RMW region (Figs. 5.17A and 5.18A) allows more heating
to exist within the high efficiency region associated with the increased I residing within the
RMW. Peaks in diabatic heating preceding intensification episodes have been noted in both
early modeling studies (e.g. Kurihara and Tuleya (1974), Rosenthal (1978)) and satellite
observations (Rodgers and Adler (1981), Steranka et al. (1986), Rao and MacArthur (1994),
Harnos and Nesbitt (2011)), however these studies lack the RMW framework utilized here.
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Figure 5.22: Aggregate diabatic heating occurring within the asymmetric RMW at each
time and altitude for Ike (A) and Earl (B).
Before moving forward it is worthwhile to take a brief detour to revisit the importance of
evaluating parameters relative to the asymmetric (azimuthal variability incorporated) ver-
sus the axisymmetric RMW. Figure 5.23 repeats Figure 5.22, however this time the only
values contoured are those where the diabatic heating distribution is statistically significant
at ≥95% using a two-sided Student’s t-test. Despite numerous values at altitudes below
the freezing level through +6 h not being statistically significant in Ike (Fig. 5.23A), the
bulk of the diabatic heating distribution is statistically significant throughout, in particular
at subfreezing temperatures between 5-12 km altitude where the peak net diabatic heating
values are occurring. In Earl (Fig. 5.23B) the values which are statistically significant are
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more widespread in time and height. The peak diabatic heating maxima in Earl are gen-
erally robust relative to the axisymmetric values, other than the very strongest values near
65 K s−1 around +3 h. The t-test fails to describe which distribution has higher heating
values, however the net diabatic heating within the asymmetric RMW framework exceeds
that of the axisymmetric RMW framework for 87.9% of the time and altitude combinations,
in particular below 7 km altitude. These perspectives once more reinforce the importance of
considering the azimuthal asymmetry of the RMW for these simulations, given the modest
early intensities of both TCs. Even if the axisymmetric perspective of aggregate diabatic
heating was presented and the values appear comparable to those considering RMW asym-
metry, the similarity may be occurring due to the wrong reasons. For example, in Figure
4.9D the axisymmetric RMW clearly extends too far outside the peak tangential wind values
to the east-northeast of the TC, while occurring at too small of a radii to the south of the
center. If diabatic heating was for instance aligned with the tangential wind field, the overly
broad RMW to the east-northeast may compensate for the region to the south of the center
where the RMW is too radially concise. The t-test evaluation provides an improved analysis
relative to the comparison of the axisymmetric versus asymmetric heating distributions, due
to the t-test evaluating a broad portion of the diabatic heating distribution.
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Figure 5.23: Reproduction of Figure 5.22 with values only contoured when they are statis-
tically significant using a two-sided Student’s t-test at or above 95% relative to the diabatic
heating distribution when using an axisymmetric framework instead.
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Ideally, the diabatic heating distribution would be quantified directly relative to the I
field, however the asymmetries within the wind field of each TC make such an analysis
convoluted and noisy. Despite the importance of azimuthal asymmetry in consideration
of the RMW position, by +24 h in Ike and +12 h in Earl the azimuthal RMW variation
has decreased substantially (Figs. 5.17B and 5.18B) allowing consideration of axisymmetric
frameworks with some validity. Schubert and Hack (1982) theorize that eye development is
an effective limit on the intensification of a TC, where the subsidence and clearing effectively
force the diabatic heating to occur outside the RMW and its associated high values of I. To
investigate such a factor, the axisymmetric radial distribution of diabatic heating, I2, and
RMW position with respect to time are evaluated at fixed heights. Such an evaluation allows
the I field to be explicitly quantified relative to the RMW position and diabatic heating.
Figure 5.24 shows an axisymmetric radius-time perspective of I2 (filled contours), dia-
batic heating (grey contours of 2.5x10−3 K s−1), and RMW position (black line) at 2 km
altitude. In Ike (Fig. 5.24A), during the period where the RMW is predominantly sym-
metric (+24 h onward) the strongest diabatic heating is typically occurring from the RMW
through 10 km inward. From +30 h onward the RMW is stagnant near 25 km radius, while
the inner-edge of the diabatic heating contour begins to increase in radius after +36 h. Ac-
cordingly, for Ike there appears to be limited evidence for TC intensification resulting in
diabatic heating to be “pushed” out of the high I region as put forth by Schubert and Hack
(1982), however no information regarding eye development has been presented through now
(Section 5.5 introduces such evidence). The companion perspective for Earl (Fig. 5.24B)
shows a similar pattern, with the greatest diabatic heating at this altitude rooted in the
immediate vicinity of the RMW. The behavior of the 2 km RMW and diabatic heating
distributions appear closely linked, particularly of note between +30 through +36 h, where
the RMW increases by approximately 5 km and the diabatic heating distribution moves
outward with it by a comparable distance. For both storms the 2 km RMW is typically
situated along the outer edge of the 2.5x10−3 K s−1 km−2 diabatic heating contour.
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The axisymmetric perspective allows the I2 distribution to be investigated, with elevated
values of I2 occurring for both TCs just inside the RMW and near the TC center (presumably
where the small values of r result in high values of I2 despite weak v and absolute vorticity).
There are brief periods of strong diabatic heating near Ike’s TC center between -12 and -6 h,
and a more prolonged period between -18 and -12 h in Earl. Overall I2 values are stronger
in Earl than for Ike, presumably due to the greater v (Figs. 5.2B and 5.5B) and r values
typically being slightly less for Earl’s RMW.
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Figure 5.24: Radius-time evolution at 2 km altitude of I2 (filled contours; s−1), diabatic
heating (grey contours; 2.5x10−3 K s−1 km−2), and RMW position (black line) for Ike (A)
and Earl (B).
Moving aloft to 7 km, the diabatic heating, I2, and diabatic heating distributions are
jointly evaluated once more in Figure 5.25. Again, peak values of I2 occur 5-10 km interior
to the RMW position or near the TC centers for both simulations. At this altitude there is
some evidence for the diabatic heating being excluded from the RMW, as in Ike (Fig. 5.25A)
from +24 through +39 h the RMW is contracting from 40 to 25 km, while the peak diabatic
heating values typically remain between 20-30 km radius. After this point in Ike the RMW
expands outward briefly before contracting inward again, with the diabatic heating peaks
seemingly more tied to the RMW position during this period. In Earl (Fig. 5.25B) the RMW
position is closely associated with the outer edge of the 5x10−3 K s−1 km−2 contour from +12
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through +42 h. However, after this period the RMW contracts to reside close to the middle
of the peak diabatic heating region, where it remains for the final 12 h of the simulation. In
summary, at 2 km there is no evidence for the diabatic heating being excluded from within
the RMW as the TC intensifies, while at 7 km there is some contraction of the RMW relative
to the favored diabatic heating position but not enough to fully restrict the diabatic heating
from the high values of I2 within the RMW as hypothesized by Schubert and Hack (1982). It
should also be noted that by late in each simulation the intensity of each TC has plateaued
(Figs. 5.2B and 5.5B), rather than continuing to intensify yet there is no distinct behavioral
shift in the diabatic heating position relative to the I2 field. No information regarding eye
development has been introduced through now, however it will be shown in Section 5.5 that
eye development for each TC happens well before the contraction of the RMW relative to
the diabatic heating distribution. As at 2 km, there is enhanced diabatic heating activity
near the TC circulation center in Ike periodically from -15 h through +2 h (Fig. 5.25A) and
Earl predominantly from -9 h through +4 h (Fig. 5.25B).
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Figure 5.25: As in Figure 5.24 but for 7 km altitude. Diabatic heating (grey contours) here
are 5x10−3 K s−1 km−2.
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5.4.2 Warm Core Presence
The diabatic heating roles detailed in the previous section are only one component of
the warm core development in a TC, with adiabatic effects and horizontal advection also
potentially altering inner-core temperatures. Of primary interest are the adiabatic effects,
with adiabatic cooling within updrafts acting to offset the diabatic heating to some extent
and adiabatic warming associated with downdrafts acting to enhance the warm core. While
diabatic heating is readily output by WRF, the adiabatic warming and horizontal advection
components would have to be calculated using a θ budget for each grid cell. The difficulty in
using such an approach however is the dynamic nature of the RMW analysis region where its
horizontal size and shape are varying with each model output time, all the while the entire TC
is moving across the Atlantic. Due to these two effects, there is no straightforward method to
calculate such a budget and the respective adiabatic or horizontal advection terms. Despite
this, there will be quantitative evaluation of downdraft populations in Section 5.6 that can
be logically extended adiabatic effects.
In spite of the lack of clear contributions from adiabatic effects or horizontal advection,
it is possible to characterize the warm core itself in terms of variability of θ within the
asymmetric RMW framework. Figure 5.26 does this, providing the average value of θ,
within the RMW over time and height. Here downward (upward) sloping surfaces indicate
warming (cooling) associated with the warm core. In Ike (Fig. 5.26A) and Earl (Fig. 5.26B)
θ surfaces ≤340 K gradually descend over time beginning approximately 6 h prior to RI
onset. More pronounced descent is apparent in the 350 K surface for both TCs with its
shift from near 14 km at RI onset for Ike to near 9 km by simulation conclusion while for
Earl this surface descends throughout the entire simulation from 14 to 8 km. For higher
θ surfaces such as 360 K, likely associated with the stratosphere, there is a minimal signal
in Ike, however for Earl at 360 K there is a sharp descent from +30 h onward, however RI
concludes 1 h later. Accordingly, attribution of either TC’s RI to stratospheric subsidence
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as done by Zhang and Chen (2012) does not seem appropriate here.
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Figure 5.26: Average potential temperature occurring within the RMW with respect to time
and height for the Ike (A) and Earl (B) simulations. Black lines are at 10 K intervals.
Another way to quantify any potential stratospheric descent (and the associated hydro-
static pressure decrease that would have to result) as highlighted by Zhang and Chen (2012),
is to look at the vertical gradient of θ within the RMW, with this evaluation over time and
height shown in Figure 5.27, with this metric a proxy for static stability (a similar analy-
sis of Brunt-Va¨isa¨la¨ frequency that is not shown reveals a near-identical perspective). The
tropopause is readily apparent in both Ike (Fig. 5.27A) and Earl (Fig. 5.27B) above 14
km. As noted previously, in neither TC is there evidence of stratospheric decent within the
inner-core, as Zhang and Chen (2012) attribute to RI in their simulation of Hurricane Wilma
(2005). Enhanced stability regions are apparent in Ike (Fig. 5.27A) in the vicinity of 5 km
with average lapse rates of around 7 K km−1 km−2 from the beginning of analysis through
+12 h and from +24 h onward. The locally enhanced stability of this region is associated
with additional latent heat release from fusion at subfreezing temperatures with concurrent
evaporative cooling below the freezing level in stratiform precipitation (e.g. Johnson et al.
(1999)). In Earl (Fig. 5.27B) enhanced stability associated with the 0◦ C level (again near
5 km altitude) also manifests periodically. Also notable between 1-2 km altitudes in Ike
from +18 onward and in Earl are enhanced mean lapse rates again near 7 K km−1 km−2,
which are attributed here to development of a temperature inversion within the TC eye (as
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Figure 5.27: Average vertical gradient of potential temperature occurring within the RMW
with respect to time and height for the Ike (A) and Earl (B) simulations.
will be shown in Section 5.6). Such an inversion has been noted in numerical simulations
previously(Liu et al., 1999) as well as observationally (Willoughby, 1998).
For a different viewpoint of the warm core, Figure 5.28 shows the departure of average
θ within the RMW relative to the first 6 h of the simulations to provide a perspective of
how the warm core grows in time. In Ike (Fig. 5.28A) warming within the RMW begins
to manifest below the tropopause around -6 h and grows downward, eventually spanning
troposphere depth by +6 h. The magnitude of this warming grows fairly steadily throughout
the troposphere, with a slightly accelerated warming aloft evident with the +5 K contour
appearing near 13 km around +21 h. For Earl (Fig. 5.28B) warming appears immediately
at -18 h between 6-14 km and extends throughout the troposphere by -12 h. Initially the
warming is maximized between 5-10 km, as evident in the “nose” of the +5 K contour near
+12 h. The maximum warming experienced is greater for Earl than for Ike, with a region
of values ≥+10 K apparent from +36 h onward initially between 8-14 km before extending
downward to 3 km 6 h later. The height of the warm core in Earl coincides well with the
altitudes seen by Stern and Nolan (2012), while Ike has a much deeper warming. Durden
(2013) provides a broader overview of observed dropsonde warm anomaly altitudes showing
a wide range of values such that the Ike result is not out of the realm of possibility.
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Figure 5.28: Departure of the average potential temperature within the RMW relative to
the first 6 h of each simulation with respect to time and height for the Ike (A) and Earl (B)
simulations. Black lines are at +5 K intervals.
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5.5 Precipitation Character
With diabatic heating seemingly having a key role in the intensification of each TC based
upon Figures 5.22, 5.24, and 5.25 in addition to the choice of title for this dissertation, further
attention is desirable to the roles of precipitation in each simulated TC’s RI. This section
aims to evaluate precipitation structure and its variation, and to quantify the environmental
reasons for such variability.
5.5.1 Qualitative Description
To begin, a brief qualitative description of the organization and structure of precipitation
and its orientation relative to the RMW as observed in each simulation is given to orient
the reader and further guide discussion. Horizontal cross-sections at 2 km of simulated
equivalent reflectivity are shown in Figures 5.29 and 5.30 for Ike and Earl respectively from
24 h preceding RI onset (-24 h) through 18 h after RI begins (+18 h). Analyses for each
storm is given concurrently in time relative to RI in order to more readily compare and
contrast the two TCs.
At -24 h (Figs. 5.29A, 5.30A) each TC lacks coherent inner-core precipitation structure
despite widespread convection, while the RMW is azimuthally variable and exists at typical
radii near 90 km. 6 h later (Fig. 5.29B, 5.30B) precipitation disorganization continues,
however Earl exhibits more convective vigor with numerous CBs (defined following Rogers
(2010) where w, averaged between 700-300 hPa is at least 5 m s−1) occurring 50 km north of
the center. By -12 h (Figs. 5.29C, 5.30) precipitation begins displaying increased organiza-
tion with curvature and banding evident, while Earl continues to be more convectively active
with a region of CBs near the TC center. Here Earl’s RMW has contracted substantially,
despite substantial azimuthal variation remaining. 6 h before RI onset (Figs. 5.29D, 5.30D)
each TC is relatively asymmetric with convection preferentially located to the south and
west, while Earl still possesses more CBs and has evidence of an eye attempting to form.
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Here Earl’s RMW has become increasingly symmetric and is rooted within the rainband
wrapping around the circulation center.
As RI begins (Figs. 5.29E, 5.30E) each storm still lacks an eye, while Earl now possesses a
strong wavenumber-1 asymmetry with convection containing embedded CBs preferentially-
oriented to the right of the shear vector (out of the northwest, see 5.9) in line with the
high-shear satellite composite of Harnos and Nesbitt (2011). At RI onset Ike lacks a clear
ring-like feature in 2 km reflectivity as noted by Harnos and Nesbitt (2011) or Kieper and
Jiang (2012), but the convection surrounding the circulation center may appear somewhat
ring-like if deconvolved to passive-microwave resolution. At +6 h (Figs. 5.29F, 5.30F) eyes
now are apparent for each TC. Earl’s RMW has contracted considerably from 6 h prior while
Ike exhibits some RMW contraction as well however within both RMWs there is a lack of
CB presence aside from isolated regions near 50 km west and north of Ike’s center. Over
the following 12 h (Figs. 5.29G,H, 5.30G,H) the RMWs continue to contract and increase
in azimuthal symmetry while a shift is apparent with the area inside the RMW becoming
increasingly characterized by reflectivities associated with a lack of hydrometeors, suggesting
an increased role from adiabatic processes in maintaining the warm core through subsidence
warming at this altitude.
5.5.2 Contributing Environment
From Figures 5.29 and 5.30 it is obvious that each storm has very different characteristics
leading up to and early in RI in terms of precipitation. Earl is more convectively vigorous
than Ike with higher reflectivities and greater numbers of CBs, whereas Ike is more benign
in terms of convection with associated stratiform precipitation also often apparent. These
characterizations carry over to observations, recalling 89 GHz PCT preceding RI in Figures
5.8B and 5.10B. This subsection accordingly aims diagnose potential environmental controls
on such precipitation character leading to the precipitation patterns manifested throughout
both simulations.
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Figure 5.31: Time series of average SST occurring within the innermost degree for the Ike
(A) and Earl (B) simulations.
The first ingredient for convection is instability, with greater instability in the tropics
long known to be closely tied to elevated sea surface temperature (SST; Bjerknes (1966);
Bjerknes (1969); Waliser et al. (1993)) above approximately 26 ◦C. Figure 5.31 displays the
average SST over the innermost degree (111 km) across each simulation. Ike (Fig. 5.31A)
experiences cooler mean SSTs than Earl (Fig. 5.31B) throughout the entire simulation. In
Ike the SST is between 27 and 28 ◦C through +36 h, reaching 28.5 ◦C by the end of the
simulation at +48 h. On the other hand, Earl starts out with SSTs just over 28 ◦C at -24
h, reaching 29 ◦C by -6 h. For the remainder of the Earl simulation SSTs hover between
29 and 30 ◦C. SST has been linked to increased CB presence by Chen and Zhang (2013)
through sensitivity tests of altering the SST during their simulation of Hurricane Wilma
(2005). Without such computationally expensive sensitivity tests the SST link cannot be
readily confirmed in this scenario, however the TC with warmer SSTs does exhibit more
prevalent CBs in these cases in line with the results of Chen and Zhang (2013).
Similarly tied to SST in aiding convective development, are surface fluxes which are
explicitly output by WRF. Figure 5.32 shows time series of the average surface sensible and
latent heat fluxes, in addition to CAPE across the innermost degree of each simulation.
Here CAPE is evaluated using a 500 m deep parcel with the maximum equivalent potential
106
temperature (θe) within the vertical column. In Ike (Fig. 5.32A) the surface sensible fluxes
are typically below 100 W m−2 throughout the simulation with a slow increasing trend.
Surface latent heat fluxes increase more rapidly, from near 150 W m−2 at -24 h and ending
at 450 W m−2 at +48 h. There are no clear trends in terms of the rate of increase of sensible
or latent heat fluxes for Ike relative to the timing of RI. Despite both of these fluxes growing
throughout the simulation, a potential WISHE role is unclear as the intensity late in the Ike
simulation plateaus (Fig. 5.2). At the beginning of the Ike simulation average inner-core
CAPE is 1250 J kg−1, growing to 1300 J kg−1 by RI onset, and peaking near 1800 J kg−1
by +18 h.
Relative to Ike, Earl (Fig. 5.32B) experiences greater surface sensible and latent heating
fluxes, which grow at a rate approximately 2-4 times that seen in Ike. Peak sensible and
latent heating occurs between +42 and +48 hours with values of 250 W m−2 and 1050 W
m−2 respectively. At the time of RI onset sensible and latent heating are approximately 2
times and 1.5 times greater than Ike experiences at the same point in time. Surface fluxes
in Earl appear better correlated with intensity than seen in Ike, with the increasing trend
in flux magnitudes through around +40 h being just prior to the peak intensity (Fig. 5.5),
followed by a plateau and slight weakening apparent in both the fluxes and wind speeds.
In line with the stronger surface fluxes experienced by Earl, CAPE is typically stronger
than that seen in Ike through +15 h. Earl shows a decreasing trend in CAPE across the
innermost degree, beginning around 1950 J kg−1 and ending below 700 J kg−1. Given the
strong CAPE values seen through RI onset in Earl, the prevalence of CBs for Earl (Figure
5.30A-E) relative to Ike (Figure 5.29A-E) is unsurprising.
A final perspective on instability across the innermost degree of each TC is given in
Figure 5.33 featuring 250 m θe (within the boundary layer), 2 km θe (above the boundary
layer), and CAPE presented again. It is noted that θe encompasses both heat and moisture
character, such that it yields more information than just for instability alone. Within the
2 km θe there is little difference between the two TCs aside from the last 12 h of each
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Figure 5.32: Time series of average CAPE (red line), surface latent heating (black solid line),
and surface sensible heating (black dashed line) occurring within the innermost degree for
the Ike (A) and Earl (B) simulations. Positive heating values indicate heat transfer from the
ocean to the atmosphere.
simulation. Differences near the surface at 250 m however are notable, with θe values in
Earl (Fig. 5.33B) 2-3 K higher than those of Ike (Fig. 5.33A). With comparable θe at 2 km
these differences in low-level θe support the stronger instability noted in the early times of
the Earl simulation, as evidenced in the CAPE discrepancies.
The aforementioned secondary component to θe, moisture, requires further evaluation
now that instability has been investigated. A first moisture perspective is given in Figure
5.34, displaying the averaged PW and column-integrated moisture convergence across the
innermost degree of both simulations. Ike (Fig. 5.34A) has greater PW values through
RI onset than does Earl (Fig. 5.34B) by typical values of 2-4 kg m−2. The source of
these discrepancies is the strongly asymmetric structure noted in Earl by Figures 5.30A-E
with a dipole-like structure associated with precipitation and a distinct lack of precipitation
respectively. Such a feature is noted in the dropsonde composites of Zhang et al. (2013)
who associate higher θe to the right of the shear vector due to with convective development
upshear and cyclonic rotation downshear where decay occurs and downdrafts act to then
reduce boundary layer θe to the left of the shear vector. The precipitating region has high
PW values similar to those noted in Ike and at times exceeding 70 kg m−2, whereas the
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Figure 5.33: Time series of average CAPE (red line), 250 m θe (black solid line), and 2 km
θe (black dashed line) occurring within the innermost degree for the Ike (A) and Earl (B)
simulations.
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Figure 5.34: Time series of average PW (red line) and column integrated moisture con-
vergence (black line) occurring within the innermost degree for the Ike (A) and Earl (B)
simulations.
clear-air regions are characterized by PW values typically <60 kg m−2 and on occasion
below 50 kg m−2 (not shown). Integrated moisture convergence values are 2-3 times greater
on average leading up to RI in Earl (Fig. 5.34B) relative to Ike (Fig. 5.34A). Presumably,
this is tied to the stronger convective character for Earl in Figure 5.30 and greater coverage
of CBs that would be associated with strong low-level convergence within the moisture rich
environment. Moisture convergence magnitudes across the innermost degree only become
comparable from +24 h onward in each simulation.
For further investigation of the moisture convergence for each simulation, the average
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Figure 5.35: Average moisture convergence occurring within the innermost degree with
respect to time and height for the Ike (A) and Earl (B) simulations.
values across the innermost degree with respect to time and height are shown in Figure 5.35.
Preceding RI Ike (Fig. 5.35A) exhibits moisture convergence typically extending through 4
km altitude, whereas Earl (Fig. 5.35B) has moisture convergence typically extending only
through 2.5 km and periodic surges of deeper moisture convergence extending to 6-8 km.
Despite the typically shallower moisture convergence depths, Earl shows stronger moisture
convergence values at the lowest levels, often 2-3x that of Ike, similar to the integrated
moisture convergence discrepancies noted in Figure 5.34. Moisture convergence magnitudes
increase over time for each simulation at the lowest-levels.
The impacts of moisture convergence on relative humidity with respect to liquid water
averaged across the innermost degree of each simulation are shown in Figure 5.36. Ike
(Fig. 5.36A) exhibits relatively high humidities through the freezing level, with values here
exceeding 85% throughout. In Earl (Fig. 5.36B) the near-surface and freezing level vicinity
exhibit relative humidity values close to saturation throughout, with relatively drier average
relative humidities near 75% between 2-3 km altitude from -12 through +6 h. Once more,
these lower relative humidities are somewhat deceptive due to the averaging across the
innermost degree, where the wavenumber-1 structure (Fig. 5.30A-E where relative humidity
values below 60% appearing in the portion of the storm lacking precipitation (with humidities
near 100% associated with the precipitating region). Some drying between 2-4 km is apparent
110
A.) B.)
−24 −18 −12 −6 0 +6 +12 +18 +24 +30 +36 +42 +48
2
4
6
8
10
12
14
16
Time relative to RI onset [h]
He
igh
t [
km
]
−24 −18 −12 −6 0 +6 +12 +18 +24 +30 +36 +42 +48 +54
2
4
6
8
10
12
14
16
Time relative to RI onset [h]
He
igh
t [
km
]
[%]
20 30 40 50 60 70 80 90 100
Figure 5.36: Average relative humidity with respect to liquid water occurring within the
innermost degree with respect to time and height for the Ike (A) and Earl (B) simulations.
in each simulation after +6 h, coincident with eye appearance in both (Figs. 5.29F and
5.30F). It should also be noted that Figure 5.36 instead performed for average values within
the asymmetric RMW (not shown) produces a qualitatively similar result.
5.5.3 Passive Microwave Perspectives
In an effort to bridge the gap between the modeling and passive microwave observational
components of this study, the WRF precipitation output is next evaluated using the context
of column-integrated liquid and ice content mass. Within the remote sensing community,
these are more commonly referred to liquid and ice water path (LWP and IWP) respectively.
While these metrics give no information regarding the vertical distributions of hydromete-
ors, they do possess an integrated perspective of passive microwave platforms. Due to the
integration aspect, it also cannot be stated that regions with nonzero liquid or ice water
path are definitively precipitating as a result of the absence of hydrometeor information at
the surface. With the WSM6 microphysics the hydrometeor species constituting LWP are
cloud liquid water and rain, while IWP is constituted by cloud ice, snow, and graupel.
First the axisymmetric profiles of LWP are presented in Figure 5.37 within the innermost
degree of each simulation with respect to time, where the center used for the evaluation is
taken at 2 km. Axisymmetric LWP values in Ike (Fig. 5.37A) are generally between 3-5 kg
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Figure 5.37: Axisymmetric LWP based on 2 km altitude center with respect to radius and
time for the Ike (A) and Earl (B) simulations.
m−2, with lower values over the innermost 10 km. LWP begins to grow starting near +8 h
at a radius of 35-40 km associated with the developing eyewall (Fig. 5.29F). By +18 h Ike’s
axisymmetric LWP values at this range have grown to near 8 kg m−2. Over the following 12
h the peak axisymmetric LWP values contract to between 15-30 km and grow to near 12 kg
m−2 at times. Hereafter the peak LWP values remain across these same radii through +42
h before extending outward through near 50 km, with magnitudes of 9 kg m−2 or less. Earl
(Fig. 5.37B) exhibits stronger peak axisymmetric LWP values, approaching 14 kg m−2 after
RI has begun. Earl also possesses some strong axisymmetric LWP maxima at radii <10
km between -18 and -11 h associated with the convection seen near the TC center earlier in
Figs. 5.30B and C. After this point through +6 h the strongest axisymmetric LWP values
at each time are radially broad regions between 20-50 km radii with values approaching 8
kg m−2 briefly near -6 h. After +6 h the peak axisymmetric LWP values become better
defined between 20-30 km radius, with a inward trend noted in their movement between +6
and +24 h preceding a slight outward shift through +30 h whereafter the strongest values
remain.
The companion perspective to Figure 5.37, but for IWP is shown in Figure 5.38. In
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Figure 5.38: As in Figure 5.37 but for IWP.
general the axisymmetric IWP patterns are qualitatively similar to those seen in the LWP,
however the peak values in IWP are shifted outward by 5-10 km. This phenomena is easily
explained by the outward slope of precipitation within the TC inner-core as air parcels closely
follow surfaces of constant absolute angular momentum (Emanuel (1986), Montgomery and
Smith (in press)). Axisymmetric IWP peaks are also broader radially than in axisymmetric
LWPs, likely due to the increased horizontal area covered by convective anvils. Peak ax-
isymmetric IWP values are also approximately 2 kg m−2 less than the greatest axisymmetric
LWPs. In general, the region of strongest signal from axisymmetric IWPs is between 15-70
km radius for each simulation.
With the axisymmetric perspectives given in Figures 5.37 and 5.38, an asymmetric eval-
uation is a logical continuation. With the bulk of the activity within the axisymmetric
products occurring between radii of 15-70 km, Figure 5.39 depicts the azimuthal variation
of LWP averaged across this range with respect to time. Embedded values of higher LWPs
are apparent rotating cyclonically throughout both simulations. In Ike (Fig. 5.39A), the
greatest inner-core LWPs are initially north and northwest of the center at values below 5 kg
m−2, before shifting to the west by -18 h where they remain between the west and southwest
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Figure 5.39: Azimuthal variation of LWP averaged between 15-70 km radius based on a 2
km altitude center with respect to time for the Ike (A) and Earl (B) simulations. Azimuth
of 0◦ is north, 90◦ east, 180◦ south, and 270◦ west.
through +15 h. Just prior to RI onset some higher LWP values near 6 kg m−2 also appear
rotating from west of the center around to the south before dissipating around onset, with
a similar feature noted between +15 and +16 h. From 18 h onward in Ike the greatest LWP
values are south of the center, becoming oriented to the east by +24 h, and north of the
center by +36 h. After this point there is some dissipation in the peak LWP values that
have been consistent in time and space for some time, with a new region of high LWP that
at times approaches 7.5 kg m−2 appearing east of the center between +42 and +48 h.
In Earl (Fig. 5.39B) the primary difference of note is the generally stronger peak LWP
values throughout. Greatest LWP values are focused north of the center at -20 h reaching
7.5 kg m−2. The region associated with this maxima rotate cyclonically through +6 h, being
oriented to the west by -12 h, south by -9 h, and east by +4 h. The peak asymmetric
LWP values throughout the simulation occur between -6 and -2 h reaching 15 kg m−2 at
select times and angles. After +4 h, asymmetric LWP values decline, in line with the
initial eye formation in Earl (Fig. 5.30F). At +9 h azimuthal variability reappears at lesser
magnitudes with peaks between 3-7 kg m−2 in the southeastern quadrant for the remainder
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Figure 5.40: As in Figure 5.39 but for IWP.
of the simulation.
Azimuthal inner-core variability of IWP is shown in Figure 5.40, with similar patterns
as observed in the azimuthal perspective of LWP (Fig. 5.39). There is a slight anticyclonic
shift in the IWP signatures relative to the LWP as would be expected with features rotating
cyclonically around the TC center with an anticyclonic tilt due to the stronger low-level
winds. IWP signals also occur across broader azimuthal ranges than their associated LWP
signals, due to the spreading of convective anvils. Peak IWP values reach around 12 kg m−2
in Ike (Fig. 5.40A).and >20 kg m−2 in Earl (Fig. 5.40B).
While Figures 5.39 and 5.40 show the azimuthal distributions of LWP and IWP respec-
tively, they do not show the true asymmetric component. To calculate the asymmetric
components of LWP and IWP, their axisymmetric means between 15-70 km radius are sub-
tracted from the aforementioned figures, resulting in Figures 5.41 and 5.42. The easiest way
to interpret these plots is bright colors are indicative of increased asymmetry, whereas muted
colors and whites represent greater axisymmetry. The LWP asymmetries in Ike (Fig. 5.41A)
are generally below 5 kg m−2, with particularly low values between RI onset and and +9
h. Earl exhibits far stronger asymmetries in LWP (Fig. 5.41B), with greatest asymmetries
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Figure 5.41: Azimuthal variation of LWP averaged between 15-70 km radius departure from
the axisymmetric mean across the same radial range based on a 2 km altitude center with
respect to time for the Ike (A) and Earl (B) simulations. Azimuth of 0◦ is north, 90◦ east,
180◦ south, and 270◦ west.
between -6 and +6 h within the southern half of the storm (downshear and downshear right
recalling Figure 5.9). IWP asymmetries (Fig. 5.42A) are generally greater than those seen
in LWP. Ike exhibits some of its weakest IWP asymmetries near RI onset from -3 through +3
h, supportive of the ring-like feature associated with ice noted by Harnos and Nesbitt (2011)
for TCs undergoing RI while under low environmental shear. As with LWP, Earl possesses
stronger IWP asymmetries (Fig. 5.42B) than Ike and strong positive asymmetries to the
south and southeast of center in the vicinity of RI onset. These enhanced IWP values occur
to the right of the shear vector (Fig. 5.9), similar to the perspective presented in Figure 3 of
Harnos and Nesbitt (2011) with intense convection for RI cases at onset while experiencing
high wind shear.
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Figure 5.42: As in Figure 5.41 but for IWP.
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5.6 Vertical Motion Character
With RI seemingly closely associated with precipitation properties for both simulations,
despite both storms possessing very different precipitative character, further avenues for
quantifying precipitation impacts are sought. In addition to using hydrometeor properties,
a different approach for determining precipitation roles is through investigation of the w,
distribution. Such an approach allows for evaluation of both the updrafts associated with
precipitating systems, but also the downdrafts they produce that can aid in warm core
development adiabatically.
5.6.1 Vertical Motion Populations
To examine temporal change of the vertical motion distributions within the asymmetric
RMW, cumulative contoured frequency by time diagrams (CCFTDs; McFarquhar et al.
(2012)) of w are constructed at fixed heights for Ike (Figure 5.43A,C,E) and Earl (Figure
5.43B,D,F). Within the 2 km CCFTDs (Fig. 5.43A,B) for Ike there are no distinct signals
within the w populations relative to RI timing, while for Earl there is only a slight increase in
the 99.9th and 99.99th percentile updraft magnitudes for 12 h preceding onset. The fractional
area covered by both up- and downdrafts within the RMW at 2 km increases somewhat
steadily for each simulation. At 7 km (Fig. 5.43C,D) there is a relative maxima near RI
onset seen in updraft percentiles ≥99% for Ike whereas no obvious signal exists throughout
for Earl. Updraft coverage increases steadily at 7 km for Earl, while both up- and downdraft
relative areas for Ike and downdraft areas in Earl are somewhat stagnant until growing
following +6 h as the RMW contracts. At 12 km (Fig. 5.43E,F) Ike’s vertical motions lack
a cohesive signal preceding RI, with both updraft and downdraft distributions broadening
following RI while Earl shows an absolute maxima in the magnitudes of updraft populations
≥99.9% from -18 through +6 h. Both up- and downdraft fractional coverages at 12 km tend
to increase slowly throughout, aside from a plateauing of updraft areas to approximately 30%
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coverage for Earl within the RMW coincident with the time frame exhibiting the increased
magnitudes at percentiles ≥99.9% (a weak maxima in updraft relative area also occurs for Ike
from -18 through +6 h). The signals seen aloft for Earl are similar to those of McFarquhar
et al. (2012) at 14 km, however Earl exhibits no such increase in updraft magnitudes at
mid-levels (7 km) following RI onset as witnessed therein. It is also noteworthy that across
all altitudes there lacks a clear signal in the downdraft populations relative to RI timing,
suggesting limited distinction for adiabatic processes towards RI. For the low shear case it
appears the greatest signal within the vertical motion distributions relative to impending
RI occurs at mid-levels associated with updrafts ≥99%, while in the high shear case the
best discriminant is increased magnitudes of updrafts ≥99% at upper-levels. No signals are
apparent near the medians of the vertical motion distributions or at low-levels, pointing
towards the importance of vertically-developed inner-core convection associated with ice
processes in RI.
Figure 5.44 shows contoured frequency by altitude diagrams (CFADs; Yuter and Houze
Jr. (1995)) of w within the asymmetric RMW averaged over the 9 hours immediately pre-
ceding and following RI onset. Readily apparent for both TCs is the shrinking of the w
distribution after RI has begun at subfreezing temperatures (≥5 km), while below these
heights the vertical motion distributions are relatively static in time. This highlights the
importance of ice processes in discrimination of RI occurrence, with the additional latent
heat of fusion (Zipser, 2003) providing for the observed stronger values of w preceding RI.
Updrafts in Ike possess a bimodal distribution in percentiles ≥95% with peaks near 5 and
12 km (Figs. 5.44A,C), while Earl’s vertical motion distribution is more top heavy with a
peak near 11 km preceding RI (Fig. 5.44B) and near 8 km following onset (Fig. 5.44D).
As noted in Figure 5.30, Earl possesses more vigorous convection within the RMW than
Ike, leading to a greater range of w values at all altitudes for both up- and downdrafts.
This is most readily apparent in Earl’s subfreezing temperature updraft percentiles ≥90%,
which typically exist at twice the magnitudes seen in Ike. Results here again reinforce the
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Figure 5.43: Cumulative contoured frequency by time diagrams of vertical velocity within
the RMW at altitudes of 2 (A,B), 7 (C,D), and 12 (E,F) km for Ike (A,C,E) and Earl (B,D,F)
simulations. The area within the RMW covered by updrafts (w ≥ 1 m s−1 and downdrafts
(w ≤ -1 m s−1) at each corresponding altitude is seen in the right of each panel.
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character preceding RI of more vigorous convection existing within the RMW to efficiently
drive the secondary circulation and subsequent warm core development. The CFADs for
Ike are comparable in magnitude to those of the simulations by Rogers et al. (2007) while
all CFADs are broader than those of McFarquhar et al. (2012) with discrepancies possi-
bly attributed towards microphysical treatment or the RMW-centric framework undertaken
here. Interestingly, the CFADs for Earl (Fig. 5.44B,D) appear similar to those of the Dennis
simulation by McFarquhar et al. (2012) in their Figure 10, despite no minimum reflectivity
criteria being imposed in this study.
5.6.2 Convective Bursts
While the prior subsection presents evidence supporting the importance of the upper
tail of the w distribution being critical to RI, there was no explicit characterization of CBs.
Figure 5.45 shows the area within the asymmetric RMW covered by Rogers (2010) CB
criteria for Ike (Fig. 5.45A) and Earl (Fig. 5.45B). It is apparent that Earl possesses more
CB activity throughout than Ike, especially over ±6 h between 5-12 km altitude. This peak
in CB activity for Earl coincides well with the absolute maxima in aggregate diabatic shown
in Figure 5.22B. Earl’s CB activity declines abruptly after +6 h, not beginning to approach
areas >300 km2 for another 24 h. Also apparent in Figure 5.45 is the vertical variability
of CB coverage within the RMW, such that use of a single altitude to approximate CB
contributions may provide inaccurate estimates of CB activity. The greater number of
CBs seen in Earl may be linked to higher SSTs by approximately 2 ◦C than for Ike (Fig
5.31), as CB presence has been linked to SST by the sensitivity tests of Chen and Zhang
(2013). Earl also experiences increased inner-core moisture convergence and surface fluxes by
approximately a factor of two relative to Ike (Fig. 5.32), which may further explain increased
CB prevalence and higher convective available potential energy within Earl’s inner-core.
It is noted however, that the Rogers CB definition, and two similar popular definitions by
Montgomery et al. (2006) and Reasor et al. (2009) are for upright, one-dimensional vertical
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Figure 5.44: Contoured frequency by altitude diagrams of vertical velocity within the RMW
averaged over the 9 h preceding RI onset for Ike (A) and Earl (B) and the 9 hours following
RI onset for Ike (C) and Earl (D) simulations.
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Figure 5.45: Area within the RMW covered by CBs with respect to time following the
criteria of Rogers (2010) for Ike (A) and Earl (B) simulations.
columns neglecting any slope in the vertical or horizontal variability. CBs typically occur at
horizontal scales on the order of 10 km (Montgomery et al., 2006), while air parcels closely
follow surfaces of absolute angular momentum that slope outward with height within the
TC inner-core (Emanuel (1986), Montgomery and Smith (in press)) and further tilting of
convective features can be induced by vertical wind shear.
Accordingly, these upright CB definitions present the potential for representativeness
issues, whereby these criteria that neglect vertical variation lead to chronic underestimation
of CB contributions where the feature’s core is only partially captured or potentially missed
outright. A scenario illustrating this fact is shown in Figure 5.46. In this scenario the CB
is placed at an arbitrary radial location and possesses a width of 10 km, typical for CBs
following Montgomery et al. (2006). The peak depth analyzed, H, is arbitrary as the peak
altitudes required by Montgomery et al. (2006), Reasor et al. (2009), and Rogers (2010) all
vary. For the example the CB slope in there vertical is prescribed as 11/H. Using this setup,
the CB analysis column for any region extending upward within the base of the CB at an
altitude of 0 results in the CB not being classified properly. Even should the vertical slope
be prescribed as <10/H (with the numerator being the horizontal scale of the CB) the CB
will only be partially captured by the columnar definition. Furthermore, should there be any
horizontal variability to the scale of the CB (for instance an appearance akin to a convex
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Figure 5.46: Idealized scenario illustrating chronic CB role underestimation by 1-D columnar
perspectives. Area covered by CB is in grey, while example analysis column is in black.
Height coordinates are non-dimensional, with a value of H indicating the depth of the
defined CB analysis region and 0 its base.
lens with increased updraft widths near the surface and aloft and a thinner region in the
mid-levels, or a concave lens with decreased updraft widths near the surface and aloft and
a wider region in the mid-levels) the horizontal variation will be missed through only 1-D
CB definitions. As a result of these shortcomings with columnar definitions, improved CB
characterization is highly desirable relative to existing options within the literature.
5.6.3 Convective Regime Definition Sensitivity
To overcome the CB definition shortcomings, in addition to the desire to characterize
lesser modes of convection, the updraft features framework following Wang (2014) is utilized
with the algorithm description given earlier in Section 4.5.2. Using this method objective
categorization at the individual updraft level is possible into shallow cumulus (SC), cumulus
congestus (CC), deep convection that fails to penetrate the tropopause (DC), and CBs (see
corresponding definitions of each in Table 4.8). With this algorithm it is possible to quantify
the typical vertical profile of each convective regime by averaging each individual feature
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across the full WRF simulation. Net contributions by each convective regime can also be
quantified, and will be performed in the following section.
Before utilizing the updraft feature products, some sensitivity testing of the thresholds
is utilized on the magnitude of w required to be considered an updraft feature (1 or 2
m s−1) and CB minimum peak altitude threshold (>14 or >15 km). The w magnitude
threshold sensitivity is performed following the study by Wang (2014), who utilizes the 2
m s−1 threshold, in an effort to isolate the convective cores. The 15 km threshold for CB
classification is evaluated following Tao and Jiang (2013), who show substantial sensitivity
to CB classification by maximum height, with that study settling on the 14 km altitude
threshold. It is noted from Figure 5.27 that for each simulation the tropopause vacillates
between 14 and 15 km altitude, with a lower tendency earlier in both simulations, thus the 14
and 15 km values are reasonable to be tested. Sensitivity evaluations here focus on the area
covered by each convective regime, as the mean profiles of each individual updraft regime
show limited variability outside of a simple scaling factor. The mean area covered by each
convective regime existing within the asymmetric RMW for Ike using the basic parameters
as outlined in Section 4.5.2 (a w threshold of 1 m s−1 along with a 14 km altitude for CB
classification) is shown in Figure 5.47, a w threshold of 2 m s−1 along with a 14 km altitude
for CB classification in Figure 5.48, and a w threshold of 1 m s−1 along with a 15 km altitude
for CB classification in Figure 5.49. The process is repeated for Earl in Figures 5.50, 5.51,
and 5.52 respectively.
The baseline evaluations are Figures 5.47 and 5.50 with thresholds of w ≥1 m s−1 and
a CB height of >14 km. For Ike, shallow cumuli (Fig. 5.47A) cover limited area (typically
< 600 km2) through +18 h, whereafter they begin to disappear from within the RMW.
Cumulus congestus (Fig. 5.47B) encompass more area than shallow cumuli (typically <900
km −2), with limited presence from +12 h onward. Deep convection (Fig. 5.47C) is typically
more prevalent than shallow cumuli and congestus combined, with coverage peaking near
1500 km−2 between -6 and +12 h at altitudes between 8 and 13 km, with limited deep
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convective presence seen from +12 h onward. For the first 6 h, CBs (Fig. 5.47D) are rare,
with their influence growing throughout the subsequent 36 and peaking between +18 and
+24 h at values near 4000 km2 over 8-14 km altitude. From +18 h onward the CB area
dominates the convective regime distribution within the RMW, with congestus and deep
convection often nonexistent and only a very minor presence of shallow cumuli occurring.
In Earl, shallow cumuli (Fig. 5.50A) are once more sparse within the RMW, despite a weak
peak early in the simulation through +18 h where values reach near 1000 km2, with cumuli
appearing only sporadically from +12 h forward. Likewise, congestus (Fig. 5.50B) have
an early areal peak above 1500 km2, while their presence becomes excluded from within
Earl’s RMW by +6 h. Deep convection (Fig 5.50C) often fails to exist at above freezing
temperatures within the RMW, with a brief peak in areal coverage between 1-11 km near
-15 h with areas around 1800 km2. Earl’s CBs (Fig. 5.50D) are far more widespread than
the lesser convective types, particularly at subfreezing temperatures. An initial peak in CB
area between -12 and +6 h exists with values at times exceeding 4000 km2, preceding an
approximately 2 hour lull near +6 h, with areas growing once more with typical values above
2000 km2 for the rest of the simulation above 7 km.
Relative to the baseline evaluations (Figs. 5.47 and 5.50), the perturbed definitions
(Figs. 5.48, 5.49, 5.51, 5.52) fail to change the qualitative character of areal coverage of
either simulation. By altering the requisite w to be considered an updraft feature from ≥1
to ≥2 m s−1 (Figs. 5.48 and 5.51) the overall area covered by each regime decreases relative
to the 1 m s−1 threshold, however outright regime presence and locations of greatest areas
remain consistent. Adjusting the CB threshold upward to >15 km (Figs. 5.49 and 5.52) only
modifies the deep convective and CB areas, with only a slight increase in deep convective
areas seen at the expense of CB area. Some of the differences may appear visually striking in
Figures 5.49 and 5.52, however this is due to the zero values being masked out. Sensitivity of
the area covered across varying updraft feature definitions is summarized in Table 5.1. Table
5.2 shows correlation coefficients of the baseline evaluations (≥1 m s−1 for consideration as
126
[km2] 0 600 1200 1800 2400 3000 3600 4200
A.)
B.)
C.)
D.)
−24 −18 −12 −6 0 +6 +12 +18 +24 +30 +36 +42 +48
2
4
Time relative to RI onset [h]H
eig
ht
 [k
m
] Shallow Cumuli
−24 −18 −12 −6 0 +6 +12 +18 +24 +30 +36 +42 +48
2
4
6
8
Time relative to RI onset [h]
He
igh
t [
km
] Cumulus Congestus
−24 −18 −12 −6 0 +6 +12 +18 +24 +30 +36 +42 +48
2
4
6
8
10
12
14
Time relative to RI onset [h]
He
igh
t [
km
]
Deep Convection
−24 −18 −12 −6 0 +6 +12 +18 +24 +30 +36 +42 +48
2
4
6
8
10
12
14
16
Time relative to RI onset [h]
He
igh
t [
km
]
Convective Bursts
Figure 5.47: For the Ike simulation area covered by updraft features within the asymmetric
RMW with respect to time and altitude for shallow cumuli (A), cumulus congestus (B), deep
convection (C), and CBs (D) using updraft feature thresholds of w ≥1 m s−1 and 14 km
altitude for a CB.
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Figure 5.48: As in Figure 5.47 but for thresholds of w ≥2 m s−1 and >14 km altitude for a
CB.
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Figure 5.49: As in Figure 5.47 but for thresholds of w ≥1 m s−1 and >15 km altitude for a
CB.
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Figure 5.50: As in Figure 5.47 but for the Earl simulation.
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Figure 5.51: As in Figure 5.47 but for thresholds of w ≥2 m s−1 and >14 km altitude for a
CB for the Earl simulation.
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Figure 5.52: As in Figure 5.47 but for thresholds of w ≥1 m s−1 and >15 km altitude for a
CB. for the Earl Simulation.
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an updraft feature and >14 km altitude for CB classification) and sensitivity tested areas.
From Table 5.2 it is clear that all convective regime areas with the sensitivity tests are
highly correlated (near 0.9 or better) to the baseline values with the exception of deep
convection. Even for deep convection however, the poorest correlations are still reasonably
strong at 0.66 in Earl for the updraft feature w magnitude sensitivity. The reasons why
deep convection consistently has the poorest correlations for each TC are unclear, but may
be linked to stratiform anvil contamination with the 1 m s−1 updraft feature threshold.
Nevertheless, due to the overall broad similarities with the varying sensitivities, thresholds
of w for consideration for an updraft feature in this study are henceforth ≥1 m s−1 while
the cutoff for CB characterization is a maximum updraft altitude of >14 km.
w, CB thresholds SC CC DC CB
≥2 m s−1, >14 km 57.4; 57.9 76.9; 73.5 58; 82.6 42.3; 48.8
≥1 m s−1, >15 km N/A N/A 159.5; 143.8 85; 96.2
Table 5.1: Percentage area covered by convective regimes relative to w ≥1 m s−1 and >14
km CB thresholds for updraft feature consideration and CB classification respectively. First
number in each cell is for Ike simulation while second is for Earl simulation. N/A cells
indicate no change.
w, CB thresholds SC CC DC CB
≥2 m s−1, >14 km 0.89; 0.94 0.92; 0.90 0.78; 0.66 0.89; 0.90
≥1 m s−1, >15 km N/A N/A 0.88; 0.83 0.95; 0.99
Table 5.2: Correlation coefficients of area of convective regimes relative to w ≥1 m s−1 and
>14 km CB thresholds for updraft feature consideration and CB classification respectively
to areas for the definition shown in the first column. First number in each cell is for Ike
simulation while second is for Earl simulation. N/A cells indicate no alteration to the area
distributions by the definition changes.
5.6.4 Convective Regime Mean Profiles
With the updraft feature methodology established, the typical properties of each con-
vective regime are available for investigation. In doing so, for both TC simulations a mean
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vertical profile of each individual regime within the asymmetric RMW is taken, averaged
across the 24 hours immediately preceding (-24 through 0 h) and 24 hours immediately
following (0 through +24 h) RI onset.
The first profile investigated is that of w itself, and is shown in Figure 5.53. In Ike
(Fig. 5.53A) all convective regimes exhibit stronger mean w profiles preceding RI except
for CBs between 8-9 km altitude. For all Ike profiles the w profile magnitudes decrease in
reverse order of vertical development (CBs have the strongest w at all altitudes while SC
have the lowest w). Ike’s DC and CB profiles preceding RI are similar below 8 km altitude,
aside from a difference of about 0.25 m s−1 near the freezing level (5 km), while differences
further aloft reach 1 m s−1. Ike’s mean SC and CC profiles following RI are slightly weaker
than preceding it, with differences below .25 m s−1 and up to 0.5 m s−1 respectively. DC
and CBs in Ike exhibit greater variability in mean w, with differences approaching 0.75 m
s−1 near the freezing level with these differences appearing vertically throughout the DC
profile and only up through 8 km in the CB profile. The w profiles in Ike are stronger than
those seen in Wang (2014)’s Figure 3a, while their cumulus congestus (here corresponding to
combined SC and CC) and deep convection (here corresponding to combined DC and CBs)
do exhibit similar behavior with a single peak at subfreezing temperatures for SC and CC
while two peaks occur in the DC and CB profiles with the secondary maxima aloft likely
associated with latent heating from fusion Zipser (2003). The altitudes associated with peak
w are also higher for the Earl simulation than in Wang (2014)’s simulation of Fay within the
inner-pouch region.
For Earl (Fig. 5.53B) the mean vertical profiles are generally comparable to those seen
in Ike (Fig. 5.53A). Mean w profiles in Earl are greater preceding RI than following it for
all regimes except for CBs below 5.5 km altitude. In Earl CC and DC tend to have similar
vertical profiles below 7 km preceding RI (except near the freezing level where a w difference
of 0.25 m s−1 exists) and 6 km following RI. SC and CC see differences of up to 1 m s−1
weaker magnitudes at common altitudes following RI. DC see differences of up to 1.25 m
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Figure 5.53: Mean vertical profiles of w for updraft features existing within the asymmetric
RMW for SC (purple lines), CC (green lines), DC (blue lines), and CBs (red lines) averaged
over the 24 h preceding RI (solid lines) and 24 h following RI (dashed lines).
s−1 near 5 km altitude relative to RI timing, with more typical differences of 0.5 m s−1
outside of 2-6 km altitude. CBs are within 0.25 m s−1 magnitudes for each time below the
freezing level, with differences typically twice that at subfreezing temperatures. Earl lacks
the secondary peak at subfreezing temperatures near 12 km altitude in DC profiles seen in
Ike (Fig. 5.53A) or Figure 3a of Wang (2014), however the CBs retain the feature. As with
Ike, the peak altitudes of combined SC, CC and DC, CB profiles exist further aloft than
those in Wang (2014). While SC and CC have comparable vertical profiles for Ike and Earl,
Ike’s DC and CBs generally have stronger magnitudes at subfreezing temperatures than the
same regimes in Earl, while Earl’s CBs w values are more vigorous at ≥6 km.
Convective regime mean vertical profiles of simulated radar equivalent reflectivity for
each simulation relative to RI timing are shown in Figure 5.54. In both Ike (Fig. 5.54A)
and Earl (Fig. 5.54B) the mean values of simulated reflectivity at common altitudes for
each convective regime are generally larger following RI than before it. Also for concurrent
times in each storm the largest reflectivities in order are associated with greater updraft
vertical extent (CBs, DC, CC, and SC). At both times in Ike and preceding RI in Earl, the
SC profiles at their tops have reflectivities too high to be considered representative of the
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Figure 5.54: As in Figure 5.53 but for simulated radar reflectivity.
cloud top, with this discrepancy likely due to features being artificially miscast as SC due
to the updraft tops occurring outside the RMW (Earl’s SC following RI do not exhibit this
problem as much). CC preceding RI in both TCs also exhibit this issue near their apex.
Vertical profiles of reflectivity are slightly greater in Ike for SC, CC, and DC than those
seen in Earl while CB profiles are qualitatively very similar at temperatures ≥0 ◦C. All of
the vertical profiles of reflectivity except for CBs in both TCs are typically below the 95th
percentile values associated with TRMM PR data classified as convective within the inner-
core by Cecil et al. (2002) (their Figure 4, referred to as “eyewall” in that study). The 20
dBZ height for a CB preceding (following) RI is 12 km (11 km) and 14 km (10 km) in Ike
and Earl respectively.
Next are the mean vertical profiles of diabatic heating for each convective regime pre-
ceding and following RI in Figure 5.55. In Ike (Fig. 5.55A), the diabatic heating is largest
preceding RI for all regimes except DC and CBs below 1.5 km and CBs above 8 km however
the differences are only on the order of 1x10−3 K s−1. For Earl (Fig. 5.55B), the diabatic
heating is stronger preceding RI across all regimes except for CBs below 6 km altitude with
differences of up to 2x10−3 K s−1. In both TCs the diabatic heating increases at common
altitudes commensurate with convective regime vertical development (SC the smallest up
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Figure 5.55: As in Figure 5.53 but for diabatic heating.
through CBs being the greatest). Peak diabatic heating for all regimes preceding RI occurs
near 6 km altitude (except for SC, due to the features being limited to below this height
due to their definition), while following RI Ike exhibits similar behavior with Ike’s SC, CC,
and DC having peak values near 2 km. Mean diabatic heating profile magnitudes tend to
be greater in Ike than for Earl, with the exception of CBs.
Finally of note from Figure 5.55 is that at the lowest levels the steepest vertical gradients
of diabatic heating in both TCs are associated with CBs while the weakest are with SC.
Assuming common pressures across convective regime heights (mean profiles of pressure for
a similar analysis to Figure 5.55 that are not shown confirms the validity of this assumption),
these diabatic heating vertical distributions have implications if one were to attempt to relate
latent heating to TC spin-up using the assumption of a weak temperature gradient along
with the continuity (Equation 5.1), thermodynamic (Equation 5.2), and barotropic vorticity
(Equation 5.3) equations:
∇ ~Vh = ∂ω
∂p
(5.1)
−Spω = Q
cp
(5.2)
∂ζ
∂t
= − ~Vh · ∇ζ − βm− (ζ + f)∇ · ~Vh (5.3)
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where ~Vh is the horizontal wind, ω the vertical velocity in pressure coordinates, p pressure,
Sp = −T∂ ln (∂θ/∂p) with T temperature and θ potential temperature (this term varies
minimally throughout the troposphere where ∂θ/∂p is small), Q is diabatic heating rate, cp
is specific heat at constant pressure, t is time, ζ is relative vorticity, β the Rossby parameter,
m the meridional component of the wind, and f the Coriolis parameter. The thermodynamic
equation (Eq. 5.2) can be rearranged such that ω is on one side and then inserted into the
continuity equation (Eq. 5.1) yielding Equation 5.4:
∇ ~Vh =
(
1
cpSp
)(
∂Q
∂p
)
(5.4)
with Sp assumed to be relatively constant as p varies in the troposphere and thus brought
outside the partial derivative. Equation 5.4 can then be substituted into the barotropic
vorticity equation (Eq. 5.3) yielding Equation 5.5:
∂ζ
∂t
= − ~Vh · ∇ζ − βm− (ζ + f)
(
1
cpSp
)(
∂Q
∂p
)
(5.5)
It can be seen from the third term of Equation 5.5 that the vertical gradient of diabatic
heating can theoretically directly contribute to TC spin-up. The idealized latent heating
profiles for different precipitation types of Schumacher et al. (2004)’s Figure 3 depict a
steeper vertical gradient associated with shallow convection relative to deep convection which
would imply greater spin-up, however Figure 5.55 portrays a different perspective where
the vertical gradient of diabatic heating is in fact the lowest for less vertically-developed
developed convection. It maintains to be seen whether this result is applicable for TCs
beyond these two case studies but should undergo further evaluation.
With diabatic heating quantified, the distributions of the individual hydrometeor species
can also be related. First will be the liquid hydrometeor species, beginning with the mean
vertical distribution of cloud liquid water mixing ratio over -24 through 0 h and 0 through
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Figure 5.56: As in Figure 5.53 but for cloud water mixing ratio.
+24 h in Ike and Earl shown in Figure 5.56. In Ike (Fig. 5.56A), at subfreezing temperatures
there is an interesting reversal in the peak magnitudes across regimes relative to RI timing,
as preceding RI these peaks increase in magnitude with decreasing convective regime vertical
extent (CBs the lowest and SC the greatest) with this pattern generally reversed following
RI (with the exception of SC typically possessing greater magnitudes than CC). Ike’s cloud
water mixing ratio distributions at subfreezing temperatures exhibit lesser variability relative
to RI timing or convective regime vertical development. In Earl (Fig. 5.56B), differences
amongst regimes preceding RI are weak, typically below 5x10−2 g kg−1, whereas following
RI CB cloud water mixing ratio values typically exceed the other regimes by 0.1 g kg−1.
As noted earlier with Figure 5.54, there appears to be unrealistic cloud water mixing ratio
values at the updraft apex for SC in both simulations, with this issue likely arising from
updrafts with greater vertical extent having their top portions lie outside the RMW while
the bottoms reside within it. Other convective regimes have zero or near-zero mixing ratios
at their tops, indicating a more complete perspective of updrafts with greater vertical extent.
For both simulations the vertical decay of cloud water mixing ratios is strongest between 6-8
km altitude, indicating fusion occurring across these altitudes with a coincident increase in
cloud ice expected here.
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Figure 5.57: As in Figure 5.53 but for rain water mixing ratio.
The other liquid hydrometeor perspective for the WSM6 microphysics, rain water mixing
ratio, is shown in Figure 5.57. Above roughly 5.5 km altitude for both simulations rain
water mixing ratios go to zero. For each simulation the rain water mixing ratios increase
with convective regime vertical extent both preceding and following RI onset, however, CC
and DC following RI in Earl (Fig. 5.57B) are similar above 3 km altitude. Preceding RI the
magnitudes of rain water mixing ratio in Ike (Fig. 5.57A) relative to Earl are weaker for SC,
comparable for CC, stronger for DC, and weaker for CBs. Following RI Earl exhibits greater
magnitudes of rain water mixing ratio for CBs while CC have comparable magnitudes and
Ike has increased mean rain water mixing ratios for SC and DC. Yet again, rain water mixing
ratios for SC do not come close to approaching zero at their tops, presumably due to the
RMW variability causing more vertically developed updrafts to be miscast due to their true
tops occurring outside of the RMW.
Mean profiles of cloud ice mixing ratio by convective regime are shown in Figure 5.58. In
Ike (Fig. 5.58A), the cloud ice magnitudes preceding RI are greater than following RI, with
the exception of CBs above 12 km altitude. These differences are marginal in magnitude
except for DC where differences can approach 2.5x10−2 g kg−1 between 7-12 km. In Earl
(Fig. 5.58B) cloud ice mixing ratios are greater following RI for CC and CBs below 15 km
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Figure 5.58: As in Figure 5.53 but for cloud ice mixing ratio.
altitude, while instead DC exhibits greater cloud ice mixing ratios between 7-12 km altitude
preceding RI. CB magnitudes of cloud ice mixing ratio are comparable for both TCs, while
Ike has greater mean values for both CC and DC. There is limited signal for SC in both
profiles due to the 5 km altitude limit on the regime definition, while cloud ice begins to
appear only between 4 and 5 km altitude. Strong increases in cloud ice mixing raito with
respect to height near 6 km altitude are seen in both TCs, coincident with where cloud water
strongly decays (Fig. 5.56) indicating the conversion of cloud water to cloud ice here.
Snow mixing ratio average vertical profiles by convective regime are displayed in Figure
5.59. For both TCs snow mixing ratios are greater preceding RI relative to preceding it,
with the marginal exception of CBs in Ike at altitudes ≥13 km. There are hints of nonzero
snow mixing ratios for SC in both TCs between 4-5 km altitude, with this likely either a
result of the tops of these updrafts lying outside the RMW resulting in miscategorization,
or advection of snow horizontally or vertically from adjacent updraft features. Repeating
this analysis for updraft features with bases lying fully within the innermost degree of each
TC (not shown) suggests the latter explanation. Aside from SC, the snow mixing ratio
magnitudes at common altitudes increase with convective regime vertical extent (smallest
values for CC and greatest for CBs) regardless of timing. DC and CB profiles peak between
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Figure 5.59: As in Figure 5.53 but for snow mixing ratio.
9-10 km for both TCs, with slightly higher magnitudes in Ike (Fig. 5.59A) by 0.2 and 0.1 g
kg−1 relative to Earl (Fig. 5.59B) both preceding and following RI. CC profiles are relatively
comparable across each simulation.
The final frozen hydrometeor within WSM6 is graupel, with its mean convective regime
vertical profile of mixing ratio depicted in Figure 5.60. For both TCs across all altitudes
graupel mixing ratios are greater preceding RI than following RI for every convective regime.
Each graupel mixing ratio profile peaks near 6 km altitude, with the exception of the DC
profile in Earl (Fig. 5.60B) which reaches a maximum value closer to 7 km. CC typically
are associated with minimal ice due to their limited vertical extent above the freezing level
(Johnson et al. (1999), Takayabu et al. (2010)) however here all of the profiles peak at
or above 1 g kg−1 with the exception of Earl’s CC following RI. Some of this may due to
advection, but evaluating updraft features with their base residing fully within the innermost
degree (not shown) reveals the RMW framework “cutting off” the tops of the CC classified
updrafts is not source of this discrepancy. Numerical simulations producing excessive graupel
have been noted previously (e.g. McFarquhar et al. (2006), Rogers et al. (2007), McFarquhar
et al. (2012)). Earl (Fig. 5.60B) exhibits greater graupel mixing ratios preceding RI in CBs
at altitudes above 8 km than for Ike, presumably associated with the stronger w values
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Figure 5.60: As in Figure 5.53 but for graupel mixing ratio.
apparent here (Fig. 5.53B) to loft graupel to these high altitudes.
Water vapor mixing ratio profiles by convective regime (Figure 5.61) reveal little to no
distinction between regimes, timing relative to RI, or TC simulations. A more compelling
perspective is revealed however by the mean vertical profiles of moisture convergence as
shown in Figure 5.62. Over the lowest kilometer of both simulations, each convective regime
is again relatively similar in magnitude within each TC despite magnitudes in Earl (Fig.
5.61B) being greater by 25-50% than Ike (Fig. 5.61A). Most apparent in both simulations is
the lack of depth over which moisture convergence occurs for SC, becoming negative above
1-1.5 km altitude. CC, DC, and CBs have positive moisture convergence values through 3-4
km altitudes preceding RI for each TC and after RI has begun in Ike. After RI has initiated
in Earl CB moisture convergence becomes far shallower with weak divergence exhibited
above 1.5 km altitude while CC and DC continue to yield moisture convergence through
about 3 km altitude. Both moisture convergence vertical profiles exhibit divergence near
5 km altitude associated with the increased stability in the immediate vicinity of the 0 ◦C
height.
To aid interpretation of Figure 5.62 and continue discussion, the mean vertical profiles
of divergence associated with each convective regime as displayed in Figure 5.63. Over
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Figure 5.61: As in Figure 5.53 but for water vapor mixing ratio.
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Figure 5.62: As in Figure 5.53 but for moisture convergence.
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Figure 5.63: As in Figure 5.53 but for divergence.
the lowest half kilometer the divergence profiles for each regime are similar, while Ike’s
(Fig. 5.63A) convergence is slightly weaker than that exhibited in Earl (Fig. 5.63B). In
Ike, convergence extends through 4.5 km altitude for all regimes but SC which experience
convergence on average through near 1 km. For Earl CBs and DC are convergent through 4
km altitude preceding RI, while CC preceding RI along with CC, DC, and CBs are convergent
through 3 km. SC in Earl experience convergence only through around 1 km altitude, similar
to Ike. Evidence of weak convergence presumably associated with entrainment is apparent in
DC and CBs between 7-10 km altitudes for both TCs, particularly preceding RI. Divergence
occurs above 12 km altitude in each TC with slightly greater magnitudes seen in both DC
and CBs preceding RI for both simulations.
Finally, the mean absolute vorticity profile of each convective regime is evaluated in
Figure 5.64 to address the vortical nature of convection following Montgomery et al. (2006)
and Wang (2014). In each TC regardless of RI timing the mean profile across all convective
regimes is cyclonic in nature with strongest rotation evident near the surface. Below 8
km the absolute vorticity values are generally weaker in Ike (Fig. 5.64A) than Earl (Fig.
5.64B) across all convective regimes by approximately 30-40%. In Ike (Fig. 5.64A) both
preceding and following RI SC are the least cyclonic with CBs the most cyclonic, while CC
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Figure 5.64: As in Figure 5.53 but for absolute vorticity.
and DC have similar vorticity profiles. Earl possesses a similar profile (Fig. 5.64B), with SC
consistently generally having the weakest rotation and CBs the greatest however CC and
DC are less closely related than in Ike. In each storm following RI the absolute vorticity
profiles shift to higher values as the TCs intensify associated with both system-scale (Fig.
5.16) and updraft-scale convergence (Fig. 5.63) acting on the updrafts. Preceding RI the
vorticity associated with each convective regime is weak (≤10−3 s−1) below 2-3 km with
the exception of CBs in both storms and DC in Earl, indicating similar evolution of lesser
convective modes to the VHT paradigm (Hendricks et al. (2004), Montgomery et al. (2006))
with the exception of the vertical extent of the vorticity anomalies as also noted by Wang
(2014).
5.6.5 Convective Regime Net Contributions
While the mean vertical profiles of miscellaneous variables for each convective regime can
aid in interpretation of the intensification of Ike and Earl, the area covered by each regime
must be considered in combination with the mean profiles. As such, this subsection aims to
portray the net contributions by individual convective regimes towards critical meteorological
variables related to the RI of each TC.
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The relative contributions of each convective regime towards vertical mass and vapor
fluxes within the RMW is shown in Figure 5.65. In Ike (Figs. 5.65A,C) initially these
fluxes are primarily from CC and DC with a secondary contribution from SC and a minimal
CB role. CB contributions steadily grow in time however at the expense of other regimes
such that by -6 h the percentages are approximately evenly divided between CC, DC, and
CBs. Afterward in Ike the roles of non-CB convection show a tendency to have reduced
roles, in particular SC and CC, while following +12 h CBs dominate vertical fluxes. Earl
(Figs. 5.65B,D) similarly displays little to no CB role initially, however the CBs quickly
come to dominate the vertical fluxes within the RMW by -18 h. In summary for Ike the
vertical flux contributions in the vicinity of RI onset are relatively even between CC, DC,
and CBs, while for Earl is overwhelmingly CB driven. These results are a stark contrast
with those of Rogers (2010) who attributed RI to increased vertical mass flux preceding RI
by updrafts of 1-2 m s−1 over the lowest 1.5 km, with the discrepancy possibly resulting from
their low-level updraft velocities being potentially uncharacteristic of corresponding feature
magnitudes aloft due to neglecting three-dimensionality.
It is also desirable to quantify horizontal moisture fluxes initiated by each convective
regime in the form of moisture convergence. The net moisture convergence at each altitude
with respect to time for Ike is shown in Figure 5.66. Ike’s SC (Fig. 5.66A) provide a net
positive moisture convergence with typical magnitudes of 1.5x103 g kg−1 s−1 over a shallow
layer through around 1.5 km altitude from the start of the simulation through +8 h, with
weak moisture divergence above this through around 3.5 km. There is a brief period near -3 h
where SC contributions to net moisture convergence increase near the surface to exceed 8x103
g kg−1 s−1. CC in Ike (Fig. 5.66B) provide a deeper layer of moisture convergence through
4 km altitude also through +8 h comprising magnitudes comparable to those associated
with SC, while negative net moisture convergence values persist between 4-7 km altitude.
Deep convection in Ike (Fig. 5.66C) similarly exhibits net positive moisture convergence
below 4 km altitude with negative values between 4-8 km altitude between -18 and +10
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Figure 5.65: Cumulative contributions of convective regimes with respect to time towards
vertical mass flux (A,B) and vertical vapor flux (C,D) due to updraft features for Ike (A,C)
and Earl (B,D) simulations.
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h, however the typical positive values are only 8x102 g kg−1 s−1. Ike’s CB (Fig. 5.66D)
contributions towards moisture convergence are intermittent preceding -8 h, whereafter they
are a net positive below 4 km through +14 h with typical values of 1x103 g kg−1 s−1. Near-
surface CB aggregate moisture convergence values are shown to strongly increase following
RI onset from values near 0 to those exceeding 9x103 g kg−1 s−1 by +30 h. Positive aggregate
moisture convergence values associated with CBs also exist between 8-10 km over several
periods, thus indicating deeper moistening by these features relative to SC, CC, and DC.
Overall in Ike it appears the less vertically-developed convective regimes of SC and CC do
have a role in moistening the inner-core of Ike preceding and shortly following the onset of
RI by inducing moisture convergence through 1.5 and 4 km altitudes respectively. Wang
(2014) similarly notes the role of SC and CC in moistening the low-levels of her simulation of
Tropical Storm Fay (2008) preceding genesis. Moisture convergence by DC acts as a bridge
over -12 through +12 h between dominance by the lesser-developed convective regimes and
CB moisture convergence emergence after RI is well underway.
The companion overview to Figure 5.66 but for net moisture convergence by convective
regime in the Earl simulation is shown in Figure 5.67. SC in Earl (Fig. 5.67A) initially
are providing moisture convergence below 2 km altitude with values approaching 1.4x103 g
kg−1 s−1, but contributions steadily decay to near 0 by -12 h. SC contributions remain near
negligible other than a brief reappearance between -2 and +2 h with typical values of 3x102
g kg−1 s−1 over the lowest 1.5 km. CC (Fig. 5.67B) as in Ike (Fig. 5.66B) moisten over the
lowest 4 km of the atmosphere, however their contributions remain relatively steady near
7x102 g kg−1 s−1 through -14 h before decaying to near 0 by -9 h (CC moisture convergence
signals do reappear for brief periods on the order of 1-2 h at small magnitudes through RI
onset however). DC moisture convergence (Fig. 5.67C) signals are generally negligible after
-8 h with the most noteworthy features associated with peaks through 4 km altitude near
-15 and -13 h reaching 5x103 and 6x103 g kg−1 s−1 respectively, with these peaks coinciding
with increased area covered by DC within the RMW (Fig. 5.50C). CBs in Earl (Fig. 5.67D)
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Figure 5.66: Aggregate moisture convergence within the asymmetric RMW with respect to
time and height due to shallow cumuli (A), cumulus congestus (B), deep convection (C),
and CBs (D) for Ike simulation.
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perform the bulk of moistening from convective regimes, initially between the surface and
4 km altitude, before being confined to primarily the lowest kilometer after RI has begun.
Typical moisture convergence values from CBs preceding RI are on the order of 1.5x103 g
kg−1 s−1. As with Ike (Fig. 5.66D) there is also evidence of moisture convergence between
8-10 km altitude from CBs, associated with a deeper layer of moistening from this most
vertically developed convection. Compared to Ike and Wang (2014)’s results for Tropical
Storm Fay, Earl’s moisture convergence over the lowest 4 km is predominantly CB driven
and only sees SC and CC contributions towards moisture convergence well before RI onset
whereas Ike saw these contributions continue beyond RI onset. As with Ike and Wang
(2014)’s Fay simulation, CBs act to moisten the atmosphere over a deeper layer relative to
the less-vertically developed convection.
It is also possible to calculate the contributions towards moisture convergence within the
asymmetric RMW not due to convective regimes, encompassing: stratiform regions, updrafts
with limited vertical extent, and updrafts with weak vertical motions. Figure 5.68 displays
the time series of net moisture convergence occurring within the RMW minus the individual
contributions by each convective regime in Figures 5.66 and 5.67 for Ike (Fig. 5.68A) and Earl
(Fig. 5.68B) respectively. Positive (negative) residual moisture convergence initially above
(below) 4 km is apparent in both TCs, as would be expected with stratiform precipitation
and associated mid-level convergence and low-level divergence (Mapes and Houze Jr., 1995).
Following +14 h in Ike (Fig. 5.68A) and +6 h in Earl (Fig. 5.68B) positive moisture
convergence values come to encompass above 1.5 km for the majority of the region within
the RMW not associated with convective regimes, indicative of a deep layer of convergence
above a shallow layer of divergence near the surface.
Updraft features can also be used to partition the diabatic heating accomplished via each
convective regime relative to the net diabatic heating of Figure 5.22. Figure 5.69 displays
the aggregate diabatic heating within the RMW by each convective regime with respect to
time and height for the Ike simulation. It is apparent that SC have a minor heating presence
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Figure 5.67: As in Figure 5.66 but for Earl simulation.
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Figure 5.68: Moisture convergence within the asymmetric RMW with respect to time and
height not accounted for by convective regimes in Ike (A) and Earl (B) simulations.
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throughout (Fig. 5.69A) and by +18 h rarely exist outright. Over ±6 h the contributions
of CC, DC, and CBs are relatively even at magnitudes near 15 K s−1, with each’s heating
peaking near the freezing level (5 km). CC and DC begin to disappear within the RMW
by +12 h while the CB contributions grow at the expense of the less vertically developed
convection. Earl again serves as a stark contrast (Fig. 5.70), with CBs generally dominating
net diabatic heating release throughout, particularly over ±6 h. SC, CC, and DC all have
weak contributions in Earl at magnitudes <10 K s−1 through -6 h with dwindling presences
altogether within the RMW after +6 h.
Once again, it is necessary to highlight that the updraft feature framework neglects strat-
iform precipitation, excessively shallow features, or updrafts with weak vertical motions. To
briefly evaluate the potential roles of such components in diabatic heating contributions,
the summed effect of Figures 5.69 and 5.70 can be subtracted from Figure 5.22 to calculate
a residual diabatic heating term (Figure 5.71). In Ike (Fig. 5.71A) the residual heating
signature has a clear stratiform appearance through +12 h, with warming at subfreezing
temperatures and evaporative cooling below the freezing level. The magnitude of the warm-
ing above the freezing level occasionally approaches 15 K s−1, such that this heating must
be a secondary consideration to the dominant roles of CC, DC, and CB at these times. Earl
(Fig. 5.71B) lacks such a dipole-signature, possessing only the evaporative cooling signature
below the freezing level through RI onset in addition to some inconsistent and weak warming
seen at subfreezing temperatures. In Earl there is even some evidence of sublimation near
-6 h with latent cooling occurring at subfreezing temperatures.
5.6.6 Downdraft Roles
While great detail was given to the role of updrafts throughout Sections 5.6.2-5.6.5 min-
imal description of the role of downdrafts has been given, despite their key role aiding warm
core development via adiabatic descent. Similarly, Section 5.4 contains no explicit distinction
of adiabatic warming in warm core development. Section 5.6.1 does provide some details
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Figure 5.69: Aggregate diabatic heating within the asymmetric RMW with respect to time
and height due to shallow cumuli (A), cumulus congestus (B), deep convection (C), and CBs
(D) for Ike simulation.
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Figure 5.70: As in Figure 5.69 but for Earl simulation.
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Figure 5.71: Diabatic heating within the asymmetric RMW with respect to time and height
not accounted for by convective regimes in Ike (A) and Earl (B) simulations.
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related to the broad characteristics of the downdraft populations in Figures 5.43 and 5.44.
However, the biggest shortcoming of quantifying downdrafts is the inability to readily clas-
sify downdrafts in a manner similar to the updraft feature algorithm described in Section
4.5.2 due to a lack of downdrafts to conform to boundaries limiting their vertical extent (i.e.
trade wind inversion, 0 ◦C height, tropopause). Additionally, it remains unclear of a method
to discretely link downdrafts to a specific updraft feature for classification in that manner.
Due to these shortcomings, the role of downdrafts is difficult to readily distinguish in the
simulated RI of Ike and Earl.
One downdraft-related metric that can be readily calculated however, is the vertical mass
flux associated with downdrafts. Figure 5.72 portrays the average downdraft vertical mass
flux across the asymmetric RMW of each TC. In Ike (Fig. 5.72A) downdraft vertical mass
flux begins to increase noticeably starting at +6 h, near the time of eye development (Fig.
5.29F). This growth in the average downdraft mass flux occurring within the RMW suggests
a shift within the TC inner-core from diabatic processes governing RI towards a growing
role of adiabatic processes, coincident with the RMW becoming increasingly characterized
by a lack of hydrometeors (Fig. 5.29F-H). The aforementioned increase in downdraft mass
flux in Ike begins near 2 km altitude with the magnitude of downdraft vertical mass flux
at this height increasing over time along with the vertical extent of the signal at altitudes
above 2 km. Near the conclusion of the simulation, well after RI has finished, peak average
downdraft mass flux values within the RMW occur at values <15x105 kg s−1 km−2 as the
RMW has become relatively small (Fig. 5.17A) and downdrafts depending upon the altitude
examined have reached, or nearly reached, a peak in fractional coverage within the RMW
(Fig. 5.43A,C,E).
Average downdraft vertical mass flux within the RMW of Earl (Fig. 5.72B) reveals a
different perspective relative to Ike. There are periodic surges in the values of downdraft
mass flux throughout the Earl simulation. From -12 through +4 h there are elevated mean
downdraft mass flux values <6x105 kg s−1 km−2between 1-2 km altitude. Across these times
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widespread regions associated with minimal hydrometeors within the RMW persist (Fig.
5.30C-E, while the dipole-like structure of low-level moisture (not shown) across these times
was also related to Figure 5.34 to explain the lower average PW values across the inner-core
of Earl. The north and eastern sides of Earl that lack hydrometeors across these times (Fig.
5.30C-E) are characterized by weak, widespread subsidence associated with the drier air (not
shown), with strong localized subsidence also occurring adjacent to the convective outbreaks
to the south and west of the center. Following eye development near +6 h (Fig. 5.30F)
and the increasingly axisymmetric RMW nature, the surges in mean downdraft mass flux
are associated with subsidence within the developing eye. While the downdrafts display an
overall slow increasing fractional coverage trend in Earl (Fig. 5.43B,D,F) there are often
periods where the coverage plateaus. Downdraft magnitudes associated with percentiles
≥95% do appear to increase from +42 h onward at 7 and 12 km (Fig. 5.43D,F) and are
likely somewhat responsible for the more prevalent mean downdraft mass flux values <106
kg s−1 km−2 across this same interval (Fig. 5.72B). As in Ike, there does appear to be a
somewhat persistent increasing trend in mean downdraft flux magnitudes and the depth that
they occur over within the RMW following eye development at +6 h (Fig. 5.30F), indicative
of the greater role of adiabatic processes in maintaining and increasing Earl’s warm core
from this point forward.
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Figure 5.72: Average downdraft vertical mass flux occurring within the asymmetric RMW
at each time and altitude for Ike (A) and Earl (B).
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5.7 Interim Conclusions
This chapter described WRF simulations that are able to successfully reproduce the RI
episodes of Hurricanes Ike of 2008 (under <10 kt of wind shear) and Earl of 2010 (under ≥10
kt of wind shear). Despite both of these storms occurring within 1 ordinal week of each other
and undergoing RI while over comparable regions of the Central Atlantic, each intensified in
very different manners. While each storm undergoes RI 6 h earlier than observed (Figs. 5.2,
5.5) the overall intensification trends are very similar to observations with errors generally
less than comparable numerical model simulations (e.g. Rogers (2010), McFarquhar et al.
(2012)).
The simulations are largely analyzed through the perspective of using an objectively
quantified analysis region defined by the RMW position (Fig. 4.9), due to the TC intensifi-
cation efficiency arguments from the higher I found here by Schubert and Hack (1982), Vigh
and Schubert (2009), and Pendergrass and Willoughby (2009). The RMW is found to be
highly asymmetric in both an azimuthal and vertical sense preceding and shortly following RI
(Figs. 5.17, 5.18). These asymmetries are attributed to the relatively weak mesoscale vortex
that is able to be readily modified by localized convective flows that produce tangential winds
of a comparable magnitude to the vortex (Figs. 4.9, 5.29, 5.30). Such increased symmetry
of the tangential wind field has been previously shown in the flight-level observational data
of Croxford and Barnes (2002). Due to these strong asymmetries with regards to azimuth
and altitude, the use of axisymmetric RMW approximations in three dimensional models or
a single-altitude RMW approximation in any sense can easily introduce error into analyses.
As one example, the diabatic heating distributions are statistically significant above 95% for
the majority of each TC simulation if using an axisymmetric RMW approximation instead
of considering azimuthal variability (Fig. 5.23).
Each simulation appears to conform to the VHT intensification paradigm as most recently
outlined by Montgomery and Smith (in press). Preceding RI Ike’s absolute vorticity is
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initially greatest between 4-8 km (Fig. 5.11A) while Earl is surface-based (Fig. 5.11B). As
each storm intensifies vorticity increases strongest at low-levels (≤3 km), while the vortex
depth grows. Evaluation of M for each storm (Figs. 5.14, 5.15) reveals strong low-level
inflow within the boundary layer preceding and during RI while weak convergence persists
in the mid-levels for each storm, with each mechanism acting to increase the tangential
wind as described by Smith et al. (2009) and Montgomery and Smith (in press). Analyses
of the individual updrafts within each simulation reveals the average vortical nature of all
convective modes through varying stages of vertical development (Fig. 5.64) as previously
noted in Wang (2014), while here on average SC possesses the weakest rotation and CBs
the greatest for both simulations. Each convective regime sees its average vorticity increase
following RI, in line with concepts regarding upscale vorticity growth and aggregation as part
of the VHT paradigm (Fig. 5.11), while individual updrafts and vortical features are seen
contracting, merging, and growing the mesoscale vortex throughout intensification (Figs.
5.12, 5.13).
Diabatic heating acting to drive the secondary circulation and force the low-level con-
vergence and vorticity aggregation seen within the simulations is varied in its nature for
each simulation. Each TC possesses an absolute maximum in the aggregate diabatic heat-
ing occurring at subfreezing temperatures within the high I region inside the RMW over
±6 h of RI (Fig. 5.22). The diabatic heating peak is stronger in Earl than Ike, possibly
due to the increased asymmetry noted in the precipitation (Figs. 5.29, 5.30, 5.41, 5.42),
and by extension diabatic heating, fields in the simulation with asymmetric heating having
been shown to as less efficient for TC intensification by Nolan et al. (2007). Analysis at the
individual updraft level reveals that the diabatic heating peak associated with RI onset in
Ike is relatively evenly distributed among CC, DC, and CBs (Fig. 5.69) with a secondary
contribution aloft associated with stratiform precipitation (Fig. 5.71A) while Earl’s diabatic
heating is nearly exclusively CB driven (Fig. 5.70). For both of these storms however, the
majority of the diabatic heating as well as the vertical mass and vapor fluxes (Fig. 5.65)
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are coming from convective modes associated with the presence of frozen hydrometeors,
and thus the role and presence of ice should be a key focal point for the TC community
in subsequent evaluations of RI. McFarquhar et al. (2012) also suggests the importance
of ice in RI, noting a relative increase in latent heating due to fusion associated with RI
in their simulation. The aforementioned diabatic heating breakdowns do however, suggest
the importance of less-vertically developed convection acting as complimentary forcing for
the secondary circulation in the low-shear scenario, and that the VHT paradigm should be
modified to include less vertically extensive convection. Wang (2014) also notes the need
to alter the VHT paradigm due to the importance of SC and CC in TC genesis due to
potential vorticity and moisture convergence arguments regarding spin-up and conditioning
for convective development. Here the moisture convergence importance by SC and CC is
also noted in the Ike simulation (Fig. 5.66) through the lowest 4 km of the atmosphere until
after RI has commenced, while the CBs act to moisten the column over a greater depth in
Ike and dominate the moisture convergence before and during RI in Earl (Fig. 5.67). In
general the precipitation seen in both TCs associated with RI conforms to the perspectives
of Harnos and Nesbitt (2011) regarding the presence of frozen hydrometeors for both low
and high shear RI cases, while the low-shear case is less convectively vigorous relative to
the high shear scenario. The results here and within that passive microwave study suggest
multiple RI pathways in terms of the precipitation character that is dependent upon the
TC’s inner-core environment and particularly the wind shear impacts.
The environment across the TC inner-core appears to be the cause for the disparate
precipitation character across both simulations. The simulated shear in Earl is approximately
factor of 3 greater than in Ike leading up to RI onset (Figs. 5.7, 5.9), resulting the strong
wavenumber-1 asymmetry seen in its precipitation (Figs. 5.10, 5.30) relative to the more
widespread precipitation apparent in Ike (Figs. 5.8, 5.29). The inner-core environment is
also more favorable for Earl to be convectively vigorous relative to Ike due to: greater SSTs
(Fig. 5.31), greater surface sensible and latent heat fluxes (Fig. 5.32), higher θe within
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the boundary layer (Fig. 5.33), and greater moisture convergence (Fig. 5.34). While Ike
possesses higher average PW and relative humidity values than Earl (Figs. 5.34, 5.36), this
is due to the asymmetric nature of Earl’s convection with a contrast of approximately 20
kg m−2 and 30% respectively seen across the asymmetry. A pattern such as Earl’s is in line
with the perspective from Zhang et al. (2013) who note the preference for high boundary
layer θe right of the shear vector associated with convective development, while downdrafts
limit θe to the left of the shear vector. The end result is the tri-modal presence of CC, DC,
and CB existing within the RMW in the vicinity of RI (Fig. 5.47) whereas Earl is primarily
made up of CBs (Fig. 5.50), and in both simulations the vertical motion populations shift
to being CB driven over the course of RI. The convective disparities also manifest in the
vertical motion populations, with Earl exhibiting a broader range of w within the RMW than
Ike (Figs. 5.43, 5.44) associated with its intense convection. Earl also sees a signal at 12
km preceding RI with its updraft magnitudes at percentages ≥99%, presumably associated
with the CBs, similar to the results of McFarquhar et al. (2012) at 14 km. Ike’s greatest
signal relative to RI timing within the vertical motion population occurs at the midlevels
for updrafts ≥99%, with the lack of a signature aloft due to the reduced CB presence.
Eye development in both TCs occurs approximately 6 h into RI (Figs. 5.29F, 5.30F)
and is attributed to an increased role of downdrafts and adiabatic warming in maintaining
the TC warm core. Despite this, no distinct signals are seen in the downdraft areas or
populations (Fig. 5.43) from this point through RI’s conclusion. Average downdraft mass
fluxes values within the RMW (Fig. 5.72) for both simulations after eye development show
increases at low levels and for higher magnitudes over a greater depth of the atmosphere.
Despite eye development, the RMW position has a tendency to not fully exclude diabatic
heating outside the high I (Figs 5.24, 5.25) in opposition to the perspective of Schubert and
Hack (1982) that eye development acts to drive the diabatic heating from the high I and
cap TC development. As for warm core character, within the RMW, θ shows the greatest
vertical displacement at 360 K (Fig. 5.26B), with some vertical displacement in the 370
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K contour also seen late in Earl. There is no evidence of stratospheric descent in either
simulation (Fig. 5.27) to be attributed to hydrostatic pressure decreases in the RI of either
simulation, as done by Zhang and Chen (2012). Ike’s warming within the RMW is initially
aloft (Fig. 5.28A) before encompassing the depth of the troposphere around the time of eye
development, while Earl sees deep warming from 12 h preceding RI through the rest of the
simulation (Fig. 5.28B), with this heating the greatest in the mid-levels and aloft.
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Chapter 6
Passive Microwave Observations
It is desirable to link the TC simulations back to observational data, given the limited
applicability of two case studies towards the global TC record. For this reason, the discrep-
ancies between the importance of ice versus liquid processes in RI occurrence from Harnos
and Nesbitt (2011) and Kieper and Jiang (2012) respectively, particularly necessitates fur-
ther evaluation from the satellite record. As such, this section aims to remove ambiguity
from the Harnos and Nesbitt (2011) composites that potentially wash out interstorm vari-
ability and Kieper and Jiang (2012) subjective interpretations of color and structure. After
revisiting these studies with an automated, objective analysis technique further work to
understand and explain the observed differences between the two aforementioned studies is
sought. The following sections provide: objective quantification of ring-like feature pres-
ence within a near-climatology passive microwave record, composite brightness temperature
analyses, evaluation of the brightness temperature distributions, a breakdown of brightness
temperatures into composite asymmetric and symmetric components, and interim conclu-
sions for this chapter.
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6.1 Ring-like Feature Presence
6.1.1 Objective Ring Quantification
The primary issue from the Harnos and Nesbitt (2011) study is that the composites limit
interpretation of inter-TC variability, outside of the limited information available from the
standard deviation contours used by those authors. Meanwhile, Kieper and Jiang (2012)
subjectively defines both 37 GHz false color and ring geometry which may introduce a bias
to the analyses. Ideally to overcome each of these deficiencies an objective algorithm should
be devised with which to quantify ring presence at both individual brightness temperatures
and in the NRL false color product used by Kieper and Jiang (2012).
A ring in passive microwave imagery in each of the aforementioned studies is loosely
defined as a region of brightness temperatures associated with hydrometeors surrounding
a region associated with a lack of hydrometeors in the circulation center vicinity. This
definition can be exploited for automated detection through image analyses software using
the precipitation feature framework (Nesbitt et al., 2000). Very simply, the algorithm for each
individual overpass determines within each TC inner-core whether any contiguous regions
of brightness temperatures not associated with precipitation exist fully within a contiguous
region of brightness temperatures that is associated with precipitation. An example of the
algorithm is shown in Figure 6.1 and detailed in the following paragraph.
First, the raw HURSAT-MW overpass is subset to only the innermost 208x208 km (51
pixels at 8 km each per side; Fig. 6.1A). This overpass is then bi-linearly interpolated from
a resolution of 8 km to 1 km (Fig. 6.1B). Next, regions that are sufficiently large and
correspond to regions associated with precipitation are isolated to potentially define the ring
boundaries. A minimum contiguous (4-sided) area threshold of 100 km2 is required, with
regions associated with precipitation defined as: T V37 ≥260 K, T P85 ≤250 K (with each potential
object colored differently in Fig. 6.1C), or 37 GHz false color pink or cyan regions (as defined
by the black boundaries in Figure 4.5). After defining contiguous precipitating regions,
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regions not associated-with precipitation are defined that are ≤100 km2. The brightness
temperature thresholds for being defined as non-precipitating are: T V37 ≤255 K, T P85 ≥270 K
(possible features are colored uniquely in Fig. 6.1D), or 37 GHz false color regions that are
non-pink (cyan or other) or non-cyan (pink or other). It is noted that for the 37 GHz false
color non-precipitating definitions are looser, as cyan is typically associated with emission
from liquid hydrometeors and pink regions with deep convection (Lee et al., 2002), yet the
purpose here is to isolate ring features associated with specific colors regardless of what they
may be enclosing or the color represents. Focus then returns to the precipitation features
defined in Figure 6.1C with convex hulls generated around each potential ring feature (Figure
6.1E). A convex hull is defined as the smallest convex polygon that completely encloses a
defined region. With these convex hulls loosely defining the precipitating regions (allowing
for small voids and similar features to be neglected) each non-precipitation feature can be
evaluated to determine whether it resides completely within any of the precipitation feature
convex hulls (Fig. 6.1F) with the red non-precipitation feature here residing in within the
largest convex hull of the example. This red non-precipitation feature can then have its
centroid taken to be the potential center of the TC (black X in Fig. 6.1G), with the overpass
then flagged as potentially containing a ring feature at the specified frequency and brightness
temperature product. All ring features are subsequently double-checked manually to confirm
ring validity around the TC center with potential miscategorization arising primarily from
edge effects of the analysis domain or secondary eyewalls resulting in a moat feature.
Once all rings have been checked for validity, re-centering of all the TC overpasses is
performed. A number of the original overpasses are offset from the suggested microwave
centers due to the nature of the best track observations used in generating the HURSAT-
MW dataset being 6-hourly and assuming linear interpolation between times. This is not
the case for all TCs as the speeds and bearing vary nonlinearly in time and space. This
re-centering will allow for improved accuracy of the analyses over the following sections.
The sole other objective recentering algorithm the authors are aware of is the ARCHER
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method of Wimmers and Velden (2010), however that algorithm is relatively slow due to
numerous cubic spline interpolations and decision tree steps, while the algorithm described
here is computationally efficient and can process the entire dataset used here in serial in
under 24 h.
6.1.2 Ring Feature Importance towards Intensity Change
With the automated method to objectively quantify ring presence, it is possible to de-
termine whether there is any link between such a feature and RI as hinted by Harnos and
Nesbitt (2011) and Kieper and Jiang (2012). To that end, a chi-squared test is used to eval-
uate the relative proportions of ring presence between various intensity change populations
throughout the HURSAT-MW dataset to establish statistical significance with the results
presented in Tables 6.1-6.4.
First, it is apparent the precipitative ring presence in T P85 from Harnos and Nesbitt (2011)
is a robust predictor (Table. 6.1) of discriminating cases of RI versus lesser intensification,
RI versus all other intensity changes, and whether a TC will intensify or not at or above the
99.99th percentile. Second, Harnos and Nesbitt (2011) were incorrect in dismissing results at
37 GHz for ring presence, with 37 GHz V (Table 6.2) showing ring features are statistically
significant for the same three populations as at 85 GHz PCT also at 99.99%.
Population. 1 RI RI RI, IN
Population. 2 IN IN, SS, WE SS, WE
Statistical Significance 99.99% 99.99% 99.99%
Table 6.1: T P85 precipitative ring presence chi-squared test populations and statistical signif-
icance percentiles.
Population. 1 RI RI RI, IN
Population. 2 IN IN, SS, WE SS, WE
Statistical Significance 99.99% 99.99% 99.99%
Table 6.2: As in Table 6.1 but for a T V37 ring.
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Robustness of ring presence is less straightforward in the 37 GHz false color product
utilized by Kieper and Jiang (2012). Cyan ring presence (Table 6.3) is robust for TCs
undergoing RI versus all lesser intensity changes and TCs that will undergo intensification
to some extent versus those that will remain steady state or weaken. However, cyan rings
are unable to distinguish between TCs undergoing RI and those intensifying but at a lesser
rate. This appears at odds with the main finding of Kieper and Jiang (2012) with some
possible reasons for this result being: the varied dataset date ranges and sensors utilized,
their restrictions on ring width and azimuthal coverage which are omitted here, or the fact
that Kieper and Jiang do not use cyan rings to predict RI occurrence and rather state that
the ring merely has to appear at some point over the course of RI. One factor that is not the
source of this discrepancy is that Kieper and Jiang (2012) evaluate cases only for the North
Atlantic basin, as repeating the analysis of Tables 6.1-6.4 results in changes in significance of
≤2% for all metrics. 37 GHz pink rings (Table 6.4) are not robust for any predictor, however
for the two RI evaluations there are sample size limitations.
Population. 1 RI RI RI, IN
Population. 2 IN IN, SS, WE SS, WE
Statistical Significance 47.81% 99.99% 99.99%
Table 6.3: As in Table 6.1 but for a 37 GHz false color cyan ring.
Population. 1 RI RI RI, IN
Population. 2 IN IN, SS, WE SS, WE
Statistical Significance 61.06% 61.98% 23.46%
Table 6.4: As in Table 6.1 but for a 37 GHz false color pink ring.
6.1.3 Intensity Change Prediction incorporating Ring Presence
With ring presence able to be objectively quantified, a simplistic attempt at intensity
change predictability is introduced using a multiple linear regression scheme to predict ∆V24h.
The scheme incorporates whether a ring is objectively identified in T V37 or T
P
85 given their
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significance in the preceding subsection, while also incorporating environmental information
deemed statistically significant for TCs undergoing RI in the North Atlantic and East Pacific
by Kaplan et al. (2010) (see variables in Table 4.7). Also included following Kaplan et al.
(2010) is the persistence (intensity 12 h prior to the overpass; PER) from IBTrACS. Rather
than incorporate the ring presence directly into the multiple linear regression scheme with
the reanalysis data in a binary sense (ring presence or no ring presence), the regression is
instead performed for all passive microwave overpasses, overpasses only possessing a ring at
T V37, and overpasses only possessing a ring at T
P
85. The relationships that result are detailed
in Equations 6.1, 6.2, and 6.3 for all overpasses, T V37 ring overpasses, and T
P
85 ring overpasses
respectively.
∆V24h = −39.5731− 0.0830SHR850−200 + 2.1912× 105D200
+ 0.0450RH850−700 + 0.6851PER + 1.2535SST (6.1)
∆V24h = −46.4757− 0.7952SHR850−200 + 2.2036× 105D200
− 0.0050RH850−700 + 0.7240PER + 1.7456SST (6.2)
∆V24h = −1.0907− 0.5966SHR850−200 + 3.4406× 105D200
− 0.0755RH850−700 + 0.8495PER + 0.1742SST (6.3)
The results of the multiple linear regression predicted intensity changes versus the ob-
served intensity changes are shown as scatter plots in Figure 6.2. At first glance, it appears
that the linear regression may be improperly characterizing the data, however probability
distribution functions (PDFs) of the observed and predicted ∆V24h (Figure 6.3) reveal the
bulk of each distribution is centered around intensity change values close to 0, which is un-
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able to be captured by the scatter plot here due to the wealth of data points in each as well
as the broad range of ∆V24h values. The PDFs reveal both observed and simulated ∆V24h
are normally distributed, however the observed distribution has a greater variance than that
predicted by each regression scheme, with the regression schemes for each setup producing
too many ∆V24h values of ±10 kt. Nevertheless, coefficients of determination (R2) for each
regression scheme is reasonably poor, with values on the order of 0.2 and the best regression
fit by a marginal degree occurring for overpasses possessing T V37 rings (Fig. 6.2B).
A quantile-quantile plot for 1 through 100% at 1% quantiles is shown in Figure 6.4 in
an attempt to reduce the wealth of data in Figure 6.2. The linear appearance to each
quantile-quantile plot further underscores the normal distribution of the data. Again, the
regression fits are too conservative for the vast majority of each population, with residuals
the greatest for strong weakening or intensification episodes and the sign of the residuals
switching near ∆V24h values of 0. Nevertheless, the perspective for all of the regression fits
suggest that multiple linear regression fails as a simplistic approach to skillful prediction of
intensity change, even with supplemental inclusion of the passive microwave ring presence.
In contrast to the linear regression approach used here, a Bayesian approach as by Rozoff
and Kossin (2011) and including a passive microwave ring indicator may prove to be more
useful for giving a likelihood of RI based upon passive microwave observations combined with
numerical model analysis values relative to climatology. It should be noted the current SHIPS
RI Index (Kaplan et al., 2010) as an example uses linear discriminant analysis with best
track, numerical model, and infrared satellite information. Due to the wealth of statistically
significant predictors shown by Kaplan et al. (2010) for RI episodes and failure of simple
multiple linear regression scheme, a statistical prediction scheme that looks to capture the
full intensity change distribution may likely require some dimensionality reduction as done
by Kaplan et al. (2010) or the commonly used empirical orthogonal function analysis. In
light of the work required to undertake such predictive model development, the work is left
for subsequent investigation.
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Figure 6.1: TMI T P85 [K] ring quantification of Hurricane Paloma at 2008-11-08 1149 UTC.
See text for description of steps within each panel.
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Figure 6.2: Scatter plot comparison of observed ∆V24h to predicted ∆V24h for: all passive
microwave cases (A; Equation 6.1), passive microwave cases with a T V37 ring present (B;
Equation 6.2), and passive microwave cases with a T P85 ring present (C; Equation 6.3). Black
lines in each panel indicate a 1 to 1 relationship.
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Figure 6.3: Probability density functions (PDFs) of observed ∆V24h (red) and predicted
∆V24h (blue) for: all passive microwave cases, passive microwave cases with a T
V
37 ring present
, and passive microwave cases with a T P85 ring present.
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Figure 6.4: Quantile-quantile plot from 1 to 100% at 1% intervals of observed ∆V24h and
predicted ∆V24h for: all passive microwave cases, passive microwave cases with a T
V
37 ring
present , and passive microwave cases with a T P85 ring present.
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6.2 Composite Analyses
6.2.1 Brightness Temperature Composites by Intensity Change
Next, evaluations are undertaken to see whether the automated re-centering on the
HURSAT-MW database using the ring algorithm has any tangible effect on the compos-
ite methodology of Figure 1 from Harnos and Nesbitt (2011). Further, polarized 37 GHz
data bears evaluating given the results of the previous two sections. There was also an anal-
ysis oversight in the original analysis of Harnos and Nesbitt’s (2011) Figure 1 that is now
rectified, where the original overpasses for the southern hemisphere were not mirrored across
the shear-vector orientation to account for differences in cyclonic rotation between the two
hemispheres. The data used here utilize the objectively recentered overpasses from the ring
algorithm which should improve interpretation and potential errors from misdiagnosed TC
centers. Unless otherwise mentioned, all subsequent 37 GHz data presented in this chapter
is recentered to the T V37 center estimation and the T
P
85 center while at 85 GHz.
Figure 6.5 regenerates Figure 1 of Harnos and Nesbitt (2011). The most noticeable
difference relative to the original figure is the contrast of brightness temperatures between
the precipitative ring and its enclosed region, presumably resulting from the recentering
process. Overall appearances are similar to that of Harnos and Nesbitt (2011), with a
precipitative ring apparent in T P85 below 250 K for TCs subsequently undergoing RI (Fig.
6.5A). Rings are also somewhat apparent in the other intensity change statuses, however the
brightness temperatures are at values typically not associated with precipitation other than
those in the IN composite.
For quantifying intrapixel variability, Figure 6.6 shows the standard deviation of T P85
again in shear-relative coordinates. The largest standard deviations for all intensity change
classes are within the innermost half degree, with all but the RI values (Fig. 6.6A) showing
the greatest variance in a ring around the immediate center. Also of note is that the RI
composite has lower standard deviation values than the IN composite (Fig. 6.6B), which
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also has greater spatial coverage of high standard deviations (noted easily in the coverage of
values ≥20 K represented by oranges and reds which lie fully within the 1◦ annuli for the RI
composite). Typical standard deviation values within the innermost degree of all composites
are on the order of 20-25K. Brightness temperatures associated with the ring in Figure 6.5A
are approximately 245 K while the central values are near 265 K, with the difference being
near the magnitude of the standard deviation values at the individual pixel scale.
Figure 6.7 repeats the composite brightness temperature perspective for T P37. There is a
faint hint of a precipitative ring in the scattering signature for the RI composite (Fig. 6.7A),
however the immediate inner-core radial variability is limited to only a few Kelvin. This is
presumably due to the limited amount of large cloud ice within the TC inner-core to induce
scattering at 37 GHz. The ring of depressed brightness temperatures around the inner-core
is more pronounced for the IN composite (Fig. 6.7B) than the RI composite, while not
appearing in the SS or WE composites.
Standard deviations at the individual pixel scale for T P37 are shown in Figure 6.8. In
all composites representative values within the inner-core are ≥6 K with embedded higher
values. With the magnitude of these typical standard deviation values exceeding the radial
gradient of the ill-defined precipitative ring in the RI composite (Fig. 6.7A), it appears
ring presence in the T P37 product is a poor choice for RI prediction. Indeed, attempts at
developing a ring product using T P37, such as those described in the preceding section, proved
to be difficult to near-impossible in terms of finding a balance between a reasonable sample
size and too many extraneous features. This is again attributed to the lack of large cloud
ice to scatter at 37 GHz resulting in minimal T P37 variability. Returning to the standard
deviation plots (Fig. 6.8, some bad individual pixels within the data (e.g. near: 200 km
up shear in the Fig. 6.8B) that are likely the result of missing data in one of the polarized
channels yielding unrealistic values for T P37 (see. Equation 4.3).
The composite of T V37 is shown in Figure 6.9. It should be noted at T
V
37 land surfaces vary
drastically between land surfaces and the radiometrically cold ocean (Grody and Weng,
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2008), such that land surfaces are removed from Figure 6.9 due to the potential for land-
surface contamination. The RI composite (Fig. 6.9A) exhibits a ring of T V37 ≥ 260 K, the
warmest brightness temperatures for any of the composites. For the IN composite a ring is
also apparent, characterized by brightness temperatures approximately 5 K less than the RI
composite. Both the SS and WE composites show evidence of weak emission increases of
brightness temperatures between 0.5-1◦ radii. The brightness temperatures are noticeably
warmer within the inner-core for the WE composite than for the SS composite by a few
Kelvin. The source of this feature may be a small population of intense TCs with well-
developed eyewalls that are undergoing decay due to eyewall replacement cycles or other
phenomena.
Figure 6.10 shows the standard deviations for the T V37 composite seen in Figure 6.9. The
varied character of the standard deviations for the RI composite (Fig. 6.10A) is readily
apparent within the inner-core, where within the innermost 1◦ the standard deviations drop
to near 6 K. while for the other composites the values at these radii are on the order of 12 K.
The source for this discrepancy can be traced to the higher brightness temperatures over the
innermost degree of the RI composite Figure 6.9A relative to the other panels of the same
plot. It is well documented that 37 GHz brightness temperatures saturate at rain rates above
approximately 4 mm hr−1 (see Wilheit (1986), Kummerow and Weinman (1988), Weng and
Grody (1994), Ferraro and Marks (1995), and McGaughey et al. (1996) among others). With
these saturation effects occurring, higher rain rates above the 4 mm hr−1 are indistinguishable
with this limited variability resulting in reduced standard deviation values for the composite
analysis. This feature however does illustrate the prevalence of a ring of rainfall at rates
≥4 mm hr−1 enclosing the center for TCs undergoing subsequent RI. These rain rates are
typical of those associated with convection or only the most intense of stratiform rainfalls
(Spencer et al., 1989). The IN composite (Fig. 6.10B) shows approximately a 3 K reduction
in the standard deviations across the inner-core relative to radii ≥ 1.5◦ while the SS and WE
composites have standard deviation decreases of only around 1 K for these same regions.
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As noted with the T P37 standard deviation plots (Fig. 6.8), there appear to be some bad
data within the T V37 composites apparent with the arc-like increased standard deviations in
Figure 6.10A to the downshear and cyclonic sides at radii ≥1.5◦. The impact of these bad
pixels is most apparent within the RI composite, due to it having the lowest sample size
(624 observations; Table 4.6) while the bad data is most apparent at large radii due to the
reduced number of observations within each grid cell due to edge effects or land prevalence
(recall overpasses be centered ≥150 km from land and have a minimum of 50% overpass
coverage within innermost degree for inclusion in the study).
Much like the ring prevalence evaluation in Tables 6.1-6.4, it is of interest to determine
which individual pixel brightness temperature distributions are robust between intensity
changes. To evaluate this, the statistical significance is evaluated using a two-sided Student’s
t-test for each of the pixels of Figures 6.5, 6.7, and 6.9 for between the RI composite (panel
A) and IN composite (panel B). Figure 6.11 repeats the RI composites of Figures 6.5, 6.7,
and 6.9 but only contours the pixels where the t-test dictates ≥99.9% significance relative
to the corresponding IN composite’s pixels. For the T P85 composite (Fig. 6.11A), brightness
temperatures differences for RI systems are generally robust between 25 and 75 km radius,
encompassing the depressed brightness temperature ring associated with ice scattering and
precipitation. A handful of typically isolated pixels are also statistically significant above the
99.9th percentile beyond 1◦ radius, but these are at T P85 values not typically associated with
precipitation. The T P37 composite (Fig. 6.11B) shows generally the same regions being robust
between RI and IN TCs as for T P85, despite the minimal brightness temperature differences in
panels A and B of Figure 6.7. Each of these t-test results, along with Table 6.1 dictate that a
ring of depressed brightness temperatures due to scattering by ice hydrometeors surrounding
the TC center is an objectively robust feature associated with RI occurrence.
Switching to products primarily responsive to liquid water, Figure 6.11C displays T V37
pixel robustness, with nearly the entire annulus through 1◦ being statistically different for
the RI composite versus the IN composite at ≥99.9%. As opposed to the other two panels
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of Figure 6.11 the “hole” of the ring is also robust at T V37, with Figure 6.9 panels A and
B revealing that the associated RI pixels here are warmer than those of the IN composite.
Nevertheless, the elevated T V37 values due to emission by liquid water surrounding the TC
center between roughly 25-75 km in a ring pattern are robust and in conjunction with the
T V37 ring algorithm results of Table 6.2 it is apparent that a ring of liquid hydrometeors
surrounding the TC center appears robust for impending RI. The warmer brightness tem-
peratures near the circulation center for RI TCs being statistically significant is somewhat
disconcerting however due to the potential for the radial gradient of brightness temperatures
to be insufficient for a ring being present (i.e. an appearance akin to circular feature absent
the “hole” in the middle).
6.2.2 Brightness Temperature Changes Relative to RI
With T P85 and T
V
37 proving to be useful predictors of RI through precipitative ring presence,
both the influence of wind shear on the composites and evolution of the brightness temper-
atures preceding and following RI are of interest following Harnos and Nesbitt (2011). As
noted earlier, the issue regarding the failure of Harnos and Nesbitt (2011) to account for
differences in rotation for Southern Hemisphere TCs also necessitates regenerating Figure
3 from that article detailing the frequency that the T P85 thresholds of ≤250 K and ≤220 K
are exceeded for RI episodes under low (<10 kt) and high environmental shear (≥10 kt).
These thresholds roughly correspond to a precipitation rate of 3 mm hr−1 (Spencer et al.
(1989); Adler et al. (1994)) and ≥10-12 mm hr−1 (Adler et al., 1994) respectively. A wide
scatter is expected with the T P85 results relative to observed rain rates however due to the
potential underestimation of warm rain signatures with the passive microwave response here
coming solely from frozen hydrometeors. Due to the earlier T V37 results showing promise
for prediction of RI occurrence, two thresholds of ≥255 and ≥260 K are also evaluated,
however it is difficult to directly relate these brightness temperatures to rain rates due to
saturation effects at light rain rates ≥ 4 mm hr−1 (e.g. Wilheit (1986), Kummerow and
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Weinman (1988), Weng and Grody (1994), Ferraro and Marks (1995), McGaughey et al.
(1996)). Nevertheless, it is assumed the 255 K threshold is generally associated with less
intense rainfall than the 260 K threshold.
Figure 6.12 shows the frequency of T P85 ≤250 K occurrence for overpasses at 6 hour
intervals within ±24 h of RI under low wind shear. Limited structural clarity occurs within
the inner-core with this product until -12 h (Fig. 6.12C) where frequencies ≥30% enclose
the TC center in a ring-like presence near a half degree radii. 6 h later (Fig. 6.12D) these
frequencies have increased to around 45% and become better defined. By RI onset (FIg.
6.12E) this region is distinctive with values of ≥55% throughout. The frequencies steadily
grow through +18 h (Fig. 6.12H) when the ring is associated with frequencies of ≥65%.
These results qualitatively mirror those of Harnos and Nesbitt (2011), revealing the fixed
Southern Hemisphere TC orientation, recentering algorithm usage, and different modified
source and calculation of wind shear magnitudes have minimal impact on the results here. It
is also worth noting that the sample sizes for each composite (listed in the title of each panel
in Figure 6.12) show a tendency to increase relative to RI timing, with this trend attributed
to the growing intensity whereas preceding RI overpasses may be of TCs at too weak of an
intensity for inclusion in the study (recall the minimum wind speed threshold at the time
of overpass to be ≥34 kt) or potentially not even being declared as a tropical disturbance
yet and accordingly missing from the best track database. Also important to note here is
that the difference between the precipitative ring feature and central value frequencies are
typically near 45%, such that distinction between the ring and a relatively precipitation free
center can be made nearly half the time.
The frequency of occurrence for T P85 ≤250 K while under high wind shear (≥10 kt) over
±24 h of RI is shown in Figure 6.13. Through -12 h (Fig. 6.13A-C) the highest frequency
values are near 50% and oriented anticyclonically to the shear vector at a radii of around
one half degree. At -6 h (Fig. 6.13D) this maxima shifts downshear with a slight anticylonic
preference. At RI onset (Fig. 6.13E) there is a ring-like appearance to the frequency values
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≥45% (approximately 10% less than seen in the low shear frequencies of Fig. 6.12E) with
a continued preference for higher frequencies occurring downshear over a relatively broader
region. During the course of RI these frequency values steadily increase in their magnitude
with widespread values ≥60% by +24 h. The results here differ slightly from those of Harnos
and Nesbitt (2011) in terms of the appearance preceding RI with that study showing a weak
preference for pixels ≤250 K to occur right of the shear vector, where here that preference
is anticyclonic. One possible explanation for this is a preference for TCs in the Southern
Hemisphere to undergo RI under high shear, where the cyclonic/anticyclonic orientation
would result in such an appearance relative to the composites of Harnos and Nesbitt (2011).
Regardless, the sample sizes are relatively small for the high shear cases (around 20 for
Harnos and Nesbitt (2011) and near 40 here with the discrepancy in values due to the varied
reanalysis source and definition used for wind shear calculation, see Table 4.7), such that
substantial variability is expected. Once more differences between frequencies the central
pixels and precipitation encircling them are routinely 45%, allowing for distinction between
the two almost half the time.
Low shear pixel T P85 frequency ≤220 K is shown in Figure 6.14, corresponding to pixels
of moderate convection (McGaughey et al., 1996). Note the color scales here differ from
Figures 6.12 and 6.13. Through -12 h (Fig. 6.14A-C) peak frequencies occur near 15%,
preferentially anticyclonic to the shear vector at a radii near one half degree (55 km). A
ring of low frequencies at these values encircles the center by -6 h (Fig. 6.12D). Over the
subsequent 30 h these frequencies grow in magnitude reaching around 25% by +24 h (Fig.
6.14I), while a slow contraction trend is noted in their location. The 220 K peak frequencies
during the course of RI (0 through +24 h; Fig. 6.14E-I) are located slightly interior to the
maximum frequencies at 250 K (Fig. 6.12E-I).
The companion perspective with T P85 pixels ≤220 K while under high ambient wind shear
over the day preceding and following RI initiation is shown in Figure 6.15. The initial
frequency pattern favors anticylonic orientation through -12 h (Fig. 6.15A-C), similar to
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the companion 250 K composite (Fig. 6.13A-C). There are increased frequencies at -24
and -18 h (Fig. 6.15A,B) anticylonically downshear with values around 25% than over the
following 24 h (Fig. 6.15C-G) where frequencies generally peak at or below 20%. From -6 h
through +12 h (Fig. 6.15D-G) the peak frequencies occur downshear before an anticyclonic
preferential orientation returns for +12 and +24 h (Fig. 6.15H,I) where magnitudes return
to around 25%. Once more, the limited sample sizes for each composite underscore that the
results should be taken cautiously for these high shear cases. Harnos and Nesbitt (2011)
and their similar composites show preferred orientation left of the shear vector at -12 h,
suggesting the anticyclonic preference here is consistent with Northern Hemisphere TCs
undergoing RI, however this is at odds with the the potential interpretations for 250 K. The
best explanation appears to be the confounding of these frequency composites due to the
cylonic rotation difference across the northern and southern hemispheres, with the improved
representation here instead using anticyclonic and cyclonic coordinates being preferred. In
that vein, it is noted the high shear results for T P85 ≤250 and ≤220 K (Figs. 6.13 and
6.15 respectively) are qualitatively consistent with one another, lending further credence to
placing more weight on the results from the current study with the improved representation.
Next attention shifts to T V37, with the first frequency perspective for pixels exceeding ≥255
K while under low wind shear (Figure 6.16), with these values qualitatively corresponding
to lighter rainfall or otherwise high liquid water path values. At -24 h (Fig. 6.16A) a ring
of frequencies ≥60% surrounds the TC center, with isolated values near 70% upshear. Six
hours later (Fig. 6.16B) the frequencies within the ring have increased to around 70% with
subsequent increase to 80% by RI onset (Fig. 6.16E). The ring of high frequencies continually
grows, reaching near 95% by +24 h (Fig. 6.16I). It is noteworthy however that the “hole”
within the ring consists of values near 50% even at -24 h (Fig. 6.16A) that increase to 65%
by +24 h (Fig. 6.16I). Taking into account the differences between the ring feature and its
“hole” component, the frequency differences between each are typically around 30%. This
implies that the ring feature noted in these figures may only manifest around 30% of the
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time, despite the high frequencies noted with it, due to the relatively high frequencies also
existing within the ring.
The counterpart to Figure 6.16 however while now for high shear overpasses and the
frequency of T V37 ≥255 K is seen in Figure 6.17. For -24 and -18 h (Fig. 6.17A,B) peak
frequencies exist anticyclonically to the shear vector at around 75% with minimal organiza-
tional character. By -12 h (Fig. 6.17C) a region of frequencies near 70% encircle the TC
center at around a half degree radii, with the feature being slightly broader anticylonically
upshear with a similar character and slightly larger frequencies 6 h later (Fig. 6.17D). From
RI onset onward (Fig. 6.17E-I) the organization remains circular around the center with
highest values remaining focused at the same radii as before with the maximum widths
now anticylonically downshear. As with the low shear T V37 composite (Fig. 6.16) the differ-
ence between the ring feature and its “hole” are consistently near 30%, suggesting limited
distinction between each feature from a prediction perspective.
Next the T V37 threshold is increased to≥260 K, qualitatively corresponding to more intense
rainfall than the previous threshold of ≥255 K, with the low shear frequency evolution
depicted in Figure 6.18. Initially at -24 h (Fig. 6.18A) a widespread region of frequencies
≥35% exist within the innermost degree, before a ring of frequencies near 50% appear near
one half degree 6 h later (Fig. 6.18B). This ring-like feature persists through the rest of
the composites, reaching typical values of 70% by -6 h (Fig. 6.18D) and 80% by +12 h
(Fig. 6.18G). Again here the central values within the ring are typically 30-40%, limiting
the potential for distinction between the ring and its associated “hole” from this analysis.
Finally, T V37 for overpasses under high shear have their frequency of meeting or exceeding
260 K at the individual pixel level displayed in Figure 6.19. Once more a preference of the
highest frequencies to initially occur anticylonically to the she vector is apparent preceding
RI (Fig. 6.19A-C) with values here reaching 70% in places. Ragged ring-like structures
appear surrounding the center at a half degree radius from -6 through +6 h (Fig. 6.19D-F)
associated with frequencies ranging from 60-75%. The ring feature clarity increases from +12
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h onward (Fig. 6.19G-I) with values typically in the 65-80% range over this period. Most
notable however here is from RI onset onward (Fig. 6.19E-I) there is a preference for the
central values to possess frequencies of <20%. This is critical for the potential distinction
of the ring feature presence, with the difference between the central values and elevated
frequency values typically existing around 50% such that a distinction can be made between
the two regions approximately half the time.
The frequency of 37 GHz false color values corresponding to cyan and pink (Following the
delineation of 4.5) can also be evaluated relative to RI timing, and is first performed for cyan
regions under low shear in Figure 6.20. Through -6 h (Fig. 6.20D) there frequency plots are
characterized by widespread regions of the highest frequencies, that approach 60-70%, within
the innermost degree with no other distinctive structure. By RI onset (Fig. 6.20E) some
slightly reduced values are apparent near the center of these largest frequencies, however
these lowest values still exceed 55%. During the subsequent 24 h these lower frequencies in
the center remain ≥50% while the surrounding maximum frequencies grow to 65-75% within
the annuli between one half and one degree of radius. As such, there is only 10-15% difference
between the cyan frequencies of “ring” and its corresponding hole allowing for little to no
distinction between the two. From this analysis it is obvious 37 GHz brightness temperatures
associated with false color regions represented by cyan are widespread throughout the TC
inner-core at all times relative to RI. The companion frequencies for cyan under high shear are
relatively similar (Figure 6.21) other than the lack of an apparent ring of elevated frequencies
around the center aside from +12 and +18 h (Fig. 6.21G,H). Under high shear once more
frequencies above 70% are common both preceding and following the start of RI occurrence.
Repeating the frequency analysis for 37 GHz false color values that lie within the pink
regime and overpasses under low shear (<10 kt) results in Figure 6.22. The first impression
is that pink regions are far rarer than cyan regions, with typical peak frequencies leading
up to RI onset only on the order of 20% (Fig. 6.22A-E). Over these same times, there is
a ring of the highest frequencies between one half and one degree radius surrounding the
183
center where associated frequencies as ≤10%. During the course of RI (Fig. 6.22E-I) the
highest frequencies contract inward and grow in magnitude reaching values near 35% by +24
h. The companion plot for frequency coverage by pink pixels under high shear is shown in
Figure 6.23, and portrays less temporal consistency. Over the first 12 h (Fig. 6.23A-C) the
peak frequencies exist near the center, anticylonic to the shear vector, and anticylonically
upshear respectively with peak values ≥35%. Over the next 24 h (Fig. 6.23D-G) the peak
frequencies reach only 30% with these values roughly encircling the TC center between one
half and one degree away. At +18 and +24 h (Fig. 6.23H,I) the frequency organizations
appear similar to the low shear plots (Fig. 6.22H,I), however the peak frequencies here reach
in excess of 40% with peak frequency values displaced slightly downshear.
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Figure 6.5: Composite T P85 [K] in shear-relative coordinates stratified by intensity change.
Shear vector is oriented towards the top of the page with cyclonic (anticyclonic) orientation
relative to the vector on the right (left). Black range rings are at half degree (55 km)
intervals.
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Figure 6.6: Composite T P85 standard deviation [K] in shear-relative coordinates stratified
by intensity change. Shear vector is oriented towards the top of the page with cyclonic
(anticyclonic) orientation relative to the vector on the right (left). Black range rings are at
half degree (55 km) intervals.
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Figure 6.7: As in Fig. 6.5 but for T P37.
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Figure 6.8: As in Fig. 6.6 but for T P37.
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Figure 6.9: As in Fig. 6.5 but for T V37.
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Figure 6.10: As in Fig. 6.6 but for T V37.
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Figure 6.11: Pixels of RI composites from Figures 6.5 (panel A), 6.7 (panel B), and 6.9
(panel C) that have statistically significant distributions at or above 99.9% relative to the
corresponding IN composites using a two-sided Student’s t-test.
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In summary the T P85 threshold of 250 K and T
V
37 threshold of 260 K appear to show the
most promise in evidence of precipitative rings encircling the center associated with RI,
in particular for situations under low environmental shear. It appears T P85 ≤220 K is too
stringent of a convective threshold, while T V37 ≥255 K may have issues distinguishing between
the ring and central values. Regarding 37 GHz false color products, pink regions appear to
rarely occurring to be a useful threshold for precipitative ring occurrence, similar to T P85 ≤220
K, while also lacking such feature presence after RI onset throughout. 37 GHz false color
cyan regions show resemblance of a ring in the frequency plots, however the issues arising
with T V37 ≥255 K in distinguishing between the ring and its corresponding “hole” are even
more pronounced. It is also interesting to note that for the T V37 and cyan products with a
ring-like appearance in the frequency plots, there remain modestly high values within the
center even well after RI has occurred (where the TC intensity at+24 h must be at least 64
kt following project methodology with a 30 kt wind increase required over RI and a baseline
value of 34 kt for inclusion in the study). This baseline intensity at +24 h is the threshold
for a Category 1 storm on the Saffir-Simpson scale, and slightly larger than the median
value for eye development within the North Atlantic of 58 kt noted by Vigh et al. (2012). It
is possible that some of these high frequencies within the center may be due to misplaced
centers however the re-centering algorithm makes this less likely, especially considering the
relatively strong winds of the storms in question and the assumed accompanying greater
structural organization. Some of the high central frequencies seen for T V37 and cyan false
color regions may also be due to the larger native footprint sizes of the sensors (37x28 km
for SSM/I and 16x9 km for TMI) relative to 85 GHz, obscuring the perspective of a potential
eye and eyewall combination. More potential reasons for the high frequencies noted at 37
GHz in regions that should have a reasonably high potential for limited liquid water content
within the vertical column will be explored in Section 7.
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6.3 Brightness Temperature Distributions
With the previous sections of this chapter some questions arose about potentially too
much inner-core coverage associated with 37 GHz brightness temperatures where a precipi-
tative ring would prove indistinguishable due a lack of radial contrast. One approximation
that can be performed to evaluate the potential for such an issue is to quantify the area
covered by the thresholds used in the preceding section across the innermost degree of each
intensity change classification.
Figure 6.24 presents CDFs of the area covered by T P85 covered by values ≤250 K (Fig.
6.24A) and ≤220 K (Fig. 6.24B). Median areal coverage of T P85 ≤250 K for RI, IN, SS, and
WE TCs respectively are between 37-38%, 30-31%, 14-15%, and 16-17%. The RI and IN
values median would potentially permit for a precipitative ring to occur within the innermost
degree, whereas the SS and WE medians seem to be too low. As noted in the preceding
section, it appears 220 K is not typically widespread within the TC inner-core with median
areal coverage in RI TCs of between 5-6% and 2-3% for weakening storms.
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Figure 6.24: CDF of area within the innermost degree of TCs by intensity change covered
by T P85 values ≤250 K (A) and ≤220 K (B).
The area covered within the innermost degree by T V37 values ≥255 and ≥260 K is shown
in Figure 6.25. Coverage of T V37 values above each threshold appears substantial relative to
205
the thresholds utilized at T P85, however the question of too much areal coverage to permit
ring appearance potentially exists. For T V37 ≥255 K the median areal coverage for RI TCs
is 77-78% while the values are 52-53% in WE storms. For RI storms this median value is
very high, where only approximately one fifth of the innermost degree would not be covered
by T37
V ≥255 K allowing for little room the “hole” portion of the ring. Regardless of the
potential for coverage, the median RI areal coverage of T P85 ≤250 K was 37-38%, meaning
at minimum 17-18% of the RI T V37 values ≥255 K must contain substantial enough ice to
scatter within the inner-core at 85 GHz. This factor serves to illustrate that precipitation
associated with ice scattering signatures at 85 GHz can cause emission increases in brightness
temperatures from the lower-altitude rainfall, provided that the cloud ice is not sufficiently
large to scatter substantially at 37 GHz. Returning to the CDFs, as one would expect the
areal coverage of T V37 ≥260 K (Fig. 6.25B) is less than ≥255 K. Median areal coverages for
TCs undergoing RI are 58-59% and 37-38% in WE storms for T V37 ≥260 K. No conclusive
statement can be made in comparing the median T P85 areas with the T
V
37 areas ≥260 K, with
a 2% difference between the RI median values here and for T P85 ≤250 K.
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Figure 6.25: As in Figure 6.24 but for T V37 values ≥255 K (A) and ≥260 K (B).
CDFs of the 37 GHz false color areas within the innermost-degree are also evaluated,
with cyan areal coverage CDF shown in Figure 6.26A) and pink areal coverage CDF in
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Figure 6.26B). Median cyan coverage for RI storms is between 67-68%, where once more
overlap with the median areal coverages of T P85 ≤250 K is noted for a minimum of 7-8%.
As such, cyan regions are not exclusively associated with warm rain as claimed by Kieper
and Jiang (2012) and can have enough ice to induce a scattering signature at 85 GHz (this
does however agree with the cyan definition from Lee et al. (2002) who deem cyan to be
“low-level water clouds and rain”). From Figure 6.26B it is clear pink regions are sparsely
occurring within the TC inner-core, in line with Figures 6.22 and 6.23. Little distinction is
also apparent between the 37 GHz false color pink CDF curves for with differences of only
a few percent between corresponding RI and IN quantiles.
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Figure 6.26: As in Figure 6.24 but for 37 GHz values corresponding to cyan (A) and pink
(B) regions.
Cross-frequency analysis is also possible between T P85 and T
V
37 to examine the brightness
temperature distributions at coincident pixels. Figure 6.27 comprises a two-dimensional
PDF of the individual pixel coverage at T P85 and T
V
37 throughout the innermost degree of
all TCs within the passive microwave database of this study. For this figure the centers
utilized are from T V37 estimates at both frequencies, while scanning geometries of each sensor
use a common feed horn, thus allowing coincident scene analysis across frequencies. Only
pixels occurring over water are included. Lack of common field of view sizes may limit
interpretation somewhat, despite each frequency being scaled to a common spatial resolution
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of 8 km. Differences in the altitude where the brightness temperature weighting function
peaks may also impact interpretation to some extent.
In Figure 6.27 the frequencies generally follow two regimes: one associated with precipita-
tion and the other with a lack of hydrometeors. The precipitation portion of the distribution
is characterized by the slight increase in T V37 while increasing values of T
P
85 (easily noted in
the greens through reds between T P85 of 150-225 K). The lack of hydrometeor portion of the
distribution is evident in the near-vertical region of the PDF at T P85 ≥275 K. The “widening”
of the region encompassed by orange and red values between these two regimes is associated
with nonhomogeneous beamfilling, varied background SSTs, and differences in the scatter-
ing characteristics of varied frozen hydrometeor shapes among other effects. Precipitation
associated with solely warm rain and lacking ice processes can also be isolated in this figure,
with elevated T V37 values above approximately 250 K but with T
P
85 values above roughly 275
K. From Figure 6.27 it is apparent that warm rain pixels are rare relative to pixels of pre-
cipitation associated with ice processes or clear air regions when evaluating the entire TC
inner-core spectrum.
Continuing analysis of Figure 6.27, the most common pixel occurrences (peaking near
0.2% of the dataset per bin) occur at T P85 values near 290 K at T
V
37 between 225 and 250
K, with these values associated with a lack of frozen or liquid hydrometeors. There is a
secondary peak to the PDF at T P85 values of 235-260 K and T
V
37 near 260 K. This peak is
at values associated with both frozen and liquid hydrometeor presence, while also providing
evidence of the saturation effects at 37 GHz as noted by Wilheit (1986), Kummerow and
Weinman (1988), Weng and Grody (1994), Ferraro and Marks (1995), and McGaughey et al.
(1996). It is also apparent from this figure that substantial ice scattering at T P85 can exist
despite a limited scattering signature at T V37 from large cloud ice, as can be seen in T
P
85 values
≤200 K occurring at T V37 near 260 K (bins in this vicinity each accounting for around 0.01%
of the dataset). Strong scattering signals at T V37 begin to consistently manifest in only the
rarest of scenarios, particularly at T P85 ≤125 K. From the diagram it appears T P85 ≥125 K
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approximately fall within the Rayleigh regime with colder temperatures associated with Mie
scattering, while for T V37 a firm boundary of entering the Mie regime is unable to be made
due to the wide range of behavior seen at T P85 values above 275 K associated with clear skies
and variable oceanic surface properties.
The PDF in Figure 6.27 can be broken down further into each of the four intensity change
statuses used in this study, and is done so in Figure 6.28. Relative to the other panels of
Figure 6.28, the RI PDF (panel A) sees values peak near 0.2% of the distribution in the
range of 225 K ≤ T P85 ≤ 265 K and T V37 of 260-265 K with these values associated with
signals from both liquid and frozen hydrometeors. The maxima noted in the PDF for all
intensity changes (Fig. 6.27 with nonprecipitating values at T P85 ≥275 K is not apparent in the
distributions here, with much more of the pixels occurring within the precipitation portion
of the brightness temperature distributions. As with the full distribution, the frequency of
pixels corresponding to solely warm rain are far fewer in TCs undergoing RI than those
with ice processes or clear atmospheres, thus seemingly supporting Harnos and Nesbitt
(2011) and raising questions about the warm rain designation used by Kieper and Jiang
(2012). The maxima associated with the nonprecipitation region reappears for the other
PDFs (Fig. 6.28B-D), with only the PDF for IN TCs exhibiting a pronounced maximum in
the precipitating region as with the RI storms, albeit at weaker frequency values here. It is
interesting to note too that the most depressed T P85 values below 75 K occur only in TCs that
are SS, thus there appears to be no direct link between extreme inner-core ice scattering at
T P85 and intensification.
Another effort is then made to relate brightness temperature information between 37 and
85 GHz, with Figure 6.29 depicting CDFs of T P85 at the individual pixel level for 37 GHz false
color regions corresponding to cyan (Fig. 6.29A) and pink (Fig. 6.29B) respectively across
the innermost degree for each of the 4 intensity change definitions as well as the full satellite
dataset. These CDFs serve a role of being able to quantify the relative presence of ice that
is able to scatter at 85 GHz associated with the qualitative 37 GHz false color products
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of Lee et al. (2002). For cyan pixels (Fig. 6.29A), the median T P85 value throughout the
dataset is 263 K. while the ≤250 K and ≤220 K thresholds used previously in this chapter
correspond to 26.4% and 2.36% of cyan pixels respectively. There appears to be discrepancies
between the CDFs for cyan pixels however, with RI and IN TCs biased towards colder T P85
values by approximately 10K relative to SS or WE TCs that make up the bulk of the full
distribution. For example, RI inner-core pixels associated with cyan have a median T P85 of 257
K while thresholds of ≤250 K and ≤220 K correspond to 35.4% and 3.3% of the distribution
respectively. Possible reasons for this discrepancy in the cyan CDF curves will be discussed in
Section 7, however it may have to do with the strongest TCs within the database consisting
of SS or WE systems (Figure 4.8). Alternatively, this would suggest that there is more
commonly ice scattering associated with cyan regions for TCs undergoing some degree of
intensification (RI and IN) versus those that are not (SS and WE), again pointing towards
the importance of ice processes in RI. There is less spread in the CDFs of T P85 associated with
37 GHz false color regions corresponding to pink (Fig. 6.29B), with maximum differences
among individual intensity changes at common T P85 values being generally below 5%. Median
T P85 associated with pink regions for all intensity changes is 229 K, while the T
P
85 thresholds
of ≤250 K and ≤220 K correspond to 90.1% and 32.4% of the distribution respectively. As
with cyan pixels (Fig. 6.29A), WE systems have their CDF shifted towards the warmest T P85
values relative to the other distributions, while RI and IN systems trend cooler.
In general based upon median T P85 values and Figure 6.27 it would appear that cyan
regions lie in between clear air and with precipitation regions with notable ice processes
whereas pink regions are associated with intense convection and substantial ice scattering.
Based on the lack of difference seen in the median T P85 values of 257 K associated with
cyan pixels for RI systems, Kieper and Jiang (2012)’s cyan ring may well be similar to that
of Harnos and Nesbitt (2011)’s ring noted in ice scattering signatures. Altogether these
factors suggest however that Kieper and Jiang (2012)’s association of cyan pixels with “low-
level water clouds and warm rain” is misguided and Lee et al. (2002)’s definition of cyan
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pixels indicating “low-level water clouds and rain” is more appropriate, as a notable frozen
hydrometeor presence appears to be commonly seen with cyan pixels such that the “warm”
qualifier for rainfall is inappropriate.
To investigate potential overlap of the Harnos and Nesbitt (2011) and Kieper and Jiang
(2012) precipitative ring features, 6 cases from Kieper and Jiang (2012)’s Table 2 are chosen
for analysis of the 37 GHz false color field collocated with regions of T P85 ≤250 K. The
cases chosen comprise every TMI case of Kieper and Jiang (2012)’s Table 2 where the
authors subjectively associate cyan ring presence with successful predicted RI occurrence or
were late in predicting RI occurrence, with the exception of the TMI overpass of Wilma at
1500 UTC 20 September, 2005. Only TMI cases are chosen due to the smaller horizontal
resolution discrepancies by channel relative to the SSM/I (see Tables 4.3 and 4.4). The
Wilma case is excluded due to the storm’s close proximity and interaction of its inner-core
with the topography of Cuba resulting in what may be an RI episode merely due to the
TC shifting away from the coastline and not being acted upon by the land surface. 37 GHz
data for Wilma are also impacted by variable surface emissivities of the land surface of Cuba
relative to the more homogeneous ocean surface, thereby confounding polarized brightness
temperature interpretations in addition to the 37 GHz false color product.
Figure 6.30 details the 6 TC cases with the 37 GHz false color product and 37 GHz
false color product color regime classification (i.e. black boundaries of Figure 4.5) with
the 250 K contour at T P85 overlaid on each. While the TMI uses a common feed horn for
brightness temperature evaluation, there are some offsets apparent in the location of 37
and 85 GHz data due to the variable altitude where the brightness temperature weighting
function peaks and the sensor orientation relative to nadir (e.g. Fig. 6.30A where the cyan
eye is shifted to the southeast of the 85 GHz eye). In the first case for Fabian of 2003 (Fig.
6.30A) interpretation is somewhat difficult due to the TC’s proximity to the swath edge.
Nevertheless, the false color regime delineations used here show a ring of cyan enclosing
a section classified as “other”. However, there is an apparent region of T P85 ice scattering
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surrounding a region of warmer PCT values that is slightly offset to the northwest of this
cyan ring. The ring algorithm of Section 6.1.1 does classify this case as possessing a T P85
ring. Within the region classified as cyan, much of this region is covered by T P85 ≤250 K
that cannot be fully explained by anvil contamination as there is only a small region of 37
GHz false color pink regions associated with deep convection to the east and north of the
center and 2 adjacent pixels well south of the center. The second case of 2004’s Danielle
(Fig. 6.30B) reveals a cyan ring enclosing a region that is classified as “other” (no T P85 ring
is diagnosed based on the algorithm in Section 6.1.1). For this scenario it appears much of
the T P85 ≤250 K is aligned with or associated with the pink regions of the false color product,
aside from a few isolated patches (i.e. 13.5◦ N, 28.25◦ W; 12.9◦ N, 27.7◦ W) where cold T P85
align with cyan regions that are reasonably well-removed from pink regions. The case of
Francis from 2004 (Fig. 6.30C) reveals a different issue, where here the false color regime
product does not support the presence of a cyan ring (subjectively the author concurs, as the
circulation center appears to be cyan). There does appear to be a region of T P85 encircling the
majority of the center however, and the ring algorithm of Section 6.1.1 does classify this case
as having a ring. Many cyan regions associated with T P85 ≤250 K are apparent in Francis,
with the eastern portion of the PCT region having a somewhat pinkish hue despite being
classified as cyan here, while several other smaller regions have appreciable ice scattering
despite no nearby pink regions (e.g. 11.3◦ N,44.3 ◦ W; 13.5◦ N, 44.1◦ W; 13.5◦ N, 43.2◦
W). The fourth case is 2004’s Karl where RI was predicted late by Kieper and Jiang (2012)
(Fig. 6.30D), which appears similar to Francis (Fig. 6.30C), in also not suggesting a clear
cyan ring presence while there is a fully-enclosed ring of T P85 surrounding the center (the ring
algorithm of Section 6.1.1 does not classify this as having a ring at T P85, presumably due to the
brightness temperatures within the ring being too warm over too small of a region). In Karl
many regions associated with cyan also possess T P85 ≤250 K, however due to the proximity
of each to pink regions there is no ability to distinguish if the ice scattering is potentially
due to anvil presence over lower-level clouds. The fifth case examined is Dennis from 2005
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(Fig. 6.30E) that exhibits rings around its center in both the 37 GHz false color product
and T P85 ≤250 K (and classified as such by the T P85 algorithm of Section 6.1.1). Much of the
cyan regions in Dennis associated with T P85 ≤ 250K are close to pink regions, however some
regions do appear isolated from pink areas (e.g. 16.4◦ N, 72.4◦W; 17-17.6◦N, 73.2-73.5◦W)
suggesting ice presence within cyan regions that is not due to contamination of adjacent
convective features. Last is Florence of 2006 that Kieper and Jiang (2012) again predicted
RI occurrence too late (Fig. 6.30F), with the TC exhibiting a cyan false color ring but no ring
at T P85 from the algorithm of Section 6.1.1. Again T
P
85 here are generally associated with 37
GHz false color values appearing pink, where anvil presence may be the cause of concurrent
cyan regions and T P85 ≤250 K. One interesting region however is the rainband wrapping
east and south of Florence, with the southernmost portion of this rainband classified as
cyan and possessing T P85 ≤250 K. Two plausible physical explanations for this pattern are
either the deep convection to the north’s stratiform region extending south yielding the cyan
region (associated with cold rain processes), or a progression from more vertically developed
convection (i.e. CBs and deep convection to the north with associated cold rain processes)
to shallower convection further south (i.e. congestus and shallow cumuli). Neither of these
hypothetical scenarios supports the associated of cyan with low-level clouds or warm rain.
In summary of the six sample cases evaluated in Figure 6.30, Kieper and Jiang (2012)
claims cyan ring presence in all six whereas the objective ring algorithm of Section 6.1.1
depicts cyan rings in four cases (one of which was for late in RI prediction, and three were
valid for RI) and T P85 rings in four cases (all four of four RI cases, with the two cases where
RI had already begun correctly not classified as having a precipitative ring at 85 GHz). In
some cases T P85 is aligned closely with 37 GHz pink regions (e.g. Fig. 6.30B,D,F), while
others exhibit T P85 patterns that may be represent anvil presence over shallow precipitation
(e.g. Fig. 6.30D,F), but some display regions where cyan regions well removed from pink
areas possess T P85 ≤250 K (e.g. Fig. 6.30A,B,C,E). Finally of note is the sheer breadth of
areal coverage by cyan regions in each panel of Figure 6.30, where should this entirely be
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warm rain or low-level clouds the results is compelling to the role of liquid precipitation in
RI. However, given that the cyan region for instance encompasses gaps between rainbands in
each panel this result seems somewhat dubious. Potential reasons for the widespread nature
of the cyan false color occurrence are further explored in Section 7.2.
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Figure 6.29: CDFs for individual pixels within the innermost degree of all TC overpasses T P85
for 37 GHz false color pixels corresponding to cyan (A) and pink (B) regions by intensity
change status.
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6.4 Axisymmetric and Asymmetric Brightness
Temperature Components
6.4.1 Axisymmetric Components
One more simplistic way to look at the variation of brightness temperatures by intensity
change is to calculate their respective axisymmetric means. Figure 6.31 does this for the
each of the four intensity change classifications at T P85, T
P
37, and T
V
37 using overpasses which
have been re-centered via the objective ring metric (T V37 here is only taken over water for
reasons previously mentioned). In general T P85 (Fig. 6.31A) and T
V
37 (Fig. 6.31C) RI and IN
means cluster together, as do SS and WE means. T P37 (Fig. 6.31B) is the lone product where
RI and IN means do not closely follow one another, where outside of 225 km radius the
RI TCs have the largest T P37 values of all intensity change classes. The greatest differences
between RI and IN means across all products occur within the innermost degree of radius,
again pointing to the importance of inner-core precipitation in driving RI episodes. A two-
sided Student’s t-test was performed to compare the RI and IN distributions of each product
shown in Figure 6.31, however none of the values are statistically significant at ≥90% (aside
from 0 km radius at T V37) despite the apparent differences noted in the distribution means.
These results are interesting, considering that statistical significance at or exceeding 99.9%
for the individual pixels distributions noted in Figure 6.11 at radii between approximately 25
through 75 km for the same 3 products of Figure 6.31. It appears that while the individual
pixels at fixed radii show distribution differences, when the aggregate of all pixels at one
radii are taken the distribution variations disappear. The sample sizes are much larger
for the axisymmetric composites, however the individual pixel sample sizes used in making
Figure 6.11 are reasonably large at close to the full dataset sample sizes of 624 RI overpasses
and 3108 IN overpasses respectively. Taking an axisymmetric perspective seemingly limits
interpretation due to the lack of robust signals, whereby a fully 2-D perspective incorporating
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morphological information is greatly preferred.
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Figure 6.31: Axisymmetric means of T P85 (A), T
P
37 (B), and T
V
37 (C) by intensity change.
6.4.2 Asymmetric Components
It is also possible to look at the mean asymmetric brightness temperatures components,
by converting overpasses into polar coordinates (radius and azimuth angle) and compositing
the overpasses in this sense prior to subtracting off the axisymmetric means. Figure 6.32
performs this for the four intensity change classifications using shear-relative coordinates of
azimuth, where 0◦ is downshear, 90◦ anticyclonic to the shear vector, and so forth. Over
the innermost 20-30 km of each panel the results are muddled, due to limited sample sizes
in a polar framework for small radii values, however outside these regions clear patterns can
be noted. For TCs undergoing subsequent RI (Fig. 6.32A) the T P85 asymmetric component
exhibits enhanced ice scattering downshear with a slight anticylonic preference. Asymmetric
components are also preferentially downshear in the other intensity change classifications
(Fig. 6.32B-D) however the RI asymmetries extend the furthest anticylonically upshear by
approximately 20◦ of azimuth relative to IN TCs. Within the RI composite’s innermost 100
km the asymmetric departures peak at values near ∆5 K.
The asymmetrical component evaluation in polar coordinates is repeated for T P37 in Figure
6.33. As with T P85, the T
P
37 asymmetries at radii ≥30 km for RI overpasses (Fig. 6.33A) have
anomalous depressions associated with scattering by large cloud ice preferentially downshear
and anticyclonically. The RI T V37 negative departures extend about 30
◦ more anticyclonically
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than at T P85, which would correspond to the larger cloud ice being wrapping further upshear
than the smaller cloud ice (i.e. a vertical tilt extending anticyclonically). Also as with
T P85 the RI departures (Fig. 6.33 wrap further anticyclonically than lesser intensity changes.
Asymmetries at T P37 are weakest with steady state systems (Fig. 6.33C) and most pronounced
for RI TCs (Fig. 6.33A), however peak values are only near ∆2 K once more corresponding
to the lack of large cloud ice in TCs.
Finally the polar coordinate composite asymmetric departure from axisymmetry for T V37
is shown in Figure 6.34. As with the PCT plots the RI (Fig. 6.34A) inner-core asym-
metrical positive anomalies, here associated with emission by liquid water, extend further
anticylonically upshear than in the lesser intensity changes. The RI T V37 (Fig. 6.34A) com-
posite more closely resembles the T P85 composite (Fig. 6.32A) in appearance, with the T
P
37
composite (Fig. 6.33A) wrapping around 45◦ further upshear than the others. Strongest
anomaly values at T V37 exist in the RI composite, reaching magnitudes around ∆5 K. The
RI composite generally exhibits inner-core positive anomalies at T V37 across all quadrants
except for cyclonically upshear (180-270◦). The IN anomaly composite (Fig. 6.34B) exhibits
a wavenumber-1 pattern aligned with the shear vector with positive departures downshear
(270-90◦)and negative departures upshear (90-270◦). Departures for SS and WE composites
(Fig. 6.34C,D) as similar to one another with positive inner-core values between 320-90◦
and negative values otherwise.
221
0 100 200 300 400 500
0
45
90
135
180
225
270
315
360
Radius [km]
S
−R
 A
zi
m
ut
h 
[˚]
Rapid Intensification
0 100 200 300 400 500
0
45
90
135
180
225
270
315
360
Radius [km]
S
−R
 A
zi
m
ut
h 
[˚]
Intensifying
0 100 200 300 400 500
0
45
90
135
180
225
270
315
360
Radius [km]
S
−R
 A
zi
m
ut
h 
[˚]
Steady State
0 100 200 300 400 500
0
45
90
135
180
225
270
315
360
Radius [km]
S
−R
 A
zi
m
ut
h 
[˚]
Weakening
[∆K]
−10 −8 −6 −4 −2 0 2 4 6 8 10
A.) B.)
C.) D.)
Figure 6.32: Composite asymmetric T P85 departures from axisymmetric mean brightness
temperatures by intensity change classification. Bins are 5 km by 10◦. Y-axis is shear-
relative where coordinates are MERRA 0-500 km 850-200 hPa shear relative, where 0◦ is
downshear, 90◦ anticyclonic to the shear vector, 180◦ upshear, and 270◦ cyclonic to the shear
vector.
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Figure 6.33: As in Figure 6.32 but for T P37
.
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.
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6.5 Interim Conclusions
This dissertation chapter employed a 22 year record of all combined SSM/I and TMI
satellite overpasses centered on TCs to provide one of the most extensive passive microwave
studies of these storms to date. The underlying narrative throughout the chapter is on
the contrasting relative importance and prevalence of 37 GHz signatures (primarily liquid
hydrometeor driven) versus 85 GHz signatures (frozen hydrometeor driven) under the guise
of the different narratives with Kieper and Jiang (2012) supporting the former and Harnos
and Nesbitt (2011) the latter. Harnos and Nesbitt (2011) argues for the importance of frozen
hydrometeors in RI episodes associated with vertically-developed convection through their
work, while Kieper and Jiang (2012) supports the importance of symmetric warm rain (i.e.
precipitating shallow cumuli and congestus).
An objective ring algorithm (Fig. 6.1) was introduced to quantify the presence of rings
surrounding the TC center in passive microwave overpasses utilizing: emission signatures in
T V37, scattering signatures at T
P
85, and 37 GHz false color products with cyan (representing
“low-level clouds and rain” following Lee et al. (2002) and pink (representing “deep convec-
tion” and “only the most intense ice scattering” following Lee et al. (2002)) appearances
(see Fig. 4.5 and associated discussion). Use of the objective ring algorithm on the dataset
reveals that both T V37 and T
P
85 rings are able to robustly discriminate cases of: RI from IN; RI
and IN from WE and SS; and RI from IN, SS, and WE (Tables 6.1, 6.2). Conversely, 37 GHz
rings appearing cyan, as advocated for by Kieper and Jiang (2012), can only discriminate at
a statistically significant level cases of: RI and IN from SS and WE; and RI from IN, SS, and
WE (Table 6.3). Due to Kieper and Jiang (2012)’s cyan ring being unable to discriminate
between cases of RI versus IN, suggests that the cyan ring appearance is only associated
with intensification, versus the upper tail of the intensity change distribution representing
RI storms. Pink false color rings prove insignificant when associated with intensity changes
(Table 6.4), however their sample sizes are often inadequate for such statistical tests. Harnos
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and Nesbitt (2011) was also short-sighted in dismissing 37 GHz data, as the ring algorithm
shows that a ring in T V37 is a robust feature when associated with the intensity changes eval-
uated here. Subsequent analyses of the axisymmetric means for T P85 and T
V
37 with respect
to radius reveal that the differences between RI and IN composite distributions are not sta-
tistically significant, except for the central value at T V37, suggesting the importance of TC
morphology in RI episodes while axisymmetry alone proves to not be robust with regards
to intensity change status (Fig. 6.31).
Composite analyses were also evaluated in light of an issue that may hinder interpretation
of Figures 1 and 3 of Harnos and Nesbitt (2011), and to also incorporate T V37 due to its
significance as established earlier. Both T P85 and T
V
37 brightness temperature composites in
wind shear-relative coordinates exhibit a ring of brightness temperatures associated with
precipitation immediately surrounding the TC center for RI storms that is more pronounced
than any of the other intensity changes (Figs. 6.5, 6.9). A two-sided t-test performed
on the individual pixels of these composites performed between the RI and IN composites
reveals that the rings are significant at ≥99.9% in both T P85 and T V37 (Fig. 6.11), while
T V37 also exhibits differences within the “hole” of the ring, with the composites showing
the brightness temperatures are higher on average for RI systems. With the brightness
temperatures at the individual pixel level for T V37 being greater not only for the region
associated with the ring, but also within the center of these storms suggests the potential for
limited interpretation of a ring’s presence in this product relative to T P85 where no such issue
persists. Evaluations over the 24 h preceding and following RI through composite frequency
analyses for varying products and thresholds (Figs. 6.12-6.23) also suggest a limited radial
gradient in the brightness temperatures exists for 37 GHz products that would hamper ring-
feature discernment (instead appearing circular with no “hole”), with the exception of T V37
≥260 K, compared to T P85 ≤250 K as supported by Harnos and Nesbitt (2011).
Due to the poor results seen for the 37 GHz false color products, and some similarly
results for T V37, cross-frequency analyses were incorporated to examine where these products
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overlap within the dataset. Evaluation of CDFs for the brightness temperatures and 37
GHz false color products reveals overlap of regions possessing T P85 scattering and emission
signatures at T V37 and cyan false colors (Figs. 6.24-6.26). In addition, joint PDFs were
generated of the frequency of T P85 relative to T
V
37 for the entire dataset (Fig. 6.27), revealing
that it is common for areas to possess T V37 of ≥260 K while also having T P85 ≥200 K such
that substantial ice scattering (assuming a general absence of large cloud ice particles) can
co-exist for regions with strong emission signatures at 37 GHz. Breakdowns of the PDF in
Figure 6.27 according to intensity change were performed to examine the distributions for RI
storms versus other intensity changes in Figure 6.28. This analysis shows that there is a shift
from the peak occurrences for all storms occurring with brightness temperatures associated
with relatively little hydrometeors, to the maximum occurring for brightness temperatures
associated jointly with substantial T P85 ice scattering (i.e. T
P
85 ≤250 K) and T V37 emission
signatures (i.e. T V37 ≥255 K) suggesting the widespread presence of deep convection in
systems with impending RI. This peak is more pronounced with higher frequencies than the
same region for in IN storms (Fig. 6.28B), once more supporting the importance of frozen
hydrometeors in RI discrimination. Moreover, there are a relatively limited amount of pixels
occurring associated with T P85 ≥270 K and T V37 ≥250 K for RI TCs, in opposition to the
hypothesis of Kieper and Jiang (2012) that warm rain is important for RI cases. A possible
source of this discrepancy is that Kieper and Jiang (2012) associates cyan regions with “low-
level water clouds and warm rain”, while the original paper describing the false color product
by Lee et al. (2002) drops the warm classification in defining it as encompassing “low-level
clouds and rain”. Analysis of several TC overpasses from Kieper and Jiang (2012)’s Table 2
reveal cyan regions accompanied by T P85 ≤250 K when well-removed from pink regions (Fig.
6.30), lending further support to the belief that Kieper and Jiang (2012) misinterprets the
physical meaning behind cyan-colored regions in the false color product.
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Chapter 7
Physical Considerations for Passive
Microwave Observations
Passive microwave perspectives are inherently complicated due to their integrated per-
spective, spatial footprints that are often larger than meteorological features of interest
(particularly at 37 versus 85 GHz), and assumptions about hydrometeor characteristics and
the background atmosphere. Passive microwave perspectives also come with the caveat that
even with emission or scattering signatures there is no guarantee that precipitation is reach-
ing the surface due to a lack of information about the vertical distribution of hydrometeors
and rather sensitivity to IWP or LWP (Katsumata et al. (2000), Liu and Seo (2013)). Given
the uncertainties regarding the somewhat conflicting results of Harnos and Nesbitt (2011)
and Kieper and Jiang (2012) and some of the interesting perspectives outlined in Section
6, evaluation of passive microwave sensitivities are worth investigation. This section of the
dissertation aims to briefly discuss some of these uncertainties and evaluate meteorologi-
cal sensitivities on brightness temperatures in further detail in order to better understand
the passive microwave results detailed in Section 6. The following sections provide more
detailed background regarding the theory of influences on passive microwave brightness
temperatures, a number of sensitivity evaluations for brightness temperature sensitivity to
non-precipitation hydrometeors, and interim conclusions for this chapter.
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7.1 Theoretical Basis
Passive microwave brightness temperatures responses are predominantly due to 3 factors:
surface characteristics, emission via liquid hydrometeors, and scattering via frozen hydrom-
eteors. Additional factors of lesser importance at 37 and 85 GHz include absorption by
atmospheric oxygen and nitrogen in addition to background water vapor levels.
Assuming the passive microwave scene background is approximately a graybody, surface
character more specifically relates to the temperature of the surface in question, as well
as the objects emissivity. With this study focusing on TCs over the ocean, of interest
is sea-surface emissivity that is governed by salinity and near-surface wind speed over the
oceans. Salinity alters the brightness temperature through changes to the dielectric constant
of water, with increases in salinity resulting in reduced emissivity and resulting brightness
temperatures (e.g. Droppleman et al. (1970), Van Melle et al. (1973), Klein and Swift
(1977), Swift and McIntosh (1983)). The effect of wind speed on the sea-surface is more
complicated, with wave action increasing the roughness of the surface from the radiometer
perspective resulting in capillary waves of comparable wavelength to the passive microwave
platforms while larger waves alter the surface tilt and confound interpretations of different
polarizations and concurrently sea foam and whitecaps are generated as the winds increase to
further alter emission characteristics (e.g. Williams (1969), Stogryn (1972), Schluessel and
Luthardt (1991), Barber Jr. and Wu (1997), Reul and Chapron (2003), En-Bo and Yong
(2005)). The net result of increased surface roughness and sea foam coverage associated with
increased near-surface wind speed is increases in surface emissivity and resulting brightness
temperatures.
The emission by liquid hydrometeors and scattering by frozen hydrometeors are often
somewhat intertwined as for instance any clouds associated with the cold-rain process will
have both processes impacting the brightness temperatures. As a more specific example,
snowfall events would be anticipated to be associated with an ice scattering signature due
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to the seeming lack of liquid hydrometeors at frequencies >30 GHz where decreases occur in
the complex portion of the dielectric constant (associated with emission) at these frequen-
cies while the real component stays constant (Wilheit, 1986) thus increasing the relative role
of scattering. Despite this, many snowfalls see their scattering signature masked partially
or completely by the presence of supercooled water presence at frequencies up to 150 GHz
(Liu and Seo (2013), Wang et al. (2013)). Liquid hydrometeor contributions to brightness
temperatures are somewhat easier to understand relative to frozen hydrometeors, due to
relatively constant densities and shapes that are reasonably spherical while frozen hydrom-
eteors are associated with a great number of potential shapes (e.g. Liu (2004), Kim et al.
(2007), Hong (2007)) and relative densities of ice to air (Johnson et al., 2012) that can dras-
tically impact upwelling radiation perspectives. Remaining unknowns about the particles in
question for both liquid and frozen hydrometeors that can also alter brightness temperatures
are the range of particle sizes and their distributions (e.g. Kulie et al. (2010), Johnson et al.
(2012)). As one example of the complexity of frozen hydrometeors relative to liquid hydrom-
eteors, Skofronick-Jackson and Wang (2000) attempt to reconstruct brightness temperatures
across a mesoscale convective system for frequencies ranging from 10.7-220 GHz with >80%
of model iterations and adjustments required to reproduce the observed brightness temper-
atures properly being accounted for by modifications to ice densities and frozen particle size
distribution characteristics.
In Section 6 evidence was presented relating to 37 GHz data suggesting that the per-
spectives are somewhat ambiguous. Particularly egregious in terms of ambiguity was the 37
GHz false data corresponding to cyan colors, deemed “low-level water clouds and rain” by
Lee et al. (2002) and “low-level water clouds and warm rain” by Kieper and Jiang (2012).
For example, it was shown that cyan false color rings at 37 GHz cannot distinguish between
episodes of RI and IN (Table 6.3) while T V37 rings can (Table 6.2) distinguish between such
episodes suggesting the loss of information by incorporating the second polarization at 37
GHz and limiting analysis to a subsetted region where the two brightness temperatures exist
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(Fig. 4.5). Further, a far broader range of coincident T P85 values accompany cyan regions
relative to pink regions (“deep convection” as per Lee et al. (2002)) as seen in Figure 6.29.
This CDF of T P85 for cyan regions (Fig. 6.29A) also shows strong variability in the individual
CDFs for each intensity change definition, with SS and WE CDFs noticeably shifted towards
warmer T P85 values relative to RI and IN CDFs. Looking at the CDF of observed wind speeds
at the time of passive microwave overpasses making up the data record for this study, one
notes that approximately the top 30% of the distributions vary (Fig. 4.8) for SS systems
relative to RI and IN, whereas WE TCs possess stronger winds by a substantial margin
relative to the other intensity changes for all percentiles. Given the previously mentioned
sensitivity to surface wind speeds, and the preponderance of SS and WE TCs to exist at
greater wind speeds while their collocated-cyan T P85 values are less commonly associated with
frozen precipitation relative to other intensity changes it is worth investigating if some of
the cyan may in fact be an artifact of the surface winds, or other meteorological parame-
ters. Subsequent analyses will extend to both 37 and 85 GHz brightness temperatures, to
highlight the differences between the two in terms of their sensitivities.
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7.2 Idealized Vertical Profile Sensitivity
To estimate the relative contributions towards brightness temperatures from the surface
and atmospheric components aside from precipitation, we perform sensitivity tests related to
climatology values typical to the tropical Atlantic. The meteorological profile is taken from
Dunion (2011)’s moist tropical profile, with the temperature and relative humidity profiles
seen in Figure 7.1. Unless otherwise mentioned, the surface wind speed is assumed to be 0.
SST values of 28◦ C are assumed unless stated to the contrary, representative of climatolog-
ical values across much of the tropical Atlantic for the month of September (Reynolds et al.,
2007) when TC activity historically peaks for this basin. Sea surface salinity is assumed to
be 36 p.s.u., typical of 10-20◦N in the Atlantic ocean or the Gulf of Mexico (Curry et al.,
2003). In setting up the model, 13 vertical layers are prescribed, as shown by the black
horizontal lines in Figure 7.1 with temperature, relative humidity, and pressure prescribed
at the boundary of each layer, while mean hydrometeor concentrations are specified within
each layer. No precipitating hydrometeors (i.e. rain, snow, or graupel) are prescribed in any
of the subsequent MWRT simulations, with only water vapor persisting among all simula-
tions based on the vertical profiles of relative humidity and some simulations using specified
cloud liquid water (CLW) values. Two vertical profiles of CLW values representative of
non-precipitating trade-wind cumuli (concentrations for respective layers shown by magenta
numbers, and modified profile relative humidity by green dotted line in Figure 7.1) and cu-
mulus congestus (cyan numbers and green dashed-line in Figure 7.1) are incorporated for
select simulations based upon the observational studies of Paluch et al. (1996) and Gerber
et al. (2008). All simulations within this section, unless specified as being for shallow cumuli
or cumulus congestus profiles, assume zero CLW throughout the atmosphere. The zenith
angle for all MWRT simulations is fixed to 59.0◦.
Sensitivity to sea surface salinity is not evaluated here, as the brightness temperature
sensitivities are on the order of 1x10−3 K for a 1% alteration in salinity at 37 GHz and 85
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GHz. The other non-precipitation traits that impact brightness temperatures as outlined in
Section 7.1 are investigated: SSTs, surface wind speeds, background water vapor levels
(via column relative humidity magnitudes), and CLW magnitudes associated with non-
precipitating trade-wind cumuli and cumulus congestus. Finally, a scenario merging many of
the aforementioned sensitivities for a shallow cumulus and cumulus congestus cloud within
a TC-like environment.
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Figure 7.1: Setup of idealized MWRT profile. Vertical profiles of temperature (red) and rela-
tive humidity (green) are taken from Dunion (2011)’s moist tropical profile. Black horizontal
lines indicate boundaries of vertical layers used in MWRT. Cyan and magenta numbers indi-
cate CLW concentrations in g m−3 for simulations using idealized non-precipitating shallow
cumulus and cumulus congestus respectively. Relative humidity values are altered for the
shallow cumulus (green dotted line) and cumulus congestus profiles(green dashed line) to
account for cloud presence in these scenarios.
234
7.2.1 SST sensitivity
SST should have the most straightforward effect on brightness temperatures, as it does
not directly impact surface emissivity. To evaluate, the base SST of 303.15 K (28◦ C) is
varied over ±2 K. Unsurprisingly, the polarized brightness temperatures at 37 GHz (Figure
7.2) and 85 GHz (Figure 7.3), as well as each’s PCT grow very close to linearly as SST
increases. The individually polarized brightness temperatures can be divided by the SST
specified in the model for each, to calculate the surface emissivity for the Dunion (2011)
environment in the absence of liquid or ice hydrometeors. Emissivities are: 0.77 at T V37,
0.56 at TH37 , 0.92 at T
V
85, and 0.85 at T
H
85 . With emissivities being relatively constant and
the polarized brightness temperatures exhibiting linear behavior, the polarization differences
between horizontal and vertically polarized channels also grows linearly as SST increases at
both 37 (Figure 7.4) and 85 GHz (Figure 7.5). Plotting the T V37 and T
H
37 values in the 37
GHz false color phase space of Figure 4.5 shows that all SST values for the tested ranges in
this scenario lie within the “other” regime (Figure 7.6).
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Figure 7.2: Variability of 37 GHz polarized brightness temperatures as SST varies relative
to a base value of 303.15 K (A) and variability of T P37 as SST varies relative to a base value
of 303.15 K.
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Figure 7.3: As in Figure 7.2 but for 85 GHz.
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
62.6
62.7
62.8
62.9
63
63.1
63.2
63.3
63.4
63.5
∆SST [K]
Po
lar
iza
tio
n 
Di
ffe
re
nc
e 
[∆
K]
Figure 7.4: Polarization difference between horizontally and vertically polarized channels at
37 GHz (T V37 − TH37)as SST varies relative to base value of 303.15 K.
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Figure 7.5: As in Figure 7.4 but for 85 GHz.
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Figure 7.6: Scatter plot of T V37 and T
H
37 in the 37 GHz false color phase space introduced in
Figure 4.5 where plotted colors indicate the modified SST from the base value of 303.15 K.
Black lines delineate boundaries between color regimes, with pink associated with the top
left, cyan the top right, and “other” the bottom portions of the figure.
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7.2.2 Surface wind speed sensitivity
The other factor that alters the background of the passive microwave scene is the near-
surface wind speed as described in Section 7.1. To evaluate the sensitivity of brightness
temperatures to wind speed, MWRT is run with the base profile and iterations of varying
surface wind speed from 0 to 40 m s−1 at 1 m s−1 increments. Wind impacts on 37 GHz
brightness temperatures (Figure 7.7) are stronger than those seen by altering the SST (Fig.
7.2). The emissivity of the surface varies nonlinearly for both horizontal and vertical po-
larizations at 37 GHz (Fig. 7.7A), however emissivity does increase monotonically as the
near-surface wind increases. The impacts on T P37 are less straightforward (Fig. 7.7B), as the
values decrease through 33 m s−1 before increasing again at higher wind speeds. The behav-
ior of the wind speed on T P37 can be explained by the narrowing of the distance between the
functions associated with T V37 and T
H
37 in Figure 7.7A), manifested in the decreasing polar-
ization difference (Figure 7.8) as wind speed grows. Variability of T V37 and T
P
37 over the range
of wind speeds evaluated are comparable at around 30 K, whereas TH37 sees approximately
a factor of two greater variability. The behavior of 37 GHz brightness temperatures in the
false color phase space also prove interesting (Figure 7.9), with the progression towards
warmer brightness temperatures at both polarizations resulting in the profiles shifting from
the “other” regime to becoming brightness temperatures associated with cyan at winds of
40 m s−1 in the absence of any liquid or frozen hydrometeors.
For 85 GHz brightness temperatures as the surface wind speed varies polarized brightness
temperatures (Figure 7.10A) and T P85 (Figure 7.10B) also exhibit more variability than for
SST (Fig. 7.3). As at 37 GHz (Fig. 7.7A), the polarized brightness temperatures increase
monotonically as the near-surface wind magnitude rises. T P85 reaches a minimum value at
winds of 24 m s−1, however variance here is <10 K across the full spectrum of wind speeds
evaluated, less than the variability seen at either T V85 or T
H
85 while variabilities across the
board are less than those at 37 GHz. 85 GHz polarization differences (Figure 7.11) decrease
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Figure 7.7: As in Figure 7.2 but as near-surface wind speed varies from 0 to 40 m s−1.
initially from >21 K to a minimum near 8 K as wind speed increases from 0 to 34 m s−1,
before then increasing winds ≥35 m s−1.
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Figure 7.8: As in Figure 7.4 but as near-surface wind speed varies from 0 to 40 m s−1.
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Figure 7.9: As in Figure 7.6 but as near-surface wind speed varies from 0 to 40 m s−1.
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Figure 7.10: As in Figure 7.7 but for 85 GHz.
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Figure 7.11: As in Figure 7.8 but for 85 GHz.
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7.2.3 Water vapor sensitivity
Relative humidity is one atmospheric factor that weakly impacts brightness temperatures
at 37 and 85 GHz, as noted in Section 4 when PCT products were first introduced with
one of their intended uses being to correct for assumed background levels of water vapor.
To evaluate relative humidity impacts, the Dunion (2011) profile is altered at all altitudes
over ±10% at 1% intervals (i.e. addition or subtraction of 1% to the sounding relative
humidity values, not altering them by a factor of 1%). Polarized brightness temperatures
are 37 GHz (Fig. 7.12A) show weak dependence on column relative humidity, with increases
associated due to emission from the background water vapor increasing both T V37 and T
H
37
by approximately 1 K per 2% difference in column relative humidity. As relative humidity
increases T P37 (Fig. 7.12B) shows very minor decreases, with a change of 10% RH resulting
in approximately 1 K decrease in PCT. It is difficult to tell from Figure 7.12A, however the
polarization differences do decrease with increasing RH (Fig. 7.13) as TH37 responds slightly
stronger to the column relative humidity than the vertically polarized channel. The 37 GHz
false color regime scatter diagram (Figure 7.14) shows that by altering the column relative
humidity all profiles are categorized within the “other” regime.
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Figure 7.12: As in Figure 7.2 but as column relative humidity varies from -10 to 10%.
Column relative humidity sensitivity impacts on brightness temperatures at 85 GHz
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Figure 7.13: As in Figure 7.4 but as column relative humidity varies from -10 to 10%.
(Figure 7.15) are similar to at 37 GHz (Fig. 7.12), with weak increases in the polarized
brightness temperatures (Fig. 7.15A) and greater sensitivity at the horizontally polarized
channel. Meanwhile, weak decreases in T P85 occur as the column relative humidity increases
with a PCT sensitivity of about 0.2 K per % increase. Polarization differences at 85 GHz
(Fig. 7.16) decrease with increasing column water vapor, with these impacts approximately
50% greater than those at 37 GHz (Fig. 7.13).
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Figure 7.14: As in Figure 7.6 but as column relative humidity varies from -10 to 10%.
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Figure 7.15: As in Figure 7.12 but for 85 GHz.
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Figure 7.16: As in Figure 7.13 but for 85 GHz.
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7.2.4 Non-precipitating cloud CLW content sensitivity
Incorporation of idealized clouds into MWRT begins by evaluating the sensitivity of
CLW for a non-precipitating shallow cumulus cloud based off the observations of Paluch
et al. (1996) and Gerber et al. (2008). For this profile specified CLW concentrations are:
0.15 g m−3 uniformly between 124-810 m, 0.25 g m−3 between 810-1541 m, and 0.05 g m−3
between 1541-3178 m while all other altitudes have no liquid water (LWP of 0.36 kg m−2).
To evaluate CLW sensitivity for cumulus clouds CLW concentrations are altered by 25-300%
in 25% intervals (i.e. multiplied by a factor of 0.25 through 3 at 0.25 intervals).
At 37 GHz, polarized brightness temperatures (Figure 7.17A) increase as CLW magni-
tudes rise, as expected due to the greater emission from the liquid hydrometeors. Increasing
CLW magnitudes also causes a slight decrease in T P37 (Figure 7.17B) by approximately 2 K
for doubling the profile CLW in this non-precipitating shallow cumulus scenario. 37 GHz
polarization differences (Figure 7.18) decrease with increasing CLW concentrations as TH37
shows greater increases than T V37 (Fig. 7.17A). Converting T
V
37 and T
H
37 values into the false
color regime phase space reveals that all of the non-precipitating shallow cumulus profiles
tested here lie within the “other” regime. This suggests that the definitions of Lee et al.
(2002) and Kieper and Jiang (2012) associating low-level clouds with cyan false colors is not
exclusive, and shallow cumuli clouds that are not precipitating likely do not fall within this
regime in the absence of outside influences (i.e. non-zero surface wind speeds, as will be
later evaluated).
85 GHz responses to CLW concentrations are expected to be less than at 37 GHz, due
to the reduced magnitude of the imaginary portion of the complex dielectric constant at
this higher frequency (Wilheit, 1986). Evaluating the sensitivity of the polarized brightness
temperatures at 85 GHz to shallow cumuli CLW magnitude (Figure 7.20A) shows this is
indeed the case, as T V85 varies only 3 K as the idealized profile is scaled from 25 to 300%,
with saturation beyond 150% as the brightness temperatures remain constant at greater
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Figure 7.17: As in Figure 7.2 but as non-precipitating shallow cumulus hydrometeor profile
(see Figure 7.1 and associated discussion) CLW magnitude varies from 25 to 300%.
liquid water concentrations. TH85 shows an increase of approximately 14 K while varying the
liquid water magnitudes from 25-300%, roughly a third of the response for TH37 (Fig. 7.17A),
while also exhibiting signs of saturation as the slope of the TH85 curve approaches 0 near
300%. T P85 (Fig. 7.20B) declines slightly as the shallow cumuli CLW magnitudes increase,
with approximately a 50% increase in CLW magnitude throughout the profile resulting in
the PCT dropping by 1K. Polarization differences at 85 GHz (Figure 7.21) decrease as the
shallow cumuli CLW values grow, approaching 0 at 300% CLW magnitude.
The second idealized non-precipitating cloud profile evaluated within MWRT is a non-
precipitating cumulus congestus, with its CLW concentrations once again based off the
observations of Paluch et al. (1996) and Gerber et al. (2008). For the congestus profile
specified CLW concentrations are: 0.2 g m−3 uniformly between 124-810 m, 0.3 g m−3
between 810-1541 m, 0.2 g m−3 between 1541-3178 m, 0.1 g m−3 between 3178-4437 m, and
0.05 g m−3 between 4437-5887 m while all other altitudes have no liquid water (LWP of 0.88
kg m−2). For simplicity and due to the variability associated with interpretation of brightness
temperatures from frozen hydrometeors, no cloud ice is specified with the congestus profile.
As with the shallow cumulus profile, the CLW concentrations are modified by 25-300% in
25% intervals (i.e. multiplied by a factor of 0.25 through 3 at 0.25 intervals).
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Figure 7.18: As in Figure 7.4 but as non-precipitating shallow cumulus hydrometeor profile
CLW magnitude varies from 25 to 300%.
Sensitivity of polarized 37 GHz brightness temperatures to the magnitude of CLW in
the congestus scenario (Figure 7.22A) shows a similar effect to that with the shallow cu-
muli hydrometeor profile (Fig. 7.17A), however brightness temperatures are greater in the
congestus setup due to the increased emission from the larger amounts of water present.
Throughout the sensitivity testing scenarios, T V37 increases by approximately 30 K while T
H
37
rises about 65 K. T P37 (Figure 7.22B) decreases with increased CLW magnitudes for the con-
gestus scenario by approximately 12 K across the spectrum of water concentration scales.
Polarization differences at 37 GHz in the congestus scenario (Figure 7.23) decrease with
increasing CLW magnitudes, as noted from the polarized brightness temperature variations
(Fig. 7.22A), with polarization differences near only 10 K between the two channels at 300%
scaling. When the polarized brightness temperature values are projected into 37 GHz false
color phase space (Fig. 7.24) it is interesting to note that CLW magnitudes up to 125%
of the initial profile reside within the “other” regime while 150% and above are associated
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Figure 7.19: As in Figure 7.6 but as non-precipitating shallow cumulus hydrometeor profile
CLW magnitude varies from 25 to 300%.
with cyan false colors. As with shallow cumulus (Fig. 7.19), it appears the definitions of Lee
et al. (2002) and Kieper and Jiang (2012) stating that low-level water clouds appear as cyan
is not always valid, as it is the case for only relatively high CLW contents when it comes to
non-precipitating cumulus congestus.
Cumulus congestus profile CLW sensitivity provides a different a different perspective on
the polarized brightness temperatures at 85 GHz (Figure 7.25A) compared to 37 GHz (Fig.
7.22A). Initially, as the CLW is scaled to larger values both the horizontal and vertically
polarized brightness temperatures increase, however each brightness temperature eventually
peaks (50% for T V85 and 100% for T
H
85) before decreasing for increased water content profiles.
The reason behind this pattern, is that the increased CLW contents are saturating the scene,
causing the background surface to be obscured with the weighting function peaking higher in
the atmosphere. T P85 values for the CLW magnitude and the congestus profile (Fig. 7.25B),
with ≥10 K depressions noted as the scaling factor varies from 25% to 300%. Polarization
differences at 85 GHz for the congestus profiles (Fig. 7.26) decline from polarization differ-
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Figure 7.20: As in Figure 7.17 but for 85 GHz.
ences <10 K to near 0 as the CLW content values increase, as the radiation emitted from
the liquid droplets is less polarized than the background sea surface.
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Figure 7.21: As in Figure 7.18 but for 85 GHz.
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Figure 7.22: As in Figure 7.2 but as non-precipitating cumulus congestus hydrometeor profile
(see Figure 7.1 and associated discussion) CLW magnitude varies from 25 to 300%.
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Figure 7.23: As in Figure 7.4 but as non-precipitating cumulus congestus hydrometeor profile
CLW magnitude varies from 25 to 300%.
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Figure 7.24: As in Figure 7.6 but as non-precipitating cumulus congestus hydrometeor profile
CLW magnitude varies from 25 to 300%.
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Figure 7.25: As in Figure 7.22 but for 85 GHz.
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Figure 7.26: As in Figure 7.23 but for 85 GHz.
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7.2.5 Surface wind speed sensitivity with non-precipitating cloud
presence
From Sections 7.2.1-4 it should be clear that there are two key factors impacting bright-
ness temperatures in these sensitivity studies: wind speed and the magnitude of CLW pre-
scribed for the atmospheric profile, while SSTs and column relative humidity have lesser im-
pacts. To approximate the effects within the environment that would be associated within a
TC-like environment sensitivity tests of the surface wind speed varied from 0 to 40 m s−1 are
undertaken with SSTs of 28◦ C, the Dunion (2011) moist tropical atmospheric profile with
an addition of 5% humidity throughout the vertical (a reasonable assumption for a TC), and
the non-precipitating shallow cumuli and non-precipitating cumulus congestus CLW profiles
scaled to 150% of their base values (both physically plausible given the data of Paluch et al.
(1996) and Gerber et al. (2008)).
First, the non-precipitating shallow cumulus profile is evaluated as wind speeds vary from
0-40 m s−1 at 37 GHz. Comparing the 37 GHz polarized brightness temperatures (Figure
7.27A) to the companion figure for wind sensitivity (Fig. 7.7A), the brightness temperatures
have the same monotonically increasing behavior. In addition, the CLW presence in the
shallow cumuli scenario results in warmer brightness temperatures due to the emission. T P37
for the shallow cumulus scenario (Figure 7.27B) show the same shape of behavior as for wind
speed alone (Fig. 7.7B), however the PCT values exhibit a lesser range of values with the
introduction of CLW. Polarization differences when including the CLW (Figure 7.28) are also
less than for wind sensitivity alone (Fig. 7.8) due to the less polar nature associated with
the liquid hydrometeors relative to the ocean surface. Perhaps most interesting however, is
the 37 GHz false color phase space perspective for the shallow cumuli profile in the presence
of variable surface wind speed (Fig. 7.29), as for winds <25 m s−1 shallow cumuli profiles
do not fall within the cyan region, rather existing within the “other” designation. Only
scenarios with non-precipitating shallow cumuli and surface winds of ≥25 m s−1 do shallow
254
cumuli exist within the cyan portion of the spectrum. This finding acts to reinforce the
finding from the CLW sensitivities alone in Section 7.2.4, that cyan colors do not exclusively
capture “low-level clouds” as the definitions of Lee et al. (2002) and Kieper and Jiang
(2012) suggest. Even more importantly, this result underscores that surface wind speeds
have a substantial effect on the polarized brightness temperatures at 37 GHz and where the
resulting perspective exists within the 37 GHz false color product.
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Figure 7.27: As in Figure 7.2 but as with 150% of non-precipitating shallow cumulus hy-
drometeor profile (see Figure 7.1 and associated discussion) CLW magnitude as wind speed
varies from 0 to 40 m s−1.
For a companion perspective using the non-precipitating shallow cumulus profile with
variable surface wind speeds at 85 GHz, there are extremely minor impacts to both polarized
brightness temperature values (Figure 7.30A) and T P85 values (Figure 7.30B). The polarized
brightness temperatures vary with increasing wind speed by <2 K for vertical polarization
and <3 K for horizontal polarization, while PCTs remain within approximately 1 K for all
tested wind speeds. There is approximately a 50% decline in the polarization difference
between the two 85 GHz polarizations (Figure 7.31) as the evaluated wind speeds increase,
however values with no wind are only 2.5 K to begin with. These results show the lack of
sensitivity at 85 GHz to wind speed effects, especially relative to 37 GHz where such impacts
on the brightness temperatures are substantial and can easily confound interpretation within
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Figure 7.28: As in Figure 7.4 but as with 150% of non-precipitating shallow cumulus hy-
drometeor profile CLW magnitude as wind speed varies from 0 to 40 m s−1.
the TC inner-core.
Next the procedure is repeated, but with the cumulus congestus profile scaled to 150% of
its initial CLW. Polarized brightness temperatures with the congestus profile (Figure 7.32A)
also have a similar shape and appearance to the wind sensitivities in the absence of liquid
hydrometeors (Fig. 7.7A). As with the shallow cumulus profile (Fig. 7.27A) the brightness
temperature curves are shifted towards higher brightness temperatures from the MWRT
simulations without liquid hydrometeors, with the congestus profile being moreso due to the
greater emission from the elevated CLW magnitudes. Impacts of surface wind speed on T P37
values with the congestus profile (Figure 7.32B) also possess a similar progression to the
tests in the absence of hydrometeors (Fig. 7.7B) and for the shallow cumulus profile (Fig.
7.27), with the PCT range smallest when congestus is present. Polarization differences are
also reduced for wind influences with the congestus profile (Figure 7.33) relative to both the
simulations of wind variability without liquid water (Fig. 7.8) and wind impacts with the
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Figure 7.29: As in Figure 7.6 but as with 150% of non-precipitating shallow cumulus hy-
drometeor profile CLW magnitude as wind speed varies from 0 to 40 m s−1.
shallow cumulus profile (Fig. 7.28) due to the increased presence of lesser-polarized liquid
water prescribed by the congestus profile acting to limit the polarization differences that
would otherwise be noted due to the strongly polarized surface. Within the 37 GHz false
color phase space, all of the congestus profiles with the wind varied reside within the cyan
portion of the domain (Figure 7.34), such that association of non-precipitating congestus
clouds with an absence of ice within a TC-like environment can likely be ascribed to a cyan
color in 37 GHz false color products.
Lastly considered, are the sensitivity at 85 GHz of surface winds with the cumulus con-
gestus CLW profile scaled to 150%. The changes across the board are negligible or close to
it, as polarized brightness temperatures (Figure 7.35A) vary by <0.3 K for T V85 and <0.5 K
for TH85 while T
P
85 (Figure 7.35B) varies by <0.2 K. Polarization differences at 85 GHz (Figure
7.36) are <0.5 K throughout with the CLW values masking the polarized ocean surface. As
noted with the shallow cumulus profile and wind sensitivity combined, there are not issues
regarding wind speed effects manifest in 85 GHz brightness temperatures or T P85, while these
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Figure 7.30: As in Figure 7.27 but for 85 GHz.
effects are substantial at 37 GHz such that increased brightness temperatures can be com-
prised of one or a combination of emission from liquid hydrometeors and wind speed effects
on the surface. As such, 37 GHz product should be used cautiously, particularly the 37
GHz false color product which is inconsistent in classifying non-precipitating shallow cumu-
lus products (Fig. 7.29) despite successfully classifying non-precipitating cumulus congestus
(Fig. 7.34) following the definitions from Lee et al. (2002) and Kieper and Jiang (2012).
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Figure 7.31: As in Figure 7.28 but for 85 GHz.
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Figure 7.32: As in Figure 7.2 but as with 150% of non-precipitating cumulus congestus
hydrometeor profile (see Figure 7.1 and associated discussion) CLW magnitude as wind
speed varies from 0 to 40 m s−1.
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Figure 7.33: As in Figure 7.4 but as with 150% of non-precipitating cumulus congestus
hydrometeor profile CLW magnitude as wind speed varies from 0 to 40 m s−1.
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Figure 7.34: As in Figure 7.6 but as with 150% of non-precipitating cumulus congestus
hydrometeor profile CLW magnitude as wind speed varies from 0 to 40 m s−1.
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Figure 7.35: As in Figure 7.32 but for 85 GHz
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Figure 7.36: As in Figure 7.33 but for 85 GHz.
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7.3 Interim Conclusions
This dissertation chapter sought to clarify some of the interpretations of Chapter 6 using
idealized setups of the MWRT model for idealized radiative transfer simulation sensitivity
assessment. This is in light of the evidence in Section 6 that 37 GHz data exhibit some
peculiar behaviors (e.g.: high frequencies near the center of Figures 6.12 and 6.20 late in
the RI cycle when eyes should often be present; tendency of cyan regions to exist at warmer
T P85 values in Fig 6.26A; the widespread cyan regions in Figures 6.30 outside the TC inner-
core seen often extending between rainbands). Brightness temperature sensitivities were
tested for variations in: SST, column relative humidity, near-surface wind magnitude, and
CLW using idealized profiles associated with non-precipitating shallow cumuli and cumulus
congestus.
SST variability minimally impacts the brightness temperatures evaluated here (Figs. 7.2,
7.3) while column relative humidity exhibits a slightly greater, but still overall weak, effect
(Figs. 7.12, 7.15). Comparable effects exist on 37 GHz brightness temperatures magnitudes
and with a common sign for increasing near-surface wind speeds (Fig. 7.7) and liquid water
within the column (Figs. 7.17, 7.22). The brightness temperature impacts from CLW are
the more desirable impact for the focus of this study due to the implications of the roles
of hydrometeors in TC intensification, however the wind speed effects may also be utilized
to remotely quantify observed TC intensity (e.g. Cecil and Zipser (1999), Hoshino and
Nakazawa (2007)). These wind effects result from the near-surface winds altering the surface
character, and in turn its emissivity, resulting from capillary wave development, tilting of
the sea-surface by larger waves, and the generation of spume or whitecaps (e.g. Williams
(1969), Stogryn (1972), Schluessel and Luthardt (1991), Barber Jr. and Wu (1997), Reul
and Chapron (2003), En-Bo and Yong (2005)). These wind influences may be the source of
some of the observational quirks seen in Chapter 6 at 37 GHz as described in the preceding
paragraph. It is also noteworthy that the wind speed effects are less at 85 GHz (Fig. 7.10)
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due to the weighting function peaking higher in the atmosphere, while the scattering effects
from frozen hydrometeors at this frequency act in opposition to the weak emissivity increases
due to the greater winds.
Evaluations of the idealized CLW profiles within the 37 GHz false color product’s phase
space (Fig. 4.5) also serve to illustrate shortcomings with the false color conceptual basis.
For instance, shallow cumuli in the absence of surface winds do not appear within the cyan
portion of the phase diagram (Fig. 7.19), while only congestus with higher CLW profiles
exist within the cyan regime when in the absence of surface winds (Fig. 7.24). These
results support that the cyan regime fails to capture non-precipitating low-level water clods
in certain scenarios and that the definitions of Lee et al. (2002) (“low-level water clouds
and rain”) and Kieper and Jiang (2012) (“low-level water clouds and warm rain”) are by no
means exclusive. When in the presence of near-surface winds however, the shallow cumuli
CLW profiles when scaled to 150% shift into the cyan regime at tropical storm wind speeds
(Fig. 7.29), while the congestus profiles with 150% CLW (Fig. 7.34) exist within the cyan
portion of the spectrum across all wind speeds examined here. The profiles used here omit
ice presence due to uncertainties in the treatments of frozen hydrometeors, however they
should be incorporated in the future to improve the understanding and interpretation of
brightness temperature signatures.
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Chapter 8
Conclusions and Future Work
This dissertation has focused on evaluating the role of precipitation in TC intensification.
In doing so, the author has leveraged two high-resolution WRF simulations of RI episodes
under varying wind shear using both traditional and novel analysis techniques (i.e. objective
quantification of the RMW position and 3-D analysis of convective regimes at the individual
updraft level) in addition to the use of an exhaustive near-climatological record of passive
microwave observations. The final conclusions of this work are laid out in direct response to
each of the individual scientific questions posed in Chapter 3, and are intended to directly
supplement the interim conclusions given at the ends of Chapters 5-7.
Can the archetypical modes of Harnos and Nesbitt (2011) be confirmed through simulation?
If so, are there similar heating signals within the RMW for each relative to RI occurrence?
Harnos and Nesbitt (2011) illustrate two precipitation structures noted in their passive
microwave climatology study at 85 GHz, sensitive to scattering of the upwelling radiation
by frozen hydrometeors, relating the organization of precipitation to impending RI episodes.
Their low-shear RI episode possesses widespread precipitation with ice processes surrounding
the TC center giving a ring-like appearance, whereas the high-shear RI structure is noted
with more intense ice scattering signatures oriented preferentially to the right of the the
shear vector. The low shear WRF simulation of Hurricane Ike (2008) closely resembles the
low-shear archetype put for by Harnos and Nesbitt (2011), with low IWP signatures around
the center near RI onset (Figure 5.8). The high shear simulation of Hurricane Earl (2010)
also closely follows the perspective of Harnos and Nesbitt (2011), as Earl exhibits a wave-
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number 1 preference in IWP near RI onset (Fig. 5.10) with stronger peak values than those
seen in Ike. These patterns are also apparent when quantifying the asymmetric IWP and
LWP within the TC inner-core (Figs. 5.41 and 5.42), with Ike being highly symmetric in
regards to both frozen and liquid hydrometeors while Earl again is strongly asymmetric.
Diabatic heating acting as forcing for the secondary circulation near RI onset is relatively
evenly distributed among CC, DC, and CBs in Ike (Fig. 5.69) with a secondary role noted
from stratiform precipitation (Fig. 5.71B), with a later shift after RI is underway towards
CBs coming to dominate the heating distribution. The net perspective within the RMW
however is of Ike’s aggregate diabatic heating to exhibit an absolute maximum over ±6
h of RI onset at subfreezing temperatures (Fig. 5.22A) that is attributed to the latent
heat of fusion acting in concert with condensational heating. Similar patterns exist in Earl,
with an absolute peak in aggregate diabatic heating below 0◦ C within the asymmetric
RMW (Fig. 5.22B) with this feature driven nearly exclusively by CBs (Fig. 5.69). Earl’s
peak in aggregate diabatic heating is at a greater magnitude than seen in the low shear
simulation of Ike, with such a discrepancy attributed to the greater efficiency of vortex
intensification through the more symmetric heating seen in the low shear scenario (Nolan
et al., 2007). Such enhanced diabatic heating has previously been associated as a precursor
to intensification episodes in both early modeling studies (e.g. Kurihara and Tuleya (1974),
Rosenthal (1978)) and satellite observations (Rodgers and Adler (1981), Steranka et al.
(1986), Rao and MacArthur (1994), Harnos and Nesbitt (2011)). The RMW dimension
included here, however, adds an extra dimension to the aforementioned results, due to the
intrinsic association between the elevated values of I residing within the RMW that are more
efficient at driving TC intensification (Schubert and Hack (1982), Vigh and Schubert (2009),
Pendergrass and Willoughby (2009)). Nevertheless, the diabatic heating field beginning to
peak preceding RI is an interesting feature that may be a sign of the stochastic variability
for convection not being as substantial a hurdle from a TC intensity change predictability
perspective as previously feared (e.g. Montgomery and Smith (in press)), due to a lag
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between the convective heating taking place and the corresponding kinematic adjustment of
the wind field allowing a limited window of a few hours to predict imminent intensification.
The reasons behind the similar intensity trends in each TC, despite the varied precipi-
tation character lie primarily in the environment that each TC resided within. While each
TC occurred over a similar geographical region within a few ordinal days of each other,
the environments proved drastically different, beginning with the stronger shear magnitudes
seen in Earl (Fig. 5.9) relative to Ike (Fig. 5.7). Wind shear has been seen to be critical
to precipitation organization previously in observational studies (e.g. Hence and Houze Jr.
(2011), Harnos and Nesbitt (2011), Zhang et al. (2013)). Earl’s environment is also more
favorable for vigorous convective development due to warmer SSTs (Fig. 5.31), greater
surface sensible and latent heat fluxes (Fig. 5.32), higher boundary layer θe (Fig. 5.33),
and stronger moisture convergence (Fig. 5.34). Earl does exhibit similar asymmetries to
the aforementioned observational studies within its boundary layer due to the strong shear,
with asymmetric PW, relative humidity, and θe fields with higher (lesser) values located
to the right (left) of the shear vector as convection develops upshear right before peaking
downshear right. Further cyclonically from the the convective peak, downdrafts cool the
boundary layer to the left of the shear vector where the low level moisture and instability
is restored over time through surface fluxes as the air rotates back upshear and the process
repeats, before eye/eyewall development and the associated increase of axisymmetry (Figs.
5.29F-H, 5.30F-H).
Of course the key caveat to these findings is the simulations being single case studies
under each shear magnitude, thus applicability is limited. The associations between the
simulation results, however, and the greater context of the climatology results of Harnos
and Nesbitt (2011) and Chapter 6 do give some added weight to the results seen in the
WRF simulations. Future modeling simulations and observations of TCs undergoing RI by
spaceborne platforms will only further act to supplement these results and provide greater
context. The question inevitably arises of should the aggregate diabatic heating peaks within
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the RMW be robust in their association with RI, how can such heating peaks within the
RMW be quantitatively observed? Ideally aircraft dual-Doppler measurements could be
utilized to characterize the wind field over a much broader region while also allowing for
a vertical profile of the winds while radar equivalent reflectivity can act as a surrogate for
diabatic heating. The best opportunity to capture such observations is likely with a radar
based on an aircraft with a substantial time on site over the TC inner-core, such as available
with the NASA Global Hawks. A broad swath would also be desirable for allowing the wind
field characterization to be sufficiently categorized spatially, such as available from the High-
Altitude Imaging Wind and Rain Airborne Profiler (HIWRAP; Heymsfield et al. (2007)).
A follow-on instrument to the Electra Doppler Radar (ELDORA; Hildebrand et al. (1996))
would also prove capable of providing such information. Dual-doppler analyses could also
be used to retrieve the vertical velocity field and introduce the updraft feature analysis into
an observational framework in order to quantify what types of convection are occurring and
their relative prominence. Obviously it is impossible to state whether the diabatic heating
within the RMW is an absolute maximum in the absence of information available over the
full TC lifetime that is not feasible ahead of time. Nevertheless, abrupt increases in aggregate
diabatic heating, or perhaps looking at the change of aggregate diabatic heating with respect
to time within the RMW may still prove useful from an intensity prediction standpoint.
Another point worth referencing is the importance of the RMW itself. Figure 5.23 shows
that the majority of each simulation sees statistically significant differences in the distribu-
tions of diabatic heating within the asymmetric RMW relative to using an axisymmetric
framework. Accordingly, considering the asymmetry of the tangential wind field in future
RMW works is suggested following the results here and observational work of Croxford and
Barnes (2002), due to TCs undergoing RI typically possessing weaker vortices that can be
readily modified by convective impacts (e.g. Figs. 5.17 and 5.18) before RMW symmetry
grows within increasing TC strength. Something not mentioned however is the importance
of the shape of the tangential wind field being important in considering the resulting I dis-
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tribution. For example the vortices used by Vigh and Schubert (2009) are for a Rankine
vortex with a specified shape where tangential winds increase linearly through the RMW
position, before decaying exponentially (see their Figure 2A,D,G,K). These radial wind pro-
files however may not be appropriate for TCs that undergo RI, as they appear closer to wind
profiles expected in strong, mature TCs rather than the more typical RI cases that occur at
tropical storm intensity (e.g. Kaplan et al. (2010) Harnos and Nesbitt (2011)) which possess
more gradual radial gradient values. Such profiles would result in lesser radial gradients of I
recalling Equation 2.2. Aircraft observations for Earl confirm the radial profile of tangential
winds preceding RI did not have a Rankine-like profile, but rather a far more gradual radial
profile of the tangential wind (Susca-Lopata, personal communication). Such gradual pro-
files of the tangential wind radial gradient are also seen in the southwest portion of Figure
4.9D and must be taken into consideration, where the RMW may be too strict of a limitation
as an analysis framework as the radial decay of I may not be as severe. Conversely however,
there are regions where the tangential wind gradient may be sharp (e.g. the eastern portion
of Figure 4.9D) so finding a compromise solution for RMW quantification that maintains
the character of the I field remains unclear.
What are the relative roles of solely warm clouds versus clouds associated with ice processes
throughout the TC inner-core? What links can be made between the presence of each and
intensification?
Quantification of what makes up each TC’s cloud varieties is done through the updraft
feature analyses by convective regime occurring within the asymmetric RMW as detailed in
Sections 5.6.3-5.6.5, with SC and CC being associated with primarily warm rain processes
and a lack of ice within the cloud, whereas DC and CB are cloud clouds that incorporate ice
processes. Preceding RI in Ike, the simulation initially is relatively evenly divided between
area covered by SC, CC, DC, and CBs (Fig. 5.47). As RI onset begins in Ike the DC
and CB coverages grow at the expense of SC and CC, and after RI has begun CBs quickly
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come to dominate by +12 h. The mean vertical profiles of each convective regime in Ike
reveal convergence is relatively even across each convective regime (Fig. 5.63A), however
the most vortical updrafts are those with greater vertical extents (Fig. 5.64A). The vortical
nature of each convective regime however, suggests that the VHT theory (Hendricks et al.
(2004), Montgomery et al. (2006), Smith et al. (2009)) should be refined to include less
vertically-developed convection that can also serve to aggregate and grow the parent vortex.
As described in response to the previous guiding science question, diabatic heating in Ike
near RI onset vicinity is evenly spread among CC, DC, and CBs (Fig. 5.69) with a secondary
consideration from stratiform precipitation (Fig. 5.71B), showing that the VHT perspective
of CBs acting as quasi-steady forcing for the secondary circulation is overly simplistic, and
other varieties of precipitation can have meaningful forcing roles. The VHT paradigm spin-
up mechanisms do appear to persist in Ike however, with strong convergence within the
boundary layer and weak, persistent inflow in the mid-levels acting to cause contraction of
M surfaces (Fig. 5.14). Ike’s vertical fluxes of mass and water vapor by each convective
regime (Fig. 5.65A,C) also show relatively even contributions near -6 h in Ike from CC,
DC, and CBs before CBs come to dominate the over the following 18 h. These results are
more descriptive than the results of Rogers (2010), who attributes increased vertical mass
flux to weak updrafts, despite no definitive evidence in his simulations that a weak updraft
cannot be vertically developed when considered in three-dimensions (Wang, 2014). Overall
these results support the predominant importance of clouds and precipitation associated
with frozen hydrometeors in RI following Harnos and Nesbitt (2011) and McFarquhar et al.
(2012) and suggesting only a secondary role for clouds and precipitation associated with
primarily liquid water and warm rain (here primarily CC, with a very minor role for SC) as
suggested by Kieper and Jiang (2012).
Regarding the convective regime roles in Earl, the simulation sees mixed areal coverages
within the RMW for the first 6-12 h of the simulation, with CBs rapidly increasing in coverage
and comprising the majority of the area within the RMW at all altitudes from -12 h onward
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(Fig. 5.50). As in Ike, the most vortical updrafts are consistently those with the greatest
vertical development (Fig. 5.64B). Earl’s aggregate diabatic heating within the asymmetric
RMW (Fig. 5.22B) is predominantly driven by CBs from early in the simulation, in the
vicinity of RI onset, and following RI (Fig. 5.69) with no evidence of a stratiform heating
role seen (Fig. 5.71B). These findings suggest that under high wind shear the VHT paradigm
of CBs acting as quasi-steady forcing appears generally valid, but less vertically-developed
convection does contribute somewhat towards vorticity aggregation. Earl’s vertical mass and
vapor fluxes are unsurprisingly also predominantly CB driven (Fig. 5.65B,D). Once again,
these results support the role of ice processes in RI following Harnos and Nesbitt (2011) and
McFarquhar et al. (2012), while giving no evidence of the exclusively warm rain role in RI
cited by Kieper and Jiang (2012).
One place where clouds that are primarily associated with warm rain do appear to have
a role is with moisture convergence in the Ike simulation (Fig. 5.66). In Ike CC moisten over
the lowest 4 km of the atmosphere through 8 h following RI beginning, while SC moisten
over the lowest km during this same time period. Such a role does not appear for warm cloud
populations in Earl (Fig. 5.67) as the SC and CC contributions approach negligible levels by
-9 h. Wang (2014) attributes a substantial portion of the inner-core moistening seen in her
simulation of Tropical Storm Fay (2008) to SC and CC, with this pattern also appearing to
be present for the Ike simulation. As in Wang (2014), deeper convective modes act to provide
moisture convergence over a deeper layer of the atmosphere. The moisture levels within the
inner-core of Ike (Fig. 5.36A) remain relatively constant over time, however this moisture
convergence due by predominantly warm cloud varieties appears critical to maintaining such
a balance across the lower levels of the atmosphere as ongoing precipitation processes act to
reduce atmospheric vapor levels.
One critical caveat to the updraft feature classifications within this study is that the
analyses are static perspectives at a single point of updraft lifetime, providing no information
about subsequent growth or decay. Some of the SC and CC classified by the updraft feature
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methodology may in fact by developing convection of greater vertical extent, however such
information is unavailable without an updraft tracking method such as that of Terwey and
Rozoff (2014). Failing that, a starting point for quantifying how many of these congestus may
not be finished growing can be approximated from the CloudSat study of Luo et al. (2009)
who estimate a range of 31-56% of observed oceanic congestus continuing to ascend during
subsequent times. Incorporation of some way to quantify the dynamic stage of development
of each updraft would add a further component to this work.
Going forward the relative presence of warm clouds versus those with ice processes in
TCs can be readily characterized by both cross-frequency analyses of passive microwave
brightness temperatures (as done in Chapter 6) and vertical profiles of equivalent reflectivity
by spaceborne radar platforms. The inclusion of higher frequency channels >90 GHz on
more recent passive microwave instrumentation such as the Microwave Humidity Sounder
(MHS; Chung et al. (2013)) and the GPM Microwave Imager (GMI; Hou et al. (2014))
will continue to provide new perspectives of the roles of frozen precipitation in TCs at
these higher frequencies. Subsequent work looking to categorize the roles of warm rain
versus precipitation with frozen hydrometeors may be better done with the CloudSat CPR
relative to the TRMM PR (Kummerow et al., 1998) or GPM DPR (Hou et al., 2014),
due to the increased sensitivity of the W-band radar on this platform enabling a more
accurate depiction of the cloud top altitude (Tanelli et al., 2008). Future work using the
updraft feature algorithm as done here and by Wang (2014) is also strongly encouraged
for modeling simulations or potential application to dual-Doppler observations. Should the
updraft feature algorithm be used in future modeling works the horizontal resolution of the
simulation is suggested to be done at finer than 1 km, due to the minimum horizontal scale
of an updraft feature being 3 km2 (Figure 4.10) and broader than desirable for resolving
individual updrafts.
How prevalent are quasi-axisymmetric precipitative rings in passive microwave records in
channels sensitive to liquid and frozen hydrometeors? Is the presence of a
271
quasi-axisymmetric ring in passive microwave data significantly unique to imply RI
occurrence?
An objective algorithm for quantifying precipitative rings was developed (see example of
Figure 6.1 and associated discussion) for use at individual brightness temperatures or using
the 37 GHz NRL false color product (see Figure 4.5 and associated discussion). Through
this algorithm objective quantification of ring presence is available, and such presence can
then be easily evaluated relative to the intensity change status of all overpasses possessing
such features. The use of a chi-squared test shows that rings of T P85 ≤250 K or T V37 ≥260 K
are statistically significant indicators at or above the 99.99th percentile of: RI versus IN, RI
versus IN, SS, and WE; and RI and IN jointly versus SS and WE (Tables 6.1 and 6.2). Rings
appearing in 37 GHz false color products (Tables 6.3, 6.4) however were shown to not be a
robust indicator for cyan rings in discriminating RI versus IN TCs or pink rings for all 3 of
the tested populations. Cyan rings in 37 GHz false color were found to be robust predictors
of: RI versus IN, SS, and WE; RI and IN versus SS and WE TCs. The significance of
T V37 is contrary to the statement of Harnos and Nesbitt (2011), who state that they found
no relationships at 37 GHz, however their perspective regarding the importance of frozen
precipitation in RI still appears valid as precipitation with ice hydrometeors may scatter
at 85 GHz but emit at 37 GHz due to the joint presence of both liquid and frozen states
within the atmospheric profile. Cyan rings also appear to be associated with RI supporting
Kieper and Jiang (2012), however such rings also appear to suggest general intensification at
a lesser rate due to the lack of robustness for the RI versus IN populations and significance
seen with the RI and IN versus SS and WE populations. For pure use as an RI predictor
as done by Kieper and Jiang (2012) it appears cyan rings are not the product of choice,
particularly relative to the results seen for T P85 and T
V
37.
Using composites, it was found that the individual pixels surrounding the TC center in
shear-relative coordinates at T P85 are statistically significant at ≥95% for RI versus IN TCs,
while the nearly the entire innermost degree at T V37 is robust at similar thresholds for the same
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populations (Fig. 6.11). Examination of the composite brightness temperatures of RI versus
IN TCs at T V37 (Fig. 6.9) reveals that RI TCs have typically warmer brightness temperatures
(associated with greater liquid hydrometeor presence) near their circulation centers than
their IN counterparts. In these composites this suggests that a ring-like appearance at T V37
may sometimes not exist, rather instead a circular area of elevated T V37 values for RI TCs.
Similar problems continued when evaluating frequency composites over ±24 h relative to
RI, with often minimal differences in the frequencies at 37 GHz for both T V37 and false color
products (Figs. 6.16-6.23). Calculations of the area covering the innermost degree of RI TCs
is also sometimes worryingly large for T V37 thresholds (Fig. 6.25A) and cyan regions (Fig.
6.26A), where not enough area may be left for the precipitative ring’s “hole” to be apparent.
Taking all of these results into account, it appears T P85 remains the product of choice
for prediction of RI occurrence from passive microwave platforms, supportive of Harnos and
Nesbitt (2011). Future work should continue to use pattern recognition algorithms on passive
microwave data, particularly focusing on ring presence in T P85. Datasets larger than that
used in this study have been developed, such as that of Cossuth and Hart (2014), and will
presumably hold a wealth of information towards further categorizing of the roles of warm
rain versus precipitation with frozen hydrometeors. With the advent of the GPM mission and
the increased passive microwave coverage across the globe, prospects are good for continued
advances in observation and understanding of TCs along with their associated clouds and
precipitation. Incorporation of such remotely-sensed information into statistical prediction
schemes, despite the failed results of Section 6.1.3’s regression scheme, with Bayesian schemes
desirable for their ability to convey uncertainty in predictions. The dataset used here or that
of Cossuth and Hart (2014) appears ideal for development and training of such algorithms.
Is the cyan color from Kieper and Jiang (2012) warm rain, or can it be generated in other
manners? If the cyan regions do not always correspond to warm rain, what are the
resulting implications for intensification from these areas?
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Large amounts of effort attempted to respond to this question throughout Sections 6 and
7, due to Kieper and Jiang (2012)’s definition of 37 GHz false color regions as “low-level
water clouds and warm rain”, leading to their conclusion that “RI is dependent on... a
certain level of internal core structure... and that symmetric warm rain (indicated by the
cyan color ring on the 37 GHz product) is an important element in this core structure”.
Numerous cross-frequency analyses in Section 6 suggest substantial overlap between T P85
associated with ice presence and false color regions designated cyan. Some of these reasons
may be due to the weighting functions peaks at different altitudes between 37 and 85 GHz,
anvil regions overlapping shallow precipitation, or the fact that cyan does not necessarily
exclusively represent warm rain. Evaluation of two-dimensional PDFs of T P85 versus T
V
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(Fig. 6.27) indicate little presence of warm cloud and exclusively warm rain within the
innermost degree of TCs, particularly for TCs undergoing RI (Fig. 6.28). Furthermore,
pixels associated with cyan are preferentially found to occur at colder T P85 in TCs undergoing
RI (Fig. 6.29A) suggesting ice presence associated with cyan regions being more favorable
for RI occurrence. Figure 4.6B is also compelling for the presence of ice hydrometeors
in regions of cyan, by noting the wealth of pixels with T P85 ≤240 K, a clear ice-scattering
signature, located within the cyan portion of the false color space. In this figure, pixels that
occur within the pink regime predominantly occur with T P85 ≤220 K, a relationship also later
noted throughout the full passive microwave overpass distribution in Figure 6.29B. Several
case studies from Kieper and Jiang (2012) (Fig. 6.30) show that T P85 ≤250 K overlaid on the
false color projections reveal ice scattering well-removed from pink regions indicating no anvil
contamination, yet still occurring collocated with cyan regions. The whole of these results
suggests the cyan color is by no means associated with exclusively liquid hydrometeors and
the warm rain association is inappropriate for 37 GHz false color regions appearing cyan, and
instead the definition of Lee et al. (2002) of cyan representing “low-level water clouds and
rain” is more appropriate. This definition from Lee et al. (2002) appears more appropriate
as it makes no designation as to the nature of whether the precipitating clouds are warm or
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cold in nature, as there may be sufficient ice to scatter at 85 GHz that is not large enough
(i.e. graupel, hail) or present in great enough quantities to result in a substantial scattering
signature at 37 GHz. The overlap between the ice scattering and cyan regions does however
reveal potential some for common ground Harnos and Nesbitt (2011) and Kieper and Jiang
(2012), where the cyan ring may also be associated with a ring of ice scattering signatures
seen at 85 GHz. Despite this, the improved predictive skill of T P85 relative to the 37 GHz cyan
false color product regions is seen in Tables 6.1 and 6.3 once more make T P85, and general
frozen hydrometeor presence, seemingly more ideal products for evaluation of RI.
Chapter 7’s MWRT simulations confirm further ambiguity of 37 GHz brightness tem-
peratures due to surface effects that are hinted at in Figures throughout Section 6 (e.g.
the high occurrence of cyan pixels near the center hurricane strength TCs in Figure 6.20
and Figure 6.21; shifted CDFs to warmer T P85 values for the stronger TCs classified as SS
and WE in Figure 6.29A used conjointly with 4.8). As near-surface wind speed increases,
so does the emissivity of the sea surface due to capillary waves, gravity waves tilting the
ocean surface, and generation of sea foam and whitecaps along the sea surface (e.g. Williams
(1969), Stogryn (1972), Schluessel and Luthardt (1991), Barber Jr. and Wu (1997), Reul
and Chapron (2003), En-Bo and Yong (2005)). These signatures of increased wind speed
at the surface for atmospheric profiles in the absence of liquid hydrometeors drive up the
surface emissivity (Figs. 7.7, 7.9), resulting in brightness temperatures that can appear sim-
ilar to scenarios for non-precipitating shallow cumuli (Figs. 7.17, 7.19) or non-precipitating
cumulus congestus (Fig. 7.22, 7.24). All of these scenarios, except for the shallow cumulus
scenario can result in 37 GHz brightness temperatures that are associated with cyan false
color values. The non-precipitating shallow cumulus scenario also shows a shortcoming of
the cyan definitions of Lee et al. (2002) and Kieper and Jiang (2012) where not all low-level
water clouds necessarily appear as cyan. When combining wind effects with profiles of cloud
liquid water the interpretations become even more difficult (Figs. 7.29, 7.34) where now
some shallow cumuli exist within the cyan portion of the false color phase diagram and
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others do not dependent upon the near-surface wind speeds. The impacts of surface winds
at 85 GHz are considerably weaker (Fig. 7.10), such that they do not substantially impact
interpretation of brightness temperatures. The issue at 37 GHz appears to be that the
presence of small amounts liquid water within the atmosphere and surface wind effects have
comparable magnitude effects and common signs regarding brightness temperature impacts.
Another caveat that is not considered in these scenarios is the ability of the wind to generate
sea spray as the near-surface winds increase (e.g. Fairall et al. (1994), Fairall et al. (1996),
Fairall et al. (2009)), which may further emit at 37 GHz and hinder interpretations.
These results imply that the original question regarding what the cyan color represents
remains somewhat unanswered, yet a number of possible answers have been suggested that
may be valid in different scenarios. Cyan regions appear to potentially be related to: clouds
with exclusively liquid hydrometeors, clouds with both liquid hydrometeors and frozen hy-
drometeors insufficiently large to cause scattering at 37 GHz, regions of excessive wind speeds
on the sea surface in the absence of hydrometeors, and layered clouds of anvil regions over
shallower clouds. This wide range of phenomena underscores the lack of utility of 37 GHz
relative to the straightforward interpretation at 85 GHz. Given the WRF modeling results
of Chapter 5, it appears that the shallower modes of convection have limited roles in RI
episodes, such that ice scattering signals are sufficient to quantify the precipitation that is
critical to TC intensity change. For further investigation of what cyan potentially represents,
ice hydrometeors can be incorporated into the MWRT, however sensitivities to the selected
ice crystal shape can make the results limited in terms of applicability (e.g. Liu (2004), Kim
et al. (2007), Hong (2007)). The best route to quantifying what the cyan color represents,
may be from two platforms not used in this study: the CloudSat CPR and AMSR-E. While
AMSR-E is relatively comparable to the TMI for determining whether regions appear as
cyan or not, the CloudSat CPR (Tanelli et al., 2008) has a lesser equivalent reflectivity
sensitivity threshold of around -30 dBZ relative to the TRMM PR’s 17 dBZ (Kummerow
et al., 1998), that can more accurately represent the true cloud top altitude for potential
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categorization of precipitating regions as warm or cold clouds. The CPR can also evaluate
the anvil contamination potential for cyan regions better than the PR for similar reasons.
Another remote sensing perspective that may help in separating the two processes is the
use of visible or infrared platforms in conjunction with the 37 GHz false color product to
quantify cloud top altitude for cyan regions. Ground verification of the separation of the
wind speed effects from liquid water emission is difficult in the absence of surface reports,
however potentially buoy or ship wind reports could aid in such an undertaking. Another
possible method to determine whether cyan regions are associated with liquid water pres-
ence or due to wind speed is by using 37 and 85 GHz jointly, as the 85 GHz channel sees
polarization differences between the channels quickly go to 0 for liquid water presence (Fig.
7.26) but not wind speed differences (Fig. 7.10). Assuming a background SST and humidity
profile for the column while absent the presence of ice, then the 2 unknowns impacting 37
GHz brightness temperatures that must be quantified are the LWP and surface wind speed,
with the 37 GHz and 85 GHz data readily available for solving for these unknowns. Such a
method may be somewhat limited however by the viewing angle of the sensor and differences
in where the weighting functions at each frequency peak within the atmosphere.
Implications for the potential roles of cyan regions are similarly muddled, due to the lack
these brightness temperature values corresponding to a consistent meteorological phenom-
ena. Warm clouds and warm rain may be helpful in driving moisture convergence, as seen
in the genesis example of Wang (2014) and Ike results from Figure 5.66. These shallower
clouds may also possess a vortical component for subsequent upscale growth through the
VHT paradigm as seen in both Ike and Earl (Fig. 5.64). Cyan regions corresponding to
anvil regions containing fallstreaks overlying clouds associated with warm rain would have
a similar role, and minor spin-down occurring aloft due to the divergence associated with
the anvil. Effects of wind alone on the sea-surface possess no discernible physical role in any
potential TC intensification. Should the cyan regions actually often correspond to regions
of appreciable ice scattering at T P85 but lacking ice large enough to scatter at 37 GHz (i.e.
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a scenario possessing snow and cloud ice but lacking graupel or hail) they could possess
similar character to the deep convection of the WRF simulations in Section 5, and thus
contribute towards forcing of the secondary circulation (Fig. 5.69), moisture convergence
(Fig. 5.66, and vorticity aggregation and growth (Fig. 5.64). Nevertheless, overall it ap-
pears that clouds that are exclusively associated with warm rain within the TC inner-core
is consistently less efficient at forcing and less prominent at the onset of RI episodes relative
to precipitation associated with ice.
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