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Introduction
Estimation of the quantile model, especially with a large data set, can be computationally burdensome. This paper proposes using the Gaussian approximation, also known as quantile coupling, to estimate a quantile model. A key ingredient of the estimator is to compute local order statistics, where the original N observations are first divided into J bins with an equal number of observations, and then the order statistics are computed in these bins. The quantile coupling allows one to apply a standard Gaussian-based estimation and inference to the local order statistics. The Gaussian-based estimates applied to the local order statistics are consistent and have an asymptotically normal distribution with the √ N convergence rate. In addition to reducing the effective sample size to J, the proposed estimator has a closed-form expression, thus it is computationally efficient to handle a sizable data set. In a simulation study, this paper demonstrates that this superior speed occurs for sample sizes N larger than 20, 000.
Using the existing Gaussian methods applied to the local order statistics, the new method offers the following advantages: (1) estimates are from the differentiable least squares criterion and are thus computationally faster to calculate than the least absolute deviation criterion based on the original data; (2) consistency and asymptotic normality of the estimators are easy to derive when the bin size m is properly chosen; and (3) inference of the estimators can be obtained directly from the OLS (ordinary least squares) software package based on the transformed data, without estimating the quantile-density function, as in Koenker and Xiao (2002) .
In addition, the paper generalizes the results in Brown 
Proposed Estimator
We first introduce the classical check function approach for estimating the quantile model. Then we discuss the computation of local order statistics, and construct the estimator from these transformed data as if they were generated by a Gaussian data-generating process.
Parametric quantile model
In this paper, we focus on the location-scale λth quantile model studied by Koenker and Bassett (1982) and Koenker and Xiao (2002) . This model allows for data generated from the same distributional family, but the parameters of the distributions, such as the location and scale, vary with the observation index.
For i = 1, · · · , N , Y is a scalar random variable, X is a d X × 1 vector of explanatory variables and e is a disturbance error, such that
In order to estimate α and β, we minimize the check function as follows:
The finite and large sample properties of this method are summarized in Koenker (2005) , and numerical implementations are discussed in Portnoy and Koenker (1997) . However, its limiting distribution needs to work on the non-differentiability of the criteria function, and the rounding and approximation have to be done in the computation in order to find the unique numerical solution. In addition to these issues, the inference based on the check function approach needs to non-parametrically estimate the density of U , which is sensitive to the choice of smoothing parameter in finite samples. The next subsection introduces the new method applied to local order statistics and shows that the method is easy to compute, avoiding the estimated density function for the inference. 1
Local order statistics
To find local order statistics, we first divide the N observations into J groups (bins) with m observations in each bin, and then compute the order statistics value of the dependent variable Y in each bin. We denote ⌈·⌉ to be the rounded-up integer. Given the J bins, the transformed data set is generated as Y j,λ ≡ the ⌈λm⌉ th smallest value of Y in the jth bin, 1 ≤ j ≤ J.
We set E j,λ ≡ the ⌈λm⌉ th smallest value of e in the jth bin,
then Y j,λ can be written as
By working on the local order statistics, the error e i is transformed to E j,λ . Lemma 2.1 shows that E j,λ can be closely approximated using Gaussian random variables. Then, according to Lemma 2.2, θ j (α, β) is
is the coordinates of endpoints in the jth bin (which will be precisely defined later).
Assumption 2: The scale function σ : R dx → R is δ−Holder continuous with δ ≥ 1.
is the coordinates of endpoints in the jth bin.
Assumptions 1-3 are similar to the ones made for estimating the location-scale model by Equation (2). , which can be substituted by low-level conditions on the density function of X, as in Gasser and Müller (1979) .
. In addition, for all l > 0,
Lemma 2.2 When Assumption 4 holds, we have
It is essential to have J bins. 
Bivariate case
We illustrate the conditional ordering with a bivariate case,
The random design with more than the bivariate could be easily extended from Wald (1943) . The algorithm for computing local order statistics under the bivariate case is as follows:
Step 1 (Order X 1 ): We reorder the original sample
based on the order statistics of X 1,i , where X [1, 1] ≤ X [1, 2] ≤ · · · ≤ X [1,N ] . We define S j1 ≡ X [1,r1j ] and M j1 ≡ X [1,s1j ] , where r 1j and s 1j denote some positive integers, r 1j < s 1j < N , and the number of observations between S j1 and M j1 are N/J 1 , where j 1 = 1, 2, · · · , J 1 . We consider only those sample points {X 1,a , X 2,a , Y a } for which X [1,r1j ] < X 1,a < X [1,s1j ] , i.e., the sample points
which are ordered by X [1,r1j +1] , · · · , X [1,s1j −1] associated with the induced order statistics from
Step 2 (Order X 2 conditional on the ordered X 1 ): We denote by X * [2,r1j +1] , · · · , X * [2,s1j −1] the values X (2,r1j +1) , · · · , X (2,s1j −1) arranged in order of increasing magnitude. We define S j2 ≡ X * [2,r2j ] and M j2 ≡ X * [2,s2j ] , where r 2j and s 2j denote some positive integers for which r 2j < s 2j < s 1j − r 1j − 1, and the number of observations between S j2 and M j2 are m = N/ (J 1 × J 2 ), where j 2 = 1, 2, · · · , J 2 .
Step 3 (Take order statistics): Choose Y j,λ as the ⌈λm⌉th smallest value of Y in the range of
, which are simply the coordinates of the northeast endpoints in the jth bin.
Asymptotic properties
Based on Steps 1-3, we regress Y j,λ on 1, X T
[j]
for j = 1, · · · , J in order to estimate (α, β) T . Proposition 2.3 justifies the above regression, which states the order of approximation errors between Y j,λ and α+X
Proposition 2.3 When Assumptions 1-4 hold, then
Gaussian errors, and for all l > 0
This Proposition demonstrates three approximation-error terms between Equation (3) and the Gaussian model. The first term is at the order of magnitude √ m/J δ , which results from approximating the heteroskedastic errors σ (X i ) · U i in each bin by the i.i.d. σ X [j] · U i . The second is at the order of magnitude √ m/J, resulting from using the constant α + X T [j] β in each bin to approximate the variation of the functional values within the bin. The smaller the bin size m, the smaller these two error terms are. The last error term is at the order of magnitude 1/m, and is due to the approximation by the Gaussian random variable. We require the bin size m to be large so that the last error term can be negligible.
Based on Proposition 2.3, the approximating Gaussian model is
Many Gaussian-based estimators are applicable, for example, the maximum-likelihood estimator and OLS estimator. For illustration purposes, we define the OLS estimator based on the local order statistics 
where C 1 , C 2 are generic constants, and ε 1 , ε 2 are small positive constants, we have
J .
Although the effective sample size of the proposed estimator is J instead of N , the variance of the Gaussian term σ j λ (1 − λ)Z j / [ √ mf U (0)] is proportionally reduced to 1/m. Thus the convergence rate of α, β T will still be √ N .
Conditional on the design {X
, the asymptotic variances of √ n α − α, β − β T resemble the ones from the check function approach, that is, , because the proposed estimator is built upon the linear combination of the order statistics of induced order statistics, i.e., Y j,λ is the ⌈λm⌉th order statistics in the jth bin of the induced order statistics in the original sample. Thus, extending to unconditional asymptotic theories is beyond the scope of this paper and is left for future research. See Delaigle and Hall (2012) . 2 
Monte Carlo Simulations
In this section, we use a simulation study to evaluate the performance of the new estimator. We generate the data from
where the error e i is 0.1 · (X i1 + X 2i + X 1i X 2i + 0.1) · U i with U i following a Cauchy distribution. The bias and MSE properties of the estimator are shown in Table 1 for the various bin sizes. The table shows that the new estimator β performs well and has a small bias and low MSE, even when the bin size is 5. Notice that when m is equal to 1, the estimator simply runs the OLS on the original data so that the estimate is inconsistent and has a large bias. Next, when considering the different sample designs between Models A and B, we observe that compactly supported variables (Model A) have a smaller bias and lower MSE than the non-compactly supported ones (Model B). This result is because of the fact that we are using X [j] to approximate the variation of the functional values within the bin, and we expect that an equal-spacing transformation, as in Hall et al. (1998) , applied before the binning will have better adaptivity for different designs.
Moreover, we show the computational advantage of the new method on the sizable data set. The speed of the new estimator is compared with the check function estimator in Equation (2), where we use the rq command in the R quantreg package 5.05. The Monte Carlo experiment is based on Model A and we choose the bin size m as 0.1 percent of the sample size N . Note that the choice of m makes the results comparable with the check function estimator, in which the absolute Bias and MSE differences between the two methods are between 0.05 and 0.01. Figure 2 shows the incredible gains in the execution time of the new estimator relative to the check function approach. These gains seem to increase with the log 10 sample size. All codes are available upon request.
Conclusion
The key ingredient of this approach is to compute local order statistics from the original data. This saves a large amount of the computational cost, which makes it particularly appealing for analyzing a sizable data set: a Monte Carlo simulation indicates that the proposed estimator is quicker when the sample size N is larger than 20, 000. i=1 are first divided into 5 slices along the X 1 axis, ensuring an equal 50 observations in each slice. Each slice is then divided into another 5 slices along the X 2 axis, in order to have 10 observations in each bin. Next the quartile of Y is computed for each bin, and its corresponding coordinates of {X 1 , X 2 } are marked as red solid points. 
