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Abstract
In this addendum, we show that the switching algorithm QPS-SERENA can be con-
verted R(QPS-SERENA), an algorithm for computing approximate Maximum Weight Matching
(MWM). Empirically, R(QPS-SERENA) computes (1 − )-MWM within linear time (with re-
spect to the number of edges N2) for any fixed  ∈ (0, 1), for complete bipartite graphs with
i.i.d. uniform edge weight distributions. This efficacy matches that of the state-of-art solution,
although we so far cannot prove any theoretical guarantees on the time complexities needed to
attain a certain approximation ratio. Then, we have similarly converted QPS-SERENADE to
R(QPS-SERENADE), which empirically should output (1 − )-MWM within only O(N logN)
time for the same type of complete bipartite graphs as described above.
1 Introduction
To algorithmically find a matching whose weight is largest among all matchings over a weighted
bipartite or general graph, known as maximum weight matching (MWM) computation, is a well-
studied research problem in combinatorial optimization. Computing MWM has so many real-life
applications that research efforts towards such efficient algorithms started more than 150 years ago
by Jacobi. For example, a classical application is the assignment problem [1,2], in which n workers
and n jobs are viewed as the two disjoint vertex sets of a complete bipartite graph, and the edge
between worker i and job j is weighted by worker i′s competence score in performing job j; in this
problem setting a MWM corresponds to a workers-to-jobs assignment that maximizes the total
competence score. To this day, the most efficient algorithm for computing a MWM over a general
graph with arbitrary nonnegative weights has a time complexity of O(EV + V 2 log V ) [3], where
E and V are the number of edges and vertices in the graph respectively. While this algorithm is
efficient enough for most applications where either V is small (say no more than tens of thousands)
or the graph is sparse (i.e., E = O(V )), it may not be for others that have a massive (in V ) dense
underlying graph, such as the graph partitioning problem in VLSI Design [4].
For most applications, finding an approximate MWM is often good enough. In this case we
would like to compute a δ-MWM, which is a matching whose weight is at least δ (0 < δ < 1)
times that of MWM. The algorithmic problem of computing approximate MWM also has a long
1
ar
X
iv
:1
71
1.
03
17
8v
1 
 [c
s.D
S]
  8
 N
ov
 20
17
history. Over these years, many linear-time (with respect to E given a fixed δ) or near-linear-
time algorithms (e.g., [5–8]) have been proposed for computing approximate MWM; a linear-time
algorithm is clearly optimal with respect to E, since just to read in all the edge weights takes O(E)
time. Among them, the linear-time algorithm proposed in [5] achieves the best approximation ratio
with respect to δ. In particular, it is a deterministic algorithm that guarantees to output, for any
(tiny)  > 0, a (1− )-MWM in O(E−1 log −1) time.
We report two related inventions in this addendum. Our first invention is to convert QPS-
SERENA, described in [9], into an approximate MWM algorithm. We call the latter algorithm
R(QPS-SERENA), since it applies QPS-SERENA repeatedly. Our second invention is to similarly
convert QPS-SERENADE, the parallelized QPS-SERENA, into a parallel approximate MWM al-
gorithm which we call R(QPS-SERENADE). Here QPS-SERENADE is the augmentation of E-
SERENADE [10] using QPS [9] in the same way as that of SERENA. We emphasize that the role
of QPS is essential in both R(QPS-SERENA) and R(QPS-SERENADE): Neither R(SERENA) nor
R(SERENADE) exists because both SERENA and SERENADE requires packet arrivals in each
“time slot” to operate, which do not exist after the conversion.
We show that, given any fixed  > 0.02, the R(QPS-SERENA) algorithm can (empirically)
output a (1− )-MWM in O(E) time on average over a set of complete bipartite graphs with i.i.d.
uniform random edge weights. Note this time complexity already matches that of the aforemen-
tioned state-of-art solution [5] for computing approximate MWM under dense bipartite graph. More
exiting news is that R(QPS-SERENADE), can empirically do the same in O(V log V ) time. This
R(QPS-SERENADE) result is potentially ground-breaking because as mentioned in [10], MWM
computation (exact or approximate) is notoriously hard to parallelize: All existing parallel and
distributed approximate MWM solutions, except one based on the approach of Belief Propagation
(BP) [11,12], require at least O(E) processors, which is not practical for large dense graphs (where
E = O(V 2)), whereas R(QPS-SERENADE) needs only O(V ) processors or less. The BP-based
solution [11, 12] computes an exact MWM using a total of O(V 3) computation time evenly dis-
tributed across O(V ) processors, resulting a per-processor time complexity of O(V 2) that is larger
than needed by R(QPS-SERENADE) empirically.
2 Our Results
We describe in Section 2.2 how to convert QPS-SERENA [9], an online crossbar scheduling algo-
rithm, to R(QPS-SERENA), an offline matching algorithm. We then explain in Section 2.3 how
QPS-SERENADE [10] is similarly converted to R(QPS-SERENADE). Before we do both, in Sec-
tion 2.1 we formulate the approximate MWM problem in a bipartite graph and explain how an
offline matching problem is reduced to an online switching problem.
2.1 Problem Formulation and Reduction
Consider a weighted bipartite graph G(U, V,E,w), where U and V are the two independent vertex
sets, E is the set of edges, and every edge e ∈ E is assigned a weight value w(e). We assume that
|U | = |V | = N , i.e., the bipartite graph is balanced. This assumption is not restrictive because any
unbalanced bipartite graph can be converted to a balanced one by adding dummy vertices to the
independent vertex set that contains less vertices, and if necessary dummy edges with weight 0. We
also assume that all edges have nonnegative weights, because edges with negative weights can be
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safely ignored: Adding them to a matching would only decrease the weight of the matching. Our
computation problem is, given any weighted balanced bipartite graph G(U, V,E,w), to compute
an approximate MWM.
In both R(QPS-SERENA) and R(QPS-SERENADE), the first step is to reduce this matching
computation problem to a crossbar scheduling problem as follows. Given any weighted balanced
bipartite graph G(U, V,E,w) (as the input to this matching computation problem), we map it to
an N × N input-queued crossbar switch, and map vertex sets U to input ports and V to output
ports respectively. Each edge is correspondingly mapped to a VOQ as follows. Suppose a vertex
u ∈ U is mapped to input port i, and a vertex v ∈ V is mapped to output port j. Then the edge
e = (u, v) is mapped to the VOQ at input port i that buffers packets destined for output port j,
and the length of this VOQ is considered to be w(e). If there is no edge between two vertices, then
the corresponding VOQ is assumed to have length 0. The resulting crossbar scheduling instance
(i.e., the weights of these N2 VOQs) will be used as the input to our switching algorithms R(QPS-
SERENA) and R(QPS-SERENADE), to “fool” them into eventually outputting an approximate
MWM, as we will explain next.
2.2 R(QPS-SERENA)
R(QPS-SERENA) is simply to run QPS-SERENA [9] repeatedly over multiple time slots as fol-
lows. During each time slot, the crossbar scheduling instance described above is used as the input
to (the QPS part of) the QPS-SERENA algorithm for computing the crossbar schedule for the time
slot. However, unlike in the normal operations of QPS-SERENA for crossbar scheduling, where
the lengths of the VOQs need to be updated according to the packet departures dictated by the
computed crossbar schedule and packets arrivals during the current time slot, in R(QPS-SERENA)
there are no packet arrivals and departures during any time slot. In other words, the same cross-
bar scheduling instance is fed to QPS-SERENA over and over, to “fool” it into computing an
approximate MWM with respect to the corresponding weighted bipartite graph.
As explained in [9], the matching (crossbar schedule) output by QPS-SERENA either stays the
same or grows larger in weight one time slot after another, and hopefully becomes an approximate
(or exact) MWM after a small number of time slots. Indeed, we will show in Section 2.4 that,
after only O(N) time slots, empirically the resulting matching is an approximate MWM with high
probability for a certain family of weighted bipartite graphs.
Now we emphasize a subtle difference between this crossbar scheduling problem, reduced from
the approximate MWM computation problem, and that in the normal context of switching. The
former problem is offline in that any algorithm solution to it is required to output only the final
matching (for the “last time slot”) at the end; the solution does not have to output the crossbar
schedule for each time slot in real-time (i.e, at the beginning of the time slot), which is required
in the latter problem that is online. The offline nature of the former problem allows for a host of
algorithmic tricks that cannot be used in a solution to the latter (online) problem.
As shown in [13], the time complexity of SERENA alone is O(N). The time complexity of
QPS alone is O(1) per port (or O(N) for all N ports) when the VOQ lengths are nonnegative
integers, as shown in [9], but becomes O(logN) per port (e.g., using a standard binary-based-
tree implementation) when the VOQ lengths are nonnegative real numbers. However, if R(QPS-
SERENA) executes QPS-SERENA at least O(N) times, these O(N) QPS computations can be
batched together to run in O(N2) time, or O(N) time per QPS computation, as we will show in
Appendix A. Note that this batching is allowed because, as explained above, R(QPS-SERENA) is
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dealing with an offline computation here.
2.3 R(QPS-SERENADE)
QPS-SERENADE is the same as QPS-SERENA except that the MERGE operation is performed us-
ing E-SERENADE [10] instead of SERENA. R(QPS-SERENADE) runs QPS-SERENADE repeat-
edly and, like in R(QPS-SERENA), every QPS-SERENADE run takes as input the same crossbar
scheduling instance reduced from the approximate MWM instance. The intention here of replacing
QPS-SERENA by QPS-SERENADE is to reduce the “per-time-slot” time complexity from O(N)
to O(logN), so that R(QPS-SERENADE) can produce the same final output as R(QPS-SERENA),
but in much less time. For example, if N repetitions are used in both R(QPS-SERENADE) and
R(QPS-SERENA), the former has time complexity O(N logN) (per port) whereas the latter has
time complexity O(N2).
Recall that the time complexity of QPS-SERENADE is strictly O(logN) except that the POPU-
LATE step (for populating a QPS-generated matching that is in general partial into a full matching)
of SERENADE is “O(N) light” (i.e., O(N) with a very small constant factor such as 164), using the
bit-parallelism solution proposed in [10]. This notion of “O(N) light” is acceptable in the switching
context, because it is effectively O(logN) for N that is not very large (say N ≤ 1, 024). However,
in this theoretical context of approximate MWM computation, this notion no longer makes sense.
Fortunately, we have obtained the following result recently: a distributed iterative algorithm that
exactly emulates POPULATE in which each port does only O(logN) work in the worst case. We
will provide brief description of this algorithm in Appendix B.
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Figure 1: Simulation results on complete bipartite graphs.
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2.4 Empirical Performance
In this section, we evaluate the empirical efficacy of R(QPS-SERENA) in computing approximate
MWM. Note there is no need to evaluate the efficacy of R(QPS-SERENADE), since it exactly
emulates R(QPS-SERENA). We run R(QPS-SERENA) to compute approximate MWM matchings
over 3 weighted complete balanced bipartite graphs. In these three graphs, the parameter N takes
values 100, 200, and 400 respectively; in each graph, the weight of every edge is an i.i.d. random
variable uniformly distributed over the interval [10.0, 100.0].
For each of these three graphs, Figure 1 plots, on the y-axis, the weight of the matching output
by R(QPS-SERENA) at the end of time (slot) t, as a percentage of that of MWM (i.e., the
approximation ratio), and plots, on the x-axis on a logarithmic scale, time t in the multiple of N
time slots. For example, for the bipartite graph with N = 200, the value 100 (= 1) on x-axis means
time (slot) 1 ∗N = 200. For each graph, we run R(QPS-SERENA), a randomized algorithm, 100
times, and each point on the corresponding curve in Figure 1 is the average of the weight numbers
obtained in these 100 runs. Figure 1 shows that, when the time (in the multiple of N time slots)
is large enough (say ≥ 1 ∗ N), these three curves almost overlap with each other. That is, for
these three graphs, the matchings output by R(QPS-SERENA) at any time slot t′N reach roughly
the same approximation ratio relative to their respective MWM’s. For example, for each of the
three graphs, after N time slots, R(QPS-SERENA) outputs a matching whose average weight is
roughly 0.85 of that of the respective MWM. These experimental results show that, given any fixed
approximation ratio, the number of time slots needed for R(QPS-SERENA) to output a matching
that attains the approximation ratio scales linearly with N . In other words, empirically it takes
R(QPS-SERENA) O(N) time slots to reach any fixed approximation ratio (that is not too close to
1). Since, for each time slot, the time complexity of QPS-SERENA is O(N), the asymptotic time
complexity of R(QPS-SERENA) in this case is O(N2).
Note this empirical result (O(N2) computation to reach any fixed approximation ratio) already
matches the recent state-of-art solution [5]. This is exciting news since R(QPS-SERENA) is a
much simpler algorithm than that in [5]. The more exciting news is that R(QPS-SERENADE),
the parallel version of R(QPS-SERENA), can do the same using N processors in O(N logN) time,
since its time complexity is O(logN) per time slot. This empirical efficacy is better than that of
the state of art solution [14], which can compute a (1− )-MWM for any dense bipartite graph in
O( log
2N log −1
2
) with O(N2) processors.
3 Conclusion
In this addendum, we show that the switching algorithm QPS-SERENA can be converted R(QPS-
SERENA), an algorithm for computing approximate MWM. Empirically, it outputs (1− )-MWM
within linear time (with respect to the number of edges N2) for any fixed  ∈ (0, 1), for com-
plete bipartite graphs with i.i.d. uniform edge weight distributions. This efficacy matches that of
the state-of-art solution, although we so far cannot prove any theoretical guarantees on the time
complexities needed to attain a certain approximation ratio. We have similarly converted QPS-
SERENADE to R(QPS-SERENADE), which empirically should output (1− )-MWM within only
O(N logN) time for the same type of complete bipartite graphs as described above.
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A Amortized O(1) QPS Computation
As mentioned in Section 2.2, we can perform a batch of O(N) QPS computations in O(N2) time.
In this section, we describe in details this batched QPS computation. Similar to (the standard)
QPS [9], batched QPS also consists of two phases, namely, a batched QPS proposing phase and a
batched QPS accepting phase.
Batched QSP proposing phase. Without loss of generality, we assume the batch size is m,
that is, to execute m QPS computations in each batch. In this phase, each input port needs to
generate m QPS proposals, each of which is independently sampled proportional to the length of the
corresponding VOQ. For ease of presentation, we only describe the batched proposing at input port
1; that is identical at any other input port. Denote as q1, q2, · · · , qN the queue lengths of N VOQs at
input port 1 and as q their total (i.e., q =
∑N
k=1 qk). Then, the batched QPS proposing is equivalent
to generating m random numbers with the given distribution P[ξ = j] = qj/q, j = 1, 2, · · · , N . This
can be done by Vose’s algorithm [15] with O(N) preprocessing time and O(1) time for drawing
each random number. Therefore, when m = Ω(N), the batched QPS proposing takes O(m) time
to generate m proposals, that is O(1) per proposal.
Batched QPS accepting. The batched accepting phase is simply to execute the standard QPS
accepting operation [9] one after another. Therefore, we can perform a single QPS accepting
operation for all N output ports in O(N) time, or O(N) such operations in O(N2) time.
B Parallelized POPULATE
As mentioned in Section 2.3, SERENADE [10] takes advantage of bit-level parallelism to reduce the
practical time complexity of the POPULATE operation to “O(N) light”. However, this complexity
in theory is still O(N). In this section, we describe a parallel algorithm that performs POPULATE
in O(logN) time using O(N) processors.
Recall that, after each QPS operation, each input/output port knows whether itself is matched
or not. The unmatched input ports and output ports will then be matched in a round-robin manner.
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That is, the first unmatched input port would be matched with the first unmatched output port,
the second with the second, and so on.
Suppose that each unmatched port (input port or output port) knows its own ranking, i.e., the
number of unmatched ports up to itself (including itself) from the first one. Then, each unmatched
input port needs to obtain the identity of the unmatched output port with the same ranking. This
can be done via 3 message exchanges as follows. Each pair of unmatched input and output ports
“exchange” their identities through a “broker”. More precisely, the jth unmatched input port (i.e.,
unmatched input port with ranking j) first sends its identity to input port j (i.e., the broker).
Then, the jth unmatched output port also sends its identity to input port j (i.e., the broker).
Finally, input port j (i.e., the broker) sends the identity of the output port with ranking j to the
input port (with ranking j). Thus, the input port learns the identity of the corresponding output
port. Note that, since every pair of unmatched input port and output port has its unique ranking,
thus they would have different “brokers”. Therefore, all pairs can simultaneously exchange their
messages without causing any congestion (i.e., a port sending or receiving too many messages).
It remains to parallelize the computation of ranking each port (input port or output port).
This problem can be reduced to the parallel prefix sum problem [16] as follows. Here, we will only
show how to compute the rankings of input ports in parallel; that for output ports is identical.
Let B[1..N ] be a bitmap that indicates whether input port i is unmatched (when B[i] = 1) or not
(when B[i] = 0). For i = 1, 2, · · · , N , denote as ri the ranking of input port i. It is clear that
ri =
∑i
k=1B[k], for any 1 ≤ i ≤ N . In other words, the N terms r1, r2, · · · , rN are the prefix sums
of the N terms B[1], B[2], · · · , B[N ]. Using the Ladner-Fischer parallel prefix-sum algorithm [17],
we can obtain these N prefix sums r1, r2, · · · , rN in O(logN) time (per port) using 2N processors
(one at each input or output port).
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