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Abstract
This thesis investigates the limiting behaviour of solutions to certain 
partial and pseudo differential equations. Included is a study of the 
notion of generalised solutions and particular examples, with emphasis 
on hyperbolic conservation laws. A probabilistic interpretation of some 
results is also presented.
It is known that the solution of initial-value problems for Burgers’ 
equation
Uf d” UUx — 0,
(e > 0) tends in the limit as e —► 0 to the solution of the hyperbolic 
conservation law
ut +  u(u)x = 0,
subject to the same initial conditions. We find similar results for
ut d- eq(D)u +  b • V u  =  0,
and
ut +  b • Vu =  0,
where 6 g R  and q(D) is a pseudo-differential operator that generates a 
Feller semigroup.
We also study the equation
ut +  q(x, D)u +  [q(x, D)]*f(u)  =  0,
where q(x , D) generates a sub-Markovian semigroup.
Applications can be found in fluid dynamics.
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5Introduction
Hyperbolic conservation laws are central to the study of fluid dynam­
ics, especially gas dynamics. Many present day classical results were 
obtained in the period between 1950 and 1970. These include results 
due to 0 . A. Oleinik [21] on viscosity solutions, i.e. approximations of 
solutions of hyperbolic conservation laws found by studying solutions of 
a parabolic regularization. A comprehensive presentation of the theory 
of hyperbolic conservation laws, due to C. Dafermos, is found in [5].
The simplest non-trivial problem is the initial-value problem
/t 1 \ f Ut +  \{u2)x = u t + uux =  0
(L1) I  « M )  =  <?(*),
where x G R, t > 0 and g : R —► R is a suitable function. One may also 
consider the more general problems
ut + V • f (u)  = 0
u{x, 0) =  g(x),
for x  G Rn, t > 0 and given functions /  : R —* Rn, g : Rn —► R, or
+  V/(w) =  0
w(x,0) =  g(x),
where x  G Rn, t > 0 and /  : Rn —> R, g : Rn —* Rn are given. In this 
case u:  Rn x [0, oo) —> Rn must be vector-valued.
A viscosity solution to (1.1) is obtained by solving, for e > 0, the 
problem
d2u
ut -  c t t t  +  uux = 0 ox1
u( x,0) = g(x),
and then proving that as e —> 0 the solutions ue to (1.4) converge to a 
solution of (1.1). Equation (1.4) and its higher dimensional analogue
n
(1.5) ut -  eAnu +  u u xj  =  0 
j=i
(1.4)
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are known as Burgers’ equation. It is, however, well known that (1.1) 
does not always have a classical solution. The above procedure may 
therefore be a possible way of obtaining certain generalised solutions.
To a large extent the first chapter is devoted to the discussion of 
properties of problem (1.1) and various notions of generalised solutions 
are introduced along with the development of methods of obtaining such 
solutions. Most of this is well known, almost classical, material taken 
from L. C. Evans [7] and was included in the hope that an understanding 
of these results would give deeper insights into the more complicated 
situations.
In recent years an equation of the form
(1.6) ut +  q{D)u +  V • f (u )  =  0
has been studied in detail in place of Burgers’ equation. Here q(D) is a 
certain pseudo-differential operator, e.g. q{D) = —(—A )a , 0 < a  < 1. 
Examples can be found in the work of P. Biler, T. Funaki and W. A. 
Woyczynski in [1] as well as P. Biler, G. Karch and W. A. Woyczynski [2], 
[3] and the references therein. In [3] it was suggested that one could take 
for q(D) any generator of a Levy process (subjected to some technical 
conditions). For example, let q(D) be given on Co°(Rn) or S(Rn) by
(1.7) q(D)u(x) =  (2tt)-? [  eix<q{€)u{£)d£,
J R n
where the symbol q : Rn —> C is a continuous negative definite function 
with Levy-Khinchin representation
(1.8) g(0  = c + ib - £ + Q(f) +  f  ( l  -  e~ix( -  ™ ^  )  v(dx).
JRn\{0} \  1 +  p | /
n
Here c > 0, b G Rn, Q(£) =  Qji€j€i ^  0 with qji — qij G R and v is a
j.J=i
Borel measure on Rn \  {0} such that /  (1 A Ixl2) v idx) < oo.
yRn\{0} v '
The original aim of this thesis was to answer the question of whether 
solutions to
/t q\ /  «i +  eq(D)u +  V • f(u )  = 0
1 J \  «(*,0) =  g{x)
will converge as e —> 0 to generalised solutions of (1.2). This, however, 
turned out to be too difficult to solve but partial answers were obtained 
as well as generalisations of results discussed in [3]. If one considers, 
instead of (1.9), a linear problem, i.e.
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(1.10)
ut +  eq(x, D)u +  b • Vu = 0
u(x,0) = g(x)
where b G Rn, then one may use the fact that —q(x, D) generates a Feller 
semigroup to prove that the solutions ue of (1.10) do indeed converge as 
e —> 0 to the solutions of the (linear) problem
ut +  b • V u  =  0 
u(x,0) =  g(x).
Moreover, in this case the special structure of —q{D) is not needed and 
in fact any generator, A, of a Feller semigroup will do. These results 
are discussed in detail in Chapter 2. Although they are straightforward 
to obtain, we know of no literary reference containing them. Chapter 2 
ends with a discussion of how the limiting procedure works in the case of 
the classical nonlinear equation, i.e. Burgers’ equation. This is largely 
from L. C. Evans [7]. A result due to P. Lax [20] is that the solution, u€, 
of Burgers equation can be represented as
(1.12) ue(x,t) =
x
\x — y\2 1 f y ( v ,
z i - ^ r e~ 2 , L 3{z)di dy
rJ — c x — y |2 1 jv ( \ f4et e J-oo
\
dy
Denoting Brownian Motion by (Yt)t>o we may rewrite (1.12) as
(
E x
(1.13) ue(x , t) =
x
1 rY* \  
- Y t ~ y  / 9{z)dz
 p  Zc J —oo
E 3
— r j Y --------
-7 T  I 9(z)d
> Zc J —oo
V /
It would be interesting to know whether (1.13) would make it possi­
ble to pass to the limit as e —► 0 when {Yt)t>o is substituted by the 
Feller process (X t)t>o generated by A. (This observation is due to N. 
Jacob). The structure of a generator, A, of a Feller semigroup (on Mn) 
is well known provided some minimal assumptions are made on its do­
main D(A). If, for example, Co°(Rn) C  D(A)  then A  is, on Co°(Rn), a 
pseudo-differential operator
(1.14) A = - q ( x ,D ),
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where
(1.15) q(x,D)u(x) =  (27r)_ 2 [  etx^q(x^)u{^)d^
J R n
and the symbol q : Mn x Rn —> €  is a measurable function such that 
q(x, •) : Mn —> C is for all x  G Mn a continuous negative definite function. 
This result is due to Ph. Courrege [4]. W. Hoh and N. Jacob have, in 
many papers, given sufficient conditions that ensure — q(x, D ), given by
(1.15) on S(Rn), indeed extends to a generator of a Feller semigroup or 
an L2-sub-Markovian semigroup. Particular references are W. Hoh [9] - 
[12] and N. Jacob [13] - [15] as well as the summaries [16] and [17].
In Chapter 3 the nonlinear term in (1.9) is modified and the problem
fTlfrt J ut + q(x,D)u+[q{x,D)]$f{u) = 0
1 j 1 u(x,0) = g(x)
is studied, where in this case — q(x, D) is the generator of a symmetric L 2- 
sub-Markovian semigroup. A fixed point argument yields the existence, 
locally in time, of a unique mild solution, i.e. for some T  > 0 there exists
u 6 T); L2(Rn))
such that
(1.17) u(x,t) = Ttg ( x ) -  [  [q{x,D)]2 Tt- 3f(u (x ,s) )d s
Jo
holds. This is a completely new result which extends to the case
(1.18) ut +  q(x, D)u +  [q{x, D)]af(u )  = 0
for 0 < a < 1. Of special interest is the case when
||[q(x, D)]au \ \ L 2 ~  11Via| 1^ 2 because this might lead to a way of studying
(1.19) ut +  q(x, D)u +  b • V /(u ) =  0.
However, for this one would need a control on the commutator [[q(x, D)]a, 
such that it would still be possible to estimate the integrals in (1.17).
Chapter 1 
Preliminary Results
This chapter presents a collection of the preliminary results needed in 
further chapters as well as a discussion of the main concepts used such as 
weak solutions and their formulation and pseudo-differential operators 
as generators of semigroups.
1.1 The M ethod of Characteristics
Suppose we are given a first order partial differential equation defined 
on some subset of Rn involving a function with known values on the 
boundary. Below is an outline of the method of characteristics as de­
scribed in [7] (§ 3.2.1). The aim, briefly, is to find certain curves passing 
through the boundary along which we are able to calculate the solution 
by referring back to the value at the intersection of the curve and the 
boundary.
Let Du represent the gradient vector of u, i.e.
Du = Vu =  (uXl, . . . ,  uXn) where u = u(x) and x  = ( x i , . . .  x n) is a point 
in Rn. We study, in Rn, the first order partial differential equation
(1.1) F(Du,u, x) = 0 in U 
with boundary condition
(1.2) u = g on T
where U is an open subset of Rn with boundary dU and T C dU and 
g : T —> R are given. Assume F  and g are smooth functions (i.e. func­
tions in Ck for k G N large enough to ensure sufficient differentiability 
properties of the functions for the problem under consideration). We 
will use the notation z := u(x); p := Du(x). We now proceed to find 
the afore mentioned curves and begin by supposing such a curve to be
9
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defined parametrically by x(s) =  (x1(s) , . . . ,  £n(s)), for s in some subin­
terval of R. Let u = u (x i , . . . ,  xn) be a solution of (1.1). Define
z(s) := «(x(s))
p(s) := Du(x(s))
where p(s) =  (pH*), • • • ,Pn(s)), P;(s) =  u*f(x(s)), (i =  1, . . .  ,n).  The 
following ordinary differential equations are satisfied:
(1.3)
' p(s) =  —DxF(p(s),  z(s),x(s)) — DzF(p(s),  z(s),x(s))p(s),
z(s) = DpF(p(s),  z(s), x(s)) • p(s),
k x(s) =  DpF(p(s) ,z(s),x{s)) .
The above is a system of 2n + 1 first order ordinary differential equations 
which are known as the characteristic equations of the partial differential 
equation (1.1). We will call the projection of the solutions of the char­
acteristic equations onto the region U C R " the characteristic curves.
Example 1.1. ([7], § 3.2.2 b) Let n = 2 and consider the partial differ­
ential equation
(1.4) F (D u , u , x) = b(a;, u(x)) • Du{x) +  c(x, u) = 0, x  G U, 
or
(1.4') F(p, z, x) =  b(x, z) -p + c(x,z),
whence DPF  = b(x, z). Then the third and second equations from (1.3) 
become
x(s) =  b(x(s),*(s))
and
z(s) = b (x (s ),z (s ))-p (s )
=  -c (x (s),z (s))
respectively, the last equality following from (1.4'). (The first equation 
from (1.3) is not needed in this case since all the information required to 
construct a solution can be obtained from the second and third equations). 
When b  =  (a, b) for a,b E R and c(x , u) = 0 equation (1.4) becomes
auXi "f" ^
and the characteristic equations are
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which give
xi(s) = as + a0; x 2(s) = bs +  60; z = c0
for constants ao,bo,co G R. The characteristic curves are then given by
Exam ple 1.2. I f  we take b (x,u) = ( l ,u)  and c(x ,u ) =  0 in (1.4) the 
equation becomes
Relabel x\, x 2 as t ,x  respectively. To see how the solution propagates 
rewrite the characteristic equations in the form
and note that the solution is constant along this curve. I f  an initial 
condition u(x , 0) =  g(x) is given then the solution on the curve passing 
through xq has the value zq = g(xo). Thus the solution along
has the value g(xo). The entire solution u is found as Xo varies along 
the initial line t = 0.
Below are the characteristic curves in the region t > 0 for some 
particular choices of g(x).
(a) For the initial condition
along which z and hence the solution u is constant. The value of this 
constant is found by tracing the curve back to the boundary where u is 
known.
UX-y UUX2   ^
and the corresponding characteristic equations are
dx i dx 2 _  dz
ds ’ ds ds
Thus
X\ =  s +  A q, x 2 = zqs +  B q and z =  z0.
Zq Zq
X  Xo
g(x o) g(x o)
1 , x < 0
(^.1) g\{x) = < x + l  , 0 < £ < l
2 , x > 1
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- 3 - 2 - 1
Fig. 1.1: gx x
the characteristic curves are shown in the following diagram:
- 1 1 2  3
Fig. 1.2: Characteristic curves when g =  g\
x
The solution is given by 
u(x,t) =
x < t
t < x < 2 t  + l 
x > 2t +  15 ^ _
which is shown below:
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U 1 . 7 5
X
Fig. 1.3: Solution when g = g\
(b) For the initial condition
1
{g. 2) g2(x) =  { 1 -  x
0
x < 0 
, 0 < £ < 1 
X  >  1
- 3  - 2  - 1
Fig. 1.4: g2 x
the characteristic curves are as follows:
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- 1  - 0 . 5  0 . 5  1 1 . 5  2
Fig. 1.5: Characteristic curves when g = g2
x
In the region 0 < t < 1 the solution at a point is found by tracing 
the curve passing through the point back to the boundary. In the 
region t > 1, 1 < x < t, a solution cannot be defined by our method 
since each point is the intersection of three characteristic curves. 
In fact, infinitely many curves pass through the point (1,1).
(c) For the initial condition 
(g.3) g3(x) =  { !? ’ x < 0 x > 0
93
- 3
1
0 . 8
0 . 6
0 . 4
0 . 2
- 2 - 1  1 2  3
Fig. 1.6: g3 x
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the characteristic curves are shown in the following diagram:
- 1  - 0 . 5  0 . 5  1 1 . 5  2 x
Fig. 1.7: Characteristic curves when g =  g$
In the region 0 < x < t there are no characteristic curves and we 
cannot define a solution by our method.
(d) Finally, for the initial condition 
(g. 4) g4{x) = ■
x  < 0 
0 <  x < 1
X  >  1
- 3
1
0 . 8
0 . 6
0 . 4
0 . 2
- 2  - 1  1
Fig. 1.8: g4
2 3 4
X
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the corresponding characteristic curves are:
16
2 y\
c
t /
.  •  0 / /
1 / / /1 / / /
1
/  / / /
-1 -0
1
.5
) m D
0.5 1 5 2
Fig. 1.9: Characteristic curves when g =  g±
There are regions in which characteristic curves cross and also 
where there are no characteristic curves at all. Thus it is again 
not possible to define a solution for a l l t >  0 by our method.
R em a rk  1.3. Note that although it is assumed in section 1.1 that the 
initial condition g is a smooth function, Example 1.2 uses non-smooth 
functions to more easily illustrate the crossing of characteristic curves 
and this does not affect the theory.
1.2 Weak Solutions
A partial differential equation of order k is an equation involving an 
unknown function and its partial derivatives of order up to and including 
k. We say that a given problem for such an equation is w ell-posed if 
it has a unique solution that depends continuously on the given data. 
(Note that the notion of well-posed problems depends on the particular 
function or distribution space in which the equation is being considered). 
If the equation is of order k then we call a solution that is at least 
k times differentiable a classical solution. Solving a partial differential 
equation in the classical sense means finding, or showing the existence of, 
a classical solution of a well-posed problem ( but there do exist problems 
that are not well-posed yet have several solutions and some that have 
no solution at all). This, however, is often not achievable and we must 
therefore introduce the notion of “weak solutions” . This increases the
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class of solutions to include less regular functions while still keeping the 
problem well-posed. The precise definition of weak solution depends 
on the particular partial differential equation under consideration. ([7], 
§1.3.1).
Recall that in Example 1.2 it was found that for certain choices of 
the initial condition g(x) the method of characteristics breaks down. In 
particular, for (g.2) there were regions in which the characteristic curves 
crossed and there was no possibilty of singling out a unique value in 
order to define a solution u. For (#.3) there were regions containing no 
characteristic curves and hence no possibility of defining a solution. We 
must therefore look for some sort of weak solution if we are to solve
(1.5) ut +  uux =  0.
In fact, for the more general problem
(1 /  Ut + F(u)x = 0 in ^ x (°5 °°)
' [ u = g o n R  x  {t = 0},
where F  : R —> M is a given function, we have:
D efin ition  1.4. We say that u G L°°(R x (0, oo)) is an integral solution 
° f (  1.6) if
roo roo roo
(1.7) / / (uvt +  F(u)vx)dxdt +  / gvdx |f=0 =  0
J0 J—oo J—oo
for each smooth function v : R x [0, oo) —> M with compact support.
R em ark  1.5. We call such functions v test functions.
R em ark  1.6. Here we follow [7] (§3.4.la) by calling this particular type 
of weak solution an “integral solution” but it is not the standard termi­
nology.
As noted we cannot in general find smooth solutions to (1.5) but the 
above definition does admit functions with curves of discontinuity called 
shock waves. Their construction is detailed below, following [7] (§3.4.1): 
Let u be an integral solution of (1.5). Suppose that in some open 
region V  cKx(0,  oo), u is, together with its first derivatives, uniformly 
continuous except possibly along a smooth curve C.
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Fig. 1.10: Region V  and curve 6
Using integration by parts it can be shown that in V
Ut F(u)x 
holds on each side of 6 and that
(1.8) (F(u{) -  F{ur))vl +  (ui -  ur)v2 =  0
along C. Here v =  (z/1, v2) is the unit normal of C in the direction from 
the region of V  on the left of C to that on the right and u/, ur are 
the limits of u from the left and right respectively. If we represent C 
parametrically by {(x, t) : x = s(t)} where s(') : [0, oo) —► R is a smooth 
function we can take v — (u1, ^ 2) =  (1 +  s2)~2( l 5— s) and then (1.8) 
becomes
(1.9) F(ui) -  F(ur) = s(ui -  ur).
Denoting the jumps ui — ur in u and F(ui) — F(ur) in F(u) across C by 
[[u]] and [[-F(tt)]] respectively and the speed s of C by a we can rewrite
(1.9) as
(1.10) [[^(w)]] — (r[[u]\ (Rankine-Hugoniot condition).
To ensure uniqueness we refine our class of solutions by considering only 
piecewise-smooth integral solutions u that have the following property: 
I f  (x , t) is a point on a characteristic curve, I, corresponding to u that 
is not a point on any other characteristic curve then all points (x , t) on
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I such that t < t are also not on any other characteristic curve corre­
sponding to u (i.e. the section of I with values o f t  less than t does not 
intersect any other characteristic curves).
For example, Fig. 1.5 displays such a situation. Then suppose that on a 
curve C of discontinuities of u there is a point where two characteristic 
curves from either side of C meet and at which ui and ur are distinct left 
and right limits of u respectively. The equation can then be rewritten in 
the form
ut +  F \u ) u x =  0
on either side of C. The equations for the characteristic curves can then 
be found from
x(s) =  b(x(s), z(s))
(recall the third equation of (1.3) in §1.1), where in this case 
b(x(s), z(s)) = (1 ,F '(z)). Therefore we have
dt dx r i / /  \
* - 1 ’ Ts ~ F { z )’
hence the characteristic curves are given by
s i—► (F'(z°)s +  x° , s), s > 0
where x °, z° are constants and z° = g(x°) for initial condition g. Thus 
the characteristic curves for (1.6) are
s i—► (F ,(g(x°))s +  x° , s), s > 0.
From this we deduce that along C
(1.11) F'(ui) > <7 > F'(ur) (entropy inequalities).
R em ark  1.7. I f  F  is uniformly convex (1.11) reduces to
ui > ur.
D efin ition  1.8. A curve of discontinuity of a solution of (1.6) satisfy­
ing both the Rankine-Hugoniot condition and the entropy inequalities is 
called a shock wave.
This can be used to construct integral solutions as follows: Consider 
the region t > 0 and recall Example 1.2 from §1.1.
When the initial condition is
9t(x)  =
1 , x <  0
1 — x , 0 <  £ <  1
0 , x >  1
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we have a solution in the region 0 < t  < 1 given by
u (x,t) l —x1 - t
0
X <  t 
t <  X <  1 
X >  1
The curve s(t) := ^  satisfies the Rankine-Hugoniot condition and so 
we can extend the above solution to the region t  > 1 with s as a curve 
of discontinuity. The shock is shown in the following diagram:
- 1  - 0 . 5  0 . 5  1 l . E
Fig. 1.11: Shock wave when g = g2
x
The complete solution is given by
1 x < t t t < 1
l —x
1 - t t < x <  1, t <
0 X  > 1, t < 1
1 X  < s(t)} t > 1
0 X  > s(t), t >  1
which is shown in Fig 1.12:
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0 . 7 5
0 . 2 5
Fig. 1.12: Integral solution when g = g2 
For the initial condition
S3 Or) = 0
we have a solution given by
u(x, t) =
f 0
x < 0 
x > 0
x < 0 
0 < x < t 
x > t
which is shown below:
Fig. 1.13: Integral solution when g = g3
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For the initial condition
g4{x) = <
x < 0 
, 0 < x < l
x > 1
we have a solution given by
u (x ,t)  = <
' 0 X < 0, t <  2
X
t 0 < x < t ,  t < 2
1 t < X <  1 + t <  2
0 X >
0 X > 1 +  1, t  < 2
0 X < 0, t >  2
X
t 0 < x < (2t ) i , t >  2
{ 0 X > (2t ) i ,  t > 2
which is shown in the following diagram:
0 . 7 5
0 . 2 5
0-2
Fig. 1.14: Integral solution when g =
We now find a formula for integral solutions of (1.6): Following [7] 
(§3.3 and §3.4) we begin by first looking at the following initial-value 
problem for the Hamilton-Jacobi equation
( 1.12)
for H  :
( ut + H (V u)  =  0 in Mn x (0, oo)
|  u = g on Mn x {t = 0},
(see [7], §3.3). We make the following assumptions:
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(Al) The mapping p t- ► H(p) is convex;
(A2) lim ^ o o  ^  =  + 00;
(A3) g : Rn —> R is Lipschitz continuous.
Also let L  be the Legendre transform of H  i.e.
L{p) = H*(p) := sup{ p - q -  H(q)} (p E  Rn)
gERn
D efinition  1.9. We say that a Lipschitz continuous function 
u : Rn x [0, 00) —> R is a generalized solution of the initial-value problem 
(1.12) if
(i) u{x, 0) =  g(x), x E  Rn;
(ii) ut {x, t) +  H (V u(x, t)) =  0 for a.e. (x , t) E  Rn x (0 ,00) 
and
{Hi) u(x + z ,t)  — 2u (x ,t) + u{x — z ,t)  < C{ 1 +  j ) \ z |2 for some constant 
C > 0 and all x ,z  E  Rn, t > 0.
D efin ition  1.10. A C 2 convex function is called uniformly convex (with 
constant 6 > 0) if
E  > 0lfl2
/o r all p,£ E  Rn.
D efin ition  1.11. A function g : Rn —► R Z5 ca//ed semiconcave i/  t/iere 
exists a constant C such that
g(x +  z) — 2p(x) +  g(x — z) < C \z \2
/o r all x ,z  E  Rn.
Under assumptions (Al) — (A3) and supposing that H  is C2 we have:
T h eo rem  1.12. ([7], §3.3.2, Thm 8, p .135)I f  either g is semiconcave or 
H  is uniformly convex, then
(1.13) u (x ,t) = + g(y)}
is the unique generalized solution of the initial-value problem (1.12). □
R em ark  1.13. The expression on the r.h.s. of {1.13) is called the Hopf- 
Lax formula.
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Now we return to the initial-value problem (1.6). We make the following 
assumptions:
(A4) F  is smooth and uniformly convex, F (0) =  0;
(A5) g e L ° ° ( R).
Now let L  be the Legendre transform of F  and define
h(x) := [  g{y)dy.
Jo
Prom the above discussion of solutions of the Hamilton-Jacobi equation 
we know that
(x G R, t  > 0) is the unique generalized solution of
(^  /  wt + F (wx) = O i n R x  (0, oo)
' ’ [ w =  h on R x {t = 0}.
If w is smooth we can differentiate (1.12) w.r.t. x  to get
f wxt +  F(wx)x = 0 in R x (0, oo)
\  Wx = g on R x {t =  0}.
Hence wx solves (1.6). However w is not, in general, smooth but is 
differentiable a.e. This suggests
(1.15) u(x, t) := £  [minyGi? [tL  ( ^ )  +  % )} ]
is a candidate for an integral solution of (1.6). Set G := (F /)_1. Then 
under assumptions (A4) and (A5) we have the following:
Theorem 1.14. ([7], §3.4.2, Thm 1)
(i) For each time t > 0, there exists for all but at most countably many 
values of x E R a unique point y (x , t) such that
Tim +/l^ } = tL i f — j ^ )  + h (y(x ,t)).
(ii) The mapping x y (x , t) is nondecreasing.
(Hi) For each time t > 0, the function u defined by (1.15) is
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(1.16) = 
for a.e. (x , t ) € R x (0, oo).
□
Remark 1.15. Equation (1.16) is called the Lax-Oleinik formula for the 
solution of (1.6).
Finally we arrive at:
Theorem 1.16. ([7], §3.4.2 Thm 2) Under assumptions (A4) and (Ab) 
the function defined by (1.16) is an integral solution of (1.6). □
  2
Example 1.17. In particular, if  F(z) =  y  we have that
n  i?v ( ut + uux = 0 in R x (0, oo)
 ^ |  u = g on R  x {t = 0}.
has solution given by
t ^  x - y ( x , t )  u(x ,t) = ------ -------
where y(x, t) is the unique point at which for all t > 0 and for all but at 
most countably many x E E
mto { tL +  Kv ) }  =  tL ( - — J + hiyfat))
(with L = F*).
Uniqueness of the above solution is obtained via the following from [7] 
(§3.4.3):
Definition 1.18. The inequality
(1.18) u(x + z ,t)  — u (x , t) < j z ,
where C is a constant, is called the entropy condition
Lemma 1.19. ([7], §3.4.3, Lemma, p .149). Under assumptions (A4) and 
(A5) there exists a constant C such that the function u defined by the 
Lax-Oleinik formula satisfies the entropy condition (1.18) for all t > 0 
and a ;,zG R , 2 > 0 .  □
Definition 1.20. A function u G L°°(M x (0, oo)) is called an entropy 
solution of
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(1 .6)
*/
ut +  F(u)x = 0 in R x (0, oo) 
u = g on R x £ =  0
(i) u is an integral solution of (1.6) 
and
(ii) u(x  +  z ,t)  — u (x , t) < C( 1 +  \ ) z
for some constant C > 0 and a.e. t > 0, with z > 0.
T h eo rem  1.21. ([7], §3.4.3 b, Thm 3). I f  F  is convex and smooth then 
there exists, up to a set of measure zero, at most one entropy solution of 
(1.6). □
1.3 Fourier Analysis
The Fourier transform is a very useful tool within the theory of partial 
differential equations. Here are some elementary Fourier Analysis results 
from [16]:
D efin ition  1.22. The Schwartz space S(Rn) consists of all functions 
u G C ^ R ”) such that for all m i, m 2 G No
Pmi,m2(w) := sup ((l +  \x\2)~^ J2  1^0*01) < 00.
x e R n  \ a \ < m 2
(Pmi,m2)mi,m2gn0 is a family of separating seminorms. An equivalent 
family of seminorms is given by
P aA u ) := SUP \xl3dau (x )\ ,a ,p  G Nq.
a:eRn
S(Rn) equipped with the topology generated by one of these families is 
a Frechet space (i.e. a locally convex metrizable vector space such that 
the metric is complete).
D efin ition  1.23. The convolution of two functions u, v G S(Rn) is de­
fined by
e.
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(ii) u • v G S(Rn);
(Hi) u * v £  S(Rn);
(iv) (j) ■ u G S(Rn) for any function </> G C°°(Rn) that, along with its 
partial derivatives, is polynomially bounded.
T h eo rem  1.24. ([16], Corollary 2.6.1). The space Co°(Rn) is dense in 
S(Rn). The space S(Rn) is dense in i / ( R n) for 1 <  p < oo and in
C U R ”). □
D efin ition  1.25. For u € S(Rn) we define the Fourier transfrom F  of 
u by
(1.19) (Fu)(£) := (27r)“ 2 f  e~lx'^u(x)dx
J R n
and the inverse Fourier transform
(1.20) (F~1u)(Tf) := (27t)“ 2 [  ely rtu(y)dy.
J Rn
T h eo rem  1.26. ([16], Thm 3.1.2, Thm 3.1.6). Both F  and F ~l are
continuous linear operators from  S(Rn) into itself □
The name inverse Fourier transform is justified since on S(Rn) it holds 
that F  o F ~ l =  F ~l o F  =  id.
R em ark  1.27. The Fourier transform of u is also denoted by u. 
T h eo rem  1.28. ([16], Lemma 3.1.9).
A. Let Ta : Rn —> R” be the translation operator Tax  =  a +  x, a G Rn. 
Foru  G S(Rn) we have
(1.21) (u o Ta)A(£) =  eia'Zu(£).
B. Let T  : Rn —> Rn be a bijective linear mapping. For u G S(Rn) it 
follows that u o T  is also an element o /S (R n) and
(1.22) (Uo r r ( ? )  =  p ^ « o ( r - 1)‘(e).
In particular, for the reflection S x  = —x we have
(1.23) («oS)A (f ) =  fi(_f)
and for the homothetic mapping H \(x) = \ x  we have
(1.24) {u o HX)A{0  =  X~nu  (£) , A >  0.
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C. Foru  G S(Rn) we have
(1.25) fi(£) =  F - ^ u m .  □  
Theorem 1.29. ([16], Thm 3.1.10). For all u G S(Rn) we have
(1.26) Halloo < (27r)_ t||w ||Li 
and
(1.27) |M |o =  H l^lo- □
R e m a rk  1.30. Equality (1.27) is a first version of PlanchereVs theorem. 
For all u, v G S(Rn) we get, via polarisation,
(1.28) (u ,v)0 = (u ,v)0-
Theorem 1.31 (Convolution Theorem). ([16], Thm 3.1.12). Let
u ,v  E Rn). Then
(i) (u • u)A(£) = * u)(£) and
(ii) (u * v )A(£) = (2ir)%u(£) □
The Fourier transform can be extended from §(Rn) to L 1(Mn). Let 
u  G L l {Rn) and set
(1.29) u(£) =  (27r) 2 f  e %x'^u{x)dx.
J R n
This integral is well defined since x  i—> e~lx'^u(x) is an element of Lx(Rn). 
We call (1.29) the Fourier transform of u in L1(Rn) and note that since 
S(Rn) C  L1(Rn) it is an extension of the Fourier transform in S(Rn).
T h eo rem  1.32. ([16], Thm 3.2.1). The Fourier transform is a contin­
uous linear operator from L 1(Wl) into Coo(Rn) and
(1.30) ||n||oo < (27r)_ t | | w||Li
holds for all u G L1(Rn). □
Theorem 1.28 also holds for u G L 1(Wl) and we have the first part of the 
convolution theorem:
T h eo rem  1.33. ([16], Thm 3.2.4). F o ru ,v  G L 1(Rn) we have
(1.31) (u * u )A(£) =  (27r)iu(f) -t)(f). □
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For u G L1(Rn) it is in general not possible to define an inverse Fourier 
transform for u by (1.20). For this reason we introduce the Wiener 
algebra on which it is possible to consider the inverse Fourier transform.
D efin ition  1.34. The Wiener algebra A(Rn) is defined by
A(Rn) := {u G L 1(Mn) : u  G L^IET)}.
T h eo rem  1.35. ([16], Corollary 3.2.12). For u  G ^4(Rn) we have for  
almost all x  G Rn
u{x) =  (27t)-^ [  etx<u(£)d£.
J Rn
□
C oro llary  1.36. ([16], Corollary 3.2.13). The Fourier transform is an 
injective mapping from L l {Rn) into Coo(Rn).
Now we consider the Fourier transform in L2(Rn):
For u G L2(Rn) the integral
(1.32) (27t)“ £ [  e~lx'^u(x)dxJRn
does not in general converge and therefore cannot be used to define the 
Fourier transform of u G L2(Rn). However we have the following, via 
Plancherel’s theorem:
T h eo rem  1.37. ([16], Thm 3.2.18). The Fourier transform as it is 
defined on L 1(Rn) flL 2(Rn) has an extension to L 2(Rn). This extension 
is an isometry on L2(Rn) which is bijective and has a continuous inverse.
□
R em ark  1.38. We denote the Fourier transform o fu G  L2(Rn) as it is 
obtained from Theorem 1.37 by Fu, o ru , as usual.
For 6 G [0,1] set p = and q = The Fourier transform extends 
to a continuous linear mapping from L ^ R 71) into Lq(Rn) with norm less 
than or equal to (27r)-n 2.
D efin ition  1.39. (i) Let G G Rn be an open set. The topological dual
space D '(G) of Cq>{G) is called the space of distributions on G.
{ii) The topological dual space S'(Rn) of the Schwartz space S(Rn) is 
called the space of tempered distributions. It is the set of all el­
ements o /D ;(Rn) that have continuous extension to S(Rn), hence 
S'(Rn) C D '(Rn).
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For S'(Rn) we also have:
Theorem 1.40. ([16], p.46). A. Functions u satisfying any of the fol­
lowing conditions are elements of S'(Rn)
(i) u G L ^ R ”), 1 <  p <  oo;
(ii) u is a polynomial;
(Hi) u is a measurable, polynomially bounded function.
B. I f  u G L ^ R ”), 1 <  p < oo, and <p is a measurable, polynomially 
bounded function then u<j) G S'(Rn). □
Under the weak-*-topology S'(Rn) is a topological vector space.
Theorem 1.41. ([16], Thm 2.6.9). Let u G S'(Rn) and </> G S(Rn). The 
convolution defined by
(u*<t>)(x) := u ((j)(x -.)),
has at most polynomial growth. □
The Fourier transform can be extended from S(Rn) to S'(Rn) by duality.
Definition 1.42. Let u G S'(Rn). The Fourier transform u of u is 
defined by
(1.33) < u, <j> > := <  u, (j) >
for all 0 G S(Rn), where < ,>  represents the duality pairing between 
§'(Rn) and S(Rn).
Remark 1.43. Note thatu  : S(Rn) —► C is continuous (as a composition 
of continuous mappings). We again have Fu as an alternative notation 
to u.
Theorem 1.44. ([16], Thm 3.33). The Fourier transform is a contin­
uous linear operator from  S'(Rn) into itself which is bijective and has a 
continuous inverse F ” 1. □
1.4 Measure and Semigroup Theory
Now we collect, and state without proof, some relevant results from 
measure and semigroup theory. (See [16]).
Let G be a locally compact space and let 3(G ) denote its Borel 
cr-field. Measures on 3(G ) are called Borel measures.
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Definition 1.45. Let (ft,, A ) be an arbitrary measure space and let p be 
a measure on (£7,.A).
(i) The total mass of p is defined by ||//|| := p(ft).
(ii) The measure p is called bounded if  ||/x|| < oo. The set of all 
bounded measures on ft is denoted by JVCf (ft) .
(in) I f  \\p\\ = 1 we call p a probability measure. The set of all probability 
measure on ft is denoted by Mj (fl).
Definition 1.46. Let G be a locally compact space. A signed measure 
on (G, T>(G)) is a mapping p : T>(G) > R such that we can write
p(A) = p i(A )—p 2 (A) for two measures pi, p 2 G M £(G ),A  € T>(G). The 
set of signed measures on G is denoted by M(G) and the set of bounded 
signed meaures on G is denoted by M b(G).
Definition 1.47. Let (p ^ ^ N  be a sequence in Mb(G) and also let 
Po G Mb(G).
(i) We say the sequence (pv)ven converges in norm to po if, and only
if,
lim \\pu-poW  =  0.V—>00
(ii) The sequence (pu)u€N is said to converge weakly to po if  for all 
u G Cb(G) we have
(1.34) Jim^ J  u(x)pu(dx) =  J  u(x)po(dx).
(Hi) We say the sequence (pu)uen converges with respect to Coo to p 0 
i f  (1.34) holds only for all u G C ^ G ) .
(iv) We say that (pv)uen converges vaguely to po if  (1.34) holds only 
for all u G Cq(G).
Remark 1.48. The notion of vague convergence is also well-defined on 
JVC (G).
The topology referring to the weak convergence of measures is known as 
the Bernoulli topology. Since M ^(Rn) C S'(Rn) the Fourier transform 
p  of p  G (Rn) is well-defined.
Theorem 1.49. ([16], Thm 3.5.1). Let p  G JVC^R”) be a bounded Borel 
measure. Its Fourier transform p is the uniformly continuous function 
on Rn given by
p(£) =  (27r)“t  f e~lx<p(dx).
JRn
□
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T h eo rem  1.50. ([16], Thm 3.5.2). A. Let T  : Rn —> Rn be a linear 
mapping. For p  E M ^(Rn) the image measure T(p) satisfies
(1.35) [r(/*)]A = / i ° T ‘.
In particular, for the reflection S  : Rn —> Rn, S x  = —x, we have
(1.36) [S(p)]A = p = p o  S.
B. For the translation Ta : Rn —> Rn, x t—► x  +  a, we have
(1.37) [T„(/x)]A =
C. For p ,v  E M^"(Rn) the convolution theorem holds, i.e.
(1.38) (p * v)A = (2ir)%p • v. □
D efin ition  1.51. A family (pt)t>o of bounded Borel measures on Rn is 
called a convolution semigroup on Rn if
(i) p t(Rn) <  1 for all t  > 0;
{if) Ps * P't — s, t ^  0 and po — £q,
(Hi) p t —> £q vaguely as t  ^  0.
Here eq is the Dirac measure.
D efin ition  1.52. (i) A function u  : Rn i—> C is called positive definite
if for any choice of k G N and vectors f 1, . . .  E Rn the matrix 
(u(& — €l))j,i=i,...,k positive Hermitian, i.e. for all A i , . . . ,  E  C 
we have
E  j -  fO M i >  o.
3 ,1= 1
(ii) A function ip : Rn —► C is called negative definite if
ip (0) > 0
and
£ (27r)- ^e- ^ ^  positive definite for all t  > 0.
T h eo rem  1.53. ([16], Lemma 3.5.4). Let p  E M ^(Rn). Then p is a 
positive definite function. □
T h eo rem  1.54. ([16], Thm 3.6.16). Let (pt)t>o be o. convolution semi­
group on Rn. Then there exists a uniquely determined continuous nega­
tive definite funtion ip : Rn —► C such that
C H A P T E R l. PRELIM INARY RESULTS 33
(1.39) £ t(0  =  (2tt
/o r all £ G Mn and t > 0. Conversely, given a continuous negative 
definite function ip : Rn —► C £/ien £/iere exists a unique convolution 
semigroup (pt)t>o on Rn such that (1.39) holds. □
E xam ple  1.55. ([16], Example 3.6.18). Any non-negative symmetric 
quadratic form q : Rn x Mn R is a continuous negative definite func­
tion. A convolution semigroup that has q as its corresponding negative 
definite function is called a Gaussian semigroup.
Let (X, || • ||x) be a real or complex Banach space.
D efin ition  1.56. (i) A one parameter family (Tt)t>o of bounded lin­
ear operators Tt : X  —► X  is called a (one parameter) semigroup 
of operators if To =  id and Ts+t = Ts oT t for all s, t >  0.
(ii) We call (Tt)t>0 strongly continuous if
lim ||Ttu — u\\x =  0
for all u G X .
(Hi) The semigroup (Tt)t>0 is called a contraction semigroup i/||T t || <  1 
for all t > 0.
Definition 1.57. Let (Tt)t>o be a strongly continuous contraction semi­
group on (Cqc^M”), || • ||) which is positivity preserving, i.e. u > 0 implies 
Ttu > 0. Then (Tt)t>o is called a Feller semigroup.
Definition 1.58. Let (Tt)t>o be a strongly continuous semigroup of op­
erators on a Banach space (X , || • ||x)- The generator A  of (Tt)t>o is 
defined by
A u := ] im ^ L z l
t-» 0 t
(strong limit) with domain
* \ r _ _ _, Ttu — uD(A) := {u G a  : lim ---  - exists as a strong lim it}.
Example 1.59. ([16], Example 4.1.12). Let (pt)t>o be a convolution 
semigroup on Rn. On the Banach space (Coo(M.n), || • ||) we define the 
operators
Ttu(x) := /  u(x -  y)fj,t (dy).
J R n
Then (Tt)t>o is a Feller semigroup. Also let ip : Rn —> C be the continu­
ous negative definite function corresponding to the convolution semigroup
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(fJ't)t>o- Let u G S(Rn) and note that S(Rn) C C ^ R ”) is dense. It fol­
lows that
Ttu — u , . n r i r r — 1
=  (2tt -*  /  e“ '? ------ :------- «(£)<*£•
Then S(Rn) C D (—ijj(D)), where —'ifi(D) is the generator of (Tt)t>0 and 
is given on S(Rn) by
ij)(D)u(x) = (27t)“ 2 [  etx<'ip(€)u(€)d£.
J R n
(D (—rp(D)) denotes the domain of —ijj(D)). Note that Ttu(x) can also 
be written in the form
Ttu{x) = (2tt)-? f  e ^ e - ^ u & d t .
J R n
D efin ition  1.60. A linear operator A  : D(A) —>• Bj,(Rn;R );
D(A) C Bb(Rn; R), satisfies the positive maximum principle i fu E  D(A) 
and u(xq) = supxeRnu(x) > 0 implies A u{xq) < 0. (Bb(Rn;R) is the set 
of bounded measurable mappings from  Rn to RJ.
T h eo rem  1.61. ([16], Thm 4.5.3). Let A  be a linear operator on 
Coo(Rn) with domain D(A) C Coo(Rn). A is closable and its closure is 
the generator of a Feller semigroup if, and only if, the following hold:
(z) D(A) C Coo(Rn) is dense;
(ii) (A, D(A)) satisfies the positive maximum principle;
(Hi) R (A — A) is dense in C'00(Rn) for some A > 0.
(Here R (A — A) denotes the range of the operator X — A). □
D efin ition  1.62. (z) Let (Tt)t>0 be a strongly continuous contraction
semigroup on LPi^W1), 1 < p < oo. I f  for u  G L ^ R 71) such that 
0 < u < 1 almost everywhere it follows that 0 <  Ttu < 1 almost 
everywhere then (Tt)t>o is called a sub-Markovian semigroup on 
D>(Rn), 1 < p < oo.
(ii) Let (Tt)t>o be a strongly continuous contraction semigroup on 
L ^ R 71), 1 <  p < oo, or on Coo(Rn). I f  for all 
u, v G /^ (R 71) fl L2(Rn), or u ,v  G C00(Rn) D L2(R71) respectively, 
we have
(:Ttu , v)0 = (u, Ttv )o 
then (Tt)t>o is called a symmetric semigroup.
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T h eo rem  1.63. ([16], Lemma 4.1.14). Let (Tt)t>0 be a strongly continu­
ous semigroup on the Banach space (X, 11 • | |x) generator (A, D (A )),
D(A) C  X . A. For anyu  G X  andt > 0 it follows that /  Tsuds G D(A)
Jo
and
(1 .4 0 )  Ttu — u =  A [  Tsuds.
Jo
»t
'
B. For u  G D(A) and t > 0  we have Ttu G D(A) and
(1.41) f tTtu = ATtu = TtAu.
C. For u  G D(A) and t > 0
(1.42) Ttu — u = [  ATsuds = [  TsAuds
Jo Jo
holds. □
1.5 Solution Spaces
It is necessary to introduce certain function spaces in which solutions of 
the partial differential equations under consideration lie. Most notewor­
thy are Sobolev spaces and iif^’s-spaces.
Recall that F  and A denote the Fourier transform.
1.5.1 Sobolev spaces
(S ee  [7], § 5 .2 ). I n  t h e  fo llo w in g  le t  U b e  a n  o p e n  s u b s e t  o f  Mn a n d  le t  a  
b e  a  m u l t i in d e x .  F o r  u : U —► R , x  G U d e fin e
DOL< X) := Q ax J  = * • • ^ ( S ) .v ; dxf1... dx%* X1 Xn v 7
D efin ition  1.64. Suppose
U , v e  Lploc(U) :=  {u : U M : v  G I f{ V )  fo r  e a c h  u C C  U}
and a  is a multiindex. We say that v is the a-th weak partial derivative 
o fu , written
D au = v
provided
f  uD a(pdx =  (—lVQl f  v(j)dx 
Ju Ju
for all functions (p G C™(U).
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D efin ition  1.65. Let k € N and 1 < p < oo. The Sobolev space
W k'p(U)
consists of all locally summable functions u : U i—► R such that for each 
multiindex a  with |a | < k, D au exists in the weak sense and belongs to 
LP{U). I f  u £ W k,p(U) we define its norm to be
MlW k’P(U) i
(£|a|<fe [  \Dau\pd x)i, 1 <  p < 00
J JJ
E|a|<fcesssupu|Dau|, p = 00.
W henp =  2 we write W k,2(U) =  H k(U). An alternative characterisation 
of the spaces H k(Rn), using the Fourier transform, is as follows: Let k 
be a non-negative integer. We denote by |M M (Rn) th e norm of u G 
Wfc-2(Rn).
(i) A function u G L2(R n ) belongs to H k(R n ) if, and only if,
(1 +  | • |fc)u G L2(Rn).
(ii) In addition, there exists a positive constant C  such that
<  ll(i + 1 • lfcM U 2(R") < c iM ltffc(®n)
fo r  e a c h  u G H k(R n ).
D efin ition  1.66. Assume 0 < s < oo and u G L2(Rn). Then 
u G H s(Wl) if  (1 +  | • |s)u G L2(Rn). For non-integer s we set
(H. 1) |MMs(Rn) := ||(1 +  | • n&||*(R»).
R em ark  1.67. Since (1 +  |?/|s) ~  (1 +  \y\2)a for  j / G R  (which follows 
from the inequalities Ci(l +  |y|s) <  (1 +  \y\2)* <  02(1 +  |y|s) for constants 
Ci,C2 G R ) an equivalent norm to (H. 1) is given by
(H. 2) IMM(Rn) =  11(1 ~  A )2lt||L2(Rn) ~  ||( l  +  |2/|S)^| |L2(Rn) •
It is often better to take this as the definition instead of (H. 1) because 
(1 +  \y\2)^u  G L2(Rn) is smooth if  u is smooth.
The corresponding scalar product to the norm (H.2) is given by
f a t / W - )  := /  (i +  \v\2M v ) ( i  +  \y\2)*Hv)dy.
J Rn
The notation 11 • | |a := 11 • | M  is often used. Note also that 11 -Mo =  ii- i u-
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1.5.2 Z7^ ’s-Spaces
The class of spaces introduced above can be extended by replacing 
£ —► |£|s in (H. 1) with a more general function. In the following, let 
ip : Rn —► C be a continuous negative definite function and let s G R, 
V € [1, oo].
D efin ition  1.68. The space B ^ p(M.n) consists of all tempered distribu­
tions u € S'(Rn) such that
(H.3) \\u\\^StP =  ||(1 +  |^(-)I)^(-)IUp(R") < oo.
For p = 2 we have the notation
(HA) H ^’s(Rn) := B J|2(R") and | |u | |^  := \\u\\M .
T h eo rem  1.69. ([16], Thm 3.10.3). The space £?Jp(Rn) is a Banach 
space and in the sense of continuous embeddings we have
S(Rn) B J)P(Rn) ^  S'(Rn).
Also, for 1 < p < oo, Co°(Rn) C B ^ p(Rn) is dense. □
Yet more spaces can be constructed from combinations of the above if 
we consider functions whose images are themselves functions.
D efin ition  1.70. Let Z  be a function space and let 1 <  p < oo. The
space
I / ’([0,T];Z)
consists of functions u : [0,T] —► Z  such that ||w(t)||LP < oo, i.e. 
<  °° ■
E x am p le  1.71. For u G S(Rn) and a nonnegative real number s we
define fractional powers of the Laplacian by
(-A )>u := [  e“^ | 2»«(e)<2£.
J  Rn
Note that when s = 1 this coincides with the usual definition of the 
Laplacian since (—A u)A(£) = |£|2&(£). Indeed,
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=  0  
j=i
=  - H ) 2 E t e ) 2« (o
j=i
=  E f e ) 2*(£)
j = 1
=  iei2*(f)-
TTze operator (—A )s maps i / 2s(Rn) to L2(Rn). To see this note that 
||( — A )Sti||^2(Rn) =  ||-^(( —A )sn ) | | |2(Rn)
=  l l l - l 2, f i ( O l l i » ( R - )
^  1 1 ( 1  +  I ■ | 2 ) ^ ( ' ) l l L 2 ( R n )  =  | M I / f 2 * ( R » )
where the first inequality followed from PlanchereVs theorem. In fact, for  
all t >  0, the operator (—A )s maps H 2s+t(Rn) to #*(Rn). 77ze proo/ o/ 
£/zzs zs as follows:
i k - a h i ^ )  =  / Rti( i + i e i 2)!iiei2M o r ^  
=  f  ( i  +  k i2)‘(iei2)2s |fi(?)i2^
J R n
< [  ( i  +  iei2)2s+ti« (o i2d£JRn
Consider the following initial-value problem:
( ut + ( - A )su  =  0
\  u(x, 0) =  g(x),
where g G L2(Rn). Multiplying both sides of the equation by a test func­
tion v G Co°(Rn), integrating with respect to x  over Rn and integrating 
with respect to t over [0, T], we have
I I  utv dtdx +  [  [  (—A Yu  • v dtdx = 0.
JRn J[0,T] JRn J[0,T]
Integrating the first term by parts we obtain
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— / /  uvt dtdx+  /  u(x, T )v (x , T)dx
JRn J[0,T] JRn
— [  u(x, 0)v(x, 0)dx +  [  f  (—A ) sU 'v d td x  = 0. 
J Rn JRn J[Q,T]
By definition of (—A )5 we /lave
[  [  (—A )su -v d x d t=  [  [  F ~1(\^\2su(^))(x)v(x)dxdt
J[0,T] JRn J[0,T] JRn
=  [  , L  (lfl25“ ( £ ) ) f i ( < Wv/[0,T]
=  f, , L  l e w o i f r a m *./[0,T] */Rn 
./ [0,T] JRn
=  [  f  (—A )2 U '(—A )2 vd € d t
J[0,T]JRn
where the second and fourth equalities follow from PlanchereVs theorem. 
Therefore a weak formulation of the problem is
/  u(x, T)v(x, T)dx  — / /  uvt dtdx
j R n JRP- J  [0,T]
+ f  [  (—A)^U'(—A)^vdxdt= [  g(x)v(x,0)dx.
J[0,T] JRn JRn
Taking v  =  u in the weak formulation we obtain
/  u2(x ,T ) )d x — /  /  uut dtdx
j R n JRn J[0,T]
+ f  [  |(—A)*u\2dxdt = [  g2(x)dx.
J [0,T] JRn JRn
Since uut =  \{u 2)t and
~  [  f  7:{u2)tdtdx = [  u2(x ,T )dx  + \  [  g2(x)dx
JRn J[0,T] 2  2  JRn 2  JRn
we have
-  [  u2(x ,T)dx-\-  [  [  | ( —A ) i u \ 2dxdt =  ^  f  g2(x)dx.
2 JRn V J J[0,T] JRn } 1 2 J R n * KJ
The term  ^  [  u2(x ,T )d x  is always nonnegative hence 2 jRn
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which yields u E L2([0,T]; H s(Rn)). The term [  [  |(—A )*u \2dxdt
J[o,t ] J Rn
is also always nonnegative, hence
1 f  u2(x,t)dx  < \  f  g2(x)dx2 JRn v ' -  2 h n  y W
/o r t G [0, T). Taking the essential supremum of both sides yields 
esssup0<t<Ti  f  u2(x, t)dx < \  [  g2(x)dx.
-  Z J Rn Z J R n
Thus u G L°°([0, T]; L2(Rn)). Combining these two results for u we 
finally arrive at
u G L2([0,T]; t f s(Rn)) nL°°([0,T ];L2(Rn)).
E xam ple  1.72. We can replace (—A )s in Example 1.70 with the oper­
ator 'ip(D) given on S(Rn) by
ip(D)u  :=  (27r)” ^ [
./Rn
where t/>(£) : Rn —> R *5 a continuous negative definite function. The 
initial-value problem
( ut + ip(D)u = 0
\  u(x, 0) =  g(x)
where g G L2(Rn) and tp(D) is as above, has a solution in the space
L2([0, T]; f f ^ R " ) )  H L°°([0, T];L2(Rn)).
R em a rk  1.73. The operator (—A) is a special case of'ip(D) with 
V>(£) = |£|2. Furthermore, ip(D) is itself part of a larger class of operators 
that will be discussed in the following section.
1.6 Pseudo-differential Operators
This section focuses on particular types of operator known as pseudo­
differential operators and investigates the conditions necessary for them 
to be generators of semigroups. (See [18]).
D efin ition  1.74. Let q : Rn x Rn —> C be a measurable function such 
that f  i—► q(x,£) is continuous and polynomially bounded. The operator 
q(x, D) given by
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(1.43) q(x, D)u(x) := (2?r) * f  eia^ ( x ,  f)u (f)d f
J R n
for u G S(Rn), is called a pseudo-differential operator with symbol
T h eo rem  1.75. ([18], Thm 1.7). Let A  : Co°(Rn) —> C&(Rn) be a linear 
operator satisfying the positive maximum principle. Then the following 
hold:
(z) There exists a locally bounded, measurable function
q : Rn x Rn —> C such that f  i-> q(x,£) is a continuous negative 
definite function with representation
(1.44) q(x, 0  =  a{x) -  il(x) • f  +  f  • Q(x)f
+ L ( i - e ^ - ] f i k ) N ( x , d y ) -
Here the coefficients a : Rn —> [0,00), I : Rn —► Rn are measurable, 
the matrix Q is positive semidefinite and N (x, dy) is a Levy kernel
on Rn x (Rn\{0}) such that L (\y\2 A 1) N (x, dy) < 00 for all 
x e  Rn.
(zz) Au(x) = —q(x, D)u(x).
□
The above result is originally due to Ph. Courrege [4].
If a pseudo-differential operator q(x, D) has symbol q(x , ^) such that
(1.45) f  1—► q(x,£) is a continuous negative definite function,
then q(x, D) satisfies the positive maximum principle. Recall that the 
generator of a Feller semigroup satisfies the positive maximum principle. 
We are therefore interested in pseudo-differential opeators with property 
(1.45).
Suppose that ip : Rn —► R is a continuous negative definite function 
such that
(1.46) </>(£) > c0|f |2ro, | large,
for constants Co, To > 0. Suppose also that q(x, D) is a pseudo-differential 
operator with symbol satisfying (1.45). Set, for some Xo E R",
Q& 0  =  q i(0  +  q2 & f ) := q(x0, f ) +  (q(x, f ) -  q{x0, f )) 
and assume the following:
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(P I) 70^(0  <  Re ? i(0  <  7i'0(O. for scalars 70,71 > 0 and |£| > 1;
(P2) |/m  (0 | <  72(He 9l(0 ), £ £ Rnl
(P3) <72(-, £) £ Cm°(Rn), where m0 := ^  +  n +  3 such that
| d £ g 2( a ; , 0 l <  0a ( z ) ( l  +  0 ( O ) >  0a  €  L ^ R 71) ,  | a | < m 0 ;
(-P4) E|a|<mo 110a| II1 <  Cn,m0l^ 7o, where is a known constant.
Then we have
T h eo rem  1.76. ([18], Thm 3.3). Under assumptions (P I) — (P4) the 
operator (—q(x, D), iP ^fo+2(Rn)), where to := ^  +  1, extends to the 
generator of a Feller semigroup. Moreover, there exists some Ao > 0 
such that for  A >  Aq the operator —q\(x ,D )  =  —Aid—q(x,D ) generates 
an IP-sub-Markovian semigroup for  2 <  p < oo. □
Denote by the class of all symbols q : Rn x Rn —► C which are 
arbitrarily often differentiable and satisfy
(1.47) \d%dPq[x>€)\ < c0(l +  V>(0)(m_p(H))/2> p(k) := k A 2.
The following is due to W. Hoh:
T h eo rem  1.77. [11]. Let q(x, £) G 5™’^  6e a real-valued symbol satis­
fying
(1.48) q(x,£) > 7 o (l +  0 ( f ) ) ^ 5 l?l lar9e- 
Then
(1.49) ||g (x ,D )u ||V;)S< c i | |u | |^ m+s and
(1.50) | I ' l i ] <  c2(||^((r, D)it| 1^,,s T 11^ | |^ i)S-).m_ i ) • t—I
We also have
T h eo rem  1.78. ([18], Thm 3.4). Let ‘ip and q G satisfy (1.46) 
and (1.48) respectively and assume £ i-+ q(x,£) is a continuous negative 
definite function. Then (—q(x,D ),C o i(W1)) extends to the generator of 
a Feller semigroup. Moreover, for some Ao > 0, the operator 
—q\(x ,D )  =  —Aid — q{x,D), A > Ao, generates an LP-sub-Markovian 
semigroup for  2 <  p < oo. □
The next theorem is again due to W. Hoh:
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T h eo rem  1.79. ([10], Thm 3.9). Let 'ft : Rn —> R be a continuous 
negative definite function satisfying (1.46) and let q : Rn x Rn —> R 
be a continuous function such that £ i—> q(x,£) is negative definite and 
q(x, 0) =  0. Assume also
1. q(-,() E C 2mo+1~n(Rn);
2- |d%q(x, 01 < cp(l +  ^ (0 ) ,  \0\ < 2m 0 + l - n ,  where 
m ° := ( [? o ]  ^  2 )  +  n  +  1 ;
3. there exists a function^  : Rn —> (0 ,00) such thatq(x,£) > /y(x)(f)(£) 
for  |0  large;
4. there exists a continuous function p : Rn —► [0,00) such that 
p( 0) =  0 and q(x, 0  ^  P( 0  where |f| < e for some e > 0.
Then —q(x, D) maps Co°(Rn) into Coo(Rn) and extends to the generator 
of a Feller semigroup. □
1.7 The Galerkin Procedure
The Galerkin procedure, detailed below, is a useful method of ascer­
taining the existence of and obtaining solutions to partial differential 
equations. (See [27]).
D efin ition  1.80. Let X  be a Banach space. A Galerkin scheme in X  is 
a sequence (Yn) of finite-dimensional nonzero subspaces Yn of X  with
lim dist(u, Yn) =  0
n —+ 00
for all u E  X , where dist(u, Yn) =  infveYn llu ~  v ll- 
A basis of X  is an at most countable sequence (Wj) of elements Wj E X ,  
where finitely many w i, . . . ,  wn are always linearly independent and X  is 
the closure of Un X n with X n = span{u;i,. . . ,  wn}.
T heorem  1.81. ([27], §21.13, Proposition 21.49). Let X  be a separable 
Banach space. Then
(a) X  has a basis.
(b) I f  (wn) is a basis in X, then (X n) with X n = span{u;i,. . . ,  wn} is 
a Galerkin scheme in X.
(c) I f  (Xn) is a Galerkin scheme in X, then we can construct a basis 
in X  by means of (Yn).
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□
Let H and V be real Hilbert spaces. If X  = 1^(0 , T; V) we have 
X* = L9(0, T; V*) where p~l +  q~l = 1 and X * denotes the dual space 
of X .  We now introduce the space
W ^ ( 0 ,T : V ,H ) : = { u C X  : u 'e X * } ,  1 < p < oo,
which will be a useful solution space. We also need
Definition 1.82. We call V  C H  C V* an evolution triple if
(i) V  is a real, separable and reflexive Banach space;
(ii) H  is a real, separable Hilbert space;
(Hi) The embedding V C . H  is continuous, i.e., ||v ||jf <  c||u ||y  (where 
c is constant) for all v G V, and V  is dense in H .
Consider the following initial-value problem along with assumptions 
(HI), (H2), (H3) below:
C1 /  dt(u (t )\v )H + a(n(t),v) = < b(t),v >v
1 j  {  u ( 0)  =  u0 € H
with u  G W j (0, T; V, H). Here ( | )h denotes the inner product in H.
(HI) “V C H  C V* ” is an evolution triple with dimV =  oo, 0 < T < oo. 
The spaces V  and H  are real Hilbert spaces.
(H2) The mapping a : V  x V  —> R is bilinear, bounded and strongly 
positive. Moreover, we are given uq G H  and b G L2(0,T;V*).
(H3) {wi, w2, . . . }  is a basis in V, and (un0) is a sequence from H  with 
rtno —* uq in H  as n  —> oo where uno G span{w i,. . . ,  wn} for all n.
We formulate the Galerkin method as follows:
Set n n
'U"n(f) ~  ^ ] CknifylUki n^O =  } ] ^kn^k’ 
k=1 k=1
Definition 1.83. For almost all t G (0,T) the Galerkin equations
are
(1 52) {  ^ =1 + Ckn(t)a(wk, Wj) = < b(t), Wj >v
\  Cjn(ty = &jri'
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T h eo rem  1.84. ([27], §23.7, Thm 23.A). I f  assumptions (HI), (H2) and 
(H3) hold then
(i) (1.51) has exactly one solution u.
{ii) The map (uq, h) t-> u is linear and continuous from H x L 2{0,T ; V*) 
toW}(Q,T-,V,H).
{Hi) For n = 1 ,2 ,. ..  the Galerkin equations (1.52) have exactly one 
solution un G ^ ( O ,  T; V, H). The sequence {un) converges as 
n —► oo to the solution u of (1.51) in the following sense:
un —> u in  L 2(0 , X1; V), llwn(£) ~  u {t)\\H —* 0.
□
E xam ple  1.85. ([27], §23.8). The Galerkin method can be applied to an 
initial-boundary value problem of the form
(1.53)
ut{x, t) — Au{x, t) = f{ x , t )  on Gx{0,T)  
u{x,t) = 0 on dGx[0, T]
u{x, 0) =  uq{x ) on G,
where G C  is bounded and f  G L2{G x  (0 , T)) and vq are given. The 
weak formulation for  (1.53) is:
Let V  = Wf{G), H  =  L 2{G). We are looking for u  G W}{Q,T;V,H)  
with w(0) =  Uo such that
^{u { t) \v )H + a{u{t),v) = <  b{t), v >v  
for all v £ V  and almost all t G (0 , T). Here, for all u, v G V
du dv
<
and
« (« .» )=  /Jg dxi dxi
b{t) ,v> v=  /  f{x ,t)v{x)dx
J G
{u \v)h =  / u{x)v{x)dx.Jg
Chapter 2
Approxim ating Solutions of 
Some First Order Equations
In Chapter 1 we saw that it is not always possible to solve problems for 
first order partial differential equations in the classical sense. This led 
to the introduction of weak solutions and the notion of solving a partial 
differential equation in the weak sense. We also found that under certain 
conditions the particular type of weak solutions discussed were unique. 
In this chapter we will consider the same first order equations but with 
additional second order terms that have a coefficient, e, where e > 0 is 
a small constant. The aim is to show that the limit as e —► 0 of the 
solutions of such equations is in fact the solution of the corresponding 
equation (when e =  0) as found in Chapter 1. In Chapter 3 we will vary 
the choice of this extra term in the hope of arriving at the same result. 
This would provide yet another method of finding weak solutions and 
it would give some further, purely mathematical, justification of current 
efforts in modelling with Burgers-type equations.
We begin with the one-dimensional initial-value problem
, . ( ut(x ,t )+ T )u Jx ,t)  -  euxx(x,t) = 0
1 ’ \  u(x,0) = g(x),
where u : R x (0, oo) —► R is to be found, g 6 S(R)
(or g e  C'oo(R) PI L ^R )), rj G R and e > 0. Taking the Fourier transform 
with respect to x  in (2.1) we get
J «((£,<) +  »?*£“ (£>*)+  <£2“ (f>i ) =  0
\  «(£.0) = g(i)
or
46
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t) = ~ (e€2 +  t)
*K£,0) = g{£)-
This initial-value problem for a linear ordinary differential equation with 
constant coefficients has the unique solution
which yields
= (2tr)-i f
J R
t f i x - r j t )  e - e £ 2t
Putting z = x — r)t we get
(x,t)  =  (27t)-5 /
as a solution of (2.1). However, we can rewrite this as follows:
where (Tt)t>o is the one-dimensional Gaussian semigroup. Using stan­
dard continuity arguments it can be shown that the last line holds for all 
9 € CootRJnCHR). By the strong continuity of the Gaussian semigroup,
for g € C'oo(M) fl C 1(R) we get
Jim ||u€(-, t) -  g(- -  ?#)II*, =  0.
In particular ue(x,t)  —> g(x — gt) as e —> 0. However,
Thus v(x ,t)  := g(x — rjt) solves
f vt (x,t) +r}vx(x,t) = 0 
\  v(x,6) = g(x).
Therefore as e —> 0 the solution ue(x, *) =  (Tetg)(x — 77*) of 
x v j  ut(x,t) +r)ux(x,t) -  euxx(x,t)  =  0
«£(*> t) =  ~/ j= g  e ilj^~9(y)dy  =  (Tetg)(z) =  (TE,s)(z  -  rjt)
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tends in the norm || • ||oo to v(x ,t)  = g(x — rjt) which is a solution of
( vt (x,t) + T]Vx(x, t) — 0 
\  v(x,0) = g(x).
Now let us consider, in n-dimensions, the more general equation
. v j  ut(x,t)  H- 776 * V u(x ,t)  + eip(Dx)u(x,t) = 0 
[ } 1 u(x, 0) =  g(x)
where u : Rn x (0 ,00) —> R is to be found, g G S(Rn)
(or g G CooiW1) fl L1(Rn)), 77 G R, b G Rn,e > 0 and the pseudo­
differential operator —ip(D) is the generator of a Feller semigroup (Tt)t>q. 
More precisely, we assume that ip : Rn —► R (or C) is a continuous nega­
tive definite function associated with the convolution semigroup {fit)t>0 
by At(0 =  (27r)” ?e_t^ .  The semigroup of operators associated with 
(fh)t>o wib be denoted by ( T f )t>0 or simply by (Tf)t>0 if there is no pos­
sibility of confusion. As we have seen before (see Chapter 1, Example 
1.59), the generator A  of (T^)t>0 has, on S(Rn), a representation as a 
pseudo-differential operator with symbol —ip. Indeed, for u G S(Rn)
, » a / \ v T fu (x )  — u(x)(2.3) Au{x) = lim ■■ ■ 1---- —
=  —ip(D)u(x) =  - (2 tt)“ 2 [  e%x<ip{^)u{^)d^.
JRn
Returning to (2.2) and taking the Fourier transform with respect to x 
we get
/  +  •£«(<;,*)+ «/’(£)«(£,*) =  0 
1 «(£.0) =  <?(£)
/  «<(?,«) =  — (eV(€) +  - €)«(€> *)
1 «(f,0 ) =  g (0
which has the unique solution u(£,t) = g (£ )e~ ^® +,nb®t. Hence, for 
u  € S(R")
=  (2tt) -?  /  e“ -{$(0e~ (£,M£)+i’’‘-o ‘d?
VRn
solves (2.2). Putting z = x  — rjtb we get
(2.4) u£(x ,t) =  (2tt) -?  /  =  (T£tff)(^).
>/Rn
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Note that the right-hand side of (2.4) is well-defined for all g G C ^ R 71) 
because (Tt)t>0 is a Feller semigroup. From the strong continuity of 
(Tt)t>0 we get, for g G S(Rn) (or g in C00(Rn) fl L 1(Rn) or C ^ R 77)),
or in particular u€(x,t) —*■ g(x — rjtb) as e —> 0. However 
d
— g(x -  gtb) +  r)b • V xg{x -  rjtb) = -rjb • V z=x- vtbg +  rjb • V z=x-r,tb9 = 0.
Hence v(x, t) := g(x — rjtb) solves
, . j  vt(x,t) + r]b-Vxv(x ,t)  =  0
{ } 1 v(x,0) = g(x).
Therefore, for g G S(Rn), as e —> 0 the solution ite(x, t) = (Tetg)(x — gtb) 
of
tends to the solution v(x ,t)  of (2.5). We need to mention a certain 
regularity problem. Although ue(x,t) = (Tetg){x — rjtb) is well-defined 
for all g G C ^ R ”) and lime_o ||^ e — p||oo =  0, we cannot claim a priori 
that ue(x,t), g G C'oc(Rn), solves (2.2) since our construction uses the 
Fourier transform of g and the fact that F~1(ge~(e^ +lTlb'®t) defines a 
smooth function. This situation could be remedied by assuming that 
V>(f) has a certain decay as |£| —> oo or equivalently that
where p(-,t) is a smooth function. Under such additional assumptions 
we will next consider a more general case.
Let {St)t>o be a general Feller semigroup on C'00(Rn) with smooth 
density p and generator A  and assume that C%(Rn) DCoo(Rn) is dense in 
D(A). Now set ue(x,t) := (Setg)(x — rjtb) where g G C%(Rn) fl (^^(R71), 
b G R71 and u : Rn x (0, oo) —► R. Then
lim ||we(- -  rjtb) -  g(- -  r j tb ) ^  = 0,
(2 .2) ut(x, t)+rjb- Vu(x, t) +  eip(Dx)u(x , t)
u ( x , 0) g(x)
0
(2 .6) b • Vite =  0 
u(x, 0) =  g(x)
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holds. Indeed setting X j  := Xj — rjtbj, Yj := yj, and Z  := et we have via 
the chain rule,
where the last equality follows from (1.41), Chapter 1. Let us study the 
limit as e —► 0 of this equation. Since g G C% (Rn) fl C ^ R 71) C D(A) it 
follows that Setg € D(A) and A S etg =  SetAg, hence using the contraction 
property of S€t we find ||A5et^||oo <  Halloo- Therefore we may conclude 
that 11eASef<71 |oo —> 0 as e —> 0. Furthermore, by the argument used in 
the previous cases we find that Setg —> g in C ^ R ”), so in the limit as 
e —> 0 equation (2.6) becomes
9{x),
where u(x, t) := g(x — gib) =  lime^ 0(Setg)(x — rjtb). Hence 
l i m ^ o ^ x ,  t) =  u(x,t). These results are summarized as follows:
T h eo rem  2 .1 . Let {St)t>o be a Feller semigroup on Coo(Rn) with smooth 
density. Suppose that Cjj(Rn) flCoo(Rn) C D(A) is dense and define for 
g G Cfc(Rn) fl C^R™) the function ue(x,t)  := (Setg){x — gib). Then u€ 
solves (2.6) and as e —► 0 the function tends to a solution of
Although we know of no reference for Theorem 2.1, it is not a sur­
prising result bearing in mind standard properties of semigroups.
A  /  p (Z ,X ,Y )g (Y )d Y  - t l i b j - A r  f  P{Z ,X ,Y )g { Y )d Y  
OZ JRn o X j  JRn
d
=  e ^ { S z g){X)  -  r, j 2 b j f L ( S z g)(X)
j—1
n q
=  eA(Setg){x -  gtb) -  g ^ b j — {Setg){x -  ifib),
j = 1
(2.7) 0
(2.7)
Our interest in such a result grew out of considerations related to the 
viscous Burgers equation. Let us now look at the initial-value problem 
for the viscous Burgers equation given by
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, .  i ut -  euxx +  uux = 0 in R x (0, oo)
' * ( u =  g on R x {£ =  0},
(e > 0) where g is a smooth function. (See [7] §4.4.1). We first need to 
obtain a solution to the following quasilinear parabolic equation
, , ( ut — eAu  +  rj\V u|2 =  0 in Rn x (0, oo)
' |  u = g on Rn x {t = 0},
(e > 0). Assume for the moment that u is a smooth solution of (2.9) 
and set w := (f)(u) where 4>: R —> R is a smooth function. We have
(i) wt = (f>'(u)ut 
and
(ii) A w  = (f)'(u)Au +  (f>"(u)\Xu\2.
For the proof of (ii) note first that wXi = <fi'(u)uXi and 
= <j>"(u)uXiuXi +  <t>'(u)uXiXi. Then
n n n
A w  = WXiXi =  (j) (u) Ux. +  (j) (U) UxiXi
i = l  i = l  i—1
=  0//(u)|V u|2 +  0'(u)Vu.
Rearranging the partial differential equation in (2.9) to get 
ut = eAu — 77IVi*|2 and substituting this into (i) gives
wt =  (j)'(u)(eAu — 77|Vii|2)
=  eAw — 6(f)" (u)\Vu\2 — rj(/)'(u)\Vu\2
= eAw  — (e(j)"(u) +  rj<//(u))\Vu\2
where the second line follows from (ii). If we choose (j> to satisfy 
e(f>" +  0' =  0 then we have
wt =  eAw.
To solve this second order ordinary differential equation for <j> note that 
the auxiliary equation ek2 +  gk = 0 has solutions k =  0 and k = — 2 
giving 4>(z) =  A e ~ ^  + B, A, B  € R, as the general solution. Thus if we 
choose the particular solution cf)(z) = e ~ ^  then
(2.10) w = e ^  (the Cole-Hopf transform) 
solves
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wt — eAw  =  0 in Rn x (0, oo)
w = e ~ ^  on M.n x  {t = 0},
where u is a solution of (2.9). The initial-value problem (2.11) for the 
heat equation with conductivity e has the unique bounded solution
w(x, t )  =  -— -n [  e ^  e~^g^ d y  
(47T€t) 2 jRn
(x G Rn, t  > 0). Formula (2.10) yields u = — ^  lnw, hence
( 4.\ e i (  1 f  _i£^d_ZZ2M , \u{x, t) =  —  In ■ ■ „ /  e  4«* « dy)
T) \(47ret)2 JRn j
(x G Rn,t  > 0), solves (2.9).
Returning to (2.8), set
v(x, t )  := [  u(y, t)dy
J — OO
/ X 9{y)dy>
-oo
vt -  £VXX +  \ v x2 =  0 in R x (0, oo)
and
Then we have
v — h on R x {t = 0}, 
which is of the form (2.9) with n =  1, rj = Thus
M-r f\(47ret)2 */Rn lag—Vl2 Hv)v(x ,t)  = — 2eln -------- r  / e *«* 2e dy j .
Thus, since u =  ux, a solution of (2.8) is given by
\x -  y |2 ftfe) 
p Z Z V e — t e  ^
(2.12) ue(x,t) = _  |x -  y |2 h(y)
[  e 4e£ 2e dyJ—oo
(x G M ,t>  0).
We now investigate this solution as e —> 0.
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L em m a 2.2. [7, § 4.5.2, p.205] Suppose that k, I : R —> R are contin­
uous functions, that I grows at most linearly and that k grows at least 
quadratically. Assume also that there exists a unique point yo G R such 
that
k(y0) = min k{y).
yeR
Then
Kv)/ o o ------------l(y)e e dy-oo— m —  =  l(yo)'
/o o ------------e € dy-oo □
Rewrite (2.12) as
K (x ,y , t )
r  ----- 2— dy
u ‘(x,t) = -  *--------------- -------
/O O -------------------------------e 2e dy
-oo
| z-2/ |where lf ( s ,  y, t) := ^ /  +My)» (z,y  € R,* > 0) and Ji(y) := [  g{y)dy.
Z t J —oo
It turns out that
K {x ,y , t )  = tL  + K v )
where L  is the Legendre transform of F  (i.e.
z 2
L(p) = F*(p) := sup,6K{p • q -  F(q)} (p € R)) and F(z) = Then 
from Lemma 2.2 it follows that
r  €/ ^  x - y ( x , t )  h m u  (x, t) = -------------
which is the solution obtained in Chapter 1, §1.2 for (1.17). Therefore, 
as e —► 0 the solution
u€(x , t)
\x -  y |2 h{y) 
£ ^ y e— ^ T  ~  ~2e~dy
x -  y |2 h(y)
p o o ------------------- —---------
/ e 4et 2e dy
J oo
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of (2.8) tends to the solution u(x,t)  = - — ^  of (1.17).
i
The original idea for this thesis was to extend the above result by re­
placing the operator —A in Burgers’ equation with a pseudo-differential 
operator D ). Work has been done on such equations by Biler, Karch 
and Woyczynski in [2] and others (see the introduction of this thesis). 
The desired result has not been attained. It seems that the case involv­
ing —A has much dependence on particular properties of the Laplacian, 
the heat equation and its solution. However, let us note the following 
probabilistic interpretation of formula (2.12):
Let (Yt)t>o be a 1-dimensional Brownian Motion. Then the corre­
sponding semigroup (Tt)t>0 is given by
Ttg(x) =  E*(g(Yt)) =  f  g(y)P$t(dy)
J R
where Pyt denotes the distribution of Yt under P x, the probability mea­
sure corresponding to Brownian Motion starting at x  € R. For Brownian 
Motion we know Pyt explicitly, namely
Py = - ^ - r e - ^ A ^
(47ft) 2
where denotes the Lebesgue measure on R. We may therefore rewrite 
the numerator of (2.12) as follows:
X  — y  | x - y | 2 h(y)
fJoe
2< dy
=  ( 4 « i ) l  r X- E - l e- h- £ p U dy)
J  OO I
( A  771® ( *  -  Yt= (knetyEx f —-—e ** J .
Similarly the denominator of (2.12) can be rewritten as
J  e 4et 2£ dy =  (47ret) 2 E  f e 2e J •
We then have from (2.12)
E x( ^ i E * (
(2.13) u‘(x , t ) =  A , \  -y, r
E*fe—y 1) E 1 f e~^f-oos(‘ld‘ \
It would be of interest to know whether probabilistic techniques would 
make it possible to pass in (2.13) to the limit as e —> 0 for more general 
Feller processes (Yt)t>o, or even only for certain Levy processes.
Chapter 3 
The Nonlinear Case
In this chapter we study pseudo-differential equations similar to those 
studied in Chapter 2 where Vu is replaced by a term involving f (u )  for 
a smooth function / .
We begin with a result from [3] for the equation
- n f ut +  L u  +  V • f (u )  =  0 in Rn x (0, oo)
' ’ |  u(x, 0) =  u0(^) on Rn x {f =  0},
where — £  is the generator of a translation invariant sub-Markovian semi­
group (Tt)t>o on L1(Rn) and /  : R —► Rn, along with its first derivative, 
is a continuous function. Let the symbol, a, of £  have representation
(3.2) a(£) =  i6f +  g(?) +  jf  n(l -  e_i”? -  j ^ l {w<1}(r/))II(d??)
where b G R, <?(£) is a positive-definite quadratic form on Rn and II is a
Borel measure such that II({0}) =  0 and /  m in(l, |?7|2)II(dr7) < oo.
J Rn
D efin ition  3.1. Let (Tt)t>o be a strongly continuous semigroup on 
X = L1(Rn) fl L°°(Rn). A mild solution of (3.1) is a weakly continuous 
function u € C([0,T]; X) satisfying
(3.3) u(t) = Ttu0 -  f  Tt- sV  • f(u(s))ds
Jo
for each t G (0, T ).
Formula (3.3) is called the Duhamel formula for (3.1) and its derivation 
is as follows: We want to solve
,as j  ut{x,t) +£ju(x,t) = —V • f (u (x , t ) )
\  u(x, 0) = u0(x).
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We do this by adding solutions of
f m  j  ut (x,t) +& u(x,t)  =  — V • f(u (x ,  t))
'  |  u (x , 0) =  0
to solutions of
( r \ j  ut (x,t) + Eu(x,t)  = 0
[ u(x,Q) = u0(x).
A  solution of (C) is given by uc (x,t) = Ttu0(x). To find a solution of 
(B) first note that u B(x,t) = Tt(—V • f(u (x ,  0))) solves
( ut{x,t) +  JLu(x,t) = 0 t >  0
|  u(x, 0) =  —V ’ f(u (x ,  0)) t = 0
and hence a solution of
J  ut{x, t) +  £ju(x , t) =  0 t >  s
y u(x,s)  =  — V - /(u (x , s)) t = s
is given by uB(x, t;s)  =  Tt_s(—V • f(u (x ,s))) .  Then by the Duhamel
principle a solution of (B ) is
uB( x , t ) =  [  Tt_s(—V • f(u (x ,  s)))ds 
Jo
So we have a solution of (3.1) given by
u (x , t) := uB(x , t) +  uc (x, t)
= Ttu0(x) -  [  V • Tt- Sf ( u ( x , s))ds.
Jo
The following theorem is from [3] (Thm 3.1).
T h e o rem  3.2. Assume that f  G C 1(R;Rn) and £  /&as symbol given by
(3.2) satisfying
(3.4) limsup|;Hooa ^ ^ ° ° ^  < oo.
For uq G X =  L1(Rn) fl L°°(Rn), there exists a unique mild solution 
u  G C([0, oo); L1(Rn) fl L°°(Rn)) of the problem (3.1).
Sketch of Proof: To prove the local existence result we show that the 
nonlinear operator
N(u)(t) = Ttu0 -  f  V • Tt. Tf(u(r))dT  
Jo
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has a unique fixed point in the Banach space
XT = L°°((0, T); L1(Rn) n  L°°(Rn))
equipped with the norm
||u ||xT =  sup ||u (£)||l1(R») +  sup ||u (t) ||Loo(Rn).
0 < t < T  0 < t < T
Thus a local-in-time mild solution of (3.1) is obtained, via the Banach 
contraction theorem, as a fixed point of Isf in the ball
B(u0, R) = {u € XT : \\u -  u0||xT ^  ^}»
for sufficiently large R  > 3| |uo| \xr and small T  > 0. This is an immediate 
consquence of the inequalities which hold for all u ,v  € B(uq, R ):
(3.5) <  IK IIx +  C ilN lxr
and
(3 6 ) <  CiWu-vWxr
where C\ and c2 depend on T  and R. (The proofs of (3.5) and (3.6) follow 
similar arguments to those of Lemmas 3.8 and 3.9 that appear later in 
this chapter and so we do not give the details here). Indeed, for small 
enough T  we have c2 < 1 and then by (3.6) N  is a contraction mapping. 
We also have
-  UoWxr <  ||N(u)||xr +  IMIxr
< | M | x  + Cillwllxr + ll^ollxr
<  2||w0||x  +  cl||^ ||x r
~  3 Cl I l^l
<  R
Rwhere T  is small enough to ensure c\ < — . Therefore B (u0,R)
3IMlXr
is invariant under N. Hence the conditions for the Banach contraction
R
theorem are satisfied if T  is small enough such that ci < ,,—  and
3 ||^ ||xt
c2 < 1. □
At the end of Chapter 2 we considered the initial-value problem for 
the viscous Burgers equation
40
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/ d ci \ I ut ~  e u xx  +  =  0 in R x (0, oo)
' ' |  u =  g on R x {t =  0},
and we discussed the limiting behaviour of its solution, ue, as e —» 0. 
In the above result from [3], the term euxx in (B .E ) was substituted by 
£ , the generator of a certain type of Levy operator semigroup. Since
d
L  is translation invariant the commutator [£, ——] vanishes. We now
O X j
consider a nonlinear problem, analogous to (3.1), involving a non trans­
lation invariant generator of an L2-sub-Markovian semigroup. First we 
need the following definition:
D efin ition  3.3. A strongly continuous semigroup (Tt)t>0 is called an 
analytic semigroup of angle 0, if  the mapping t i—> Tt has an analytic 
extension to the sector S  := {z  € C \  {0} : |argz| < 6 — |} .
Let — q(x, D) be a pseudo-differential operator defined on S(Rn) by
-q{x ,D )u (x )  = - ( 27t)“ S f  etx<q(x,€)u(€)d£
jRn
where q : Mn x Rn —> C is a continuous function that is negative def­
inite in f. (Note that now our pseudo-differential operator also has 
z-dependence). Suppose also that — q(x, D) extends to the generator of 
a symmetric L2-sub-Markovian semigroup (Tt)t>o. We again denote this 
extension by —q(x,D). From [24] we know that (Tt)t>0 is analytic and 
that — q(x, D) is a self-adjoint negative operator. Therefore the operator 
[iq(x, D)] 2 is well-defined and we have
(3.7) [fe(s,D)]i,TJ =  0
where [A, B] = A B  — B A  denotes the commutator of the operators A  
and B. From [22] (Chapter 2, Thm 6.13 C), using standard arguments, 
we have the estimate
(3.8) \\[q(x,D)]iTt \\< C ot-i,
for constant Co > 0. Noting that in terms of L2-estimates we have 
||(—A) 2n| 1^,2 ~  ||Vii||z,2, it seems sensible to study the problem
(3 9j f Ut +<l(x,D)u + [(l{x ,D)]%f(u) =  0 in Rn x (0, oo)
\  u(x, 0) =  g(x) on Rn x {t = 0}.
Here g G L2(Rn) and /  : R —> R is a continuous function satisfying 
/(0 ) =  0 with bounded continuous first derivative (i.e. /  has at most 
linear growth). We need to introduce the space
X^2) := L°°((0,T);L2(Rn))
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with norm
I M I x «  : = supo< « t IM*)IL2-
Definition 3.4. A function u € is called a mild solution of (3.9) in
the interval (0, T) if
(3.10) u{x,t) = T tg(x) -  [  [q{x,D)]2 Tt- sf(u{x ,s))dsJo
holds for all 0 < t < T.
Remark 3.5. I f u E  D(q(x,D)) is a mild solution, then u solves (3.9) 
in L 2((0,T) x Rn) (i.e. ut, q(x,D)u and [q(x, D)]*u belong to 
L2((0, T) x Rn) and equalities (3.9) hold).
We will show that for any given g G L2(Rn) there exists To > 0 such 
that (3.9) has unique mild solution in the interval (0, T0) by applying 
the Banach fixed point theorem to the operator N : X^? —> X ^  defined
by
(3.11) N{u)(x,t)  . -  Ttg(x) -  [  [q(x,D)]iTt- sf(u )(x ,s)ds .Jo
Remark 3.6. Note that a fixed point o fN(u) is in fact a mild solution 
of (3.9) due to (3.7).
We need the following auxiliary results:
Lemma 3.7. Let f  : R —> R be a continuous function with a bounded 
and continuous derivative f  and suppose that /(0 ) =  0. For u G X ^  
we have
(3.12) I I /H I I xM <  H/'llooNlxO).
Proof. Prom the definition we have
l l / ( “ )llx<2> =  SUP  l l / ( “ (x >s ) ) I U 2r  0<s<T
=  sup ( f  If (u{x, s ) ) \ 2d x Y
0< s < T  \ J Rn /
=  sup ( f  \ f { u ( x , s ) ) ~  f (0) \2d x ) 2 0< s < T  \JRn J
< sup f  [  \ f' ((x(x,s)) \2\u(x,s)\2d x Y
0< s < T  \ J Mn J
CHAPTER 3. THE NONLINEAR CASE 60
< 11/1 loo sup ( f  \u(x,s)\2d x Y  
0< s< T  \JM.n J
=  | | /  11oo1|u| I ’
where Qx(x , s) is an intermediate point between u(x, t ) and 0. □
L em m a 3.8. Let f  be as in Lemma 3.7 and let N  be defined by (3.11). 
Then we have
(3.13) ||N (u )||x?) < + 2coTli 11/'|loolMI^).
Proof. For u G we have, using the fact that Tt is an L2-contraction, 
||N (u)||x(2) =  IITtg -  f l q & D ^ T t - s f M d s ^ )
T JO T
< sup ("h^Hl2 +  II f  [q{x,D)}^Tt- sf(u)ds\\L2 Y  
0< s< T \  JO J
Using (3.8) to estimate the second term in the last line we then have
||N(u)|| <2) < ||p ||L2 +  sup [  c o ( t -s )~ ^ \ \ f (u ) \ \L2 ds 
^  0< s< T  Jo
< I M I l 2 +  c o (  sup 2 t i )  sup | | / ( u ( - , s ) ) | | L 2
\ 0 < t< T  J  0< s< T
=  M \ l * +  2 c 0T 2 | | / ( u ) | | x ^2)
< I M U 2 +  2co^ | | / ' | | 00| H | x?)
The last inequality follows from (3.12). (Note the triviality ||<7||l2 =  
11'/I I x(2), since g is independent of t). □
L em m a 3.9. The operator N  satisfies
(3.14) | | N ( u ) - N ( u ) | | x (2) < 2 c 0^ | | / , | | o o | | u - u | | x (2).
Proof. From the definition of N  it follows that 
||W (« )-> f(t;) ||3«  =
II T t g -  f  Iq(x , D)}iTt- J ( u ) d s  -  Ttg + f  [q(x,D)]iTt-.sf(v )d s  |U 2)Jo Jo T
= sup II f  [q(x,D)]*Tt- s(f(u) -  f (v ) )d s \ \ L 2 
0< s< T  Jo
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(3.15) IM I^ , <  —.
-  sup /  /, °° ' f [l/(“ ) - / W I M a
0 <s<tJo (t — s ) 2
< 2cqT^ sup II f (u)  -  f { v ) \ \ L 2
0  < s< T
< 2c0r 2 | | / /||oo||u -'u ||x )^
where the first inequality follows from (3.8) and the last inequality follows 
from (3.12). □
L em m a 3.10. Let f  be as in Lemma 3.7 and g G X ^ . Let R  G M be 
such that
R  
4 
For
(s ,6) T s sa W
it follows that the ball
(3.17) B(g; R)  := {v  € : ||<? -  v \ \ ^  < R}
is invariant under N.
Proof. For u G B(g;R)  it follows from Lemma 3.8 and the triangle 
inequality that
\\>i(u) -gWyV)  <  2 |b l lxw +  2coT^Il/'llool 1^ 11^ 2) 
and we also have
-  Hsll X(2) + R.
Then using (3.15) and (3.16) we get
< 1  +  2 ^ 1 1 / 1 1 ^
< R
i.e. u G B(g', R) implies N(w) G B(g; R).  □
Lemma 3.9 shows that N  is a contraction mapping on Xt ^  provided 
that T  < 2|| .. . Lemma 3.10 shows that there exists a nonempty
4 c 0 1 1 /  I l o o
closed subset of X ^  that is invariant under Isf. Using both we finally 
arrive, via the Banach contraction theorem, at:
53
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T heorem  3.11. Let f  G C(R) have bounded, continuous derivative f  
and assume /(0 ) =  0. Suppose also that —q(x, D) generates an analytic 
L2-sub-Markovian semigroup and in particular assume that (3.8) holds 
for some cq > 0. Then for given g G L2(Rn) there exists a unique mild 
solution to (3.9) in the interval (0, T) if
( i 1 \  i
T  < min
A 4 \ \ f 'W L '2 5 4 \ \ f ’\ L J  25c§| l/ 'l ||o
□
This theorem ensures, at least locally with respect to t , the existence of 
a mild solution to the evolution equation for certain non-linear pseudo­
differential operators. This is a completely new result. It has some 
straightforward extensions: Since (3.8) is a special case of
(3.18) ||[?(x,D)]aTt\\ < c o t 0 <  a  < 1,
we may derive a similar result for the equation
/o I q\ /  ut +  q(x, D)u +  [q(x, D)]af(u )  = 0 i n R x ( 0 , o o )
 ^ ’ ' ( u(x, 0) =  g(x) on M x {t =  0}.
In particular, in the case where for some a  G (0,1) we have
(3.20) \\[q(x,D)]au \ \ L 2 ~  ||V it||La
we may compare the problem
/« 91 n \  ut + eq(x, D)u +  [q(x, D)]af(u )  = 0 in R x (0, oo)
' ’ [ u(x, 0) =  g(x) on R x {t = 0}
with the problem
j  ut +  €q(x, D)u  +  b • V /(u ) =  0 in R x (0, oo)
|  u(x , 0) =  g(x) on R x {t =  0}
for b G Rn. The main task would then be to control the commutator 
[«(*. D), -fL]u = q ( x , ( q ( x’ D )u) ■
This requires precise estimates within a symbolic calculus for q(x , D ) 
which is a topic beyond the investigations of this thesis.
N otation
Du, V u  gradient vector of u;
V • u divergence of u;
dU boundary of the region U ;
H* Legendre transform of the operator H\
Z* dual space of the normed space Z\
| a  | Oi\ +  . . .  a n when a  is a multi-index; 
u Fourier transform of u (alternative notation Fu); 
u complex conjugate of u;
( , )o L 2- inner product;
( |  )h inner product in the space H ;
< , > duality pairing between a space and its dual;
< , > v  duality pairing between V  and its dual space V*;
|| • \ \x norm corresponding to the space X;
1 * || oo II’ I |l°° 5
|| • || norm where the space is obvious;
R{A) range of the operator A;
%  g  for k € N;
Dau(x) or d g  . . .  d g u (x ) ,  for a multi-index a;
A Laplace operator;
V  CC U V  C V  C U, where U, V  are open subsets of Mnand V  is
compact;
Ck(G) fc-times continuously differentiable functions on the space G\ 
C°°(G) infinitely often differentiable continuous functions on the space
G;
Co(G) continuous functions on the space G with compact support; 
Cb{G) bounded continuous functions on the space G\
LP,p G [1, oo] Lebesgue spaces;
S(Rn) Schwartz space;
S'(Rn) topological dual space of S(Rn);
A(Rn) Wiener algebra on Rn;
CD'(G) topological dual space of Cq°;
^B(G) Borel cr-field of the space G;
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M^"(fI) set of all bounded measures on the space 0; 
M l(Q) set of all probability measures on H;
M(G) set of all signed measures on G;
Mb(G) set of all bounded signed measures on G\
Bb(Mn; R) set of all bounded operators from Rn to R 
W k,p(U) Sobolev spaces, k £ N, 1 < p < oo;
H s W k’p(U) for p = 2;
B ^ p(Rn) tempered distributions u € S'(Mn) s.t.
11(1 H- |V>(-)|)2u ( ' ) | | lp(R") <  oo;
H ^ ( R n) B ^ p(Rn) for p = 2;
[A, B] A B  — BA,  commutator of operators A  and B.
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