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ABSTRACT Conformational transitions between open/closed or free/bound states in proteins possess functional importance. We
propose a technique inwhich the collectivemodes obtained froman anisotropic networkmodel (ANM) are used in conjunctionwith a
Monte Carlo (MC) simulation approach, to investigate conformational transition pathways and pathway intermediates. The ANM-
MC technique is applied to adenylate kinase (AK) and hemoglobin. The iterative method, in which normal modes are continuously
updated during the simulation, proves successful in accomplishing the transition between open-closed conformations of AK and
tense-relaxed forms of hemoglobin (Ca root mean square deviations between two end structures of 7.13 A˚ and 3.55 A˚,
respectively). Target conformations are reached by root mean-square deviations of 2.27 A˚ and 1.90 A˚ for AK and hemoglobin,
respectively. The intermediate conformations overlap with crystal structures from the AK family within a 3.0-A˚ root mean-square
deviation. In the case of hemoglobin, the transition of tense-to-relaxed passes through the relaxed state. In both cases, the lowest-
frequency modes are effective during transitions. The targeted Monte Carlo approach is used without the application of collective
modes. Both the ANM-MC and targeted Monte Carlo techniques can explore sequences of events in transition pathways with an
efﬁcient yet realistic conformational search.
INTRODUCTION
The function of a protein is closely related to the conforma-
tional ensemble accessible to its three-dimensional structure.
Proteins may undergo conformational changes while per-
forming biological functions, such as catalysis, regulation,
and transportation. Understanding such biological events
relies on the elucidation of transitional complexes and path-
ways (1,2). A powerful experimental technique does not yet
exist for determining the ensemble of conformational tran-
sition pathways between two known conformations of a
protein. NMR technique is used to attain an average structure
among an ensemble of conformations. NMR explores highly
populated conformations, but fails to distinguish between
less populated intermediate conformations (2). In this re-
spect, atomistic and coarse-grained simulation techniques
have gained considerable interest (3,4).
Atomistic simulation techniques that make use of all-atom
empirical potentials (5), such asmolecular dynamics (MD) and
normal mode analysis (NMA), become computationally inef-
ﬁcient as the system size increases. Currently, MD simulations
that can reach up to nanoseconds or at most a few microsec-
onds are not suitable for the exploration of conformational
changes in the timescale of microseconds/milliseconds to
seconds. For this purpose, targeted MD simulations (TMD)
(6–9) are adopted to simulate large conformational transitions
by biasing the conventional MD technique to sample the
conformational space in a predeﬁned direction. It is based on a
knowledge of both the initial and end structures, and on per-
forming an MD simulation starting from one conformational
state as the initial structure and using the root mean-square
deviation (RMSD) from the end state for a directing, i.e., bi-
asing constraint (6). The TMD proved successful at ﬁnding
continuous pathways for investigated transitions. However, it
does not always yield reversible pathways, and necessarily
follows the lowest energy pathway (8). As an alternative to
atomistic models, coarse-grained approaches, such as elastic
network models (ENMs) and Monte Carlo (MC) simulation
techniques, may be efﬁcient tools for the analysis of large
proteins and their complexes.
Such ENM-based approaches as Gaussian network models
(GNMs) (10–14) and anisotropic network models (ANMs)
(15) were successful in reproducing collective modes and
atomic ﬂuctuations for even supramolecular assemblages.
The ENM is basically a low-resolution NMA, where har-
monic potentials are used to connect close-neighboring res-
idues in the coarse-grained protein structure. In general, a
single low-frequency mode direction from the NMA closely
overlaps with the open/free to closed/bound conformational
transitions of proteins (16). Thus, classical or preferably
coarse-grained NMAs are used to explore conformational
transitional pathways (1,17–23).
A common example involves the transitional pathways of
hemoglobin, as addressed in several computational studies.
Based on an initial NMA of the T structure of hemoglobin
(17), this structure was successively deformed along certain
low-frequency eigenmodes (both positive and negative di-
rections), and each deformation was followed by energy
minimization. Four intermediate structures were proposed
between tense-relaxed (T-R) states, and a maximum ap-
proach to the R state was 1.82 A˚. In a somewhat similar study
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(20), a transition from T to R2 in hemoglobin was reported
using the most global (slowest) ANM mode, with an ap-
proach of 2.4 A˚ to the R2 state. Another study (18) performed
MD simulations with path-exploration and distance-con-
straints methods to achieve the T-R transition in hemoglobin.
Maragakis and Karplus (21) developed the plastic network
model (PNM) as an extension of ENMs, to generate a min-
imum energy path between two structures. The authors pro-
posed a transitional pathway for adenylate kinase (AK) by
comparing 25 deposited Protein Data Bank (PDB) entries,
including 45 different conformers of AK in total with their
simulation trajectory intermediates. They suggested that a set
of crystal structures (within a maximum 3-A˚ deviation with
their model intermediates) were possibly present in the
pathway. Zheng and Brooks (22,23) proposed a method,
again based on ENM, that uses the crystal structure of the
initial state and several distance constraints for the end state.
The method, which iteratively minimizes the error of ﬁtting
the given distance constraints as well as the energy cost,
proved successful in maintaining the associated transitions in
a set of 16 protein structures. In a combined block normal
mode-Monte Carlo (MC) scheme (24), the folding of small,
helical proteins was achieved with a 5–6-A˚ RMSD to the
target by applying constraints based on scattering proﬁles and
ﬁxing the helical regions.
Several hybrid strategies have combined the different ap-
proaches summarized above, to enhance the conventional
techniques in terms of computational efﬁciency. One such
approach, the so-called ampliﬁed collective motion (ACM),
was proposed by Zhang et al. (25) and He et al. (26). The
method uses ENM-derived normal modes for accelerating
the conformational sampling of MD simulations (25,26), and
was successfully applied to the bacteriophage T4 lysozyme
and villin headpiece subdomain (HP-36).
In previous applications of NMA (either atomistic or coarse-
grained), the successive deformations to investigate confor-
mational transition pathways were based on the collective
modes of the initial structure (17,20). Nevertheless, as the initial
conformation is deformed, the eigenvectors from the NMA of
the initial structure become less accurate in representing the
global motions of the new intermediate structures (23). Thus,
these methods may provide only a few intermediate confor-
mations (27), and in reality may not yield a complete transition
pathway between two end conformations. Moreover, NMA
applications provide information about the collective motions
of a protein, but do not provide insights into the sequence of
these physical events and the intermediate complexes.
We present what to our knowledge is a new approach that
incorporates the collective deformation directions obtained
from ANM into an MC simulation technique, based on the
knowledge-based potentials of proteins (28–30). To investigate
the conformational transition pathways of proteins in a com-
putationally efﬁcient way, we propose an iterative methodol-
ogy composed of ANM and MC cycles to approach the target
conformations. In each cycle, the normal modes are calculated,
based on the initial structure, and then the slow mode over-
lapping the desired transition is selected. As a result, a new
structure is generated by deforming the structure along the
chosen mode. The energy of the new structure is then mini-
mized by the MC technique, and the initial structure is updated
for the next cycle. The novel approach described here prevails
over the limitations of previous applications by repeating the
NMA periodically throughout the simulation, and by using the
updated normal modes of the present state. Consequently, by
repeated NMAs followed by energy minimization using the
MC technique, our methodology could possibly generate a
more feasible pathway between two conformations with short
computational times. Application of the method to two very
frequently studied allosteric proteins, i.e., Escherichia coli AK
and human hemoglobin, allowed for comparisons with previ-
ous ﬁndings in the literature. This approach improves both the
ANMandMC techniques in the sense of providing information
about the sequence of events as well as a more efﬁcient con-
formational search, hence offering a promising tool for mod-
eling large biological systems.
METHODS
Anisotropic network model
The ANM (15) is a coarse-grained NMA tool, commonly used to determine
vibrational motions in proteins. By considering the three-dimensional an-
isotropy of the residue ﬂuctuations, ANMpredicts the directions of collective
motions that provide information about the biological function of a protein
and its mechanism of action. In the elastic-network representation of a pro-
tein, all pairs of coarse-grained sites/nodes that are closer than a cutoff dis-
tance, rc (usually 13–18 A˚), are connected by harmonic springs that sum up
to the potential energy:
V ¼ ðg=2ÞSiSjhðrc  RijÞðDRj  DRiÞ2 (1)
In Eq. 1, h(x) is the heavyside step function (h(x) ¼ 1 if x $ 0, and zero
otherwise), Rij is the distance between sites i and j, g is the universal force
constant, and DRi is the ﬂuctuation in the position vector Ri of site i
(1# i#N). Usually each amino-acid residue is represented by a single in-
teraction site (node) located at the Ca atom, but other levels of coarse-
graining are also possible (31). Thus, the potential energy of a structure with
N interaction sites-residues is expressed in matrix notation as:
V ¼ ð1=2ÞDRT HDR (2)
Here, DR is a 3N-dimensional vector of the position vector ﬂuctuations
DRi including all sites (1# i# N), DR
T is its transpose, andH is the (3N3
3N) Hessian matrix. The decomposition of H yields (3N  6) nonzero ei-
genvalues, and (3N  6) eigenvectors that give the respective frequencies
and harmonic deformation directions of individual modes (the ﬁrst 6 modes
are associated with rigid body motion, i.e., translation and rotation are zero).
Monte Carlo simulation
In our coarse-grained MC technique (28–30), the backbone of the protein
structure is represented by the virtual bond model (32). For a protein con-
sisting of N residues, the conformation of the backbone is deﬁned by 3N 6
variables: N  1 backbone virtual bonds, N  2 bond angles ui, and N  3
bond torsional anglesfi. Each residue is represented by two interaction sites,
its Ca atom, and its center-of-mass of the side chain (SC).
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Knowledge-based potentials are used to calculate the energy of a given
protein conformation with the contributions from two types of interactions:
long-range (LR) interactions (33) between nonbonded residues that are close
in space, and short-range (SR) interactions (28,34) between covalently
bonded units along the chain sequence. During an MC step (MCS), a ran-
domly chosen site, either a Ca or an SC site, is subjected to a differential
perturbation, using a uniformly distributed random number generator. The
new perturbed conformation is accepted or rejected according theMetropolis
criterion. One MCS is deﬁned as N perturbations, and may be viewed as the
average time for all N residues of the protein to have a chance to move. An
MC algorithm with only local moves in some cases could provide insights
into the real time of a process. However, there is no correspondence between
the MCS and real time in our algorithm, because of the implementation of
both global deformations and local moves. In general, multiple independent
runs have been necessary for efﬁcient sampling of the conformational space.
New methodology: ANM-MC simulation
In our scheme, we successively use ANM to provide collective deformation
directions, and short MC runs to provide energy minimization on the de-
formed conformations. A schematic ﬂowchart of the method developed is
provided in Fig. 1. The algorithm requires the crystal structures of the initial
and ﬁnal/target states as inputs. The initial state may be the apo/open con-
formation of a protein, and the ﬁnal state may be the bound/closed confor-
mation. Atomistic structures are ﬁrst coarse-grained by assigning two nodes
for each residue: the a-carbon and the center of mass of the side chain, in
accordance with the knowledge-based potentials used. For glycine, only one
node (a-carbon) is taken into account. Hence the dimension of the system is
2N for a protein of N residues, excluding glycine residues. The target
structure is then aligned on the initial structure, based on a-carbon coordi-
nates. The target direction (Q), which is a 3N-dimensional vector comprised
of a-carbon coordinate deformations, is calculated by subtracting the initial
coordinates from the aligned coordinates of the target.
The ANM is applied to the initial structure to extract the 10 lowest-
frequency eigenmodes using the Block Lanczos Package (BLZPACK), a
Fortran 77 implementation of the block Lanczos algorithm for solving the
standard eigenvalue problem by providing a set of eigenvectors (35–37). The
cutoff is taken to be 18 A˚ in ANM calculations, using only a-carbon coor-
dinates. The dot products of the 10 eigenvectors with the target direction are
computed (considering both positive and negative directions), and the ei-
genvector U giving the highest dot-product overlap with the target direction
Q is determined. A new conformation is generated by deforming the initial
structure along this mode direction, using a prespeciﬁed deformation factor
(DF¼ 0.1–0.5 A˚ in this work). We can express this as:Rnew¼R6U3DF.
Here, Rnew and R denote the coordinate matrix of the new conformation
generated and the initial state, respectively. In this study, we considered the
DF to be such that we obtain an average motion with a desired RMSD from
the initial state upon deformation.
Although ANM is performed using a-carbon atoms, the structure is de-
formed along the selected mode direction by applying the same deformation
to the a-carbon and side-chain nodes of each residue. The deformed con-
formation is allowed to relax by a speciﬁed number of MC steps (MCS ¼
100, 500, or 1000). The RMSD between the energy-minimized new structure
and the target structure is calculated. If the RMSD is smaller than a desired
value (a), the simulation stops. If not, the simulation enters a new iteration
after the initial state is updated with the output from the previous MC step.
Obviously, the target vector is also updated at each iteration, based on the
modiﬁcation of the initial state.
The ANM-MC simulation is performed using an automated method after
providing the x-ray structures of the initial and end states of a protein and the
necessary parameters, i.e., the DF and the number of MC steps (MCS) to be
used at each iteration, and the cutoff distance for ANM calculations (rc¼ 18 A˚).
An initial parameter-optimization stage is required to determine suitable
ranges for the DF andMCS. Here, ANM-MC is applied ﬁrst to AK, for which
there exists a proposed conformational transition pathway from the open to
closed conformation (21). Next, the method is applied to another frequently
studied allosteric protein, human hemoglobin.
Targeted Monte Carlo simulation
To analyze the signiﬁcance of using normal modes, ANM calculations are
omitted from the algorithm (Fig. 1). After the target direction is calculated,
the new conformation is generated by giving a certain deformation in that
target direction without performing ANM. The new conformation is again
relaxed byMC, and the rest of the algorithm is the same. As in the case of the
ANM-MC protocol, the simulation parameters are DF and MCS in the tar-
geted Monte Carlo (TMC) method.
This technique is similar to the targeted molecular dynamics (TMD)
simulations that have gained considerable attention (6–9). In short, the MC
conformational search is now targeted absolutely in the direction of the de-
sired conformational transition, which is similar to the morphing algorithms
(38), where the path between the two end conformations is linearly inter-
polated together with energy minimization, to conserve the chemical struc-
ture. In TMC, each intermediate is subjected to a certain number of MCS,
with a potential function of both short and long-range interactions. Because
this may lead to conformational changes at each step, the resulting confor-
mations may not correspond to the interpolated points between the two end
conformations.
RESULTS AND DISCUSSION
Adenylate kinase as a test case
The E. coli AK is a 214-residue protein belonging to the
nucleoside monophosphate (NMP) kinases that catalyze the
transfer of the terminal phosphoryl group from ATP to AMP.
Adenylate kinase involves three domains, i.e., a core domain,
an ATP-binding or LID domain (residues 122–158), and an
AMP-binding (AMP-bind) domain (residues 30–63). During
catalysis, the core domain of AK is mainly preserved, unlike
the LID and AMP-bind domains that undergo large con-
formational changes (39–41). Adenylate kinase is known to
attain two unique conformations, i.e., open and closed states
(Fig. 2). In Fig. 2, the core, LID, and AMP-bind domains
are shown in blue, red, and orange, respectively. In the apo/
unligated structure, the ATP-bind and AMP-bind domains
assume open conformations (Fig. 2 a; PDB code 4AKE) (41).FIGURE 1 Flowchart of ANM-MC algorithm. See Methods for details.
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A closed conformation (Fig. 2 b), crystallized with the in-
hibitor AP5A, is also available (PDB code 1AKE) (40). We
chose the ﬁrst conformers (chain A) in both x-ray structures
(including two chains), and did not take into consideration
the water molecules and ligand atoms. For the evaluation of
our technique, AK was chosen primarily because of its large
conformational change (RMSD between open and closed
structures¼ 7.13 A˚) and the availability of a large amount of
experimental and computational data.
Parameter adjustment: RMSD and energy
proﬁles in AK
Before applying our methodology, the collective modes of
the open form of AK were studied by ANM, and visual in-
terpretations of the collective modes were performed by us-
ing our web server HingeProt (42). The slowest two modes
were associated with motion in the LID domain, i.e., LID
closing. In the higher modes, such as the third and fourth
eigenmodes, LID closing was accompanied by AMP-bind
domain closing. However, ANM itself does not provide in-
formation about the sequence of these events, i.e., which do-
main closes ﬁrst.
Using the new algorithm, we intended to reach the closed
conformation of AK (1AKE), starting with the open one
(4AKE). For parameter optimization, runs were performed
using different DFs of 0.1, 0.2, and 0.5 A˚ along the ANM
modes, and different numbers ofMCS (MCS¼ 100, 500, and
1000) for energy minimization at each iteration. Three in-
dependent runs were performed for each combination of DF
and MCS, but results are shown for a single run because of
the similarity of different runs. Fig. 3 presents the simulation
results obtained for the transition from the open to the closed
(target) conformation of AK. In all cases, the x axis represents
the number of ANM-MC iterations or cycles. Thus, one it-
eration/cycle represents an ANM calculation with the speci-
ﬁedDF followed by anMC simulation of certain steps (MCS¼
100, 500, or 1000), as shown in Fig. 1.
In Fig. 3 a, the effect of MCS on RMSD proﬁles is plotted
for a ﬁxed DF ¼ 0.2 A˚. The RMSDs between the energy-
minimized intermediate structures and the target structure are
calculated based on Ca coordinates at the end of each itera-
tion. The RMSD value starts from 7.13 A˚ (the value between
4AKE and 1AKE), and smoothly decreases up to 2.27 A˚
(MCS ¼ 100), 2.29 A˚ (MCS ¼ 500), and 2.34 A˚ (MCS ¼
1000), indicating a reasonable approach to the closed con-
former. No signiﬁcant difference can be observed in the
RMSD proﬁles obtained for different MCS.
Fig. 3 b demonstrates the effect of MCS on the total energy
proﬁles (total energy ¼ (short range) SR 1 long-range (LR)
energies; see Methods) of the intermediate structures through-
out the simulation with DF ¼ 0.2 A˚. The x-ray structures of
the open and closed conformers of AK are also relaxed by
MC, and for comparison, their average energies at MCS ¼
1000 are depicted in Fig. 3 as horizontal lines. The energy of
the closed conformation (1AKE) is lower than that of the
open conformation (4AKE). In contrast to the RMSD pro-
ﬁles, the total energies of these intermediates differ consid-
erably with the MCS employed. Speciﬁcally, 1000 MCS in
each cycle result in structures with lower energies that fall in
the range of open and closed structure energies. Because the
backbone structures of these intermediates are similar due to
their close RMSD values, the reason for these energy dif-
ferences should be apparent in terms of side-chain orienta-
tions. Indeed, the total LR and side-chain SR interactions
(associated with side-chain bond stretching, angle bending,
and bond torsion) obtained with longer energy minimizations
are lower than those of the shorter runs (not shown), leading
to lower total energies. As a result, an MC step of 1000 is
found to be optimal for energy minimization. Even longer
MC runs could be used in each cycle, but that would decrease
the computational efﬁciency of the new protocol.
In Fig. 3 c, the effect of DF on RMSD proﬁles is demon-
strated for constant MCS ¼ 1000. Smoothly decreasing
RMSD proﬁles are obtained with smaller DFs such as 0.1 or
FIGURE 2 Ribbon diagrams for (a) apo/open conformation of AK (PDB
code 4AKE) and (b) bound/closed conformation of AK (PDB code 1AKE),
as generated by PyMOL (56). The LID (122–158, red) and AMP-bind (30–
63, orange) domains undergo a large conformational change upon binding
with an RMSD of 7.13 A˚ between open and closed structures. Core domain
(blue) does not exhibit a signiﬁcant change.
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0.2 A˚. The closest approaches to the closed conformer are 2.27
and 2.34 A˚ at the 104th and 47th cycles, withDF¼ 0.1 and 0.2
A˚, respectively. Higher DFs (DF¼ 0.5 A˚) lead to trajectories
that approach the target faster (minimumRMSD¼ 2.38 at the
21st cycle), but show a subsequent increase in RMSD. This
unstable behavior around the target is attributable to deform-
ing the structure about slowmode directions that have, in fact,
very low overlap values with the target direction after the
initial decrease in RMSD, which we will discuss below.
Hence, for closer approaches and stable RMSD proﬁles,
smaller DFs, such as 0.1 and 0.2 A˚, are chosen as suitable.
However, applying DF¼ 0.5 until the closest approach to the
target (minimum RMSD) is achieved, and then using smaller
DFs such as 0.1 (Fig. 3 c, inset), results in smoothly decreasing
and nonoscillatory RMSD proﬁles.
In Fig. 3 d, the effect of DF on energy proﬁles attained during
simulations with MCS¼ 1000 is presented. Smaller DFs (0.1 or
0.2 A˚) provide energy values that fall in the range of initial and
target structure energies. However, quite reasonable energy pro-
ﬁlesmaybeobtainedwith thehigherDF¼ 0.5 A˚aswell, if longer
energy minimizations, such as for 3000 MCS, are performed.
Among the different parameter combinations employed
for AK, DF ¼ 0.1 and 0.2 A˚ are appropriate choices with
MCS¼ 1000. It is necessary to investigate whether or not the
choice of these parameters signiﬁcantly alters the transitional
pathways obtained.
Transition pathway and pathway intermediates
of AK
Fig. 4 illustrates several snapshots, up to the 60th iteration
from the trajectory with DF ¼ 0.2 A˚ and MCS ¼ 1000.
During initial cycles of the trajectory (up to around snapshot
30), the mobile LID domain (Fig. 4, red) slowly closes over
the core domain (Fig. 4, blue). When the LID closing is al-
most accomplished, the AMP-bind domain (Fig. 4, orange)
begins to bend over the core. However, complete closure of
the AMP-bind domain is not evident here. Visual investiga-
FIGURE 3 RMSD and energy values as a function of iteration/cycle number for various AK runs from open to closed states. (a) Effect of number of MCS on
RMSD values. The x axis is number of iteration steps (1 step meaning an ANM calculation followed by either 100, 500, or 1000 MCS energy minimization),
and the y axis is for the RMSD between the structure obtained at the end of the corresponding iteration step and the target form (1AKE). Deformation factor is
0.2 A˚. Energy minimization after each iteration of NMA is 100, 500, and 1000 MCS. (b) Effect of number of MCS on total energies of intermediate structures
during simulation (DF ¼ 0.2 A˚ in each case). Open (initial) and closed (target) conformations are relaxed by 1000 MCS, and average values are plotted on
horizontal lines. (c) RMSD of intermediate structures to target structure with various DFs (0.1, 0.2, and 0.5 A˚), followed by 1000-MCS energy minimization in
each case. With a smaller DF, e.g., 0.1 or 0.2 A˚, smoother and nonoscillating proﬁles are attained, compared with higher DFs. (d) Corresponding energy
proﬁles of AK during simulation with various DFs.
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tion of the snapshots reveals that the LID domain is more
mobile compared with the AMP-bind domain, and closure of
the LID seems to precede that of the AMP-bind domain.
The reliability of our intermediate structures is validated
by comparison with the plastic network model results for AK
(21). Table 1 tabulates the RMSD values between our sim-
ulation snapshots (Fig. 4) and the crystal structures proposed
byMaragakis and Karplus (21) to be present as intermediates
in the AK transition pathway. The RMSD values indicated in
boldface in Table 1 represent the maximum approaches at-
tained among the selected snapshots to the speciﬁc x-ray
structures. The last two rows (Table 1) list the RMSDs be-
tween the open (4AKE) and closed (1AKE) structures and the
rest of the crystal structures studied.
Earlier snapshots (iterations up to 30) exhibit maximum
approaches to the crystal structures: 1AK2, 2AK2, 1DVR (B
chain), and 1DVR (A chain), sequentially. In 1AK2 and
2AK2, the LID domain is about to close over the core,
whereas the AMP-bind region is completely open. In 1DVR
(A and B chains), the LID region is totally closed, whereas the
AMP-bind is still open. Hence, the overlap of these four
structures with the earlier snapshots indicates the priority of
LID closing. Subsequent snapshots (iterations .30) fall into
proximity with the rest of the four crystal structures, i.e.,
1E4Y(A chain), 1E4V (A chain), 1ANK (A chain), and 2ECK
(A chain). These crystal structures bear a close resemblance to
the closed conformer 1AKE, i.e., both the LID and AMP-bind
domains are almost closed. Because the snapshots between
the 35th and 60th iterations fall within a 2.3–2.8 A˚ RMSD
range with these structures, the AMP-bind closing appears to
take place (at least partially) in the late stages of the simula-
tion. Although our simulations without the substrate sampled
‘‘closed-like’’ conformations because of the biased dynamics,
recent studies (47,48) suggest that the open (ligand-free) AK
FIGURE 4 Several intermediate structures obtained dur-
ing simulation of AK transition from open to closed con-
formation obtained for simulation with DF ¼ 0.2, MCS ¼
1000 (snap ¼ snapshot). LID domain (red) closure precedes
AMP-bind domain bending motion (orange region).
TABLE 1 RMSD values between simulation snapshots (DF ¼ 0.2 A˚ and MCS ¼ 1000) and several AK crystal structures
Snapshot/iteration 4AKE 1AK2* 2AK2*
1DVR,y
B chain
1DVR,y
A chain
1E4Y,z
A chain
1E4V,§
A chain
1ANK,{
A chain
2ECK,k
A chain 1AKE
5 2.09 4.09 3.98 4.21 4.10 5.93 6.23 6.25 6.31 6.25
10 2.71 3.55 3.45 3.51 3.35 5.19 5.46 5.44 5.53 5.47
15 3.63 2.98 2.96 2.86 2.67 4.49 4.70 4.65 4.75 4.71
20 4.46 3.14 3.12 2.53 2.38 3.92 4.05 3.99 4.08 4.05
25 5.04 3.45 3.44 2.54 2.36 3.40 3.49 3.44 3.52 3.49
30 5.30 3.64 3.62 2.73 2.60 2.98 3.09 3.06 3.14 3.09
35 5.73 3.98 3.97 2.75 2.63 2.66 2.74 2.71 2.76 2.74
40 6.23 4.17 4.18 2.92 2.81 2.52 2.50 2.47 2.51 2.49
45 6.56 4.54 4.53 3.26 3.12 2.38 2.42 2.38 2.40 2.34
50 6.94 4.84 4.85 3.55 3.42 2.46 2.36 2.37 2.38 2.37
55 6.95 4.96 4.97 3.54 3.41 2.43 2.39 2.34 2.30 2.38
60 7.02 4.95 4.97 3.51 3.40 2.50 2.42 2.40 2.30 2.41
4AKE 0.00 5.38 5.28 5.78 5.63 7.20 7.64 7.66 7.23 7.13
1AKE 7.13 5.57 5.53 4.02 3.92 0.93 0.65 0.45 0.28 0.00
*1AK2 and 2AK2 (43) belong to bovine mitochondria intermembrane space AK.
y1DVR (A and B chains) (44) belong to baker’s yeast AK.
z1E4Y (45) is the glycine-loop modiﬁed version of AK from E. coli.
§1E4V (45) is G10V mutant of AK from E. coli.
{1ANK (39) is AMPPNP and AMP-bound form of AK from E. coli.
k2ECK (46) is AMP-bound and ADP-bound form of AK from E. coli.
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samples an ensemble of conformations, including those sim-
ilar to the closed state observed during catalysis.
Our results are in conformity with several studies pointing
to the conformational changes and physical order of events
during the open-to-closed transition in AK. The plastic net-
work model of Maragakis and Karplus (21) indicated that
LID closure precedes the bending motion of the AMP-bind
region because of the highly ﬂexible nature of the LID do-
main and its low elastic energy barrier cost. A coarse-grained
approach by Whitford et al. (49), in which structure-based
potentials were used, revealed that the free energy barrier of
LID domain closure is less than that of the AMP-bind region,
implying that AMP-bind closure is the rate-limiting step. An
MD study by Lou and Cukier (50) indicated that the LID
initially closes toward the core at high temperature.
Table 2 lists independent runs with different DF and MCS
parameters: 1), the minimum RMSD attained for each crystal
structure; and 2), in parentheses, the speciﬁc iteration at
which the maximum approach is attained. Independent runs
performed using the same parameters (DF¼ 0.2 and MCS¼
1000) provided similar intermediates. Moreover, different
MCS (MCS ¼ 100 or 1000) or DFs (DF ¼ 0.1, 0.2, or even
0.5) did not change signiﬁcantly the minimum RMSD values
attained for the x-ray structures. As a result, appropriate
simulation parameters should be chosen according to the
speciﬁcs of each system. Performing long energy minimi-
zations results in more appropriate intermediate structure
energies, with the cost of prolonged computational times.
However, if the main topic of concern is the exploration of
transitional pathways, i.e., the pathway intermediate struc-
tures, relatively shorter energy minimizations and/or higher
DFs may be used, especially for large biological systems.
The slow mode with the highest overlap with the target
direction, which was chosen as the deformation direction, is
depicted in Fig. 5 for each iteration, together with the overlap
value (for a run with DF ¼ 0.2, MCS ¼ 1000). Initially, the
algorithm chooses the ﬁrst and then second slowest modes
with high overlap values (0.5–0.7), which are associated with
LID closing. Up to 20–25 iterations, the conformational
change is driven by the lowest-frequency modes, in confor-
mity with previous studies (4,16), and the RMSD to the target
structure decreases from 7.13 A˚ to 4.44 A˚. After 20–25 it-
erations, higher modes associated with the AMP-bind domain
enter the picture. These modes, with lower overlap values,
provide a more precise mapping of the structure on to target,
i.e., ﬁnal state (down to 2.34 A˚ RMSD). This outcome is also
supported by Patrone and Pande (51), who pointed out the
relevance of using highermodes tomap a conformational change.
They reported that low-frequency modes typically bring the
reference conformation ;50% closer to the target confor-
mation, based on their RMSD, and further approach to the
target conformation should be accompanied by higher modes.
Contact map representations of
AK intermediates
In Fig. 6, the Ca atom pairs that are in contact within a cutoff
distance of 15 A˚ are displayed for x-ray structures of open
and closed conformers of AK (Fig. 6, a and b) and for the
50th snapshot from two independent simulations with DF ¼
0.2 A˚ and MCS ¼ 1000 (Fig. 6, c and d). The contact maps
are symmetric, and so only the upper diagonals are presented.
The residues belonging to the LID and AMP-bind domains
are highlighted within rectangles. The major differences in
residue contacts between the open and closed conformers are
indicated within black circles in Fig. 6 b. Upon closure, the
LID and AMP-bind domains form a close contact with each
other and with the core domain. In Fig. 6, c and d, the contact
maps of the 50th snapshot, with a maximum approach to the
target, are depicted for two different runs. Compared with the
contact map of the target structure (Fig. 6 b), it is evident that
in both runs, an important part of the necessary contacts in-
dicated by solid circles have been formed. The missing
contacts are attributable to the fact that there is still a 2.34-A˚
RMSD of this snapshot with the target structure.
TABLE 2 Closest approaches attained to x-ray structures in different AK runs
ANM-MC parameters 1AK2 2AK2 1DVRB 1DVRA 1E4YA 1E4VA 2ECKA 1ANKA 1AKE
DF ¼ 0.1, MCS ¼ 1000 2.88 (30) 2.81 (30) 2.52 (40) 2.30 (40) 2.35 (100) 2.32 (100) 2.30 (100) 2.30 (100) 2.29 (105)
DF ¼ 0.2, MCS ¼ 100 2.91 (15) 2.82 (15) 2.50 (20) 2.11 (25) 2.36 (45) 2.32 (50) 2.34 (55) 2.27 (55) 2.27 (50)
DF ¼ 0.2, MCS ¼ 1000 (1) 2.98 (15) 2.96 (15) 2.53 (20) 2.36 (25) 2.38 (45) 2.36 (50) 2.34 (55) 2.30 (50) 2.34 (50)
DF ¼ 0.2, MCS ¼ 1000 (2) 2.96 (15) 2.97 (15) 2.50 (20) 2.42 (25) 2.38 (45) 2.35 (50) 2.34 (55) 2.33 (55) 2.35 (50)
FIGURE 5 Mode directions preferred at each iteration, and corresponding
overlap values with target direction obtained during simulation of AK from
open to closed states (DF ¼ 0.2, MCS ¼ 1000 cases).
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The comparative analysis of new contact formation at each
snapshot of two independent runs is tabulated in Table 3.
Table 3 shows the cumulative percentage of LID-related (ﬁrst
column) and AMP-bind-related (second column) contacts
formed at each snapshot, and the overall percentage of com-
mon residues (third column) in contact at that particular snap-
shot across the two runs (both with DF ¼ 0.2 A˚ and MCS ¼
1000). The percentages of LID-related and AMP-bind-related
contacts are calculated by determining the ratio of the number
of contacts present at that snapshot to the corresponding
number of contacts found in the target conformation (1AKE).
The percentages of contacts belonging to the LID and AMP-
bind domains are very similar across the two runs. Both runs
conﬁrm the priority of LID-closing, which is then accom-
panied by AMP-closing. For the ﬁnal snapshot (50), at most,
;30% of LID contacts and 10% of AMP-bind contacts that
are going to be present in the ﬁnal closed structure are formed.
The overall percentage of common residues is higher, espe-
cially at initial levels of the simulation.
In summary, the structure samples some conformations
during the relaxation, with possible changes in local contacts
that may have an impact on the next ANM moves. Never-
theless, multiple independent runs result in a similar se-
quence of events (Tables 2 and 3), and MC serves to reﬁne
the conformations with the current implementation.
Other test case: hemoglobin
Hemoglobin is another commonly studied example of allo-
steric transitions in proteins. As an oxygen-binding tetrameric
protein, hemoglobin adopts three conformations: a relaxed
CO-bound (R2) state (PDB code 1BBB) (52), a relaxed
O2-bound (R) state (PDB code 1HHO) (53), and a tense,
unliganded (T) state (PDB code 1A3N) (54). Structure R2 was
ﬁrst thought to be an intermediate between T and R, but
computational studies suggested that it is instead R, and
probably an intermediate between T and R2 (55). Here, we
aimed to achieve the T-R2 transition that corresponds to a
3.5 A˚ RMSD between the two conformers. The RMSDs be-
tween the T-R and R-R2 states are 2.4 and 1.8 A˚, respectively.
Hemoglobin consists of 572 residues in total. In R2, there are
two additional valine residues at the beginning of chains B and
D, which are discarded here to match the size of the initial and
target structures.
FIGURE 6 Contact map representa-
tions for open conformer of AK (a),
closed conformer of AK (b), and ﬁnal
snapshots of two independent simula-
tions with DF¼ 0.2 A˚ and MCS¼ 1000
(c and d). Only upper diagonals of
symmetric map are shown. Data points
indicate contacting Ca residues that fall
within 15-A˚ cutoff. Basic differences
(circles) between contact maps of open
and closed conformers of AK are evi-
dent in LID and AMP-bind domains
(ranges indicated with rectangles). Con-
tacts generated up to ﬁnal snapshots of
both runs possess close resemblance to
contacts present in target form.
TABLE 3 Comparative analysis of new contact formation at
each snapshot across two different runs of AK
Snapshots
LID
contacts (%)
AMP-bind
contacts (%)
Common residues
in contact (%)Run 1 Run 2 Run 1 Run 2
5 14.1 13.0 0 0 80
10 15.8 15.8 0 0 75
15 18.1 18.1 0 0 78
20 18.1 18.6 1.0 1.0 75
25 18.6 22.0 1.0 1.4 69
30 22.6 22.6 3.1 4.1 65
35 25.4 25.4 5.1 5.8 65
40 26.0 26.0 6.1 6.5 60
45 28.2 29.4 8.5 9.9 67
50 31.1 29.9 11.0 10.2 57
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RMSD and energy proﬁles of hemoglobin
Fig. 7 presents the simulation results for hemoglobin, using
MCS ¼ 1000. In Fig. 7 a, DFs of 0.1, 0.2, and 0.5 provide
close approaches to the target, with stable proﬁles. Minimum
RMSD values to the target (R2) are 1.9 A˚ with DF ¼ 0.1 and
0.2, and 1.95 A˚ with DF ¼ 0.5. Fig. 7 b demonstrates the
energy values of the snapshots obtained. All three values of
DF lead to reasonable RMSD and energy proﬁles. Indeed,
DF ¼ 0.5 A˚ seems to be a more appropriate choice in this
case, because of similar RMSD proﬁles with DF ¼ 0.1 and
0.2, and closer energy values to the target structure. More-
over, the simulation time is almost half that of the simulation
times with DF ¼ 0.1 and 0.2.
Transition pathway of hemoglobin
The RMSD values of snapshots with T, R, and R2 crystal
structures are provided in Table 4 for a run performed with
DF ¼ 0.2 and MCS ¼ 1000. Srinivasan and Rose (55) sug-
gested that the R state was intermediate between T and R2. In
accordance, our intermediate snapshots pass through R on the
pathway from T to R2. As the snapshots begin to deviate
from the T state, the R state is reached, with a minimum
RMSD¼ 1.89 A˚ (at the 15th iteration). Subsequently, the R2
state is approached with an RMSD ¼ 1.91 A˚ (at the 30th
iteration). Similar intermediate structures were obtained with
DF ¼ 0.5 and MCS ¼ 1000 (Table S1). Thus, for relatively
large proteins such as hemoglobin, DF ¼ 0.5 seems more
appropriate in terms of computational efﬁciency, because the
RMSD proﬁles and intermediates are quite similar with the
case of lower DFs (DF ¼ 0.1 or 0.2).
Previous studies of hemoglobin transitional pathways re-
ported that the slowest modes successfully brought the T state
close to the R and R2 states; however, the backward passages
did not prove to be accessible (17,20). These ﬁndings are
conﬁrmed by our simulation results. A rather important
outcome of our simulations is that although the simulation
was targeted in the direction of the T-R2 transition, on the
path, another state, the R state, was visited ﬁrst. As a result,
the snapshots reveal that R and R2-like structures exist on the
hemoglobin transitional pathway.
The directional preferences, i.e., the modes with the highest
overlap taken into account during the simulation, are depicted
in Fig. 8. In the initial stage (up to the 16th iteration), the ﬁrst
two global modes were selected interchangeably in a random
fashion, and guided the major part of the transition. After that
FIGURE 7 (a) RMSD values of human hemoglobin during simulation of
transition from T-to-R2 form with previous DFs. (b) Energy proﬁles of
hemoglobin simulations for T-to-R2 transition by different DFs.
TABLE 4 RMSD values of simulation snapshots with crystal
structures of hemoglobin (T, R, and R2 forms) with DF ¼ 0.2
and MCS ¼ 1000
Snapshots 1A3N (T) 1HHO (R)* 1BBB (R2)
5 1.04 2.08 2.91
10 1.99 2.04 2.40
15 2.54 1.89 2.10
20 2.89 1.94 1.97
25 3.06 2.04 1.93
30 3.07 1.98 1.91
35 3.20 2.14 1.95
40 3.24 2.12 1.94
45 3.30 2.19 1.97
*PDB ﬁle (1HHO) includes two monomers. Tetrameric structure was
generated using Pymol (56).
FIGURE 8 Mode directions preferred, and corresponding overlap values
with target direction obtained during simulation of hemoglobin from T to R2
state (DF ¼ 0.2, MCS ¼ 1000 cases).
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point, higher modes with low overlap values (;0.1) slightly
decreased the RMSD from 2.1 to 1.9.
Targeted Monte Carlo simulation
The TMC simulations were performed to assess the effect of
incorporating normal mode directions in the ANM-MC meth-
odology. Similarly, startingwith the open conformer ofAK, the
protein is forced toward the closed conformer by deforming the
coordinates along the target direction, without the aid of slow
modes. The TMC method reaches the target structure faster
with an RMSD ;0 A˚, indicating maximum approach. The
energy proﬁles are very similar to those in the original protocol.
A comparison of TMC snapshots with the intermediate
AK-related crystal structures is given in Table 5, which fol-
low a similar trend to that of ANM-MC. However, the
RMSDs (2.5–3.4 A˚) of the TMC snapshots with the ﬁrst four
crystal structures associated with LID closure (1AK2, 2AK2,
1DVRB, and 1DVRA) are higher than those obtained with
ANM-MC (2.3–2.9 A˚, in Table 1). In contrast, the TMC
approaches more closely the rest of the structures (1E4YA,
1E4VA, 2ECKA, and 1ANKA), which have very similar
conformations to the target (RMSD ,1 A˚).
The TMC simulations performed for hemoglobin, starting
with the T state, approach the target state R2 with a 0.1-A˚
approach. Analysis of the simulation trajectory reveals that
the intermediate R state is approached by 1.16 A˚ at the 10th
snapshot.
Although most studies in the literature focused on open-to-
closed conformational transitions, we also studied the reverse
transition in AK by the ANM-MC and TMC methods (de-
tailed results not presented here). The targeted Monte Carlo
technique succeeds in generating the reverse (closed-to-
open) pathway, with similar pathway intermediates obtained
in the forward (open-to-closed) transition simulations. On the
other hand, the ANM-MC protocol fails to reach the open
conformation because of the low overlap values with the
target direction obtained from the start of the simulation.
Tama and Sanejouand also showed that reverse transitions
from closed-to-open states do not usually correspond to the
slow modes obtained from normal mode analysis (16).
In summary, both the ANM-MC and TMC methods pro-
posed here succeed in exhibiting transitions from open-
to-closed and free-to-bound forms of AK and hemoglobin,
respectively, with reasonable pathway intermediates. The
character of the conformational transitions observed in these
proteins can be regarded as highly collective. In agreement
with previous ﬁndings in the literature (57), these types of
collective motions can be successfully described by ENM.
The TMC method reached the target conformation faster and
with a more precise approach. Especially for large systems,
this method could be used efﬁciently. However, the ANM-
MC method enabled us to reveal the intermediate confor-
mations (Table 1; ﬁrst four x-ray structures) more closely in
the case of AK, which undergoes a large-scale conforma-
tional change. Moreover, in the case of unavailable target
information, the TMC method fails to predict and investigate
the transitional pathway. In contrast, with additional manip-
ulations over the presentANM-MCalgorithm, the TMCmethod
may also be used to simulate such systems with the help of
normal modes, and this is the topic of our ongoing research.
Computational efﬁciency
Besides its simplicity, the ANM-MC algorithm requires
reasonably short CPU times for completion. For instance, a
single iteration for AK (214 residues), which includes the
calculation of the 10 slowest modes by ANM, followed by an
energy minimization of MCS ¼ 100 (MCS ¼ 1000) and an
RMSD check, takes ;1 min and 17 s (6 min and 10 s) on a
1.5-GHz Itanium2 processor with 2 GB RAM. A complete
run of 48 iterations that drives AK from the open to closed
conformation lasts;1 h (5 h) forMCS¼ 100 (MCS¼ 1000)
and DF ¼ 0.2 A˚. In the case of hemoglobin (572 residues), a
complete run with DF¼ 0.2 lasts;5 days withMCS¼ 1000,
and ,1 day with MCS ¼ 100, providing similar intermedi-
ates. Thus, a rough comparison of CPU times necessary to
simulate such conformational transitions with targeted MD
and our ANM-MC or TMC methods indicates that the latter
is much more efﬁcient, requiring a couple of days, whereas
the former may take on weeks or months, depending on the
system size and simulation parameters.
CONCLUSIONS
In this study, the elastic network model ANM is coupled with
an MC algorithm that uses knowledge-based potentials of
proteins, and the resulting ANM-MC algorithm proves to be
useful in the investigation of protein conformational transi-
TABLE 5 RMSD values between AK-related x-ray structures and intermediate structures obtained with TMC simulations of AK
Snapshots 4AKE 1AK2 2AK2 1DVRB 1DVRA 1E4YA 1E4VA 2ECKA 1ANKA 1AKE
5 2.20 3.68 3.55 3.92 3.80 5.52 5.82 5.91 5.81 5.83
10 3.26 3.43 3.22 3.09 2.95 4.24 4.51 4.62 4.55 4.53
15 4.44 3.53 3.43 2.70 2.55 2.99 3.24 3.33 3.26 3.25
20 5.62 4.14 4.06 2.88 2.74 1.84 2.00 2.04 2.02 2.01
25 6.80 4.99 4.94 3.52 3.40 0.96 0.83 0.95 0.81 0.81
30 7.55 5.59 5.56 4.08 3.96 0.96 0.28 0.33 0.48 0.15
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tion pathways. Our method improves upon ANM as well as
MC in the sense of providing information about the sequence
of events, as well as a more efﬁcient conformational search.
Our approach is different from previous NMA-based ap-
proaches in two respects: 1), the normal modes and target
direction are updated at each iteration; and 2), subsequent
energy minimization is performed using MC simulation.
Parameter optimization showed that smaller-sized DFs
proved successful in maintaining satisfactory RMSD and en-
ergy proﬁles, achieving a close approach to the target state with
reasonable pathway intermediates. However, for faster sam-
pling of transitional pathways in larger systems such as he-
moglobin, one may choose larger DFs, followed by shorter
energy minimizations, if the elucidation of intermediate con-
formations and the sequence of events is the main concern.
Application of the ANM-MC algorithm proved successful
in achieving the transition between the open and closed
conformations of AK (E. coli) (minimum RMSD to the target
was 2.29 A˚). Speciﬁc snapshots along the trajectory fell
within acceptable RMSD ranges, with the crystal structures
proposed as intermediates on the AK pathway (21). The
closing of the LID domain preceded that of the AMP-bind
domain, which was also validated with contact map repre-
sentations. Similarly, the method accomplished the transition
from the T to R2 states of hemoglobin (closest approach, 1.9 A˚),
passing through the R state that was proposed to be an inter-
mediate state between T and R2 (53). Both applications (AK
and hemoglobin) revealed that the two lowest-frequency modes
were foremost in driving conformational changes. Nevertheless,
higher modes were needed at later stages for closer mapping
toward the target structure.
The TMC simulations tested the relevance of using normal
modes within the present methodology. As expected, it was
possible to reach the target almost exactly, using TMC. For
most purposes, TMC may provide results as satisfactory as
those with ANM-MC. However, in the case of AK, the
transition intermediates signifying LID closure were ap-
proached more closely with the ANM-MC method. In this
respect, an improved technique could involve a combination
of ANM-MC and TMC methods. Initially, ANM-MC could
be used and after RMSD values leveled off, and TMC would
be applied to provide closer mapping to the target state and
the intermediates that lie close to the target.
Both ANM-MC and TMC succeeded in exploring the
transitional pathways of proteins with multiple conforma-
tions, and in proposing pathway intermediate structures in
systems of known initial and end states. However, our pre-
liminary studies of systems with unknown target information
showed that using normal modes together with pathway en-
ergies would be essential when analyzing transitional path-
ways in such systems.
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