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Previous analytical studies of quantum electrodynamics in 2 + 1 dimensions (QED3) have shown
the existence of a critical number of fermions for onset of chiral symmetry breaking, the most known
being the value Nc ≈ 3.28 obtained by Nash to 1/N
2 order in the 1/N expansion [D. Nash, Phys.
Rev. Lett. 62, 3024 (1989)]. This analysis is reconsidered by solving the Dyson-Schwinger equations
for the fermion propagator and the vertex to show that the more accurate gauge-independent value
is Nc ≈ 2.85, which means that the chiral symmetry is dynamically broken for integer values N ≤ 2,
while for N ≥ 3 the system is in a chirally symmetric phase. An estimate for the value of chiral
condensate 〈ψ¯ψ〉 is given for N = 2. Knowing precise Nc would be important for comparison
between continuum studies and lattice simulations of QED3.
I. INTRODUCTION
Quantum electrodynamics in 2+ 1 dimensions (QED3) has attracted much interest over the last three decades. Its
parity-invariant version with N flavors of massless four-component Dirac fermions [1] was extensively used as a test
bed for strongly coupled gauge theories as it shares many important features with quantum chromodynamics (QCD)
such as confinement and chiral symmetry breaking. Similar to QCD, in the absence of a bare fermion mass, the model
possesses the U(2N) chiral symmetry which may be broken spontaneously, leading to the dynamical generation of a
fermion mass. The main question that has been debated for a long time is whether chiral symmetry is broken for all
values of fermion flavors N or there exists a critical value Nc separating the chiral-symmetric and the chiral-symmetry-
broken phases. While at present the majority of works agree on the existence of Nc, its precise value remains a matter
of debate.
It is remarkable that QED3 has found many applications in condensed matter physics, in particular, in high-Tc
superconductivity [2, 3], planar antiferromagnets [4], and graphene [5] where quasiparticle excitations have a linear
dispersion at low energies and are described by the massless Dirac equation in 2 + 1 dimensions (for graphene, see
reviews in Ref. [6]).
Genuine QED3 is ultraviolet finite and has a built-in intrinsic mass scale α = e2N/8 given by the dimensionful
gauge coupling e, which plays a role similar to the ΛQCD scale parameter in QCD. In the leading order in the 1/N
expansion, the effective dimensionless coupling,
α¯(p) =
e2
p[1 + Π(p)]
, Π(p) =
e2N
8p
, p =
√
p2, (1.1)
gives rise to the renormalization-group β function
β(α¯) ≡ pdα¯(p)
dp
= −α¯
(
1− N
8
α¯
)
, (1.2)
which has the ultraviolet stable fixed point α¯ = 0 at p→∞ (asymptotic freedom) and the infrared (IR) stable fixed
point α¯ = 8/N at p = 0. The first study of the Dyson-Schwinger (DS) equation for the running fermion self-energy
in leading order in the 1/N expansion has shown [7] that a phase transition takes place when the infrared fixed point
coupling exceeds some critical value (8/N > pi2/4). Below the critical number Nc = 32/pi
2 ≃ 3.24 the chiral symmetry
is broken and a fermion dynamical mass is generated, and above Nc the fermions remain massless. Hence, the critical
number Nc separates the chiral symmetry broken (CSB) phase from the so-called (quasi)conformal phase describing
interacting massless fermions and a photon, and the phase transition at N = Nc is supposed to be of infinite order
because of the form of the dynamical mass mdyn ∼ e2 exp
(
−2pi/
√
Nc/N − 1
)
for N close to Nc [7–9]. This is similar
to what happens in quenched strongly coupled QED4 [10, 11], where the gauge coupling must exceed a critical value
for the dynamical mass generation to occur (note, however, that, in contrast to QED3, the vacuum polarization effects
in QED4 change the infinite order phase transition to the second order one [12]).
The presence of a critical Nc in QED3 is tempting because of possible existence of an analogous critical fermion
number Nf = Nc in (3+1)-dimensional SU(Nc) gauge theories with Nf fermion flavors [13]. Also, a nontrivial IR
2fixed point in QED3 may be related to nonperturbative dynamics in condensed matter, in particular, dynamics of
non-Fermi liquid behavior [3, 14, 15].
The analytical approach to study dynamical symmetry breaking in QED3 is based on the self-consistent solution
of truncated Dyson-Schwinger equations for the fermion propagator. Numerous papers using this approach gave the
results for the value of Nc in the range 2 < Nc < 5 [7, 16–20]. Renormalization group studies give the critical value
Nc approximately in the same range [21, 22] with possible existence of a third intermediate phase for Nc < N < N
qc
c
where N qcc is the ”conformal-critical” flavor number above which the theory is in the quasiconformal phase [22]. An
argument based on a thermodynamic inequality fIR ≤ fUV, where f is the thermodynamic free energy estimated in
infrared and ultraviolet regimes, yields the prediction Nc ≤ 3/2 [23], and the most recent bound is Nc ≤ 4.4 [24].
Numerical lattice calculations meet larger uncertainty in determining the critical fermion number 1 < Nc < 10
[25]. Recent paper [26] did not find the chiral condensate for N = 1, 2, 3, 4 in contradiction with some previous lattice
studies [25]. On the other hand, a numerical study of the quenched (N = 0) case has shown that chiral symmetry
is broken [27] in accordance with theoretical arguments (see, for example, Ref. [28]). One of the major problems in
studying dynamical symmetry breaking using lattice simulations is the exponential smallness of the order parameter
for N close to Nc and the presence of a massless photon since finite size effects play a nontrivial role in this case. The
presence of an infrared cutoff has been shown to reduce the value of the critical number of fermions [29].
The determination of the precise value of Nc is an important task since for many condensed matter systems the
number of four-component Dirac fermions turns out to be N = 2, and the system’s phase state depends on whether Nc
is above or below two. In the literature, the most cited critical value is Nc ≈ 3.28 obtained by Nash [16] by analyzing
the gap equation in the leading and next-to-leading orders of the 1/N expansion. Recent paper [30] found the critical
value Nc = 3.29, that is only slighter larger than Nash’s value. Studies in these two papers were performed in different
gauges, the nonlocal gauge with the gauge parameter ξ = 1 (Feynman-like gauge) in Ref. [16], and the Landau gauge
in Ref. [30]. As we will show, both these results suffer from gauge dependence of Nc, though for different reasons.
The paper is organized as follows. In Sec. II, we formulate our approach for solving the gap equation for the
dynamical mass function. In Secs. III and IV, we calculate the critical value of fermion flavors in the leading and
next-to-leading approximations in 1/N expansion and show that our value of Nc is gauge independent. The derived
expression for the fermion anomalous mass dimension is in complete agreement with the one obtained by Gracey [31]
in the 1/N2 order. The numerical estimate of chiral condensate 〈ψ¯ψ〉 is obtained in Sec. V. The results are summarized
and discussed in Sec. VI. Three Appendixes are for details of solving the Dyson-Schwinger equation for the vertex
function in three-gamma approximation, perturbative calculation of the fermion wave-function renormalization, and
the Landau-Khalatnikov-Fradkin transformation for the fermion propagator.
II. DYSON-SCHWINGER EQUATIONS
We consider QED in three dimensions with N four-component fermion flavors whose Lagrangian is governed (in
Euclidean formulation) by the action
S =
∫
d3x
[
ψ¯iγµDµψi +
1
4
F 2µν
]
, (2.1)
where the covariant derivative Dµ = ∂µ − ieAµ, i = 1, 2, ..., N , and Euclidean gamma matrices satisfy γ†µ =
γµ, {γµ, γν} = 2δµν . The Dyson-Schwinger equations (DSE) for the photon and fermion propagators are given
by (see Fig.1)
S−1(p) = S−10 (p) + e
2
∫
d3q
(2pi)3
γµS(q)Γν(q, p)Dµν(q − p), (2.2)
D−1µν (p) = D
−1
0,µν(p)−Ne2
∫
d3q
(2pi)3
tr [γµS(q)Γν(q, p− q)S(p− q)] , (2.3)
where S(p) and Dµν(p) are full (dressed) fermion and photon propagators, respectively, and Γν(q, p) is the full vertex.
The vertex Γν(q, p) satisfies its own Dyson-Schwinger [or Bethe-Salpeter (BS)] equation with the fermion-antifermion
scattering kernel (see Fig.1). The general form of the dressed fermion propagator S(p) and the photon propagator
Dµν(p) is given by
S(p) =
1
−ipˆA(p) +B(p) , (2.4)
Dµν(p) =
(
δµν − (1 − ξ)pµpν
p2
)
1
p2[1 + Π(p)]
, (2.5)
3= −
= +
−1 −1
= −−1 −1
FIG. 1: The Dyson-Schwinger equations for the dressed fermion and photon propagators and the dressed vertex.
where the scalar functions A(p), B(p),Π(p) depend on p =
√
p2. In the above equations ξ is the gauge parameter
in a class of covariant nonlocal gauges introduced in Ref. [16], with ξ = 0 giving the Landau gauge. The functions
A(p), B(p) depend on the gauge parameter ξ, on the other hand, the vacuum polarization Π(p) is independent of ξ.
In what follows, instead of solving DSE for the photon propagator, we will approximate the vacuum polarization
Π by its two leading terms of the 1/N expansion with massless fermions:
Π(p) =
e2NC
8p
, C = 1 +
a
pi2N
, a =
184
9
− 2pi2. (2.6)
For derivation of second term in the constant C see Ref. [19]. This expression is valid for momenta p < α ≡ e2N/8.
The mass scale α is kept fixed as N → ∞ and all diagrams are rapidly damped for momenta p > α, which is a
reflection of superrenormalizability of QED3. The effective dimensionless coupling given by expression (1.1) tends to
the infrared fixed point 8/NC, thus the dressed photon propagator will be taken precisely at this nontrivial critical
point:
Dµν(q) =
8
e2NC|q|Pµν(q), Pµν(q) = δµν − (1− ξ)
qµqν
q2
. (2.7)
In order to solve the DSE for the fermion propagator one needs to know the fermion-photon vertex Γν(q, p). In
general the vertex satisfies its own DSE which contains an unknown four-point function, the fermion-antifermion
scattering kernel. To avoid complications with solving DSE for the vertex one usually chooses an appropriate approx-
imation for it, for example the simplest one is the replacement of the full vertex by the bare vertex γν (the ladder
approximation). The more sophisticated way is to use some ansatz for the vertex consistent with the Ward-Takahashi
identity
i(q − p)µΓµ(p, q) = S−1(p)− S−1(q) (2.8)
and satisfying several other requirements. The Ball-Chiu [32] and the Curtis-Pennington [33] are most known among
them. For example, in a paper [20] these ansatze were used to solve a coupled system of DSE for the photon and
fermion propagators and to get an estimate for a critical number Nc for chiral symmetry breaking in QED3. Although
such an approach reproduces the value Nc ≈ 4 close to the value Nc found in leading order of the 1/N expansion
[16–18], it cannot be considered as a reliable one since the approach does not permit to identify the ansatz with a
class of Feynman diagrams. Also one cannot estimate corrections terms to results obtained in this approach.
Taking this into account, in what follows we choose more direct (and standard) way of solving DSE for the fermion
mass function. However, instead of solving the equation for the mass function which follows from Eq. (2.2) with one
full vertex we will get an equivalent equation written in terms of the fermion-antifermion forward scattering kernel
which is represented by the set of (amputated) two-particle irreducible (2PI) diagrams. This is similar to the approach
used earlier in Refs. [11, 34–36].
First, we write the BS equation for the axial-vector vertex Γµ5 [37],
[Γµ5(p, q)]αβ = (γµγ5)αβ +
∫
d3k
(2pi)3
Kβ′α′;βα(k + q − p, k, k − p) [S(k)Γµ5(k, k + q − p)S(k + q − p)]α′β′ . (2.9)
4= +
++ + · · ·
FIG. 2: Skeleton expansion of the fermion-antifermion kernel.
The DSE for Γµ5 is similar to that one for the vertex Γµ (see Fig. 1) except for the inhomogeneous term being γµγ5
instead of γµ. Multiplying the above equation by i(q − p)µ and using the axial-vector WTI
i(q − p)µΓµ5(p, q) = S−1(p)γ5 + γ5S−1(q), (2.10)
we get in the limit p→ q,
(γ5)αβB(p) =
∫
d3k
(2pi)3
Kβ′α′;βα(k, k, k − p) [S(k)γ5B(k)S(k)]α′β′ , (2.11)
or, in terms of the mass function Σ(p) = B(p)/A(p) the last equation can be written as
Σ(p) =
∞∫
0
dkk2Σ(k)
k2 +Σ2(k)
K(p, k). (2.12)
Here we introduced the notation for the kernel K(p, k):
K(p, k) =
1
4A(p)A(k)
∫
dΩk
(2pi)3
(γ5)βαKβ′α′;βα(k, k, k − p)(γ5)α′β′ , (2.13)
where
∫
dΩk denotes the integration over the angles. The kernel Kβ′α′;βα(k, k, k−p) possesses the skeleton expansion
with dressed photon and fermion propagators and full vertices (see Fig. 2). For example, in the lowest order it is
given by the diagram with exchange of one photon
K
(2)
β′α′;βα(k, k, k − p) = (ie)2Γµαα′(p, k; p− k)Γνβ′β(k, p; k − p)Dµν(p− k). (2.14)
The useful feature of Eq. (2.12) for the mass function is that it does not contain overlapping diagrams and is
multiplicatively renormalizable in contrast to Eq. (2.2). Eq. (2.12) is homogeneous in a mass function Σ, and as such
always has the trivial solution Σ = 0. Our main objective is to find a bifurcation point Nc where a nontrivial solution
bifurcates from the trivial one. Bifurcation theory was first applied to the problem of dynamical mass generation by
Atkinson [38], and it remains one of the main methods used to locate the critical number Nc in QED3 or critical
coupling constant in QED4 and QCD (see, for example, Refs. [7, 16, 35, 36, 39]).
According to the bifurcation method, in order to find the critical value Nc for the onset of chiral symmetry breaking
we neglect in the kernel of Eq. (2.12) all terms that are quadratic or higher in the mass function. Thus we write
Eq. (2.12) in the form
Σ(p) =
α∫
0
dk k2Σ(k)
k2 +Σ2(k)
K(p, k), (2.15)
where now the kernel K(p, k) is calculated in the massless theory. The integral equation (2.12) is rapidly damped
for momenta p > α and the main contribution comes from the region p < α. In the latter region we keep only the
lowest-order terms in p/α, and put an ultraviolet cutoff α. Note that in the massless theory the third and the fourth
diagrams in Fig. 2 do not contribute.
5It is clear by construction that the kernel K(p, k) is symmetric under exchange p↔ k. Next, it can be shown that
the quantity K¯(p, k) = (pk)1/2K(p, k) is a function of the ratio p/k. Indeed, in general when external momenta are
scaled by l, an amputated fermion n-point function gets an anomalous scaling factor l−nγ where γ is the anomalous
dimension of the fermion field. Because we included the factor [A(p)A(k)]−1 into the definition of K(p, k) and A(p)
scales as l−2γ , the anomalous scaling cancels out so that K(p, k) scales according to its canonical dimension −1:
K(lp, lk) = l−1K(p, k). Since K¯(p, k) is a dimensionless function, it must be a function of k/p, K¯(p, k) ≡ F (k/p). It
is evident that described symmetry property of K¯(p, k) is independent of the choice of gauge. On the other hand,
it is essentially based on the fact that the kernel is considered precisely at the infrared conformal fixed point where
the dressed photon propagator behaves according to its canonical scaling e2D(p) ∼ 1/p (this is valid at least in 1/N2
order of 1/N expansion [19]).
Equation (2.15) is scale invariant except the upper limit of integration. To study the onset of chiral symmetry
breaking we look for a powerlike solution p−b of Eq. (2.15) with infinite upper limit of integration and neglecting the
term Σ2 in the denominator, i.e.,
√
pΣ(p) =
∞∫
0
dk√
k
Σ(k)F (k/p). (2.16)
It must be emphasized that this is not an approximation but a precise manner to locate the critical point by applying
bifurcation theory [39]: chiral symmetry breaking occurs when b becomes complex, which determines the critical value
Nc so that the symmetry is broken for N < Nc. Equation (2.16) leads to the following equation for the exponent b:
1 =
∞∫
1
dx
x
(
xb−1/2 + x1/2−b
)
F (x), (2.17)
where we used the symmetry property of the function F : F (x) = F (1/x). For convergence of the integral in Eq. (2.17)
the function F (x) should decrease at large x as F (x) ∝ x−σ with σ > 0. For example, the order 1/N2 calculation
of the kernel in Ref. [16] gives σ = 1/2 + 2γ, hence we should assume 1/2 + 2γ > |b − 1/2| for convergence of the
integral. Clearly, the critical Nc depends on the level of truncation of the kernel.
III. THE CRITICAL Nc IN THE LEADING ORDER.
Let us see how the above formulae work in case of the simplest approximation (the first diagram in the skeleton
expansion in Fig. 2). In this case it is sufficient to use the Landau approximation for the full vertex [40] [i.e.,
Γµ(p, k; q) = γµA(max(k, p))] in Eq. (2.14) and the equation for Σ(p) takes the form
Σ(p) = λ
∞∫
0
dk
Σ(k)
max(k, p)
A2(max(k, p))
A(p)A(k)
, (3.1)
where λ = 4(2 + ξ)/pi2N . For the wave-function renormalization, we take in the leading order the expression
A(p) ≃
(
1 +
16
9pi2N
)( p
α
)−2γ
, (3.2)
where the anomalous dimension γ = 2(3ξ−2)/(3pi2N). The chosen form for the A(p) function is in agreement with the
perturbative calculation in 1/N , Eq. (A2), and transforms correctly under the Landau-Khalatnikov-Fradkin (LKF)
[41, 42] transformation between different covariant gauges [43] (see Appendix B). The latter property is crucial for a
critical Nc to be gauge invariant. Thus, we have that
F (k, p) = λ
(kp)1/2
max(k, p)
A2(max(k, p))
A(p)A(k)
= λ
[(
k
p
)1/2+2γ
θ(p− k) +
(p
k
)1/2+2γ
θ(k − p)
]
. (3.3)
Then Eq. (2.17) gives the equation for the exponent b:
(
b− 1
2
)2
= −λ(1 + 4γ) +
(1
2
+ 2γ
)2
≃ 1
4
− 32
3pi2N
, (3.4)
6= + + · · ·
FIG. 3: The Dyson-Schwinger equation for the vertex in three-gamma approximation
where we kept only terms up to 1/N order. Note that the dependence on the gauge parameter ξ has dropped out
in the last equation. The exponent b becomes complex for N < Nc = 128/3pi
2 ≃ 4.32 and the onset for complexity
determines Nc. We recall that according to the operator product expansion [44], the parameter b is related to the mass
anomalous dimension γm as b = 1−γm and γm is a gauge independent quantity; it governs the ultraviolet asymptotic
behavior of the fermion dynamical mass function related to spontaneous chiral symmetry breaking: Σ(p) ∼ pγm−1.
Corrections of the order of 1/N2 to the equation for the exponent b in the Feynman-like gauge ξ = 1 were derived
in Ref. [16], which can be written as (our b differs in sign from b used by Nash)
(
b− 1
2
)2
=
1
4
− 32
3pi2N
(
1− 341 + 48a
48pi2N
)
, a = 0.706 (3.5)
[Nash’s numerical factor a = 0.706 should be given by our constant a ≃ 0.7052 defined in Eq. (2.6)]. The critical
Nc is determined from the condition when two roots of this equation become equal, this happens for Nc ≈ 3.28. For
values N < Nc, the roots become complex, indicating that oscillatory behavior of the gap function takes over from
nonoscillatory one.
Note, however, that Nash’s equation (3.5) was derived with an error: the number 341 must be replaced with 277,
which yields Nc = 3.52 instead of the claimed Nc = 3.28. Besides, the anomalous dimension of a fermion field in the
Feynman-like gauge was calculated with an error in the order 1/N2. This motivated us to reconsider the derivation
of the equation for the exponent b in order 1/N2.
IV. THE CRITICAL Nc IN THE NEXT-TO-LEADING ORDER.
We now reconsider the analysis of the fermion gap equation in the order 1/N2 performed by Nash following the
approach described above. First, we note that in the regime when the momentum of one fermion p is larger (or
smaller) than the momentum k of another fermion the asymptotic form of the vertex Γµ(p, k) is given by
Γµ(p, k) ≃ Γµ(p, 0) = f(p)γµ + g(p)
(
γµ − pµpˆ
p2
)
, p≫ k, (4.1)
which contains only two scalar functions f(p) and g(p). These functions can be found solving the DSE for the vertex
in the so-called three-gamma approximation [40] (see Fig. 3). In Appendix C we derived a coupled system of equations
for the functions f(p) and g(p) in the above approximation and found the following solutions at order 1/N :
f(p) = A(p) =
(
1 +
16
9pi2N
)( p
α
)−2γ
, (4.2)
g(p) = DA(p), D = − 8
3pi2N
. (4.3)
In the order 1/N2, the kernel K(p, k) includes also the second diagram in Fig. 2 [see Eq. (4.18) below] and its general
structure in considered approximation can be written in the form
K(p, k) =
A2(max(p, k))
A(p)A(k)
K˜(p, k), (4.4)
where anomalous scaling functions A’s are factored out explicitly. The function A(p) scales as p−2γ , thus we need to
know the anomalous dimension at order 1/N2 which can be obtained by calculating the massless fermion self-energy
7+
FIG. 4: Diagrams contributing to order 1/N2 in the function A(p).
at two-loop level (see Fig. 4) using the photon propagator (2.7). The anomalous fermion dimension γ at 1/N2 can be
extracted from the Gracey’s work [31]:
γ = −2(2− 3ξ)
3pi2N
+
4
9pi4N2
[64− 6pi2 + ξ(9pi2 − 92)]. (4.5)
(2γ in our notations corresponds to η in Ref. [31] and −λ in Ref. [16]). In the gauges ξ = 0 and ξ = 1 we have
γ(ξ = 0) = − 4
3pi2N
+
8
9pi4N2
(32− 3pi2), (4.6)
γ(ξ = 1) =
2
3pi2N
+
4
9pi4N2
(3pi2 − 28), (4.7)
respectively. As follows from Eq. (4.5), the anomalous fermion dimension vanishes in the gauge
ξ =
2
3
(
1− 8
9pi2N
)
, (4.8)
which is a generalization of the Nash’s gauge ξ = 2/3 to the next order in 1/N expansion. This gauge is an analogue
of a special gauge depending on the charge, ξ(e0), in four-dimensional QED in which the renormalization constant Z2
is finite [45].
The Gracey’s expression for γ respects the Landau-Khalatnikov-Fradkin (LKF) [41, 42] transformation. Indeed,
the transformation from the gauge ξ = 0 to a gauge with arbitrary ξ in Eq. (2.5) is given by
S(x, ξ) = S(x, ξ = 0) exp
[
−e2ξ
∫
d3p
(2pi)3
1− eipx
p4[1 + Π(p)]
]
. (4.9)
Calculating the integral in Eq. (4.9) and performing the Fourier transform back to the momentum space (see Ap-
pendix B), we find that at the order 1/N2 the anomalous fermion dimension γ transforms as
γ(ξ = 0)→ γ(ξ) = γ(ξ = 0) + 2ξ
pi2NC
(4.10)
with the constant C defined in Eq. (2.6). We note that the expression for λ = −2γ (ξ = 1) presented in Eq. (13) of
Ref. [16] does not agree with the expression (4.7) while the expressions (4.6) and (4.7) are in agreement with LKF
transformation.
In order to write down an equation for the mass function Σ(p) we need to calculate the first two diagrams in Fig. 2.
For the contribution of the first diagram, we obtain from Eq. (2.14)
K(2)(p, k) =
4
pi2NCmax(p, k)
1
A(p)A(k)
[
(2 + ξ)f2(max(p, k)) + 4g(max(p, k))f(max(p, k)) + 2g2(max(p, k))
− 2
3
(1− ξ) min(p
2, k2)
max(p2, k2)
g(max(p, k))[2f(max(p, k)) + g(max(p, k))]
]
. (4.11)
The diagram with crossed photon lines,
K
(4)
β′α′;βα(k, k, k − p) = (ie)4
∫
d3q
(2pi)3
[
Γλ(p, k + q; p− q − k)S(k + q)Γν(k + q, k; q)
]
αα′
× [Γκ(k, p− q; k + q − p)S(p− q)Γµ(p− q, p;−q)]β′βDµν(q)Dκλ(p− q − k), (4.12)
8gives the following contribution to the kernel:
K(4)(p, k) =
64
N2A(p)A(k)
∫
dΩk
(2pi)3
∫
d3q
(2pi)3
A2[max(|p|, |k|, |q|)]
|q|(p− q)2(q + k)2|p− q − k| {−2(q + k)µPµν(q)Pνλ(p− q − k)
×(p− q)λ − 2(p− q)µPµν(q)Pνλ(p− q − k)(q + k)λ + 2(p− q)µ(q + k)νPµν(q)Pλλ(p− q − k) + 2Pµµ(q)
×(p− q)λ(q + k)ρPλρ(p− q − k) + (p− q)(q + k) [2Pµν(q)Pνµ(p− q − k)− Pµµ(q)Pλλ(p− q − k)]} (4.13)
≡ 1
A(p)A(k)
∫
dΩk
(2pi)3
I,
where we set C = 1, A(k + q) ≃ A(max(k, q)), A(p− k) ≃ A(max(p, k)) and used the Landau approximation for the
vertex
Γµ(k + q, k) ≃ γµA(max(k, q)),
Γµ(p− q, p) ≃ γµA(max(p, q)), (4.14)
Γµ(p, k + q) ≃ Γµ(k, p− q) ≃ γµA(max(p, k, q)).
Using the symmetry K(4)(p, k) = K(4)(k, p), we evaluate it for the case p > k only and then restore p→ max(p, k),
k → min(p, k) in the final result. The integrals in Eq. (4.13) are rather difficult to calculate exactly, thus we will
approximate the q integration by splitting it into two regions, q < k and q > k, and putting the minimal momenta in
each of regions equal to zero. The used approximation retains only the dominant asymptotics of the two-loop integral
which is sufficient at order 1/N2 as we show below. For the first region, we find
I(q<k) =
16(4 + 8ξ + 3ξ2)A2(p)k2
9pi4N2p3
, (4.15)
and for the second region
I(q>k) ≃ 64ξ(4 + ξ)
N2
∫
d3q
(2pi)3
A2[max(p, q)](p− q)q
|q|3|p− q|3 = −
32ξ(4 + ξ)
pi2N2(1 + 4γ)
A2(p)
p
, (4.16)
where we integrated over the angles and then over q using the explicit expression (3.2) for the function A(p). It is
interesting that this contribution vanishes in the Landau gauge ξ = 0. Thus the diagram with crossed photon lines
gives
K(4)(p, k) =
[
− 16ξ(4 + ξ)
pi4N2(1 + 4γ)
+
8(4 + 8ξ + 3ξ2)
9pi4N2
min(p2, k2)
max(p2, k2)
]
1
max(p, k)
A2[max(p, k)]
A(p)A(k)
. (4.17)
Combining Eq. (4.17) with the contribution of first diagram in Fig. 2 we finally find the expression for the kernel:
K(p, k) ≃
[
4(2 + ξ)
pi2N
(
1− c
pi2N
)
+
8(20− 8ξ + 3ξ2)
9pi4N2
min(p2, k2)
max(p2, k2)
]
1
max(p, k)
A2[max(p, k)]
A(p)A(k)
(4.18)
with the constant c = a+ [12ξ(4 + ξ) + 32]/3(2 + ξ). In the above expression we kept only terms of order 1/N2. In
the gauge ξ = 1, c = a+ 92/9 which is different from the value c = (80 + 6a)/9 given in Ref. [16].
Equation (2.17) then yields the following equation for the exponent b:
1 =
4(2 + ξ)
pi2N
(
1− c
pi2N
)
1 + 4γ
b(1− b) + 2γ(1 + 2γ) +
8(20− 8ξ + 3ξ2)
9pi4N2
5 + 4γ
b(1− b) + 2(γ + 1)(3 + 2γ) , (4.19)
or, keeping only the terms up to the order 1/N2,
b(1− b) = 32
3pi2N
+
64(3pi2 − 44)
9pi4N2
=
32
3pi2N
(
1− 9.59
pi2N
)
. (4.20)
Note that the second term in Eq. (4.19), which originates from the terms proportional to min(p2, k2)/max(p2, k2)
in the kernel K(p, k), does not contribute to Eq. (4.20) in the order 1/N2. It is remarkable that the dependence on
the gauge parameter ξ has completely cancelled out so that the exponent b is indeed gauge independent. From the
equation for b we find the critical Nc = 2.85 which should be contrasted to the value Nc = 3.28 found by Nash. We
can compute from Eq. (4.20) the mass anomalous dimension γm = 1− b in 1/N expansion,
γm ≃ 32
3pi2N
+
64(3pi2 − 28)
9pi4N2
, (4.21)
which coincides with that found by Gracey [31] (our definition of γm has the sign opposite to Gracey’s γm).
9V. ESTIMATE OF THE CHIRAL CONDENSATE
To get an estimate of the chiral condensate, which is a gauge independent quantity, we now turn to studying
Eq. (2.15) and consider it in a gauge where the anomalous dimension γ vanishes; i.e., we take the gauge parameter ξ
as given in Eq. (4.8). Then Eq. (2.15) considerably simplifies and takes the form
Σ(p) = λ
α∫
0
dk k2Σ(k)
k2 +Σ2(k)
1
max(p, k)
, λ =
32
3pi2N
+
64(3pi2 − 44)
9pi4N2
(5.1)
(since the region k < Σ(k) gives a negligible contribution to the integral, see e.g. Ref. [16], one can still use the kernel
K(p, k) calculated in the massless theory). The above integral equation is equivalent to the following differential
equation
(p2Σ′(p))′ = −λ p
2Σ(p)
p2 +Σ2(p)
, (5.2)
with the IR and ultraviolet (UV) boundary conditions
p2Σ′(p)
∣∣∣
p=0
= 0, (pΣ(p))′
∣∣∣
p=α
= 0. (5.3)
For the chiral condensate we get
〈ψ¯ψ〉 = −4
∫
d3p
(2pi)3
Σ(p)
p2 +Σ2(p)
= − 2
pi2
α∫
0
dp p2Σ(p)
p2 +Σ2(p)
=
2α2
pi2λ
Σ′(p)
∣∣∣
p=α
= − 2α
pi2λ
Σ(p = α), (5.4)
where in the last two equalities we used the differential equation (5.2) and the UV boundary condition (5.3). Note
that we do not include the factor N (summation over flavors) in the definition of the condensate. The mass function
has the following asymptotics for momenta p≫ Σ0:
Σ(p) = A0
Σ
3/2
0
ν
√
p
sin
[
ν
2
(
ln
p
Σ0
+ δ
)]
, ν =
√
4λ− 1, (5.5)
with Σ0 being the overall scale of the solution Σ(p), A0 some constant of order one and δ is a phase.
The UV boundary condition (5.3) leads to the following solution for the scale Σ0:
Σ0 = α exp
(
−2pi
ν
+ δ +
2 tan−1 ν
ν
)
. (5.6)
Then, for the dimensionless condensate, we get
〈ψ¯ψ〉
e4
=
N2〈ψ¯ψ〉
64α2
= − N
2A0
128pi2λ2
(
Σ0
α
)3/2
. (5.7)
To get estimates of values A0 and Σ0/α we first use the solution of the linearized equation (5.1) when Σ
2(p) in the
denominator is replaced by Σ2(0) ≡ Σ20. Then the solution is
Σ(p) = Σ0F
(
1 + iν
4
,
1− iν
4
;
3
2
;− p
2
Σ20
)
. (5.8)
Its asymptotics has the form of Eq. (5.5) with
A0 = 2
√
pi
∣∣∣ Γ
(
1 + iν2
)
Γ
(
5+iν
4
)
Γ
(
1+iν
4
) ∣∣∣, δ = 2
ν
Arg
[
Γ
(
1 + iν2
)
Γ
(
5+iν
4
)
Γ
(
1+iν
4
)
]
. (5.9)
For N = 2, we find
A0 ≃ 1.12, δ ≃ 1.59, Σ0
α
≃ 2.17× 10−7; (5.10)
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hence we get the estimate for the condensate
〈ψ¯ψ〉
e4
≈ −4.64× 10−12. (5.11)
Solving Eq. (5.1) numerically for N = 2 (see Fig. 5), we get
Σ(0)
α
≈ 2.42× 10−7, 〈ψ¯ψ〉
e4
≈ −5.57× 10−12, (5.12)
which is very close to the estimate (5.11). As is seen, the condensate is very small for N = 2 in order to be extracted
from lattice simulations [25]. Also, the smallness of the quantity Σ0/α justifies the neglect of the terms quadratic or
higher in the mass function Σ(k) in the kernel (2.13). Obviously, the smallness of both quantities, 〈ψ¯ψ〉/e4 and Σ0/α,
is due to the proximity of the fermion number N = 2 to the critical value Nc.
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FIG. 5: Numerical solution of Eq. (5.1) (solid line) and an approximate analytical solution (5.8) (dashed line) at N = 2 plotted
on a logarithmic scale.
VI. CONCLUSION
In the present paper, we reconsidered an analysis of calculating the critical number Nc in three-dimensional QED
with N four-component massless fermions. The value Nc marks the quantum critical point separating chiral symmetric
and chiral symmetry broken phases. While at present the majority of works agree on the existence of Nc, its precise
value remains a matter of debate. Our analysis of the Dyson-Schwinger equation for the fermion dynamical mass uses
an approach advocated by Holdom [35] and Mahanta [36] in case of QED4; it deviates in some important details from
Nash’s approach [16].
We obtained the critical value Nc ≈ 2.85 which differs from the value Nc ≈ 3.28 claimed by Nash and the value
Nc ≈ 3.29 obtained in the recent paper [30]. More importantly, we show that our Nc is gauge independent in contrast
to Refs.[16, 30]. Our critical Nc ≈ 2.85 means that the chiral symmetry is dynamically broken for integer values
N ≤ 2, while for N ≥ 3 the system is in a chirally symmetric phase. The value N = 2 is also well inside the bound
N < Nc = 1 +
√
2 ≈ 2.414 obtained in a conformal QED3 [46].
The fermion mass anomalous dimension γm calculated in our approach turns to be also gauge independent and agrees
with the one obtained by Gracey to the order 1/N2 [31]. The form used by us for the wave-function renormalization is
in agreement with perturbative calculations in the 1/N order and at the same time satisfies the Landau-Khalatnikov-
Fradkin transformation rules for the transition between different covariant gauges. Our numerical estimate of chiral
condensate gives a rather small value for N = 2, due to its proximity to the critical value Nc, which explains difficulties
for extracting the condensate from current lattice simulations.
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Note added.—Recently, Ref. [47] appeared, where the critical value Nc ≈ 2.89 in QED3 was obtained using com-
pletely different approach, namely, from a condition of an annihilation of an infrared-stable fixed point that describes
the large-N conformal phase by another unstable fixed point at a critical number of fermions N = Nc.
Appendix A: One-loop calculation of the wave-function renormalization.
For the fermion wave-function renormalization A(p), we have the following expression in the one-loop approximation
in perturbation theory:
A(p) = 1 +
e2
p2
∫
d3q
(2pi)3
1
q2(q2 + α|q|)
ξp2q2 + (2− ξ)q2(pq) + 2(1− ξ)(pq)2
(p+ q)2
. (A1)
Usually, since we are interested in 1/N expansion, we neglect the term q2 compared with α|q| in the denominator of
the last expression. In this case, we actually deal with renormalizable QED3 with the photon propagator ∼ 1/|q|. The
fermion self-energy (or the function A) becomes linearly (superficially) divergent so that the integral over q requires
a cutoff which is taken at α. However, because of a linear divergence of the self-energy, there is ambiguity in the
constant term. Indeed, if q is the photon momentum of integration, then
A(p) = 1 +
4
pi2N
[(
ξ − 2
3
)
ln
α
p
+
4
9
]
. (A2)
On the other hand, if q is the fermion momentum of integration, one gets
A(p) = 1 +
4(3ξ − 2)
pi2N
(
ln
α
p
+
1
3
)
. (A3)
This ambiguity can be easily solved if we start from the expression (A1) in full QED3 with the photon propagator
given by Eqs. (2.5) and (2.6). In this case, the self-energy is only (superficially) logarithmically divergent and the
result does not depend on the choice of integration momentum. Moreover, the expression for the A function turns
out to be finite after angular integration and takes the form
A(p) = 1 +
2
pi2N
α
p
∞∫
0
dx
x(x+ α/p)
f(x) = 1 +
2
pi2N
∞∫
0
dx
(
1
x
− 1
x+ α/p
)
f(x), (A4)
where
f(x) = (x2 − 1)
(
1− x
2 + 1
4x
L
)
+ ξ
(
1 +
x2 − 1
4x
L
)
, L = ln
(
1 + x
1− x
)2
. (A5)
The integral in Eq. (A4) is convergent, and to extract its behavior at large α/p, we first write
∞∫
0
dx
(
1
x
− 1
x+ α/p
)
f(x) =
1∫
0
dx
(
1
x
− 1
x+ α/p
)
f(x) +
∞∫
1
dx
(
1
x
− 1
x+ α/p
)
[f(x) +
4
3
− 2ξ]
+
(
2ξ − 4
3
) ∞∫
1
dx
(
1
x
− 1
x+ α/p
)
. (A6)
In the first two terms in the right-hand side of the last equation, we take the limit α→∞, and while the third term
is explicitly calculated, we get
∞∫
0
dx
(
1
x
− 1
x+ α/p
)
f(x) ≃
[
4
3
(1− ln 2)− ξ(1− 2 ln 2)
]
+
[
−4
9
(1− 3 ln 2) + ξ(1 − 2 ln 2)
]
+
2(3ξ − 2)
3
ln
α
p
=
2(3ξ − 2)
3
ln
α
p
+
8
9
. (A7)
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Thus we obtain
A(p) = 1 +
4(3ξ − 2)
3pi2N
ln
α
p
+
16
9pi2N
. (A8)
From the last expression we find the fermion anomalous dimension at the 1/N order
γ = −1
2
p
d lnA(p)
dp
=
2(3ξ − 2)
3pi2N
, (A9)
and at the 1/N2 order it was calculated by Gracey [31] (see Eq. (4.5)). We obtain the expression given by Eq. (A2)
which can be written approximately as
A(p) ≃
(
1 +
16
9pi2N
)( p
α
)−2γ
. (A10)
One can check that the coefficient a = 1 + 16/9pi2N before the power in last expression is in agreement with corre-
sponding findings of Gracey [31]. Note that A(p) is not identically equal to 1 in the gauge ξ = 2/3, the difference is
in a constant term.
Appendix B: LKF transformation
The LKF transformation relating the coordinate-space fermion propagator in two different covariant gauges ξ and
ξ′ follows from Eq. (4.9),
S(x, ξ) = S(x, ξ′) exp
[
−e2(ξ − ξ′)
∫
d3p
(2pi)3
1− eipx
p4[1 + Π(p)]
]
≡ S(x, ξ′)G(x, ξ − ξ′). (B1)
The LKF transformation for the vertex is more complicated and can be found in Ref. [40] (see also [48]). The DS equa-
tions as well as WT identities are covariant under the LKF transformation in configuration space but corresponding
transformations look much more complicated in momentum space.
Using the polarization function with massless fermions in two loops (2.6) the integral in Eq. (B1) can be evaluated
exactly,
e2(ξ − ξ′)
∫
d3p
(2pi)3
1− eipx
p4[1 + Π(p)]
=
4d
bpi
{
log(b|x|) + γ − 1 + pi
b|x| sin
2 b|x|
2
+
1
b|x| [cos(b|x|)Si(b|x|) − sin(b|x|)Ci(b|x|)]
}
≡ d
b
f(b|x|), b = e
2NC
8
, d =
e2(ξ − ξ′)
8pi
, (B2)
where Si(z) and Ci(z) are the sine and cosine integral functions, respectively, and γ is the Euler constant (not to be
confused with the fermion anomalous dimension). We find the following asymptotics:
d
b
f(b|x|) ≃
{
d|x|, b|x| ≪ 1,
4d
pib log
(
eγ−1b|x|) , b|x| ≫ 1. (B3)
In the 1/N expansion, only the asymptotics at b|x| ≫ 1 is important, leading to the transformation rule (4.10) for
the anomalous dimension.
Performing the Fourier transform in Eq. (B1) we obtain the transformations in momentum space relating the
wave-function renormalization and the mass function in two different gauges:
1
A(p; ξ)[p2 +Σ2(p; ξ)]
=
1
p2
∫
d3k
(2pi)3
(pk)
A(k; ξ′)[k2 +Σ2(k; ξ′)]
G(p− k, ξ − ξ′), (B4)
Σ(p; ξ)
A(p; ξ)[p2 +Σ2(p; ξ)]
=
∫
d3k
(2pi)3
Σ(k; ξ′)
A(k; ξ′)[k2 +Σ2(k; ξ′)]
G(p− k, ξ − ξ′), (B5)
where G(p, ξ− ξ′) is the Fourier transform of G(|x|, ξ− ξ′). The limit limξ→ξ′
+
G(p, ξ− ξ′) = (2pi)3δ(3)(p) confirms the
self-consistency of the momentum-space LKF transform. Also, although the above considerations were constrained
to the values ξ > ξ′, the transition to the region ξ < ξ′ is straightforward because the expansion in ξ is analytic at ξ′.
13
Clearly, if the dynamical mass Σ(k; ξ′) vanishes in the ξ′-gauge at some critical Nc, then it vanishes in an arbitrary
gauge ξ, which means that the value Nc is gauge independent. Certainly, the covariance of the fermion propagator is
crucial for a gauge independence of Nc.
To evaluate the condensate
〈ψ¯ψ〉 = −trS(x = 0, ξ) = −4
∫
d3p
(2pi)3
Σ(p; ξ)
A(p; ξ)[p2 +Σ2(p; ξ)]
(B6)
we should integrate Eq. (B5) over
∫
d3p/(2pi)3. Using the fact that∫
d3p
(2pi)3
G(p, ξ − ξ′) = G(x = 0, ξ − ξ′) = 1, (B7)
we establish the gauge independence of the chiral condensate.
For massless case, Σ = 0, starting from the gauge (4.8) where the wave-function renormalization A(p) ≃ const,
Eq. (B4) allows us to obtain A(p) in a gauge with an arbitrary gauge parameter ξ:
A(p) ≃ const
( p
α
)−2γ
, (B8)
where γ is given by Eq. (4.5).
Appendix C: The DS equation for the vertex in three-gamma approximation
The Dyson-Schwinger equation for the vertex in the Landau (three-gamma) approximation has the form:
Γµ(p, k; p− k) = γµ + (ie)2
∫
d3q
(2pi)3
Γλ(p, p+ q; q)S(p+ q)Γµ(p+ q, k + q; p− k)S(k + q)Γρ(k + q, k; q)Dλρ(q),(C1)
where the photon propagator Dλρ(q) is taken in the leading 1/N approximation (2.5) with the vacuum polarization
from Eq. (2.6).
From the DS equation (2.2) for the full fermion propagator we get the equation for the function A(p):
A(p) = 1 +
e2
p2
∫
d3q
(2pi)3
tr[pˆγµ(pˆ+ qˆ)Γν(p+ q, p; q)]
(p+ q)2A(p+ q)
Dµν(q). (C2)
Eqs. (C1), (2.3), (2.2) represent the system of equations for the vertex, the photon and fermion propagators in
massless theory truncated in 1/N approximation and should be solved in nonperturbative way. They lead to a system
of equations for A(p) and some scalar functions before tensor structures in Γµ. The gauge invariance requires the
vertex to satisfy the Ward-Takahashi identity (2.8). We will study the equation for the vertex when one of fermion
momenta is much larger than the other, |p| ≫ |k|. Setting k = 0 in Eq. (C1) we obtain
Γµ(p, 0; p) = γµ +
8
NC
∫
d3q
(2pi)3
1
|q|3(p+ q)2A(p+ q)A(q)Γλ(p, p+ q; q)(pˆ+ qˆ)Γµ(p+ q, q; p)qˆΓρ(q, 0; q)Pλρ(q). (C3)
For Γµ(p, 0; p) we use
Γµ(p, 0; p) = f(p)γµ + g(p)
(
γµ − pµpˆ
p2
)
, |p| ≫ |k|, (C4)
which is in agreement with the WT identity. A similar expression is valid for Γµ(0, p; p). Actually, the WT identity
requires that f(p) = A(p) for massless fermions and we will see that solutions of our system of equations really satisfy
this condition.
For other vertices we take an approximation
Γλ(p, p+ q; q) ≃ Γλ(p, p; 0)θ(p− q) + Γλ(0, q; q)θ(q − p), (C5)
Γµ(p+ q, q; p) ≃ Γµ(p, 0; p)θ(p− q) + Γµ(q, q; 0)θ(q − p). (C6)
For the vertex with zero photon momentum we can use the WTI
Γµ(q, q; 0) = i
∂S−1(q)
∂qµ
≃ γµA(q), (C7)
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where we neglected the derivative of the A function which is of higher order in 1/N . Similarly, for the A function we
use the approximation A(p+ q) ≃ A(max(p, q)) = A(p)θ(p− q) +A(q)θ(q− p). The above made approximations thus
assume that we can neglect an angular dependence in dimensionless scalar functions.
After some algebraic work we get a coupled system of equations for scalar functions f(p) and g(p):
f(p) = 1 +
8
NCp2
∫
d3q
(2pi)3
1
|q|3(p+ q)2A(q)
{
f(p)
[
f(q)
(−2p2pq − 2(pq)2 + ξp2q(p+ q))
− 2pqp(p+ q)g(q)] θ(p2 − q2) + [f2(q) (−2p2pq − 2(pq)2 + ξp2q(p+ q))
− 2pqp(p+ q)g(q)[2f(q) + g(q)]] θ(q2 − p2)} , (C8)
f(p) +
2
3
g(p) = 1 +
8
NC
∫
d3q
(2pi)3
1
|q|3(p+ q)2A(q)
{[
[f(p) + g(p)][(ξ − 2
3
)f(q)− 2
3
g(q)]q(p+ q)
+
1
3
g(p)f(q)
(
2pq + 2
(pq)2
p2
− ξq(p+ q)
)
+
2
3
g(p)g(q)(pq +
(pq)2
p2
)
]
θ(p2 − q2)
+
[
(ξ − 2
3
)f2(q)− 2
3
g(q)[2f(q) + g(q)]
]
q(p+ q)θ(q2 − p2)
}
(C9)
Subtracting the first equation from the second one, we see that the function g(p2) is of order 1/N , thus we can neglect
in resulting equations all functions g’s in the integrand, and the equations for f, g functions become decoupled:
f(p) ≃ 1 + 8
NC
∫
d3q
(2pi)3
1
|q|3(p+ q)2A(q)
[
f(p)f(q)θ(p2 − q2) + f2(q)θ(q2 − p2)]
×
(
−2(pq)− 2(pq)
2
p2
+ ξq(p+ q)
)
, (C10)
g(p) ≃ 24
NC
∫
d3q
(2pi)3
1
|q|3(p+ q)2A(q)
[
f(p)f(q)θ(p2 − q2) + f2(q)θ(q2 − p2)]
×
(
2
3
(pq)− 1
3
q2 +
(pq)2
p2
)
. (C11)
The angular integration can be performed by means of integrals:
∫
dΩq
4pi
1
(q + p)2
=
1
4pq
ln
(
p+ q
p− q
)2
, (C12)
∫
dΩq
4pi
pq
(q + p)2
=
1
2
[
1− p
2 + q2
4pq
ln
(
p+ q
p− q
)2]
, (C13)
∫
dΩq
4pi
(pq)2
(q + p)2
=
p2 + q2
4
[
p2 + q2
4pq
ln
(
p+ q
p− q
)2
− 1
]
. (C14)
In the right-hand side of the last equations p ≡ |p|, q ≡ |q|. Thus equations for f, g functions take the form
f(p) = 1 +
2
pi2NC
α∫
0
dq
q
1
A(q)
[
f(p)f(q)θ(p− q) + f2(q)θ(q − p)]
×
[
q2 − p2
p2
(
1− p
2 + q2
4pq
L
)
+ ξ
(
1 +
q2 − p2
4pq
L
)]
, (C15)
g(p) =
1
pi2NC
α∫
0
dq
q
1
A(q)
[
f(p)f(q)θ(p− q) + f2(q)θ(q − p)]
×
[
1− 3q
2
p2
+
(3q2 + p2)(q2 − p2)
4p3q
L
]
, L = ln
(
p+ q
p− q
)2
. (C16)
First, we solve an equation for f(p) which we seek in the form when f(p) is proportional to the function A(p),
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f(p) = EA(p). Plugging this in Eq. (C15) and making the change of a variable q = xp, we get
EA(p) = 1 +
2E2
pi2NC
A(p)


1∫
0
dx
x
[
(x2 − 1)
(
1− x
2 + 1
4x
L
)
+ ξ
(
1 +
x2 − 1
4x
L
)]
+
α/p∫
1
dx
x
x−2γ
[
(x2 − 1)
(
1− x
2 + 1
4x
L
)
+
4
3
+ ξ
(
−1 + x
2 − 1
4x
L
)]
+ 2(ξ − 2
3
)
α/p∫
1
dx
x
x−2γ

 . (C17)
In the above equation, we used the explicit form (3.2) of the A(p) function. Since we need the function f(p) at the
order 1/N , we can set C ≃ 1 and take γ = 0 in the second integral as well as put the upper limit of integration in the
second integral equal to infinity. Then all integrals are exactly computed,
1∫
0
dx
x
[
(x2 − 1)
(
1− x
2 + 1
4x
L
)
+ ξ
(
1 +
x2 − 1
4x
L
)]
=
4
3
(1− ln 2) + ξ(−1 + 2 ln 2), (C18)
∞∫
1
dx
x
[
(x2 − 1)
(
1− x
2 + 1
4x
L
)
+
4
3
+ ξ
(
−1 + x
2 − 1
4x
L
)]
=
4
9
(−1 + 3 ln 2) + ξ(1− 2 ln 2). (C19)
We get the following equation:
EA(p) = 1 +
2E2
pi2N
A(p)
[
8
9
+
ξ − 2/3
γ
(
1−
(
α
p
)−2γ)]
. (C20)
Using expression (3.2) for A(p) in the above equation and comparing terms with and without (α/p)−2γ , we find
γ =
2E2κ(ξ − 2/3)
pi2N
, κ ≡ 1 + 16
9pi2N
, (C21)
E =
2E2
pi2N
[
8
9
+
ξ − 2/3
γ
]
=
16E2
9pi2N
+
1
κ
≃ 1 + 16
9pi2N
(E2 − 1). (C22)
This is identically satisfied if we take E = 1; hence f(p) = A(p) which is consistent with WTI up to the order 1/N2.
Plugging this into Eq. (C16) and seeking the solution in the form g(p) = DA(p), we obtain
g(p) = DA(p) =
E2
pi2NC
α∫
0
dq
q
[A(p)θ(p− q) +A(q)θ(q − p)]
[
1− 3q
2
p2
+
(3q2 + p2)(q2 − p2)
4p3q
L
]
. (C23)
Again, using the explicit form of the A(p) function and making the change of the variable q = xp, we find at order
1/N that
D ≃ 1
pi2N
∞∫
0
dx
x
[
1− 3x2 + (3x
2 + 1)(x2 − 1)
4x
L
]
= − 8
3pi2N
. (C24)
[1] R. D. Pisarski, Phys. Rev. D 29, 2423 (1984).
[2] N. Dorey and N. E. Mavromatos, Nucl. Phys. B 386, 614 (1992).
[3] M. Franz and Z. Tesanovic, Phys. Rev. Lett. 87, 257003 (2001); Z. Tesanovic, O. Vafek, and M. Franz, Phys. Rev. B 65,
180511 (2002); I. Herbut, ibid. 66, 094504 (2002).
[4] K. Farakos and N. E. Mavromatos, Int. J. Mod. Phys. B 12, 809 (1998).
16
[5] G. W. Semenoff, Phys. Rev. Lett. 53, 2449 (1984); D. P. DiVincenzo and E. J. Mele, Phys. Rev. B 29, 1685 (1984).
[6] V. P. Gusynin, S. G. Sharapov, and J. P. Carbotte, Int. J. Mod. Phys. B 21, 4611 (2007); A. H. Castro Neto, F. Guinea,
N. M. R. Peres, K. S. Novoselov, and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009); V. N. Kotov, B. Uchoa, V. M. Pereira,
F. Guinea, and A.H. Castro Neto, Rev. Mod. Phys. 84, 1067 (2012).
[7] T. Appelquist, D. Nash, and L. C. R. Wijewardhana, Phys. Rev. Lett. 60, 2575 (1988).
[8] V. A. Miransky and K. Yamawaki, Phys. Rev. D 55, 5051 (1997).
[9] V. P. Gusynin, V. A. Miransky, and A. V. Shpagin, Phys. Rev. D 58, 085023 (1998).
[10] T. Maskawa and H. Nakajima, Prog. Theor. Phys. 52, 1326 (1974); R. Fukuda and T. Kugo, Nucl. Phys. B 117, 250
(1976); P. I. Fomin, V. P. Gusynin, and V. A. Miransky, Phys. Lett. B 78, 136 (1978).
[11] P. I. Fomin, V. P. Gusynin, V. A. Miransky, and Yu. A. Sitenko, Riv. Nuovo Cimento 6, 1 (1983).
[12] V. P. Gusynin, Mod. Phys. Lett. A 5, 133 (1990).
[13] T. Appelquist, J. Terning, and L. C. R. Wijewardhana, Phys. Rev. Lett. 77, 1214 (1996).
[14] W. Rantner and X.-G. Wen, Phys. Rev. Lett. 86, 3871 (2001).
[15] D. H. Kim and P. A. Lee, Ann. Phys. 272, 130 (1999).
[16] D. Nash, Phys. Rev. Lett. 62, 3024 (1989).
[17] P. Maris, Phys. Rev. D 54, 4049 (1996).
[18] V. P. Gusynin, A. H. Hams, and M. Reenders, Phys. Rev. D 53, 2227 (1996).
[19] V. P. Gusynin, A. Hams, and M. Reenders, Phys. Rev. D 63, 045025 (2001).
[20] C. S. Fischer, R. Alkofer, T. Dahm, and P. Maris, Phys. Rev. D 70, 073007 (2004).
[21] K.-I. Kubota and H. Terao, Prog. Theor. Phys. 105, 809 (2001).
[22] J. Braun, H. Gies, L. Janssen, and D. Roscher, Phys. Rev. D 90, 036002 (2014); L. Janssen, Phys. Rev. D 94, 094013
(2016).
[23] T. W. Appelquist, A. G. Cohen, and M. Schmaltz, Phys. Rev. D 60, 045003 (1999).
[24] S. Giombi, I. R. Klebanov and G. Tarnopolsky, J. Phys. A 49, 135403 (2016).
[25] E. Dagotto, J. B. Kogut and A. Kocic´, Phys. Rev. Lett. 62, 1083 (1989); Nucl. Phys. B 334, 279 (1990); S. J. Hands,
J. B. Kogut, and C. G. Strouthos, Nucl. Phys. B 645, 321 (2002); S. J. Hands, J. B. Kogut, L. Scorzato, and C. G. Strouthos,
Phys. Rev. B 70, 104501 (2004); C. G. Strouthos and J. B. Kogut, J. Phys.: Conf. Ser. 150, 052247 (2009).
[26] N. Karthik and R. Narayanan, Phys. Rev. D 93, 045020 (2016).
[27] S. J. Hands and J. B. Kogut, Nucl. Phys. B 335, 455 (1990).
[28] V. P. Gusynin, A. W. Schreiber, T. Sizer, and A. G. Williams, Phys. Rev. D 60, 065007 (1999).
[29] V. P. Gusynin and M. Reenders, Phys. Rev. D 68, 025017 (2003).
[30] A. V. Kotikov, V. I. Shilin, and S. Teber, Phys. Rev. D 94, 056009 (2016).
[31] J. A. Gracey, Phys. Lett. B 317, 415 (1993).
[32] J. S. Ball and T. W. Chiu, Phys. Rev. D 22, 2542 (1980).
[33] D. C. Curtis and M. R. Pennington, Phys. Rev. D 42, 4165 (1990).
[34] M. Baker, K. Johnson, and B. W. Lee, Phys. Rev. 133, B209 (1964).
[35] B. Holdom, Phys. Lett. B 213, 365 (1988); Phys. Rev. Lett. 62, 997 (1989).
[36] U. Mahanta, Phys. Lett. B 225, 181 (1989); Phys. Rev. Lett. 62, 2349 (1989).
[37] J. D. Bjorken and S. D. Drell, Relativistic Quantum Fields. Vol. 2 (McGraw-Hill, New York, 1964).
[38] D. Atkinson, J. Math. Phys. 28, 2494 (1987).
[39] D. Atkinson, J. C. R. Bloch, V. P. Gusynin, M. R. Pennington, and M. Reenders, Phys. Lett. B 329, 117 (1994).
[40] L. D. Landau, A. A. Abrikosov, and I. M. Khalatnikov, Nuovo Cimento Suppl. 3, 80 (1956).
[41] L. D. Landau and I. M. Khalatnikov, Zh. Eksp. Teor. Fiz. 29, 89 (1955) [Sov. Phys. JETP 2, 69 (1956)].
[42] E. S. Fradkin, Zh. Eksp. Teor. Fiz. 29, 258 (1955) [Sov. Phys. JETP 2, 361 (1956)]; B. Zumino, J. Math. Phys. 1, 1 (1960).
[43] A. Bashir and A. Raya, Few-Body Syst. 46, 229 (2009).
[44] A. Cohen and H. Georgi, Nucl. Phys. B 314, 7 (1989).
[45] K. Johnson, M. Baker, and R. Willey, Phys. Rev. 136, B1111 (1964).
[46] S. Giombi, G. Tarnopolsky, and I. R. Klebanov, J. High Energy Phys. 08 (2016) 156.
[47] I. F. Herbut, Phys. Rev. D 94, 025036 (2016).
[48] C. J. Burden, J. Praschifka, and C. D. Roberts, Phys. Rev. D 46, 2695 (1992).
