As an important attribute directly influencing the steganographic scheme, the embedding efficiency is defined as the average number of random data bits per one embedding change. In this paper, we propose a novel approach to improve the embedding efficiency of LSB matching based on the sum and difference covering set (SDCS) of finite cyclic group. We show that the suitable choice of SDCS will lead to a new steganographic scheme which is more efficient than LSB matching. Then we illustrate that the new scheme keeps the statistical imperceptibility of LSB matching. The detailed constructions of SDCS are given and some related problems are also discussed.
INTRODUCTION
Least significant bit (LSB) replacement is a well-known steganographic method [1] , which has advantages of high payload, good visual imperceptibility and extreme ease of implementation. As an important attribute directly influencing the steganographic scheme, the embedding efficiency is defined as the average number of random data bits per one embedding change [2] . By matrix coding, Crandall improved LSB replacement and increased its embedding efficiency from 2 to 8/3 [3] . In [2] , Westfeld developed Crandall's idea and proposed the F5 algorithm which can embed D-bits secret data into (2 D − 1) pixels by modifying at most one pixel's LSB, where D is a positive integer. The embedding efficiency of F5 algorithm is
. The authors of [4, 5] considered a more general problem: "How many bits of secret data can we embed into N pixels of gray-scale image by modifying at most K pixels' LSBs?" For this case, if there exists a scheme to embed D-bits secret data, according to [5] , we say that there exists a covering function with parameter (K, N, D). In [5] , Bierbrauer et al. established a formal connection between the covering function and the covering codes (see [6] for a detailed introduction of covering codes). Furthermore, by using the blockwise direct sum (BDS) of non-linear codes, [5] gave several examples of the best known covering functions, which provided the construction of steganographic schemes with higher embedding efficiency. However, as pointed in [5] , the study on covering functions is still in the early stage. For instance, we do not know the existence of covering function with parameter (2, 12, 6), i.e. for a set of 12 pixels, can we embed 6 bits secret data by only modifying at most 2 pixels' LSBs? Correspondence author: Bin YANG, e-mail: yangbin@icst.pku.edu.cn
Unlike LSB replacement, LSB matching does not simply replace the LSBs of cover image [7, 8] . Instead, if the secret data bit does not match the LSB of the cover image, then 1 is randomly either added or subtracted from the cover pixel value. Compared to LSB replacement, LSB matching is better to resist the steganalysis because it avoids the inherent asymmetry in LSB replacement [8] . Then, recall the work of [4, 5] , a natural problem arises: can we improve the embedding efficiency of LSB matching by using matrix coding or some other methods? Our paper answers this question in the affirmative. We first introduce the concept of ±1-embedding (depends on three parameters) which can be regarded as a generalization of LSB matching, then we show that every sum and difference covering set (SDCS) of finite cyclic group will lead to a ±1-embedding and give some examples of SDCS. Next, we prove that the ±1-embedding constructed by SDCS inherits the statistical imperceptibility of LSB matching. After a detailed construction of SDCS, we also discuss some related problems.
PROBLEM
We focus on the following problem: for a set of N pixels of a grayscale image, how many different secret data can we embed into it by modifying at most K pixels? Here, by modifying it means to increase 1 or decrease 1 for the pixel value. If we can embed M different secret data under this condition, we call the steganographic scheme as ±1-embedding with parameter (N, K, M ). For example, LSB matching can be regarded as a ±1-embedding with parameter (1, 1, 2).
Evidently, if there exists a ±1-embedding with parameter (N, K, M ), then we have
Hence, for ±1-embedding with parameter (N, 1, M), we have:
N . For fixed N and K, in order to reach the highest embedding efficiency, we have to find the maximum of M .
A natural construction of ±1-embedding is to take some subsets of the cyclic group ZM = Z/M Z to cover ZM through addition and subtraction operations. We present the details here. A set
is said to be a sum and difference covering set (SDCS) of ZM with parameter (N, K, M ), if for each m ∈ ZM , there exists si ∈ {0, ±1} such that:
In this paper, when we say that A is an SDCS, we always assume
The significance of SDCS is that from an SDCS with parameter
, we can define a ±1-embedding with the same parameter. Let's introduce some notations first, for a given m ∈ ZM , let
In the other words, Xm(A) is the set of vectors which gives all "sum and difference" expressions of m, |Xm(A)| is the pay of the optimal "sum and difference" expressions of m, and Ym(A) is the set of all such optimal expressions. Here, the optimality means to express m in "sum and difference" by using the minimal number of the elements in set A. We will see that to express an element of ZM in the optimal way will decrease the modification to the cover image, thus the steganographic scheme will get higher embedding efficiency. Moreover, by the definition of SDCS we know that Xm(A) and
We now show that any (N, K, M )-SDCS will lead to a ±1-embedding with the same parameter. Indeed, suppose that
Ignoring the boundary pixel 0 and 255, we consider a cover image or cover pixel array of N pixels
N and a secret data w ∈ ZM (precisely, we use ZM to represent the M different secret data). First we choose m ∈ ZM such that:
then we choose s = (s1, s2, ..., sN ) ∈ Ym(A). In the case that Ym(A) contains more than one element, we choose any of them with uniform distribution. Finally, we take
N as the stego image or stego pixel array. The corresponding data extraction process can be defined as:
Obviously, after embedding, we havê
we can recover the secret data precisely from the stego image. Thus, the above steganographic scheme is a ±1-embedding with parameter (N, K, M ). In practice, we can divide the cover image into pixels arrays and then embed the secret data bits in each of them by the ±1-embedding described above. Moreover, note that |Xm(A)| is the number of the modified pixels for embedding the secret data w into x, then the embedding efficiency of the above steganographic scheme is
In particular, when K = 1, the embedding efficiency is
when K = 2, if 2ai = 0 for any ai ∈ A, and ai = ±aj for any i = j, the embedding efficiency can be reformulated as
.
(2) We take an example to clarify the definitions above. It is easy to verify that the set A = {1, 2, 6} is a (3, 2, 17) Note that in both Eq. (1) and (2), ρA is increasing in M . Thus it leads to the following definition. We say that the ±1-embedding (SDCS, resp.) with parameter (N, K, M ) is maximal if for any M > M it does not exist ±1-embedding (SDCS, resp.) with parameter (N, K, M ). As mentioned in the beginning of this section, for the ±1-embedding with parameter (N, 1, M) , we have: M ≤ 1 + 2N . On the other hand, we can easily verify that {1, 2, ..., N } is a (N, 1, 1 + 2N )-SDCS (this result also appeared in [9, 10] ). So there exists ±1-embedding with parameter (N, 1, 1 + 2N ) and it is maximal. The embedding efficiency is
which is much higher than that of LSB matching (recall that its embedding efficiency is 2). However, the embedding rate (secret data bits embedded per pixel) of the above scheme is
. Hence, same as the F5 algorithm [2] , we can achieve higher efficiency only with very short secret data. For the extreme case where K = N , we can verify that {3
N )-SDCS and this ±1-embedding is also maximal, the embedding efficiency is 3 2 log 2 3 > 2.
In Table 1 , we present some examples of ±1-embedding obtained by using SDCS with parameter (N, 2, M) or (N, 3, M) (except the ±1-embedding with parameter (1, 1, 2), which is exactly LSB matching). The embedding efficiency of each scheme in this table is higher than that of LSB matching and the SDCS chosen here is maximal.
Finally, we would like to point out that the existence of (N, K, M )-SDCS does not imply the existence of (N, K, M )-SDCS when M < M. A simple example is that there exists a (9, 2, 132)-SDCS, but there is no (9, 2, 131/129/128/127/125)-SDCS. Moreover, as we have already pointed out, M ≤ 1 + 2N 2 when K = 2. However, from Table 1 , we see that for small N , the (N, 2, 1 + 2N
2 )-SDCS does not exist, it seems to be same for general N . But how about the existence of ±1-embedding with parameter (N, 2, 1 + 2N
2 )? We conjecture that the response is negative.
STATISTICAL IMPERCEPTIBILITY OF ±1-EMBEDDING
In LSB replacement, cover pixels with even value are either unchanged or increased by 1, while the inverse is true for odd-valued pixels. Then, with this inherent asymmetry, LSB replacement can be easily detected even when the embedding rate is low [11] . However, in LSB matching, the cover pixel is increased or decreased by 1 randomly, it avoids the asymmetry in LSB replacement, then as a consequence, it is much harder to detect. Now we prove that the ±1 embedding constructed by SDCS inherits this advantage of LSB matching. First, we suppose that the image's pixels are shuffled before embedding. Then for each pixel array x = (x1, x2, ..., xN ), we can suppose that xi and xj are independent for i = j. In the embedding process described above, for s = (s1, s2, ..., sN ) ∈ Ym(A), the cover pixel array x changes to x + s with probability 1
Ym(A)
. For any t ∈ {0, ±1}, let αt(s) = {i : si = t}. Then, in the embedding process, the pixel value p changes to p + t with probability
From the facts that αt(s) = α−t(−s) and s ∈ Ym(A) ⇔ −s ∈ YM−m(A),
we know β1 = β−1. Furthermore, for any s ∈ Ym(A), we have
is exactly the average modification per pixel in the embedding process. Finally, note that β1 + β0 + β−1 = 1, we obtain
This illustrates that in the ±1 embedding constructed by SDCS, the cover pixel is increased or decreased by 1 with equal probability, which is the same as LSB matching.
CONSTRUCTIONS OF SDCS
We begin with a formal construction of SDCS. Let bi ≥ 1 (1 ≤ i ≤ K) be K integers such that:
bi, then we can define inductively a set A = {a1, a2, ..., aN } as follows:
It is easy to verify that:
Note that each integer between 1 and P k i=1 ac i can be written as:
Hence, A is an SDCS with parameter (N, K,
However, we do not know whether the construction above is maximal. For instance, it shows that there exists an SDCS with parameter (N, 2, N 2 + O(N )). In fact, we can give a better construction for K = 2. Define a set {a1, a2, ..., a k+2m+1 } which contains N = k + 2m + 1 elements as follows:
Then we have the following theorem: Proof. The theorem is obvious for m = 0, we only give the key points of the proof for m ≥ 1.
(1) The integers from 1 to 2k−1 can be written as ai(
(2) For any j, 1 ≤ j ≤ 2m + 1, the integers from (a k+j − k) to (a k+j + k) can be written as a k+j or a k+j ± ai (1 ≤ i ≤ k).
(3) For any j, 0 ≤ j < m, the integers from (a k+2j + k) to (a k+2j+1 − k) can be written as
where j runs from 1 to m − j. Moreover, we have
Here, we take a k+2m+2 = (4m + 5)k + (2m + 1)(m + 1), which coincides with the definition of a k+2j . (5) Thus, each integer from 0 to
can be written as sai + taj in ZM , where s, t ∈ {0, ±1} and i = j. This completes the proof.
As a corollary of this theorem, we can get, 
Proof. To conclude, when N = 3i, 3i + 1 or 3i + 2, we take (k, m) = (i + 1, i − 1), (i, i) or (i + 1, i) respectively in Theorem 1.
By Eq.(2), we know that when N tends to +∞, the embedding efficiency of the steganographic scheme given by Theorem 2 is log 2 N + + o (1) . An interesting consequence is that for a gray-scale image of size 256 × 256, by using SDCS, we can embed 32.4151 bits secret data by modifying at most 2 pixels. However, in LSB matching, we can only embed 2 bits by modifying at most 2 pixels. It shows that the embedding efficiency of LSB matching is increased significantly.
RELATED PROBLEMS
For a subset A of the finite cyclic group ZM , we set
Then A is said to be a sum cover of ZM if s(A) = ZM , a strict sum cover of ZM if ss(A) = ZM . We define fs(N ) and fss(N ) as the largest M such that ZM has a N-element sum cover and strict sum cover, respectively.
The authors of [12, 13, 14, 15] proposed to study these sum cover functions (and related problems such as difference cover) and their applications in discrete geometry, coding theory or graph theory. Specially, [12] proved that fss(N ) is the greatest number of edges in any harmonious graph with N nodes. One interesting problem is to determine the upper and lower bound of these functions. A simple counting argument shows a trivial upper bound:
and evidently fss(N ) ≤ fs(N ). In [16] , Mrose gave a construction (with a more curious condition) and proved that
which is the best known lower bound (see [15] for a more detailed introduction about these functions).
There is an obvious relationship between SDCS and sum cover set: if A = {a1, a2, ..., aN } is a (N, 2, M) -SDCS, 2ai = 0 for any ai ∈ A and ai = ±aj for any i = j, then B = {0, ±a : a ∈ A} is a strict sum cover of ZM which has (1 + 2N ) elements. Thus, our construction in Theorem 2 gives a better lower bound than that in Eq. (3):
CONCLUSION
In this paper, to improve the embedding efficiency of LSB matching, we presented a new steganographic scheme based on SDCS of finite cyclic group. We have shown that the suitable choice of SDCS will lead to a steganographic scheme which is more efficient than LSB matching. Future work includes the further investigation about SDCS and maybe other ways to improve the embedding efficiency of LSB matching. Moreover, as we only considered the embedding efficiency in this paper, to reach the highest embedding efficiency with the fixed embedding rate (theoretically and practically) is also our work in progress.
