Abstract-Protocol
Link technology and providing a policy based virtual machine connection [14] . It included two modules: VEM and VSM. VEM was used to achieve the function of the virtual switch, and VSM was responsible for the management, monitoring and configuration of the virtual switch. N1KV provided VLAN, Quality-of-Service (QoS), NetFlow traffic control and other functions with a high availability and scalability. However, it required the use of vSphere Enterprise Plus 4.0 VMware or higher version, and achieves its maximized performance only when deployed in data centers with pure Cisco equipment.
OVS is based on the software implementation of OpenFlow switches, following the Apache 2.0 license and supporting a variety of standard management interfaces and protocols [15] . It is able to integrate with many virtualization platforms to provide flexible network interconnection between virtual machines [16] . OVS provides two forwarding data paths, one is based on the slow channel of user space, and the other one is based on the fast channel of Linux kernel space. Specifically, the ovs-vswitchd module of the user space is used to achieve the core functions of the OpenFlow switch, being responsible for the communication with the kernel module and the controller. However, the OpenFlow-based OVS cannot recognize the fields of unknown protocols. With the needs of protocol version upgrade to support new fields, the OVS software is required to be upgraded as well. The everincreasing number of supporting fields in new protocol versions will result in heavy load problems in communication networks.
The POF virtual switch can get rid of the limitations of supporting specific protocols, and thus enhance the ability of control layer. The existing POF virtual switch was developed in Linux user space, decoupling the forwarding plane with the specific protocol. It performed the processing and forwarding of any protocol message through the installation of high efficient FIS by controllers [17] . Introducing flow metadata as global storage resources to store the flow data and state information makes the forwarding plane support the stateful packet processing and thus facilitate the management of the forwarding plane. However, there exists several issues in the process of user space program execution, e.g., the process switching and task scheduling affect the performance of data forwarding.
To sum up, the virtual switch based on the hardware implementation needs specific NIC, producing high hardware cost and low flexibility. In contrast, the virtual switch based on software implementation has a short development lifecycle, low hardware cost and flexible network deployment. However, N1KV software virtual switch only supports VMware virtual machine, lacking the wide applicability. In addition, due to the limitations of OpenFlow protocols, the message processing capacity of OVS is limited. POF-based virtual switches can be used to effectively support new protocols. In comparison to the POF virtual switch developed in the user space, the kernel-space POF virtual switch can effectively perform system function invocations and improve its
performance. In what follows, we will present the design and implementation of a high-performance kernel-space POF virtual switch.
Design and Implementation of Kernel-based POF Virtual Switches (K_POFVS)

POF Overview
POF can support any new protocols without modifying the code of forwarding devices. The protocol filed is defined using the data structure of {offset, length}, where the offset indicates the relative offset of the protocol field, and the length indicates the length of the protocol field. represents the Type field, {160, 16} denotes the opcode of ARP, and {304, 32} is the destination IP address [18] .
The instruction is given based on the offset and length, so as not to rely on a specific protocol to perform the packet forwarding. Figure 1 . The POF forwarding process
Framework and Module Design of K_POFVS
The framework design of K_POFVS is shown in Fig. 2 . K_ POFVS consists of the design in the user space and the kernel space. The kernel space stores a partial flow table and is responsible for fast packet forwarding, and the user space stores the whole flow table and is responsible for the communication with the kernel space and the control plane, and for processing the packets that are not successfully matched by the flow table in the kernel space.
According to the procedure of packet processing, the main functional modules in the kernel space are Packet Receiving module, Key Value Extraction module, Flow In the user space, Communication module is responsible for the communication between the user space and the kernel space, and also between the user space and the control plane. It is also used for the message parsing and transmission. Packet Processing module is used to receive the packets that are not successfully matched in the kernel space, and search the flow table in the user space. If the searching is successful, Communication module distributes the matching flow entry to the kernel space and forward the packet, otherwise the packet needs to be sent to the Controller for processing. Configuration module is adopted for the configuration of the bridge, the port and the flow table.
The division of function set in K_POFVS
In the POF virtual switch developed in the user space (U_POFVS), packets should be copied and sent to the user space for processing. There are many system function invocations and process switching operations which affect the performance of packet forwarding in the virtual switch.
Since the kernel space resources are limited, it cannot achieve the full functionalities of the virtual switch.
However, the network flow has temporal and spatial locality. Temporal locality refers to the case that the flow table to be matched at the current moment will still be matched at the next moment. Spatial locality refers to the case that if the entry of the flow table is matched at the moment, the entry of the flow table in other switches around will be matched at the next moment. Therefore, in this context we cache some flow entries that have been matched successfully in the user space into the Flow Table Matching module of kernel space [19] . When the packet with the same matching fields arrives, it can be forwarded directly through the kernel space and does not need to be sent to the user space, effectively reducing the number of system function invocations.
Based on the above analysis, the division of function set introduces the OVS design in the kernel space. The functions of packet receiving, key value extraction, flow table matching and instruction execution are implemented in the kernel space. It supports the modifying/adding/deleting protocol fields to achieve fast packet forwarding.
The implementation of K_POFVS
The implementation of K_POFVS faces several challenges, such as the migration of instructions in the user space to the kernel space, and the contradiction between the high-speed flow table matching in the kernel space and the high communication cost between the user space and the kernel space. These issues need to be solved in the design of high-performance kernel space virtual switches.
The related data structures
In the process of the packet matching and forwarding in the kernel space, we propose a set of main data structures: pof_flow_key, k_pof_match and the data structure for instruction execution like k_pof_action_set_field. , but the mask of these flow entries may be the same. In K_POFVS, multi-segment masks corresponding to one flow entry are integrated into one mask record, which is stored separately with the flow table as a new Mask Table   ( MT). When the packet goes into K_POFVS, it first extracts the key value and performs the 'AND' operation with a record in the MT, and then goes for the matching process. It can effectively reduce the number of times required for mask matching in the protocol field, thereby reducing the total time of mask matching.
The flow table matching process is shown in Fig. 3 . When the packet arrives at K_POFVS, its header information is extracted and stored in the array, flow[], to form the unmasked key. K_POFVS then uses the unmasked key to do 'AND' operation with a record in the MT to generate the mask key. After that, it leverages the hash algorithm on the mask key, and find the right flow entry according to the hash result. 
The extension of communication functions
K_POFVS has the issue in the communication between the kernel space and the user space. There are several mechanisms of data exchange between these two spaces in Linux, such as system call, procfs, relayfs and Netlink.
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... According to the test results of existing POF virtual switches and OVS, we adopt separate functions in the user space and the kernel space. In particular, the flow table forwarding functionality is implemented in the kernel space, taking the advantage of the effectiveness of kernel space to store some flow tables and mask tables that have been matched in order to benefit future flow table lookups. This can significantly enhance the performance of packet processing and forwarding in the kernel-space POF virtual switch.
Performance Measurement and Analysis
Extensive experimental results are conducted to evaluate the performance of the developed K_POFVS. In particular, we compare the performance of K_POFVS with that of the existing U_POFVS in terms of several key performance metrics to show its relative merits.
The experimental environment in a PC is depicted in Fig. 5 , with the system configuration shown in Table 1 .
The developed K_POFVS and the existing U_POFVS are installed in the virtual switch. The virtual switch establishes bridge br0, and adds both virtual Ethernet 1 (ve1) and ve3 to br0. ve2 and ve4 are isolated by the namespace, and are assigned the same segment of IP addresses, where ve2 is in a client and ve4 is in a server. Two virtual Ethernet interface (veth) pairs, i.e., ve1-ve2 and ve3-ve4 are created to allow the packages generated by the client to go through the virtual switch to reach the server. The controller is responsible for generating the flow table rules based on the real network traffic. Typical rules are shown in Table 2 . Three key performance metrics: packet processing delay, packet forwarding delay and packet transmission rate are used for the evaluation and analysis in this section. The packet processing delay is defined as the duration from the time that the packet is received by ve1 to the time that the packet is sent out by ve3. The packet forwarding delay is defined as the duration from the time that the packet is received by ve2, after traversing the path ve1-ve3-ve4-ve3-ve1, to the time that the packet is returned to ve2. The packet transmission rate is defined as the total bytes of the packets sent per second. iperf3 -s client iperf3 -c server
Controller
Average packet processing delay
In this section, we use both the real traffic and the synthetic traffic to evaluate the packet processing time of K_POFVS and U_POFVS virtual switches. The SystemTap tool [20] with a script written by ourselves is used to obtain the packet processing time. The packet processing time in K_POFVS includes the time for receiving data packets from the network card, matching the flow table and taking the required actions. The packet processing time in U_POFVS includes the time for receiving data from the network card, switching between the user space and the kernel space, scheduling in the user space, matching the flow table and taking the required actions.
Flow collection and extraction
TCPDUMP is used to collect real traffic from the server and save it as .CAP file, and Scapy 
Flow table generation
To generate the flow table, a test_nflows() function is added in the controller (POX controller [22] in this deployment). The pseudo-code of test_nflows() function is given below.
Function test_nflows(event)
: protocol definition ofmatch <-fieldId ofmatch <-offset open traffic file add flow table flowtable <-tableType flowtable <-tableId …… add match field tempmatchx <-fieldId tempmatchx <-offset tempmatchx <-length for eachline in file to EOF tempmatchx <-length tempmatchx <-set_value tempmatchx <-set_mask …… add instruction applyaction action <-actionType action <-portId …… end send flow table
The performance results
It is important to compare the packet processing delay by K_POFVS and U_POFVS to quantitatively show the relative merits of K_POFVS. Table 3 shows the packet processing delay by K_POFVS and U_POFVS for the cases of 2000 packets and 10000 packets, respectively, under both the real traffic and the synthetic traffic. From the results of real traffic, we can find that K_POFVS reduces the packet processing delay by about 61.49% and 58.84% than U_POFVS for the cases of 2000 packets and 10000 packets, respectively. In addition, we can observe that the packet processing delay under the real traffic is lower than that under the synthetic traffic in both the two virtual switches. That is because in the real network environment, most traffic has high locality (see Section 3.3), resulting in high probability in flow entry matching which ultimately leads to lower packet processing delay under real traffic scenario. Figs. 6 and 7 show the packet transmission rate under K_POFVS and U_POFVS when the MSS is set to be 198 bytes (small packet) and 1460 bytes (large packet), respectively. The results show that no matter how many flow entries are, the packet transmission rate under K_POFVS is higher than U_POFVS for both the small packet and large packet cases. That is because the packet processing of K_POFVS is faster than U_POFVS, leading to the higher packet transmission rate. In summary, after implementing the POF virtual switch in the kernel space (K_POFVS) and the user space (U_POFVS), we found it is useful to cache partial flow tables in the kernel space. It can help to perform fast packet processing, reduce the number of times of re-directing packets to the user space, and improve the performance of the POF virtual switch. The results have also shown that K_POFVS is able to provide a great improvement on the performance of POF virtual switches in terms of packet transmission rate.
