Two lexical decision experiments examined the joint effects of stimulus quality, semantic context, and cue-target associative strength when all factors were intermixed in a block of trials. Both experiments found a three-way interaction. Semantic context and stimulus quality interacted when associative strength between cue-target pairs was strong, and the interaction was eliminated when the strength was weak. These results support a role for a local mechanism that relies on trial specific information, in addition to a mechanism that makes use of global information available across a block of trials. The absence of an interaction between the joint effects of semantic context and stimulus quality is attributed to blocking the feedback from the semantic system to the orthographic system, functionally separating the orthographic and semantic modules.
Numerous studies have found that semantic context can influence visual word processing (see McNamara, 2005 , for an extensive treatment). In both reading aloud and lexical decision, participants are faster and/or more accurate when the target string is preceded by a related word (e.g., DOCTOR-NURSE) rather than an unrelated one (e.g., WOOD-NURSE). Many accounts of this result have been proposed including automatic spreading activation, semantic matching, compound cue, and expectancy (e.g., Becker, 1980; McNamara, 2005; Meyer, Schvaneveldt, & Ruddy, 1975; Neely, 1991; Ratcliff & McKoon, 1988) . More recently, researchers have drawn on interactive activation models to account for this and many other phenomena in visual word recognition. The models vary in their architecture, including models with fixed connection weights and localist representations (such as the DualRoute Cascade [DRC] model; see Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001 ; see also Besner & Smith, 1992; Stolz & Neely, 1995) , models with learned connection weights and distributed representations (Parallel Distributed Processing, or PDP, models, e.g., Plaut & Booth, 2000 , and models that represent hybrids of these two architectures (e.g., Connectionist Dual Process, or CDPϩ, model; Perry, Ziegler, & Zorzi, 2007) .
Simple effects such as the semantic context effect are often accommodated by a variety of frameworks. Some researchers have therefore turned to manipulations of multiple factors to determine which accounts are better able to explain more complex patterns of data. Of central interest in the present studies are the joint effects of semantic context and stimulus quality. A reduction in stimulus quality typically results in slower and often more error-prone responses to visual stimuli (Becker & Killion, 1977; Meyer et al., 1975) . The standard finding is that the semantic context effect is larger for degraded targets than for intact targets, and this holds across both lexical decision and reading aloud tasks (Becker & Killion, 1977; Besner & Smith, 1992; Borowsky & Besner, 1991 , 1993 Meyer et al., 1975) .
More recently, Stolz and Neely (1995) reported two factors that eliminate the standard interaction: relatedness proportion (RP) and associative strength (AS). The interaction is eliminated when the proportion of related trials is reduced from 50% of word-target trials to 25% of word-target trials (see Brown, Stolz, & Besner, 2006 , for a replication in lexical decision, and Ferguson, Robidoux, and Besner, 2009 , for reading aloud), or when the associative strength between the related cue-target pairs is relatively weak. Stolz and Neely (1995) assessed the ability of a variety of accounts to explain the results of their experiments and found none to be successful. They therefore proposed an explanation based on Besner and Smith's (1992;  see also Borowsky & Besner, 1993) interactive activation account (Figure 1 ). To produce a semantic context effect in this model, it is proposed that a cue word (e.g., DOCTOR) first activates its lexical entry (in the orthographic input lexicon). This activation then feeds forward to the semantic system activating the representation (a set of semantic features, or a category) for both the cue word (e.g., doctor) and any associates (e.g., nurse, needle).
Stolz and Neely (1995)'s Control Account of the Effect of Relatedness Proportion
2 Once activated, semantic representations for the cue word and all associates feed activation back to the orthographic input lexicon, which then provide further support for the semantic level representations in a reciprocal feedback loop. The result is that the cue provides activation to the lexical entries for semantic associates via the semantic system. This increased activation within the orthographic input lexicon and semantic system provides a benefit for associates of the cue. Thus, when the target falls within the set of associates it derives a processing benefit over unrelated targets, resulting in faster and more accurate responses.
The interaction between semantic context and stimulus quality (such that the effect of semantic context is larger for degraded targets than for intact targets) arguably arises in part because a reduction in stimulus quality slows the rate of processing at feature, letter and lexical levels (but not beyond the lexical level: Besner & Smith, 1992; Borowsky & Besner, 1993; see Brown et al., 2006, for further constraints) . When the target is degraded, the slowed rate of processing is countered by semantic feedback to the orthographic input lexicon to reduce the cost of processing.
To account for the elimination of this interaction when RP is low, Stolz and Neely (1995) proposed a control mechanism that monitors the utility of feedback from the semantic system to the orthographic system (represented by the dotted arrow in Figure 1 . When RP is low, the feedback from the semantic system is not useful enough on most trials to justify allowing activation to feed back from the semantic system to the lexical system. Turning off feedback results in additive effects of semantic context and stimulus quality because they now influence functionally separate modules. This account relies on two central assumptions: (a) that the effect of stimulus quality does not extend beyond the lexical level (i.e., not into the semantic system), and (b) that the lexical decision is made on the basis of activation within the semantic level. We turn now to a discussion of these two assumptions.
An Early Locus of Stimulus Quality's Effect
The assumption that stimulus quality manipulations are constrained to the early stages of processing (no further than the lexical level) gains support from experiments manipulating stimulus quality and word frequency (thought to have its effect at the lexical level). The joint effects of these two factors are typically additive on reaction time (RT) in the lexical decision task (Balota & Abrams, 1995; O'Malley, Reynolds, & Besner, 2007; Plourde & Besner, 1997; . This suggests that the effects of the two factors arise in separate levels of processing, which would require that stimulus quality's effects be constrained to the feature and letter processing levels at least in the context of lexical decision (see also O'Malley et al., 2007; Yap, Balota, Tse, & Besner, 2008 , for further constraints).
Locus of the Word/Nonword Decision
A second important assumption is that the word/nonword decision is carried out in part on the basis of activation in the semantic system rather than at the lexical level, at least some of the time (see Borowsky & Besner, 1993; Brown et al., 2006; Stolz & Neely, 1995; Stolz & Besner, 1996) . Without this assumption, blocking feedback from the semantic system to the lexical system would eliminate the semantic context effect.
This assumption is common to at least one other account despite a very different kind of representational scheme (Plaut & Booth, 2000 , but differs from another prominent theoretical account. Coltheart (2004) identified several patients with severe semantic damage who nonetheless made accurate lexical decisions. Coltheart argued that lexical decisions, at least for these patients, do not rely on semantic level information. However, we see no reason for this result to preclude participants with intact semantic systems from making word/nonword decisions at the semantic level. Stolz and Neely (1995) appealed to a control mechanism to account for the effect of RP manipulations on the interaction between stimulus quality and context but their account of this interaction vis a vis associative strength was quite different. In the latter case they argued that the additive effects of stimulus quality and context observed when trials were only weakly associated resulted from the time-course of processing. When a trial includes a weakly related cue-target pairing, the spread of activation from the cue to the target is slower than when the cue and target are 2 Stolz and Neely (1995) propose that this spread of activation arises exclusively within the semantic system. This account deviates from one of the original principles of interactive activation: connections within any level of processing should be only inhibitory (see McClelland & Rumelhart, 1988) . Since then, Stolz and Besner (1996) have argued that there is no need to dispense with this principle. Semantic context effects could arise from direct connections between words at the lexical level and associated concepts at the semantic level, an account we continue to prefer (e.g. the lexical entry for DOCTOR feeds activation forward not only to the semantic representation of doctor, but also the semantic representation of related concepts such as nurse). Figure 1 . Aspects of the processing architecture in visual word recognition (reproduced from Stolz & Neely, 1995) . strongly related. The end result, they argued, was that activation did not have sufficient time to reach the target's representation at the lexical level, thus eliminating the interaction between stimulus quality and context. This account was designed to accommodate the fact that weak associates do show an interaction between stimulus quality and context when the stimulus onset asynchrony (SOA) is lengthened to 800 ms, allowing the activation more time to spread from the semantic system to the orthographic system.
Stolz and Neely (1995)'s Time-Course Account of the Effect of Associative Strength
There are two data patterns that the time-course account cannot explain. First, if activation spreads more slowly for weak associates than for strong, then this predicts that the context effect for strong associates should be larger than that for weak associates (in the baseline, or bright, condition). That is, the simple associative strength by context interaction should be significant such that strong associates receive more benefit from context than do weak associates. This effect is clearly not present in the data reported in Stolz and Neely (1995) , despite a powerful experiment with 96 participants. It is possible that this problem is in fact statistical and not real: It relies on a null result and thus could represent a Type II error. We will return to this issue in our discussion of the present experiments.
It is also not clear to us why slower processing would eliminate the interaction between context and stimulus quality entirely rather than simply reducing it. No matter how the priming arises within semantics, this benefit should eventually find its way into the lexical system resulting in an interaction. In Stolz and Neely's (1995) Experiment 2 (200-ms stimulus onset asynchrony), participants had ample time to process the cue: 150 ms of cue presentation followed by a 50-ms interstimulus interval (ISI), plus at least some portion of the 600-ms response time. It seems unlikely that activation would spread so slowly that over such a long period, no effect of context would find its way into the lexical system, particularly given the robust context effects observed. However, even with 96 participants the interaction failed to materialize. We revisit this question by examining the distributional characteristics of our data, and in the General Discussion we provide an alternative account that is able to accommodate this pattern.
Block-vs. Trial-Level Manipulations
Setting these problems aside for the moment, the time-course account makes a separate prediction about the level at which associative strength is operating. In a typical semantic context experiment, RP can only be defined across a series of trials (individual trials do not have a relatedness proportion). The same is not true of associative strength. Each individual trial has its own associative strength between the cue and target. Thus, RP can only be a block-level manipulation while associative strength can be either a block-or trial-level manipulation. According to the timecourse account, associative strength is a trial-level manipulation: the weaker associates spread activation more slowly than the stronger associates do. Stolz and Neely (1995) manipulated associative strength at the block level, meaning that they could not assess the level at which the associative strength manipulation has its influence-it could be either local (trial-level), global (block-level), or a combination. The time-course account predicts that associative strength is a trial-level (or local) rather than a global manipulation. To test this prediction, we intermixed strong and weak associative strength trials (in other words, we manipulate associative strength at the trial-level). If associative strength is a global level manipulation (as RP is), then one of two things will occur: either the weak associates will dominate the global associative strength enough for the monitor to turn semantic feedback off, producing additive effects of stimulus quality and context for both strong and weak associative strength trial. Or, the strong associates will dominate and feedback will be maintained, producing an interaction between stimulus quality and context for both strong and weak associates. The key here is that a (solely) global influence predicts no difference between strong and weak associates vis a vis the context by stimulus quality interaction when strengths are intermixed. A three-way interaction of the form reported in Stolz and Neely (1995) , where the interaction between stimulus quality and context is present for strong associates but not weak associates, would favor a local influence (as predicted by the time-course account) over a global one.
The two experiments reported here test this assertion, first with the stimulus set used by Stolz and Neely (1995) , and then with a new stimulus set that corrects for the possibility of a list effect (Stolz and Neely's Experiment 2 did not counterbalance targets across strong-and weak-association conditions). To anticipate the results, mixing strong and weak associates in the same block of trials yielded a three-way interaction such that there is an interaction between stimulus quality and semantic context for strong associates but additive effects of these factors for weak associates. This favors a trial-level (or local) influence of associative strength as predicted by the time-course account.
Experiment 1

Method
Participants. Forty-five University of Waterloo undergraduate students took part in the experiment for payment or credit towards undergraduate psychology courses. All spoke English as a first language and reported having normal or corrected-to-normal vision.
Design. A 2 (context: related vs. unrelated) ϫ 2 (stimulus quality: bright vs. dim) ϫ 2 (associative strength: strong vs. weak) repeated measures design was used for word targets. All three factors were within-participant, and trials from all eight conditions were randomly intermixed. Two-thirds of all trials were word trials, while the remaining were nonword trials. For both word and nonwords trials, there were equal numbers of bright and dim trials. For word trials, half of the trials were related cue-target pairs, whereas the remaining trials were unrelated pairs. Of the related pairs, half were strongly associated, and the remaining trials were only weakly associated.
Stimulus materials and list construction. The stimuli consisted of the 96 cue-target word pairs and 48 cue word-target nonword pairs used by Stolz and Neely (1995) . Cue-target word pairs were selected by choosing pairs of cues and their strongest associates from the Nelson, McEvoy, and Schreiber (1998) norms. Half of the pairs had relatively strong associative strengths, while half had relatively weak associative strengths (see below for details). The 96 word pairs were then used to form eight lists. Within each list, related trials consisted of 24 strong-associate word pairs (12 bright, 12 dim), and 24 weak-associate word pairs (12 bright, 12 dim). Unrelated trials were generated by rotating the remaining unused cues with the other unused targets from the same associative strength category: weak (strong) cues were assigned to act as unrelated cues for other weak (strong) targets. In this way, each unrelated trial also has an associative strength assigned to it. The combinations of cue and target words were rotated across participants such that each target appeared equally often in bright and dim form and was preceded equally often by related and unrelated cues. The sequence of trials was randomized anew for each participant.
The word list for Experiment 1 along with relevant lexical and association characteristics can be found in Appendix A. By design, the associative strength for weak pairs is significantly less than for strong pairs (.17 vs. .77), t (94) (46,817 vs. 35,252, respectively) , t(93) ϭ 1.11, ns, but did differ in log frequency such that weak associate cues were of higher frequency (10.2 vs. 9.1), t(93) ϭ 3.45, p Ͻ .01.
All stimuli appeared in a 12-point Fixedsys font face. The first word of each pair was the cue and always appeared in clearly visible lowercase letters. The second word was the target and appeared in lowercase letters that were clearly visible on half of the trials (RGB values: 200, 200, 200) and dim on the other half (RGB values: 63, 63, 63) .
Procedure. Participants were tested individually and were seated approximately 57 cm from the computer monitor in a dimly lit room. Participants read through instructions that were displayed on the computer monitor, and the experimenter then recapitulated them aloud. All timing parameters were chosen to be consistent with Stolz and Neely (1995; Experiment 2) . Each trial began with a fixation asterisk (*) displayed at the center of the screen for 2,000 ms. Following fixation, a cue appeared at fixation for 150 ms, followed by a blank ISI of 50 ms (producing an SOA of 200 ms). A target was then presented at fixation until the participant produced a response (if the participant did not respond after 3000 ms, the computer terminated the trial and recorded an error). All participants were directed to indicate the presence of a word by pressing a key with their right index finger, and that of a nonword using their left index finger. Participants were instructed to respond as quickly and accurately as possible.
Stimuli were displayed on a standard 15-inch SVGA monitor controlled by E-Prime software (Schneider, Eschmann, & Zuccolotto, 2002 ) implemented on a Pentium-IV (1,800 MHz) computer. Response latencies were collected to the nearest millisecond.
Results
Data for three participants were discarded because of excessive errors on nonword trials (greater than 30% errors in the bright condition). Two more participants were dropped because of excessively large stimulus quality effects (more than 3.5 SDs from the sample mean), suggesting inordinate difficulty with the task on dim trials. Equal numbers of participants remained in each of the eight counterbalance conditions. We excluded error trials from analysis, accounting for 3.4% of trials. Only correct responses to the target words were included in the analysis of the RT data. These data were submitted to a recursive outlier analysis (Van Selst & Jolicoeur, 1994) , which resulted in the further elimination of 2.0% of the data. Mean response times and percentage errors are presented in Table 1 .
The mean RTs for each participant in each condition were submitted to a 2 ϫ 2 ϫ 2 within-participants analysis of variance (ANOVA). There were significant main effects of relatedness, F(1, 39) ϭ 51. Given the significant three-way interaction, we tested the two underlying interactions between stimulus quality and context (strong associates at ϩ 47 ms and weak associates at ϩ 3 ms.). The interaction was present for the strong associates, F(1, 39) ϭ 11.97, p Ͻ .001, p 2 ϭ .235, but there was no evidence for an interaction with the weak associates, F(1, 39) Ͻ 1, p Ͼ .8, p 2 ϭ .000. Finally, Stolz and Neely's (1995) time course account of associative strength predicts an interaction between associative strength and context for bright trials. There was no evidence for that interaction here, F(1, 39) Ͻ 1, MSE ϭ 51.1, p Ͼ .8, p 2 ϭ .004. The error data were not suitable for analysis because of a large number of zeroes in the participant data. 
Discussion
The most theoretically important result from Experiment 1 is the significant three-way interaction between the effects of associative strength, stimulus quality, and context. As in Stolz and Neely's (1995) blocked design, the interaction between stimulus quality and context was eliminated for weakly associated cue-target pairs. Given that these trials were intermixed in the present experiments, this result is difficult to accommodate with only a global context monitor. We therefore take the results of Experiment 1 to suggest that the control mechanism must be relying on local information (information available within the trial).
The second important result relates to testing the replicability of the null interaction between associative strength and context. Slower activation between associates should result in less support for the eventual target (as might the lack of feedback support), thus the time-course account predicts that the context effect for weak associates should be smaller than for strong associates even on bright trials. Stolz and Neely's experiment showed no evidence of that interaction, and neither does the present experiment. This suggests that the failure to see an interaction is not simply a Type II error (Experiment 2 provides an additional demonstration of the same pattern).
Experiment 2
The stimuli in Experiment 1 were the same as those used by Stolz and Neely in their original experiment examining the joint effects of semantic context, stimulus quality and associative strength. An alternative explanation of the patterns of data found in Stolz and Neely and here in Experiment 1 is simply that they were the result of the particular word list that was used. Because of the way in which items were selected for that experiment, individual targets were preceded only by strong or weak-associate cue words (i.e., not both). Thus, it may be that the targets used in the weak-associate pairings do not show the typical interaction between stimulus quality and semantic context, but that a different set of weak-associate cue-target pairings would show a different pattern. It may also be a quirk of this particular item list that the interaction between associative strength and context that is predicted by Stolz and Neely's time-course account is not detected.
To further test the trial-level scope of the associative strength manipulation, and to rule out the possibility that the results were simply because of a target-list effect, a new list of stimuli were selected for Experiment 2. In this stimulus list, the same targets are preceded by both strong-and weak-associate cues, counterbalanced across participants. Because the same items now make up both the weak-and strong-associate target lists, any difference between associative strength conditions cannot be attributed to target-specific characteristics, as might be the case in Stolz and Neely and Experiment 1 here. On the other hand, if the three-way interaction found in Experiment 1 (and in Stolz and Neely) is once again observed using this new stimulus list, we can conclude that associative strength directly influences the interaction between stimulus quality and context. Furthermore, because trial types are inter-mixed here (as in Experiment 1), eliminating the interaction between stimulus quality and context in the weak-associates condition would support the hypothesis that associative strength is a trial-level manipulation (although it does not exclude the possibility that there is a global influence as well).
Method
Participants. Seventy-three University of Waterloo undergraduate students took part in the experiment for payment or credit towards undergraduate psychology courses. All spoke English as a first language and reported having normal or corrected-to-normal vision.
Design. The same repeated measures design as in Experiment 1 was used.
Stimulus materials and list construction. To counterbalance targets across associative strength conditions, a new stimulus list was assembled using Nelson et al.'s (1998) association norms. Ninety-six targets were selected that are the strongest associate to both a high-and low-associative strength cue word. For example, although PUSH is the strongest associate for both SHOVE and FORCE, it is much more strongly associated with SHOVE (.94) than with FORCE (.15). Thus we have one cue-target pairing for each of the associative strength lists, using the same target (SHOVE-PUSH for the strong associate list, and FORCE-PUSH for the weak associate list). This stimulus list appears in Appendix B. By design the associative strength for weak pairs is significantly less than for strong pairs (.17 vs. .75, respectively), t(190) ϭ 58.84, p Ͻ .001. They also have significantly weaker backwards associative strengths (.02 vs. .13), t(190) ϭ 5.36, p Ͻ .001. Cues do not differ in raw frequencies (46,209 vs. 21,209 respectively), t(189) ϭ 1.37, ns, but they do differ in log frequencies such that the weak cues tended to have higher log frequencies than did strong cues (8.9 vs. 8.3 respectively), t(189) ϭ 2.16, p Ͻ .05. The same 48 word cue-nonword target pairs used in Experiment 1 were retained. As with Experiment 1, unrelated trials were generated by rotating the cues and assigning them to other targets. Because the targets are counterbalanced across associative strength conditions, it is the cue that determines the strength of the association on a given trial, and thus related and unrelated trials have associative strengths determined by the cue.
Procedure. The procedure was identical to that used in Experiment 1.
Results
Data for seven participants were discarded from the analysis because of excessive errors on non-word trials (greater than 30% in the bright condition). Two more participants were identified as outliers (Ͼ3.5 SDs from the mean) and therefore dropped from further analysis (one in the main effect of stimulus quality, the other in the main effect for associative strength). There were equal numbers of participants remaining in each counterbalance condition. For these 64 participants, only correct responses to the target words were included in the analysis of the RT data (errors accounted for 1.4% of the word data). The remaining data were submitted to a recursive outlier analysis (Van Selst & Jolicoeur, 1994) , which resulted in the further elimination of 2.8% of the data. Mean response times and percentage errors for each condition are presented in Table 2 .
The mean RTs for each participant in each condition were submitted to a 2 ϫ 2 ϫ 2 within-participant ANOVA. There were significant main effects of relatedness, F(1, 63) Although the third-order interaction is only marginally significant in Experiment 2, we feel confident in proceeding with the a priori tests because the trend is clearly in the direction we predicted on the basis of Experiment 1 and Stolz and Neely (1995; Experiment 2). Suspicions that the marginal significance can be attributed to a lack of power are confirmed by the fact that when the two experiments are combined in a 2 ϫ 2 ϫ 2 ϫ 2 ANOVA (stimulus quality ϫ context ϫ associative strength ϫ experiment) the four-way interaction is not significant, but the increased power now yields a significant threeway interaction (stimulus quality ϫ context ϫ associative strength), F(1, 102) ϭ 7.5, MSE ϭ 2467.8, p Ͻ .01.
As in Experiment 1, we carried out planned tests of the two interactions between stimulus quality and context (strong associates at ϩ 28 ms and weak associates at Ϫ5 ms.). As in Experiment 1, it is clear that the interaction is present for the strong associate trials, F(1, 63) ϭ 8.9, p Ͻ .01, p 2 ϭ .123, but not for the weak associate trials, F(1, 63) Ͻ 1, p Ͼ .70, p 2 ϭ .002. The error data are not suitable for analysis because of a large number of zeroes in the participant data.
Discussion
Experiment 2 confirms that, when RP is .5, the relation between associative strength, semantic context, and stimulus quality reported by Stolz and Neely (1995) and here in Experiment 1 was likely not driven by the particular targets used: even when targets were counterbalanced across conditions, the pattern of results found in Experiment 1 held. That is, once again the interaction between stimulus quality and context (observed for strong associates) was eliminated when the cue-target pairs are only weakly associated. Further, there are now three experiments (Experiments 1 and 2 here, and Stolz & Neely's Experiment 2) that fail to produce the interaction between associative strength and context for bright trials that is predicted by Stolz and Neely's time course account.
Distributional analysis. A claim of additivity in the means amounts in practice to accepting the null hypothesis of no interaction. It is therefore useful to take a closer look at the entire distribution of response times to ensure that the apparent additivity is not the result of a more complex pattern of underlying data. For example, Yap et al. (2008) manipulated word frequency and stimulus quality in a lexical decision study with pseudohomophone nonwords and reported a pattern of additivity in the means that represented the averaging of overadditive effects on faster trials and underadditive effects on slower trials (essentially, a crossover three-way interaction). In the present experiments the distributional analysis is particularly interesting, because there are now three experiments that have failed to show the interaction between associative strength and context on mean response times that is predicted by Stolz and Neely's (1995) time course account. If the time-course account were true, then at the very least the slowest response times should show the appropriate interaction such that strong associates show larger context effects than weak associates. In other words, if we consider different points in the response time distributions, the time-course account predicts that the magnitudes of the context effects for strong and weak associates should diverge as the response times slow.
To verify that the additivity observed for weak associates is not the result of a more complex underlying pattern, and to explore whether or not there is any evidence of the diverging context effects predicted by the time-course account, we vincentized (Vincent, 1912) each participants RTs in each condition into 10 deciles (fastest RTs in decile 1, slowest in decile 10), collapsed those deciles across participants and examined the pattern of context effects across the range of RTs. Because separating the RTs in this way resulted in relatively few observations per cell per participant we collapsed the data across the two experiments to increase power.
Results
The first important observation is that there is no evidence that the additive joint effects of stimulus quality and context observed in the means are the result of averaging more complex data patterns. For strong associates, the middle and slowest reaction times show statistically significant interactions between stimulus quality and context, as expected (Figure 2A) . Critically, for the weak associates no part of the distribution produces a significant interaction between stimulus quality and context ( Figure 2B ). This pattern strengthens our view that the additive effects observed here and in Stolz and Neely's experiment are genuine. As for the time-course account, Figure 3 clearly demonstrates that the context effects for strong and weak associates on bright trials do not diverge as predicted. Despite very slow response times in the slowest decile (over 800 ms), the context effects remain identical across associative strength. Indeed, the trend is for weak associates to have larger context effects than the strong associates. Stolz and Neely (1995) evaluated the ability of a number of accounts to explain both the typical interaction between stimulus quality and context when RP is .5, and the additive joint effects of these same factors when RP is low or associative strength is weak. Automatic spreading activation, semantic matching/compound cueing, and expectancy-based accounts were all found to be lacking. Instead, Stolz and Neely proposed two accounts (one for RP, and one for associative strength) that adopted Besner and Smith's (1992) interactive activation framework (Figure 1 ). For RP, Stolz and Neely adopted Besner's suggestion of a control mechanism that is able to track the proportion of related trials within an experimental block (see Stolz & Neely, 1995 p. 608) . This control mechanism is proposed to toggle feedback from the semantic system to the orthographic system (on or off) in an effort to conserve spreading activation. If only a few trials are related then feedback from semantics is not helpful because on the majority of trials this feedback increases competition within the orthographic system by activating lexical entries that are unlikely to be the eventual target. This account relies on the notion of a monitor that tracks the global context of the experiment and determines whether or not the feedback is useful enough to justify the increased activation throughout the orthographic system. One consequence of turning off the feedback from semantics is that the interaction between stimulus quality and context is eliminated because semantic information (where context is thought to have its influence) no longer finds its way into the lexical system.
General Discussion
For associative strength, Stolz and Neely (1995) proposed that the elimination of the interaction between stimulus quality and context resulted from different time-courses of processing. This time-course account assumes that activation spreads more slowly from cue to target when the pair is weakly associated. In the experiment with a short cue target SOA, the argument goes, activation spreads too slowly to produce detectable effects in the lexical system. 3 We have highlighted two problems with this account. The first is with the assumption that activation would not spread fast enough for weak associates to produce a context effect in the lexical system. It seems unlikely that 800 ms (the time between the cue and the average time to produce a response to the target) is not enough time to produce at least some interaction between stimulus quality and context, no matter how weakly associated the cue-target pairs, especially given the robust context effects observed. Furthermore, this account predicts that there should be a larger context effect for strongly associated cue-target pairs than for weakly associated cue-target pairs, even in the bright condition. This pattern is not found in Stolz and Neely's data nor in either of the two experiments reported here. A distributional analysis of the present experiments also fails to support either of the assumptions underlying the time course account.
A New Account
Here we propose a new account and suggest that Stolz and Neely's (1995) account of RP, provided it is modified as suggested here, can be extended to associative strength. Stolz and Neely's control mechanism monitors global contextual information to determine whether, across several trials, feedback served a useful function. Such a control mechanism can successfully account for the effect of manipulating RP or associative strength between blocks, because the participant can predict the utility of feedback on the next trial. However, a control mechanism relying only on global contextual information cannot account for the findings in Experiments 1 and 2 here that associative strength mediates the joint 3 Stolz and Neely (1995) reported that at longer SOAs (800 ms) the interaction between stimulus quality and context is preserved for both strong and weak associates. Our account makes no predictions here, but we note that semantic context effects show qualitatively different patterns at short and long SOAs. In particular, inhibitory effects (relative to neutral baselines) are observed at longer but not shorter SOAs (Neely, 1977; Posner & Snyder, 1975) . Such observations suggest that the processing dynamics may differ substantially at different SOAs. effects of stimulus quality and semantic context even when trials of differing strengths are intermixed. If only global information were being used, intermixing trial types should either dilute the global associative strength enough for the control monitor to turn off feedback, or it should not, but the same processing dynamics should apply to all trials within the experiment. Thus the three-way interaction reported in Experiment 1 and significant in a one-tailed test in Experiment 2 (stimulus quality ϫ context ϫ associative strength such that stimulus quality and context interact for strong associates but are additive for weak associates when the two types are inter-mixed) cannot be reconciled with a purely global account. The participant is unable to predict the potential trial type; therefore, the information required by the monitor must be available within the trial but before the target arrives. Any control mechanism operating here must operate at a very local level. Because the only event within a trial that precedes target processing is the onset of the cue, whatever local information the monitor is using must be available during cue processing.
Converging Evidence for Distinct Global and Local Control Mechanisms
There is another pattern of results that supports the existence of local control mechanisms in reading related tasks. Specifically, the joint effects of word frequency and stimulus quality have proven to be a topic of considerable interest. In lexical decision, word frequency typically has additive effects with stimulus quality (Balota & Abrams, 1995; O'Malley et al., 2007; Plourde & Besner, 1997; Yap et al., 2008) . In reading aloud, however, these same factors interact such that the effect of stimulus quality is stronger for low frequency words than for high frequency words (O'Malley et al., 2007; O'Malley & Besner, 2008; . Yap and Balota (2007) argued that this represented a fundamental difference in the two tasks, but O'Malley and have demonstrated that it is the presence or absence of nonwords (always present in lexical decision, rarely when reading aloud), not the task, that mediates the interaction. Specifically, they found that stimulus quality and word frequency are additive factors when participants are asked to read aloud nonwords and words mixed together in an experiment. To account for this effect, O'Malley and Besner proposed that when nonwords are present, processing from the letter level to the orthographic input lexicon is thresholded, such that the stimulus quality manipulation affects processing prior to the orthographic input lexicon and word frequency affects processing within the orthographic input lexicon. By hypothesis, the presence or absence of nonwords acts as a global control factor in their experiments much like RP does in Stolz and Neely's experiments. Borowsky and Besner (1993, Experiment 3) provide data that are consistent with the idea that the lexicality of the cue (words vs. nonwords) can also act as a local control factor. They jointly manipulated three factors within a single experiment: word frequency (treated as a continuous variable), stimulus quality (intact vs. degraded), and context (related word cue vs. nonword cue vs. unrelated word cue). In their analysis they reported no evidence of an interaction between stimulus quality and word frequency, but they do not report an analysis of the three factors together (word frequency, stimulus quality, and context). A closer look at the pattern of stimulus quality by word frequency interactions across the different cue-conditions (related word, unrelated word, nonword) suggests a more complicated story. Specifically, when the cue event was an unrelated word, the effect of word frequency was six times larger in the degraded condition (␤ ϭ Ϫ.61) than in the intact condition (␤ ϭ Ϫ.10). When the cue event was an unrelated nonword, however, word frequency was additive with stimulus quality (␤ ϭ Ϫ.23 for degraded targets vs. ␤ ϭ Ϫ.17 intact targets).
Given that Borowsky and Besner (1993) did not analyze for this more complicated pattern, they provide no account for it. However, in the context of the present experiments and those of O'Malley and , we propose that Borowsky and Besner's data can be accounted for by assuming that the lexicality of the cue acted as a local control factor, much as associative strength might in the present studies. Specifically, we propose that in Borowsky and Besner's Experiment 3, the cue event mediated the thresholding proposed by O'Malley and Besner: when the cue was a nonword, target processing at the letter level was thresholded before activation was passed on to the orthographic input lexicon. This prevented stimulus quality from having an effect at the orthographic input lexicon or beyond, where word frequency and context were free to intermix. The result was additive effects of stimulus quality and word frequency, but an interaction between context and word frequency. When the cue was a word, however, there was no threshold between these two levels resulting in interactions of all pairs of factors.
Associative Strength as a Proxy for Associate Set Size
In the Nelson et al. (1998) corpus used to produce the stimulus lists in Stolz and Neely (1995) and here, there is a correlation between the number of associates to each cue and the associative strength between the cue and its strongest associate. Indeed, for the 5,018 cue words in the Nelson et al. (1998) data set the correlation is Ϫ.75. That is, the more associates a cue has, the weaker the associative strength tends to be for the strongest associate. This arises because the associative strength between a cue and target represents the proportion of participants who, when given the cue, respond with the target in a free association task (e.g., 94% of participants given the cue SHOVE, respond with PUSH so that the pair SHOVE-PUSH has an associative strength of .94). When a cue has a very strong associate (as in SHOVE-PUSH), there is room for only a few other associates while a cue who's strongest associate is relatively weakly associated (as in CARPET-RUG, with an associative strength of only .25) there is ample room for a large number of alternative associates. This confound is clearly present in the materials used for the present experiments. In both experiments, the weak cues had a significantly larger set of potential associates than did the strong cues; Experiment 1: t (94) Given the relationship between associative strength and number of associates, the local control monitor could use a rule based on the number of concepts in the semantic system that are activated by the cue to determine whether or not feedback from the semantic system to the orthographic input lexicon will be useful or not. If a cue results in activation for a large number of potential targets at the semantic level, feedback from the semantic system will only increase the amount of noise in the orthographic input lexicon. To reduce the noise, feedback is turned off, reducing competition from irrelevant associates at the orthographic level, which in turn helps in subsequent target processing.
Default Status of Feedback: Distinguishing Between the Time-Course and Local Control Accounts
If the feedback is on by default both accounts predict that the interaction for weak associates would be smaller, but not eliminated. We now have three demonstrations that the interaction is eliminated. However, if feedback is off by default, and only turned on when the number of activated associates is low, the control account would predict perfect additivity for weak associates but not strong. The same cannot be said for the time-course account since it does not allow for a dynamic feedback mechanism.
Support for the view that feedback is off by default comes from Brown and Besner (2002) who varied context and stimulus quality in a masked semantic context experiment with a high RP (0.5) and strong associates. Since participants were unaware of the cues, they could not make use of the RP information to strategically alter the state of the feedback. Thus, if feedback were on by default they would have observed an interaction between stimulus quality and relatedness (as in Stolz & Neely's high RP condition, 1995) . Instead, they reported additivity of these factors and argued that feedback was off by default. Reimer, Lorsbach, and Bleakney (2008) and Balota, Yap, Cortese, and Watson (2008) report results that could be taken to challenge the Brown and Besner (2002) conclusion. Reimer et al. (2008) used a masked mediated priming paradigm where the participant is presented with pairs such as FROG-TOLD. The masked prime FROG is thought to activate the entry for TOAD in the semantic system, and thus TOAD acts as a mediator. In their studies, the semantic mediator (TOAD) facilitated responses to orthographically similar targets (TOLD), but not to homophone targets (TOWED). Applying the same logic as Brown and Besner (2002) , they concluded that feedback from semantics to the OIL must be enabled by default. We are unconvinced by their results. First, Reimer et al. used a 53-ms cue duration, which is considerably longer than the 32-ms duration in Brown and Besner (2002) . At this duration, participants may have been aware of the cues on many trials. Second, Reimer et al. state that RP is .1 in their Experiment 1 and .17 in Experiments 2A and 2B, but this is only the case if we ignore the orthographically and homophonically related pairs. Because the mediator should assist processing on those trials as well, we believe that functionally the RPs were .3 in Experiment 1 and .33 in experiments 2A and 2B. Although this is still lower than the RP in Brown and Besner (2002) , the nature of feedback in experiments involving orthographic or phonological cues has never been examined. It may be that these cues do not require the same high RP that semantic cues do to justify enabling feedback. In short, the Reimer et al. data do not convince us that feedback is enabled by default.
Evidence for the Opposing View
Although Yap et al. (2008) were not interested in the nature of feedback from the semantic system, they used a nearly identical experimental design to the one used by Brown and Besner (2002) . In a masked priming experiment manipulating stimulus quality and semantic context, Yap et al. reported that these two factors interacted, a result that directly contradicts the results reported by Brown and Besner (2002) . Here again, Yap et al. used a longer cue display duration (42 ms) than did Brown and Besner (32 ms) . Once again, it is possible that participants were aware of the cues often enough to detect a high RP (50% in their studies) and turn on feedback. Given that both experiments used longer cue durations than did Brown and Besner, we take the view that these studies do not provide strong evidence that feedback is enabled by default. We continue to prefer our assumption that the default setting is to disable feedback to the lexical system. Further tests of the claim that the default is for feedback to be on, if tested with a masking procedure, will need to more stringently evaluate how conscious cue processing is.
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With feedback disabled by default, the present account can accommodate the finding that stimulus quality and context are perfectly additive. In particular there is not even a hint in the distributional analysis of an interaction emerging even for the slowest response times. This would seem to be a problem for the Stolz and Neely's (1995) time-course account, but not for the present account.
Both accounts leave one result unexplained: three experiments (Experiments 1 and 2 here, and Experiment 2 in Stolz & Neely, 1995) have yielded no difference in the context effect for strong and weak associates in the bright condition. Both Stolz and Neely's time-course account and the present account predict that weak associates should show less priming than strong associates. In the time course account, this prediction arises from the slower spreading of activation to weak associates, while in the present account it arises from the presence/absence of a feedback loop between semantics and the OIL. Thus, while we believe our account improves on the time-course account, it will surely not be the final word on the topic.
Plaut and Booth's PDP Model
To date, few implemented models of visual word recognition have attempted to address any part of the pattern of data reported in Stolz and Neely (1995) . One notable exception is Plaut and Booth's PDP model (Plaut & Booth, 2000) . This model successfully produces the interaction between stimulus quality and context that is found for strong associates given a high RP. Although Plaut and Booth do not attempt to simulate the additive effects of interest here, they do claim that the model successfully produces additive effects of two other factors: stimulus quality and word frequency. It is reasonable to expect that if the model is capable of producing additivity between these two factors it might also be capable of producing the additive effects discussed here. However, the model's success in this respect has been challenged (see versus Plaut & Booth, 2006 . Most recently, Besner, Wartak, and Robidoux (2008) reported a number of new simulations with the Plaut and Booth model and found that additivity is the exception rather than the rule and occurs only under very narrow circumstances (a small range of stimulus quality manipulations). In particular, they found that the model produces a pattern never seen in skilled reader: at weaker manipulations of stimulus quality high frequency words are more affected than are low frequency words. Stolz and Neely (1995) reported data suggesting the need for a control mechanism to explain the elimination of the (typically reported) interaction between stimulus quality and semantic context when the proportion of related trials is low, but appealed to a more passive time-course account to explain why this same interaction is eliminated for weak associates (when relatedness proportion remains high).
Conclusions
Here we argue that their data can be more parsimoniously accounted for by assuming the same mechanism is in play in both cases, but using a different level of information. In the case of RP a global control mechanism uses block-level information to monitor conditions across a number of trials. The present experiments produced a three-way interaction between associative strength, stimulus quality, and context such that the interaction between stimulus quality and context is present for strongly associated cue-target pairs but absent for weakly associated cue-target pairs, even when trials with different strengths of association are intermixed. A global monitor on its own cannot accommodate these results. Instead, they imply that the monitor must rely in part on information within each trial and making the adjustment before the target appears. To exert control soon enough (before processing of the target begins) the control mechanism must rely on information available during cue processing. Thus we argue that it is best to think of the effect of associative strength as the result of local control. We further propose that it is the number of associates activated by the cue that drives the local control decision.
Under the assumption that feedback is disabled by default, the results of the two experiments reported here are consistent with the assumption of two forms of control over feedback from semantics to the lexical level in the context of semantic priming in lexical decision. The state of one is global and is set by an estimate of the RP across a block of trials. If the proportion is high then feedback is enabled whereas if the proportion is low then feedback remains disabled. A second form of control is local, and operates within a trial. The estimate of associative strength is determined by the cue. When the associative strength is strong (and thus only a few potential associates are activated) then feedback is enabled but when the strength is weak (and a large number of potential associates are activated) than feedback remains blocked.
The present work achieves several important goals. First, it firmly documents the existence of a three-way interaction between contextual relatedness effects, stimulus quality and strength of association. This empirical result represents an important challenge for any account of semantic context effects. Second, it strengthens the claim of additive effects of stimulus quality and context when associates are weak by demonstrating that the additivity is consistent throughout the distribution of RTs. Such examinations of null effects are key if they are to be accepted. Finally, we provide an alternative account of the role of associative strength in semantic processing. Whether the framework proposed here proves useful for understanding and guiding future work remains to be seen. Whatever explanatory framework is adopted, it will have to accommodate the three-way interaction between stimulus quality, semantic context and associative strength that is (now) well established. c Set size refers to the number of words associated with the cue in the Nelson et al. (1998) corpus. d Reported word frequencies are retrieved from the English Lexicon Project and refer to the Hyperspace Analogue to Language (HAL) frequency norms (Lund & Burgess, 1996) . e TRUE and FALSE do not have HAL frequencies in the English Lexicon Project corpus.
f In the case of LACE and ABILITY, the highest strength associates (SHOELACE and CAPABILITY) contained the cue. Stolz and Neely (1995) replaced these targets with similar words that did not share the visual overlap: SHOE and CAPABLE.
(Appendices continue)
