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Existing measures for the relevance of instrumental variables tend to
focus on the ability of the instrument set to predict a single endoge-
nous regressor, even if there is more than one endogenous regressor in
the equation of interest. We propose new measures of instrument rel-
evance in the presence of multiple endogenous regressors, taking both
univariate and multivariate perspectives, and develop the accompany-
ing exact ﬁnite sample distribution theory in each case. In passing,
the paper also explores relationships that exist between the measures
proposed here and other statistics that have been proposed elsewhere
in the literature. These explorations highlight the close connection be-
tween notions of instrument relevance, identiﬁcation and speciﬁcation
testing in simultaneous equations models.
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1 Introduction
Inference based on instrumental variable (IV ) methods is contingent on
the availability of valid instruments. Validity of instruments, as deﬁned by
the standard assumptions accompanying IV estimators, is comprised of two
distinct attributes: (i) exogeneity and (ii) relevance.1 In this paper we are
solely concerned with issues of instrument relevance.
The recent past has seen much discussion of the consequences of weak,
or irrelevant, instruments for inference based on IV methods; see, for exam-
ple, Phillips (1989), Nelson and Startz (1990a,b), Choi and Phillips (1992),
Bound, Jaeger, and Baker (1995), Hall, Rudebusch, and Wilcox (1996),
Staiger and Stock (1997), Shea (1997), Dufour (1997), Zivot, Startz, and
Nelson (1998), Wang and Zivot (1998), Startz, Nelson, and Zivot (2000),
Woglom (2001) and Hahn and Hausman (2002). There is clear consensus
that the deleterious eﬀect of weak instruments on many standard techniques
of inference cannot be ignored.
There is, however, no generally agreed deﬁnition of what exactly con-
stitutes ‘weakness’. For the most part weakness of instruments corresponds
to a lack of identiﬁcation and is characterized by a non-centrality parame-
ter being, in some sense, close to zero. In the case of a single endogenous
regressor this non-centrality parameter is often scaled by the degree of over-
identiﬁcation of the model. This scaling invites analogy to an F-statistic
of the ﬁrst stage regression when the IV estimate is viewed as a two-stage
least squares procedure; see Bound et al. (1995) and Stock, Wright, and
Yogo (2002). An almost inevitable consequence of this analogy is that dis-
cussions of IV estimation and instrument relevance have focused around
the perception that variables used as instruments should be highly corre-
lated with the variables that they replace.2 Two measures that have been
developed in this vane and which have found common acceptance in the
literature are the partial R2 statistics proposed by Bound et al. (1995) and
Shea (1997).3 In general, these two statistics are distinct and have diﬀerent
characteristics. The former, which we will denote as R2
p , is designed for
models which contain just one endogenous regressor. The latter is available
in models with several endogenous regressors but it only provides a ‘rule of
thumb’ by which to gauge ‘relevance’ as there is no associated distribution
theory upon which more formal inference can be based.
1Within a set of valid instruments one might also be concerned about issues of eﬃciency
or optimal instrument choice. We shall abstract from such considerations in this paper.
2It is worth noting that such arguments do not necessarily lead to ‘optimal’ IV esti-
mators; see, for example, Forchini and Hillier (1999) and Hahn and Hausman (2002).
3Other measures of instrument relevance exist, such as those explored by Hall et al.
(1996) and Staiger and Stock (1997). However, if IV estimation is thought of as a two-
stage procedure, all of these measures can be thought of as examining the goodness of ﬁt
of the ﬁrst stage regression. The partial R
2 measures discussed here are the simplest ways
of doing this and are the procedures most commonly encountered in practice.Assessing Instrumental Variable Relevance 2
In this paper we adopt a rather diﬀerent perspective. We are motivated
by the idea that the instrument set should be independent of, or at least
asymptotically uncorrelated with, the stochastic disturbances in the system.
Thus the instruments cannot be perfectly correlated with the endogenous
variables, yet at the same time they are unlikely to be of much use if they
are completely uncorrelated with the regressors. Hence we seek a reliable
measure that will characterise complete lack of correlation, rather than one
designed to detect high or perfect correlation. We therefore propose the use
of a partial coeﬃcient of alienation, denoted A2
p, as a measure of instrument
relevance. We generalize A2
p to models containing arbitrary numbers of en-
dogenous regressors (subject to the usual identiﬁcation conditions holding).
Unlike the partial R2 of Shea (1997), we also show that it is possible to
provide an analytical exploration of the sampling distribution of A2
p and,
consequently, to develop appropriate inferential procedures.
Coincidentally, we also generalize R2
p to models containing arbitrary
numbers of endogenous regressors and derive it’s sampling distribution and
associated inferential procedures. Although A2
p is related to R2
p in the spe-
cial case of a model with a single endogenous regressor it is seen that the
relationship does not hold in more general models. Consequently we note
that the generalizations of A2
p and R2
p may yield distinct outcomes.
The structure of the remainder of the paper is as follows. In the next
section we shall outline the model and explore some existing measures of
instrument relevance. In Section 3 we provide the deﬁnition of A2
p and ex-
plore its sampling properties. This enables us to provide a formal hypothesis
test of instrument relevance although we advocate its use as a calibration
device. Section 4 explores the relationship between instrument relevance,
speciﬁcation testing, and over-identiﬁcation, in the context of the measures
and tests discussed in the earlier sections. In Section 5 we provide multi-
variate versions of A2
p and R2
p which are applicable when there is more than
one endogenous regressor in the equation of interest. These measures are
denoted A2
p and R2
p, respectively, and Section 6 discusses the relationships
of A2
p and R2
p to alienation, canonical correlations and a likelihood ratio
statistic.
2 Measures of Instrument Relevance
2.1 The Model and Notation
Suppose that
y = Xβ + ε,
where y (N × 1) and X (N × k) represent the observations on an equation
of interest that is to be estimated using the values of the instruments in Z
(N × n), N > n ≥ k. We shall assume, without loss of generality, that ZAssessing Instrumental Variable Relevance 3
has rank equal to n. Finally, we shall partition X = [X1 X2], where X1 is
(N × 1), and β = (β1 β0
2)0.
Before proceeding, we shall ﬁrst establish some notational conventions.
For any (N ×m) matrix W let PW = W(W0W)−W0 and RW = IN −PW,
where (W0W)− denotes the Moore-Penrose generalized-inverse of W0W.
Then PW is the (N × N) idempotent symmetric (prediction) operator that
projects on to the space spanned by the columns of W, where this space
is denoted by Sp{W}, and RW is the associated (residual) operator which
projects on to the orthogonal complement of that space, Sp{W⊥}. Fol-
lowing Shea (1997) we shall adopt a special notation to denote the most
frequently encountered projections. Speciﬁcally, a circumﬂex will denote
projections onto Sp{Z} and a tilde will denote projections onto Sp{X⊥
2 }, e.g.
b X1 = PZX1 and e X1 = RX2X1. Finally, we shall assume that all variables
are measured in terms of deviations from their average so that y = Rıy,
X = RıX and Z = RıZ, where ı0 = (1,...,1) and Rı = (IN − ıı0/N).
2.2 R2 Measures
Shea (1997, p. 348) argues, not unreasonably, that ‘in a multivariate context
relevance requires that Z have components important to X1 that are linearly
independent of those important to X2.’ If we evaluate importance in terms of
the contribution to mean squared error then the components of Z important
to X2 cannot lie in the space of e Z = RX2Z, since e Z0X2 = 0. Consequently,
it seems desirable that the components of Z important to X1 should lie in
Sp{e Z}, for then they will clearly be linearly independent of those important
to X2. A statistic that appears to measure instrument relevance in the sense













Note that the measure R2 does not adjust X1 for the inﬂuence of X2. An
analogous statistic that does make this adjustment is, of course, the squared




















Now it is trivially true that X1 = PX2X1 + e X1 and therefore Pe ZX1 =
Pe Z
e X1 since, by deﬁnition, Pe Z = RX2Z(Z0RX2Z)−Z0RX2 and RX2PX2 = 0.
Hence e X0
1Pe Z
e X1 = X0
1Pe ZX1, so that R2 and R2
p have the same numerator
but diﬀerent denominators, and R2 < R2
p, unless X1 and X2 are orthogonal,
in which case e X0
1 e X1 = X0
1RX2X1 = X0
1X1 and R2 = R2
p.Assessing Instrumental Variable Relevance 4
It is R2
p that accords with the conventional notion of partial R2. Bound
et al. (1995, p. 444), for example, deﬁne partial R2 as the (in our notation)
‘R2 from the regression of X1 on Z once the common exogenous variables
have been partialled out of both X1 and Z.’ Their stipulation on common
exogenous variables in this deﬁnition simply reﬂects the fact that their basic
model contains only one endogenous regressor, so that X2 is necessarily
exogenous and is presumed to act as its own instrument. Here we explicitly
partial out the eﬀects of X2 from both X1 and Z, and we allow X2 to contain
both endogenous and exogenous variables. Moreover, X2 and Z need not
contain any variables in common.
2.3 Shea’s Statistic
Shea (1997) recognised that R2
p, as proposed by Bound et al. (1995), is not
applicable in models containing more than one endogenous regressor. He
suggested that a measure of the relevance of the instrumental variables in
Z for the estimation of the coeﬃcient β1 that is applicable is given by the
correlation between (a) the component of X1 orthogonal to X2, and (b) the
component of X1’s projection on to Z that is orthogonal to X2’s projection













the correlation between e X1 and Rb X2
b X1.
Dubbed a partial R2 by Shea (1997), r2 can be shown to be proportional
to the ratio of the variances of the ordinary least squares (OLS) and the IV
estimator of β1. To see this observe, following Godfrey (1999), that
e X0
1Rb X2
b X1 = X0
1RX2(I − Pb X2)PZX1 = X0
1(PZ − Pb X2)X1 = b X0
1Rb X2
b X1,
where the second equality uses Lemma A.2 to show that PX2(PZ−Pb X2) = 0.














When expressed in this manner the statistic appears as proportional to the
ratio of the variances of the OLS and IV estimators, and it is in this sim-
pliﬁed form that the statistic is motivated by Shea (1997) and subsequently
discussed in Godfrey (1999).
Given the similarities between r2 and R2
p, and in the light of Shea’s claimAssessing Instrumental Variable Relevance 5
(Shea, 1997, §II) that his statistic is equivalent to partial R2, it is natural
at this point to enquire into the relationship between the two measures.
2.4 The Relationship Between Measures
Given that they have the same denominators, the relationship between r2
and R2
p is determined by the relationship between the numerators of the two
statistics, i.e. between
N1 = b X0
1Rb X2







respectively. The question of immediate interest is whether N1 = N2. Start-
ing with the algebraic relationship RRZ = I−RZ(R0
ZRZ)−RZ = I−RZ =
PZ, we can replace PZ in equation (2.2) by RRZ and, using equation (A.1b)




2RRZ]X1 = X1R[X2 RZ]X1. (2.4)






If N1 = N2 then
X0
1RX2X1 = X0
1[Pe Z + PRX2RZ]X1. (2.6)
According to Rao and Mitra (1971, Theorem 5.1.2), equation (2.6) is
satisﬁed if and only if
Pe ZPRX2RZ = 0. (2.7)
From Lemma A.2, Z0Pe Z = Z0RX2 and R0
ZPRX2RZ = RX2RZ. So, on pre-
and post-multiplying equation (2.7) by Z0 and RZ, respectively, it follows
that an equivalent requirement is that Z0RX2RZ = 0.
Partition Z = [Z1 Z2] where, without loss of generality, we may suppose
that Sp{Z2} ⊆ Sp{X2}, so that Z2 = X2D2 for some D2. The obvious
example of such a partitioning is where X2 contains exogenous (predeter-
mined) variables which are included in Z, as would typically be the case in
practice. Note that, because n > k − 1 by assumption, Sp{Z} 6⊆ Sp{X2},
hence RX2Z 6= 0 and Z0
1RX2Z1 > 0. Observe that, by construction,
RX2Z = [RX2Z1 RX2Z2] = [RX2Z1 0],Assessing Instrumental Variable Relevance 6
as Z1 6∈ Sp{X2} and Z2 ∈ Sp{X2} by deﬁnition, and RX2RZ2 = RX2.
Applying Lemma A.1 we obtain RZ = RZ2−RZ2Z1(Z0
1RZ2Z1)−Z0
1RZ2 and
hence RX2 − RX2Z1(Z0
1RZ2Z1)−Z0




































1RX2Z1. Noting that Sp{X2} = Sp{Z2}⊕Sp{RZ2X2}
leads to the conclusion that Z0
1RZ2Z1 ≥ Z0
1RX2Z1, with equality if and
only if Z0
1RZ2X2 = 0 so that Z1 provides no explanation of X2 beyond
that provided by Z2. Therefore we see that r2, Shea’s statistic, will equal
R2
p, partial R2 as conventionally deﬁned, when X2 can act as, and is indeed
used as, its own instrument. Conversely, whenever X2 contains endogenous
regressors r2 and R2
p will diverge.
The preceding results have implications for the practical use of these
measures in models more general than those for which they appear to have
been originally proposed. Recall that Bound et al. (1995) only have a single
endogenous regressor and so r2 will equal R2
p for their model, since X2 will
be a ‘common exogenous’ regressor, although care must be taken with such
an interpretation because their equation of interest contains no explicit X2
variables, exogenous or otherwise.
3 An Alternative Measure and Formal Test Pro-
cedure
To begin, note that the numerator of R2
p, e X0
1Pe Z
e X1, equals the explained
sum of squares in the OLS regression of e X1 on e Z. That is, N2 = e X0
1Pe Z
e X1 =
g0e Z0e Zg, where
e X1 = e Zg + u (3.1)Assessing Instrumental Variable Relevance 7
with g = (e Z0e Z)−e Z0 e X1 and
u0u = e X0
1Re Z
e X1. (3.2)
The operator Re Z is, of course, the natural complement to Pe Z since Pe ZRe Z =
0 and e X0
1 e X1 = e X0
1Pe Z
e X1+ e X0
1Re Z










forms a natural complement to R2
p. Indeed, it is a simple exercise to show
that A2
p equals the squared correlation between e X1 and Re Z
e X1. In particular
A2
p takes the value one when e X1 and e Z are orthogonal and zero if e X1 lies in
Sp{e Z}. In terms of the original variables of the model, A2
p can be viewed as
a measure of the perpendicularity between X1 and Z having adjusted for the
eﬀects of X2, and as such it may be interpreted as a measure of instrument
relevance of the type that we seek.
In order to construct a formal test of instrument relevance based on the
measure A2
p, consider once again the OLS regression equation (3.1). The
reduced form equation for X1,
X1 = ZΠ1 + ε1 ,
is derived from the reduced form Y = ZΠ + E where, to use an obvious
notation, Y = [X1 Y2] and Y2 contains any additional endogenous variables
that appear in X2, Π = [Π1 Π2] and the conditional distribution of the
stochastic disturbance E = [ε1 E2] given the instruments Z is Gaussian
with mean zero and variance-covariance Σ ⊗ I, hvec(E)|Zi ∼ N(0,Σ ⊗ I).
Multiplying the reduced form for X1 by RX2 we ﬁnd that the implicit model
underlying (3.1) is
e X1 = e Zγ + η (3.3)
where γ = Π1 and hη|[Z X2]i ∼ N(0,σ2
1·2RX2), a singular normal distri-





















computed from (3.1). The matrices Pe Z and Re Z are both idempotent with
ranks ρ = ρ{e Z} and N − ρ, respectively. Because Pe ZRX2 = Pe Z andAssessing Instrumental Variable Relevance 8
Re ZRX2 = RX2 − Pe Z are also both idempotent, it follows from standard
results on the distribution of quadratic forms in Gaussian variates that,
given Z and X2, e X0
1Pe Z
e X1 and e X0
1Re Z
e X1 will be distributed as σ2
1·2 times
Chi-squared variates with ρ and N − ρ degrees of freedom, respectively, i.e.
σ2
1·2·χ2(ρ) and σ2
1·2·χ2(N −ρ). Moreover, because (RX2 −Pe Z)RX2Pe Z = 0,
e X0
1Pe Z
e X1 and e X0
1Re Z














will possess an F distribution with ρ and N − ρ degrees of freedom. See,
for example, Rao (1973, §3.b and Complements and Problems 1–2.4) or Rao
and Mitra (1971, Theorems 9.2.1 and 9.4.2).


















∼ F{ρ,N − ρ} (3.4)
under H0. Recall that e Z = [RX2Z1 0] = [e Z1 0] and that e Z0
1e Z1 = Z0
1RX2Z1 >
0 which implies that e Z1 has full column rank which, in turn, implies that
ρ = ρ{e Z1} = ρ{Z1}. We can always write ρ = n − n2, where 0 ≤ n2 =
ρ{Z2} ≤ k−1, because Z has full column rank by assumption. Now suppose
that we partition X2 into endogenous (X21) and exogenous (X22) variables,
so that X2 = [X21 X22] and, without loss of generality, Z = [Z1 Z2] where
Z2 = X22. Then
P[Z1 = X2D] = 0




as F{ρ,N − ρ}.
In particular, ρ is simply the number of instruments used in addition to X22,
making the result (3.4) of considerable practical importance.
From the implicit model (3.3) it is clear that the hypothesis H0 : γ = 0
is equivalent to the statement that e X1 and e Z are (asymptotically) orthog-
onal since E[e X0
1e Z] = E[η0e Z] under H0 and E[η|[Z X2]] = 0 implies that
E[η0e Z] = 0. Thus the statistic F can be used to assess the signiﬁcance
of the departure of the measure A2
p from unity under the null hypothe-
sis H0 : e X1 ⊥ e Z, wherein we have employed the notation e X1 ⊥ e Z as aAssessing Instrumental Variable Relevance 9
‘shorthand’ for P(limN→∞ kN−1 e X0
1e Zk > 0) = 0. Values of F that exceed
conventional signiﬁcance levels may be taken as being indicative of statisti-
cally signiﬁcant departures from (asymptotic) orthogonality and such values
will thereby provide evidence of instrument relevance.
Given that decisions concerning instrument relevance will be contingent
upon the behaviour of the statistic F it is of interest to observe that under
the alternative hypothesis H1 : γ 6= 0 the conditional distribution of F
given X2 and Z is non-central F with degrees of freedom ρ and N − ρ
and non-centrality parameter λ = γ0e Z0e Zγ/σ2




1·2 has a non-central chi-squared distribution with ρ degrees of
freedom and non-centrality parameter λ, χ2(ρ,λ), under H1. Let
CRAN(α) = {{X,Z} : F > F(1−α){ρ,N − ρ}}
where F(1−α){ρ,N − ρ} denotes the (1 − α)100% percentile point of the
F{ρ,N − ρ} distribution. If P(limN→∞ N−1e Z0e Z > 0) = 1 then from a
hypothesis testing perspective it follows that CRAN(α) deﬁnes a strongly
consistent critical region of size α. In general it is apparent that ﬁnite sample






is ‘large’, but the probability of rejection will be close to the size of the test
in directions θ for which λ is close to zero.
We are not so much concerned with making explicit decisions about the
acceptance or rejection of H0, however, but rather in assessing instrument
relevance on an appropriate scale. Given X and Z we can calculate F and
then compute pobs = P(F{ρ,N − ρ} > F). In terms of the measure A2
p,
the case where λ is large corresponds to situations where g0e Z0e Zg will be
close to its upper bound of e X0
1 e X1 so A2
p ≈ 0. Instrument relevance will
be high and pobs  α. The case where λ is close to zero corresponds to
situations where g0e Z0e Zg ≈ 0. The measure A2
p will approximately equal one
and instrument relevance will be low with pobs  α. Although we are not
especially interested in making sharp distinctions between data sets where
pobs ≤ α and data sets such that pobs > α, it is clear that pobs yields a
probability scale that delineates realizations of X and Z that are indicative
of directions in which A2
p will be small(large) and the regressors in e Z will
contain components that are important(unimportant) to e X1.Assessing Instrumental Variable Relevance 10
4 Over-identiﬁcation, Relevance and Speciﬁcation
Tests
In order to gain some additional insight into the structure and interpretation
of the results described in the previous section it is useful to consider other
test procedures employed in the context of IV estimation.
First let us examine an IV test of whether the model
X1 = X2δ + η (4.1)
is the correct speciﬁcation for X1, ¯ H0 say, against the alternative ¯ H1 that
Z contains additional columns that do not lie in Sp{X2} that should be
included in the model, which is characterized by the speciﬁcation
X1 = X2δ + Zγ + η , (4.2)
where hηi ∼ N(0,σ2
11I). Such tests, which date back to the work of Bas-
mann (1960), are referred to as tests for over-identifying restrictions since
to identify (4.1) as many columns of Z must be excluded from X2 as there
are endogenous regressors but more columns may have been excluded than
is necessary and a test of (4.1) against (4.2) can be viewed as a test of the
latter possibility. Following Davidson and MacKinnon (1993, §7.8) and not-
ing that upon elimination of redundant variables (4.2) is just identiﬁed, one






(X1 − X2d)0(X1 − X2d)
where d = (b X0
2 b X2)− b X0
2 b X1, see Davidson and MacKinnon (1993, Equations
7.56 & 7.57, p. 236). This ratio is precisely r2 multiplied by N(X0
1RX2X1)÷
(kX1 − X2dk2). Thus Shea’s statistic can be easily modiﬁed to produce
an IV test of an artiﬁcial regression in which the endogenous regressor
X1 appears as the regressand, the modiﬁcation arising from the fact that
N−1(X1RX2X1) estimates σ2
1·2 rather than σ2
11. Unfortunately, this does not
provide a justiﬁcation for Shea’s statistic, the possibility of adjusting for the
underestimation of σ2
11 notwithstanding. As pointed out by Davidson and
MacKinnon (1993), an IV test of ¯ H0 against ¯ H1 amounts to a joint test that
the model in (4.1) is correctly speciﬁed and that Z contains a valid collection
of instruments for that model. Not only does such a test not address the
question of interest, namely, the relevance of the instruments in Z for the
estimation of the coeﬃcient on X1 in the model y = Xβ + ε; but (4.1) and
(4.2) are obtained by arbitrarily assuming that the additional regressors X2
that appear in y = Xβ + ε provide an adequate speciﬁcation for X1 and
there is no logical reason why this should be so. Thus we have no a priori
justiﬁcation for believing that either ¯ H0 or ¯ H1 will be true, indeed, it isAssessing Instrumental Variable Relevance 11
much more likely that they are not, and the basic tenets of such a test are
therefore undermined.
To relate the artiﬁcial regressions in (4.1) and (4.2) to A2
p note from
Lemma A.1 that e X0
1Re Z
e X1 = X0
1(RX2 − Pe Z)X1 = X0
1R[X2 Z]X1, the resid-
ual sum of squares in the regression of X1 on both X2 and Z (what is in
eﬀect the reduced rank version of the Frisch-Waugh-Lovell theorem) and
X0
1RX2X1 is the residual sum of squares from the regression of X1 on X2
alone. It follows that F corresponds to the F-statistic that would be ob-
tained when testing the signiﬁcance of the coeﬃcient vector γ in the model
(4.2). Bound et al. (1995, §2.2) argue that an examination of the value of
the F-statistic on common excluded instruments in the ﬁrst stage IV re-
gression can provide valuable information on ﬁnite sample bias. Our results
lend strong support to their conclusion, since an implication of the results
established above is that
E
"











where τ2 is Basmann’s (Basmann, 1960) concentration parameter, which is
inversely proportional to the bias of the IV estimator of β1.
Hahn and Hausman (2002, pp. 166-7) argue against the use of goodness-
of-ﬁt measures on the grounds that the bias of IV estimators in these models
depends upon more than one fundamental parameter, of which goodness-of-
ﬁt measures are concerned with only one. In order to say anything about
the exact extent of bias it will be necessary to know something about all of
the factors that determine it: These are the degree of over-identiﬁcation, the
number of endogenous regressors, the correlation(s) between the endogenous
regressor(s) and the structural disturbance of the equation of interest, and
the non-centrality parameter. Hence, one might reasonably conclude that
a complete examination of bias will require the examination of measures of
these correlations, as explored in tests of exogeneity, and measures of the
non-centrality parameters, as explored by goodness-of ﬁt measures. Proce-
dures based on combinations of measures have been proposed by Hall and
Peixe (2001) and the statistics advanced in this paper might also be included
in such a mix.
It has also been argued that the absence of appropriate distribution
theory mitigates against the use of goodness-of-ﬁt measures such as those
considered in this paper. Our results clearly address this shortcoming and
indicate that A2
p can be employed to construct a useful measure of instru-
ment relevance. It is important to emphasize, however, that the rationale
for the measure A2
p and the associated statistic given in equation (3.4) is
based upon the regression in (3.1) and the implied model (3.3), the equiva-
lence to the F-statistic derived from the regressions in (4.1) and (4.2) is an
algebraic equality that yields, at best, a convenient computational device.Assessing Instrumental Variable Relevance 12
Conceptually A2
p, via F and pobs, measures and calibrates the relevance
of the instruments via the reduced form, it does not rely on an artiﬁcial
speciﬁcation.
5 Multivariate Measures
At this point in the paper we wish to consider extending the analysis in
Section 3 to cover the case where interest focuses not on the estimation of
the coeﬃcient on one particular endogenous regressor but on the overall esti-
mation of the coeﬃcient vector associated with all the endogenous variables
appearing in the model or equation of interest. We will continue to express
this situation in the form
y = Xβ + ε, (5.1)
where y, X and the instrument set Z are deﬁned as above. Now, however,
X will be divided into Y, an (N × k1) matrix of observations on all the
endogenous variables that appear in (5.1), and X2, an (N × k2) matrix of
observations on the exogenous variables, with k1 + k2 = k, to give






Technically we should introduce a new expression for X2 in the partition
of X but we feel that the meaning should be clear from the context and in
order to avoid a proliferation of notation we have used the same symbol for
the additional regressors.
An amalgam of the concepts used in Section 3 and the results presented
in this section is possible wherein X = [Y X2] and X2 is allowed to include
both exogenous and additional endogenous variables. Because we ﬁnd it
diﬃcult to envisage a situation where one would only be interested in the
estimation of a partial list of endogenous variables we do not discuss this
latter case in detail. Suﬃce it to say that although the presence of endoge-
nous variables in X2 introduces a more complicated theoretical derivation
and leads to minor changes in interpretation, such a change has no impact
on the practical implementation of the measures derived.
We are interested in measuring the relevance of the instruments in Z for
the estimation of the coeﬃcient vector β1 that appears on the endogenous
regressors. Our motivation is based on the idea that when assessing instru-
ment relevance, just as a measure of relevance for a single coeﬃcient needs
to ‘partial out’ the eﬀects of other regressors, so to must allowance be made
for the fact that individual relevance may be low whilst at the same time
overall relevance is high. (The latter being analogous to the situation oft-
quoted in text books where individual regressors have small ‘t-ratios’ whilst
the overall regression is highly signiﬁcant.)Assessing Instrumental Variable Relevance 13
5.1 Instrument Relevance and Alienation
It seems reasonable to seek a measure for the multivariate situation that is
similar to A2
p both in terms of its construction and interpretation, and an
obvious candidate for consideration is
A2
p =
det[ e Y0Re Z
e Y]
det[ e Y0 e Y]
.
To interpret A2
p observe that it takes the value one when e Y and e Z are
orthogonal and zero if there exists a matrix D of full column rank such that
e Y = e ZD. Thus A2
p can be viewed as a measure of the perpendicularity
between Y and Z having adjusted for the eﬀects of X2. Indeed, A2
p is a
natural generalization of A2
p from the univariate case in that 1−A2
p represents
the proportion of the generalized variance of e Y that can be attributed to e Z
in the multivariate regression of e Y on e Z. In point of fact, A2
P equals a partial
version of the ‘vector alienation coeﬃcient’ introduced by Hotelling (1936)
in the context of studying the relationships between two sets of variables.
In order to derive the distribution of A2
p consider once again the sub-
system reduced form Y = ZΠ + E where hvec(E)|Zi ∼ N(0,Σ ⊗ I). Pre-
multiplying the reduced form by RX2 we see that e Y = e ZΠ + RX2E, where
hvec(RX2E)|[X2 Z]i ∼ N(0,Σ⊗RX2), and post-multiplying by the constant
vector α = (α1,...,αk1)0 we obtain the equation
e Yα = e Zγ + η, (5.3)
where now γ = Πα and hη|[Z X2]i ∼ N(0,σ2
αRX2), σ2
α = α0Σα. From the
argument used in Section 3 we know that Re Z is idempotent with rank N−ρ,
Pe Z is idempotent with rank equal to ρ and Re ZRX2Pe Z = 0. It follows that
for given Z and X2 the quadratic forms α0 e Y0Pe Z
e Yα and α0 e Y0Re Z
e Yα will be
independently distributed as σ2
α·χ2(ρ,λ), λ = γ0e Z0e Zγ/σ2
α, and σ2
α·χ2(N−ρ)
random variables respectively, where we recall that ρ = ρ{e Z1}. Since α is
arbitrary we therefore have from Rao (1973, §8b.2 (ii) & (iii)) that the
matrices e Y0Pe Z
e Y and e Y0Re Z
e Y will have independent Wishart distributions:
e Y0Pe Z
e Y ∼ Wk1(ρ,Σ,Σ−Π0e Z0e ZΠ)
and
e Y0Re Z
e Y ∼ Wk1(N − ρ,Σ) .
In directions θ = α/kαk such that θ0Π0e Z0e ZΠθ = 0 the non-centrality
parameter λ = 0 and both e Y0Pe Z
e Y and e Y0Re Z
e Y will have central Wishart
distributions. Writing A2
p as the ratio of det[ e Y0Re Z
e Y] to det[ e Y0(Re Z+Pe Z) e Y]Assessing Instrumental Variable Relevance 14
it follows that in any direction such that λ = γ0e Z0e Zγ = 0 the statistic A2
p
will possess Wilks’-Λ distribution












the product of independent Beta random variables, see (Wilks, 1962, §18.5.1).
From equation (5.3) we see that α0Π0e Z0e ZΠα = 0 is equivalent to the state-
ment that e Yα ⊥ e Zγ since E[α0 e Y0e Zγ] = E[η0e Zγ] = E[α0E0e Zγ] = 0. Wilks’-
Λ distribution can therefore be used to calibrate the signiﬁcance of depar-
tures of the measure A2
p from one in a manner similar to the way the F
distribution is used to calibrate A2
p. In the special case where k1 = 1 it is of





1 − Λ(1,N − ρ,ρ)
Λ(1,N − ρ,ρ)

∼ F{ρ,N − ρ} ,
from which the probabilistic relationship of our multivariate measure A2
p to
the scalar version A2
p considered in Section 3 is readily apparent.
Box (1949) provides a series expansion for Wilks’-Λ distribution in terms
of Chi-squared distributions. Banerjee (1958) uses Mellin transforms to con-
struct an exact expression for the distribution of Λ(k1,N − ρ,ρ), involving
sums, products and ratios of Gamma functions, that depends on whether
k1 and ρ are even or odd, and Schatzoﬀ (1966) gives exact closed form
representations applicable when k1 or ρ is even and supplies tables of cor-
rection factors that can be used to convert Chi-squared percentile points to
percentile points of Λ(k1,N − ρ,ρ) for k1 or ρ even and k1ρ ≤ 70. In the










∼ F{2ρ,2(N − ρ − 1)}
for any ρ to calculate pobs. In general, however, Wilks’-Λ distribution is
suﬃciently complicated to make an appropriate approximation that can be
easily implemented using standard software worth pursuing.





m = N −
k1 + ρ + 1
2
,
will converge in distribution to χ2(k1ρ) as N → ∞. A closer asymptotic
approximation correct up to terms of order O(N−3) can be constructed usingAssessing Instrumental Variable Relevance 15
a second order version of Box’s expansion and Box (1949) also presents an
F approximation for −mln(A2
p) that has a remainder term O(N−3). Box
found that the latter gives close agreement with the exact distribution even
when the sample size is small, 10 ≤ N ≤ 20 say. An even more precise F
























may be treated as an F{k1ρ,ms−2q} random variate. For practical purposes
the integer part of ms − 2q may be taken as the denominator degrees of
freedom. Not only does this approximation yield an error of order O(N−4)
but the structure of the approximation also has a certain appeal in the
current circumstances since the statistic F can be employed to evaluate
pobs via F{k1ρ,ms − 2q} and thereby calibrate A2
p in the same way it was
used in the univariate case.
5.2 Multivariate Partial R2
The arguments presented in Hotelling (1936) suggest that an appropriate
generalization of the univariate partial R2 of Bound et al. (1995) to the
case where we are interested in studying the relationships between all the
endogenous regressors in Y and the instruments Z is given by
R2
p =
det[ e Y0Pe Z
e Y]
det[ e Y0 e Y]
, (5.4)
a partial version of Hotelling’s ‘coeﬃcient of vector correlation’. Writing R2
p
as the ratio of det[ e Y0Pe Z
e Y] to det[ e Y0(Re Z + Pe Z) e Y] and recalling that the
derivation surrounding equation (5.3) shows that when the non-centrality
parameter λ = α0Π0e Z0e ZΠα is zero e Y0Pe Z
e Y and e Y0Re Z
e Y are independently
distributed as Wk1(ρ,Σ) and Wk1(N −ρ,Σ) random variables, respectively,
leads to the conclusion that the statistic R2
p will possess Wilks’-Λ(k1,ρ,N −
ρ) distribution.
Wilks’-Λ distribution can therefore be used to calibrate the measure R2
p
in much the same way it is used to calibrate A2
p, only now it will be large
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where
m =




(k1(N − ρ))2 − 4
k2
1 + (N − ρ)2 − 5
and q =
k1(N − ρ) − 2
4
,
that will lend support to the hypothesis that e Y and e Z are orthogonal, with
small values of pobs = P(F{k1(N − ρ),ms − 2q} ≤ F) indicating that the
regressors in e Z contain components that are suﬃciently important to e Y
to make R2
p suﬃciently large. It is important to observe, however, that
since R2
p 6= 1 − A2
p probability calculations based on A2
p and R2
p will not be
identical, as is the case with the univariate measures A2
p and R2
p = 1 − A2
p.
This raises the question of which measure should be used in practice, an
issue to which we will return in Section 6.
5.3 A Multivariate Shea Statistic
In expression (2.1) we have seen that Shea’s univariate statistic r2 can be
represented as the ratio of the variance of the OLS estimator to the variance
of the IV estimator. Let us therefore deﬁne the multivariate version of Shea’s
measure, which we will denote by ∇2, as the ratio of the generalised variances
of the OLS and IV estimators. This gives us the analogous expression
∇2 =
det[ b Y0Rb X2
b Y]
det[ e Y0 e Y]
. (5.5)
In this guise the numerator of ∇2 has a form that corresponds to that
of the statistic A2
p in that it is structured in terms of the operator R. The
numerator of ∇2 is based on the prior projection of Y and X2 on to the
space spanned by Z, however, rather then the residual from the projection
of Y and Z onto the space spanned by X2 as is the case with A2
p. Moreover,
from the algebraic manipulations conducted in Section 2.4 we know that
b Y0Rb X2
b Y = e Y0Pe Z
e Y because under present assumptions X2 is exogenous
and is assumed to be acting as its own instrument. Thus although at ﬁrst
it might appear that ∇2 will behave in a manner similar to that of A2
p, the
opposite is in fact true because
∇2 = R2
p .
6 Alienation, Canonical Correlation, Partial R2 and
Independence
In the light of the interpretation of A2
p as a partial version of Hotelling’s
‘vector alienation coeﬃcient’ and given that Hotelling (1936) was also the
father of canonical correlation analysis it is not surprising to observe thatAssessing Instrumental Variable Relevance 17
factorizing det[ e Y0Re Z
e Y] = det[ e Y0 e Y− e Y0Pe Z
e Y] into the product of det[ e Y0 e Y]
and det[I − ( e Y0 e Y)− e Y0Pe Z








p(1) ≥ ... ≥ c2
p(f), f = min{k1,ρ}, lists in descending order the
partial canonical correlations between Y and Z having adjusted for the
eﬀects of X2.
The use of canonical correlations in the context of IV estimation and
simultaneous equations has, of course, a long history dating back to the
seminal works of Sargan (1958) and Hooper (1959). Hall et al. (1996) have
advocated using the smallest canonical correlations between Z and X to as-
sess the relevance of the instruments for the estimation of β. They argue that
if the smallest canonical correlations are not signiﬁcantly diﬀerent from zero
then the ﬁrst stage estimate b X is likely to be ill conditioned (rank deﬁcient)
and IV estimation will perform poorly, see also Bowden and Turkington
(1984, §2.3). In particular Hall et al. (1996) suggest testing the smallest
canonical correlations using a standard hypothesis testing procedure based
on the likelihood principle.
In their discussion of identiﬁcation tests Cragg and Donald (1993) point
out that the coeﬃcients in the equation of interest will be identiﬁed if and
only if the coeﬃcient matrix in the reduced form equation Y = ZΠ + E
has rank k1. A version of their procedure for testing the rank of Π that
is ‘concerned with whether X2(Z) can serve as instruments for Y2(Y) in
the sense that there is enough correlation’ is given by (in the notation of
this paper) the smallest eigenvalue of e Y0Pe Z
e Y in the metric of e Y0Re Z
e Y.
See hypothesis H0
I and Theorem 3 of Cragg and Donald (1993). Using the
relationship e Y0 e Y = e Y0Re Z
e Y + e Y0Pe Z
e Y gives us the expression
det[ e Y0Pe Z
e Y−λ e Y0Re Z






From (6.2) we can conclude that λ/(1+λ) = c2
p and hence that this version of
Cragg and Donald (1993)’s statistic is equivalent to testing the signiﬁcance
of the smallest canonical correlation.
To relate such ideas to the concepts underlying the developments in this
paper let us form the linear combinations e Yα and e Zγ from the adjusted
variables RX2Y and RX2Z. Given α and γ the squared partial correlation
R2
p(α,γ) =
(α0 e Y0e Zγ)2
(α0 e Y0 e Yα)(γ0e Z0e Zγ)








c is an appropriate critical value, may be taken to indicate the pres-










of all regions of the type given in (6.3) across all non-null vectors α and γ
corresponds to the statement that all partial correlations between e Yα and
e Zγ are in some sense signiﬁcant.
By analogy with the Union-Intersection principle we see that RR can
serve as a critical region for testing the hypothesis that there is at least one
pair of non-null vectors α and γ for which e Yα ⊥ e Zγ. But the region RR






for if the smallest partial correlation between Yα and Zγ lies in (6.3) then





provides evidence against the hypothesis that there is at least one pair of
non-null vectors α and γ for which the partial correlation between Yα and
Zγ is non-zero. It is a standard exercise to show that maxαγ R2
p(α,γ) =
c2
p(1) and minαγ R2
p(α,γ) = c2
p(f). It is now natural to consider han-
dling the intermediate extremes of R2
p(α,γ) in a similar manner. From the
Courant-Fischer theorem these extrema are equal to c2
p(2) ≥ ... ≥ c2
p(f −1).
This suggests that if we are interested in looking for evidence of linear com-
binations that yield evidence against the hypothesis that e Yα ⊥ e Zγ then
we should examine the size of the smallest partial canonical correlations,
ultimately leading to a procedure akin to those considered by Cragg and
Donald (1993) and Hall et al. (1996).
Let us now address the question of which multivariate measure, A2
p or
R2
p, should be employed in practice. Assume, for the sake of argument,
that complete lack of correlation between e Y on e Z is characterised by all the
partial canonical correlations being zero whereas exact correlation means
that c2
p(1) = ... = c2
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it follows that it is only necessary for the largest (smallest) partial canonical
correlation to deviate substantially from zero (one) for A2
p (R2
p) to deviate
signiﬁcantly from unity. Thus, whereas A2
p will be sensitive to departures
from complete lack of correlation R2
p is designed to detect exact correlation.
Now recall that the use of Wilks’-Λ distribution as a calibration device is
contingent on the non-centrality parameter λ being equal to zero, which
we have already observed is equivalent to the hypothesis that e Yα ⊥ e Zγ
and hence that c2
p(1) = ... = c2
p(f) = 0. Therefore A2
p appears to be
more in accord with the basic assumption underlying the application of
the distribution than is R2
p. Furthermore, we can interpret 1 − A2
p as the
proportion of the generalized variance of Y that can be attributed to Z in




p in this manner. Given these features and given that we are not
seeking to detect exact or perfect correlation, the measure A2
p appears to be
far more suited to our purpose.
From the previous analysis it is apparent that although A2
p has been
derived from a rather diﬀerent perspective it uses some of the same building
blocks as the asymptotic test procedures considered by Cragg and Donald
(1993) and Hall et al. (1996). Shea (1997) has criticized the use by Hall
et al. (1996) of the canonical correlations between Z and X on the grounds
that (i) they do not map directly into particular regressors and that (ii) they
do not distinguish problems due to instrument relevance from those due to
poor conditioning.
Shea’s ﬁrst criticism cannot be redirected at the current measure, for
to suggest that A2
p is inadequate because it cannot be used to target par-
ticular regressors when the whole raison-d’ˆ etre for A2
p is to provide a joint
measure of the relevance of Z for all of the variables in Y is nonsensical.
The measure A2
p is monotonically decreasing in c2
p(i), i = 1,...,f, and very
small values of A2
p will provide evidence of the signiﬁcance of all the partial
canonical correlations and will lead to small values of pobs, both of which
are indicative of instrument relevance. When only one or a small number
of partial canonical correlations provide testimony to the existence of linear
dependencies between components of e Z and e Y their signiﬁcance might be
obscured by the overall measure. In such circumstances the researcher may
wish to assign an individual measure of relevance to particular regressors
and recourse can be made to the univariate measure A2
p.
Shea’s second criticism might be levelled at A2
p, but A2
p, like partial R2,
adjusts for the eﬀects of the exogenous regressors in X2 by examining theAssessing Instrumental Variable Relevance 20
relationships between e Z and e Y. Furthermore, the measure is deﬁned relative
to the overall dispersion of Y and therefore it will not confound the internal
variance-covariance structure of Y with instrument relevance.
To clarify the later two points let W denote the set diﬀerence Z \ X2
and consider the equation system
[Y W] = X2[∆1 ∆2] + [N1 N2] (6.4)
where the conditional distribution of N = [N1 N2] given X2 is Gaussian
with mean zero and variance-covariance Ω⊗I, hvec(N)|X2i ∼ N(0,Ω⊗I).
We have already noted that if IV estimation is thought of as a two-stage
procedure then the previous measures can be thought of as statistics that
arise from an examination of the properties of a ﬁrst stage regression. In the
same vane, if we regard (6.4) as a speciﬁcation for the joint distribution of
[Y : W] conditional on X2 we can contemplate testing that the instruments
are orthogonal to the endogenous regressors by testing the hypothesis that
N1 ⊥ N2, i.e. that Ω12 = 0.
To construct the likelihood ratio statistic, LRN, we ﬁrst concentrate the
likelihood with respect to the parameters in Ω to give a maximized value












(k1 + n − k2)(1 + ln2π)




(lndet[Y0RX2Y] + lndet[W0RX2W]) −
N
2
(k1 + n − k2)(1 + ln2π)
when subjected to the restriction that Ω12 = 0. Hence we ﬁnd that











e Y0 e Y e Y0 f W




det[ e Y0 e Y] · det[f W0 f W]
o
. (6.5)
It now follows from the equality Z = [W (Z∩X2)] that e Z = RX2Z = [f W 0]
and hence that e Y0Re Z
e Y = e Y0Re W





From equation (6.5) it is clear that A2
p may be interpreted as arising out
of a likelihood ratio test of multivariate orthogonality between the instru-
ments and the endogenous regressors and that it depends on the relativeAssessing Instrumental Variable Relevance 21
magnitudes of the generalised variances of these two sets of variables. It
seems reasonable to suppose therefore that A2
p will provide a precise indica-
tion of any lack of correlation between Z and Y, after having adjusted for
the eﬀects of X2, that will be independent of the internal variance-covariance
structure of both the instruments and the endogenous regressors and thus
that A2
p will yield a reliable measure of instrument relevance alone.
7 Conclusion
This paper has been concerned with the question of determining the rel-
evance of instruments used in the construction of instrumental variables
estimators of the coeﬃcients in single equations from a linear simultaneous
equations model. The ﬁrst contribution of this paper has been to introduce
a new measure of instrument relevance. We have approached the problem
from a diﬀerent perspective than that adopted in the existing literature; in
particular, we explore notions of alienation rather than correlation. Whereas
most of the measures in the literature focus on the question of whether an
instrument is ‘good’, the measure that we propose addresses the converse
question of whether an instrument is ‘bad’. In the case of a single endoge-
nous regressor our measure (A2
p) is easily demonstrated to be the natural
complement of the partial R2 (R2
p) of Bound et al. (1995).
One criticism that has been levelled at measures such as A2
p and R2
p is the
absence of an associated distribution theory when the model contains more
than one endogenous regressor. The second contribution of this paper was to
develop the exact ﬁnite sample distribution theory for both of these statis-
tics. That said, we are somewhat uncomfortable about the use of traditional
inferential techniques associated with hypothesis testing for instrument se-
lection and favour an approach to the measurement of instrument relevance
based on the use of p-values as a calibration devise.
In equations with more than one endogenous regressor the relevance of
given instruments for the estimation of the coeﬃcient on a single endoge-
nous regressor is clearly a partial notion of relevance, as all instruments
will impinge on the estimation of all coeﬃcients in the model. The third
contribution of the paper was to generalize both A2
p and R2
p to multivariate
measures and to develop the exact ﬁnite sample distribution theory for each
of these generalizations. The multivariate measures, A2
p and R2
p respectively,
assess the relevance of instruments for the estimation of the coeﬃcients on
all of the endogenous variables in the structural equation of interest and,
in this sense, provide measures of the overall relevance of the instruments.
Unfortunately the breakdown of the complementarity between alienation
and correlation in multivariate settings results in potentially diﬀerent infer-
ences when using these statistics. Only A2
p is in accord with the desiderata
discussed in Section 6.Assessing Instrumental Variable Relevance 22
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Appendix
Lemma A.1. If A = [B C] then
RA = RB − RBC(C0RBC)−C0RB (A.1a)
= RC − RCB(B0RCB)−B0RC, (A.1b)
where for any (N × m) matrix W, RW = IN − W(W0W)−W0.






























with S = X0
2RX1X2, from which equation (A.1a) follows. Equation (A.1b)




















where T = X0
1RX2X1.
Lemma A.2. For any (N × m) matrix W,
W(W0W)−W0W = W (A.2)
Proof. See Rao and Mitra (1971, Lemma 2.2.6(b)).