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BART: BAYESIAN ADDITIVE REGRESSION TREES1,2
BY HUGH A. CHIPMAN, EDWARD I. GEORGE AND ROBERT E. MCCULLOCH
Acadia University, University of Pennsylvania and
University of Texas at Austin
We develop a Bayesian “sum-of-trees” model where each tree is con-
strained by a regularization prior to be a weak learner, and fitting and infer-
ence are accomplished via an iterative Bayesian backfitting MCMC algorithm
that generates samples from a posterior. Effectively, BART is a nonparamet-
ric Bayesian regression approach which uses dimensionally adaptive random
basis elements. Motivated by ensemble methods in general, and boosting al-
gorithms in particular, BART is defined by a statistical model: a prior and a
likelihood. This approach enables full posterior inference including point and
interval estimates of the unknown regression function as well as the marginal
effects of potential predictors. By keeping track of predictor inclusion fre-
quencies, BART can also be used for model-free variable selection. BART’s
many features are illustrated with a bake-off against competing methods on
42 different data sets, with a simulation experiment and on a drug discovery
classification problem.
1. Introduction. We consider the fundamental problem of making inference
about an unknown function f that predicts an output Y using a p dimensional
vector of inputs x = (x1, . . . , xp) when
Y = f (x) + ε, ε ∼ N(0, σ 2).(1)
To do this, we consider modeling or at least approximating f (x) = E(Y |x), the
mean of Y given x, by a sum of m regression trees f (x) ≈ h(x) ≡∑mj=1 gj (x)
where each gj denotes a regression tree. Thus, we approximate (1) by a sum-of-
trees model
Y = h(x) + ε, ε ∼ N(0, σ 2).(2)
A sum-of-trees model is fundamentally an additive model with multivariate
components. Compared to generalized additive models based on sums of low di-
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mensional smoothers, these multivariate components can more naturally incorpo-
rate interaction effects. And compared to a single tree model, the sum-of-trees can
more easily incorporate additive effects.
Various methods which combine a set of tree models, so called ensemble meth-
ods, have attracted much attention. These include boosting [Freund and Schapire
(1997), Friedman (2001)], bagging [Breiman (1996)] and random forests [Breiman
(2001)], each of which use different techniques to fit a linear combination of trees.
Boosting fits a sequence of single trees, using each tree to fit data variation not
explained by earlier trees in the sequence. Bagging and random forests use ran-
domization to create a large number of independent trees, and then reduce pre-
diction variance by averaging predictions across the trees. Yet another approach
that results in a linear combination of trees is Bayesian model averaging applied
to the posterior arising from a Bayesian single-tree model as in Chipman, George
and McCulloch (1998) (hereafter CGM98), Denison, Mallick and Smith (1998),
Blanchard (2004) and Wu, Tjelmeland and West (2007). Such model averaging
uses posterior probabilities as weights for averaging the predictions from individ-
ual trees.
In this paper we propose a Bayesian approach called BART (Bayesian Additive
Regression Trees) which uses a sum of trees to model or approximate f (x) =
E(Y |x). The essential idea is to elaborate the sum-of-trees model (2) by imposing
a prior that regularizes the fit by keeping the individual tree effects small. In effect,
the gj ’s become a dimensionally adaptive random basis of “weak learners,” to
borrow a phrase from the boosting literature. By weakening the gj effects, BART
ends up with a sum of trees, each of which explains a small and different portion
of f . Note that BART is not equivalent to posterior averaging of single tree fits of
the entire function f .
To fit the sum-of-trees model, BART uses a tailored version of Bayesian back-
fitting MCMC [Hastie and Tibshirani (2000)] that iteratively constructs and fits
successive residuals. Although similar in spirit to the gradient boosting approach
of Friedman (2001), BART differs in both how it weakens the individual trees
by instead using a prior, and how it performs the iterative fitting by instead us-
ing Bayesian backfitting on a fixed number of trees. Conceptually, BART can be
viewed as a Bayesian nonparametric approach that fits a parameter rich model
using a strongly influential prior distribution.
Inferences obtained from BART are based on successive iterations of the back-
fitting algorithm which are effectively an MCMC sample from the induced pos-
terior over the sum-of-trees model space. A single posterior mean estimate of
f (x) = E(Y |x) at any input value x is obtained by a simple average of these suc-
cessive sum-of-trees model draws evaluated at x. Further, pointwise uncertainty
intervals for f (x) are easily obtained from the corresponding quantiles of the sam-
ple of draws. Point and interval estimates are similarly obtained for functionals of
f , such as partial dependence functions which reveal the marginal effects of the
x components. Finally, by keeping track of the relative frequency with which x
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components appear in the sum-of-trees model iterations, BART can be used to
identify which components are more important for explaining the variation of Y .
Such variable selection information is model-free in the sense that it is not based
on the usual assumption of an encompassing parametric model.
To facilitate the use of the BART methods described in this paper, we have
provided open-source software implementing BART as a stand-alone package or
with an interface to R, along with full documentation and examples. It is available
as the BayesTree library in R at http://cran.r-project.org/.
The remainder of the paper is organized as follows. In Section 2 the BART
model is outlined. This consists of the sum-of-trees model combined with a regu-
larization prior. In Section 3 a Bayesian backfitting MCMC algorithm and methods
for inference are described. In Section 4 we describe a probit extension of BART
for classification of binary Y . In Section 5 examples, both simulated and real, are
used to demonstrate the potential of BART. Section 6 provides studies of execu-
tion time. Section 7 describes extensions and a variety of recent developments and
applications of BART based on an early version of this paper. Section 8 concludes
with a discussion.
2. The BART model. As described in the Introduction, the BART model con-
sists of two parts: a sum-of-trees model and a regularization prior on the parameters
of that model. We describe each of these in detail in the following subsections.
2.1. A sum-of-trees model. To elaborate the form of the sum-of-trees mod-
el (2), we begin by establishing notation for a single tree model. Let T denote a
binary tree consisting of a set of interior node decision rules and a set of terminal
nodes, and let M = {μ1,μ2, . . . ,μb} denote a set of parameter values associated
with each of the b terminal nodes of T . The decision rules are binary splits of the
predictor space of the form {x ∈ A} vs {x /∈ A} where A is a subset of the range
of x. These are typically based on the single components of x = (x1, . . . , xp) and
are of the form {xi ≤ c} vs {xi > c} for continuous xi . Each x value is associated
with a single terminal node of T by the sequence of decision rules from top to
bottom, and is then assigned the μi value associated with this terminal node. For a
given T and M , we use g(x;T ,M) to denote the function which assigns a μi ∈ M
to x. Thus,
Y = g(x;T ,M) + ε, ε ∼ N(0, σ 2)(3)
is a single tree model of the form considered by CGM98. Under (3), the conditional
mean of Y given x, E(Y |x) equals the terminal node parameter μi assigned by
g(x;T ,M).
With this notation, the sum-of-trees model (2) can be more explicitly expressed
as
Y =
m∑
j=1
g(x;Tj ,Mj) + ε, ε ∼ N(0, σ 2),(4)
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where for each binary regression tree Tj and its associated terminal node para-
meters Mj , g(x;Tj ,Mj) is the function which assigns μij ∈ Mj to x. Under
(4), E(Y |x) equals the sum of all the terminal node μij ’s assigned to x by the
g(x;Tj ,Mj)’s. When the number of trees m > 1, each μij here is merely a part
of E(Y |x), unlike the single tree model (3). Furthermore, each such μij will rep-
resent a main effect when g(x;Tj ,Mj) depends on only one component of x (i.e.,
a single variable), and will represent an interaction effect when g(x;Tj ,Mj) de-
pends on more than one component of x (i.e., more than one variable). Thus, the
sum-of-trees model can incorporate both main effects and interaction effects. And
because (4) may be based on trees of varying sizes, the interaction effects may be
of varying orders. In the special case where every terminal node assignment de-
pends on just a single component of x, the sum-of-trees model reduces to a simple
additive function, a sum of step functions of the individual components of x.
With a large number of trees, a sum-of-trees model gains increased representa-
tion flexibility which, as we’ll see, endows BART with excellent predictive capa-
bilities. This representational flexibility is obtained by rapidly increasing the num-
ber of parameters. Indeed, for fixed m, each sum-of-trees model (4) is determined
by (T1,M1), . . . , (Tm,Mm) and σ , which includes all the bottom node parameters
as well as the tree structures and decision rules. Further, the representational flexi-
bility of each individual tree leads to substantial redundancy across the tree compo-
nents. Indeed, one can regard {g(x;T1,M1), . . . , g(x;Tm,Mm)} as an “overcom-
plete basis” in the sense that many different choices of (T1,M1), . . . , (Tm,Mm)
can lead to an identical function
∑m
j=1 g(x;Tj ,Mj).
2.2. A regularization prior. We complete the BART model specification by
imposing a prior over all the parameters of the sum-of-trees model, namely,
(T1,M1), . . . , (Tm,Mm) and σ . As discussed below, we advocate specifications
of this prior that effectively regularize the fit by keeping the individual tree ef-
fects from being unduly influential. Without such a regularizing influence, large
tree components would overwhelm the rich structure of (4), thereby limiting the
advantages of the additive representation both in terms of function approximation
and computation.
To facilitate the easy implementation of BART in practice, we recommend au-
tomatic default specifications below which appear to be remarkably effective, as
demonstrated in the many examples of Section 5. Basically we proceed by first re-
ducing the prior formulation problem to the specification of just a few interpretable
hyperparameters which govern priors on Tj , Mj and σ . Our recommended defaults
are then obtained by using the observed variation in y to gauge reasonable hyperpa-
rameter values when external subjective information is unavailable. Alternatively,
one can use the considerations below to specify a range of plausible hyperpara-
meter values and then use cross-validation to select from these values. This will
of course be computationally more demanding. We should also mention that al-
though we sacrifice Bayesian coherence by using the data to calibrate our priors,
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our overriding concern is to make sure that our priors are not in severe conflict
with the data.
2.2.1. Prior independence and symmetry. Specification of our regularization
prior is vastly simplified by restricting attention to priors for which
p((T1,M1), . . . , (Tm,Mm),σ ) =
[∏
j
p(Tj ,Mj)
]
p(σ)
(5)
=
[∏
j
p(Mj |Tj )p(Tj )
]
p(σ)
and
p(Mj |Tj ) =
∏
i
p(μij |Tj ),(6)
where μij ∈ Mj . Under such priors, the tree components (Tj ,Mj) are indepen-
dent of each other and of σ , and the terminal node parameters of every tree are
independent.
The independence restrictions above simplify the prior specification problem
to the specification of forms for just p(Tj ),p(μij |Tj ) and p(σ), a specification
which we further simplify by using identical forms for all p(Tj ) and for all
p(μij |Tj ). As described in the ensuing subsections, for these we use the same
prior forms proposed by CGM98 for Bayesian CART. In addition to their valu-
able computational benefits, these forms are controlled by just a few interpretable
hyperparameters which can be calibrated using the data to yield effective default
specifications for regularization of the sum-of-trees model. However, as will be
seen, considerations for the choice of these hyperparameter values for BART are
markedly different than those for Bayesian CART.
2.2.2. The Tj prior. For p(Tj ), the form recommended by CGM98 is easy to
specify and dovetails nicely with calculations for the backfitting MCMC algorithm
described later in Section 3.1. It is specified by three aspects: (i) the probability that
a node at depth d (= 0,1,2, . . .) is nonterminal, given by
α(1 + d)−β, α ∈ (0,1), β ∈ [0,∞),(7)
(ii) the distribution on the splitting variable assignments at each interior node, and
(iii) the distribution on the splitting rule assignment in each interior node, condi-
tional on the splitting variable. For (ii) and (iii) we use the simple defaults used
by CGM98, namely, the uniform prior on available variables for (ii) and the uni-
form prior on the discrete set of available splitting values for (iii). Although not
strictly coherent from the Bayesian point of view, this last choice has the appeal of
invariance under monotone transformations of the splitting variables.
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In a single tree model (i.e., m = 1), a tree with many terminal nodes may be
needed to model a complicated structure. However, for a sum-of-trees model, es-
pecially with m large, we want the regularization prior to keep the individual tree
components small. In our examples in Section 5, we do so by using α = 0.95 and
β = 2 in (7). With this choice, trees with 1, 2, 3, 4 and ≥5 terminal nodes receive
prior probability of 0.05, 0.55, 0.28, 0.09 and 0.03, respectively. Note that even
with this prior, which puts most probability on tree sizes of 2 or 3, trees with many
terminal nodes can be grown if the data demands it. For example, in one of our sim-
ulated examples with this prior, we observed considerable posterior probability on
trees of size 17 when we set m = 1.
2.2.3. The μij |Tj prior. For p(μij |Tj ), we use the conjugate normal distribu-
tion N(μμ,σ 2μ) which offers tremendous computational benefits because μij can
be margined out. To guide the specification of the hyperparameters μμ and σμ,
note that E(Y |x) is the sum of m μij ’s under the sum-of-trees model, and because
the μij ’s are apriori i.i.d., the induced prior on E(Y |x) is N(mμμ,mσ 2μ). Note
also that it is highly probable that E(Y |x) is between ymin and ymax, the observed
minimum and maximum of Y in the data. The essence of our strategy is then to
choose μμ and σμ so that N(mμμ,mσ 2μ) assigns substantial probability to the in-
terval (ymin, ymax). This can be conveniently done by choosing μμ and σμ so that
mμμ − k√mσμ = ymin and mμμ + k√mσμ = ymax for some preselected value
of k. For example, k = 2 would yield a 95% prior probability that E(Y |x) is in the
interval (ymin, ymax).
The strategy above uses an aspect of the observed data, namely, ymin and ymax,
to try to ensure that the implicit prior for E(Y |x) is in the right “ballpark.” That is
to say, we want it to assign substantial probability to the entire region of plausible
values of E(Y |x) while avoiding overconcentration and overdispersion. We have
found that, as long as this goal is met, BART is very robust to changes in the
exact specification. Such a data-informed prior approach is especially useful in
our problem, where reliable subjective information about E(Y |x) is likely to be
unavailable.
For convenience, we implement our specification strategy by first shifting and
rescaling Y so that the observed transformed y values range from ymin = −0.5
to ymax = 0.5, and then treating this transformed Y as our dependent variable.
We then simply center the prior for μij at zero μμ = 0 and choose σμ so that
k
√
mσμ = 0.5 for a suitable value of k, yielding
μij ∼ N(0, σ 2μ) where σμ = 0.5/k
√
m.(8)
This prior has the effect of shrinking the tree parameters μij toward zero, lim-
iting the effect of the individual tree components of (4) by keeping them small.
Note that as k and/or the number of trees m is increased, this prior will become
tighter and apply greater shrinkage to the μij ’s. Prior shrinkage on the μij ’s is
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the counterpart of the shrinkage parameter in Friedman’s (2001) gradient boosting
algorithm. The prior standard deviation σμ of μij here and the gradient boosting
shrinkage parameter there both serve to “weaken” the individual trees so that each
is constrained to play a smaller role in the overall fit. For the choice of k, we have
found that values of k between 1 and 3 yield good results, and we recommend
k = 2 as an automatic default choice. Alternatively, the value of k may be chosen
by cross-validation from a range of reasonable choices.
Although the calibration of this prior is based on a simple linear transforma-
tion of Y , it should be noted that there is no need to transform the predictor vari-
ables. This is a consequence of the fact that the tree splitting rules are invariant
to monotone transformations of the x components. The simplicity of our prior for
μij is an appealing feature of BART. In contrast, methods like neural nets that use
linear combinations of predictors require standardization choices for each predic-
tor.
2.2.4. The σ prior. For p(σ), we also use a conjugate prior, here the inverse
chi-square distribution σ 2 ∼ νλ/χ2ν . To guide the specification of the hyperpara-
meters ν and λ, we again use a data-informed prior approach, in this case to assign
substantial probability to the entire region of plausible values of σ while avoiding
overconcentration and overdispersion. Essentially, we calibrate the prior df ν and
scale λ for this purpose using a “rough data-based overestimate” σˆ of σ . Two nat-
ural choices for σˆ are (1) the “naive” specification, in which we take σˆ to be the
sample standard deviation of Y , or (2) the “linear model” specification, in which
we take σˆ as the residual standard deviation from a least squares linear regression
of Y on the original X’s. We then pick a value of ν between 3 and 10 to get an
appropriate shape, and a value of λ so that the qth quantile of the prior on σ is
located at σˆ , that is, P(σ < σˆ ) = q. We consider values of q such as 0.75, 0.90 or
0.99 to center the distribution below σˆ .
Figure 1 illustrates priors corresponding to three (ν, q) settings when the
rough overestimate is σˆ = 2. We refer to these three settings, (ν, q) = (10,0.75),
(3,0.90), (3,0.99), as conservative, default and aggressive, respectively. The prior
mode moves toward smaller σ values as q is increased. We recommend against
choosing ν < 3 because it seems to concentrate too much mass on very small σ
values, which leads to overfitting. In our examples, we have found these three set-
tings to work very well and yield similar results. For automatic use, we recommend
the default setting (ν, q) = (3,0.90) which tends to avoid extremes. Alternatively,
the values of (ν, q) may be chosen by cross-validation from a range of reasonable
choices.
2.2.5. The choice of m. A major difference between BART and boosting
methods is that for a fixed number of trees m, BART uses an iterative backfitting
algorithm (described in Section 3.1) to cycle over and over through the m trees. If
BART is to be used for estimating f (x) or predicting Y , it might be reasonable to
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FIG. 1. Three priors on σ based on df = ν and quantile = q when σˆ = 2.
treat m as an unknown parameter, putting a prior on m and proceeding with a fully
Bayes implementation of BART. Another reasonable strategy might be to select a
“best” value for m by cross-validation from a range of reasonable choices. How-
ever, both of these strategies substantially increase computational requirements.
To avoid the computational costs of these strategies, we have found it fast and
expedient for estimation and prediction to begin with a default of m = 200, and
then perhaps to check if one or two other choices makes any difference. Our ex-
perience has been that as m is increased, starting with m = 1, the predictive per-
formance of BART improves dramatically until at some point it levels off and then
begins to very slowly degrade for large values of m. Thus, for prediction, it seems
only important to avoid choosing m too small. As will be seen in Section 5, BART
yielded excellent predictive performance on a wide variety of examples with the
simple default m = 200. Finally, as we shall see later in Sections 3.2 and 5, other
considerations for choosing m come into play when BART is used for variable
selection.
3. Extracting information from the posterior.
3.1. A Bayesian backfitting MCMC algorithm. Given the observed data y, our
Bayesian setup induces a posterior distribution
p((T1,M1), . . . , (Tm,Mm),σ |y)(9)
on all the unknowns that determine a sum-of-trees model (4). Although the sheer
size of the parameter space precludes exhaustive calculation, the following back-
fitting MCMC algorithm can be used to sample from this posterior.
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At a general level, our algorithm is a Gibbs sampler. For notational convenience,
let T(j) be the set of all trees in the sum except Tj , and similarly define M(j). Thus,
T(j) will be a set of m−1 trees, and M(j) the associated terminal node parameters.
The Gibbs sampler here entails m successive draws of (Tj ,Mj ) conditionally on
(T(j),M(j), σ ):
(Tj ,Mj)|T(j),M(j), σ, y,(10)
j = 1, . . . ,m, followed by a draw of σ from the full conditional:
σ |T1, . . . , Tm,M1, . . . ,Mm,y.(11)
Hastie and Tibshirani (2000) considered a similar application of the Gibbs sampler
for posterior sampling for additive and generalized additive models with σ fixed,
and showed how it was a stochastic generalization of the backfitting algorithm for
such models. For this reason, we refer to our algorithm as backfitting MCMC.
The draw of σ in (11) is simply a draw from an inverse gamma distribution
and so can be easily obtained by routine methods. More challenging is how to
implement the m draws of (Tj ,Mj) in (10). This can be done by taking advan-
tage of the following reductions. First, observe that the conditional distribution
p(Tj ,Mj |T(j),M(j), σ, y) depends on (T(j),M(j), y) only through
Rj ≡ y −
∑
k 
=j
g(x;Tk,Mk),(12)
the n-vector of partial residuals based on a fit that excludes the j th tree. Thus,
the m draws of (Tj ,Mj) given (T(j),M(j), σ, y) in (10) are equivalent to m draws
from
(Tj ,Mj)|Rj ,σ,(13)
j = 1, . . . ,m.
Now (13) is formally equivalent to the posterior of the single tree model Rj =
g(x;Tj ,Mj) + ε where Rj plays the role of the data y. Because we have used a
conjugate prior for Mj ,
p(Tj |Rj ,σ ) ∝ p(Tj )
∫
p(Rj |Mj,Tj , σ )p(Mj |Tj , σ ) dMj(14)
can be obtained in closed form up to a norming constant. This allows us to carry
out each draw from (13) in two successive steps as
Tj |Rj ,σ,(15)
Mj |Tj ,Rj , σ.(16)
The draw of Tj in (15), although somewhat elaborate, can be obtained using the
Metropolis–Hastings (MH) algorithm of CGM98. This algorithm proposes a new
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tree based on the current tree using one of four moves. The moves and their associ-
ated proposal probabilities are as follows: growing a terminal node (0.25), pruning
a pair of terminal nodes (0.25), changing a nonterminal rule (0.40), and swapping a
rule between parent and child (0.10). Although the grow and prune moves change
the number of terminal nodes, by integrating out Mj in (14), we avoid the com-
plexities associated with reversible jumps between continuous spaces of varying
dimensions [Green (1995)].
Finally, the draw of Mj in (16) is simply a set of independent draws of the
terminal node μij ’s from a normal distribution. The draw of Mj enables the cal-
culation of the subsequent residual Rj+1 which is critical for the next draw of Tj .
Fortunately, there is again no need for a complex reversible jump implementation.
We initialize the chain with m simple single node trees, and then iterations are
repeated until satisfactory convergence is obtained. At each iteration, each tree may
increase or decrease the number of terminal nodes by one, or change one or two
decision rules. Each μ will change (or cease to exist or be born), and σ will change.
It is not uncommon for a tree to grow large and then subsequently collapse back
down to a single node as the algorithm iterates. The sum-of-trees model, with its
abundance of unidentified parameters, allows for “fit” to be freely reallocated from
one tree to another. Because each move makes only small incremental changes to
the fit, we can imagine the algorithm as analogous to sculpting a complex figure
by adding and subtracting small dabs of clay.
Compared to the single tree model MCMC approach of CGM98, our backfit-
ting MCMC algorithm mixes dramatically better. When only single tree models are
considered, the MCMC algorithm tends to quickly gravitate toward a single large
tree and then gets stuck in a local neighborhood of that tree. In sharp contrast, we
have found that restarts of the backfitting MCMC algorithm give remarkably sim-
ilar results even in difficult problems. Consequently, we run one long chain with
BART rather than multiple starts. Although mixing does not appear to be an issue,
the recently proposed modifications of Blanchard (2004) and Wu, Tjelmeland and
West (2007) might well provide additional benefits.
3.2. Posterior inference statistics. The backfitting algorithm described in the
previous section is ergodic, generating a sequence of draws of (T1,M1), . . . , (Tm,
Mm),σ which is converging (in distribution) to the posterior p((T1,M1), . . . , (Tm,
Mm),σ |y). The induced sequence of sum-of-trees functions
f ∗(·) =
m∑
j=1
g(·;T ∗j ,M∗j ),(17)
for the sequence of draws (T ∗1 ,M∗1 ), . . . , (T ∗m,M∗m), is thus converging to p(f |y),
the posterior distribution on the “true” f (·). Thus, by running the algorithm long
enough after a suitable burn-in period, the sequence of f ∗ draws, say, f ∗1 , . . . , f ∗K ,
may be regarded as an approximate, dependent sample of size K from p(f |y).
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Bayesian inferential quantities of interest can then be approximated with this sam-
ple as indicated below. Although the number of iterations needed for reliable infer-
ences will of course depend on the particular application, our experience with the
examples in Section 5 suggests that the number of iterations required is relatively
modest.
To estimate f (x) or predict Y at a particular x, in-sample or out-of-sample,
a natural choice is the average of the after burn-in sample f ∗1 , . . . , f ∗K ,
1
K
K∑
k=1
f ∗k (x),(18)
which approximates the posterior mean E(f (x)|y). Another good choice would
be the median of f ∗1 (x), . . . , f ∗K(x) which approximates the posterior median
of f (x). Posterior uncertainty about f (x) may be gauged by the variation of
f ∗1 (x), . . . , f ∗K(x). For example, a natural and convenient (1−α)% posterior inter-
val for f (x) is obtained as the interval between the upper and lower α/2 quantiles
of f ∗1 (x), . . . , f ∗K(x). As will be seen, these uncertainty intervals behave sensibly,
for example, by widening at x values far from the data.
It is also straightforward to use f ∗1 (x), . . . , f ∗K(x) to estimate other functionals
of f . For example, a functional of particular interest is the partial dependence func-
tion [Friedman (2001)], which summarizes the marginal effect of one (or more)
predictors on the response. More precisely, letting f (x) = f (xs, xc) where x has
been partitioned into the predictors of interest, xs and the complement xc = x \ xs ,
the partial dependence function is defined as
f (xs) = 1
n
n∑
i=1
f (xs, xic),(19)
where xic is the ith observation of xc in the data. Note that (xs, xic) will not gen-
erally be one of the observed data points. A draw from the induced BART pos-
terior p(f (xs)|y) at any value of xs is obtained by simply computing f ∗k (xs) =
1
n
∑
i f
∗
k (xs, xic). The average of f ∗1 (xs), . . . , f ∗K(xs) then yields an estimate of
f (xs), and the upper and lower α/2 quantiles provide endpoints of (1 − α)% pos-
terior intervals for f (xs).
Finally, as mentioned in Section 1, BART can also be used for variable selec-
tion by selecting those variables that appear most often in the fitted sum-of-trees
models. Interestingly, this strategy is less effective when m is large because the re-
dundancy offered by so many trees tends to mix many irrelevant predictors in with
the relevant ones. However, as m is decreased and that redundancy is diminished,
BART tends to heavily favor relevant predictors for its fit. In a sense, when m is
small the predictors compete with each other to improve the fit.
This model-free approach to variable selection is accomplished by observing
what happens to the x component usage frequencies in a sequence of MCMC
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samples f ∗1 , . . . , f ∗K as the number of trees m is set smaller and smaller. More
precisely, for each simulated sum-of-trees model f ∗k , let zik be the proportion of
all splitting rules that use the ith component of x. Then
vi ≡ 1
K
K∑
k=1
zik(20)
is the average use per splitting rule for the ith component of x. As m is set smaller
and smaller, the sum-of-trees models tend to more strongly favor inclusion of those
x components which improve prediction of y and exclusion of those x components
that are unrelated to y. In effect, smaller m seems to create a bottleneck that forces
the x components to compete for entry into the sum-of-trees model. As we shall
see illustrated in Section 5, the x components with the larger vi ’s will then be those
that provide the most information for predicting y. Finally, it might be useful to
consider alternative ways of measuring component usage in (20) such as weighting
variables by the number of data points present in the node, thereby giving more
weight to the importance of initial node splits.
4. BART probit for classification. Our development of BART up to this
point has pertained to setups where the output of interest Y is a continuous vari-
able. However, for binary Y (= 0 or 1), it is straightforward to extend BART to the
probit model setup for classification
p(x) ≡ P [Y = 1|x] = 	[G(x)],(21)
where
G(x) ≡
m∑
j=1
g(x;Tj ,Mj)(22)
and 	[·] is the standard normal c.d.f. Note that each classification probability p(x)
here is obtained as a function of G(x), our sum of regression trees. This contrasts
with the often used aggregate classifier approaches which use a majority or an
average vote based on an ensemble of classification trees, for example, see Amit
and Geman (1997) and Breiman (2001).
For the BART extension to (21), we need to impose a regularization prior on
G(x) and to implement a Bayesian backfitting algorithm for posterior computa-
tion. Fortunately, these are obtained with only minor modifications of the methods
in Sections 2 and 3. As opposed to (4), the model (21) implicitly assumes σ = 1
and so only a prior on (T1,M1), . . . , (Tm,Mm) is needed. Proceeding exactly as in
Section 2.2.1, we consider a prior of the form
p((T1,M1), . . . , (Tm,Mm)) =
∏
j
[
p(Tj )
∏
i
p(μij |Tj )
]
,(23)
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where each tree prior p(Tj ) is the choice recommended in Section 2.2.2.
For the choice of p(μij |Tj ) here, we consider the case where the interval
(	[−3.0],	[3.0]) contains most of the p(x) values of interest, a case which will
often be of practical relevance. Proceeding similarly to the motivation of (8) in
Section 2.2.3, we would then recommend the choice
μij ∼ N(0, σ 2μ) where σμ = 3.0/k
√
m,(24)
where k is such that G(x) will with high probability be in the interval (−3.0,3.0).
Just as for (8), this prior has the effect of shrinking the tree parameters μij to-
ward zero, limiting the effect of the individual tree components of G(x). As k
and/or the number of trees m is increased, this prior will become tighter and apply
greater shrinkage to the μij ’s. For the choice of k, we have found that values of
k between 1 and 3 yield good results, and we recommend k = 2 as an automatic
default choice. Alternatively, the value of k may be chosen by cross-validation.
By shrinking G(x) toward 0, the prior (24) has the effect of shrinking p(x) =
	[G(x)] toward 0.5. If it is of interest to shrink toward a value p0 other than
0.5, one can simply replace G(x) by Gc = G(x) + c in (21) with the offset c =
	−1[p0]. Note also that if an interval other than (	[−3.0],	[3.0]) is of interest
for p(x), suitable modification of (24) is straightforward.
Turning to posterior calculation, the essential features of the backfitting algo-
rithm in Section 3.1 can be implemented by using the augmentation idea of Albert
and Chib (1993). The key idea is to recast the model (21) by introducing latent
variables Z1, . . . ,Zn i.i.d. ∼ N(G(x),1) such that Yi = 1 if Zi > 0 and Yi = 0
if Zi ≤ 0. Note that under this formulation, Zi |[yi = 1] ∼ max{N(g(x),1),0}
and Zi |[yi = 0] ∼ min{N(g(x),1),0}. Incorporating simulation of the latent Zi
values into the backfitting algorithm, the Gibbs sampler iterations here entail
n successive draws of Zi |yi , i = 1, . . . , n, followed by m successive draws of
(Tj ,Mj )|T(j),M(j), z1, . . . , zn, j = 1, . . . ,m, as spelled out in Section 3.1. The
induced sequence of sum-of-trees functions
p∗(·) = 	
[
m∑
j=1
g(·;T ∗j ,M∗j )
]
,(25)
for the sequence of draws (T ∗1 ,M∗1 ), . . . , (T ∗m,M∗m), is thus converging to the pos-
terior distribution on the “true” p(·). After a suitable burn-in period, the sequence
of g∗ draws, say, g∗1 , . . . , g∗K , may be regarded as an approximate, dependent sam-
ple from this posterior which can be used to draw inference about p(·) in the same
way that f ∗1 , . . . , f ∗K was used in Section 3.2 to draw inference about f (·).
5. Applications. In this section we demonstrate the application of BART on
several examples. We begin in Section 5.1 with a predictive cross-validation per-
formance comparison of BART with competing methods on 42 different real data
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TABLE 1
The 42 data sets used in the bake-off
Name n Name n Name n Name n Name n
Abalone 4177 Budget 1729 Diamond 308 Labor 2953 Rate 144
Ais 202 Cane 3775 Edu 1400 Laheart 200 Rice 171
Alcohol 2462 Cardio 375 Enroll 258 Medicare 4406 Scenic 113
Amenity 3044 College 694 Fame 1318 Mpg 392 Servo 167
Attend 838 Cps 534 Fat 252 Mumps 1523 Smsa 141
Baseball 263 Cpu 209 Fishery 6806 Mussels 201 Strike 625
Baskball 96 Deer 654 Hatco 100 Ozone 330 Tecator 215
Boston 506 Diabetes 375 Insur 2182 Price 159 Tree 100
Edu 1400 Fame 1318
sets. We next, in Section 5.2, evaluate and illustrate BART’s capabilities on sim-
ulated data used by Friedman (1991). Finally, in Section 5.3 we apply the BART
probit model to a drug discovery classification problem. All of the BART calcu-
lations throughout this section can be reproduced with the BayesTree library at
http://cran.r-project.org/.
5.1. Predictive comparisons on 42 data sets. Our first illustration is a “bake-
off,” a predictive performance comparison of BART with competing methods on
42 different real data sets. These data sets (see Table 1) are a subset of 52 sets
considered by Kim et al. (2007). Ten data sets were excluded either because Ran-
dom Forests was unable to use over 32 categorical predictors, or because a single
train/test split was used in the original paper. All data sets correspond to regression
setups with between 3 and 28 numeric predictors and 0 to 6 categorical predictors.
Categorical predictors were converted into 0/1 indicator variables corresponding
to each level. Sample sizes vary from 96 to 6806 observations. In each of the 42
data sets, the response was minimally preprocessed, applying a log or square root
transformation if this made the histogram of observed responses more bell-shaped.
In about half the cases, a log transform was used to reduce a right tail. In one case
(Fishery) a square root transform was most appropriate.
For each of the 42 data sets, we created 20 independent train/test splits by ran-
domly selecting 5/6 of the data as a training set and the remaining 1/6 as a test
set. Thus, 42 × 20 = 840 test/train splits were created. Based on each training set,
each method was then used to predict the corresponding test set and evaluated on
the basis of its predictive RMSE.
We considered two versions of BART: BART-cv where the prior hyperpa-
rameters (ν, q, k,m) were treated as operational parameters to be tuned via
cross-validation, and BART-default where we set (ν, q, k,m) to the defaults
(3,0.90,2,200). For both BART-cv and BART-default, all specifications of the
quantile q were made relative to the least squares linear regression estimate σˆ , and
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the number of burn-in steps and MCMC iterations used were determined by in-
spection of a single long run. Typically, 200 burn-in steps and 1000 iterations were
used. For BART prediction at each x, we used the posterior mean estimates given
by (18).
As competitors, we considered linear regression with L1 regularization (the
Lasso) [Efron et al. (2004)] and three black-box models: gradient boosting
[Friedman (2001), implemented as gbm in R by Ridgeway (2004)], random forests
[Breiman (2001), implemented as randomforest in R] and neural networks
with one layer of hidden units [implemented as nnet in R by Venables and Rip-
ley (2002)]. These competitors were chosen because, like BART, they are black
box predictors. Trees, Bayesian CART (CGM98) and Bayesian treed regression
[Chipman, George and McCulloch (2002)] models were not considered, since they
tend to sacrifice predictive performance for interpretability.
With the exception of BART-default (which requires no tuning), the operational
parameters of every method were chosen via 5-fold cross-validation within each
training set. The parameters considered and potential levels are given in Table 2.
In particular, for BART-cv, we considered the following:
• three settings (3,0.90) (default), (3,0.99) (aggressive) and (10,0.75) (conserv-
ative) as shown in Figure 1 for the σ prior hyperparameters (ν, q),
• four values k = 1,2,3,5 reflecting moderate to heavy shrinkage for the μ prior
hyperparameter, and
• two values m = 50,200 for the number of trees,
a total of 3 ∗ 4 ∗ 2 = 24 potential choices for (ν, q, k,m).
All the levels in Table 2 were chosen with a sufficiently wide range so that the
selected value was not at an extreme of the candidate values in most problems.
TABLE 2
Operational parameters for the various competing models
Method Parameter Values considered
BART-cv Sigma prior: (ν, q) combinations (3, 0.90), (3, 0.99), (10, 0.75)
# trees m 50, 200
μ prior: k value for σμ 1, 2, 3, 5
Lasso Shrinkage (in range 0–1) 0.1,0.2, . . . ,1.0
Gradient boosting # of trees 50, 100, 200
Shrinkage (multiplier of each tree added) 0.01, 0.05, 0.10, 0.25
Max depth permitted for each tree 1, 2, 3, 4
Neural nets # hidden units see text
Weight decay 0.0001, 0.001, 0.01, 0.1, 1, 2, 3
Random forests # of trees 500
% variables sampled to grow each node 10, 25, 50, 100
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Neural networks are the only model whose operational parameters need additional
explanation. In that case, the number of hidden units was chosen in terms of the
implied number of weights, rather than the number of units. This design choice was
made because of the widely varying number of predictors across problems, which
directly impacts the number of weights. A number of hidden units were chosen
so that there was a total of roughly u weights, with u = 50,100,200,500 or 800.
In all cases, the number of hidden units was further constrained to fall between 3
and 30. For example, with 20 predictors we used 3, 8 and 21 as candidate values
for the number of hidden units.
To facilitate performance comparisons across data sets, we considered rela-
tive RMSE (RRMSE), which we defined as the RMSE divided by the minimum
RMSE obtained by any method for each test/train split. Thus, a method obtained
an RRMSE of 1.0 when that method had the minimum RMSE on that split. As
opposed to the RMSE, the RRMSE provides meaningful comparisons across data
sets because of its invariance to location and scale transformations of the response
variables. Boxplots of the 840 test/train split RRMSE values for each method are
shown in Figure 2, and the (50%, 75%) RRMSE quantiles (the center and right-
most edge of each box in Figure 2) are given in Table 3. (The Lasso was left off the
boxplots because its many large RRMSE values visually overwhelmed the other
comparisons.)
FIG. 2. Boxplots of the RRMSE values for each method across the 840 test/train splits. Percentage
RRMSE values larger than 1.5 for each method (and not plotted) were the following: random forests
16.2%, neural net 9.0%, boosting 13.6%, BART-cv 9.0% and BART-default 11.8%. The Lasso (not
plotted because of too many large RRMSE values) had 29.5% greater than 1.5.
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TABLE 3
(50%, 75%) quantiles of relative RMSE values
for each method across the 840 test/train splits
Method (50%, 75%)
Lasso (1.196, 1.762)
Boosting (1.068, 1.189)
Neural net (1.055, 1.195)
Random forest (1.053, 1.181)
BART-default (1.055, 1.164)
BART-cv (1.037, 1.117)
Although relative performance in Figure 2 varies widely across the different
problems, it is clear from the distribution of RRMSE values that BART-cv tended
to more often obtain smaller RMSE than any of its competitors. Also notable is
the overall performance of BART-default which was arguably second best. This is
especially impressive since neural nets, random forests and gradient boosting all
relied here on cross-validation for control parameter tuning. By avoiding the need
for hyperparameter specification, BART-default is vastly easier and faster to use.
For example, a single implementation of BART-cv here requires selection among
the 24 possible hyperparameter values with 5 fold cv, followed by fitting the best
model, for a total of 24 ∗ 5 + 1 = 121 applications of BART. For those who want
a computationally inexpensive method ready for easy “off the shelf” use, BART-
default is the winner in this experiment.
5.2. Friedman’s five dimensional test function. We next proceed to illustrate
various features of BART on simulated data where we can gauge its performance
against the true underlying signal. For this purpose, we constructed data by simu-
lating values of x = (x1, x2, . . . , xp) where
x1, x2, . . . , xp i.i.d. ∼ Uniform(0,1),(26)
and y given x where
y = f (x) + ε = 10 sin(πx1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5 + ε,(27)
where ε ∼ N(0,1). Because y only depends on x1, . . . , x5, the predictors x6, . . . ,
xp are irrelevant. These added variables together with the interactions and nonlin-
earities make it more challenging to find f (x) by standard parametric methods.
Friedman (1991) used this setup with p = 10 to illustrate the potential of multi-
variate adaptive regression splines (MARS).
In Section 5.2.1 we illustrate various basic features of BART. We illustrate point
and interval estimation of f (x), model-free variable selection and estimation of
partial dependence functions. We see that the BART MCMC burns-in quickly and
BART 283
mixes well. We illustrate BART’s robust performance with respect to various hy-
perparameter settings. In Section 5.2.2 we increase the number of irrelevant pre-
dictors in the data to show BART’s effectiveness at detecting a low dimensional
structure in a high dimensional setup. In Section 5.2.3 we compare BART’s out-of-
sample performance with the same set of competitors used in Section 5.1 with p
equal to 10, 100 and 1000. We find that BART dramatically outperforms the other
methods.
5.2.1. A simple application of BART. We begin by illustrating the basic fea-
tures of BART on a single simulated data set of the Friedman function (26) and
(27) with p = 10 x′s and n = 100 observations. For simplicity, we applied BART
with the default setting (ν, q, k,m) = (3,0.90,2,200) described in Section 2.2.
Using the backfitting MCMC algorithm, we generated 5000 MCMC draws of f ∗
as in (17) from the posterior after skipping 1000 burn-in iterations.
To begin with, for each value of x, we obtained posterior mean estimates fˆ (x)
of f (x) by averaging the 5000 f ∗(x) values as in (18). Endpoints of 90% posterior
intervals for each f (x) were obtained as the 5% and 95% quantiles of the f ∗
values. Figure 3(a) plots fˆ (x) against f (x) for the n = 100 in-sample values of
x from (26) which were used to generate the y values using (27). Vertical lines
indicate the 90% posterior intervals for the f (x)’s. Figure 3(b) is the analogous
plot at 100 randomly selected out-of-sample x values. We see that in-sample the
fˆ (x) values correlate very well with the true f (x) values and the intervals tend to
cover the true values. Out-of sample, there is a slight degradation of the correlation
and wider intervals indicating greater uncertainty about f (x) at new x values.
Although one would not expect the 90% posterior intervals to exhibit 90% fre-
quentist coverage, it may be of interest to note that 89% and 96% of the intervals
in Figures 3(a) and (b) covered the true f (x) value, respectively. In fact, in over
200 independent replicates of this example we found average coverage rates of
87% (in-sample) and 93% (out-of-sample). In real data settings where f is un-
known, bootstrap and/or cross-validation methods might be helpful to get similar
FIG. 3. Inference about Friedman’s f (x) in p = 10 dimensions.
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calibrations of frequentist coverage. It should be noted, however, that for extreme
x values, the prior may exert more shrinkage toward 0, leading to lower coverage
frequencies.
The lower sequence in Figure 3(c) is the sequence of σ draws over the entire
1000 burn-in plus 5000 iterations (plotted with *). The horizontal line is drawn at
the true value σ = 1. The Markov chain here appears to reach equilibrium quickly,
and although there is autocorrelation, the draws of σ nicely wander around the true
value σ = 1, suggesting that we have fit but not overfit. To further highlight the de-
ficiencies of a single tree model, the upper sequence (plotted with ·) in Figure 3(c)
is a sequence of σ draws when m = 1, a single tree model, is used. The sequence
seems to take longer to reach equilibrium and remains substantially above the true
value σ = 1. Evidently a single tree is inadequate to fit this data.
Moving beyond estimation and inference about the values of f (x), BART esti-
mates of the partial dependence functions f (xi) in (19) reveal the marginal effects
of the individual xi ’s on y. Figure 4 shows the plots of point and interval estimates
of the partial dependence functions for x1, . . . , x10 from the 5000 MCMC samples
of f ∗. The nonzero marginal effects of x1, . . . , x5 and the zero marginal effects of
x6, . . . , x10 seem to be completely consistent with the form of f which of course
would be unknown in practice.
As described in Section 3.2, BART can also be used to screen for variable se-
lection by identifying as promising those variables that are used most frequently
in the sum-of-trees model f ∗ draws from the posterior. To illustrate the potential
of this approach here, we recorded the average use measure vi in (20) for each xi
FIG. 4. Partial dependence plots for the 10 predictors in the Friedman data.
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FIG. 5. Average use per splitting rule for variables x1, . . . , x10 when m = 10, 20, 50, 100, 200.
over 5000 MCMC draws of f ∗ for each of various values of m, based on a sample
of n = 500 simulated observations of the Friedman function (26) and (27) with
p = 10. Figure 5 plots these vi values for x1, . . . , x10 for m = 10, 20, 50, 100, 200.
Quite dramatically, as the number of trees m is made smaller, the fitted sum-of-
trees models increasingly incorporate only those x variables, namely, x1, . . . , x5,
that are needed to explain the variation of y. Without making use of any assump-
tions or information about the actual functional form of f in (27), BART has here
exactly identified the subset of variables on which f depends.
Yet another appealing feature of BART is its apparent robustness to small
changes in the prior and to the choice of m, the number of trees. This robust-
ness is illustrated in Figures 6(a) and (b) which display the in- and out-of-sample
RMSE obtained by BART over 5000 MCMC samples of f ∗ for various choices of
(ν, q, k,m). In each plot of RMSE versus m, the plotted text indicates the values
of (ν, q, k): k = 1, 2 or 3 and (ν, q) = d, a or c (default/agressive/conservative).
Three striking features of the plot are apparent: (i) a very small number of trees (m
very small) gives poor RMSE results, (ii) as long as k > 1, very similar results are
obtained from different prior settings, and (iii) increasing the number of trees well
beyond the number needed to capture the fit results in only a slight degradation of
the performance.
As Figure 6 suggests, the BART fitted values are remarkably stable as the set-
tings are varied. Indeed, in this example, the correlations between out-of-sample
fits turn out to be very high, almost always greater than 0.99. For example, the cor-
relation between the fits from the (ν, q, k,m) = (3,0.9,2,100) setting (a reason-
able default choice) and the (10,0.75,3,100) setting (a very conservative choice)
is 0.9948. Replicate runs with different seeds are also stable: The correlation be-
tween fits from two runs with the (3,0.9,2,200) setting is 0.9994. Such stability
enables the use of one long MCMC run. In contrast, some models such as neural
networks require multiple starts to ensure a good optimum has been found.
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FIG. 6. BART’s robust RMSE performance as (ν, q, k,m) is varied [a/d/c correspond to aggres-
sive/default/conservative prior on σ , black/red/green correspond to k = (1,2,3)]: (a) in-sample
RMSE comparisons and (b) out-of-sample RMSE comparisons. (Horizontal jittering of points has
been used to improve readability).
5.2.2. Finding low dimensional structure in high dimensional data. Of the p
variables x1, . . . , xp from (26), f in (27) is a function of only five x1, . . . , x5. Thus,
the problem we have been considering is one of drawing inference about a five
dimensional signal embedded in a p dimensional space. In the previous subsection
we saw that when p = 10, the setup used by Friedman (1991), BART could easily
detect and draw inference about this five dimensional signal with just n = 100
observations. We now consider the same problem with substantially larger values
of p to illustrate the extent to which BART can find low dimensional structure
in high dimensional data. For this purpose, we repeated the analysis displayed in
Figure 3 with p = 20, 100 and 1000 but again with only n = 100 observations. We
used BART with the same default setting of (ν, q, k) = (3,0.90,2) and m = 100
with one exception: we used the naive estimate σˆ (the sample standard deviation
of Y ) rather the least squares estimate to anchor the qth prior quantile to allow for
data with p ≥ n. Note that because the naive σˆ is very likely to be larger than the
least squares estimate, it would also have been reasonable to use a more aggressive
prior setting for (ν, q).
Figure 7 displays the in-sample and out-of-sample BART inferences for the
larger values p = 20, 100 and 1000. The in-sample estimates and 90% posterior
intervals for f (x) are remarkably good for every p. As would be expected, the
out-of-sample plots show that extrapolation outside the data becomes less reliable
as p increases. Indeed, the estimates are shrunk toward the mean more, especially
when f (x) is near an extreme, and the posterior intervals widen (as they should).
Where there is less information, it makes sense that BART pulls toward the center
because the prior takes over and the μ’s are shrunk toward the center of the y
values. Nonetheless, when the dimension p is so large compared to the sample
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FIG. 7. Inference about Friedman’s function in p = 20, 100, 1000 dimensions.
size n = 100, it is remarkable that the BART inferences are at all reliable, at least
in the middle of the data.
In the third column of Figure 7, it is interesting to note what happens to the
MCMC sequence of σ draws. In each of these plots, the solid line at σ = 1 is the
true value and the dashed line at σˆ = 4.87 is the naive estimate used to anchor
the prior. In each case, the σ sequence repeatedly crosses σ = 1. However, as p
gets larger, it increasingly tends to stray back toward larger values, a reflection
of increasing uncertainty. Last, note that the sequence of σ draws in Figure 7 is
systematically higher than the σ draws in Figure 3(c). This may be due in part to
the fact that the regression σˆ rather than the naive σˆ was used to anchor the prior in
Figure 3. Indeed, if the naive σˆ was instead used for Figure 3, the σ draws would
similarly rise.
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A further attractive feature of BART is that it appears to avoid being misled
by pure noise. To gauge this, we simulated n = 100 observations from (26) with
f ≡ 0 for p = 10, 100, 1000 and ran BART with the same settings as above. With
p = 10 and p = 100 all intervals for f at both in-sample and out-of-sample x
values covered or were close to 0, clearly indicating the absence of a relationship.
At p = 1000 the data becomes so uninformative that our prior, which suggests that
there is some fit, takes over and some in-sample intervals are far from 0. However,
the out-of-sample intervals still tend to cover 0 and are very large so that BART
still indicates no evidence of a relationship between y and x.
5.2.3. Out-of-sample comparisons with competing methods. To gauge how
well BART performs on the Friedman setup, we compared its out-of-sample per-
formance with random forests, neural nets and gradient boosting. We dropped the
Lasso since it has no hope of uncovering the nonlinear structure without substantial
modification of the approach we used in Section 5.1. In the spirit of Section 5.2.2,
we consider the case of estimating f with just n = 100 observations when p = 10,
100 and 1000. For this experiment we based both the BART-default and BART-cv
estimates on 3000 MCMC iterations obtained after 1000 burn-in draws.
For each value of p, we simulated 100 data sets of n = 100 observations each.
As in Section 5.1, we used 5-fold cross-validation to choose tuning parameters.
Because f is known here, there was no need to simulate test set data. Rather, for
each method’s fˆ based on each data set, we randomly drew 1000 independent x
values and assessed the fit using RMSE =
√
1
1000
∑1000
i=1 (fˆ (xi) − f (xi))2. For each
method we thus obtained 100 such RMSE values.
For p = 10, we used the same parameter values given in Table 2 for all the
methods. For p = 100 and 1000, as in Section 5.2.2, we based the BART prior for
σ on the sample standard deviation of y rather than on the least squares estimate.
For p = 100, we changed the settings for neural nets. We considered either 3 or
6 hidden units and decay values of 0.1, 1, 2, 3, 5, 10 or 20. With the larger value
of p, neural nets use far more parameters so we had to limit the number of units
and increase the shrinkage in order to avoid consistently hitting a boundary. At
p = 1000, computational difficulties forced us to drop neural nets altogether.
Figure 8 displays boxplots and Table 4 provides the 50% and 75% quantiles
of the 100 RMSE values for each method for p = 10, 100 and 1000. (Note that
these are not relative RRMSE values as we had used in Figure 2.) With p = 10,
the two BART approaches are clearly the best and very similar. However, as p
increases, BART-cv degrades relatively little, whereas BART-default gets much
worse. Indeed, when p = 1000, BART-cv is much better than the other methods
and the performance of BART-default is relatively poor.
Evidently, the default prior is not a good choice for the Friedman simulation
when p is large. This can be seen by noting that in the cross-validation selection of
tuning parameters for BART-cv, the setting with m = 50 trees and the aggressive
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FIG. 8. Out-of-sample predictive comparisons in the Friedman simulated example for (from top to
bottom) BART-default, BART-cv, boosting and random forests. Each boxplot represents 100 RMSE
values.
prior on σ (df = 3, quantile = 0.99) is chosen 60% of the time when p = 100 or
1000. Because of a high signal-to-noise ratio here, the default σ prior settings are
apparently not aggressive enough when the sample standard deviation of y is used
to anchor the quantile. Furthermore, since only five of the variables actually matter,
m = 50 trees is adequate to fit the complexity of the true f , whereas using more
trees may inhibit the stochastic search in this very high dimensional problem.
5.3. Classification: A drug discovery application. Our last example illustrates
an application of the BART probit approach of Section 4 to a drug discovery clas-
sification problem. In such problems, the goal is to predict the “activity” of a com-
pound using predictor variables that characterize the molecular structure of the
compound. By “activity,” one typically means the ability to effect a desired out-
come against some biological target, such as inhibiting or killing a certain virus.
The data we consider describe p = 266 molecular characteristics of n = 29,374
compounds, of which 542 were classified as active. These predictors represent
topological aspects of molecular structure. This data set was collected by the Na-
tional Cancer Institute, and is described in Feng et al. (2003). Designating the
activity of a compound by a binary variable (Y = 1 if active and Y = 0 otherwise),
BART probit can be applied here to obtain posterior mean estimates of P [Y = 1|x]
for each x vector of the 266 molecular predictor values.
TABLE 4
(50%, 75%) quantiles of RMSE values for each method when p = 10, 100, 1000
Method p = 10 p = 100 p = 1000
Random forests (1.25, 1.31) (1.46, 1.52) (1.62, 1.68)
Neural net (1.01, 1.32) (1.71, 2.11) unavailable
Boosting (0.99, 1.07) (1.03, 1.14) (1.08, 1.33)
BART-cv (0.90, 0.95) (0.93, 0.98) (0.99, 1.06)
BART-default (0.89, 0.94) (1.02, 1.10) (1.48, 1.66)
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FIG. 9. BART posterior intervals for the 20 compounds with highest predicted activity, using
train (a) and test (b) sets.
To get a feel for the extent to which BART’s P [Y = 1|x] estimates can be used
to identify promising drugs, we randomly split the data into nonoverlapping train
and test sets, each with 14,687 compounds of which 271 were active. We then
applied BART probit to the training set with the default settings m = 50 trees and
mean shrinkage k = 2 (recall ν and q have no meaning for the probit model). To
gauge MCMC convergence, we performed four independent repetitions of 250,000
MCMC iterations and obtained essentially the same results each time.
Figure 9 plots the 20 largest P [Y = 1|x] estimates for the train and the test
sets. Also provided are the 90% posterior intervals which convey uncertainty and
the identification whether the drug was in fact active (y = 1) or not (y = 0). The
true positive rates in both the train and test sets for these 20 largest estimates are
16/20 = 80% (there are 4 inactives in each plot), an impressive gain over the
271/14,687 = 1.85% base rate. It may be of interest to note that the test set in-
tervals are slightly wider, with an average width of 0.50 compared to 0.47 for the
training intervals.
To gauge the predictive performance of BART probit on this data, we com-
pared its out-of sample performance with boosted trees, neural networks and ran-
dom forests (using gbm, nnet and randomforest, as in Section 5.1) and with
support vector machines [using svm in the e1071 package of Dimitriadou et al.
(2008)]. L1-penalized logistic regression was excluded due to numeric difficul-
ties. For this purpose, we randomly split the data into training and test sets, each
containing 271 randomly selected active compounds. The remaining inactive com-
pounds were then randomly allocated to create a training set of 1000 compounds
and a test set of 28,374 observations. The training set was deliberately chosen
smaller to make feasible a comparative experiment with 20 replications.
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For this experiment we considered both BART-default and BART-cv based on
10,000 MCMC iterations. For BART-default, we used the same default settings
as above, namely, m = 200 trees and k = 2. For BART-cv, we used 5-fold cross-
validation to choose from among k = 0.25, 0.5, 1, 2, 3 and m = 100, 200, 400 or
800. For all the competitors, we also used 5-fold cross-validation to select tuning
parameters as in Section 5.1. However, the large number of predictors led to some
different ranges of tuning parameters. Neural networks utilized a skip layer and 0,
1 or 2 hidden units, with possible decay values of 0.0001, 0.1, 0.5, 1, 2, 5, 10, 20
and 50. Even with 2 hidden units, the neural network model has over 800 weights.
In random forests, we considered 2% variable sampling in addition to 10%, 25%,
50% and 100%. For support vector machines, two parameters, C, the cost of a con-
straint violation, and γ [Chang and Lin (2001)], were chosen by cross-validation,
with possible values C = 2a, a = −6,−5, . . . ,0 and γ = 2b, b = −7,−6,−5,−4.
In each of 20 replicates, a different train/test split was generated. Test set per-
formance for this classification problem was measured by area under the Receiver
Operating Characteristic (ROC) curve, via the ROCR package of Sing et al. (2007).
To generate a ROC curve, each method must produce a rank ordering of cases by
predicted activity. All models considered generate a predicted probability of activ-
ity, though other rank orderings could be used. Larger AUC values indicate supe-
rior performance, with an AUC of 0.50 corresponding to the expected performance
of a method that randomly orders observations by their predictions. A classifier’s
AUC value is the probability that it will rank a randomly chosen y = 1 example
higher than a randomly chosen y = 0.
The area under curve (AUC) values in Table 5 indicate that for this data set,
BART is very competitive with all the methods. Here random forests provides
the best performance, followed closely by boosting, BART-cv and then support
vector machines. The default version of BART and neural networks score slightly
lower. Although the differences in AUC between these three groups are statistically
significant (based on a 1-way ANOVA with a block effect for each replicate), the
TABLE 5
Classifier performance for the drug discovery problem, measured as AUC, the area under a ROC
curve. Results are averages over 20 replicates. The corresponding standard error is 0.0040,
based on an ANOVA of AUC scores with a block effect for replicates
Method AUC
Random forests 0.7680
Boosting 0.7543
BART-cv 0.7483
Support vector 0.7417
BART 0.7245
Neural network 0.7205
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(a) (b)
FIG. 10. Variable importance measure, drug discovery example. Values are given for 5, 10 and 20
trees in the ensemble, for all 266 variables (a) and the 25 variables with the highest mean usage (b).
Vertical lines in (a) indicate variables whose percent usage exceeds the 95th percentile. The 95th
percentile is indicated by a horizontal line.
practical differences are not appreciable. We remark again that by avoiding the
cross-validated selection of tuning parameters, BART-default is much faster and
easier to implement than the other methods here.
Finally, we turn to the issue of variable selection and demonstrate that by de-
creasing the number of trees m, BART probit can be used, just as BART in
Section 5.2.1, to identify those predictors which have the most influence on the
response. For this purpose, we modify the data setup as follows: instead of hold-
ing out a test set, all 542 active compounds and a subsample of 542 inactives
were used to build a model. Four independent chains, each with 1,000,000 itera-
tions, were used. The large number of iterations was used to ensure stability in the
“percent usage” variable selection index (20). BART probit with k = 2 and with
m = 5,10,20 trees were considered.
As Figure 10 shows, the same three variables are selected as most important for
all three choices of m. Considering that 1/266 ≈ 0.004, percent usages of 0.050
to 0.100 are quite a bit larger than one would expect if all variables were equally
important. As expected, variable usage is most concentrated in the case of a small
ensemble (i.e., m = 5 trees).
6. Execution time considerations. In this section we study BART’s execu-
tion time on various simulations of the Friedman data in order to shed light on
how it depends on the sample size n and number of predictors p, and on how it
compares to the execution time of random forests, gradient boosting and neural
nets.
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FIG. 11. (a) For p = 50, execution times of the short version of BART for n = 100, 500, 1000, 2500,
5000, 7500, 10,000, with a linear regression overlaid. (b) For p = 50, execution times of the default
version of BART for n = 100, 500, 1000, 2500, 5000, 7500, 10,000, with a quadratic regression
overlaid. (c) Execution times for the default version of BART when p = 10, 25, 50, 75, 100 for each
n = 100, 500, 1000, 2500, 5000, 7500, 10,000.
To study the dependence of execution time on sample size n, we fixed p = 50
and varied n from 100 to 10,000. For each n, we ran both a short version (no burn-
in iterations, 2 sampling iterations, m = 200 trees) and the default version (100
burn-in iterations, 1000 sampling iterations, m = 200 trees) of BART 10 times.
The execution times of these 10 replicates for each n are displayed in Figures 11(a)
and (b). (We used the R system.time command to time each run). Replicate
variation is negligible. Because BART’s main computational task is the calculation
of residuals in (13) and the evaluation of log-likelihood in the Metropolis–Hastings
proposal, both of which involve iterating over either all n observations or all ob-
servations contained in a node, we anticipated that execution time would increase
linearly with n. This linearity was indeed borne out by the short version of BART
in Figure 11(a).
However, for the longer default version of BART, this dependence becomes
quadratic as is evidenced in Figure 11(b). Apparently, this nonlinear dependence
is due to the adaptive nature of BART. For larger n, BART iterations tend toward
the use of larger trees to exploit finer structure, and these larger trees require more
tree-based operations to generate the predictions required for residual and likeli-
hood evaluation. Indeed, in a separate experiment using m = 50 trees, we found
that for n = 100, BART trees had up to 4 terminal nodes with an average size
of 2.52 terminal nodes, whereas for n = 10,000, BART trees had as many as 10
terminal nodes with an average size of 3.34. In contrast, the short version BART
effectively keeps tree sizes small by limiting iterations, so that its execution time
scales linearly with n.
To study the dependence of execution time on the number of predictors p, we
replicated the above experiment for the default version of BART varying p from
10 to 100 for each n. The execution times, displayed in Figure 11(c), reveal that
in all cases, BART’s execution time is close to independent of p, especially as
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compared to its dependence on n. Note, however, that, in practice, the time to run
BART may depend on the complexity of the underlying signal which may require a
longer burn-in period and a longer set of runs to fully explore the posterior. Larger
values of p may lead to such complexity.
Finally, we compared BART’s execution time to that of random forests, gradient
boosting and neural nets, where execution of each method entails generating pre-
dictions for the training set. As in our first experiment above, we fixed p = 50 and
varied n from 100 to 10,000. Two versions of BART were run: the default version
considered above and a minimal version (20 burn-in iterations, 10 sampling itera-
tions, m = 50 trees). Even with such a small number of iterations, the fits provided
by this minimal version were virtually indistinguishable from the default version
for the Friedman data with n = 100 and p = 10. For the other models, tuning para-
meters were held fixed at the “typical” values: mtry = 10 and ntree = 500
for RandomForest; shrinkage = 0.1, interaction.depth = 3 and
n.tree = 100 for gbm; size = 6 and decay = 1.0 for nnet.
Execution times as a function of n for each of the methods are displayed in Fig-
ure 12. The execution time of BART is seen to be comparable with that of the other
algorithms, and all the algorithms scale in a similar fashion. The minimal version
of BART is faster than all the other algorithms, while the default version is the
slowest. Of course, execution times under actual use should take into account the
need to select tuning parameters, typically by cross-validation. By being competi-
tive while avoiding this need, as was illustrated in Section 5.1, the default version
of BART compares most favorably with these other methods.
FIG. 12. Execution time comparisons of various methods, with log10 seconds plotted versus sample
size n = 100, 500, 1000, 2500, 5000, 7500, 10,000.
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7. Extensions and related work. Although we have framed BART as a stand
alone procedure, it can also be incorporated into larger statistical models, for ex-
ample, by adding other components such as linear terms or linear random effects.
For instance, one might consider a model of the form
Y = h1(x) + h2(z) + ε, ε ∼ N(0, σ 2),(28)
where h1(x) is a sum of trees as in (2) and h2(z) is a parametric form involving z,
a second vector of predictors. One can also extend the sum-of-trees model to a
multivariate framework such as
Yi = hi(xi) + εi, (ε1, ε2, . . . , εp) ∼ N(0,),(29)
where each hi is a sum of trees and  is a p dimensional covariance matrix. If all
the xi are the same, we have a generalization of multivariate regression. If the xi are
different, we have a generalization of Zellner’s SUR model [Zellner (1962)]. The
modularity of the BART MCMC algorithm in Section 3.1 easily allows for such
incorporations and extensions. Implementation of linear terms or random effects
in a BART model would only require a simple additional MCMC step to draw
the associated parameters. The multivariate version of BART (29) is easily fit by
drawing each h∗i given {h∗j }j 
=i and , and then drawing  given all the h∗i .
The framework for variable selection developed in Section 3 and illustrated
in Section 5 appears quite promising for model-free identification of important
features. Modification of the prior hyperparameters may further enhance this ap-
proach. For instance, in the tree prior (7), the default α = 0.95 puts only 5% prior
probability on a single node tree. This may encourage splits even in situations
where predictive gains are modest. Putting more mass on small trees (via smaller
values of α) might lead to a posterior in which “every split counts,” offsetting
the tendency of BART to include spurious splits. Although such spurious splits
do not affect predictive accuracy, they do tend to inflate variable usage frequen-
cies, thereby making it more difficult to distinguish the important variables. Prior
specifcations for variable selection via BART are part of our ongoing research.
An early version of our work on BART [Chipman, George and McCulloch
(2007)] was published in the proceedings of the conference Advances in Neural
Information Processing Systems 2006. Based on this and other preliminary tech-
nical reports of ours, a variety of extensions and applications of BART have begun
to appear. Zhang, Shih and Muller (2007) proposed SBART an extension of BART
obtained by adding a spatial component along the lines of (28). Applied to the
problem of merging data sets, they found that SBART improved over the con-
ventional census based method. For the predictive modeling problem of TF-DNA
binding in genetics, Zhou and Liu (2008) considered a variety of learning meth-
ods, including stepwise linear regression, MARS, neural networks, support vector
machines, boosting and BART. Concluding that “the BART method performed
best in all cases,” they noted BART’s “high predictive power, its explicit quantifi-
cation of uncertainty and its interpretability.” By keeping track of the per sample
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inclusion rates, they successfully used BART to identify some unusual predictors.
Zhang and Haerdle (2010) independently developed a probit extension of BART,
which they call BACT, and applied it to credit risk data to predict the insolvency of
firms. They found BACT to outperform the logit model, CART and support vec-
tor machines. Abu-Nimeh et al. (2008) also independently discovered the probit
extension of BART, which they call CBART, and applied it for the automatic de-
tection of phishing emails. They found CBART to outperform logistic regression,
random forests, support vector machines, CART, neural networks and the original
BART. Abreveya and McCulloch (2006) applied BART to hockey game penalty
data and found evidence of referee bias in officiating. Without exception, these
papers provide further evidence for the remarkable potential of BART.
8. Discussion. The essential components of BART are the sum-of-trees
model, the regularization prior and the backfitting MCMC algorithm. As opposed
to the Bayesian approaches of CGM98 and Denison, Mallick and Smith (1998),
where a single tree is used to explain all the variation in y, each of the trees in
BART accounts for only part of the overall fit. This is accomplished with a reg-
ularization prior that shrinks the tree effects toward a simpler fit. To facilitate the
implementation of BART, the prior is formulated in terms of rapidly computable
forms that are controlled by interpretable hyperparameters, and which allow for a
highly effective default version for immediate “off-the-shelf” use. Posterior cal-
culation is carried out by a tailored backfitting MCMC algorithm that appears to
converge quickly, effectively obtaining a (dependent) sample from the posterior
distribution over the space of sum-of-trees models. A variety of inferential quanti-
ties of interest can be obtained directly from this sample.
The application of BART to a wide variety of data sets and a simulation ex-
periment (Section 5) served to demonstrate many of its appealing features. In
terms of out-of sample predictive RMSE performance, BART compared favorably
with boosting, the lasso, MARS, neural nets and random forests. In particular, the
computationally inexpensive and easy to use default version of BART performed
extremely well. In the simulation experiments, BART obtained reliable posterior
mean and interval estimates of the true regression function as well as the marginal
predictor effects. BART’s performance was seen to be remarkably robust to hyper-
parameter specification, and remained effective when the regression function was
buried in ever higher dimensional spaces. BART was also seen to be a new effective
tool for model-free variable selection. Finally, a straightforward probit extension
of BART for classification of binary Y was seen to be an effective, competitive
tool for discovering promising drugs on the basis of their molecular structure.
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