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Abstract
In this paper, we consider the multiplicity of positive solution to the equation
−u = λu+ h(x)upeu, x ∈R2,
with h(x) a sign-changing function, p > 1 a constant and λ a parameter. We first use a moving plane argument to get a priori
bounds for the positive solutions of this equation. Then we obtain multiple positive solutions through a squeezing method, which
overcomes the lack of compactness of the problem.
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1. Introduction
In this paper, we consider the multiplicity of positive solution to the equation
−u = λu+ h(x)upeu, x ∈R2, (1.1)
with h(x) a sign-changing function, p > 1 a constant and λ is a parameter. Problem of this kind arises from a variety
of situations such as prescribing curvature equation in Riemann geometry (see e.g. [7,8]) and models in population
genetics (see e.g. [6]).
For presentation simplicity, we assume h(x) to be sufficiently smooth. Denote
Ω+ = {x ∈R2 ∣∣ h(x) > 0}, Ω− = {x ∈R2 ∣∣ h(x) < 0}
and
Γ = Ω0 = {x ∈R2 ∣∣ h(x) = 0}.
We assume Ω0 is a smooth manifold of dimension 1 and Ω+ is a bounded set with positive measure.
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−u = λu+ h(x)up, x ∈RN, (1.2)
with 1 < p < min{(N + 1 + γ )/(N − 1),p∗} (p∗ = ∞ if N = 1,2; p∗ = (N + 2)/(N − 2) if N > 2) and h(x)
sign-changing. Here γ is a positive number. He proved, provided that
lim|x|→∞h(x) = −α∞ < 0, (1.3)
and h(x) has nonzero derivative (possibly high-order) on Γ , there exists a number Λ > 0 such that (1.1) has at least
two positive solutions for each λ ∈ (0,Λ), at least one positive solution for each λ ∈ (−∞,0]∪{Λ} and has no positive
solution when λ ∈ (Λ,∞).
Another paper that also inspires us is [1], in which Adimurthi and J. Giacomoni studied the problem
{−u = λu+ h(x)φ(u)eu, x ∈R2,
u 0, u → 0 when |x| → ∞, (1.4)
with h(x) sign-changing, φ(u) ∼ up (p > 1) near u = 0 and φ′(u) bounded when u is large. They first got a priori
bounds for the positive solutions to Eq. (1.4) provided the derivatives of h(x) does not vanish on the zero set of h(x).
Then they proved the existence of at least one positive solution to (1.4) for suitable λ. The a priori bounds was
achieved by a moving plane method. While the existence of positive solution was obtained through globe bifurcation
theory.
Although our paper is an analogue of paper [10], it includes some new ingredients.
Firstly, the adaptation of methods from paper [10] to our paper is not so trivial as it seems. Secondly, the blow-up
methods used by [10] to achieve a priori bounds for the positive solutions to (1.2) can no longer be used to (1.1).
Instead, we will use a moving plane process to obtain such a priori bounds. As a result, we need less restrictive
conditions to obtain the a priori bounds. Yet the result we obtain is stronger than that in [10]. Using our method,
we can prove the restriction p < (N + 1 + γ )/(N − 1) is not necessary. On the other hand, as will be seen, our
assumptions required to carried on the moving plane process is much weaker than in [1].
Moreover our restrictions on h(x) at infinity is different from those in [1], where h(x) was required to be zero at
the infinity. As will be seen, such difference causes essentially different methods in dealing with (1.1) and (1.4). We
would also like to point out that in paper [1], in order to obtain the uniform boundedness of positive solutions to (1.4)
over compact subsets of Ω+, the authors used Theorem 3 in [4]. It seems that the same method cannot be used in our
case without suitable modification. In this paper, we develop a lemma (see Lemma 2.3) along the argument in [4] to
treat this issue.
Thirdly, paper [10] began its discuss from an established result (see, e.g., [2,14]):
When (1.2) is considered on a bounded domain Ω ⊂ RN with standard boundary conditions on ∂Ω , then under
suitable conditions on p and on the behavior of h(x) near its zero set, (1.2) has a positive solution for λ = λ1(Ω) (the
first eigenvalue of the Laplacian under the corresponding boundary conditions on ∂Ω) if and only if∫
Ω
h(x)ϕ
p+1
Ω (x)dx < 0, (1.5)
where ϕΩ denotes the (normalized) positive eigenfunction corresponding to λ1(Ω). Moreover, when (1.5) is satisfied,
there exists Λ > 0 such that (1.2) has at least two positive solutions for each λ ∈ (λ1(Ω),Λ), at least one positive
solution for λ = λ1(Ω) and for λ = Λ, and no positive solution for λ >Λ. Under less restrictive conditions, (1.2) has
at least one positive solution for each λ < λ1(Ω).
However, similar result for (1.1) does not seem to have yet been established in the literature.
Our problem also differs from (1.4). Apart from the difference mentioned before, we would also like to point out
that paper (1.4) imposed too restrictive conditions on φ(u). In particular, it cannot allow the nonlinearities we are
dealing with.
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Let us make a more accurate formulation of our problem. Note that under the assumptions on h(x) in Section 1,
we have
h(x) > 0 in a ball Br0(x0), h(x)−σ < 0 for |x|R0. (2.1)
Here and throughout this paper, Br0(x0) denotes the open ball in R2 with center x0 and radius r0.
We assume in this paper that h(x) is Hölder continuous on R2.
By a positive solution of (1.1) we mean a function u ∈ C1(R2) such that u > 0 on R2 and∫
R2
(∇u · ∇v − (λu+ h(x)upeu)v)dx = 0, ∀v ∈ C∞0 (R2).
From classical theory on elliptic equations (see [12]) we know that u is C2.
We are going to obtain the a priori bounds for the positive solutions of (1.1). Denote for δ > 0 small
Ω+δ =
{
x ∈ Ω+ ∣∣ dist(x,Γ ) δ}, Ω−δ = {x ∈ Ω− ∣∣ dist(x,Γ ) δ}
and
Γδ =
{
x ∈R2 ∣∣ dist(x,Γ ) δ}.
Then we have
Theorem 2.1. Suppose that (1.3) holds. |∇h(x)|
h(x)
is continuous near Γ on the Ω+ side and
lim
x∈Ω+, x→Γ
|∇h(x)|
h(x)
= +∞. (2.2)
Moreover,
∂h
∂μ
(x) 0, x ∈ Γδ, (2.3)
where μ denotes the directional vector near the normal of Γ . Then for any λ in a bounded interval in R, there exists
a positive constant C such that for any positive solution of (1.1), one has
|u| C. (2.4)
We are going to prove that the positive solutions of (1.1) are uniformly bounded on Ω+δ , Ω−δ and Γδ , respectively.
We present this in three propositions.
Proposition 2.2. The positive solutions to (1.1) when λ is in a finite interval in R are uniformly bounded on Ω+δ .
Before proving this proposition, we need an important lemma developed from the arguments in Brezis and
Merle [4].
Lemma 2.3. Assume un is a sequence of positive solutions to
−un = Vn(x)eun in D, (2.5)
where D is a bounded domain, and Vn(x) is a sequence of functions. Assume that there exists a function W(x) ∈
Lp(D) for some p > 1 such that∣∣Vn(x)∣∣W(x), ∀n, ∀x ∈ D. (2.6)
Assume further, there exists a constant C, independent of n, such that∥∥eun∥∥ p′  C. (2.7)L (D)
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‖un‖L∞loc(D) C.
This lemma is a modification of Corollary 5 in Brezis and Merle [4], but without the restriction un|∂D = 0. The
result of Lemma 2.3 is weaker than that of Corollary 5 in [4]. We can only get the local boundedness, while Corollary 5
in [4] guarantees boundedness over the whole domain D.
We are going to prove Lemma 2.3 using several results from [4]. We quote them here as lemmas.
Lemma 2.4. (See [4, Theorem 1].) Assume D ⊂R2 is a bounded domain and let u be a solution to{−u = f (x) in D,
u = 0 on ∂D, (2.8)
with f ∈ L1(D). Set ‖f ‖1 =
∫
D
|f (x)|dx. Then, for every δ ∈ (0,4π), we have∫
D
exp
[
(4π − δ)|u(x)|
‖f ‖1
]
dx  4π
2
δ
(
diam(D)
)2
.
Lemma 2.5. (See [4, Corollary 1].) Let u be a solution to (2.8) with f ∈ L1(D). Then for every constant k > 0,
ek|u| ∈ L1(D).
Proof of Lemma 2.3. Split un as un = u1n + u2n, where u1n satisfies
−u1n = 0, u1n|∂D = un|∂D > 0, ∀n,
and u2n satisfies
−u2n = Vn(x)eun, u2n|∂D = 0, ∀n.
Assume that (2.6) holds. For every small  > 0 we have
|Vn|eun Weun  ep′un + (1/)1/(p−1)Wp.
By (2.7) we may fix  > 0 small enough so that

∫
D
ep
′un  α < 4π/p′, ∀n. (2.9)
Let |u2n| u˜2n + u2, where u˜2n satisfies{
−u˜2n = ep′un in D,
u˜2n = 0 on ∂D,
u2 satisfies{−u2 = (1/)1/(p−1)Wp in D,
u2 = 0 on ∂D.
The maximum principle guarantees that u1n, u˜2n and u2 are all nonnegative.
By (2.9) and Lemma 2.4 we see that eu˜2n is uniformly bounded in Lp′+δ(D) for some δ > 0, and, by Lemma 2.5,
eu2 ∈ Lk(D) for every k  1. Hence u2n is uniformly bounded in L1(D). Since u1n is harmonic for each n, by the
mean value theorem for harmonic functions we have for any closed ball BR ⊂ D,
‖u1n‖L∞(B )  C‖u1n‖L1(B )  C
[‖un‖L1(B ) + ‖u2n‖L1(B )] C.R/2 R R R
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Sobolev imbedding theorem (see, e.g., [12, p. 158]) we have for any closed ball BR ⊂ D, un is uniformly bounded
in L∞(BR). This finishes the proof of Lemma 2.3. 
By Lemma 2.2 and the fact that Ω+δ is compact, to achieve our goal in this section, we also need the following
lemma, which belongs to Adimurthi and Giacomoni (see Lemma 2.2 in [1], here we present a rewritten version of
their proof for the sake of completeness):
Lemma 2.6. Let y ∈ Ω+δ . Then∫
Bδ/4(y)
eu dx  C(h, δ,φδ), (2.10)
where φδ = φδ(x) is the normalized positive eigenfunction of −u with homogeneous Dirichlet boundary condition
on Bδ/2(0), and C does not depend on y.
Proof. Let α > 2 and φy,δ(x) = φδ(x − y). Multiplying the equation in (1.1) by φαy,δ(x)h(x)α , we obtain∫
Bδ/2(y)
(−u)φαy,δhα =
∫
Bδ/2(y)
∇u∇(φαy,δhα)= −
∫
Bδ/2(y)
u
(
φαy,δh
α
)
=
∫
Bδ/2(y)
uφα−2y,δ h
α−2Ψ  C(α, δ,h)
∫
Bδ/2(y)
uφα−2y,δ h
α−2,
where
Ψ = −{α(α − 1)(h2|∇φy,δ|2 + φ2y,δ|∇h|2)+ αφy,δh(hφy,δ + φy,δh)}
is a function of x, bounded on Bδ/2(y).
From this, we have∫
Bδ/2(y)
(
λu+ hupeu)φαy,δhα  C
∫
Bδ/2(y)
uφα−2y,δ h
α−2.
It follows from the fact that λ is bounded that∫
Bδ/2(y)
hα+1upeuφαy,δ  C
∫
Bδ/2(y)
uφα−2y,δ h
α−2.
Since h(x) is positive, continuous and bounded away from 0 on Ωδ/2, we have∫
Bδ/2(y)
upeuφαy,δ  C
∫
Bδ/2(y)
ueu/pφα−2y,δ .
By choosing α = 1+2q
q−1 > 2 and using the Hölder inequality, we obtain∫
Bδ/2(y)
upeuφαy,δ  C
( ∫
Bδ/2(y)
upeuφαy,δ
)1/p
.
Therefore,∫
B (y)
upeuφαy,δ  C.
δ/2
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Bδ/4(y)
upeuφαy,δ 
∫
Bδ/2(y)
upeuφαy,δ C.
Since φy,δ is positive and bounded away from 0 in the set Bδ/4(y), we arrive at∫
Bδ/4(y)
upeu C.
Thus ∫
Bδ/4(y)
eu =
[ ∫
Bδ/4(y)∩{u1}
+
∫
Bδ/4(y)∩{u>1}
]
eu  C1 +
∫
Bδ/4(y)
upeu  C2. 
Proof of Proposition 2.2. Let u˜ := 2u. It follows from the equation in (1.1) that
−u˜ = (λu˜e−u˜ + (1/2)p−1h(x)u˜pe−u˜/2)eu˜.
We prove that u˜ is uniformly bounded over Ω+δ . It suffices to prove that u˜ is bounded uniformly, locally over Ω
+
δ/2. In
view of Lemmas 2.3 and 2.6, it suffices to show that there exists a positive function W(x) ∈ L∞(Ω+δ/2) such that
|Vλ,u˜| :=
∣∣λu˜e−u˜ + (1/2)p−1h(x)u˜pe−u˜/2∣∣W(x).
Indeed, since λ is bounded, there exists a positive number K1 such that |λ| <K1. It is obvious that there exist positive
numbers K2,K3 such that |u˜e−u˜|K2 and |u˜pe−u˜/2|K3 for all u˜ ∈ [0,∞). Therefore
|Vλ,u˜| |λ|
∣∣u˜e−u˜∣∣+ (1/2)p−1h(x)∣∣u˜pe−u˜/2∣∣K1K2 + (1/2)p−1K3h(x).
Let W(x) = K1K2 + (1/2)p−1K3h(x). By Lemma 2.3, we have u ∈ L∞loc(Ω+δ/2). Hence u ∈ L∞(Ω+δ ), as desired.
This finishes the proof of Proposition 2.2. 
Before dealing with the a priori bounds on Ω−δ , we need the following lemma.
Lemma 2.7. Suppose (λ,u) (u > 0) is a pair that satisfies (1.1). Then λ < λ1(Ω+), where λ1(Ω+) is the first eigen-
value of − with homogeneous Dirichlet boundary condition.
Proof. Let φ1(x) be the positive normalized eigenfunction corresponding to the eigenvalue λ1(Ω+). Then we obtain∫
Ω+
−u(x)φ1(x) dx = λ1
(
Ω+
) ∫
Ω+
u(x)φ1(x) dx +
∫
∂Ω+
u
∂φ1
∂n
dσ
= λ
∫
Ω+
u(x)φ1(x) dx +
∫
Ω+
h(x)upepφ1(x) dx.
From this, we obtain(
λ1
(
Ω+
)− λ) ∫
Ω+
u(x)φ1(x) dx =
∫
Ω+
h(x)upeuφ1(x) dx −
∫
∂Ω+
u
∂φ1
∂n
dσ.
By Hopf’s lemma,∫
∂Ω+
u
∂φ1
∂n
dσ < 0.
On the other hand
∫
Ω+ h(x)u
peuφ1(x) dx > 0 and
∫
Ω+ u(x)φ1(x) dx > 0. Thus we obtain λ < λ1(Ω
+). 
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Proof. Let h0 = −maxΩ−δ/2 h(x), then h0 > 0. By [13], the problem
−v = λ1
(
Ω+
)
v − 1
2
h0v
2 in Bδ/2(0), v|∂Bδ/2(0) = ∞
has a unique continuous positive solution v. For any fixed x0 ∈ Ω−δ , we have Bδ/2(x0) ⊂ Ω−δ/2. Then if u is a positive
solution to (1.1), we have on Ω−δ/2,
−u = λu+ h(x)upep  λ1
(
Ω+
)− 1
2
h0u
p.
Clearly v(x − x0) is the unique positive solution to the equation satisfied by v(x) except with Bδ/2(0) replaced by
Bδ/2(x0). Applying Lemma 1.1 in [13] to compare u(x) with v(x−x0) over Bδ/2(x0), we obtain that u(x) v(x−x0)
on this set. In particular, u(x0) v(0). Hence
u(x)C := v(0), ∀x ∈ Ω−δ .
This completes the proof of Proposition 2.8. 
In the part of Γδ , we have
Proposition 2.9. The positive solutions to (1.1) when λ is in a finite interval in R is uniformly bounded on Γδ .
Proof. We prove this proposition by refining the moving planes argument used in [1] and [8].
Let x0 ∈ Γ . Since Γ is compact, it suffices to give an a priori bound in a neighborhood of x0. Up to some rotation
or translation, we can assume that x0 = 0 and that Γ is tangent to the hyperplane x1 = 0. By a Kelvin transform, we
can assume that Γ is strictly convex in a neighborhood of x0 and Ω+ is at the left side of Γ . Let
x1 = Φ(x2), x2 ∈ R,
be the equation of Γ in this convex neighborhood. Let D be the domain enclosed by the surfaces ∂1D := {x | x1 =
Φ(x2)+ δ} and ∂2D := {x | x1 = −2δ}. We choose δ small enough to ensure
(a) ∂h
∂μ
(x) 0, ∀x ∈ D,
(b) Φ ′′(x2)−β0,
for some positive constant β0. If u¯(x) = u(y0 +|y0| (x−y0)|x−y0|2 ), where y0 is the center of the inversion and on the positive
x2 axis. Then u¯ satisfies the equation
−u¯ = λu¯|x − y0|4 + h¯(x)u¯
peu¯ (2.11)
with h¯(x) = |x − y0|−4h(y0 + |y0| (x−y0)|x−y0|2 ). Since y0 is on the positive x2 axis and the origin is invariant under this
Kelvin transform, Eq. (2.11) is not singular near the origin.
Let m0 = m0(δ) be the uniform bound of the positive solutions to (1.1) on Ω−δ ,
m0 := sup
Ω−δ
u.
Let
¯¯u = u¯
m0
.
For notation convenience, we will denote h¯ by h and ¯¯u by u. Then u satisfies
−u = λu 4 + h(x)m
p−1
0 u
pem0u, x ∈R2. (2.12)|x − y0|
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⎩−w =
λw
|x − y0|4 + λC0
−x1 + δ +Φ(x2)
|x − y0|4 in D,
w = u˜ on ∂D,
(2.13)
where C0 is a constant to be fixed later, u˜ is a C2 extension of u|∂1D to the whole of ∂D such that
0 u˜ 2 and |∇u˜| C.
This is possible if we notice the fact that u|∂1D  1. Clearly, we can assume C is independent of m0 and u.
Let
v = u−w +C0
(
δ +Φ(x2)− x1
)+ (δ +Φ(x2)− x1)2. (2.14)
From (2.12) and (2.13), one can see that v satisfies⎧⎨
⎩v +
λv
|x − y0|4 +ψ(x2)+ f (x, v) = 0 in D,
v = 0 on ∂1D,
(2.15)
where
ψ(x2) = C0Φ ′′(x2)−
(
δ +Φ(x2)
)2 − 2
and
f (x, v) =
(
λ(δ +Φ(x2)− x1)2
|x − y0|4 + 2x1Φ
′′(x2)
)
+ h(x)mp−10 upem0u, (2.16)
with
u = v +w −C0
(
δ +Φ(x2)− x1
)− (δ +Φ(x2)− x1)2.
We claim that v  0.
We prove this claim along the line of [1].
First, we are going to estimate ∂w
∂x1
in D. By Theorem I.3 in [5] and the fact that 0−x1 +Φ(x2)+ δ  δ, we have
‖w‖L∞  sup
∂D
w +C|D|
∥∥∥∥λC0 −x1 + δ +Φ(x2)|x − y0|4
∥∥∥∥
L∞
 C
(
1 +C0δ3
)
. (2.17)
Here we have chosen δ small to ensure that λ1(D) > supD λ|x−y0|4 . From (2.17) and Theorem 8.33 in [12] and eventu-
ally taking δ smaller, we have∥∥∥∥ ∂w∂x1
∥∥∥∥
L∞
 ‖w‖C1(D)
 C
(
‖u˜‖L∞(∂D) + ‖w‖L∞ +
∥∥∥∥λC0 −x1 + δ +Φ(x2)|x − y0|4
∥∥∥∥
L∞
)
 C
(
C0δ
3 + 1). (2.18)
Suppose −x1 + Φ(x2) + δ  δ/2. In this region, h(x) is negative and bounded away from 0. By Lemma 2.6 and the
standard elliptic estimate, we have∣∣∣∣ ∂u∂x1
∣∣∣∣ C′.
It follows from this and (2.14),
∂v
∂x1
 C′ +C(C0δ + 1)−C0 − 2
(−x1 +Φ(x2)+ δ).
Letting δ be small such that Cδ3 < 1 and choosing C0 sufficiently large, we have
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∂x1
 0.
Then since v|∂1D = 0, we have v  0 when −x1 +Φ(xˆ)+ δ  δ/2.
In the region x1 −Φ(x2) δ/2, x1  2δ, we have
v(x)−w(x)+C0δ/2.
Again, choosing C0 sufficiently large, we have v(x) 0.
This finishes the proof of the claim.
Since v  0 and v = 0 on ∂1D, we can apply the moving planes method to the function v on D. Define
Στ = {x ∈ D | x1  τ },
Tτ = {x ∈ D | x1 = τ },
and let xτ be the reflection of x by Tτ . We want to show that
v(xτ ) v(x) (2.19)
for x ∈ Στ and τ between −δ1 and δ, where δ1 is a small number independent of u.
Decrease τ and move the plane Tτ to the left. A standard argument (see for instance [7,8]) can prove that this
moving planes method can be carried on provided
f
(
x, v(x)
)
 f
(
xτ , v(x)
)
for x = (x1, x2) ∈ D, x1 > τ > −δ1. (2.20)
Clearly, (2.20) holds if
∂f
∂x1
(x, v) 0, ∀x ∈ {x | x1 −2δ1} ∩D. (2.21)
A simple computation yields
∂f
∂x1
= 2Φ ′′(x2)+ ∂
∂x1
(
λ(δ +Φ(x2)− x1)2
|x − y0|4
)
+mp−10 up−1em0u
{
∂h
∂x1
u+ h(x)(p +m0u) ∂u
∂x1
}
(2.22)
with
∂u
∂x1
=
(
∂w
∂x1
+C0 + 2
(
δ +Φ(x2)− x1
))
. (2.23)
We are going to show that ∂f
∂x1
 0 when x is near the origin. From the uniform convexity of the image of Γ near
the origin, we have
Φ ′′(x2)+ ∂
∂x1
(
λ(δ +Φ(x2)− x1)2
|x − y0|4
)
−β0/2, (2.24)
when δ is small enough.
We now consider the following two possibilities.
(a) h(x) 0. Choosing C0 >C1, we have
∂w
∂x1
+C0  0.
Noticing that ∂h
∂x1
 0 and δ +Φ(x2)− x1  0 in D, we have
∂f
∂x1
 0.
(b) h(x) > 0, x = (x1, x2) with x1 > −2δ1.
In this case, we have∣∣2(δ −Φ(x2)− x1)∣∣ 1,
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∣∣∣∣ C1.
In the part where u(x) 1, noticing that h(x), ∂h
∂x1
are small and (2.22)–(2.24), we obtain that
∂f
∂x1
 0,
provided δ1 is sufficiently small.
In the part where u(x) 1, we have
∂h
∂x1
u+ h(x)(p +m0u)
(
∂w
∂x1
+C0 + 2
(
δ +Φ(x2)− x1
))
= h(x)
[(
∂h
∂x1
h−1
)
u+ (p +m0u)
(
∂w
∂x1
+C0 + 2
(
δ +Φ(x2)− x1
))]
 h(x)
[(
∂h
∂x1
h−1
)
u+ (p +m0u)(C1 +C0 + 1)
]
.
Noticing (2.2) and (2.3), we again arrive at
∂f
∂x1
 0,
provided δ1 is sufficiently small.
So far, we conclude that the method of moving planes can be carried on. More precisely, inequality (2.19) is true
for any τ between −δ1 and δ.
Inequality (2.19) implies that, in a small neighborhood of the origin, the function v is monotone decreasing in the
x1 direction. Clearly this is true if we rotate the x1-axis by a small angle. Therefore, for any x0 ∈ Γ , there exists Δx0 ,
a cone of vertex x0 and staying to the left of x0 such that
v(x) v(x0) for x ∈ Δx0 . (2.25)
From (2.25), we obtain
u(x)+C2  u(x0) for x ∈ Δx0 , (2.26)
and C2 is independent of u. By a similar argument, one can prove that (2.26) is true for any point x in a small
neighborhood of Γ . Noticing that the intersection of Δx0 with the set{x | h(x) δ0 > 0} has a positive measure, we
obtain the a priori bounds of positive solutions to (1.1) on Γδ , with the help of the integral estimate of Lemma 2.6. 
Proof of Theorem 2.1. It follows immediately from Propositions 2.2, 2.8 and 2.9. 
Remark 2.10. If we replace R2 in (1.1) with a large ball BR , a result similar to Theorem 2.1 exists. And we can obtain
a priori bound C independent of R. This fact will be of use later.
3. Existence and nonexistence results
For R large, consider the bounded domain problem
−u = λu+ h(x)upeu, x ∈ BR, u|∂BR = 0. (3.1)
Theorem 3.1. Assume h(x) is Hölder continuous and satisfies (2.1) and the conditions in Theorem 2.1 hold. Then
there exists Λ∗ > 0 such that for any large R, (3.1) has at least one positive solution for each λ ∈ (0,Λ∗).
We will make use of a bifurcation argument to prove this theorem. Before that, we need some preparation.
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for R sufficiently large, say R  R∗ > R0, there exists Λ∗R > λ1(BR) > 0 such that there is a connected branch of
positive smooth solutions Γ R of (3.1), bifurcating from (λ1(BR),0). Moreover
(i) ΠR = (−∞,Λ∗R].
(ii) Let (λn,un) ∈ Γ R such that λn → −∞. Then ‖un‖C1(BR) → ∞.
Before giving a proof for Proposition 3.2. We quote two lemmas.
Lemma 3.3. (See [10, Proposition 2.2].) Suppose (2.1) holds. Then for R sufficiently large,∫
BR
h(x)φ
p+1
R (x)dx < 0,
where φR is the normalized eigenfunction corresponding to λ1(BR).
Proof. Note that through a simple rescaling, φR(x) = φ1(x/R). Therefore,∫
BR
h(x)φ
p+1
R (x)dx =
∫
B1
h(Ry)φ
p−1
1 (y)R
2 dy
= R2
∫
|y|R0/R
h(Ry)φ
p−1
1 (y) dy +R2
∫
R0/R|y|1
h(Ry)φ
p−1
1 (y) dy.
As R → ∞,∫
|y|R0/R
h(Ry)φ
p−1
1 (y) dy → 0,
while ∫
R0/R|y|1
h(Ry)φ
p−1
1 (y) dy −σ
∫
R0/R|y|1
φ
p−1
1 (y) dy → −σ
∫
B1
φ
p−1
1 (y) dy < 0.
This finishes the proof. 
Lemma 3.4. (See Crandall and Rabinowitz [9].) Let E be a Banach space. Assume that L : E → E is linear and
compact, and H : R × E → E is continuous and compact such that H(·,0) = ∂2H(·,0) = 0, where ∂2H is the
Fréchet derivative of H with respect to u. Let F(λ,u) := u − λL(u) − H(λ,u). Suppose that λ0 = 0 is such that
λ−10 is a simple eigenvalue of L with a corresponding eigenfunction φ0, and ∂21,2H exists and is continuous in some
neighborhood of (λ0,0), such that
∂21,2F(λ0,0)φ0 /∈R
(
∂2F(λ0,0)
)
,
where R(∂2F(λ0,0)) denotes the range of operator ∂2F(λ0,0). Then, if Z is any complement of ker(∂2F(λ0,0))
in E, there exist  > 0, a neighborhood U of (0,0), and continuous functions
λ : (−, ) →R, ψ : (−, ) → Z,
such that λ(0) = λ0, ψ(0) = 0, and
F(λ0, ·)−1(0)∩U =
{(
λ(t), tφ0 + tψ(t)
) ∣∣ t ∈ (−, )}∪ {(t,0) ∣∣ (t,0) ∈ U}.
Proof of Proposition 3.2. The existence result of this proposition is a direct consequence of the global bifurcation
analysis due to Rabinowitz [15], Theorem 2.1 and Remark 2.10. Next we will show Λ∗R > λ1(BR). We will use the
local bifurcation analysis Lemma 3.4. Let E :=R×C1(BR),
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and
H : C1(BR) → C1(BR), u → (−)−1
[
h(x)upeu
]
.
Then Eq. (3.1) is equivalent to
u = λL(u)+H(u).
Let λ0(BR)−1 be the simple eigenvalue of L with normalized (under the norm of L2(BR)) eigenfunction φR(x). And
let
Z := {ψ ∣∣ψ(x) = u(x)− 〈u(x),φR(x)〉, u = λLu+Hu},
where 〈·,·〉 denotes the standard inner product in L2(BR). Then by Theorem 2.1 and Remark 2.10, u is uniformly
bounded on BR . Standard elliptic estimates show that operators L and H are both continuous and compact. It is
easily checked that all the conditions in Lemma 3.4 are satisfied. Therefore, there exists  > 0, such that (λ(t), tφR +
tψ(t, x)) are the solutions of (3.1), for t ∈ (−, ), with λ(0) = λ1(BR) and ψ(0, x) = 0. Furthermore, for t > 0
sufficiently small, tφR(x) + tψ(t, x) > 0 for all x ∈ BR , where φR is the eigenfunction corresponding to λ1(BR).
Multiplying (3.1) by φR , and integrating by parts, we obtain(
λ1(BR)− λ
) ∫
BR
u(x)φR(x)dx =
∫
BR
h(x)up(x)eu(x)φR(x) dx.
Since ψ(t, x) ⊥ φR(x) and ψ(0, x) = 0, we have, in some neighborhood of (λ1(BR),0),(
λ1(BR)− λ
) ∫
BR
φ2R(x)dx = tp−1
∫
BR
h(x)φ
p+1
R (x)dx + o
(
tp−1
)
.
By Lemma 3.3,
∫
BR
h(x)φ
p+1
R (x)dx < 0 for R sufficiently large. Hence λ > λ1(BR), and
Λ∗R  λ > λ1(BR).
We go on to prove (ii). Let (λn,un) ∈ ΓR be such that λn → −∞. We may assume that λn < 0 for all n. Let
xn ∈ BR such that un(xn) = maxBR un. Then it follows
λnUn(xn)+ h(xn)upneun(xn)  0.
As λn < 0 and un(xn) > 0. This is possible only if h(xn) > 0. Let θ(s) (s > 0) be the strictly increasing
function θ(s) := sp−1es . We know that lims→∞ θ(s) = ∞ and its inverse θ−1(s) is also strictly increasing and
lims→∞ θ−1(s) = ∞. It follows that
un(xn) θ−1
(−λn/h(xn)) θ−1(|λn|/max
R2
h(x)
)
→ ∞.
This completes the proof of Proposition 3.2. 
Proof of Theorem 3.1. Define Λ∗ := infRR∗ Λ∗R . We claim that Λ∗ > 0. Suppose this is not true. Let Rn be an
increasing sequence and Rn → ∞ as n → ∞. By Proposition 3.2, we can choose (λn,un) ∈ Γ Rn such that λn → 0−,
and un → 0 in C1loc(R2). Therefore, we have∫
R2
|∇un|2 + |λn|
∫
R2
|un|2 
∫
R2
h(x)u
p+1
n e
un 
∫
Ω+
h(x)u
p+1
n e
un
 C
∫
+
h(x)u
p+1
n  C
( ∫
+
h2(x)
) 1
2
( ∫
+
u
2p+2
n
) 1
2
.Ω Ω Ω
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‖un‖2L2p+2(Ω+)  C
∫
R2
|∇un|2  C‖un‖2p+2L2p+2(Ω+).
It follows from p > 1 that
‖un‖L2p+2(Ω+)  C > 0. (3.2)
On the other hand, since un → 0 in C1loc(R2), we have
‖un‖L2p+2(Ω+) → 0, (3.3)
which contradicts (3.2). Thus we finish the proof of the claim hence Theorem 3.1. 
Define ΛR as
ΛR := min
{
μ
∣∣ (3.1) has no positive solution for all λ > μ}.
By Proposition 3.2 and a similar discussion as that in Lemma 2.7, we known that λ1(BR)ΛR  λ1(Ω+). Moreover,
we have the following proposition.
Proposition 3.5. Under the conditions of Proposition 3.2, for each R  R∗, there exist ΛR  Λ∗R and a minimal
positive solution uRλ of (3.1) for each λ ∈ (0,ΛR). Moreover
ΛR1 ΛR2 whenever R∗ R1 R2, (3.4)
and
u
R1
λ1
(x) uR2λ2 (x) whenever λ1  λ2, R1 R2, x ∈ BR1 . (3.5)
Proof. The argument below are rather standard (see, e.g. [10, p. 661]).
By Proposition 3.2, there is a positive solution u for every λ ∈ (0,Λ∗R). It is easily checked that for all small
 > 0, φR < u in BR and φR is a lower solution to (3.1). Suppose that this is true for all  ∈ (0, 0]. Then by a
standard iteration procedure starting from 0φR one obtains a minimal solution to (3.1), say v, in the order interval
[0φR,u] := {v ∈ C1(BR) | 0φR  v  u}. We claim that v is also minimal among all positive solutions to (3.1).
Indeed, since φR is a family of strict lower solutions that varies continuously in  ∈ (0, 0], and for any positive
solution w to (3.1), we can find some 1 ∈ (0, 0] such that 1φR < w in BR . By a well-known sweeping principle
due to Serrin, we have 0φR  w. Now that iteration procedure shows that v  w. Hence v is the minimal positive
solution to (3.1).
To show (3.4), we argue indirectly. Suppose that for some R∗  R1 < R2, we have ΛR1 < ΛR2 . Then we can
choose λ such that
max
{
λ1(BR2),ΛR1
}
< λ<ΛR2 .
For such λ, the minimal positive solution uR2λ is defined. Since u
R2
λ > 0 on ∂BR1 , we can use u
R2
λ as an upper solution
to (3.1) with R = R1. As before, due to λ > ΛR1 > λ1(BR1), for all small , φR1 < uR2λ in BR1 and they are lower
solutions to (3.1) with R = R1. This implies that (3.1) with R = R1 has at least one positive solution, contradicting
our choice of λ. This proves (3.4).
To prove (3.5), we notice that uR2λ2 can be used as an upper solution for the equation satisfied by u
R1
λ1
. On the other
hand, there are arbitrarily small lower solutions given by φR1 . Hence (3.1) with (λ,R) = (λ,R1) has at least one
positive solution u satisfying u  uR2λ2 . Now (3.5) follows readily as u
R1
λ1
is the minimal solution. This finishes the
proof of the proposition. 
Theorem 3.6. Under the conditions of Theorems 2.1, 3.1 and Proposition 3.2, there exists Λ  Λ∗ such that prob-
lem (1.1) has a positive solution for λ ∈ (0,Λ], and no positive solution when λ >Λ.
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Through a regularity consideration and a standard compactness argument, we can see that uλ is a solution to (1.1).
uλ is positive since uλ  uRλ . Hence (1.1) has a positive solution for each λ ∈ (0,Λ∗).
Define
Λ := sup{μ> 0 ∣∣ (1.1) has a positive solution for λ ∈ (0,μ)}.
Clearly, ΛΛ∗ > 0. We also have Λ λ1(Ω+) due to Lemma 2.5.
By the definition of Λ, we have for any λ ∈ (0,Λ), (1.1) has a positive solution uλ. For all small ¯ > 0, using the
positive solution uλ to (1.1) obtained above as an upper solution, and φR with  small as a lower solution to (3.1),
we can conclude uRΛ−¯ exists and is increasing as ¯ decreases or R increases. From Theorem 2.1 and Remark 2.10,
we can find a constant C > 0 independent of ¯ and R such that uRΛ−¯  C. Hence U := lim¯→0 limR→∞ uRΛ−¯ exists
and is a positive solution to (1.1) with λ = Λ.
Assume there is a positive solution to (1.1) with some λ0 > Λ. We can use uλ0 as an upper solution to (3.1) for
any 0 < λ λ0 and R large. Use φR with  small as lower solutions to (3.1). As before, (1.1) will have at least one
positive solution for λ ∈ (0, λ0], contradicting the definition of Λ. This finishes the proof of Theorem 3.6. 
Remark 3.7. Using the same upper and lower solution argument as that in the proof of Theorem 3.6, we can also
easily obtain a positive solution to (3.1) for λ = ΛR for all large R.
4. Multiplicity results
We will adapt the methods used in [10, Section 4] to our problem.
Let us first recall that for λ ∈ (λ1(BR),ΛR], uRλ denotes the minimal positive solution of (3.1). Let
Oλ = (−∞, λ)×
[
0, uRλ
]
,
where for any w ∈ C1(BR) satisfying w  0 in BR ,
[0,w] = {u ∈ C1(BR) ∣∣ 0 uw in BR}.
Proposition 4.1. Under the conditions of Theorem 3.6, the following are true for every large fixed R,
(i) (λ,uRλ ) ∈ Γ R , ∀λ ∈ (λ1(BR),ΛR].
(ii) Γ cR := (Γ R \OΛR)∪ {ΛR,uRΛR } is connected.(iii) {λ | (λ,u) ∈ Γ cR} = (−∞,ΛR].
The proof of this proposition is almost the same as the proof of Proposition 4.1 in [10].
Remark 4.2. Let us note that for any (λ,u) ∈ Γ cR with λ <ΛR , u > uRΛR .
Apart from Proposition 4.1, to prove the multiplicity results, we also need some auxiliary equations on enlarging
balls or annuli.
Lemma 4.3. Let Ω be a bounded domain in R2 with smooth boundary and λ, ξ be two fixed positive numbers. Let
σ1 be the first eigenvalue of −u = σλu on Ω under homogeneous Dirichlet boundary conditions on ∂Ω . Then the
problem
−u = σ [λu− ξupeu], u|∂Ω = 0 (4.1)
has a unique positive solution uσ for each σ > σ1. Moreover
uσ (x) → θ−1(λ/ξ),
uniformly on any compact subset of Ω as σ → ∞. Here θ−1(s) is the inverse of the function θ(s) = sp−1es .
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corresponding to σ1. For sufficiently small  > 0, φ is a lower solution to (4.1). Hence (4.1) has a positive solu-
tion un. The uniqueness of the solution is a direct consequence of the well-known comparison theorem (see e.g. [11,
Lemma 2.1]).
Given any compact subset K of Ω and any small  > 0 such that  < θ−1(λ/ξ), we let u¯ = θ−1(λ/ξ) + , and
find that u¯ is an upper solution of our problem.
On the other hand, let φ be the positive eigenfunction corresponding to σ1 with ‖φ‖∞ = 1. Then we can find a
small neighborhood of ∂Ω in Ω , say, U , such that φ is very small in U so that for all σ > σ1 + 1, −φ = σ1φ 
σφ(λ− ξφp−1eφ) on U . By shrinking U further if necessary, we can assume that K ∩U = ∅ and φ < θ−1(λ/ξ)− 
on U . Now we can choose a smooth function w on Ω such that w = φ on U , w = θ−1(λ/ξ) −  on K and
θ−1(λ/ξ)− /2 >w > 0 on the rest of Ω . It is easily checked that the so constructed function w is a lower solution
of our problem for all large σ . Since w < θ−1(λ/ξ) + , we deduce that w  uσ < θ−1(λ/ξ) +  on Ω for all
large σ . In particular,
θ−1(λ/ξ)+   uσ  θ−1(λ/ξ)− 
on K for all large σ . 
Lemma 4.4. Let Ω be a bounded domain in R2 with smooth boundary and λ, ξ be two fixed numbers. Then the
problem
−u = σ [λu− ξupeu], u|∂Ω = ∞ (4.2)
has a unique positive solution uσ for each σ > 0, and the unique positive solution uσ satisfies
uσ (x) → θ−1(λ/ξ),
uniformly on any compact subset of Ω as σ → ∞.
Proof. Let us start with the existence problem. Suppose that σ > 0. Clearly, for any positive integer n > θ−1(λ/ξ),
the problem
−u = σ [λu− ξupeu], u|∂Ω = n
has a unique positive solution un and un is increasing as n increases. By [11], the problem
−u = σ [λu− ξup], u|∂Ω = ∞
has a unique positive solution v. Then clearly,
−u σ [λu− ξupeu]
on Ω . Now we can use comparison theorem (see, e.g. [11, Lemma 2.1]) to conclude that un  v on Ω . Then by a
regularity consideration, the function uσ = limn→∞ un is a positive solution to (4.2).
The uniqueness follows from the asymptotic blow-up behavior of the solution described in [3]. By [3, Theorem 1.1],
if u1 and u2 are two positive solutions of (4.2), then
lim
x→∂Ω u1(x)/u2(x) = 1.
It follows that for any  > 0,
lim
x→∂Ω
[
(1 + )u1 − u2
]= ∞.
As (1 + )u1 is an upper solution to (4.2), we can apply Lemma 2.1 in [11] to conclude that (1 + )u1  u2 on Ω . As
 > 0 is arbitrary, we deduce that u1  u2 on Ω . Interchanging the roles of u1 and u2, we also deduce that u2  u1.
Hence u1 = u2 on Ω . This proves the uniqueness.
It remains to prove the asymptotic behavior. Let uσ be the unique positive solution constructed above. Let K be an
arbitrary compact subset of Ω , v0 = θ−1(λ/ξ) and  any small positive number satisfying  < v0 on Ω . It is easily
seen that, for large σ , w = v0 −  is a lower solution for the problem satisfied by un with n >w .
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on U . Therefore,
−u0 = σ0u0
(
λ− ξup−10 eu0
)
 σu0
(
λ− ξup−10 eu0
)
on U for all σ > σ0. Now choose a smooth function v satisfying v = v0 on U , v = v0 +  on K and v  v0 + /2
on the rest of Ω . Then it is easily checked that v is an upper solution for the equation of un provided that σ is
large enough. As w < v on Ω , we must have w  un  v on Ω for all large σ and every large n. It follows that
w  uσ  v on Ω . This implies that uσ → v0 on K as σ → ∞. The proof of the lemma is now complete. 
Lemma 4.5. Suppose that Rn is an increasing sequence converging to ∞ and Bn = BRn(0). Let λ > 0 and p > 1 be
fixed and ξn be a sequence of positive numbers converging to ξ > 0 as n → ∞. Then for all large n, the problem
−u = λu− ξnupeu in Bn, u|∂Bn = 0 (4.3)
and the problem
−v = λv − ξnvpev in Bn, u|∂Bn = ∞ (4.4)
have unique positive solutions un and vn, respectively. Moreover,
un(x) → θ−1(λ/ξ), vn → θ−1(λ/ξ), (4.5)
uniformly on any bounded set of R2 as n → ∞.
Proof. For any given small  ∈ (0, ξ), we can find n0 large so that ξ −  < ξn < ξ +  for all n  n0. By
Lemma 4.3, (4.3) with ξn replaced by ξ −  has a unique positive solution u¯n for all large n, and
lim
n→∞ u¯n(x) = θ
−1[λ/(ξ − )] (4.6)
uniformly on any bounded set of R2.
Similarly, (4.3) with ξn replaced by ξ +  has a unique positive solution un for all large n, and
lim
n→∞un(x) = θ
−1[λ/(ξ + )] (4.7)
uniformly on any bounded set of R2.
Let un denote the unique positive solution of (4.3) (which exists whenever λ > λ1(Bn)). By Lemma 2.1 in [11],
we have un  un  u¯n. Now the first part of (4.5) follows from (4.6) and (4.7).
By Lemma 4.4, (4.4) with ξn replaced by ξ −  has a unique positive solution v¯n each n, and
lim
n→∞ v¯n(x) = θ
−1[λ/(ξ − )]
uniformly on any bounded set of R2.
Similarly, (4.4) with ξn replaced by ξ +  has a unique positive solution vn each n, and
lim
n→∞vn(x) = θ
−1[λ/(ξ + )]
uniformly on any bounded set of R2.
Let vn denote the unique positive solution of (4.4). By Lemma 2.1 in [11], we have vn+1  vn  v¯n−1. The second
part of (4.5) then follows. 
Lemma 4.6. Let λ > 0, p > 1 be fixed, and Rn, ξn as in Lemma 4.5. Denote by An the annulus {x ∈ R2 | Rn/2 <
|x| <Rn}. Then for all large n, the problem
−u = λu− ξnupeu in An, u|∂An = 0 (4.8)
and the problem
−v = λv − ξnvpev in An, v||x|=Rn/2 = ∞, v||x|=Rn = 0 (4.9)
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for r ∈ (−Rn/2,0], Un(r) = un(Rn + r) and Vn(r) = vn(Rn + r), then as n → ∞,
Un → Φ, Vn → Φ in C1
([−T ,0]), ∀T > 0, (4.10)
where Φ is the unique positive solution to
−Φ ′′ = λΦ − ξΦpeΦ, Φ(−∞) = θ−1(λ/ξ), Φ(0) = 0. (4.11)
Proof. The existence and uniqueness of un for λ > λ1(An) and vn can be obtained using Lemmas 4.3, 4.4 and
a method similar to that used in the proof of Lemma 4.5. The radial symmetry of un and vn follows from their
uniqueness. It remains to prove (4.10).
We consider Un first. It satisfies
−U ′′n −
1
Rn + r U
′
n = λUn − ξnUpn eUn in
(
−Rn
2
,Rn
)
, Un
(
−Rn
2
)
= Un(0) = 0.
Let rn ∈ (−Rn/2,0) be such that Un(rn) = max[−Rn/2,0] Un. Then from the equation for Un we have
λUn(rn)− ξnUpn (rn)eUn(rn)  0.
It follows easily that ‖Un‖L∞([−Rn/2,0])  C for all large n and some constant C independent of n. Now we can use
standard elliptic estimates and a diagonal argument to choose a subsequence of Un, which we still denote by Un for
simplicity, such that Un → U in C1([−T ,0]) for any T > 0, and U satisfies
−U ′′ = λU − ξUpeU in (−∞,0), U(0) = 0. (4.12)
We claim that U is positive on (−∞,0). If this is proved, then it follows from a simple phase plane analysis that
U is the unique positive solution of (4.12) and it satisfies U(−∞) = θ−1(λ/ξ). We will denote the unique positive
of (4.12) by Φ .
To show that U is positive on (−∞,0), for a fixed r0 > 0, we choose r∗ > r0 such that λ1(Br∗) < λ and then for
all large n we choose a ball Br∗(yn) in An such that the ball touches the outer boundary of An. Choose ξ∗ > 0 such
that ξ∗ > ξn for all large n and let w∗ be the unique positive solution of
−w = λw − ξ∗wpew in Br∗(0), w|∂Br∗ (0) = 0.
We know that w∗ is radial symmetric. Clearly wn(x) = w∗(x−yn) solves the same differential equation over Br∗(yn).
Using Lemma 2.1 in [11], we have un wn on Br∗(yn). Hence, un(x)w∗(x − yn), and in particular, un(Rn − r0)
w∗(r∗ − r0). It follows that
U(−r0) = limUn(−r0)w∗(r∗ − r0) > 0.
Thus U is positive in (−∞,0). This finishes our proof that a subsequence of Un converges to the unique positive
solution Φ of (4.12). Since this limit is unique, the entire sequence Un converges to Φ .
Next we consider vn and Vn. We first claim that there exists a constant C independent of n such that vn  C on the
annulus (2/3)Rn < |x| <Rn for all large n. Indeed, fix r∗ > 0 and choose ξ∗ > 0 such that ξ∗ < ξn for all n, and then
consider the unique positive solution w∗ of the problem
−w = λw − ξ∗wpew in Br∗(0), w|∂Br∗ (0) = ∞.
We will show that, for all large n, vn(x)w∗(0) on the annulus (2/3)Rn < |x| <Rn. Indeed, suppose that n is large
enough so that Rn/6 > r∗. Then for any chosen x0 satisfying (2/3)Rn < |x0| <Rn, we have Br∗(x0)∩BRn/2(0) = ∅.
Hence we can use Lemma 2.1 in [11] to compare vn with w(x) = w∗(x − x0) over Br∗(x0) ∩ An to conclude that
vn w in this region. In particular, vn(x0)w(x0) = w∗(0), as we claimed.
Thus we have Vn(r)  C for r ∈ [−Rn/3,0] for all large n. As before, by elliptic estimates, subject to a subse-
quence, Vn → V in C1([−T ,0]) for any T > 0 and V solves (4.12). Since vn  un, we conclude that V  U and
hence V is a positive solution of (4.12). It follows that V = Φ . 
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−v = λv − ξnvp in Bn, u|∂Bn = ∞
has a unique positive solution v˜n. Using this v˜n as an upper solution to (4.9) and 0 as a lower solution, we can get a
positive solution vn to (4.9). By Lemma 2.1 in [11], vn is the unique positive solution. An examination of the above
proof for vn and Vn shows that, in this case, a subsequence of Vn converges in C1([−T ,0]), ∀T > 0, to a nonnegative
solution V of (4.12). However, since λ 0, it is easily seen that (4.12) has only one nonnegative solution, that is the
zero solution. Thus V = 0 and the entire sequence Vn converges to 0. This fact will be needed later.
We are now ready to prove our main result.
Theorem 4.8. Suppose that the conditions of Theorem 3.6 are satisfied. Moreover,
lim|x|→∞h(x) = −α∞ ∈ (−∞,−δ0]. (4.13)
Then (1.1) has at least two positive solutions for each λ ∈ (0,Λ) and it has at least one positive solution for each
λ 0.
Proof. Fix λ ∈ (0,Λ). Since λ1(BR) decreases to 0 and ΛR decreases to Λ as R → ∞, we can find an increasing
sequence Rn → ∞ such that λ1(BRn) < λ <ΛRn for every n. We now choose (λ,un) ∈ Γ cRn .
By Theorem 2.1 and Remark 2.10, there exists C > 0 independent of n such that
‖un‖L∞(BRn )  C, ∀n 1. (4.14)
From (4.14) and the equation for un we find that for any fixed ball B ⊂ R2, by the Lp theorem of elliptic equations,
{un|B} is bounded in W 2,q(B) for any q > 1. It follows from Sobolev imbedding theorems that {un|B} is compact
in C1(B). By choosing a sequence of enlarging balls and a standard diagonal argument, we can extract a subsequence
from {un}, still denoted by {un}, such that un → u in C1(B) for any bounded set B in R2. It is easily checked that u
solves (1.1).
Since un  uRnλ for every n. Therefore u is a positive solution of (1.1). Denote, for each μ ∈ (0,Λ), uμ :=
limn→∞ uRnμ , we know that uμ is a positive solution of (1.1). It remain to show that
u = uλ. (4.15)
Since (λ,un) ∈ Γ cRn and λ < Λ < ΛRn , we have un /∈ [0, u
Rn
ΛRn
]. Moreover, we have uRnΛ  uRnΛRn . Therefore,
un /∈ [0, uRnΛ ]. It follows that there exists xn ∈ BRn such that
un(xn) > u
Rn
Λ (xn). (4.16)
We claim that {|xn|} is bounded. Arguing indirectly, we assume that this is not true. Then by passing to a subse-
quence, we may assume that |xn| → ∞. By passing to a further subsequence we have exactly three possibilities:
(a) Rn − |xn| → ∞,
(b) Rn − |xn| → δ > 0,
(c) Rn − |xn| → 0.
We will deduce a contradiction for each case.
If case (a) happens, we can find a sequence of balls Brn(xn) ⊂ BRn(0) with rn increasing to ∞ and |xn|− rn → ∞.
In view of (4.13), we can find two sequences {σn} and {σ ∗n } such that
0 < σn −h(x) σ ∗n , ∀x ∈ Brn(xn), σn → α∞, σ ∗n → α∞.
Let wn denote the unique positive solution of (4.3) with Bn = Brn(0) and ξn = σ ∗n , and let vn denote the unique
positive solution of (4.4) with Bn = Brn(0) and ξn = σn. Then by Lemma 4.5, we find that (4.5) holds for both wn
and vn if we replace ξ by α∞ in (4.5).
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w(x − xn) un(x) vn(x − xn) on this ball. In particular, wn(0) un(xn) vn(0). It follows from (4.5) that
un(xn) → θ−1(λ/α∞). (4.17)
Applying a similar argument to uRnΛ we deduce that
u
Rn
Λ (xn) → θ−1(Λ/α∞).
Since λ <Λ, we deduce from this and (4.17) that for all large n, un(xn) < uRnΛ (xn). But this contradicts (4.16).
If case (b) happens, we let An denote the annulus {x ∈ R2 | Rn/2 < |x| < Rn}. Much as before, we can find two
sequences {σn} and {σ ∗n } such that
0 < σn −h(x) σ ∗n , ∀x ∈ An, σn → α∞, σ ∗n → α∞.
Let wn denote the unique positive solution of (4.8) with the above annulus and ξn = σ ∗n , and let vn denote the unique
positive solution of (4.9) with ξn = σn and An defined here.
Applying Lemma 2.1 in [11] we easily see that wn  un  vn on An. Using Lemma 4.6, we have
un(xn) → Φ(δ) (4.18)
and
u
Rn
Λ (xn) → Φ∗(δ), (4.19)
where Φ∗ is the unique positive solution of (4.10) but with λ replaced with Λ. Since λ < Λ, we have Φ∗(−∞) >
Φ(−∞). Hence we can use the one-dimensional version of Lemma 2.1 in [11] on [−T ,0] with large T > 0 to deduce
that Φ∗ >Φ in (−∞,0). Therefore, by (4.18) and (4.19), for all large n, un(xn) < uRnΛ (xn). A contradiction to (4.16).
If case (c) happens, let wn and vn be defined as in the discussion of case (b) above, and Wn(r) = wn(Rn + r),
Vn(r) = vn(Rn + r). Then we have
Wn
(|xn| −Rn) un(xn) Vn(|xn| −Rn).
Since Wn → Φ and Vn → Φ in C1([−T ,0]) for any T > 0, we have
Wn
(|xn| −Rn)= Φ ′(0)(|xn| −Rn)+ o(Rn − |xn|)
and
Vn
(|xn| −Rn)= Φ ′(0)(|xn| −Rn)+ o(Rn − |xn|).
Therefore
un(xn) = Φ ′(0)
(|xn| −Rn)+ o(Rn − |xn|). (4.20)
In parallel, we have
u
Rn
Λ (xn) = Φ ′∗(0)
(|xn| −Rn)+ o(Rn − |xn|). (4.21)
Since Φ∗ > φ, we must have Φ ′∗(0) < Φ ′(0). Therefore, by (4.20) and (4.21), for all large n, un(xn) < uRnΛ (xn). Again
a contradiction to (4.16). This proves our claim that {|xn|} is bounded. Let us assume that xn ∈ B for all n and some
finite closed ball B .
We are now ready to prove (4.15). Suppose for contradiction that it is not true. Then u = uλ and so un(x) → uλ(x)
uniformly on any bounded set of R2. Since uRnλ  u
Rn
Λ , we deduce uλ  uΛ. By the strong maximum principle, we
easily deduce uλ < uΛ on R2. Therefore, we can find  > 0 such that uλ(x) < uΛ(x) −  on the closed finite ball B .
It follows that for all large n,
un(x) uRnΛ (x)− /2, ∀x ∈ B.
Taking x = xn ∈ B in this inequality we reach a contradiction to (4.16). Hence we must have u = uλ. This finish the
proof that (1.1) has at least two positive solutions for every λ ∈ (0,Λ).
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may assume that un → u uniformly on any compact set of R2, and u is a nonnegative solution of (1.1). We need to
know that u = 0. Much as in the case when λ ∈ (0,Λ), we can find xn ∈ BRn such that (4.16) holds. Again it suffices
to show that {|xn|} is bounded. If it is not true, then we have the three possibilities (a), (b) and (c) as in the previous
situation. In case (a), we have
u
Rn
Λ (xn) → θ−1(Λ/α∞),
by the same proof as before. By comparing un with the unique positive solution of (4.4), with suitable ξn and Bn but
with λ by an arbitrary μ> 0, we deduce that
limun(xn) θ−1(μ/α∞).
This implies un(xn) → 0 from the arbitrariness of μ and the fact that limμ→0 θ−1(μ/α∞) = 0. Hence we reach a
contradiction to (4.16). In cases (b) and (c), we can use Remark 4.7 to deduce a contradiction to (4.16). Therefore,
(1.1) has at least one positive solution for each λ 0.
The proof of Theorem 4.8 is complete. 
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