We propose a proximal augmented Lagrangian method and a hybrid method, i.e., employing the proximal augmented Lagrangian method to generate a good initial point and then employing the Newton-CG augmented Lagrangian method to get a highly accurate solution, to solve large-scale nonlinear semidefinite programming problems whose objective functions are a sum of a convex quadratic function and a log-determinant term. We demonstrate that the algorithms can supply a high quality solution efficiently even for some ill-conditioned problems.
Introduction
In this paper, by defining log 0 := −∞, we consider the following standard primal and dual nonlinear semidefinite programming problems whose objective functions are a sum of a convex quadratic function and a log-determinant term (QP-Logdet) : 
where Q : S n → S n is a given self-adjoint positive semidefinite linear operator, C ∈ S n , b ∈ R m , µ ≥ 0 is a given parameter, A : S n → R m is a linear map and A * : R m → S n is the adjoint of A. Note that the linear maps A and A * can be expressed, respectively, as
where A k , k = 1, · · · , m are given matrices in S n . As for the explanation of all other main notations one may see Subsection 1.1.
The perturbed QP-Logdet problem has the form (P ε ) min The QP-Logdet problem (P ) is itself a classical convex model problem in optimization theory. It can be regarded as an extension of the qudratic semidefinite programming problem (QSDP) and the log-determinant (Logdet) problem, so it shares the structures of both problems, and it goes without saying that the QP-Logdet problem is considerable. For the QSDP, it is certainly a heart problem in nonlinear semidefinite programming problems, which has been considered by Toh [35] , Toh, Tütüncü and Todd [36, 37] , Zhao [45] , Jiang, Sun and Toh [14] , etc.. For the Logdet problem, which has a very important application in covariance selection [5] and has been intensively studied over the past several years, including the work of Dahl, Vandenberghe and Roychowdhury [4] , d'Aspremont, Banerjee and El Ghaoui [6] , Li and Toh [15] , Lu [16, 17] , Lu and Zhang [18] , Olsen, Oztoprak, Nocedal and Rennie [24] , Scheinberg, Ma and Goldfarb [30] , Scheinberg and Rish [31] , Toh [34] , Wang, Sun and Toh [40] , Yang, Sun and Toh [41] , Yang, Shen, Wonka, Lu and Ye [43] , Yuan [44] , etc.. As far as the QP-Logdet problem be concerned, it also arises in many practical applications such as robust simulation of global warming policies [13] , speech recognition [39] , and so on. Thus the algorithms developed to solve this kind of problems can potentially find wide applications.
For the QP-Logdet problems of small and medium size, the interior-point method (IPM) with a direct solver is certainly an efficient and robust approach; however, for these large-scale problems, the IPM lacks the ability due to the need of computing, storing, and factorizing the Schur matrices that are typically dense. In view of this, we need to design new approaches.
The proximal augmented Lagrangian (PAL) method proposed in [7] is a fast primaldual approach. The key idea of this approach is to apply the proximal technique to the augmented Lagrangian function of the primal problem at every iteration so that the simplified inner problem has an analytical or at least a semi-analytical solution which can be solved very fast, and then to update the dual variables. The convergence of the PAL method has been shown in [7] . The biggest advantage of the PAL method is that there is no need to solve any linear system of equations to obtain step directions. It is a good approach for generating a good initial point. Furthermore, for some ill-conditioned inner problems whose Hessian matrices are of near low ranks, the proximal technique of the PAL method is actually better than the Newton-CG method since it can be regarded as a regularization treatment in some sense. Allowing for the advantages of the PAL method, we may apply it to the QP-Logdet problem, especially for generating an initial point.
Although the PAL method is a good choice for the QP-Logdet problem, it is after all a gradient method, once the iteration point is near the optimal solution, we may consider an approach with locally faster convergence rate. The augmented Lagrangian (AL) method [29] is just in the position to play this role. It is a classical method that can be viewed as a special form of the proximal point algorithm (PPA). (As for the PPA, it was proposed by Martinet [19] , and further studied by Rockafellar [28, 29] .) Although the AL method for convex programs is a gradient ascent method applied to the corresponding dual problems [27] , Sun, Sun and Zhang revealed that under the constraint nondegenerate conditions [1] , it could be locally regarded as an approximate generalized Newton method applied to a semismooth equation. It is just this reason that inspired us to apply the AL method to solve the QP-Logdet problem. Great successes of the applications of the AL method to large-scale semidefinite programming problems can also be seen in [46, 40, 41] and the references therein.
If applying the AL method to problem (P), we have to solve the inner problems which have no closed-form solutions. The well-tested quadratically convergent semismooth Newton method introduced by Qi and Sun [25] is an ideal approach to fulfill this task. As for the semismooth Newton direction, the preconditioned conjugate gradient (PCG) method is a good choice because the Newton system of equations is large and a direct solver is not proper.
Mainly based on Rockafellar's theoretical framework the global convergence and local convergence rate of the sequence generated by the Newton-CG AL (NAL) method can be established.
The numerical results demonstrate that the proposed approach can be very efficient and robust to supply highly accurate solutions for large-scale problems not only for synthetic problems but also for real data problems. In this paper, we solve synthetic QP-Logdet problems with n up to 2, 000 and m up to 1, 186, 173 in about 2 hours.
The remaining parts of this paper are organized as follows. In Section 2, we give a brief introduction on some preliminary contents. In Section 3, we describe the algorithms in details. In Section 4, we establish the convergence theory of the proposed approaches. In Section 5 we describe some numerical issues on the semismooth Newton-CG method. In Section 6, we present the numerical results. Finally, we give some concluding remarks.
Additional Notations
In this paper, all vectors are assumed to be finite dimensional. The symbol R n denotes the n-dimensional Euclidean space, and O n denotes the set of n × n orthogonal matrices. The set of all m × n matrices with real entries is denoted by R m×n , ⟨·, ·⟩ stands for the standard trace inner product in S n , ∥ · ∥ denotes the induced Frobenius norm, S n + and S n ++ denote the sets of positive semidefinite matrices and positive definite matrices, respectively. The symbol • denotes the Hadamard product, and ⊗ denotes the Kronecker product. The symbol F P ε := {X ∈ S n : A(X) = b, X ≽ εI} denotes the feasible set of the problem (P ε ), and Π K (·) denotes the metric projector onto the closed convex set K. Let vec : R m×n → R mn be the vectorization operator on matrices defined by stacking the columns of a matrix to a long vector one by one.
Preliminaries
In order to be able to present our ideas more clearly, we first introduce some concepts related to the AL method based on the classical papers by Rockafellar [28, 29] .
Maximal monotone operators
Let H be a real Hilbert space with an inner product ⟨·, ·⟩. A multifunction T : H ⇒ H is said to be a monotone operator if
It is said to be maximal monotone if, in addition, the graph
is not properly contained in the graph of any other monotone operator T ′ : H ⇒ H. For example, if T is the subdifferential ∂f of a lower semicontinuous convex function f : H → (−∞, +∞], f ̸ ≡ +∞, then T is maximal monotone (see Minty [21] or Moreau [22] ), and the relation 0 ∈ T (z) means that f (z) = min f .
Representations in terms of maximal monotone operators
The following Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for the optimality of (P ) and (D):
The following KKT conditions are also necessary and sufficient for the optimality of (P ε ) and (D ε ):
Throughout this paper, the following conditions for (P ε ) and (D ε ) are assumed to hold. Assumption 2.1. Problem (P ε ) satisfies the condition 
The essential objective function in (P ε ) is given by
while the essential objective function in (D ε ) is given by
As in [29] , we can define the following operators
We can observe that l is a closed proper saddle function in the sense of [26, p.363] , and the mapping T l is a maximal monotone operator in
Meanwhile, f is a closed proper convex function, so T f is a maximal monotone operator in S n [21, 22] . Similarly, g is a closed proper concave function, so T g is a maximal monotone operator in R m × S n . To discuss the rate of convergence, we introduce some related concepts and conclusions.
Definition 2.1. (cf. [28]) For a maximal monotone operator T , we say that its inverse T −1 is Lipschitz continuous at the origin (with modulus a ≥ 0) if there is a unique solution
, and for some τ > 0 we have [1] holds at X to problem (P ε ) if
Assumption 2.3. Let X be the optimal solution to problem (P ε ) and (y, Z) is the corresponding Lagrangian multiplier. We say that the primal constraint nondegeneracy
where
Assumption 2.4. Let X be the optimal solution to problem (P ε ) and (y, Z) is the corresponding Lagrangian multiplier. We say that the strong second order sufficient condition [3] 
where the linear-quadratic function
where B + is the Moore-Penrose pseudo-inverse of B.
Next we present the direct condition for the Lipschitz continuity of T [29] actually includes the primal constraint nondegeneracy condition.
The algorithms

The PAL method
In this subsection, we describe the PAL method in details. The augmented Lagrangian function of (P) is
At the kth iteration, we solve the following subproblem
Based on Lemma 2.1 in [40] , problem (4) has a closed-form solution
and further
are vector valued functions, whose scalar counterparts are ϕ
, correspondingly, and
. From (5) and (6) Step 1.
Step 2.
Step 3. Set
where τ ∈ [1, 2) is a given parameter.
Step 4. Compute
The NAL method
In this subsection, we apply the NAL method to the perturbed problem (P ε ) since this method can not guarantee the positive definiteness of the variable X automatically.
Given a penalty parameter σ > 0, the augmented Lagrangian function for problem
Since the subproblem (7) has no closed-form solution, it needs elaborating on. We can calculate the first-order derivative of 
Actually, from [20, Prop.1] every element in ∂Π S n + (·) is positive semidefinite, so every element in ∂ 2 Θ k (X) is positive definite. Therefore we can apply the semismooth Newton method developed in [25] with the line search technique which guarantees the global convergence. And we may obtain the Newton direction by solving the linear system of equations V
) may be chosen in the same way as that in [46] 
where Λ k is the diagonal matrix with diagonal entries consisting of the eigenvalues λ
; if defining three index sets Step 1. Find an approximate minimizer
Step 2. Compute
Step 3. Compute
In Algorithm 2, the principal computing costs lie in Step 1, i.e., computing the approximate minimizer of the inner problem (8). So we state the algorithm about how to compute the approximate minimizer in details below.
Algorithm 3:
The semismooth Newton-CG Method.
Step 1. Given ζ ∈ (0, 1 2 ), τ 1 , τ 2 ∈ (0, 1), and δ ∈ (0, 1), choose X 0 (≽ εI).
Step 2. For j = 0, 1, 2, . . . ,
Step 1.1. Apply the PCG method to find an approximate solution H j to
Step 1.2. Set α j = δ m j , where m j is the first nonnegative integer m for which
Step 1.3. Set
From Algorithm 3, we can see that the main computing costs lie in solving the linear operator equation (9) . The linear operator corresponds to a fourth-order n dimemsional tensor or a n 2 × n 2 matrix. For large-scale problems, n is very large, so direct solvers are not suitable and PCG solvers are ideal approaches for (9) . Among various PCG solvers, we adopt the symmetric QMR algorithm [9] . But we must note that comparing with the algorithm in [9] , we change the matrix to the linear operator in (9) , and change the vectors to the corresponding matrices. As these changes are only a trivial generalization of the symmetric QMR algorithm, we do not go to details.
Convergence analyses
The convergence analyses of these two methods can be derived from Fazel, Pong, Sun and Tseng's paper [7] and Rockafellar's paper [28, 29] without many difficulties, respectively. For the sake of completeness, we also present these results below. [7] and the KKT condition, the conclusion of the theorem is obvious.
Convergence analysis for the PAL method Theorem 4.1. Assume that the solution set of (P) is nonempty and Assumption 2.1 holds. Assume that
Q + σ k A * A + T k is positive definite. Let {X k , y k , Z k } beProof. Since Q + σ k A * A + T k = λ max (Q + σ k A * A)I ≻ 0, based on Theorem B.1 in
Convergence analysis for the NAL method
Since we can not solve the inner problems exactly, we will use the following stopping criteria considered by Rockafellar [28, 29] for terminating Algorithms 2 and 3:
We directly obtain from [28, 29] the following convergence results. 
Theorem 4.2. Let Algorithm 2 be executed with stopping criterion (A). If Assumption 2.1 is satisfied, then the generated sequence {(y
k , Z k )} is bounded and {(y k , Z k )} converges to (y, Z),
Theorem 4.3. Let Algorithm 2 be executed with stopping criteria (A) and (B). If Assumption 2.1 holds and T
−1 g
is Lipschitz continuous at the origin with modulus a g , then {(y k , Z k )} converges to the unique optimal solution (y, Z) with max(D ε ) = inf(P ε ), and for all k sufficiently large,
Moreover, the conclusions of Theorem 4.2 about {(y
k , Z k )} are valid.
If in addition to (B) and the condition on T −1 g one has (B') and the stronger condition that T
−1 l is Lipschitz continuous at the origin with modulus
where X is the unique optimal solution to (P ε ), and one has that for all k sufficiently large, 
Remark 4.1. In Algorithm 2 we can also add the term
1 2σ k ∥X −X k ∥ 2 to Θ k (X).Θ k (X k+1 ) − inf Θ k (X) ≤ 1 2σ k ∥∇ Θ k (y k+1 )∥ 2 ,
thus criteria (A) and (B) can be practically modified as follows:
∥∇ Θ k (y k+1 )∥ ≤ ϵ k , ϵ k ≥ 0, ∞ ∑ k=0 ϵ k < ∞; ∥∇ Θ k (X k+1 )∥ ≤ δ k ∥(y k+1 , Z k+1 ) − (y k , Z k )∥, δ k ≥ 0, ∞ ∑ k=0 δ k < ∞.
Remark 4.2. The condition that T −1 g is Lipschitz continuous at the origin is not easy to be realized, however, if Assumptions 2.3 and 2.4 are satisfied, then T
Numerical issues in the associated semismooth Newton-CG method
When applying Algorithm 3 to solve the inner problem (7), the most expensive step lies in solving the linear system of equations
Q and A denote the matrix representations of Q and A, to obtain the approximate Newton direction. In order to solve (10) as efficiently as possible, it is necessary to analyze the condition number of the coefficient matrix and design an efficient preconditioner.
Conditioning of the coefficient matrix
For simplicity, we suppose that strict complementarity holds for Z, S, i.e., Z + S ≻ 0. From the fact that ZS = 0, we have
where Λ Z = diag(λ Z ) ∈ R r×r and Λ S = diag(λ S ) ∈ R (n−r)×(n−r) are diagonal matrices of positive eigenvalues of Z and S, respectively. Define the index setsγ := {1, . . . , r}, γ := {r + 1, . . . , n}. Let
and
Then we have
Proposition 5.1. Suppose that the strict complementarity holds for Z and S, then we have the following bound on the condition number of
, (14) where P 1 = Pγ ⊗ Pγ, P 2 = P γ ⊗ Pγ, P 3 = Pγ ⊗ P γ , Pγ and P γ are submatrices of
Proof. From (11), (12) and (13), we obtain
where D 2 = diag(vec(νγ γ )), and
then we can derive
Hence from [10, Thm 4.3.7] ,
So we can get the following bound on the condition number of M :
.
The upper bound in (14) suggests that: (i) with σ and 1/c 1 increasing, the condition number κ(M ) may increase. (ii) With Q, A T A and P ⊗ P diag(vec(Ω))P ⊗ P being of (near) low ranks, µX −1 ⊗ X −1 can potentially improve the condition number, for the term µ/λ 2 max (X)I can "lift" the minimal eigenvalue of M ; in other words, if Q, A T A and P ⊗ P diag(vec(Ω))P ⊗ P are of (near) low ranks, then with µ decreasing, the condition number κ(M ) may probably increase.
A diagonal preconditioner
To achieve faster convergence for the PCG method to solve (10), one may select a proper preconditioner. In our implementation, we devise an easy-to-compute diagonal preconditioner by using an idea first developed in [8] . The preconditioner has the following form
where Ψ ∈ S n , d ∈ R n 2 , and
The biggest advantage of the preconditioner M D is that only O(n 3 ) flops are needed to compute it.
Numerical experiments
In this section, we present some numerical results to demonstrate the performances of the approaches with both synthetic and real data. We implemented the approaches in Matlab R2013a. All runs were performed on a PC (Intel Core 2 Duo 2.60 GHz with 12 GB RAM).
We measure the infeasibilities and optimality for the primal and dual problems by R P , R D and R G which are described in Algorithms 1 and 2. In general cases, we use the PAL method to generate an initial point and then switch to the NAL method for accelerating the local convergence. We stop the PAL method when max{R P , R D } < Tol1, and stop the NAL method when
where Tol1 and Tol2 are pre-specified accuracy tolerances with Tol1 = 5 × 10 −3 and Tol2 = 10 −6 as the default. In some hard cases, we use the PAL method only and terminate it with Tol1 = 10 −6 . Furthermore, we also use the relative gap
to measure the quality of the solution, where pobj and dobj denote the primal and dual objective function values, respectively. For the PAL method, we cap the iteration number to be 1000; for the Newton-CG method, we set the maximal outer iteration number to be 100 and the maximal inner iteration number to be 15. We choose the initial iterate X 0 = I, and σ 0 = 10. If the NAL method is applied to the above problems, the inequality constraint X ≽ 0 is replaced by X ≽ εI with ε = 10 −16 .
Synthetic experiments I
In this subsection, we focus our numerical experiments on the following special problems
The matrices H and C are generated randomly, and E is a random subset of
The performances of the algorithms are presented in the following tables. For each instance, we report the matrix dimension (n) and the number of the equality constraints (m); the number of outer iterations (it) and the total number of inner iterations (itsub); the primal (pobj) and dual (dobj) objective values; the primal infeasibility (R P ), the dual infeasibility (R D ), the relative gap (R G ); the time (in the format of hours:minutes:seconds) taken.
Firstly, we present the performances of the pure PAL method and the hybrid method (i.e., the PAL method and the NAL method) on the problems (A1) and (A2) with µ = 1 in Tables 1 and 2 , respectively. But for the hybrid method, we only report the details of the Newton-CG method. From the two tables, we can see that although the PAL method can solve the problems rapidly, the hybrid method is still superior to it for all instances. Especially for instances with relatively few constraints, the hybrid method outperforms the PAL method obviously. Actually, the superiority of the hybrid method will be even obvious if we want to get a highly accurate solution. Table 1 : Performances of the PAL method on problems (A1)-(A4) with µ = 1. 3:51 rand1000-6 1000 | 1000 0.0625; 11| 22 2.59460453 3 2.59460367 3 1.9-7| 9.8-7| 1.7-7 5:12 rand1000-7 1000 | 1000 0.0313; 11| 22 2.56991042 3 2.56990961 3 1.8-7| 9.3-7| 1.6-7 6:59 rand1000-8 1000 | 1000 0.0157; 11| 22 2.55504168 3 2.55504091 3 1.7-7| 9.1-7| 1.5-7 9:08 rand1000-9 1000 | 1000 0.0078; 11| 26 2.54622239 3 2.54622168 3 1.6-7| 8. 
Synthetic experiments II
In this subsection, we focus the numerical experiments on the following problem:
The matrices H and G are generated randomly, where H is a weighted matrix whose entries are between 0 and 1, and many entries are nearly zero, and E is a random subset of
The objective function of (B1) or (B2) is
which is a special case of (P ), so the algorithms we developed can be applied to solve (B1)-(B2). We list the performances of the PAL method and the hybrid method on problems (B1) and (B2) in Tables 5 and 6 as below. We can see that for these two problems, the PAL method is much faster than the hybrid method. The reason lies in that the entries of the weighted matrix H in (15) are small, then the entries of H • H are even smaller which leads to a more ill-conditioned Hessian of the inner problem and in this situation the NAL method has no superiority. Based on the synthetic experiments in the above two subsections, we conclude that if the Hessian of the inner problem is good-conditioned, we prefer to adopt the hybrid method, but if the Hessian is ill-conditioned, the PAL method only is a good choice.
Real data experiments
In this section, we consider the following model problem which is a special case of problem (P ) with Q ≡ 0:
where the matrix C is real data coming from the two gene expression data sets, and E is a predetermined index set. The model (C) finds wide applications in covariance selection. One gene set is the Rosetta Inpharmatics Compendium of gene expression profiles described by Hughes et al. [12] . The data set contains 253 samples with n = 6136 variables. We aim to estimate the covariance matrix of a Gaussian graphic model whose conditional independence is unknown. Another gene set is the Iconix microarray data obtained from 255 drug-treated rat livers; see Natsoulis et al. [23] for details. For both data sets, although our method can handle problems with larger matrix dimensions, we test only on a subset of the data. We create 5 subsets by taking 500, 1000, 1500, 2000 and 2500 variables with the highest variances, respectively. And as the variances vary widely, we normalize the sample covariance matrices to have unit variances on the diagonal.
As the model (C) is a special case of (P ) with Q ≡ 0, so the Hessian of the inner problem may probably be ill-conditioned and we only apply the PAL method to solve it. Furthermore, we also compare the performance of the PAL method with that of the PPA proposed in [40] . 
