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Resumo
O trânsito nos grandes centros urbanos contribui com problemas que vão desde diminui-
ção da qualidade de vida e segurança da população até o aumento de custos financeiros
às pessoas, cidades e empresas. Um dos motivos para um maior tráfego de veículos é o
vertiginoso crescimento populacional dos centros urbanos. Além disso, o fluxo de veículos
é prejudicado por situações adversas recorrentes nas vias, como o aumento súbito do trá-
fego durante os horários de pico, gargalos nas infraestruturas de transporte, e acidentes de
trânsito. Com o avanço das tecnologias de comunicação, processamento e sensoriamento,
os Sistemas de Transporte Inteligentes (ITS) surgem como uma alternativa para mitigar
esses problemas. A interoperabilidade dos ITS com novas tecnologias tais como as redes
veiculares (VANETs) e computação em névoa, os tornam mais promissores e eficazes. As
VANETs preveem que veículos possuam poder computacional e capacidade de comunica-
ção sem fio com outros veículos e com as infraestruturas fixa de comunicação. Assim, uma
nova gama de serviços de segurança e entretenimento aos motoristas e passageiros podem
ser desenvolvidas. Entretanto, estes tipos de serviços, em especial o de gerenciamento de
trânsito, demandam uma análise contínua das condições de fluxo de veículos nas vias e um
vasto recurso de rede e processamento, tornando o desenvolvimento de soluções para ITS
mais complexo e de difícil escalabilidade. A computação em névoa é uma infraestrutura
de computação descentralizada na qual dados, processamento, armazenamento e aplica-
ções são distribuídos na borda da rede, assim, aumentando a escalabilidade do sistema.
Na literatura, os sistemas de gerenciamento de tráfego não tratam de maneira adequada o
problema de escalabilidade, implicando em problemas relacionados ao balanceamento de
carga e tempo de resposta. Esta tese de doutorado propõe um sistema de gerenciamento
de tráfego baseado no paradigma de computação em névoa, para detectar, classificar e
controlar o congestionamento de tráfego. O sistema proposto apresenta um framework
distribuído e escalável que reduz os problemas supracitados em relação ao estado da arte.
Para tanto, utilizando da natureza distribuída da computação em névoa, a solução imple-
menta um algoritmo de roteamento probabilístico que faz o balanceamento do tráfego e
evita o problema de deslocamento de congestionamentos para outras regiões. Utilizando
as características da computação em névoa, foi desenvolvida uma metodologia distribuída
baseada em regiões que faz a coleta de dados e classificação das vias em relação às condi-
ções do trânsito compartilhadas pelos veículos. Finalmente, foi desenvolvido um conjunto
de algoritmos/protocolos de comunicação que comparado com outras soluções da litera-
tura, reduz a perda de pacotes e o número de mensagens transmitidas. O serviço proposto
foi comparado extensivamente com outras soluções da literatura em relação às métricas
de trânsito, onde o sistema proposto foi capaz de reduzir em até 70% o tempo parado e
em até 49% o planning time index. Considerando as métricas de comunicação, o serviço
proposto é capaz de reduzir em até 12% a colisão de pacotes alcançando uma cobertura
de 98% do cenário. Os resultados mostram que o framework baseado em computação em
névoa desenvolvido, melhora o fluxo de veículos de forma eficiente e escalável.
Abstract
Traffic in large urban centers contributes to problems that range from decreasing the
population’s quality of life and security to increasing financial costs for people, cities,
and companies. One of the reasons for increased vehicle traffic is the population growth
in urban centers. Moreover, vehicle flow is hampered by recurring adverse situations on
roads, such as the sudden increase in vehicle traffic during peak hours, bottlenecks in
transportation infrastructure, and traffic accidents. Considering the advance of commu-
nication, processing, and sensing technologies, Intelligent Transport Systems (ITS) have
emerged as an alternative to mitigate these problems. The interoperability of ITS with
new technologies, such as vehicular networks (VANETs) and Fog computing, make them
more promising and effective. VANETs ensure that vehicles have the computing power
and wireless communication capabilities with other vehicles and with fixed communication
infrastructures; therefore, a new range of security and entertainment services for drivers
and passengers can be developed. However, these types of services, especially traffic man-
agement, demand a continuous analysis of vehicle flow conditions on roads. Thereby,
a huge network and processing resources are required making the development of ITS
solutions more complex and difficult to scale. Fog computing is a decentralized comput-
ing infrastructure in which data, processing, storage, and applications are distributed at
the network edge, thereby increasing the system’s scalability. In the literature, traffic
management systems do not adequately address the scalability problem, resulting in load
balancing and response time problems. This doctoral thesis proposes a traffic manage-
ment system based on the Fog computing paradigm to detect, classify, and control traffic
congestion. The proposed system presents a distributed and scalable framework that re-
duces the aforementioned problems in relation to state of the art. Therefore, using Fog
computing’s distributed nature, the solution implements a probabilistic routing algorithm
that balances traffic and avoids the problem of congestion displacement to other regions.
Using the characteristics of Fog computing, a distributed methodology was developed
based on regions that collect data and classify the roads concerning the traffic conditions
shared by the vehicles. Finally, a set of communication algorithms/protocols was devel-
oped which, compared with other literature solutions, reduces packet loss and the number
of messages transmitted. The proposed service was compared extensively with other so-
lutions in the literature regarding traffic metrics, where the proposed system was able to
reduce downtime by up to 70% and up to 49% of the planning time index. Considering
communication metrics, the proposed service can reduce packet collision by up to 12%
reaching 98% coverage of the scenario. The results show that the framework based on
Fog computing developed improves the vehicles’ flow efficiently and in a scalable way.
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The unplanned development of urban centers is often associated with severe socio-economic
problems. Such uncontrolled urban growth typically causes significant stress on city struc-
tures due to the unexpected demand of various resources and services. One of the most
affected sectors is urban transport systems, in which inefficiencies may lead to many neg-
ative consequences. Among them is the increase in greenhouse gas emissions and many
hours stuck in traffic congestions, thus resulting in health issues and monetary losses.
For instance, the congestion cost in the United States, the United Kingdom, and Ger-
many were almost $461 billion in 2017 [35].
The INRIX 2019 Global Traffic Scorecard [34] shows that drivers from the city of
São Paulo/Brazil spend an average of 152 hours per year on traffic congestion and their
average speed is 21kph (13mph) while in Rio de Janeiro city, 190 hours are lost in traffic
with an average speed of 17kph (11mph). The cities of São Paulo and Rio de Janeiro
occupy the 5th and 2nd places in the ranking of the most congested cities in the world.
Figure 1.1 shows the rank of the 8 most congested cities in the world, as well as the annual
time wasted by drivers and average speed in the traffic.
Figure 1.1: Most Congested Cities in the World (2019) (Source [34]) .
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This problem is generally generated by the increase in the number of vehicles and
also lack of investment in public transportation to support this increase. According to
[59], the number of vehicles in the world will reach 2 billion in 2030. This urban growth
typically causes significant stress on city structures due to the increased demand for
various resources and services, besides serious socioeconomic problems. Urban transport
systems, which are an indispensable part of city activities, are one of the most affected
sectors [100].
However, it is not always possible to improve the road network due to various factors
such as space constraints to build new roads, environmental issues and local city policies.
One approach to alleviate these problems is the development of an Intelligent Trans-
port System (ITS). An ITS uses communication, processing and sensing technologies to
improve urban traffic and, consequently the flow of vehicles in urban roads. Moreover,
an ITS does not only aim to provide traffic management services (for instance, to pre-
vent traffic jam) but also security management services and infotainment applications to
drivers, passengers and pedestrians [134, 133, 25, 38, 135].
The basis for an efficient ITS is the collaborative approach where each element of the
system such as vehicles, sensors and mobile devices contributes by providing important
information to the system [107]. In ITS, vehicles are equipped with sensors (e.g., GPS
and Galileo), processors and wireless communication modules. Thus, vehicles can com-
municate with other vehicles through vehicle-to-vehicle (V2V) communication and with
the network infrastructure (e.g., RSU–Road Side Unit) through vehicle-to-infrastructure
(V2I) communication. Some ITS applications are road hazard warnings where the driver
is warned of possible path problems, such as ice formation on roads, accident warnings,
and route suggestion services.
Concerning the improvement of urban traffic, congestion detection and route sug-
gestion services are highlighted as shown in Figure 1.2. This scenario illustrates traffic
congestion that occurs on roads. Through VANET communication, traffic jam informa-
tion occurring in Road A is disseminated to overcome vehicles, so that drivers can view
the warning on vehicle On-Board Unit (OBU) screens to take a decision. These applica-
tions require communications with rigorous reliability, low latency, and high availability,
which are not met by current wireless network standards [81, 38, 135].
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Figure 1.2: ITS Route Suggestion Service (based on [64]).
ITS services and applications have intrinsic characteristics regarding the way they
process, store and disseminate a vast amount of data generated in ITS [115, 70, 49].
These characteristics imply in some issues for ITS service requirements such as mobility,
frequent network disconnections, networking latency, end-to-end response time and spatial
context awareness. Thus, designing ITS services that have a required quality of service
(QoS) is a challenging [2, 70, 49]. Traditional centralized architecture is not able to provide
these requirements mainly due to the exponentially increasing number of vehicles and new
services with very strict constraints of computational and network resources such as route
suggestions and accident warning services. Thus, applying the Fog computing paradigm
in ITS can reduce its challenges. Fog computing is a decentralized computing paradigm
where computing resources (processing/network/storage) are at the edge of the network.
Thus, resources are located more logically, efficiently, and close to users/devices.
The main benefits to designing an ITS with Fog paradigm are [20]:
• Low latency – some ITS data have strict time constraints, such as data for re-route
systems;
• Predominant wireless access – modern ITS systems heavily rely on wireless commu-
nications;
• Wide geographical distribution – ITS has geographically spread sensors. However,
the scope of the data gathered is restricted to the location of the sensors that
generated such data;
• Real-time interaction – re-routing systems have real-time requirements;
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• Mobility – an ITS is used to optimize the mobility of vehicles in the city. However,
the ITS may also leverage mobility to perform data delivery activities to various
stakeholders;
• Scalability – an ITS needs to be scalable due to the high number of vehicles and
sensors;
• and Extensibility – if the city grows, the ITS infrastructure also needs to grow to
support the expanded region.
These characteristics enable Fog Computing to offer an ideal platform for a highly dynamic
and heterogeneous ITS environment [49].
Generally, route suggestion services rely on data from specific regions, such as traffic
conditions, which may be irrelevant to other regions of a city [26]. In this scenario, this
service may exchange a large amount of data from heterogeneous data sources [115, 139] to
monitor traffic conditions in a particular region. Moreover, the data may have real-time
constraints and it can be disseminated using different communication technologies [23]
and considering the dynamic topology, frequent network disconnections and cooperative
communication [5]. It is worth noticing that sending data to a single central entity
(e.g., Cloud) is a waste of system resources, such as the network bandwidth. Moreover,
data transmissions are more vulnerable to specific problems, such as delays, data loss,
scalability, and communication disruption. Hence, route suggestion services in ITSs are
not well suited to centralized architectures such as Cloud computing [23, 65, 88, 139, 76,
70].
In this scenario, a route management service that takes advantage of the features of
the Fog computing paradigm is extremely desirable in ITS. This happens because the
Fog computing paradigm moves its resources (storage and processing) to the edge of the
network, thus bringing the available resources as close as possible to end-users without
the assistance of the Internet [20]. The Fog computing paradigm is based on entities
called Cloudlet which have processing and communication capabilities (e.g., micro-data
centers) and are geographically distributed to be closer to the access networks [119]. Since
Cloudlet resources are closer to the end devices, they allow a faster response time and a
local service decision. Thus, the Fog paradigm provides geo-computation and faster and
less costly communication when compared to a Cloud. Although the Fog paradigm has
lower computing capacity when compared with the Cloud, it can use Cloud data cen-
ters whenever necessary. This approach forms a multi-tier architecture (see Figure 1.3),
which is hierarchically organized with varying types of capabilities and end-user proxim-
ity. Cloud computing, represented in Figure 1.3 Tier A, has a more powerful resource.
However, the longer distance to retrieve data and the presence users beyond congested
connections due to the use of the Internet often limit the real-time services and increase
the network cost, especially considering a high dynamic vehicular network topology. Fog
paradigm and Cloudlet environment are shown in Figure 1.3 Tier B, where the resources
are closer to the end devices permitting a faster response time and a local service decision.
Finally, user and sensor devices (e.g., vehicles, road sensors, cameras) are represented in
Figure 1.3 Tier C.
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Figure 1.3: Cloud and Fog representation.
1.1 Motivation
In the literature, several studies address the problem of route management in urban
centers [105, 46, 7, 93, 148, 44, 146, 21, 57, 85, 69, 138].
Jeong et al. [69] and Pan et al. [105] proposed a centralized solution for traffic opti-
mization where road data is collected and sent to a central server that will classify the
traffic and perform routing calculation, thus sending a new route to vehicles. However,
as the processing is centralized and the communication uses the Internet, the network
latency and system scalability are a problem.
Meneguette et al. [93] and Gomides et al., [57] present a fully distributed vehicle solu-
tion in which traffic motoring, classification, and route computation are made by vehicles
on the system. However, VANET characteristics, such as data dissemination, hamper
theses solutions acquiring full knowledge of the map containing the traffic information
and characteristics of the environment (e.g., roads, maximum speed).
Sousa [44] and Younes et al. [148] present infrastructured distributed solutions that
use RSUs to classify the traffic and compute the route. However, RSUs do not have
full knowledge of the map because the RSU does not have communication between them.
Wang et al. [138] use intelligent Traffic Light (iTL) to gather traffic data and as an Internet
gateway for vehicles requires a new route to the central server. Thus, having the same
problem of centralized solutions.
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In most of them, this kind of service uses an architecture for carrying out the mon-
itoring and traffic control that rely on information about the vehicles, as well as the
characteristics of the routes. However, these architectures also have to exchange, process
and store a considerable amount of data generated by the devices that are embedded in
vehicles and that are used for monitoring city traffic. Thus, problems related to pro-
cessing (e.g., load balance, response time) and data transmissions (e.g., delays, data loss
and communication disruption) become a concern. Besides, in route suggestion services,
the response time to perform the decision-making process must be within an acceptable
time frame so that the information is still useful in order for the vehicle’s driver to carry
out the necessary route changes.
Given the aforementioned limitations, this thesis proposes a framework solution based
on the Fog computing paradigm for Intelligent Transport System services to detect, clas-
sify, and control traffic congestion. The proposed framework uses Cloudlets to monitor
traffic conditions and to calculate the vehicle route. Thus, it enables computational power
to reside closer to where it is most required, thus dividing the system load and increasing
the overall scalability of the system and holding the capability to collect, process and
store large volumes of data. To do this, the framework uses the network infrastructure
Road side Units (RSUs) as a Cloudlet entity, which is deployed in the city to manage the
traffic of vehicles. For its operation, a mechanism that gathers all necessary data from
vehicles and road sensors was developed. This mechanism optimizes the delivery rate and
reduces the number of messages in the system. Therefore, with the data collected by
the corresponding Fog entities, the level of congestion of the roads is estimated. Finally,
according to the conditions of the roads, the corresponding Fog entities calculate a new
route as a suggestion.
1.2 Objectives and Contributions
The general objective of this thesis is twofold. First, we provide a general discussion
for traffic management services and the related area of this thesis, which is Intelligent
Transportation Systems (ITS), VANET, and Fog computing. The second objective was
to propose, design, and evaluate the performance of solutions for traffic management
services considering different scenarios.
For the first main goal, i.e., to identify open issues, understand the requirements of ITS
traffic management services besides checking the implications of using the Fog computer
paradigm in ITS. Objectives:
• Survey the state-of-art about traffic management service, VANET communication
technologies, and Fog computing;
• Assess the architecture and methods of traffic management service identified in the
literature review;
• Identify drawbacks of current proposals; and
The second main goal is to propose a new traffic management service based on the Fog
computing paradigm. The aims are to:
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• Design a set of algorithms and mechanisms to increase the packet delivery rate in
the VANET environment and the RSU distribution algorithm;
• An algorithm/methodology for traffic classification;
• An algorithm to compute and choose better routes for vehicles;
• An ITS framework based on Fog computing to provide route traffic management
services;
• A distributed protocol for multihop communication in VANET;
• Evaluate the proposed approach against state-of-art route traffic management ser-
vices solutions.
To reach the proposed solution presented in this thesis, the student has published/ sub-
mitted a number of papers.
The first article related to the thesis was published in 2015 IEEE Symposium on
Computers and Communication (ISCC ’15) [25]. This paper presents the probabilistic
algorithm for suggesting routes for vehicles. The algorithm, probabilistically, suggests
alternative routes to vehicles in a balanced way, avoiding the creation of new congestion.
The service was evaluated in a simulated manner with different conditions and parameters
to understand the behavior of the solution.
Although the solution presented reduces congestion, problems inherent to scalability,
low latency, and network conditions are not addressed. Thus, article Fox: A traffic
management system of computer-based vehicles fog [23] proposes using the Fog computing
paradigm to address these problems in the route suggestion service proposed. To use
this paradigm, the vehicle routing algorithm was redesigned, thus allowing the sharing of
information on road conditions between all Cloudlets. Thus, each Cloudlet can execute
the algorithm independently and using only information necessary for vehicle routing in
its region. In this article, Cloudlets are distributed in the scenario obtaining full coverage.
Thus, all communication is carried out with a single hop. Moreover, an evaluation of the
traffic quality metrics (e.g., fuel consumption, travel time) and metrics related to the
proportion of system users who accept the suggestion provided by the service were made.
The third article published in 2017 IEEE Symposium on Computers and Communi-
cations (ISCC)[22], in addition to improving the routing service, presents an assessment
of the communication network and its impact on the proposed service.
The work published in Sensors, 19(18)[26] presents the updated algorithm and method-
ologies used in the routing suggestion service. Among the improvements we can mention,
the implementation of the packet scheduling algorithm in the MAC layer to decrease the
number of collisions and increase the delivery rate. An algorithm to reduce the number
of RSUs required for full scenario coverage was developed. The article also presents the
new road classification system based on the Level-of-Service (LOS), thus giving more re-
alistic information about the road conditions to the route suggestion algorithm. Finally,
a thorough evaluation using different urban scenarios was presented and compared with
several solutions in the literature, thus showing its effectiveness.
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Finally, in the study FOXS-GSC - Fast Offset Xpath Service with HexagonS Com-
munication (in the submission process), a service is proposed that uses a hybrid VANET
communication and Fog computing paradigm. The main contribution of this work is the
development of an efficient communication protocol in which it will allow even vehicles
that are far from a Cloudlet to receive and send information about their routes.
Following this line of development, this thesis proposes FOXS. FOXS decreases the
drawbacks found proposing a set of algorithms/methods to solve it. The main drawbacks
addressed in this thesis are: (i) the traffic jam classification; (ii) the packet dissemination
on VANET; (iii) the computation method for the best route suggestion; and (iv) an ITS
architecture to provide the route service.
To solve it (i) an algorithm based on LOS was developed. To improve the delivery rate
on the network (problem ii), a mechanism for the 802.11p Medium Access Control (MAC)
layer was developed to analyze and schedule the packet sent. For (iii) a probabilistic route
suggestion that takes into account the traffic jam shift was designed. Finally, for (iv) a
framework based on Fog computing created to bring Fog characteristics (e.g., proximity,
scalability) to the traffic management service was proposed. This solution is detailed
presented in Chapter 4. Evaluations by simulation results and comparisons with literature
solutions demonstrated the efficiency of the proposed solution for different scenarios.
To reduce communication and infrastructure dependence of service providers, Chap-
ter 5 presents a vehicle/Cloudlet distributed multihop communication protocol that was
implemented in a FOXS solution.
1.3 Outline
The remainder of the text is organized as follows.
Chapter 2 provides an overview of Fog computing, Vehicular Ad-hoc Networks, and
Intelligent Transport System. Moreover, the chapter introduces application and service
requirement classifications and the ITS flowchart use in the proposed solution. Chapter 3
presents an overview of the literature about approaches to minimize congestion in urban
centers. Furthermore, a review of Data dissemination is presented.
Chapter 4 presents the FOXS traffic service and its design and components. The
chapter gives a detailed description of the FOXS solution, which is based on the Fog
computing paradigm. The chapter also presents the performance evaluation of FOXS,
as well as the methodology used and the results. Chapter 5 presents a distributed com-
munication protocol called FOXS-GSC. The chapter describes the multihop protocol and
its integration with traffic service. Furthermore, a performance evaluation is also shown.




This chapter summarizes the concepts and characteristics of communication technologies
and the computing paradigm related to the Fog based framework proposed in this the-
sis. The Intelligent Transport Systems is also introduced presenting its characteristics,
components, and interaction between them.
2.1 Fog computing
In recent years, the number of new types of applications and devices connected to the
Internet to communicate and interact has been increasing dramatically. Some exam-
ples are sensors and actuators present in industrial/home automation, smartphones, con-
nected/autonomous vehicles among other everyday electronic devices such as refrigerators
and televisions. This technological revolution is called the Internet of Things (Internet
of Things (IoT)) [9]. These new devices, in addition to requiring more network resources
(e.g., bandwidth), demand new requirements such as mobility support, geographic dis-
tribution (location matters) and low communication latency. Thus, to support these
requirements, a new computing paradigm called Fog Computing (also known as Edge
Computing) was developed [19].
Fog computing extends the Cloud computing paradigm by bringing the processing,
communication, and storage capabilities that are located in the core of the Internet to
the edge of the network. Thus, improving efficiency and reducing the amount of data
transmitted to the Cloud for processing, analysis and storage [20]. In this paradigm, the
end devices, also known as Fog nodes, connect directly to the Fog entity, called Cloudlet,
which is located on the edge of the network. Devices powered computationally located on
the network edge (e.g., routers, servers) can be Cloudlets to provide some service to Fog
nodes (e.g., content caching, local service information). This is a significant improvement
over the Cloud because the longer the distance to send data, the higher the sending costs
on the network is [127]. Moreover, certain physical properties are unchanging, such as
the propagation delay. Therefore, the latency increases proportionally with the distance
between communicating entities [92]. A delay of hundreds of seconds can cause a disaster
in a system that requires real-time analysis such as sensor data in industries or road
accident warning services.
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As the implementation of Fog is on the edge of the network, unlike the Cloud, it
provides geographic data distinction, low latency and lower cost. Thus, implying a general
improvement in the Quality of Service (QoS) of the system. Deploying the Fog computing
paradigm will not make the Cloud computing extinct, but rather Fog will be a new layer
between users and the Cloud working synergistically.
The main characteristics of Fog computing are [20, 2, 145]:
• Location awareness: is supported by Fog paradigm as Cloudlets can be placed in
different locations and the Fog connects to them;
• Low latency: it is provided due to the proximity to the end devices;
• Geographical distribution: Unlike Clouds, services and applications are provided by
Fog in a distributed manner and can be deployed anywhere;
• Scalability: the distributed nature of Fog computing can work with a wide range of
end devices such as a sensor network which monitors the surrounding environment;
• Support for mobility: the ability to connect mobile devices directly allows the use of
distributed addressing protocols such as the locator ID separation protocol (LISP);
• Real-time interactions: Fog computing services and applications enable real-time
interaction between Fog nodes instead of batch processing used in Cloud computing;
• Heterogeneity: Fog nodes are designed by different manufacturers with different
characteristics such as communication type and response time requirements. There-
fore, Fog can work on different platforms;
• Interoperability: the ability of Cloudlets to communicate with each other allows Fog
components to interoperate and work with different domains and service providers.
• Support for online analytics and interaction with the Cloud: the Fog is placed
between the Cloud and end devices performing an important role in the absorption
and processing of the data close to end devices.
Figure 2.1 makes a comparison between Fog and Cloud, as well as some Cloud limita-
tions that Fog can solve. Note that in Cloud-only architecture, services with latency and
bandwidth requirements can be hampered because the resources are farther from the end
device leading to higher latency and limited bandwidth. Already using the Fog computing
paradigm, the proximity to with end devices, as well as network load balancing avoids
these limitations and still provides other advantages such as increased privacy as the data
is in a local domain, and increased system scalability as the service provider (Cloudlet)




Figure 2.1: Compassion of Fog Computing and Cloud Computing (based on [111]).
Fog computation variations applicable to ITS include the following: the Vehicular
Cloud Computing (VCC), where nearby vehicles (e.g., vehicle convoy), form a temporary
Fog providing processing, sensing, and communication during its existence [55]; and Park-
Cloud, where vehicles parked at a mall or airport form a temporary Fog that can rent or










































































































































































































































































































































































































































































































Vehicular networks (VANET) are a fundamental part of ITS, providing communica-
tion between its components, vehicles and infrastructure. Vehicles communicate with
other nearby vehicles and fixed infrastructure in three ways: vehicle-to-vehicle (Vehicle-
to-Vehicle (V2V)), vehicle-to-infrastructure (Vehicle-to-Infrastructure (V2I)) or hybrid
architecture (Hybrid Architecture (V2X)) [135].
• Vehicle-to-Vehicle (V2V): are based on ad-hoc networks [112], V2V allows vehicle-
to-vehicle communication directly, without infrastructured networks such as mobile
phone base stations or wireless access points. Vehicles can create a spontaneous
network while moving on roads and spreading data across the network by routing
data between vehicles by multiple hops;
• V2I: Network infrastructure allows direct communication between vehicles and Road
Side Unit (RSU) or telephone communication towers (e.g. Evolved Node B (eNB))
with Long Term Evolution (LTE) or 3G technologies. Its advantage is the possibility
of integration with other network domains such as the Internet also improving the
connectivity. However, the connection may have an operator fee.
• Hybrid (V2X): this combines V2V and V2I. Thus, vehicles can communicate with
the infrastructure by single-hop or using multiple hops (through V2V) to increase
the network connectivity accordingly with node location. The hybrid architecture
allows long-distance communication with the Internet or with vehicles and devices,
even when vehicle density is not sufficient to reach a multi-hop gateway.
Wireless communication from VANETs can use a variety of communication technolo-
gies depending on the architecture. The IEEE 802.11p standard is used for V2V com-
munication. V2I the vehicles can communicate with the IEEE 802.11p standard or other
communication technologies such as LTE, Wi-Fi, 5G, etc. Figure 2.2 presents V2V, V2I
and V2X communication architectures of VANET.
(a)V2V (b)V2I (c)Hybrid (V2X)
Figure 2.2: VANET communication architectures (Source [38]).
Some particular features of VANETs are [5, 38, 81, 102, 68]:
• Predictable mobility: due to the limited mobility of vehicles moving in a defined
road scenario and the necessity to obey traffic signs and traffic lights, this results in
predictable mobility;
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• Without power restrictions: unlike other mobile node networks, such as MANETs,
vehicles can provide constant power to sensors and computational devices. Thus,
they can have more powerful processing, storage, and communication capability;
• Variable Density: VANET density changes according to traffic in the region, where
the density is high at traffic jam occurrences and very low on suburban regions or
at nighttime.
• Highly dynamic topologies: due to the vehicle’s high mobility and velocity, the
topology changes fast. Moreover, vehicle connection times vary depending on the
vehicles direction travel and the range of the communication interface.
• High computational power: as mobile VANET nodes are vehicles, they can be
equipped with various sensors (e.g., GPS, cameras) and devices with high com-
putational power. Thus, it is possible to have more reliable communication and
collect information regarding the current position, speed, and direction.
2.2.1 VANET Scenarios
Vehicular network scenarios are generally classified into three groups: urban, rural, and
highway [102]. Details of each of them are as follows:
• Urban scenario: The behavior of this scenario is characterized by the reduced speed
of the vehicles and the high density of the roads. Consequently, V2V communica-
tion is favored in this context. However, this scenario is highly dynamic regarding
time and road events. During the daytime, the main characteristic of the scenery is
maintained, but at night the number of vehicles decreases, harming V2V communi-
cation. Furthermore, road works and accidents can influence traffic behavior, hence
impair communication;
• Highway scenario: This scenario is characterized by the absence of traffic lights and
higher traffic speed. Vehicles traveling in the same direction tend to form clusters
in this way increasing the connection time between them. However, vehicles in
opposite directions have very short communication time and all communication
between them has to be done in this short time;
• Rural scenario: This scenario is characterized by the low vehicle density resulting in
a network with intermittent connectivity. Thus, the network is partitioned into small
groups of vehicles forming clusters. Since connectivity is intermittent, developing
new ways to disseminate data is necessary as implementing RSUs.
2.2.2 VANET Applications
OBU is a device mounted on vehicles that has processing power, storage, and allows
user interaction and VANET communication with other vehicles’ OBUs or RSUs. Inte-
grating OBU with a vehicle, which may have many types of sensors and GPS receivers,
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allows the vehicle to gather, process, and disseminate information about conditions of the
environment and itself, allowing the design of a wide range of applications.
VANET applications are classified in three categories [107, 71]: i) Safety applications;
ii) Traffic efficiency and management applications; and iii) Comfort/Infotainment appli-
cations.
• Safety applications: Accidents involving inattention when crossing an intersection,
disobedience of traffic signs and rules, and even those involving wild animals on
motorways, cause the loss of thousands of lives worldwide each year. To reduce traffic
accidents and consequently reduce injuries and fatalities, the safety application class
has been created. This class aims to provide information and assistance to drivers
and transients to avoid collisions. Thus, vehicles share information with each other
and with RSU in order to predict collisions. Some shared information is vehicle
speed, position, and accident alert. Moreover, information exchanged may alert
about hazardous locations such as slippery roads or potholes, and can automatically
notify emergency authorities (e.g., rescue, police) about any road events.
Figure 2.3(a) presents an accident alert application in actions where a vehicle is
alerted about an accident that has occurred on its route so a new route to avoid
this is suggested. Figure 2.3(b) a road obstruction is detected by the vehicle ahead
and a warning message is broadcasted on the network to alert the ensuing drivers.
(a)Region Routing and Control (b)Road Status Report
Figure 2.3: Safety Applications (Source [32]).
Because the VANET uses a shared communication environment, security applica-
tions have priority over any other application.
• Traffic efficiency and management applications: Aims to improve traffic conditions
and efficiency by distributing vehicle flow and providing assistance to drivers by dis-
seminating information about traffic conditions, locations, maps, road max speed,
and route suggestion. As the drivers need the disseminated information in a re-
stricted time to make decisions during their trip, these classes of applications re-
quire high availability. Figure 2.4(a) shows a route suggestion application to help the
driver choose a better route predicting traffic congestion and delays. Figure 2.4(b)
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shows a location context application whereby an RSU sends region map updates
and other relevant local information to a vehicle OBU.
(a)Route Suggestion (b) Location Context Application
Figure 2.4: Traffic Efficiency and Management Applications (Source [32]).
• Comfort/Infotainment applications: These are applications focused on the comfort
and entertainment of drivers and passengers. Vehicles can receive information re-
garding the point of interest and local business advertising, sharing media files,
instant messaging services, tourist information, games, and serving as an Internet
gateway to other nearby vehicles. Communication patterns can happen directly
among vehicles or between vehicles and RSU. The demand bandwidth varies ac-
cordingly with the application, for example, video-conference uses a high bandwidth
while business advertising needs less bandwidth. Ideally, the information should be
tailored to the users’ context. Keeping the context information up-to-date while
vehicle-RSU synchronization is maintained is a challenge considering the VANET
characteristics such as vehicle mobility [38].
Figure 2.5 presents an Internet on-vehicle application that can be used by the driver
or passengers.
Figure 2.5: Comfort/Infotainment Applications (Source [32]).
Figure 2.6 presents some VANET applications of each category.
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Figure 2.6: VANET Applications per Category.
2.2.3 Data Dissemination
The characteristics of VANETs as a variable density and highly dynamic topology are a
major challenge for data dissemination. These characteristics are a problem considering
that vehicles usually have short contact time [79]. The network dissemination uses a
broadcast mechanism. This mechanism simplifies the communication process since vehi-
cles do not need to know the route and address of the destination vehicles, eliminating
the process of routing discovery and topology management [106].
In addition to these problems, each scenario (urban, road and rural) has a different
behavior and demands a specific solution. In urban environments, where the density is
high, the solution can be focused on broadcast suppression to reduce packet collision that
reduces network performance. In rural environments, the store-forward method can be
used since this scenario presents a sparse and low-density network [38, 135]. Due to these
characteristics, data dissemination has some challenges:
• Broadcast Storm: This occurs when a large number of vehicles attempt to transmit a
packet simultaneously. Thus, increasing the network traffic, the network congestion,
the packet collisions, and the additional delay to MAC layer control.
• Network partition: This occurs when there are obstacles (e.g., buildings, trees) be-
tween the connected vehicles thus, preventing the continuation of the dissemination
process.
• Temporal network fragmentation: This occurs due to the high mobility of the ve-
hicles that generate a temporary network partition. Thus, interrupting the packet
transmission process until communication is restored.
2.2.4 IEEE 802.11p communication standard
For wireless communication of vehicular networks, the IEEE 802.11p standard is used,
which is an evolution of the IEEE 802.11a wireless communication standard [71].
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Its main changes were the channel width from 20Hz to 10Hz and the frequency band
that was changed from 2.4GHz to 5.9GHz to support the Dedicated Short-Range Com-
munications (DSRC) (Dedicated Short-Range Communications). DSRC is licensed to
operate in a frequency band range of 5.85−−5.925GHz and is allowed for public safety
applications and private services [72]. The DSRC characteristic is a transmission speed of
6 − −27Mbps, a coverage range of 300 − −1000meters and support for vehicle cruis-
ing speeds of up to 200km/h. As the DSRC is not yet an international standard,
in the United States, the Federal Communications Commission (FCC) has allocated
75 MHz of the frequency band of 5.850 − −5.925GHz while in Europe, the European
Telecommunications Standards Institute (ETSI) allocated 70MHz with the frequency
range 5, 855 − −5, 925GHz. The band frequency is divided into 10MHz channels, 6 of
which are allocated as service channels (SCH) and 1 to the control channel (CCH) as
shown in Figure 2.7. Each channel is assigned to an application type: channels 172 and
174 are dedicated to general applications; channels 176, 178 and 180 are assigned to safety
and traffic efficiency applications. Channel 180 is CCH also used to send periodic control
messages known as beacon; and channels 182 and 184 are allocated for future applica-
tions. Each channel has a time interval of 50 ms and messages have two priority levels,
low priority using SCH and a high priority on CCH. When the CCH channel is active, all
nodes are required to stop communicating during the CCH interval to receive or transmit
a security message in the CCH channel.
Figure 2.7: Multichannel operation in VANETs according to the IEEE 802.11p European
standard (Source [51]).
To standardize short-range communication for the vehicular environment (V2V, V2I,
V2X), the IEEE 1609 protocol was proposed. The combination of the IEEE 802.11p
standard and the 1609 protocol is called Wireless Access in a Vehicular Environment
(WAVE) (Wireless Access in Vehicular Environments) [71].
The stack protocol (physical layer and MAC) of WAVE are standardized by IEEE1609
where: IEEE1609.1 describes the WAVE architecture, its application manager interac-
tions, and format of messages; the IEEE1609.2 standard defines the formats of safety
messages, processing, and situations that will be used; the IEEE1609.3 standard defines
transport layer services such as addressing and routing aided by secure data transmis-
sion of the WAVE architecture; and the IEEE1609.4 standard improves the 802.11p
MAC layer to support the operations of the WAVE architecture. Figure 2.8 presents the
IEEE1609 protocol and its layers.
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Figure 2.8: The IEEE 1609 (WAVE) reference architecture and relationship to the IEEE
802.11p MAC and physical layers (Source [58]).
IEEE 802.11p synchronization
The WAVE standard has seven non-overlapping channels in the 5.85GHz frequency range,
which are the following: six channels as the Service Channel (SCH), used for communi-
cation between safety applications, and one channel as the Control Channel (CCH) for
safety applications communication. However, the WAVE standard does not require the
use of multiple antennas, making it necessary to use a channel hopping scheme. Channel
hopping between CCH and SCH is made every Tn seconds, specified as Tn = 50ms by
the standard. A guard interval period of 5ms is used at the beginning of the channel
operation and during this period the channel is treated as busy. Given this, when the
MAC layer receives a CCH message to send, but the SCH channel is currently active, this
message will have to wait until the CCH channel makes it active. However, this scheme
introduces the resynchronization problem.
Figure 2.9 presents the hypothetical situation where two vehicles receive a message
(SCH type) to relay from a common neighbor. At time T1, both vehicles schedule the
message to be sent to the MAC layer. Note that Vehicle A schedules the message for T2
and, when it arrives at the time Vehicle B sends the message to T3, it would listen to the
busy channel and cancel the transmission. However, since the currently active channel is
CCH, the SCH message on both vehicles is buffered in the MAC layer to be sent when
the SCH channel becomes active again in T4. Thus, both vehicles transmit at the same
time causing a collision.
2.2.5 Other communication standards also used in VANETs
Other forms of wireless communication technologies have been proposed for deploying
VANETs. They include Long Term Evolution (LTE) and Visible Light Communications
(VLC).
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Figure 2.9: The synchronization effect introduced by the IEEE 802.11p MAC layer.
Long Term Evolution (LTE)
The LTE standard is a new generation of wireless mobile communication defined by 3rd
Generation Partnership Project (3GPP) [39, 120]. LTE can provide a transmission rate
of up to 300 Mb/s, 5 ms latency, mobility support up to 350 km/h, and a communication
coverage of up to 30 km. Its radio frequency spectrum is 700−−2690Mhz. Base stations
(eNB) spread in the scenario are responsible for managing radio features and functionality,
such as mobility, handoff, and interaction with the user equipment. In order for the
application to meet the QoS requirements the eNB schedules packets to be transmitted
according to data traffic and priority. Another positive feature of the LTE standard is
that it is compatible with legacy technology from 3GPP such as Global System for Mobile
Communications (GSM) and High Speed Packet Access (HSPA).
Visible Light Communications (VLC)
VLC is a technology that uses the visible light spectrum (380-780nm) for message ex-
change. Because the visible light spectrum is 10,000 times wider than the spectrum of the
radio waves used in Wireless Fidelity (WiFi) [63], its transmission rate can reach speeds
of up to 10Gb/s [83]. The IEEE802.15.7 [1] standard also known as Light Fidelity (LiFi)
(Light-Fidelity) defines the network architectures, physical layer, and access control layer
(MAC) of VLC. Its main advantages are low deployment costs and high transmission
rates. Its limitations are that the visible light spectrum cannot traverse frosted objects
and the reduced performance in outdoor environments [74, 122].
Figure 2.10 presents LiFi communication applied to VANET. Traffic lights and vehicle
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lights are used to exchange messages between them.
Figure 2.10: Example of LiFi communication applied to VANET.
2.3 Intelligent Transport Systems – ITS
Intelligent transport systems aim at transport management by applying cutting-edge
technologies, information and concepts, which interact synergistically. Therefore, im-
proving the safety, efficiency and sustainability of transport networks, reducing traffic
congestion and its damage, in addition to improving drivers´ experiences in general
[134, 133, 25, 38, 135, 101].
ITS is not only intended to improve vehicle traffic conditions but also intends to make
the transport sector safer, more sustainable and efficient by avoiding the inconvenience
caused by congestion in urban traffic by improving the management of traffic in city
resources such as roads and public transportation also improving people’s convenience
through Infotainment services. As a result, the vehicle traffic conditions are improved,
reducing time spent on traffic jams, reducing fuel consumption and CO2 emissions, and
reducing monetary losses [51].
To this end, ITS relies on collecting real-time vehicle traffic data from various sources
such as vehicles (e.g., GPS and speed sensors), network infrastructures (e.g., RSU, eNB),
wireless sensor networks (Wireless Sensor Networks (WSN)), surveillance cameras, traffic
control systems (e.g., intelligent traffic lights) among others.
Participatory sensor networks (PSNs) are a new source of sensing where people us-
ing portable devices such as smartphones and tablets, with built-in sensors (e.g., GPS,
temperature) and social applications (e.g., Instagram, Foursquare and Waze) participate
as “social sensors” reporting features and events occurring in certain regions [124]. Thus,
being able to provide important information to ITS that standard sensors (for example,
traffic sensors, speed) cannot provide, such as the occurrence of protests or festive events.
By processing the data acquired by sensors, ITS services can identify and characterize
traffic events that generally degrade traffic flow, such as congestion, accidents, infrastruc-
ture bottlenecks, work zones, climate, and social issues as manifestations.
ITS services can be classified into two main categories: Comfort and Management
Services; and Security Services.
• Comfort and Management Services: This type of service aims to increase
passenger convenience and traffic efficiency by charting routes to their destination.
Some examples of comfort services are Internet access, music downloads, network
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games, weather information and ancillary services that show you where gas stations,
hospitals and information are located about product prices in the region.
• Security Services: Services in this category aim to increase passenger and traffic
safety in general by exchanging relevant data (e.g., reporting an emergency) between
vehicles and between infrastructures. Information can be obtained through sensors
embedded in vehicles and by sensors or authorities along the way. This information
is disseminated on the network and can be used by vehicle’s OBU, drivers and
authorities to avoid situations such as an accident or traffic violation. Because ITS
services work for the most part in a shared network environment with unsecured
and limited bandwidth (e.g., VANET), security services always take priority over
comfort and management services.






















Figure 2.11: Intelligent Transport System - ITS (based on [73])
In short, ITS services increase overall transport system efficiency by maximizing ve-
hicle traffic flow, improving security by informing critical areas, increasing mobility with
traffic balancing, and reducing travel time, thus decreasing monetary losses, and increas-
ing productivity and general happiness.
2.3.1 ITS Workflow
This workflow describes functions required by ITS services (e.g., accident alert, route sug-
gestion, traffic information aggregation), the location of physical entities and subsystems
(e.g., the environment, vehicles, a RSU, storage), as well as the data/information streams
39
that connect the physical entities and subsystems. The work presented in this thesis was
developed using this workflow to facilitate understanding and future improvement and
integration with other ITS services.
Figure 2.12 presents the ITS workflow which is defined in three stages: (i) Data
Gathering; (ii) Data Processing; and (iii) Service Delivery.
Figure 2.12: The ITS Workflow.
Data Gathering
This stage is responsible for sensing the environment and sending the gathered data to
the next stage, Data Processing. For proper functioning of the ITS services, the gathered
data must be available when needed, as some information has real-time constraints.
The frequency in data collection, size of the sensed region and heterogeneity of data
sources, influence directly the effectiveness of the services [40].
Data can be gathered from several sources as:
Vehicles: vehicles collect data from their sensors, such as speed, odometer, fuel con-
sumption. It is also possible to estimate road traffic conditions, such as vehicle density,
through the number of beacon control messages received [14];
Social networks and Participatory sensor networks (PSNs): Data acquired from diverse
sources such as mobile networks [77, 53] and social networks [78, 95] increase the accuracy
and richness of information that describes the behavior and current situation of the city
related to transportation and traffic when compared to the ITS traditional sensing. Some
of this data obtained from social networks (e.g., Facebook, Twitter, Foursquare) and from
mobile data, may inform events in a certain region of the city such as sports games,
accidents, protests, road works, temperature, etc.;
Road Sensors: implementing a good infrastructure for city sensing and data gathering
is essential for proper system operation. Sensors such as cameras, radars, as well as
roadside traffic sensors that collect traffic images, flow, and average road speed.
Data Processing
At this stage, the gathered data are processed and stored in order to extract useful
information, to classify and to aggregate its data accordingly to their characteristics.
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Thus, reducing the amount of data transmitted, as well as enabling the production of
more consistent information by crossing the correlated collected data [45].
Due to the lack of standardization of monitoring of traffic systems (e.g., vehicles, PSN),
the data collected may have different types of metadata, formats, granularity levels, and
periodicity of gathering. Therefore, making it difficult to process this data accordingly
with individual service requirements [130, 114, 29].
Information Processing (storage and processing) can be done either centrally on main-
frames and Cloud or distributed across RSU and Fog entities. These different paradigms
can influence in the performance of services due to the limited information acquired, by
the processing capacity, or by the proximity of users who use the service.
Service Delivery
In this stage, services are computed and provided to the users based on the information
processed in the Data Processing stage. Services can run in any processing entity with net-
work capabilities (e.g., mobile phone, OBU, Cloudlet, Cloud). The service can be designed
to run in one of various entities accordingly with its service requirement/specification.
Some services are traffic management which orchestrate the components that control
city traffic based on the information acquired (e.g., traffic lights, road signs, dynamic road
traffic direction), route management service where routes are suggested for vehicles to
avoid traffic jams and to balance traffic in the city, and emergency services responsible for
detecting and alerting accidents, suggesting priority routes for emergency vehicles, and
other features.
2.3.2 ITS – Route management service
There are three ways of dealing with traffic jam problems: reducing the number of vehicles
on the roads; changing the main transportation vehicle e.g. from a car to buses; and
distributing the traffic between roads by load balancing. However, as traffic involves
infrastructure and people with their customs, it is not always possible to reduce the
demand for vehicles, such as reducing the number of trips or increasing the number of
roads. Convincing people to change their means of transport is not always possible.
However, persuading drivers to travel on suggested routes in order to balance the load
between roads is more viable and economical [84].
Traffic balancing can be done by an ITS routing service that captures vehicle and
sensor data on the roads. Usually, captured data are the vehicle’s current position, average
vehicle speed on a certain road, and road flow. Hence, the system can infer current traffic
characteristics and calculate new routes for vehicles.
Section 3.3 will address several route management solutions.
2.3.3 ITS Application and Service Requirements
All services and applications require particular requirements such as processing capac-
ity, network delay, and bandwidth. For example, accident detection and alerting services
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require more network requirements while route suggestion services require a high compu-
tational power. Thus, the location of the host service and its network and computational
characteristics directly influences on its efficiency.
Table 2.2 shows a classification of the ITS applications according to the following char-
acteristics: Assistance is the entity (Cloud, Fog) from which the application will receive
(e.g., processing, storage) and require the level to use a given entity (based on [149, 107]);
Resources are the resources (processing, storage, bandwidth) and the level of use of these
by the services and applications (based on [84, 12]); Constraints are the constraints (lo-
cation/region that data has importance, latency, type of communication) of applications
(based on [71, 10, 5, 110, 89]).
By analyzing the Table 2.2, security applications require less latency and fewer com-
putational processing resources, since infotainment services require more computational
processing resources and they are more latency tolerant.
Choosing the best entity (Cloud, Fog) to provide assistance for an application is di-
rectly related to Resources and Constraints. For example, accident warning applications
should quickly report to vehicles and other entities about the event [71]. The distance
from server to the users can be a problem. Therefore, the assistance from the FOG would
provide the expected requirements. However, congestion prediction services and data an-
alytics that use the history from months to years to predict a congestion is well suited in
a Cloud.
2.3.4 Challenges
The main open challenges in ITS services to traffic management are listed below.
Heterogeneous data integration: Although the ITS enables data integration with
different sources to improve its overall performance, this is still an open issue. The main
challenge is how to do this integration, since we have many different systems and sources
with no integration among them, providing a huge amount of data with no standardiza-
tion. Furthermore, as emerging technologies such as Internet of Things (IoT) will provide
data exchange and communication to a plethora of everyday life devices, it is important to
use these devices to turn the data collection paradigm into a new one. However, with this
integration, many other challenges will arise including tracking and managing the high
number of devices that will be involved in such integration. FOXS uses a data pipeline
to structure the data based on information and origin region to a format used for the
proposed framework.
Data management and big data issues: ITS needs to handle a huge amount of
data. Therefore, a standardization in data representation needs to be employed, once
many problems may arise if each source uses an independent measurement and format-
ting. Moreover, many sources may report its data asynchronously, thus a big challenge
is how to manage this issue. Moreover, data correlation is another challenge due to non-
integration among different systems and sources, in which the same source may provide
data in different systems. In other words, as different systems are independent, the data
accounting can incur in false positives. However, the challenge is how to correlate such







































































































































































































































































































































































































to fuse, aggregate and exploit data to deal with different data types provided from het-
erogeneous sources. However the major challenge is how to exploit these big data issues
in a vehicular environment, once the current models and algorithms used in big data are
physically and logically decentralized, but virtually centralized [45]. FOXS addresses this
problem by using Fog computing, decentralizing data by regions of interest, and fusion
the data during multi-hop transmission.
Traffic condition representation and hazard identification: After the data
exploitation, the knowledge acquired from it needs to be represented in the correct way
to represent the real traffic condition. Otherwise, it may incur in false positives or in
the wrong information. By doing this, the key challenge is how to converge so much
different information into a single traffic condition representation. In other words, which
information has more or less importance to the traffic and how each one will impact the
traffic. Providing such representation is still a big issue. In addition, many ITS have been
proposed to this with such representation in order to detect traffic hazards [43, 104, 93,
105, 47]. However, many of them are inefficient or they can not identify such hazards
as soon as they occurs. Thereby, it uses predefined intervals to try to identify these
hazards. However, how is the best-predefined interval to try this identification because
with a small interval the ITS service may not receive enough information to identify it.
Otherwise, with a great interval, the ITSs may identify the hazard much later than its
occurrence. Another issue concerns to the hazards identification process, which one is
better to provide the result the appropriate time and which information is used in this
process are still big issues. FOXS uses a multi-valued graph representing the roads on the
map. The information is sent by the vehicles to the Cloudlets. So, each Cloudlet classifies
the traffic of the roads in its region using the Level-Of-Services (LOS) [18].
Alternative route guidance: Suggesting and computing alternative routes to avoid
traffic hazards are the best way to improve the overall traffic efficiency. However, the
main challenge is how to do this in an acceptable time without introducing an unde-
sired overhead. Consequently, avoiding the vehicles getting stuck in some congestion.
Although relying on central entities (centralized approach) to compute and suggest alter-
native routes to all vehicles is more efficient due to its better management and scenario
overview, but depending on the number of vehicles to be re-routed and the complexity
of algorithm used in the alternative route computation, such an approach may introduce
high overheads degrading its performance. With this problem in mind, one solution is to
compute the vehicle alternative route in a distributed way. However, the key challenge
is how to provide a full scenario overview of the traffic condition to every distributed
computing device to enable them to calculate an efficient route without overloading the
network. Another concern is how to compute an efficient alternative route without in-
curring in traffic congestion in other areas in the nearby future, providing a better traffic
balance and management. Thus, having a good alternative route guidance trade-off be-
tween efficiency and complexity is essential. FOXS implements a decentralized, scalable
system that meets the real-time requirements for this type of service. FOXS monitors
and controls congestion by suggesting alternative routes to the vehicles.
Security and privacy: Ensuring the information privacy and security in ITS is es-
sential for all involved people, transit agencies, government, and so on as the data may
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contain personal information and can track people and vehicles [52]. One key challenge
is the action of malicious entities which can add or change messages generated by ser-
vices generating issues such as fake warn messages. One building block of ITS is the
VANET [109, 33, 38]. According to [108, 113], for providing security and privacy to the
VANETs, several requirements need to be satisfied. Verification of data consistency, that
checks the legality and consistency of messages to avoid messages with malicious data.
Availability, to ensure continuous operation of the system even under attacks (e.g. DoS
by jamming). Real-time constraints, focusing on maintaining communication and com-
puting efficient even with the usage of security techniques. Authentication, legitimizing
messages. Furthermore, the new trend of using Cloud computing with ITS increases the
complexity for providing security to the system because the inherent security problems in
Cloud computing are also added to ITS [144]. FOXS uses the Fog computing paradigm, so
this problem is reduced due to its characteristics, since its proximity to users allows data
to be distributed and that most data does not have to be transferred over the Internet as
in the Cloud paradigm.
Communication: ITS services have several challenges related to communication,
mainly regarding integrating the VANET with many other wireless communication tech-
nologies such as 4G/LTE, Bluetooth (in-car), Zigbee (in sensors) and traditional WiFi
(IEEE 802.11). Seamless communication is one of the open issues for ITS services [123, 38],
due to: the large volume of data; the mobility of connected devices (vehicles, smart-
phones); the heterogeneity of nodes (cars, motorcycles, trucks, buses) with different
communication technologies; and the services with different requirements (latency, jit-
ter, packet loss). To reduce these problems, FOXS uses fog computing. Also, FOXS
implements a message scheduler to increase the delivery rate of messages and a multi-hop
protocol aimed at the vehicle routing service.
RSU Distribution: The Road Side Unit (RSU) increases the bandwidth and the
communication reliability for VANETs being an essential component for ITS services such
as information and traffic management services [118]. The coverage of the whole city is
desired by RSUs and for this, generally, the RSU are installed at intersections. However,
this is not a good approach because of the high cost of implementation [13]. Techniques
to optimize the deployment of RSU in the city taking into account the quantity of RSU
versus environment coverage is desired and is a challenge [31, 16, 30]. FOXS implements
an algorithm based on hexagonal binning that takes into account the area of coverage of
the RSU. Thus, reducing the number of RSUs necessary to cover the entire environment.
2.4 Final Remarks
This Chapter described the key aspects of Fog computing, Vehicular Ad-hoc Networks,
and the Intelligent Transport System that are the key computer networking fields on
which this thesis bases. Also presented is the classification of requirements for ITS appli-
cations and services, as well as the ITS flowchart that is used as the basis for the traffic




This chapter presents the literature review of works related to this thesis. It is divided
as follows: (i) ITS architectures and communication paradigm, (ii) Data dissemination
solutions, and (iii) Route management services.
3.1 ITS architectures and communication paradigm
The new breed of emerging communication technologies and computing paradigm as well
the new kinds of ITS services require different ways and patterns to system development.
Thus, a framework capable of providing the use of these new technologies with their
characteristics in the development of ITS services is desirable.
With this intention, some works proposed a cloud computing-based architectures to
take advantage of large-scale computation [56, 87, 67, 17, 60]. These architectures are sub-
divided into three layers: (i) the layer with the temporary Cloud composed by Vehicular
Cloud Computing-VCC and ParkCloud for short-scale computing; (ii) the communication
layer with Internet gateway function, formed by RSU and base stations; (iii) the layer
with the Cloud for large-scale computing. The major drawbacks of these approaches are
the need for a high and constant communication band, a characteristic not always found
in VANET communications. Another is a high and inconsistent latency since the Cloud
is located on the Internet, making service quality infeasible for some services in particular
services that need a low latency as the accident alert. The proposed framework imple-
ments a layer with Fog computing capability, thus eliminating these problems since Fog is
located in devices closer to end-users and able to use various communication technologies
(e.g., Dedicated Short-Range Communications (DSRC), LTE, WiFi).
Wang et. al. [139], presented an architecture based on Fog computing for data synchro-
nization. The proposed architecture has three layers Cloud, Fog, and devices where Fog is
used to reduce the cost of the network traffic, latency, and share its storage and processing
power with devices and Cloud, thus reducing the computational load. Following the same
concept, the works [149, 117] propose using RSU-Cloudlet or micro-datacenter besides the
use of Cloud. This RSU-cloudlet is defined as a Cloud on a smaller scale located in RSU.
The proposed architecture has three layers: Central Cloud used for large-scale computing;
RSU-Cloudlet used for short-scale computing of events occurring in the communication
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coverage region; and VCC used for short-scale computing in a cooperative manner with
other vehicles (e.g., sensing). The drawback of this proposal is that the RSU Cloudlet,
which uses DSRC, only provides resources for users who are in their radius of coverage
with direct communication, therefore to provide full coverage it is necessary to deploy
RSU throughout the city. Our framework allows the creation of regions of interest with
an area larger than their coverage radius and is capable of using different communication
technologies (e.g., LTE, 802.11p), allowing a greater penetration into the system and the
possibility of load balancing and a better resource distribution, thus increasing the quality
of ITS services.
Mario Gerla [55] exposed the concept of Vehicular Cloud Computing (VCC), where
a set of oncoming vehicles traveling in convoy, for example, can offer their idle resources
to other entities. The VCC is a good resource to help building the sensing regions and
provide additional funding for infrastructure. However, this is a spontaneous resource,
formed or undone as dynamically as the density of vehicles in the region. Whaiduzzaman
et al. [142] present the state of the art and taxonomy of VCC.
Many papers envisage using other communication technologies such as WiMAX [99, 8,
48] and LTE [97, 27, 6, 143] to meet the limitations of the IEEE 802.11p standard. Some
of the limitations are low communication range [99], low bandwidth, high latency when
compared to other technologies such as LTE, and not providing Quality of Service (QoS)
desirably for some ITS services (e.g. video streaming) [97]. Due to the diverse require-
ments of the wide range of ITS services, ranging from security services that require low
latency to infotainment services that require more bandwidth. Choosing, dynamically,
which communication technology best fits the service requirements, would avoid some
problems caused by the limitation of the technology used and increase the general system
performance. For example, Vinel [136] analytically demonstrates that when vehicle den-
sity is high, services as emergency/security that use periodic messaging (e.g., beacon) in a
short period like 100ms, the LTE technology would not be able to meet this requirement.
Therefore, using multiple communication technologies, as is possible in the Fog framework
proposed, simultaneously to exploit the strengths and address the weaknesses of the other
would be a good option. Thinking about this integration of technologies, Mezghani et
al. [96] propose an opportunistic communication method where vehicles that own only
V2V communication, get access to Internet content through another vehicle that has LTE
communication (called Seed). This bridge vehicle is chosen by criteria proposed by the
authors.
3.2 Data dissemination solutions
Generally many ITS applications use Vehicular Ad Hoc Networks to send messages from a
source (vehicle, RSU) to all vehicles located inside a geographic region [38]. Such activity
is known as data dissemination. Two important challenges to develop a data dissemination
solution are the broadcast storm and the intermittently connected network. The broadcast
storm problem happens when many closer vehicles try to communicate at the same time,
so increasing drastically the message collision [128, 121]. The intermittently connected
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network problem happens when the numbers of vehicles are reduced (e.g., daybreak,
holidays, and rural areas), compromising the data messages dissemination in multi-hop
communication model [137, 116]. Besides these challenges, each application has specific
requirements, which demands different strategies to support the data dissemination. Many
data dissemination solutions have been proposed to address these challenges [128, 121,
137, 116, 38, 135, 37, 94, 36].
Tonguz et al. [128] present the Distributed Veicular Broadcast (DV-CAST), a data
dissemination solution that proposes to solve the broadcast storm and the network par-
titions problems. DV-CAST uses periodic beacon messages to build the local topology
(one-hop neighbors) that is used to rebroadcast a message. DV-CAST performs data
dissemination in both sparse and dense networks focused only on highway topologies. In
a dense network, the receiver applies the broadcast suppression algorithm but in sparsely
it uses the store-carry-forward algorithm. However, DV-CAST performance depends on
the well-tuned beacon frequency.
UV-CAST (urban vehicular broad-cast protocol) [137] is proposed to perform data
dissemination in different traffic conditions. UV-CAST uses broadcast suppression or
store-carryforward depending on vehicle relative position with the sender. If the vehicle is
on the edge of a connected component, the UV-CAST infers that it has a higher probability
of meeting new neighbors. Thus, the received message is stored until rendezvous a new
one neighbor. However, if the vehicle is not a border vehicle, the broadcast suppression
algorithm to rebroadcast the message is used.
Villas et al. [135] propose the Data Dissemination Protocol in Vehicular Networks
(DRIVE) a new solution to perform data dissemination in VANETs, considering dense
and sparse network scenarios. The DRIVE relies exclusively on local one-hop neighbor
information to deliver messages in these scenarios. It uses the predictability of vehicle
mobility to create a preference zone, because in addition to the distance of the transmit-
ter, it sets the delay on the message retransmission. Furthermore, the solution employs
implicit acknowledgments to guarantee robustness in message delivery under sparse sce-
narios. However, the number of transmissions is increased by acknowledgment messages.
Meneguette et al. [94] proposed a data dissemination protocol called Autonomic Data
Dissemination in Highway for VANETs (ADDHV) to provide greater coverage and a
low delay in the data dissemination independently of the region traffic condition. The
authors create two mechanisms to mitigate the broadcast storm and the network partitions
problems. For the broadcast storm problem, a mechanism based on [135] was used which
defined regions called sweet spot in which vehicles inside them have a higher priority to
message rebroadcast and a lower delay. For the network partitions problem, an autonomic
computing technique to decide whether the vehicle should disseminate a packet or not
was implemented. This choice is based on a propagation efficiency concept and on the
geographic localization of vehicles. However, ADDHV can introduce network overhead
because of the store-carry-forward mechanism applied in the solution.
Akabane et al. [4] developed the Context-Aware Routing pROtocol (CARRO), which
explores the geographic context knowledge for data dissemination in VANETs on urban
and highway scenery. CARRO protocol, as DRIVE [135] solution, selects vehicles lo-
cated in a high-priority geographic region to disseminate a message. To create a network
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topology knowledge about the neighboring vehicles at 1-hop, each vehicle, periodically,
transmits beacons with its position, velocity, and direction. When CARRO detects the
network partition problem, the store-carry-forward mechanism is used. However, this
mechanism can increase the network delay. Moreover, the high number of beacons neces-
sary for solution work can increase the overhead.
Cunha et al. [36] introduced the Clustering Coefficient and node DEGREE protocol
(CC-DEGREE), which uses two social metrics to choose the most reliable vehicles to
retransmit the message. The fist metric is the clustering coefficient, which is defined by
the number of connections between the vehicle neighbour divided by the total number of
possible connections between vehicle neighbours. The second metric is the node degree,
which is defined by the number of one-hop neighbours. The CC-DEGREE protocol oper-
ates independently of the road traffic density. However, the CC-DEGREE computes the
clustering coefficient metric based only on the position of an individual vehicle, thus a
low variability for dense scenarios and impacting the retransmission nodes choose. This
characteristic causes similar waiting time assignments to several vehicles, increasing the
message collision probability.
Costa et al. [37] proposed a data dissemination protocol based on complex network
metrics, named DDRX, for VANETs in an urban scenario. In DDRX, vehicles maintain
a local knowledge of its 1 and 2-hops neighbors, which will be used to build a subgraph.
Using complex metrics (i.e., betweenness centrality, and degree centrality), DDRX selects
the best vehicles to retransmit the message. DDRX provides data dissemination with low
overhead and delay, maximizing coverage, and minimizing the number of packet collisions.
3.3 Route management services
This section presents related works that address the problem of route management, i.e.,
traffic congestion management of vehicles in urban centers. In the last years, such a
problem has been explored by several works [85, 86, 105, 46, 7, 42, 44]. However, we
have not found works that address adequately this problem through the Fog computing
paradigm to improve system performance, such as the load balancing (network, process-
ing), the response time and the network load. For simplicity, these sections group the
solutions accordingly with the route processing architecture (e.g., route decision, route
computation, and traffic road classification): Centralized solutions 3.3.1: presents solu-
tions where all computing is performed on a centralized infrastructure; Vehicle distributed
solutions 3.3.2: presents solutions where computation is performed in a distributed way
among vehicles; Hybrid distributed solutions 3.3.3: shows solutions where some steps are
distributed between vehicles and others are performed on the infrastructure; and Infras-
tructure distributed solutions 3.3.4: presents solutions that use distributed infrastructure
to perform processing.
3.3.1 Centralized solutions
The system proposed in [105] is responsible for traffic monitoring and vehicle re-routing to
decrease the traffic congestion of vehicles. The goal is to reduce the driver’s travel time,
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as well as the CO2 emissions and fuel consumption of vehicles. To this end, real-time data
about vehicular traffic conditions, such as position, speed, and direction are gathered by a
centralized system through vehicle-to-infrastructure (V2I) communication. Four steps are
periodically executed in the traffic care system: (a) Data collection and representation,
which describes the network using a directed graph, in which the weights are the average
travel time; (b) Congestion prediction is the service that periodically checks all road
segments to detect signs of congestion; (c) Selection of Vehicles to Be Rerouted selects
candidate vehicles near the congested roads; and (d) Choose alternative routes for each
previously selected vehicle. The authors employ three strategies to calculate new routes:
(i) Dynamic Shortest Path, which calculates the route with the lowest travel time; (ii)
Random k Shortest Paths, which selects the k lowest travel time path routes and assign,
at random, one of them to the vehicle; and (iii) Entropy Balanced k Shortest Paths, which
is an enhancement of Random k Shortest Paths, in which it is considered the impact of
the selected road on the future density of the road. However, these strategies have the
following drawbacks: (i) congestion in other places due to the suggestion of routes to
the same area; (ii) long routes can be selected to reduce the traffic of vehicles in another
area; and (iii) the use a central server requires a substantial computational resource and
network communication, so the use of a central server is not salable.
Jeong et al. [69] proposed a cloud-based system for traffic optimization called the
Self-Adaptive Interactive Navigation Tool (SAINT). In this system, vehicles report the
road traffic conditions to the traffic control center hosted in the Cloud. RSU and eNodeB
(from cellular network) require Internet connections to communicate with the Cloud, thus
vehicles are equipped with 802.11p and 4G. To reroute vehicles, SAINT uses a modified
Dijkstra’s algorithm where the weight function takes into account the vehicle’s delay to
reach the roads of the route. Thus, the probability of a route becoming very popular
and causing a new congestion is reduced. However, such a solution has some limitations.
For instance, vehicles must continuously inform the conditions of the routes through the
Internet connection to the Cloud. Another limitation is the DSRC communication used by
vehicles since it does not have any mechanism to work correctly in high-density scenarios,
such as urban centers.
The work [61] presents a vehicular traffic management service called Re-RouTE. Re-
RouTE uses a traffic engineering theory to classify road congestion based on road density.
Periodically, vehicles send their location information to a centralized management service
to classify and calculate a new rote to vehicles when necessary. The vehicle can communi-
cate through V2X using 802.11p protocol to vehicle/RSU communication or using the 5G
cellular network infrastructure. The Re-RouTE service is divided into four modules/tasks:
(i) Location Information, where is received the vehicle’s information to classify the roads;
(ii) Network Representation, where is created the weighted graph base on road density;
(iii) Network Classification, where the road is classified into congested or not congested;
and (iv) Route Suggestion, where the alternative route is computed. AS FOXS the load
balance is made upon road graph updated with new road conditions. However, FOXS
also uses the probabilistic method to provide a more effective load balance during the
route calculation step.
The work [140] proposes a framework called CDRAM (Content Dissemination frame-
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work for Real-time trAffic Management) that enables real-time communication based on
heterogeneous network access in IoV systems. CDRAM consists of three main compo-
nents: RSU, that is used to receive traffic data gathered by vehicles and retransmit to a
central server; cellular Base Station, that is used when RSU is not in the coverage area;
and a traffic management system(TMS), that is responsible for detecting congestion spot
and suggesting new routes to vehicles. The CDRAM framework applies a delay-sensitive
routing algorithm for message dissemination who chose the next hop and communication
interface to reduce the transmission delay. However, differently from FOXS, the CDRAM
uses centralized traffic management and does not have any traffic balance.
3.3.2 Vehicle distributed solutions
Meneguette et al. [93] proposed a solution, named INCIDEnT (INtelligent protocol of
CongestIon DETection), based on an Artificial Neural Network (ANN) to estimate con-
gestion level and maximize the urban traffic flow. The ANN uses the average speed and
the density of vehicles on the road as the input of the system to classify the traffic and
suggest new routes for drivers. The congestion is classified into three levels: Free; Mod-
erate, and Congested. Finally, the classification data are disseminated by all vehicles on
the road through periodic beacon messages. When a vehicle receives a message about a
road congestion level, the ANN can decide whether to keep its current route or calculate
an alternative route. However, the solution does not have full knowledge of the map nei-
ther a method to avoid the overlapping routes, which can in turn generate a new traffic
jam. Another problem detected is that it does not implement any broadcast suppression
mechanism, thus decreasing its efficiency, especially in a high-density scenario.
A distributed traffic management system, called SGTD, was proposed by Gomides et
al [57]. The system in a distributed way, uses only vehicles and their on-board sensors
to collaboratively with neighboring vehicles classify the traffic conditions. The traffic
conditions are inferred by each vehicle data (e.g., average speed traveled on the road)
and disseminated data from neighbour vehicles. Hence, when the vehicle reaches a road
intersection, it is checked if there is a faster route. SGTD also decreases the number
of disseminated messages on the network as it limits messages sent to a limited region.
However, SGTD has only knowledge of a specific region and as vehicles have similar road
condition information, new congestions may occur.
Garip et al. [54] proposed a V2V distributed congestion avoidance mechanism. The
mechanism disposes checkpoints to all vehicles between their initial position and the
destination position. When vehicles approach the next checkpoint, vehicle information
about the roads (average speed) is sent via V2V communication. This information is
used to calculate the best route between the current checkpoint and the next vehicle
checkpoint. One disadvantage of this solution is that the proposed system is not able to
generate good traffic congestion information once it uses only near road information.
Sousa et al. [41], propose a V2V distributed traffic congestion service aim to reduce
the traffic jam drawback with low communication overheads called DisTraC. DisTraC
discretizes road congestion in 10 levels according to the vehicle speed. Periodically, the
vehicles disseminate the current road level to other vehicles using a proposed broadcast
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suppression protocol. Therefore, periodically the vehicle re-calculates its route using the
knowledge acquired. However, this solution has some drawbacks like the lack of traffic
balance mechanism, the limited traffic knowledge, and need for a high number of messages
to work.
Akabane et al. [3] propose an infrastructure-less system for traffic management called
dEASY (distributed vEhicle trAffic management SYstem). dEASY implements three ar-
chitecture layers: environment sensing and vehicle ranking, knowledge generation and
distribution, and knowledge consumption. The environment sensing and vehicle ranking
layer applies a vehicle ranking mechanism to choose the vehicle head to concentrate all
nearby knowledge generated in the next layer, knowledge generation and distribution. In
the last layer, knowledge consumption, each vehicle computes an altruistic alternative
route based on congestion knowledge and the neighborhood route information dissemi-
nated by the previous layer. As FOXS and FOXS-GSC, dEASY has a traffic balance
mechanism named as altruistic route. However, as other fully distributed solutions, knowl-
edge of congestion in the city is more limited than a central service and although dEASY
needs fewer messages than other fully distributed solutions, it still requires a large volume
of messages to be exchanged for its operation.
3.3.3 Hybrid distributed solutions
Doolan et al. [47] proposed a VANET routing solution, named EcoTrec, aimed to reduce
the CO2 emission without significantly affecting the travel time. For this, each vehicle
periodically disseminates data about its fuel consumption, current route, and average
road speed. Thus, EcoTrec determines the road conditions, and in a distributed way, each
vehicle calculates a new route. To avoid the various vehicles always attributing the same
best route, EcoTrec randomly assigns the second-best route to some vehicles. The EcoTrec
architecture has three main parts: (i) VehicleModel with the vehicle and embedded sensors
characteristics; (ii) a RoadModel with a road representation and characteristics that are
allocated in the central server; and (iii) a TrafficModel with the traffic condition based on
the VehicleModel and RoadModel characteristics. However, all vehicles in the system send
messages to the neighboring vehicles and the central server to update the TrafficModel.
Moreover, the vehicles compute their route based on the TrafficModel received from the
server. Thus, the scalability of the system is compromised by a large number of messages
exchanged.
Pan et al. [104] proposed DIVERT, a distributed congestion avoidance which offloads
the rerouting computation in each vehicle providing privacy to the drivers and enabling
a potentially real-time congestion avoidance. To this end, it relies on a central server
(e.g., Cloud) to build global traffic knowledge which is further reported to the vehicles.
Furthermore, vehicles report its position and receive global traffic knowledge through on-
board devices (e.g., smartphones) using cellular network such as 3G/LTE. Thus, when the
central server detects signs of congestion, it notifies vehicles that are near the congestion
and they notify its neighbors through a limited hop flooding manner, enabling them to
verify if they will pass through the congestion so cooperatively rerouting themselves to
avoid it and provide a better traffic balance. Finally, DIVERT [104] differs from FOXS
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because it offloads the route computation in each vehicle, which improves the privacy of
the drives, once that they do not have to report their route and destination to another
entity. Furthermore, it reduces overheads to avoid congested areas, as the routes are
computed locally in each vehicle. Thus, not depending on the density of vehicles to
provide a suitable solution. However, to alert vehicles to compute an alternative route
it uses a broadcast mechanism. Nonetheless, unlike FOXS, a suppression mechanism to
reduce redundant transmissions is not implemented.
Lourenço et al. [90] proposed GRIFO, a distributed solution to traffic management
that uses the vehicle’s computational power to detect congestion and calculate new routes
when necessary. To this end, each vehicle, through an auxiliary communication infras-
tructure (RSU), receives information about the traffic characteristics of the nearby roads.
The RSUs are distributed in the scenario using the Voronoi diagram and each RSU is
responsible for updating and sending the road information (e.g., the time it took the ve-
hicle to travel on each road) within the defined region. Periodically, vehicles request road
characteristics to the nearest RSU, and based on this information received, the vehicle ap-
plication will perform the routing process. Although road processing is distributed among
vehicles, the RSU still has a responsibility to collect and aggregate road characteristics
to send this information to vehicles. Also, GRIFO can generate new congestion as each
vehicle calculates its route using the same algorithm and road information shared with
all vehicles on the network. In [91] Lourenço et al. proposed a solution named DESTINy
(DEcentralized System for Traffic Management) that is an update of the GRIFO solution.
Its major new features are: i) road assignment to RSU, now roads are assigned to closer
RSU; ii) the V2V communication has its formula to calculate the retransmission delay
based on destination distance modified; iii) and the vehicles forwarded massages (e.g.,
road condition) also update its local database to reduce the quantity of messages in the
system.
3.3.4 Infrastructure distributed solutions
The works described in [42, 44] proposed services for real-time traffic management with
route planning and congestion detection. CHIMERA [44] was based on SCORPION [42]
and its main difference is in the route suggestion. In [44], an intelligent traffic system
was proposed which improves the overall spatial utilization of the road network to reduce
the average vehicle travel costs, named CHIMERA. In CHIMERA, vehicles provide their
information (ID, current position, route, and destination) to an RSU entity through a
single-hop long-range communication, such as 4G and LTE. For this, CHIMERA was
modeled into three main parts: (i) congestion detection; (ii) traffic classification; and
(iii) route suggestion. CHIMERA performs congestion detection and traffic classification
using K-NN (k-nearest neighbors) according to the average speed and density of the path.
As output, it informs the road classification based on the traffic condition (e.g., free-flow,
slightly congested, moderately congested, and severely congested). Finally, CHIMERA
uses the K-Shortest Path-based algorithm for the route choice. However, different from
this article, these solutions [42, 44] did not propose a message scheduling mechanism to
reduce problems in data transmission, such as packet collision. Another problem, solved
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in this article, is that communication between RSUs is not implemented. Thus, the RSU
is not aware of the traffic conditions in other regions of the map, thereby limiting the
efficiency of the routing system.
Wang et al. [138] proposed a solution called Next Road Rerouting (NRR) to alleviate
urban traffic jams. To calculate a route, NRR applies a heuristic based on a cost function
that uses information such as road occupancy, travel time, distance to destination and
the congested roads. Vehicle routing is made in two steps. In the first step, the intelligent
Traffic Light (iTL) module checks whether any of its intersection roads is congested. If
congested, iTL sends beacons informing the vehicles about the congested road. Thus,
vehicles that pass through this road request an alternative road to iTL. In the second
step, when the vehicle receives the alternative road, this vehicle requests to the central
server a new route from the road suggested by iTL to the final destination. NRR has
a 3-tier architecture with (i) Central Manager located at the Traffic Operation Center,
(ii) intelligent Traffic Light (iTL) with loop detectors disposed in each intersection, and
(iii) local computers residing in the middle tier connected to iTL and Central Manager.
However, this solution depends only on iTL to acquire road traffic information, thus iTL
needs to be installed at all intersections. Moreover, NRR needs an Internet connection to
work correctly, while this assumption is not necessary for FOXS.
Younes et al. [148, 146, 147] proposed ECODE (Efficient road Congestion Detection
protocol) and the ICOD (intelligent path recommendation protocol), that uses V2V and
V2I communications to detect traffic congestion on each road segment. ICOD [147] is
based on ECODE [148, 146] having as the main increment the mechanism that enables
users to choose which type of route the system will provide according to user concerns and
priorities (e.g., fuel consumption, traveling time, road segment context). To do that, RSUs
are placed in every intersection and, using V2V, vehicles send an advertisement message
(ADV) containing its information (e.g., ID, Speed, location, direction, destination, and
timestamp) to nearby vehicles. When a vehicle receives an ADV, the information received
is aggregated to the neighbor report table (NR) to calculate a traffic monitoring report
(TMR) that informs the average road speed, the density and the estimated travel time.
Furthermore, the closest vehicle to any RSU sends the TMR to that RSU. When the RSU
receives the TMR, they check its local information to determine the best direction for each
destination, then disseminate a RecomReport message. Finally, when a vehicle receives a
RecomReport message, it changes its route onto the destination and forwards the message
to the one-hop neighbors. Differently, from FOXS, ECODE does not have full knowledge
of the map causing the same problem as [93] and despite the forward control message
mechanism, the large number of messages necessary to work cause scalability constraints
as in [47].
3.4 Final Remarks
This Chapter presented a review of the contributions and limitations of related work
to this thesis. Furthermore, the related works indicated that new solutions should be
proposed to fill the gap in the design of traffic management services considering specific
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features of this kind of service.
In Section 3.1 the ITS architectures and communication were presented. In Section 3.2
the data dissemination solutions were shown. Finally, in Section 3.3 the route management
services and the comparison with solution design in this thesis were presented.
Summarizing the comparison of route management services, Table 3.1 shows the fea-
tures of the related works and highlights the main contributions of service presented in
this thesis. It is observed that no related work uses the Fog computing paradigm to
improve system performance. Because of these features, we developed a routing service,
named FOXS, that overcomes the gaps of existing approaches. Therefore, FOXS uses a

























































































































































































































































































































































































































































































































































































































































































































































































































FOXS – Fast Offset Xpath Service
Having discussed the main characteristic of VANETS, and also the related works, this
chapter presents a traffic management service for route suggestion called FOXS - Fast
Offset Xpath Service. For the development of FOXS, a set of algorithms and mechanisms
are designed and integrated.
To reducing the collision problem in 802.11p protocol, we design a mechanism that
analyzes and schedules the packet sent by FOXS (see Section 4.2). In section 4.2, an
algorithm to cover the whole map using fewer Cloudlets is presented. A road traffic
classification and the method to update its classification on each Cloudlet was presented
in (see Section 4.3). Finally a probabilistic route suggestion that takes into account the
traffic jam shift was presented in (see Section 4.4).
4.1 Overview
FOXS is based on the Fog computing paradigm, which distributes the computer and com-
munication resources among ITS components using the various computational entities, as
presented in Figure 4.1.
The FOXS consists of two main components, Vehicles and Cloudlets. Vehicles have
communication capabilities and embedded sensors (e.g. GPS) that are responsible for
collecting data about road conditions as well as receiving/requesting new routes. Cloudlets
are implemented as RSU, and the Cloudlet set forms the Fog computing environment
(see Figure 4.1, Label A). Cloudlets are spread in the scenario according to the RSU
communication range to reach full coverage of the entire map. Without loss of generality,
the RSU deposition follows the cellular antennas deployment (hexagonal areas). Each
Cloudlet is responsible for collecting, storing and analyzing the data (vehicle position and
velocity, road occupancy, level of congestion) of a specific region and computing routes
for vehicles in its region (see Figure 4.1, Label B). By considering specific areas, the
data is kept closer to end-users (vehicles) and road sensors, resulting in a more efficient
processing, communication and quick response time. As seen in Figure 1.3, the Cloudlet
is in Tier B and Vehicles are in Tier C.
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Figure 4.1: FOXS design.
It is important to point out that the spatial context-aware characteristics allows each
Cloudlet to be independent from each other. To increase the flexibility and environment
communication penetration, the Cloudlet can be equipped with various communication
technologies (e.g., LTE, 802.11p) and multiple antennas (Figure 4.1, Label C).
The design of FOXS has three steps following the ITS workflow described in Sec-
tion 2.3.1: (i) Data Gathering, Subsection 4.2 describes the data gathering process, the
algorithms and mechanisms developed for this role; (ii) Data Processing, Subsection 4.3
presents the data transformations and road traffic classification; and (iii) Service Delivery,
Subsection 4.4 describes the algorithms and methods used to compute the new route and
delivery to the users.
4.2 Data Gathering and Communication
In order to perform data gathering, we need to deploy the RSU infrastructure, i.e., the
Cloudlets. After the deployment process, the Cloudlet gathers road/vehicle data.For this
implementation, we use a set of RSU with Cloudlet capability spread homogeneously in
the environment to achieve full coverage of the entire map (see Figure 4.2). The services
assume that does not any location obstructions (buildings, lakes, etc.) for deployment.
Each Cloudlet comprises a single RSU with communication capability to other RSUs
and with vehicles. The communication between RSU is made by wire and RSU-Vehicle
communication uses 802.11p wireless communication. Vehicles are equipped with a GPS
and an On-Board Unit (OBU) allowing the vehicle communication and user interaction.
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Cloudlets are responsible for collecting all data generated inside its communication cov-
erage (represented by hexagons in the Figure 4.2).
Figure 4.2: Cloudlet Division.
Cloudlets are distributed accordingly to their coverage by applying the Hexagonal
Binning ([28]) algorithm to reach an efficient relationship between the number of RSUs
versus the city map size. This algorithm is based on cellular base-station deployment
models [62]. This strategy is consistent with the Fog paradigm once the map is partitioned,
sharing the users between each Cloudlet, and the resources are brought closer to the users.
Algorithm 1 shows the process of Cloudlet distribution. The inputs to the Algorithm are
the dimensions of the map (width (Width), length (Length)) and the Cloudlet coverage
(Coverage). Algorithm 1 based in hexagonal binning algorithm fills the Cloudlet set
needed to cover the entire map based on the dimensions of the map and the Cloudlet
coverage (Line 5). Next, their coordinates (x, y) are assigned accordingly to the map
dimensions (Lines 6–7). If an RSU is assigned to a region that does not have any road, it
will be removed.
For the service to work correctly, the components of the traffic management system,
such as Cloudlets and vehicles, send control data periodically (beacons) informing about
road traffic conditions in their region and other types of data that FOXS uses. The ac-
quisition of this data is executed in a distributed way using the communication capability
of the Cloudlets. Cloudlets send beacons informing their position, the route interval for
that region and the list of roads congested inside its region. Vehicles use such information
to find nearby Cloudlets to send traffic information and request a new route. The data
sent are the vehicle speed, position, and time spent to move on each road. These data
are sent periodically through beacons to the closest Cloudlet. Once the Cloudlet receives
data about a specific region, it uses aiming to knowledge to execute the traffic service.
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Algorithm 1: Cloudlet Distribution
Input : Width // Width of the map
1 Length // Length of the map
2 Coverage // Cloudlet coverage
3 Roads // Road list
4 cloudlets // set of cloudlets
Output: Coordinates of each Cloudlet
// returns the set of Cloudlet to cover the entire map
5 cloudlets ← getNumberOfRSUs(Width,Length,Coverage);
6 foreach c ∈ cloudlets do
// returns the Cloudlet coordinates (x, y) if its contains 1 or more roads in our area
7 Cloudlets_coordinates.add(getCoordinates(c), Roads);
8 end
The process of Cloudlet collecting data transmitted by vehicles begins when the beacon
time step is reached (stage A in the Figure 4.3). The vehicle creates the beacon message
(MSG) and sends it to the vehicular network (B). Whether Cloudlet receives the MSG
or not, it verifies if there is not a duplicate MSG and if the origin is in its coverage (C).
If so, the Cloudlet updates information, otherwise, it will drop the MSG. Whether other
vehicles receive the MSG or not, vehicles will verify if there is not a duplicate MSG (D).
If there is, it will drop the message, otherwise the vehicles will check if the origin of MSG
is on the same road (E). If true, their beacons MSG are rescheduled for the next beacon
time and the MSG data received are aggregated with data from the current vehicle (e.g,
average between both speeds) and the MSG is scheduled for forwarding. After the data
gathering, there is a data processing phase in each Cloudlet.
The data exchanged considering the proposed cloud-based architecture and the DSRC/
WAVE communication protocol is illustrated in Table 4.1. Our proposal takes advantage
of the DSRC/WAVE control and service channels to better use the wireless resources.
Table 4.1: Data exchange by DSRC/WAVE communication channel.














Request route Response with the new route
In order to improve the communication between vehicles and the RSU, a mechanism for
message scheduling was developed to increase the packet delivery rate in the architecture
using a DSRC/WAVE communication standard. The mechanism (presented in Algorithm
2) aims to schedule the time of sending the packets to the 802.11p MAC layer to avoid
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Figure 4.3: Information message flowchart
the resynchronization problem. The mechanism also schedules the messages to be sent
according to their size and the node bandwidth (line 16, Algorithm 2). To do this, there
are two queues for the messages (lines 4 and 6), one to the control channel (CCH) used to
send control messages as beacons, and another to the service channels (SCH) used for all
other messages in the service. Algorithm 2 verifies the channel type of the message (lines
8 to 11) then assigns the send delay time according to the last message transmitting time
in the corresponding queue (line 16). If the queue is empty, a value of zero is assigned to
the delay (line 13). Then an additional delay is calculated based on the active channel,
the schedule time and size of the last message in the queue, and the network bandwidth
(lines 18 to 28). Thus, as all messages are scheduled for transmission, this mechanism
ensures that when the network layer sends a message to the MAC layer, the message will
be sent promptly.
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Algorithm 2: Message Schedule Mechanism
Input : //
1 SCH // service channels;
2 Tc // channel active time (50 ms);
3 Ts // remaining time for a channel switch;
4 P // Message with data, delay, and channel type;
5 Qs // queue of SCH message;
6 Qc // queue of CCH message;
7 Q // queue to sent message;
Output: updated sent message queue





13 if Q is empty then
14 P.delay ← 0;
15 else
16 P.delay ← Q[lastItem].delay + (Q[lastItem].size/bandwidth);
17 end
18 if P.channel! = CurrentChannel then
19 rounds← bP.delay/Tcc;
20 Ta← Ts+ (rounds ∗ Tc);
21 Td← P.delay + Ta;
22 else
23 Td← P.delay;
24 Ttmp← P.delay − Ts;
25 if Ttmp > 0 then
26 rounds← dTtmp/Tce;
27 Ta← rounds ∗ Tc;
28 Td← P.delay + Ta;
29 end
30 end
31 P.delay ← Td;
32 Q insert P ;
4.3 Data Processing
In this phase, the system processes the collected information from the previous step.
Once the map is all covered by Cloudlets, each Cloudlet has the responsibility of col-
lecting and processing only road data within its coverage. Thereby, limiting the data
gathering/processing to a smaller region, reducing the cost of communication and making
a processing load balance between Cloudlets in the system.
However, as shown in Chapter 4.6 (Section 4.6.2), the size of the route region (amount
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of information) that will be used to compute the new route has an impact on the quality
of the route. Therefore, a router region that is just the radio coverage of the Cloudlet may
be too small for efficient routing. To solve this problem, the Cloudlet acquires information
about roads that are in the coverage of other Cloudlets in order to improve the routing
solution by increasing the amount of information (with roads and their features and
current traffic situation) that the routing algorithm will use. This additional knowledge
area contains information of roads that are under the responsibility of other Cloudlets
and is called Area of Knowledge (AoK) (inside the blue circle in Figure 4.2). The Area of
Knowledge is at least the size of the Cloudlet coverage area. The size of the AoK affects
the performance of the service, since a larger AoK (e.g., more roads to route) results in a
better result, but the computation time is increased. The best AoK is choosed by a set
of experimentation presented in Section 4.6.2.
Each Cloudlet periodically updates the weight of each route based on information
gathered by vehicles inside its coverage. A multi-weight directed graph G = (V,E) is
used to represent the AoK, where V = {v1, v2, ..., vi} is the set of intersections within a
range of the AoK (representing the vertices) and E(w) = {e01, e12, ..., eij} is the set of
roads connecting the intersections E ⊆ V xV (representing the edges). Each edge eij is
defined by a pair of subsequent vertices (vi, vj) ∈ V . Give C = {c1, c2, ..., ci} as a set of
vehicles (nodes) and 〈eij, ..., emn〉 | eij, ..., emn ∈ E is the route ∀c ∈ C.
The weight of each road is a tuple W (k, l) = {w01, w12, ..., wij} | ∀wij is the weight of
road eij ∀ e ∈ E. For weight W (k, l), k is the relation of the maximum allowed speed in
the road inversely proportional to the average speed at which vehicles travel on the road,
represented by Sij in equation 4.1. Therefore, if the vehicle speed is close to the maximum
speed allowed on the road, the weight of the road is lower; l is the road occupancy that






SEij = average road speed in a defined time period.
SMaxEij = max allowed speed in the road.
However, these weights are not applied to roads in real-time with new data arrival.
The road weight is done periodically in the following way. The Cloudlet makes averages
of the data sent (speed, occupancy) by vehicles that pass in a specific road for a time
interval. Next, the Exponential Moving Average (EMA) is used to obtain the new road
weight. The EMA is used to smooth out a large oscillation in the road weight that may
occur toward recurrent events such as a vehicle parking or stopped for a short period of
time. Thus, implying in an abrupt increase of the road weight implying in the road choice
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in the routing process. Equation 4.2 presents a generalization formula of EMA.
EMAn =
{
Y1, n = 1
(1− α)n · EMA0 + α
∑n
i=1 (i− α)n−i · Yi, n > 1.
(4.2)
Where:
Yn = the time interval average (e.g., Si, occupancyi).
EMAn = the value of the EMA at any time period (e.g.,w(k)ij,w(l)ij).
α = the degree of smoothing/weighting decrease factor between 0 and 1.






where, P is the smoothing period. For our solution we use a P = 15 for a smooth
transition chosen by a set of experimentation.
The road weight K is used by the routing algorithm (described in the Section 4.4) and
the weight L is used with the K to road classification. The road classification is used to
inform vehicles which roads have congestion, so the request for a new route is made based
on this information. The road classification is based on Level-Of-Services (LOS) present
in the Highway Capacity Manual (HCM) [18]. The HCM uses the speed and density of
vehicles on the roads to measure the capacity and quality of traffic. The HCM classifies
the congestion into six levels as follows:
• LOS A: free flow;
• LOS B: reasonable free flow;
• LOS C: restricted freedom of maneuvering, changing lanes carefully, secondary in-
cidents are easily absorbed, queues can be expected behind an obstruction;
• LOS D: velocity begins to decline as flow increases; rapidly growing density; very
limited freedom to maneuver; Secondary incidents create queues;
• LOS E: operation at maximum capacity, vehicles next to each other, incidents pro-
duce queues and congestion;
• LOS F: unstable and interrupted flow; congestion, demand exceeds the capacity.
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Each LOS level defines the minimum and maximum speeds for each level based on the
maximum speed allowed on the road, and by maximum occupancy capacity. We consider
a road congested when the relative road speed (calculated as Eq. 4.1) is classified as
LOS C, or the road occupation is classified as LOS D. These threshold levels were chosen
because that is when the road presents signs of emerging congestion. Thus, FOXS takes
action to prevent a vehicle taking a road/street with sing of congestion so reducing the
congestion formation/increase. Table 4.2 and Table 4.3 present the LOS of relative road
speed and occupancy capacity respectively.
Table 4.2: LOS criteria of relative
road speed (based on [18]).
LOS Relative Speed
A > 85[
B ]67 - 85]
C ]50 - 67]
D ]40 - 50]
E ]30 - 40]
F ≤ 30]




B [26 - 42[
C [42 - 60[
D [60 - 80[
E [80 - 100[
F > 100
Note that each Cloudlet only classifies and updates the weight of the roads in its
coverage area. To update roads on its AoK outside its coverage, Cloudlets share the road
knowledge between them using publish/subscribe paradigm [50]. Subscribers register
in events and asynchronously they are notified of events generated by publishers. The
publish/subscribe protocol developed for FOXS is based on Message Queuing Telemetry
Transport (MQTT) [66]. Regarding this, all Cloudlets in the system are publishers,
subscribers, and the Cloud server is the broker (see Figure 4.4). In the beginning, each
Cloudlet subscribes in the road update process by sending a road list including all roads
inside its AoK except for roads inside its radio coverage (represented by hexagons). This
list is sent to the Cloud server that has global knowledge of the map division (represented
in Figure 4.4, Label A). Afterwards, the Cloud server notifies each Cloudlet (publisher)
that is responsible for each road from the received list (see Figure 4.4, Label B). Cloudlets
(publisher) notify all Cloudlets that are subscribers about road updates (see again Figure
4.4, Label C). Note that several Cloudlets may be intersected on the same path. The
publish-subscribe method is an interesting choice for ITS because of its asynchronous
nature. The method also has the ability to work with context-aware applications as
interests flow considering a specific geographic region [80].
After all these update processes, the Cloudlets disseminate the list of congested roads
inside its AoK in beacon messages. Thus, FOXS takes action in order to avoid the
formation of congestion.
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Figure 4.4: FOXS publish-subscribe protocol.
4.4 Service Delivery
In this phase, each Cloudlet performs the detection and control of congestion by calculat-
ing alternative routes to the vehicles. Thus, decreasing the load on the congested roads.
Each vehicle periodically checks if it will pass through a congestion road. To do that,
the vehicles receive a beacon message sent by the Cloudlet with a list of congested roads.
This list only contains roads belonging to the Cloudlet’s AoK.
Hence, at each route interval, the vehicle checks if its route passes through a congested
road. The service delivery mechanism is illustrated in Figure 4.5. If it does not pass in
congested road (Figure 4.5 stage A), the router interval is restarted. Otherwise, a message
is sent to the closest Cloudlet requesting a new route and recovery time is started (Figure
4.5 stage B). The recovery time is a fault-tolerance mechanism that checks if the vehicle
has received the requested route within a specific time interval. A new request message is
sent in case of failure to receive (Figure 4.5 stage C). When the vehicle receives the new
route, it is assigned and the route interval time is started (Figure 4.5 stage D).
Therefore, the Cloudlet computes a new route for the requesting vehicle in the scope
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Figure 4.5: State diagram: Request new route.
of its AoK, i.e., only using roads within the blue circle. Thus, the rerouting process does
not change the part of the route outside of the AoK in purple (standard route). As can be
observed in Figure 4.6, the routing of vehicles (e.g., green car) is performed considering
its current position (point A) until the last road in its current route that is within the
AoK of the Cloudlet (point B).
Figure 4.6: FOXS: Fast Offset Xpath Service.
As can be seen in Algorithm 3, the routing process begins when the RSU receives a
new route request from vehicles with their information (e.g., current position, route) (Line
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Algorithm 3: Route Computing
Input : //
1 v // request vehicle information
2 G // Graph created by each Cloudlet (AoK)
3 K // number of alternate routes
4 route← v.getRoute();
// returns the current edge of vehicle v contained in graph G
5 source← v.getPosition();
// returns the last edge inside of the AoK of the Cloudlet responsible
6 lastEdge← G.getLastEdge(route);
// returns remaining edges of the route
7 remainingEdges← getRemainingEdges(lastEdge, route);
// returns k shortest paths between current and last edge for vehicle v
8 alternativeRoutes← G.getKShortestPaths(source, lastEdge,K);
// selects a path from the set of alternate routes with Boltzmann
9 newRoute← boltzmann(alternativeRoutes,G);
10 if lastEdge! = route.getDestination() then
// concatenates the remaining route of the old route to the new route
to vehicle v
11 newRoute.add(remainingEdges);
// returns the new route
12 sendRoute(v.getId(), newRoute);
13 end
// sends the new route to vehicle v
14 sendRoute(v.getId(), newRoute);
69
4, Algorithm 3). To do this, Algorithm 3 uses the graph G of AoK with its congestion
characteristics (in Algorithm 3 as G) and the variable K describing the maximum number
of alternative routes that must be calculated.
The route weight is calculated as the sum of the weights of all the roads contained in
the path. Thus, the routes with lower weights are the most requested, possibly moving
the congestion from one point to another. Aiming to avoid this problem, the service
computes a set alternativeRoutes of K alternative shortest paths as possible routes the
vehicle can take (Line 8, Algorithm 3).
A route of this set is selected probabilistically based on the sum of the weights (w) of
its roads applying the Boltzmann probability distribution [75] (Line 9, Algorithm 3).
Boltzmann’s probability was chosen because it fits well with the vehicle route problem.
Boltzmann probability uses the concept of temperature to make a probabilistic choice
of a route preventing the algorithm to choose the same route multiple times. When
temperature T → ∞, all alternatives routes have the same probability of being chosen,
i.e., the process approaches a uniform random distribution. When temperature T → 0,
the lightweight route has a high probability of being chosen. Thus, using the set of Rj,
the vehicle traffic is balanced between roads and the general performance of FOXS is
maintained. The decision rules to choose the new route are presented in the equations as
follows:
J = set of vehicles on the scenario
Rj = set of alternative routes of the vehicle j (j ∈ J)
rij = route i of vehicle j (j ∈ J) and (rij ∈ Rj)
wij = weight of route rij
T = Boltzmann temperature; T ∈ [0,∞]
N(wij) = normalized value of wij (wij ∈ [0, 1]) defined by Eq. 4.4:
N(wij) =
W (rij)
max{W (rij) | ∀rij ∈ Rj}
. (4.4)
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j) is the probability of choosing route i of vehicle j with the parameter of









The E(Rj) is the route chosen (E(Rj ∈ Rj)), the choice is made according to Eq. 4.7:
E(Rj) = max{X × P jT (r
i
j)|∀rij ∈ Rj, X ∼ ∪([0, 1])}. (4.7)
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Once the route is selected, the system checks whether the last edge of the calculated
alternative route is the destination of vehicle v (Line 10, Algorithm 3). If this condition
is not satisfied, the new alternative route is concatenated to the remaining of the original
route that lies outside the AoK of the Cloudlet that made the routing of v (Lines 11–12,
Algorithm 3). Afterwards, the system sends a message to the vehicle with the new route.
When the requesting vehicle receives this new route, its navigation system verifies the
satisfaction of the variable route size factor, which determines how much longer (in per-
cent) the new route may be in comparison with the current route. If this route size factor
does not satisfy it, the vehicle maintains the current route. Therefore, the system can
limit the maximum size of the route, thus avoiding the increase of other traffic problems
such as CO2 emission.
Figure 4.7 presents a flowchart of the process presented above. Point A in Figure 4.7)
shows when the vehicle creates a request route message (MSG) addressed to the closest
Cloudlet and transmits through VANET. Whenever the Cloudlet receives a message, it
verifies if it is addressed for it (point B). If it is not, the route message is dropped,
otherwise, the Cloudlet calculates a set of K shortest paths (point C1). After this stage,
one path is chosen in a probabilistic way using the Boltzmann algorithm. After the route
is chosen, the Cloudlet creates a message (MSG) with the new route (point C2) and sends
it to the VANET (point C3). When the vehicle receives the MSG (point D), it checks if
it is addressed to it. If so, it drops the MSG, otherwise, it verifies whether the route size
factor is satisfactory. In this case, the new route is assigned to the vehicle, otherwise, the
request routine is finalized.
4.5 FOXS Final Remarks
This Section presented FOXS, a Fog-based ITS service to detect, classify, and control
traffic congestion. The use of the Fog computing paradigm introduces several benefits to
the FOXS such as computational distribution, providing the processing load balancing
and proximity of computational resources to the end-users, decreasing the response time
and the network bandwidth usage.
FOXS design was divided into three stages: (i) Data Gathering, where all data are
collected; (ii) Data Processing, where the gathered data is transformed in relevant infor-
mation to the service; and (iii) Service Delivery, where the route suggestion is computed
and forwarded to users.
To ensure FOXS works properly, a set-off algorithms and mechanisms are designed. In
(i) Data Gathering, a stage related to data collection, has proposed a package scheduling
mechanism for the 802.11p protocol. An algorithm was also proposed to distribute the
Cloudets in the scenario in order to obtain full coverage of the map. In (ii) Data Processing
was a road classification method based on LOS that uses information such as speed
and road occupancy. For the smooth change in road classification, the EMA process
was implemented to avoid a drastic change in the weight of the road, such as a vehicle
maneuvering on the road to park. This stage also presented a method based on MQTT
protocol to update road classification on all Cloudlets. Finally, in (iii) Service Delivery, a
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Figure 4.7: FOXS flowchart
probabilistic route suggestion that uses Fog computing capabilities was presented. This
route suggestion calculates only routes for vehicles inside its AoK, thus reducing the
network delay and making the service more scalable. Several experiments comparing
FOXS with various literary services in different scenarios are presented in Section 4.6.
4.6 FOXS Performance Evaluation
This section presents the experiments conducted to validate the described routing service
as well as the framework and its components.
Simulations to analyze service behavior according to its parameters’ configuration were
performed. These evaluations help us to understand the service behavior as well as to
choose the set of parameters that generated the best results.
The experiments are divided into three subsections: i) Experiment 1 (Section 4.6.2)
presents a study related to the choice of the number of alternative K routes calculated by
the FOXS service and the size of AoK, as well as the relationship between these variables;
ii) Experiment 2 (Section 4.6.3) presents the impact of the number of vehicles on the
network that accepts the route suggested by the service. Moreover, an analysis related
to the routing interval and AoK size was performed; iii) Experiment 3 (Section 4.6.4)
presents a comparative evaluation between the FOXS and other literature solutions. The
configuration parameters for these experiments are chosen accordingly with configuration
results obtained in Experiment 1 4.6.2 and Experiment 2 4.6.3. In addition to evaluating
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traffic conditions and their impacts, a communication network evaluation was performed.
These experiments were performed in different stages of the development of the pre-
sented service, thus containing some differences. However, the exploratory analysis of
configurations presented in Experiment 1 (Section 4.6.2) and Experiment 2 (Section 4.6.3)
are accurate to apply to services presented in this thesis. The detailed description of the
service evaluated in Experiment 1 can be found in paper [25] and the service of Experiment
2 in paper [24]. The service presented in Experiment 3 is described in this thesis.
4.6.1 Tools and General Methodology
This subsection presents the tools used during the development and evaluation of this
thesis.
The solutions presented in this thesis were validated through simulations using the
Veins framework, which allows the integration of OMNet++ to simulate the communi-
cation environment and SUMO to simulate vehicle traffic on urban and highways roads.
When running simulations, both simulators (OMNet++ and SUMO) are executed in
parallel and connected via Transmission Control Protocol (TCP) (Transmission Control
Protocol). The evaluation was based on realistic scenarios as the SUMO simulator can
import real city maps through an Open Street Map 1. The tools are described below:
• OMNet++ (Objective Modular Network Testbed) [103] is an event simulation
environment. This tool is generally used in telecommunications network traffic and
queue modeling, multiprocessing modeling, and other distributed hardware systems.
This simulator is open-source and was not designed to be a specific simulator, so it
has been used in many different domains, from simulating queuing networks to the
wireless network. The project OMNet++ uses the Eclipse Integrated Development
Environment (IDE) 2 as a desktop environment, enabling textual and graphical
editing of the modules used in the project;
• MiXiM (Mixed Simulator) [98] is a framework that has many algorithms and proto-
cols for wireless networks. This framework provides the developer with a base node,
which has three sub-modules of the Open Systems Interconnect (OSI) network-
ing reference model namely: appl, net, and nic. In addition to these submodules,
there are also mobility submodule to move the nodes, the Address Resolution Pro-
tocol (ARP) function to discover the MAC address of the computational element to
which a given IP package must be delivered and the utility to provide communication
between these submodules;
• SUMO (Simulation of Urban Mobility) [15] consists of two main components: the
map editor and the motion editor. The map editor allows map generation automat-
ically, manually or by importing from real environments. This editor allows the user
to trace routes on which vehicles will travel and also creates specific routes for each
vehicle. The motion editor allows you to define all vehicle mobility parameters such
1Open Street Maps is a free collaborative mapping project (http://www.openstreetmap.org/).
2http://www.eclipse.org/
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as accelerations and decelerations, minimum and maximum speeds, stop times and
the route of each vehicle. In addition to the mobility parameters it is possible to
evaluate pollutant emissions, fuel consumption, and noise pollution measurement.
To manage the traffic provided by SUMO, TraCI (Traffic Control Interface) [141]
was used, which is an interface that allows traffic management of the simulations at
runtime. Thus, we were able to access and control the values of simulated objects,
such as modifying vehicles’ routes;
• Veins (Vehicles in Network Simulation) [125] is the open-source inter-vehicle com-
munication (Inter-Vehicular Communication (IVC)) simulation framework as well
as middleware between OMNet ++ and SUMO.
Figure 4.8 presents the Veins architecture connected in parallel to SUMO and OM-
Net++ via a TCP socket. The communication protocol has been standardized as the
Traffic Control Interface (TraCI).
Figure 4.8: Veins architecture (Source [125]).
For the simulations and evaluations of the proposed service, 33 simulation repetitions
were carried out and the results present the values with a confidence interval of 95%. To
measure the CO2 emissions and fuel consumption the EMIT model was used integrated
into SUMO. EMIT is a simple statistical model for instant emissions of CO2 and fuel
consumption based on the acceleration and speed of vehicles. The EMIT formulation is
described in the HBEFA 3—Handbook Emission Factors for Road Transport. Specific
metrics and features are described in their respective evaluation subsection.
4.6.2 Experiment 1
The following experiments evaluate the impact of the AoK size, and the number of k
shortest paths in the route suggestion service.
Methodology
For the simulations, we used the network simulator OMNeT++ 4.3, SUMO 0.19 (Simu-
lation of Urban MObility), and Veins 2.1.
3http://www.hbefa.net
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For the simulation and evaluation of our system, we used the TAPAS Cologne sce-
nario [131]. The TAPAS Cologne scenario (Figure 4.9) is a realistic scenario that contains
information about vehicle mobility in the city of Cologne, Germany. The scenario includes
the complete map of the city and the mobility trace of the vehicles, obtained through a
real monitoring of the city traffic. The trace defines the times of entry of vehicles on
the network during the period between 6:00am and 8:00am. During this period, several
points of congestion are formed in the city. The trace has a duration of approximately
6 hours, since the trace ends only when the last entered vehicle completes its route and
leaves the simulation. Table 4.4 presents some features of the evaluated scenario.
Figure 4.9: Topology of the Tapas Cologne Scenario.
Characteristics Values
Size 400 km2
Amount of roads 4500 km
Peak of vehicles 136.000
Total vehicles 252.000
Duration 6 hours
Table 4.4: Features of the TAPAS Cologne scenario
The distribution of the RSUs happens homogeneously based on the communication
radius of the RSUs and on the dimensions of the map. In this evaluation, different con-
figurations of the AoK were tested in the RSU, and these areas were 2, 4 and 6 kilometers
to assess the impact of RSUs scenario knowledge in the proposed system. The frequency
of re-routing was fixed at 180 seconds.
When the simulation reaches a steady-state, the re-routing of the vehicles starts min-
imizing the traffic jam that already exists in the actual trace scenario. Thus, different k
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shortest paths were tested, which were 3, 5 and 8 values. Finally, we use the following
metrics to validate the service:
• Travel time: the average travel time from the starting point to the destination of
all vehicles;
• Fuel consumption: average fuel consumption of all vehicles to traverse the entire
path;
• CO2 emission: average CO2 emission of all vehicles from the entire path.
Evaluation of the proposed system with different configurations
Figure 4.10 presents the average travel time, fuel consumption, and CO2 emission of the
service by varying the AoK of the RSUs (2, 4 and 6 km), and the k shortest paths (3, 5
and 8).
Figure 4.10(a) shows the results of the average travel time. As can be observed, the
higher the AoK of the RSUs, the greater the reduction in travel time. This is because
RSUs have a greater knowledge of the area of the map and the calculated paths are better
in terms of travel time when computed for a smaller area of the map. Moreover, we can
observe that the amount of k shortest paths has an impact on the results obtained by the
proposed service. For the variations of k, we can note that k = 3 has a better performance
when compared to other values for k, thus resulting in a decrease of up to 9% concerning
k = 8 and a reduction of up to 4% in relation to k = 5.
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(a)Travel time. (b) Fuel consumption.
(c)CO2 emission.
Figure 4.10: K shortest paths vs AoK size evaluation.
Figure 4.10(b) presents the fuel consumption of the service. As we can see, the higher
the AoK of the RSUs, the greater the reduction in fuel consumption. This occurs because
the RSUs have a greater knowledge of the area of the map and the calculated paths are
better when computed for a smaller area of the map. Moreover, we can observe that the
amount of the k shortest paths has an impact on the results obtained. The results show
a difference of up to 7% on the evaluated configurations.
The results obtained with the proposed service for CO2 emission are presented in
Figure 4.10(c) which related to fuel consumption following its behavior (Figures 4.10(b)).
Concluding, the results presented in Figure 4.10, show that the higher the AoK of
the RSUs, the greater the reduction in travel time, fuel consumption and CO2 emission.
Likewise, the results also show that the smaller the amount of the k shortest paths, the
greater the reduction of the effects caused by congestion. Observe that greater values of
k can lead to longer (worse) paths, thus directly affecting travel time, fuel consumption
and CO2 emission. Another fact is that even if a longer route has more unconstrained
traffic than the shortest route, the longer route has a greater number of crossings and
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traffic lights. Therefore, implying in a greater number of unnecessary vehicle braking and
acceleration, which can decrease efficiency and continuous traffic.
4.6.3 Experiment 2
This set of experiments presents the impact in the system when only a subset of vehicles
accept the new route suggested by the traffic management service. Furthermore, an
analysis related to the routing interval and AoK size was performed. These experiments
were made in FOXS early variation named FOX presented in [24].
Methodology
The map chosen corresponds to the Manhattan area in New York City, United States,
with an area of 5km2. Vehicles travel with randomly chosen routes and the vehicle density
in the area ranges from 1000 to 1500 vehicles/km2 during the simulation.
As described earlier, the distribution of the RSU is homogeneous and it is based
on the size of the communication radius and map dimensions, so that the larger the
communication radius is, the smaller the amount of RSU used to accomplish full coverage
of the map is. In our assessment, different configurations of the radius size of the AoK
were tested in the FOX to assess the impact of these changes.
When the simulation reaches a steady state, the FOX starts the re-routing of vehicles
in order to minimize a imminent congestion or congestion already in place. Thus, different
parameter values are varied to analyze the best combination among them.
The re-routing intervals were tested, which were 150, 300 and 600 seconds. For the re-
routing of vehicles, our algorithm has a parameter K−routes that determines the number
of alternative paths provided, hence we evaluated values 3 and 5. For the route size factor,
which determines how much bigger (in percent) the new route can be when compared to
the old one, we evaluated the values 25%, 50%, 75% and 100% (always accepted). The
amount of vehicles was also varied that accepts the alternative route (ACC) by considering
25%, 50%, 75% and 100% for simulate users that do not accept the route for any other
reason. In the radius of the AoK for RSU, we evaluated 1000m, 2000m, 4000m. Table 4.5
shows the simulation parameters and values used in our evaluation.
Table 4.5: Simulation parameters Experiment 2.
Parameters Values
Map Size 5 km2
Re-routing interval 150, 300, 600 seg
Alternative routes (k) 3, 5
AoK (interest area) 1000m, 2000m, 3000m
Route size factor 25%, 50%, 75%, 100%
Percentage of Vehicles that accept the route (ACC) 25%, 50%, 75%, 100%
Finally, for the validation of our system, the following metrics were evaluated:
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• Traveled Time: the average travel time from the starting point to the destination
of all vehicles;
• Stopped time: average time spent stuck in traffic jams for all vehicles;
• Average speed: average speed of all vehicles;
• Traveled distance: average distance that all vehicles traveled;
• Fuel consumption: average fuel consumption of all vehicles to traverse the whole
route;
• CO2 emission: average CO2 emissions for all vehicles during their journey.
Evaluation of percentage of vehicles that accept route suggestion
The routing solutions FOX, PAN(i) [105], aka DSP, and PAN(ii) [105], aka RkSP need to
pre-configure the routing interval. Tests with different re-routing intervals were performed
and the best routing interval obtained was 150 seconds. Parameter k was also studied
and k = 3 produced the best results for the algorithms FOX and RKSP. The value k = 5
presented the worst results since it led to longer (worse) paths, thus directly affecting
the solutions. Results only show the density of 1500 vehicles/Km2, because such density
causes severe congestion, demanding more work from all the solutions.
Figure 4.11 shows the percentage increase or decrease of all metrics for all protocols in
relation to the baseline solution (no re-routing) when varying the percentage of vehicles
that accepts to be re-routed (25%, 50%, 75%, 100%). As can be seen in Figure 4.11(a),
when 25% of the vehicles are re-routed, DSP and RKSP present an increase of about 20%
in the average speed when compared to the baseline solution, while for FOX this increase
is about 13%. This means that DSP and RKSP are handling traffic jams more efficiently
than FOX under this configuration. However, when at least 50% of vehicles are re-routed,
the increase of the average speed for both DSP and RKSP when compared to the baseline
solution starts to decay (12% when 100% of vehicles are re-routed), while for FOX it is
rather constant, at about 16%. This result shows that FOX is more efficient in handling
traffic jams when a high number of vehicles are re-routed.
A similar behavior can be observed when we analyze the travel time (Figure 4.11(b)).
When 25% of vehicles are re-routed, all protocols reduce the travel time by about 25%
when compared to the baseline solution. However, when more vehicles are re-routed (at
least 25%), FOX is the solution that induces the highest decrease in the travel time. This
result shows that in FOX, vehicles are being re-routed through alternative routes that
are faster than the routes selected by DSP and RKSP. This fact is corroborated by the
result shown in Figure 4.11(c), which shows the reduction in the time that vehicles remain
stopped at traffic jams. As can be seen, when 100% of the vehicles are re-routed, FOX
reduces the stopped time by about 58%, while for DSP and RKSP this reduction is about
50% and 45%, respectively.
When considering the length of the alternative routes provided by the solutions (Fig-
ure 4.11(d)), we can see that all solutions suggest to vehicles alternative routes that are
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Figure 4.11: Simulation results.
80
longer than the original ones. Notice, however, that in FOX, alternative routes are not
10% longer than the original ones, while in DSP and RKSP, alternative routes can be
15% and 30% longer, respectively. These results can be explained by the fact that FOX
employs a parameter that controls how much longer alternative routes can be.
Finally, figures 4.11(e) and 4.11(f) show the reduction in fuel consumption and CO2
emissions when compared to the baseline solution. As can be seen, independently of the
number of vehicles re-routed, FOX reduces fuel consumption and CO2 emissions by about
10%. An interesting fact in these results is that when at least 75% of vehicles are re-
routed, the fuel consumption and CO2 emissions for DSP and RKSP actually increase.
This is strictly related to the longer alternative routes provided by these solutions, as
shown in the previous result. In summary, these results show that when at least 75% of
vehicles are re-routed, the FOX re-routing mechanism is better suited to handle traffic
jams when compared to the other solutions. When 100% of vehicles are routed, services
have a reduction in their efficiency, as many cars are sent on a route that is also congested
due to routing. However, FOX has the lowest reduction among the evaluated solutions.
Evaluation with Different Configurations
We now vary the parameters AoK and re-routing interval for the FOX service, as shown
in Figure 4.12. As can be seen, the performance of the FOX service improves with the
growth of the radius of the AoK. This occurs because a great AoK implies more knowledge
about the map (e.g. more roads and its traffic conditions), thus it is possible to calculate
a more effective alternate route.
Moreover, a shorter routing interval is more efficient when the AoK is greater. When
the AoK is small, the use of a constant re-routing interval implies in many best local
routes being chosen, however they can be far from the best global solution, as shown in
Figure 4.12(a). Using 150 seconds for the re-routing interval and the AoK with a radius of
1000m, there was a 1% of improvement. For an AoK with radius 4000m, FOX presented
an improvement of about 18%. A long re-routing interval time is not effective under larger
AoK, because the route calculated may have a road that will become congested before
the next re-routing cycle. This fact can be observed in Figure 4.12(d), where the fuel
consumption has the best results when considering an interval of 150 seconds, leading to
a reduction of about 14%.
4.6.4 Experiment 3
A comparative evaluation between the FOXS and other literature solutions as presented
in this experiment. The traffic conditions and the network communication were evaluated.
Methodology
The simulations were conducted using the network simulator OMNeT++ 5. For the
simulation of traffic and mobility of vehicles, we used the SUMO 0.25.0 simulator.
We used realistic scenario from an urban region, Cologne-Germany city, that experi-
ences traffic jam problems. The Cologne scenario was chosen to stress the system due
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Figure 4.12: Evaluation of the area of interest by routing on FOX.
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to its more complex structure with fewer alternative routes and a considerably higher
vehicle density. Furthermore, the network parameters for all simulations were set to 18
Mbit/s at the MAC layer and the transmission power to 2.2 mW, resulting in a coverage
of approximately 300 m under a two-ray ground propagation model [126]. Table 4.6 shows
the simulation parameters and values used in our evaluation.
Table 4.6: Simulation parameters Experiment 3.
Parameters Values
Transmission power 2.2 mW
Communication range 300 m
Bit rate 18 Mbit/s
Beacons 4s
Alternative routes (k) 3
Confidence interval 95%
AoK 3000 m
Route size factor 25%
Interval to request new route 120 s
All evaluated solutions follow the same operation flow (see again Figure 2.12). Each
Cloudlets collect traffic data and classify only the roads within their coverage area. Ve-
hicles in DSP do not disseminate any information about the traffic and it uses the road
length as road classification. The routing interval is set to 120 s for all solutions and three
alternatives routes are used for FOXS, CHIMERA and PAN3 to obtain a fair evalua-
tion. This number of alternative routes was chosen because it has the best results for
all solutions in the evaluated scenarios. For the solutions mentioned above, we evaluated
the traffic efficiency and the impact on the network, the computational resource, and the
scenarios’ comparative analysis. To do this, the evaluation was divided into two stages:
Traffic Efficiency and Network and Resource Cost. For Traffic Efficiency evaluation, we
consider the following metrics:
• Traveled time: the average travel time from the starting point to the destination of
all vehicles;
• Stopped time: the average time spent stuck in traffic jams for all vehicles;
• Average speed: the average speed of all vehicles;
• Traveled distance: the average distance that all vehicles traveled;
• Fuel consumption: the average fuel consumption of all vehicles to traverse the whole
route;
• CO2 emission: the average CO2 emissions for all vehicles during their trip.
• Planning Time Index (PTI): measures the reliability of the ratio of the 95% travel
time to the ideal flow on the same path (e.g., a PTI of 2 means that for a 25-min
trip in free flow traffic, a time of 50 min should be planned).
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• Route size Histogram: the histogram of the number of routes by its size grouped
into intervals of 500 m.
• Empirical Cumulative Distribution Function (ECDF) of the routes size: the ECDF
of routes size.
• PTI by route size: PTI of a group of routes with similar sizes in 500 m interval.
• PTI Utility metric: the percentage of influence of the PTI by route size in the PTI
result.
To verify the behavior of the solutions according to the route size, we present the
metrics: Route size Histogram with its ECDF and PTI by route size presenting the route
size distribution and the relation between the PTI and the route size range. The PTI
utility metric shows the route size influence on the quality of the result in a specific
scenario. The Network and Resource Cost were evaluated in the following metrics:
• Transmitted messages: the total number of messages transmitted (excluding beacon
messages, which are used in all solutions);
• Collisions per packets sent: the percentage of collided packet per all packet sent;
• Network delay: the average time to spread messages to all vehicles (in milliseconds);
• Application delay: the average time for the application to receive the new route when
requested, with the service response time and retransmission time when necessary
(in milliseconds);
• New route accepted: the average of new routes accepted per vehicle in simulation;
• Cloudlet routes computed: the average of routes computed per Cloudlet;
• Cloudlet computation heat-map: representing the amount of routing executed by
regions.
Cologne Scenario
Cologne scenario is a sub-part of a TAPAS Cologne scenario [132] (presented in Fig-
ure 4.13) that includes the 24 h of the mobility trace of the vehicles, obtained through
real monitoring of the city traffic. Due to the large scale of the TAPAS scenario, we used
a more critical traffic time (7 am to 8 am) and a sub-area of 4.5 km2 of the Cologne down-
town. This area possesses the greatest density and flow of vehicles, thus maintaining the
representation of the scenario for our analysis. This scenario has approximately 14.000
vehicles inserted during the simulation and roads with 70 km of total length.
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Figure 4.13: Topology of the Cologne Scenario.
Traffic Efficiency Evaluation
Figure 4.14 presents values and BASE related percentage of all metrics for the im-
plemented solutions concerning traffic efficiency. The BASE is the results obtained in a
scenario without the intervention of any routing service.
DSP reduced the distance traveled in 2.32% since the shortest route is always chosen.
PAN1 and FOXS had the lowest route increase with 1.35% and 1.53%, respectively
(Figure 4.14d). Note that CHIMERA increases the route size by 3.78% related to BASE
and 2 times related to FOXS. This is because CHIMERA does not have a mechanism to
evaluate the size of the route as FOXS.
The Stopped time (Figure 4.14a) was reduced for PAN1 (62.36%), PAN3 (55.49%),
CHIMERA (65.62%), FOXS (73.18%) and the Average speed (Figure 4.14b) was in-
creased PAN1 (17.74%), PAN3 (13.24%), CHIMERA (19.37%) and FOXS (24.92%)
in relation to BASE. Note there is a high difference between FOXS, PAN1, PAN3 and
CHIMERA to BASE. This is caused by the large volume of vehicles in the scenario and
by the great impact generated during the choice of alternative routes since the roads have
quite a different size. However, FOXS chooses better routes than all solutions because the
alternative route is chosen in a probability way reducing the chance of choosing a wrong
route and it considers the size of the new route beyond the route classification.
The profit reached by FOXS in previous metrics is reflected in the improvement of
the fuel consumption (reducing 28.25%, Figure 4.14e), of the CO2 emission (reducing
28.25%, Figure 4.14f) and of the travel time (reducing 53.53%, Figure 4.14c). Concerning
the PAN1 and PAN3, which differs only by the alternative routes, it was observed that for
a real scenario, the random choice of a set of best routes does not provide a good result
as presented in Figure 4.14.
The quality of the congestion control of the solutions evaluated using the PTI is
presented in Figure 4.15.
The metric PTI was reduced in 49% by FOXS, in 44% by CHIMERA and in 39% by
PAN1 compared to BASE showing the efficiency of these solutions. These results show
that FOXS is able to better handle the city traffic, corroborating with the results obtained
in Figure 4.14. In Figure 4.16 the route size histogram and route size ECDF is presented.
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As can be seen, the Cologne scenario has short routes where 80% of routes are shorter
than 2.500m (see Figure 4.16b) and approximately 60% of the routes are between 1.500m
and 2.500m (see Figure 4.16a). Short routes hamper a good response of routing solutions
since the set of alternative routes will be smaller. To verify which solutions work better
according to the route size, Figure 4.17 shows the PTI for 500 m intervals. We found that
FOXS shows a reduction in PTI when the route size increases. These two graphs show
that FOXS is better on larger routes in this specific scenario. The analysis of the PTI
Utility metric (see Figure 4.18) presents that 75% of more congested routes have a size
between 1.000m and 2.500m.
(a) Stopped time. (b)Average speed.
(c)Traveled time. (d)Traveled distance.
Figure 4.14: Traffic Efficiency Results—Cologne Scenario. Cont.
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(c) Fuel consumption. (d)CO2 emission.
Figure 4.14: Traffic Efficiency Results—Cologne Scenario.
Figure 4.15: Planning Time Index (PTI)—Cologne Scenario.
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(a)Route size Histogram.
(b)ECDF - Route Size.
Figure 4.16: Route Size Analysis—Cologne Scenario.
Figure 4.17: PTI by route size—Cologne Scenario.
88
Figure 4.18: PTI Utility metric—Cologne Scenario.
Network and Resource Cost Evaluation
Analyzing the network metrics, in Figure 4.19 we can see the results of the defined
metrics.
Figure 4.19a shows the total number of messages during the simulation. Note that
FOXS sends more messages compared to the CHIMERA, PAN1 and PAN3. However,
FOXS has a better average of the routes attributed to vehicles (see Figure 4.19e) compared
to PAN1 (0.117 reroute per vehicle), PAN3 (0.233 reroute per vehicle) and CHIMERA
(0.225 reroute per vehicle) (Figure 4.19e). Thus, the greater number of routed vehicles
in the right way increase the city’s traffic quality. Note that the high number of routes
accepted does not always produce a good result as seen in DSP (2.121 reroute per vehicle).
The average of routes computed by each RSU-Cloudlet is presented in Figure 4.19f.
FOXS had the average of 573.6 routes computed and PAN1, PAN3 and CHIMERA had
the average of 52, 105.6 and 99 routes computed, respectively. The high number of routes
computed by FOXS is not a problem because of the use of the Fog paradigm, which
distributes the calculation of the routes by regions in several Cloudlets. The behavior of
the number of packet collisions (Figure 4.19b) shows that FOXS has a result of approxi-
mately 11.5% better than PAN1. Despite the large volume of packets generated by FOXS,
the network delay (see Figure 4.19c) did not have a significant difference to CHIMERA
and PAN3. This was due to the messaging scheduling mechanisms and effective routing
by distributing the vehicles in the scenario. Thus, avoiding the concentration of vehicles
in a region competing with the network channel. The application delay (Figure 4.19d) is
influenced by the number of routes computed and the others network metrics. We can see
that although FOXS has a large number of computed routes and packet sent, the number
of packets collisions was the smallest among the solutions. Thus, its application delay
had a value similar to all evaluated solutions.
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(a)Total of packet sent. (b)Collisions per packets sent (%).
(c)Network delay. (d)Application delay.
(e)Average of new route accepted per vehicle. (f)Average of routes computed per RSU.
Figure 4.19: Network Cost Results—Cologne Scenario.
Figure 4.20 geographically shows this route calculation distribution of FOXS on the
map exposing the areas with the most demand for Cloudlets. Using this analysis, Cloudlets
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can be implemented in each region with computing and communication power based on
user demand, thus saving equipment costs. Moreover, a load-balance can be made sharing
resources to more occupied Cloudlets. Specifically for FOXS, this information can be used
to adjust its settings.
Figure 4.20: Routes computed per region—Cologne Scenario.
Finally, such results show that FOXS is better suited to handle traffic jams in the
evaluated scenario.
4.6.5 Results Final Remarks
This results section presented a set of experiments made to validate the FOXS and to
make explanatory research about the behavior of routing services in relation to different
configuration parameters and scenario characteristics. The evaluations were divided into
three experiments.
Experiments 1 present the influence and relationship between a number of alternative
K routes calculated by the FOXS, and the size of AoK. The results show that greater
values of k alternative routes can lead to worse results, where k = 3 alternative routes
provide the best result to our service. This happens because the higher the number of
alternative routes is, the greater the chances of the number of worse routes calculated and
placed on the k route set, and can be probably chosen by the service.
Experiment 2 presented an analysis of the number of vehicles that accepts the route
suggested, the routing interval, and the AoK size. The results show that the proposed
service reduces the travel time by approximately 32% and the stop time by 59% in
relation with other literature solutions. Besides this, FOXS has better performance on
congestion control when the number of network vehicles that accept the route is high (75%
to 100%). However, this is not the case of the other solutions evaluated, showing that a
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solution that is not well developed, the congestion can get worse when routing all vehicles
on the network sending the vehicles to new congestion. Another system configuration
characteristic noticed is that large AoK is more efficient with short routing intervals.
This happens because when a long route is calculated, this route may have roads that
may be congested in the next routing cycle. Otherwise, when the AoK is small, using a
constant re-routing interval implies in many best local routes being chosen, however, they
can be far from the best global solution.
Finally, Experiment 3 presents an extensive evaluation comparing FOXS with other
literature solutions. Several metrics for evaluating the traffic efficiency and network and
resource cost were used to evaluate these services in two realistic urban scenarios with
different characteristics. We also included in the new evaluation metric created by the
authors, the PTI Utility metric, that measures the influence of the PTI by route size on
the route suggestion service. When compared with literature solutions, FOXS shows a
reduction in stop time by up to 70%, the CO2 emissions by up to 29% and, the PTI
by up to 49%. When considering communication evaluation metrics, FOXS reaches a
better result than other solutions in the packet collisions metric (up to 11.5%) and on




FOXS-GSC - Fast Offset Xpath Service
with HexagonS Communication
This chapter describes the distributed communication protocol called FOXS-GSC. It se-
lects relay nodes based on message retransmission to disseminate data over urban VANET
scenarios. FOXS-GSC considers the geographic position of the destination node and the
position of neighboring nodes concerning the (re)transmitting node. To do this, vehicles
must maintain local knowledge of their neighbors obtained from the beacons sent in the
ITS.
Figure 5.1: Hexagonal multihop communication.
The protocol discretizes the scenario in sectors with a hexagonal shape (Figure 5.1).
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Using this division, each vehicle populates its adjacent sectors with vehicles in the neigh-
borhood. Thus, the messages are carried out in multiple hops between adjacent sectors
that contain at least one vehicle (relay) until reaching the destination (red hexagons in
Figure 5.1). Note that there can be several paths between the origin and the destination,
but the algorithm will choose the path with the fewest hops. However, another metric for
the graph weight can be easily implemented in the presented solution, such as network or
sector occupation.
5.1 Overview
The FOXS-GSC – Fast Offset Xpath Service with hexaGonS Communication is a con-
gestion control service based FOXS. The major upgrading in FOXS-GSC is the proposed
communication protocol allowing multihop communication.
FOXS-GSC uses the Fog computing paradigm that brings resources closer to devices to
acquire advantages when using this paradigm, among them: low latency, wide geograph-
ical distribution, real-time interaction, mobility, scalability, and extensibility. To do this,
Cloudlets are used which are Fog computational entities with processing and communica-
tion capabilities. The Cloudlets are integrated into network infrastructure Roadside Units
(RSUs) spread in the scenario. Cloudlets are capable of direct communication between
other Cloudlets using a direct link or via the Internet.
The proposed communication protocol permits the use of less Cloudlets in the scenario,
thus the full map coverage is not necessary since the multihop communication is available
between vehicles and Cloudlets. Using the proposed communication protocol it is possible
to place Cloudlets only at strategic points to serve the largest number of vehicles with
the least number of hops between the vehicles and the Cloudlets (e.g., high dense road
or crossroad). The distribution of Cloudlets can also be based on the computing load to
load balance.
The proposed protocol aims to send a message using multihop communication between
two specific nodes. In the case of the FOXS-GSC solution, the vehicle requests a route to
the Cloudlet and it responds to the vehicle requesting the new route. As a premise, all
vehicles know the Cloudlet’s geographic location on the map, so a request message from
the routing service will be sent to the nearest Cloudlet.
5.2 Sectorization of the Scenario
The regular hexagon is a polygon that has desirable properties for the proposed com-
munication protocol. Hexagons have 6 sides and corners. In a regular hexagon, the size
between the corner to the center is the same as the hexagon side. Hexagons also have 6 ad-
jacent neighbors with equal distance between its center and the center of all its neighbors
(see Figure 5.2).
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Figure 5.2: Hexagon properties.
With these characteristics, hexagons can uniformly cover the plane efficiently without
overlapping and it is possible to circumscribe the hexagon and its adjacent neighbors
regularly [11, 82]. The hexagon center is shared with the circle center.
As a definition, the radius of the circle that circumscribes the hexagon and its 6
adjacent neighbors is calculated in such a way that the vehicle located in the central
sector (Figure 5.2) can communicate with any vehicle located in the neighboring sectors.
To calculate the hexagon size to permit these communication characteristics an equa-
tion was deduced. To do this, the hexagon representation in a cartesian plane is made (see
Figure 5.2). The size units are the distance between any corner to the hexagon center.
The angle of 2 adjacent sides is 120 grades. Hexagon width (w) is
w = 2 ∗ size, (5.1)
and height (h) is
h =
√
3 ∗ size, (5.2)
where
√
3 comes from sin(60).
The relations between h and w are defined by Eq. 5.3,5.4:




h = (w ∗
√
3)/2. (5.4)
The triangle was drawn on the plane with the line connecting the furthest corners of
2 neighboring hexagons as the hypotenuse. The hypotenuse, represented by the radius
is the node’s communication coverage. The largest cathetus is represented by a and the

























Thus the formula for calculating the size of the hexagon is obtained (Eq.5.8):
w ≈ 0.5547 ∗ radius. (5.8)
For sectorization of the map, the Hexagonal Binning algorithm [28] is used, having as
input the dimensions of the map and the hexagon height (h).
5.3 Neighborhood knowledge discovery
The proposed communication protocol uses a vehicle’s on-Board Unit (OBU), that is a
device mounted on vehicles that has processing power and allows DSRC/802.11p commu-
nications with other OBUs or RSUs, to acquire knowledge of neighboring vehicles that are
at one hop. Regarding this, vehicle periodic beacons contain information such as vehicle
ID and current location. ITS vehicles already send beacons, thus not increasing network
overheads.
Upon receiving a beacon, the protocol stores vehicle IDs, location and timestamp of
receiving. The protocol stores this data in one of the 6 lists, representing the neighboring
sectors (N, NE, SE, S, SW, NW) of the receiving vehicle, according to the current position
of the vehicle that sent the beacon. Figure 5.3 shows the vehicle positions and sectors
and the neighbor list filled with the vehicle’s id and timestamp of beacon received.
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Figure 5.3: Vehicle Sectors and Neighbor List.
Those lists with information are used to choose the next hop in the message trans-
mission. However, information from neighbors quickly becomes out of date due to vehicle
mobility. Thus, the list must be constantly updated within a periodic update window.
The update period was estimated according to the average time required for the vehicle
to change sectors at an average speed of the scenario. For example, a scenario with an
average speed of 54km/h (15m/s) the time for the vehicle to leave the sector with a
size of 160 meters in which it is located in the center will be approximately 5 seconds.
Several works estimate that a similar update window that generated satisfactory results
[128, 135, 37].
5.4 Dissemination Process
The message forwarding process is performed by choosing the most suitable vehicle to
forward the message (called relay) to the destination node. FOXS-GSC has two wireless
communicating components, Cloudlets, and vehicles. Cloudlets receive messages directed
to it that originated from a vehicle. Taking this into account, Cloudlets process the mes-
sage and respond to the originating vehicle when it is a route request. Cloudlet also
exchanges messages between them to update traffic conditions. Vehicles send periodic
messages containing information about road conditions, and when necessary, send a re-
quest route to Cloudlets. Vehicles can also work as a relay node to retransmit messages
according to the proposed protocol rules.
The proposed protocol has two routing methodologies. These methodologies are re-
lated to the destination of the message sent. If the message is directed to Cloudlet (e.g.,
route request, road conditions) the only information about the destination is the Cloudlet
geographic position. As Cloudlets in FOXS-GSC only send a message to a specific vehicle
when is requested by it, the response message (e.g., new route) to vehicle has the list of
all relay nodes used to forward the message to the destination.
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The proposed protocol adds the following information to the original message presented
in Table 5.1.
Field Description
origin_sector sector that the initial node is within
origin_node initial node id
destination_sector sector that the destination node is within
destination_node destination node id
nexthop_sector next sector
nexthop_vehicle next hop (relay)
visited_sectors list of visited sectors
visited_vehicles list of vehicle used as relay
recovery_tag number of backtrack steps
Table 5.1: Protocol message format (MSG)
5.4.1 Message routing addressed to Cloudlet
This routing method occurs when only the geographical location of the destination is
known, that is, a message sent to a Cloudlet. When a vehicle prepares a message addressed
to Cloudlet, it checks if the Cloudlet is in its communication coverage. If so, the message
is sent directly. Otherwise, it will be necessary to use the proposed protocol for multihop
communication.
The proposed multihop protocol uses the prior knowledge of the geographical location
of the Cloudlets and also the knowledge of neighboring nodes acquired through the re-
ceived beacons. Figure 5.1 presents the discretized scenario as well as the behavior of the
proposed protocol. As can be seen, the vehicle in the sector C wants to send a message to
the nearest RSU. When the routing process starts, it is necessary to check which neighbor
sectors have at least one vehicle and which sectors have been visited to avoid looping.
Therefore, to find the best path to the destination, the protocol does a high-level routing
using the shortest path algorithm (e.g., Dijkstra) in the graph representing the sectors
discretized in the scenario. When the next sector is chosen, one vehicle located in this
sector is selected and the message will be addressed to it. This method is executed at each
hop by the respective relay until reaching the destination. The Algorithm 4 formalizes
this protocol.
Algorithm 4 has as its initial node the sector in which the vehicle is located and as the
final node the destination Cloudlet sector. The other input parameters is the neighbor
list, the list of hexagon and its positions, the list of Cloudlets id and positions, vehicle id,
position, and current sector (lines 1 to 5).
To avoid the protocol choosing a sector that does not have any vehicles or creating a
loop when the message is routed to the destination, sector nodes can be removed from
the hexagon sector graph in some cases. The fist case is presented in Algorithm 4, line 7,
where it is checked which neighboring sectors (neighbors_list) contain at least one active
vehicle. Neighboring sectors that do not have any vehicles, are temporarily removed
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from the sector graph. Second case (Algorithm 4, line 12), all sectors contained in the
visited_sectors list received in the message to be retransmitted, are temporarily removed
from the graph (Gtmp).
With this, the next-hop is chosen based on the shortest path algorithm between the
current sector and destination sector (see Algorithm 4, line 15). After choosing the sector,
it is verified if there is more than one vehicle that is a relay candidate in this sector. If
so, the vehicle with the most recent beacon is chosen as a relay (see Algorithm 4, line
16). Finally, the message fields is updated (see Algorithm 4, lines 17 to 20). During the
message retransmission process, note that the ID of vehicles relays and visited sectors are
stored in the lists visited_vehicles and visited_sectors, respectively (see Algorithm 4,
lines 19, 20). These lists in addition to being used in this method, will be used in the
service response message process which will be presented in the next section (5.4.2).
This process is repeated until reaching the destination.
Algorithm 4: Next Sector Chooser
Input : //
1 neighbors_list[] // neighbors list [N, NE, SE, S, SW, NW] containing vehicle ID and
timestamp of the received beacon;
2 GH_sector // hexagon graph sectors;
3 Cloudlet_list // Cloudlet positions list;
4 MSG // message to be (re)transmitted;
5 vehicle // current vehicle characteristics (id, position, current_sector);
Output: the MSG updated to (re)transmitted;
// make a temporary copy of hexagon graph (GH_sector)
6 Gtmp← copy(GH_sector);
7 foreach s ∈ neighbors_list[N,NE, SE, S, SW,NW ] do
// removes (s) sector from temporary hexagon graph if it is empty




12 foreach v ∈MSG.visited_sectors[] do
// removes all visited sectors from temporary hexagon graph
13 Gtmp.remove(v);
14 end
// get next hop sector between current sector and destination sector using temporary sector graph
15 nexthopSector ← getNexthopSector(Gtmp, vehicle.current_sector,MSG.destination_sector);
// get a vehicle inside of next sector with more recent activity
16 nexthopV ehicle← getNexthopV ehicle(neighborslist[nexthopSector]);
// update message fields
17 MSG.nexthop_sector ← nexthopSector);
18 MSG.nexthop_vehicle← nexthopV ehicle);
19 MSG.visited_sector.append(vehicle.current_sector);
20 MSG.visited_vehicle.append(vehicle.id);
In case of retransmission errors, the proposed protocol has a recovery mode. The
recovery technique is similar to the backtracking technique in which if a relay node does not
have neighboring sectors with vehicles suitable for retransmission, the previous relay will
have to try another sector closer if it exists. For this, a timer is triggered for each message
sent. If the vehicle does not listen to the retransmission in this period, the message is
updated (the recovery_tag is added 1, the sector previously used for transmission is
placed in the visited_sectors list) and the process of choosing a new next-hop sector to
retransmission is initiated (Algorithm 4). The recovery_tag is used to limit the number
of backtrack steps.
Figure 5.4 shows a Flowchart describing the behavior of sending the message from a
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vehicle to a Cloudlet. The protocol receives a message (MSG) that can originate from the
vehicle itself (e.g., route request) or from a retransmission message from a neighboring
vehicle (stage A in Figure 5.4). It is checked whether MSG is destined for an adjacent
sector (B). If it is, the MSG is sent directly (G). Otherwise, Algorithm 4 is executed to
choose a retransmission node (C) then the message is sent (D). After sending the message
in stage (D), a timer is activated to wait for retransmission of the message by relay node
chosen by Algorithm 4 (E). If the message has listened, the protocol goes to start again
(H). If not, recovery mode is activated (F) and it checks if MSG.recoverytag is less than
defined N value. If yes, theMSG.recoverytag is added 1 and the Algorithm 4 is executed
again (C). If not, its goes to (H). When stage (H) is reached, the protocol goes to stage
(A) to wait for a new message.
Figure 5.4: Flowchart: Message routing addressed to Cloudlet.
5.4.2 Response message routing
This routing method is used when the hops (relays) necessary to reach the destination
node are known. For the FOXS-GSC case, the method is used when a new route for
100
the requesting vehicle is answered. As the service response time is fast enough compared
to network topology changes (vehicles moving), the response message for the request-
ing vehicle uses the list of relay nodes (MSG.visited_vehicles) contained in the request
message.
Figure 5.5 shows a Flowchart describing the protocol behavior of sending the message
from a Cloudlet to a vehicle. In stage (A), the protocol receives a message (MSG) created
by the Cloudlet service (e.g., route response) or a retransmission message, where the
vehicle that received the message is a relay. At each retransmission of the response
message, the protocol removes the last ID from the list and copies its value to the next
hop field (MSG.nexthop_vehicle) (step B). Afterwards, it checks if the next hop is the
destination (B). If so, the message is transited and the protocol is finalized. Otherwise,
the message is sent (D) and a timer to wait for the retransmission of the message on the
next hop is activated (E).
This methodology is applied due to the likelihood of a transmission failure (e.g., topol-
ogy change). Thus, the recovery mode is used. The timer is set to 100ms which is the time
for two-channel changes in 802.11p protocol. If the message is listened, the protocol ends.
Otherwise, the recovery mode is activated (F). Thus, the message is updated removing all
visited sectors and vehicles from the MSG.visited_sectors and MSG.visited_vehicles
consecutively. After this, the retransmission process is switched to the protocol phase
presented in the previous step 5.4.1. Once the stage (H) is reached, the flow goes to start
again. This is possible because the relayed message contains the sector of the destination
vehicle and the fact that the response time is also fast enough to ensure that the vehicle
is still located in the same sector when it sent the original requisition message.
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Figure 5.5: Flowchart: Response message routing.
5.5 FOXS-GSC Operation
The FOXS-GSC operation is divided into two stages, which are: (i) Data Gathering
process and Data Processing, where the data transmission and road traffic classification
occurs; (ii) Service Delivery, where the algorithms and methods are used to compute the
new route and deliver it to the users.
102
5.5.1 Data Gathering process and Data Processing
The information acquisition process is made as follows. Vehicles periodically send a
message (Agg_info_message) with aggregating data (average speed and occupation)
of roads in its sector to a near Cloudlet to acquire knowledge of road conditions. For
vehicle’s aggregate knowledge of roads into the current sector, vehicles sent beacon mes-
sages containing the vehicle ID, position, and the road data that is traveling. Therefore,
the vehicles that receive this beacon will store this data and aggregate it with the data
acquired by other beacon messages. The data aggregation is performed using the Expo-
nential Moving Average (EMA) technique to obtain the new road weight as described in
4.3.
Vehicles periodically send information about the roads contained in their current sector
to the nearest Cloudlet. In order to prevent several vehicles in the same sector sending
similar information in a short period, the following procedure is illustrated in Figure 5.6.
All vehicles in the scenario schedule to send in N seconds (2 vehicle beacons time of 4s
each was used) a message containing the data of the roads in their sector. When this
time is reached, the message is sent and the counter restarts (Figure 5.6 stage A). When
vehicles inside the same sector listen to an aggregation information message, it aggregates
the new information and reschedules the message dissemination for the next N seconds
interval (Figure 5.6 stage B).
Figure 5.6: State diagram: Send aggregate information message.
During the sending of the aggregated messages, the relay vehicles and all vehicles that
listen to the message during the multihop transmission from the starting sector to the
Cloudlet, collects the information contained in the message about the conditions of the
roads in the originating sector of the message. This is made for the congestion control
process to be presented in the next step (5.5.2 - Service Delivery).
As Cloudlets receive only knowledge of the sectors closest to their geographical posi-
tion, Cloudlets share road conditions among all Cloudlets to have full knowledge of the
scenario. To do this, a FOXS publish/subscribe protocol is used that is based on MQTT
(Message Queuing Telemetry Transport) (described in 4.3).
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5.5.2 Service Delivery
At this stage, the FOXS-GSC congestion control process is carried out. The request route
decision is made by vehicles in two possible situations: first, a periodic route request
occurs, acting with congestion prevention and balancing traffic since Cloudlets use a
congestion control algorithm that balances traffic; the second situation is when it is on the
information of the roads acquired by the vehicles in the previous step, a sign of congestion
is verified on a road to which it will travel. In both situations, the vehicle in question
requests a new route to the nearest Cloudlet. The Cloudlet that receives this request
will execute a Boltzmann probabilistic congestion control algorithm (presented in 4.4)
and a new route is answered to the requesting vehicle using the proposed communication
protocol.
However, the requested vehicle route message may not reach the nearest Cloudlet for
several reasons, such as network congestion causing packet loss or not having enough
vehicles on the network to allow communication between the source and the destination.
Predicting this problem, when requesting a new route, the vehicle starts a timer (time
of a beacon). Reaching the time limit, the vehicle understands that the message was
lost. Thus, if the Cloudlet is in coverage, the message is sent again, otherwise it performs
the routing on its own using the local knowledge obtained in the step presented in 5.5.1.
The local vehicle routing is less effective compared to that performed by Cloudlet as
the vehicles only have restricted knowledge of the traffic conditions of the roads in the
scenario.
5.6 FOXS-GSC Performance Evaluation
This section presents the performance evaluation conducted to validate the FOXS-GSC
solution. Simulations varying the number of RSUs and vehicle density are made to analyze
the efficiency of proposed multihop communication protocol and the route suggestion.
The experiments are divided into: i) Network Communication; ii) Scenario Coverage
Evaluation; and iii) Traffic Efficiency Evaluation.
i) Network Communication experiment: evaluate the impact of different vehicle den-
sities on FOXS-GSC and other literature solutions (Flooding, DESTINy [91]);
ii) Scenario Coverage Evaluation: analyze FOXS-GSC related to the impact of scenario
coverage varying the number of RSU and its relation with scenario density;
iii) Traffic Efficiency Evaluation: assert the traffic efficiency of FOXS-GSC varying the
scenario coverage.
For all experiments, the simulations were conducted using the network simulator OM-
NeT++ 5. For the simulation of traffic and mobility of vehicles, we employed the SUMO
0.25.0 simulator. The tools and general methodology that conducted these evaluations




This evaluation considered an area of 1km2 from New York City, USA. The scenario
configuration ranges the density of the vehicles from 50, 150, and 500 vehicles/km2.
We used 1 RSU to obtain partial scenario coverage, therefore evaluating the multihop
efficiency of the proposed solution.
The network parameters for all simulations was set to 18Mbit/s at the MAC layer and
the transmission power to 2.2mW, resulting in a coverage of approximately 300m under
a two-ray ground propagation model [126]. Once the simulation remains stable (i.e.,
all vehicles were in the scenario), periodically all vehicles sent a message to the nearest
Cloudlet. When the Cloudlet receives a message, the Cloudlet sends a reply to the vehicle
that sent it. To prevent all vehicles from sending messages at the same time, the period
is added with a random variable. This experiment simulates the behavior of the proposed
service where a route is requested and the Cloudlet responds with the suggested route.
Table 5.2 shows the simulation parameters and values used in our evaluation.
Table 5.2: Simulation parameters.
Parameters Values
Map Manhattan downtown
Map Size 1 km2
Transmission power 2.2 mW
Communication range 300 m
Bit rate 18 Mbit/s
Beacons 4s
Number of RSUs* 1, 4, 8
Confidence interval 95%
Message sending period 3 s
*Only 1 RSU to experiments on Section 5.6.1.
The following metrics were considered to evaluate the performance of data multihop
communication protocols:
• Total of packets re-transmitted : displays the number of retransmissions required to
reach the destination;
• Number of collisions per vehicle: the total number of collisions per vehicle in the
system;
• Receive coverage: the percentage of vehicles that receive an answer at least once
during the simulation time; and
• Percentage of messages received : the percentage of messages sent that was answered.
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Results
Figure 5.7(a) shows the number of messages re-transmitted. Flooding had the largest
number of messages re-transmitted with more than 135, 000 messages in the scenario with
500vehicles/Km2. This occurs because Flooding does not have a broadcast suppression
mechanism.
The suppression mechanism of DESTINy, which is based on distance to the desti-
nation, reduces the number of messages by 70% in relation to Flooding. However many
messages are still generated until the message reaches the destination, which is 90% higher
than the FOXS-GSC with the same vehicle density. FOXS-GSC has an average number
of re-transmissions per message sent equally to the number of sectors used on the path to
the destination. Thus, keeping the number of messages in the system reduced.
Figure 5.7(b) shows the packet collision related to the number of vehicles. FOXS-GSC
keeps the collision number stable in relation to the number of vehicles with 120.4 messages
for the density of 500 vehicles/km2. Note that the Flooding solution number of collisions
(26,000 for the density of 500 vehicles/km2) grows much faster than that of DESTINy
(8,000 on 500 vehicles/Km2 density) and FOXS-GSC. This is related to the large number
of messages re-transmitted (see Figure 5.7(a)).
Figure 5.7(c) shows the percentage of vehicles that sent and received the response
of at least one message during the simulation. FOXS-GSC reached an average of 98%
coverage. Flooding and DESTINy had a significant reduction in coverage with an increase
in vehicle density covering only 33% and 64% of vehicles in the scenario with a density of
500vehicles/Km2. These values are corroborated by the high number of collisions of these
solutions. Thus, showing that FOXS-GSC can reach the entire monitored environment.
Figure 5.7(d) shows the percentages of messages sent and properly answered during
the simulation. In the low-density scenario (50 vehicles/km2) the percentage of messages
answered was 79% for FOXS-GSC, 65% for Flooding, and 60% for DESTINy. With
density increase, FOXS-GSC kept the average percentage of delivery at 74% whereas
Flooding and DESTINy had a great reduction, reaching below 20% in the density of 500
vehicles/km2. This was due to the large number of message collisions generated by these
solutions. Thus, the proposed solution proved to be efficient both in a sparse scenario
and in a more dense scenario.
106














































(d)Percentage of messages returned.
Figure 5.7: Network Results of literature evaluation.
5.6.2 Scenario Coverage Evaluation
Methodology
To assess the impact of the number of RSU on the proposed protocol, these experiments
were performed varying both the number of RSU and the density of the scenario. The
scenario used was the same as in the previous assessment (Manhattan 1km2) with densities
of 50, 150, 500 vehicles per km2. The variation in the number of RSUs was 1, 4, and 8.
The scenario with 8 RSUs provides full coverage of the scenario. The metrics evaluated
were: Total of packets re-transmitted, Number of collisions per vehicle, Receive coverage,
and Percentage of message answered. The experiments work similarly to the previous
experiment (Network Evaluation), where periodically all vehicles send messages to the
nearest Cloudlet and it responds to the vehicle. The simulation parameters and values
used in our evaluation were presented in Table 5.2.
Results
In Figures 5.8(b) we note that the number of packet collisions increases with the need
to use multihop communication since more messages are needed to reach the destination
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that will be the most distant. Note that the greater the RSU coverage, the fewer messages
are needed to reach the goal.
Figure 5.8(a) shows the number of packets retransmitted. It can be seen that, as
expected, the lower the number of RSU and the greater the density of vehicles is, the
greater the number of messages re-transmitted. The method applied by FOXS-GSC that
makes the intersection routing in an interactive way manages to keep the number of
messages in the system low, even with a large number of vehicles and with reduced RSU
coverage.
FOXS-GSC has good coverage as shown in Figure 5.8(c). When vehicle density is low,
problems such as network disconnection reduce the coverage area. This problem can be
reduced by applying transmission methodology such as store-carry-forward. The FOXS-
GSC is the protocol used by the congestion control service, the proposed protocol does
not implement this methodology since regions with low density have a low probability of
having traffic congestion.
The percentage of responses for messages sent (see Figure 5.8(d)), as expected, is
higher when the number of RSU is higher. Regarding the use of 1 RSU, when the vehicle
density is 50 vehicles/km2, the number of collisions (76%) is influenced by the network
partition problem. As for the density of 500 vehicles/km2, the result is influenced by
the packet collision as shown in Figure 5.8(b). Note the peak for the density of 150
vehicles/km2 in the scenario with 1 RSU. This is due to the fact that the scenario has a
good number of vehicles to avoid network partition, but not many vehicles that produce
several packet collisions, thus reducing the delivery rate.
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(a)Total of packets re-transmitted. (b)Number of collisions per vehicles.
(c)Receive coverage (%). (d)Percentage of messages returned.
Figure 5.8: Network Results of RSU coverage.
5.6.3 Traffic Efficiency Evaluation
Methodology
For this evaluation, we chose the city of Ottawa, Canada. Ottawa scenario (Figure 5.9)
represents a downtown region and was obtained from OpenStreetMap 1, and has an area
of 8 km2. The scenario has 409.42 km of total road length and 2,200 vehicles inserted




Figure 5.9: Topology of the Ottawa Scenario.
The network parameters were set to 18 Mbit/s at the MAC layer and the transmission
power to 2.2mW. Table 5.3 shows the simulation parameters and values used in our
evaluation.
Table 5.3: Simulation parameters.
Parameters Values
Transmission power 2.2 mW
Communication range 300 m
Bit rate 18 Mbit/s
Beacons 4s
Alternative routes (k) 3
Confidence interval 95%
AoK 3000 m
Route size factor 25%
Number of RSUs* 1, 23, 50
Interval to request new route 120 s
*Only FOXS-GSC vary 1, 23, and 50 RSU. The other solutions use 50 RSUs providing full
coverage.
The routing interval is set to 120s for all solutions and 3 alternative routes are used for
FOXS-GSC, CHIMERA, and PAN3, therefore obtaining a fair evaluation. This number
of alternative routes was chosen because it has the best results for all solutions in the
evaluated scenarios.
For evaluating the traffic congestion service, the following metrics are used:
• Traveled time: the average travel time from the starting point to the destination of
all vehicles;
• Stopped time: the average time spent stuck in traffic jams for all vehicles;
• Average speed : the average speed of all vehicles;
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• Traveled distance: the average distance that all vehicles traveled;
• Fuel consumption: the average fuel consumption of all vehicles to traverse the whole
route;
• CO2 emission: the average CO2 emissions for all vehicles during their trip;
• PTI: measures the reliability of the ratio of the 95% travel time to the ideal flow
on the same path;
• Route compute location: the percentage of where the route was computed, Vehicle
or Cloudlet.
Results
Figure 5.10 presents values and BASE related percentage of all metrics for the imple-
mented solutions concerning traffic efficiency. For that evaluation, the FOXS-GSC was
compared with DSP, PAN1, PAN3, and CHIMERA solutions. To evaluate the FOXS-GSC
in different scenario coverages, 1, 23 and 50 RSUs were used. Where 50 RSUs provide full
scenario coverage.
The solutions PAN1, PAN3, CHIMERA and, FOXS-GSC (with 1, 23, 50 RSUs) re-
duced the stopped time (Figure 5.10a) in 16.17%, 13.68%, 21.36% and, (22.01%, 30.46%,
39.14%) respectively in relation to the BASE solution. These results reflect a higher av-
erage speed, as presented in Figure 5.10b. FOXS-GSC has a better performance than all
evaluated solutions, also in 1 RSU scenario. FOXS-GSC (with 1, 50, 23 RSUs) increasing
the average speed by (9.04%, 13.44%, 17.47%) because the FOXS-GSC uses a better
road classification and the probabilistic mechanism to choose one of K alternative routes.
Note also that the DSP had its stopped time increased by 90% and the average speed
reduced in 18% compared to the BASE. This happens because DSP only calculates the
shortest path for all vehicles, moving the vehicles to the same road. Consequently, cre-
ating a new congestion point unlike the other evaluated solutions calculates a new route
when necessary and based on the road conditions.
Still considering the average speed metric, PAN1 (6.5%) has better results than PAN3
(5.1%). This happens because PAN3 calculates three alternatives routes and chooses one
at random. Thus, the second and third bests routes may have different sizes compared
to the best route due to the geography of the city map. This does not happen in FOXS-
GSC, because the alternative route is chosen in a probability way reducing the chance
of choosing a wrong route and the use of the route size factor. Similar behavior can be
observed when we look at the travel time presented in Figure 5.10c. FOXS-GSC (1, 23,
50) manages better the urban traffic reducing (12.14%, 17.34%, 22.63%) the travel time.
FOX-GSC 50 had twice as good results as CHIMERA, which reduced 11.73% compared
to BASE.
Analyzing the traveled distance (Figure 5.10d), only the DSP decreases the distance
compared to the BASE (2.39%), because it always chooses the shortest route to destina-
tion besides the other solutions that calculate the new route based on the road condition.
Considering FOXS-GSC (1, 23, 50), alternative routes, on average, are not (0.99%, 1.28%,
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0.39%) longer than the original ones. These results can be explained by the fact that
FOXS-GSC uses a parameter that controls how much longer alternative routes can be.
Figure 5.10f,e shows the CO2 emission and fuel consumption, respectively. The trav-
eled time, the stopped time, and the traveled distance have a direct impact on these
metrics. The results present that FOXS-GSC 50 reduces three times the CO2 emission
and fuel consumption (10.27%) compared with the CHIMERA that reduces 2.68%.
The quality of the congestion control of the solutions evaluated using the PTI is
presented in Figure 5.11. Among the evaluated solutions, FOXS-GSC (1, 23, 50 RSUs)
obtained PTI indices (2.68, 2.5, 2.32) lower than the compared solutions. Note that
FOXS-GSC 50 is 19% lower than the CHIMERA.
For all metrics evaluated except the distance traveled, FOX-GSC had its performance
increased with the large scenario coverage. This happens because when coverage increases,
more vehicles are able to communicate with the Cloudlet. Thus, receiving a more accurate
route suggestion since Cloudlets have a global knowledge of the scenario. In the case of the
metric distance traveled, the scenario with 50 RSUs, the Cloudlets with full knowledge,
suggest better and shortest routes. For scenarios with 23 and 1 RSUs, more vehicles
compute the new route using their local knowledge. Considering this, to avoid nearby
congestion, FOX-GSC takes a longer route. However, as shown, the mechanism that
limits the size of the route keeps the distance traveled statistically similar to BASE,
PAN1, PAN3, and CHIMERA solutions.
Figure 5.12 presents the percentages where the route was computed (e.g., vehicle or
Cloudlet) for FOXS-GSC varying the scenario coverage in 1, 23, and 50 RSUs. Using
1 Cloudlet 80% of routes are computed by vehicles with their local knowledge. This
number drops as the number of RSU increases, 28% for 23 RSU, and 0% full coverage.
As expected, as there are many RSUs covering the scenario, fewer vehicles will compute
their route, thus providing better traffic management as shown in Figures 5.10 and 5.11.
However, with these results, a traffic engineer can make a trade-off between the cost of





























































































































































































Figure 5.11: Planning Time Index (PTI).
Figure 5.12: Percentage of where the route was computed (Vehicle/Cloudlet).
5.7 Final Remarks
This Section presented FOXS-GSC, a distributed communication protocol. The proto-
col sectorizes the scenario using a hexagonal shape. Thereby, the message is carried out
through a path between origin and destination using the sectors occupied by vehicles.
FOXS-GSC permits the proposed ITS traffic management service to use multihop com-
munication, thus the full map coverage is not necessary. Several experiments to evaluate
the protocol with various scenario coverage and the efficiency of traffic congestion were
presented in Section 5.6.3.
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Chapter 6
Conclusion and Future Work
This Chapter is organized as follows. Section 6.1 presents the summary of this thesis and
Section 6.1 presents the future work.
6.1 Summary of this Work
The numerous problems caused by traffic jams in large urban cities cause a significant
increase in monetary and social loss for people, companies, and the government [34,
129]. The advancement and emergence of new technologies have led to the creation of
ITS. However, implementing effective ITS services to traffic management that reduces
traffic jam drawbacks poses various challenges, such as the need to interact and integrate
heterogeneous components and data, identify and classify the congestion, and circumvent
the characteristics and limitations of VANET communication.
This manuscript presented the dissertation entitled Fog Computing-based Traffic Man-
agement Support for Intelligent Transportation Systems. In this work, we proposed a
traffic service to route suggestions that use FOG computing called Fast Offset Xpath
Service (FOXS). The use of the Fog computing paradigm introduces several benefits to
the FOXS such as approximation of computer resources to end-users, which decreases the
system response time and bandwidth usage, computational distribution, and providing
the processing load balancing permitting a more scalable system.
We started our work by introducing the background (Chapter 2) and key concepts
needed to understand the content of this thesis. First, we present an overview of the
Fog computing characteristics and compassion with Cloud computing. Then, vehicu-
lar networks were introduced presenting the main characteristics, scenarios, type of ap-
plications, and communications standard. We also discussed Intelligent Transportation
Systems (ITS) presenting its architecture, workflow, and describing the application and
service requirements.
After that, we presented a vast related work in Chapter 3 pointing to the main contri-
bution and limitations of related works. This survey also indicated the gap in the design
of traffic management services considering specific features of this kind of service.
The focus of our proposed ITS service is to reduce the traffic jam and its harmful
effects such as travel time, fuel consumption, and CO2 emissions. FOXS development
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followed the ITS workflow presented in Section 2.3.1. To address the development chal-
lenges of ITS congestion control services, various algorithms, mechanisms, and methods
have been designed and enhanced. In particular, we highlight the ability of FOXS to
provide a congestion control service in a distributed way with low response time and net-
work bandwidth usage. Simulation results show that the FOXS can handle traffic jams
drawbacks significantly reducing the travel time, the fuel consumption, PTI, and the CO2
emissions without compromising the network infrastructure and computational resources
as presented in Section 4.6.
The main limitation of FOXS is the necessity of full scenery coverage, thus increasing
the monetary cost of implantation. To solve this, the FOXS-GSC presented in Chapter 5 is
developed. FOXS-GSC improves FOXS congestion control in addition to implementing a
V2V communication protocol. Thus, allowing the operation of the route suggestion service
even when there is no direct or indirect communication with the infrastructure (Cloudlet).
These additions resulted in a service that is less dependent on infrastructure, enabling a
cheaper service deployment that maintains good efficiency compared to solutions in the
literature.
6.2 Limitations
The proposed solutions have some limitations, and these limitations serve as a guide for
future directions. First, FOXS and FOXS-GSC solutions use a congestion classifier based
on LOS. However, it has variable precision according to the characteristics of the scenario
such as the average size of roads, number of crossings, number of traffic lights and time
of day. Another limitation is the RSU distribution algorithm where It takes into account
only the communication radius and if there are roads in its coverage. Thus, the algorithm
does not provide a realistic distribution since there may be buildings, lakes, and other
structures that make RSU distribution impossible.
The routing mechanisms of the proposed solutions only detect existing congestion
or the verge of forming. Therefore, the vehicle route suggestion is limited as it could
use a more detailed prediction based on the history and patterns of traffic behavior.
Another limitation of the FOXS solution is that it needs an infrastructure that provides
full coverage of the scenario. To solve this problem, the FOXS was reformulated and the
FOXS-GSC multihop communication protocol was created. However, depending on the
disposition of the RSU scenario, FOXS-GSC has considerable variations in the efficiency
of the routing service and in the processing/network load balancing. Finally, as the
FOXS-GSC multihop communication protocol was developed based on the router service
requirements, the protocol has the limitation of not addressing the network partition
problem.
6.3 Future Work
This work presents several possibilities for future research. For instance, as a future work,
we plan to:
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(i) Execute experiments considering different scenarios and the use of other communica-
tion technologies such as LTE or 5G;
(ii) Update the congestion classifier to use other traffic metrics to make the classification
more accurate and independent of the characteristics of the city and roads;
(iii) Propose a service that could be implemented considering a Cloud computing inter-
action to increase the route suggestion efficiency using historical information about
the traffic jam and driver characteristics;
(iv) Extend the service to have mobile Fog compute nodes (e.g., buses) removing the
need for full coverage of the scenario. A plausible choice to be a mobile node is a
bus since it has a predefined route and it is possible to schedule services according
to their route;
(v) Update the proposed V2V dissemination system to allow more effective use of Cloudlets/RSU
infrastructure as tunneling messages between far communication vehicles;
(vi) Create a general ITS-Fog compute framework allowing other ITS services (e.g.,
Video-on-demand) to receive the Fog computing advantages as FOXS does.
6.4 Award and Publications
We list the awards and all publications obtained during the doctorate below.
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Best paper awards – In 2016 IEEE Symposium on Computers and Communication
Brennand, C. A., Cunha, F., Maia, G., Cerqueira, E., Loureiro, A. A., and Villas, L.
A. (2016). Fox: A traffic management system of computer-based vehicles fog. In 2016
IEEE Symposium on Computers and Communication (ISCC), pages 1–6. IEEE.
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(i) Brennand, C. A., de Souza, A. M., Maia, G., Boukerche, A., Ramos, H., Loureiro,
A. A., and Villas, L. A. (2015). An intelligent transportation system for detection
and control of congested roads in urban centers. In 2015 IEEE Symposium on
Computers and Communication (ISCC ’15), pages 663–668. IEEE.
(ii) Brennand, C. A., Cunha, F., Maia, G., Cerqueira, E., Loureiro, A. A., and Villas,
L. A. (2016). Fox: A traffic management system of computer-based vehicles fog.
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