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Récemment, Brezis et Nguyen [15, 16] ont décrit les espaces fonctionnels permettant de dé-
finir, de manière robuste, la distribution jacobien. Leurs résultats unifient les résultats connus
auparavant. Par ailleurs, [15] et [16] apportent un nouvel éclairage au théorème classique de Re-
shetnyak sur la compacité faible des jacobiens [51]. Dans ces travaux, un rôle important est joué
par plusieurs identités faisant intervenir la structure algébrique du jacobien. De ce point de vue,
ces travaux s’inscrivent dans une longue série de résultats qui utilisent de manière cruciale la
structure particulière du déterminant jacobien. Dans la suite, je présenterai quelques-uns des ré-
sultats marquants dans cette direction, des travaux de Morrey [42] et Reshetnyak [51] à ceux de
Brezis et Nguyen [15] et [16].
2 Le jacobien des fonctions peu régulières
Si u = (u1, . . . ,un) ∈ C1(Ω,Rn), avec Ω ouvert de Rn, alors son (déterminant) jacobien est Ju =
det(∇u1, . . . ,∇un)= det(∇u)= det
[
(∂kui)i,k∈J1,nK]. 1 Il est souvent nécessaire de considérer la quan-
tité Ju lorsque u n’est pas C1. Voici trois exemples.
2.1 Applications à distorsion bornée
Les applications quasiconformes furent introduites par Grötzsch [27] en 1928. 2 Son point de
départ est le suivant : il est impossible de représenter de manière conforme un carré C sur un
rectangle R qui n’est pas un carré tout en envoyant les sommets sur les sommets. Grötzsch chercha
à mesurer la non conformité (= distorsion) d’une application en considérant une représentation
u : C → R qui fasse se correspondre les sommets et qui soit « la plus conforme » possible. Les
applications quasiconformes sont les applications dont la non conformité est finie. En langage
moderne, une application quasiconforme est u :Ω→R2 (avec Ω⊂R2 ouvert) telle que
1. u est un homéomorphisme ;
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2. Mais pas le terme quasiconforme. Celui-ci fut proposé par Ahlfors [1] en 1935.
3. W1,p(Ω) désigne l’espace de Sobolev W1,p(Ω)= {u ∈ Lp(Ω) ; du ∈ Lp(Ω)}. W1,ploc (Ω) est l’espace obtenu en rempla-
çant Lp par Lploc.
1
Le coefficient K ≥ 1 mesure la distorsion. Les représentations conformes sont des exemples
d’applications quasiconformes. Un autre exemple est z 7→ |z|α−1z, avec α> 0. Notons que, dans le
cas des applications quasiconformes, parler du jacobien Ju ne pose, a priori, pas de problème : on
a Ju ∈ L1loc, et donc Ju est bien défini comme distribution.
C’est Lavrent’ev [37] qui, dans ses travaux sur l’équation de Beltrami ∂z f = µ∂z f (dans un
ouvert de R2), considéra des applications à distorsion bornée ; ce sont des généralisations des ap-
plications quasiconformes dont nous donnerons la définition plus loin. C’est toujours Lavrent’ev
[38] qui eut, le premier, l’intuition du rôle important que pouvait jouer les applications quasi-
conformes en dimension quelconque. Reshetnyak [50] initia l’étude des applications à distorsion
bornée (en toute dimension), dont la définition est :
1. u continue ;




La monographie de Reshetnyak [52] donne un aperçu de la théorie des applications à distorsion
bornée. Pour la théorie des applications quasiconformes et ses applications géométriques, voir le
grand classique d’Ahlfors [2] ou la monographie récente [23].
2.2 Élasticité
En mécanique, une déformation est une application ϕ :Ω→R3 injective et qui préserve l’orien-
tation (avec Ω ⊂ R3 ouvert). Sous réserve de régularité suffisante de ϕ, cette dernière condition
s’écrit Jϕ > 0. À la place de ϕ, il est plus commode de travailler avec u = ϕ− Id, qui est le dépla-
cement. Souvent, u est obtenu en minimisant l’énergie associée au problème, et il peut arriver
que la régularité de u soit a priori trop faible pour définir J(Id+u) de manière robuste. À titre
d’exemple, prenons une forme simplifiée du système de l’élasticité linéarisée. 4 Dans ce cas, u est













(∂ivk+∂kvi)2−T(v) ;v ∈W1,2(Ω),trv= 0 sur Γ0
}
.
Ici, Ω⊂ R3 est suffisamment régulier, λ,µ> 0 sont des constantes élastiques, Γ0 est une partie de
mesure superficielle > 0 du ∂Ω, et T ∈ H−1(Ω). D’après l’inégalité de Korn [35, 36], l’infimum est
atteint, mais a priori u n’est pas mieux que W1,2(Ω).
Pour un tel u, quel sens donner à la quantité J(Id+u) ? Une première idée est de la regarder
comme une quantité définie p. p. Dans ce cas, le jacobien vit dans l’espace L2/3(Ω), et en particulier
il ne s’agit pas d’une distribution. Une autre approche consiste à utiliser une identité qui se trouve
dans Morrey [42, Lemma 4.4.6], mais était probablement connue avant. 5 Plus spécifiquement, si
u est régulière, alors on a :
















∂k det(∂1u, . . . ,∂k−1u,u,∂k+1u, . . . ,∂nu), (2.1)





∂kCki = 0,∀ i ∈ J1,nK. (2.2)
4. Ce système est une approximation linéaire du problème de mixte déplacement-traction lorsque le déplacement
u est petit.
5. Le cas n= 2 était connu par Poincaré [39]. Le cas général semble être dû à Kronecker.
2
Revenons au cas de l’élasticité linéarisée. Si u est borné, 6 alors on peut définir la distribution
J(Id+u) à partir de (2.1) appliquée à Id+u. Ceci donne bien une distribution, car le membre de
droite de (2.1) appartient à div L1.












det(∂1u, . . . ,∂k−1u,u,∂k+1u, . . . ,∂nu)∂kϕ, ∀ ϕ ∈C∞c (Ω). (2.3)
Cas particulier : soit pn = n
2




(Ω) permet de définir Ju,
via (2.1), pour u ∈W1,pnloc (Ω). Par exemple, en dimension 2, définir Ju comme det(∇u) donne une
distribution si u ∈W1,2loc , alors que (2.1) permet de descendre jusqu’à W
1,4/3
loc .
L’utilisation systématique de la formule (2.1) en élasticité est due à Ball [4]. Son article a
ouvert de nombreuses voies, et plusieurs résultats dont il sera question plus loin sont directement
inspirés par [4].
2.3 Cristaux liquides
Un cristal liquide est un état de la matière intermédiaire entre le solide et le fluide isotrope
[20]. La modélisation mathématique des cristaux liquides fait intervenir les Q-tenseurs [20] ; leur
analyse est délicate, ce qui explique le succès d’un modèle très simplifié, celui d’Oseen et Frank
[49, 24]. Selon ce modèle, 7 un cristal liquide en équilibre est une application u :Ω→ S2 (avec Ω
ouvert borné régulier de R3) minimisant de l’énergie de Dirichlet
ˆ
Ω
|∇u|2 par rapport à sa propre
condition aux limites, g ∈C∞(∂Ω;S2). D’après un résultat profond de Schoen et Uhlenbeck [54, 55],
u est régulière sauf en un nombre fini de points a1, . . . ,ak. Brezis, Coron et Lieb [13] ont découvert
que, si u ∈W1,2(Ω;S2) est régulière sauf en un nombre fini de points, alors son jacobien, défini par
(2.1), « entend » les singularités de u : Ju= 4pi
3
∑
d jδa j . Ici, la somme se fait sur les singularités a j
de u, et l’entier d j est le degré topologique de u sur une petite sphère autour de a j. 8 Dans le cas
particulier où u(x)= x|x| , ceci avait été remarqué par Ball [4]. Par ailleurs, le déterminant det(∇u)
vaut 0 presque partout (en fait, en dehors des singularités), et donc n’entend rien. 9 Raison de plus
de considérer que le bon jacobien est donné par (2.1) !
3 Compacité
On doit à Reshetnyak [51] ce surprenant résultat.
3.1 Théorème. Soit (u j) ⊂W1,n(Ω), avec Ω ouvert de Rn. Si u j * u, alors Ju j → Ju au sens des
distributions.
Notons que la convergence est due à la structure spéciale du jacobien ; elle n’a pas lieu pour un




6. Hypothèse raisonnable, car le déplacement u est censé être petit.
7. Dans sa forme la plus simple : approximation à une constante élastique et condition d’ancrage.
8. Par un argument d’homotopie, d j ne dépend pas de la sphère.
9. Preuve : si u ∈ C∞ au voisinage de x, alors les dérivées ∂ ju(x) sont orthogonales à u(x), ce qui s’obtient en
dérivant la relation |u|2 ≡ 1. Il s’ensuit que ces dérivées ne sont pas indépendantes. On obtient det(∇u)= 0 p. p. On se
servira de ce fait dans la section 5.
10. Prendre n= 2, u j(x1, x2)= 1j (sin( jx1)cos( jx2),cos( jx2)sin( jx1)).
3
Démonstration. On montre, par récurrence sur l ∈ J1,nK, queˆ
Ω
du1j ∧ . . .∧dulj∧ϕ→
ˆ
Ω
du1∧ . . .∧dul ∧ϕ, ∀ ϕ ∈ Ln/(n−l)(Ω;Λn−l(Rn)).
Le cas l = n donne la conclusion ; le cas l = 1 est clair. Le cas l = 2 est déjà générique. Pour le





du1j ∧ (u2j dϕ), ∀ ϕ ∈C∞c (Ω;Λn−2(Rn)).
De par le théorème de Rellich-Kondratchov, la parenthèse converge fortement dans Ln(Ω) vers
u2 dϕ, ce qui permet de conclure. 11








alors Ju j → Ju dans D′(Ω). Cas particulier : si p > pn, alors on a convergence sous la seule
hypothèse u j * u dans W
1,p





Il est nécessaire de supposer au moins une convergence forte afin de conclure. En effet, Daco-
rogna et Murat [19] ont construit une suite bornée dans W1,pn(Ω), avec u j * u mais Ju j 6→ Ju.
Cette construction a été généralisée par Brezis et Nguyen [15].
3.2 Proposition. Si 1 ≤ p ≤ pn et n−1p +
1
q
= 1, alors il existe u et une suite (u j) tels que u j * u
dans W1,p∩Lq, mais Ju j 6→ Ju.
Démonstration. La preuve est basée sur la construction du dipôle, qui remonte à Brezis, Coron et
Lieb [13]. Exemple en dimension 2 : on considère le losange La,b de sommets (0,0), (0,2a), (b,a),
(−b,a), et la fonction ua,b qui vaut zéro en dehors de La,b et qui parcourt, sur l’intersection de La,b
avec chaque droite verticale, le cercle C((1,0);1) une fois (à partir de l’origine) dans le sens direct
et à vitesse constante. En jouant avec les paramètres a,b, c→ 0, on a, pour 1 < p ≤ 4
3
, ua,b/c * 0




Retour au théorème de Reshetnyak. Sa preuve n’est pas explicite : elle ne donne pas la vitesse
de convergence. Brezis et Nguyen [15] ont découvert une inégalité qui permet de retrouver en une
ligne le théorème de Reshetnyak.





∣∣Ju(ϕ)− Jv(ϕ)∣∣. ‖u−v‖Lq (‖∇u‖n−1Lp +‖∇v‖n−1Lp )‖∇ϕ‖L∞ .12 (3.1)
Démonstration. La première égalité de (2.1) combinée avec l’identité
det(a1, . . . ,an)−det(b1, . . . ,bn)=
n∑
k=1







(uk−vk)det(∇v1, . . . ,∇vk−1,∇ϕ,∇uk+1, . . . ,∇un). (3.3)
On conclut grâce à l’inégalité de Hölder.
Un argument similaire donne∣∣Ju(ϕ)− Jv(ϕ)∣∣. ‖ ∇u−∇v‖Lp (‖∇u‖n−2Lp +‖∇v‖n−2Lp )(‖u‖Lq +‖v‖Lq )‖∇ϕ‖L∞ .
11. Au vu de (2.1), la preuve est intuitive : on a unj → un dans Ln(Ω). Avec des notations naturelles, il reste à
montrer que Ck, jn *Ckn dans L
n/(n−1)(Ω).
4
Le théorème 3.3 peut être amélioré dans le cas p= n−1, q=∞, mais ceci nécessite une excur-
sion dans le monde des espaces de Hardy.
À l’origine de ce détour, il y a un étonnant théorème de Müller [43].
3.4 Théorème. Si u ∈ W1,n(Ω), avec Ω ⊂ Rn, et si w = Ju ≥ 0, alors la fonction w ln(2+w) est
localement intégrable.












, ∀u ∈C∞(B¯Rn(0,1);Rn), (3.4)
à parfum d’inégalité isopérimétrique. 13
En utilisant (3.4) sur une boule B(x,ρ) et en intégrant par rapport à ρ ∈ (R,2R), avec 0< R <
1
2












M (|∇u|n−1)(x))n/(n−1) ; (3.5)
ici,M est la fonction maximale de Hardy-Littlewood,




| f (y)|d y.
Par un argument standard, (3.5) reste vraie pour tout u ∈W1,n. Comme |∇u|n−1 ∈ Ln/(n−1), le théo-
rème de la fonction maximale donne M (|∇u|n−1) ∈ Ln/(n−1). Ce fait, combiné avec (3.5), implique
Mw ∈ L1loc. Il s’ensuit que w ln(2+w) ∈ L1loc. 14
Le résultat de Müller mena à deux directions de recherche. D’une part, trouver d’autres si-
tuations d’intégrabilité « améliorée » du jacobien (compris au sens ponctuel). Dans cette direction,
citons deux résultats.
3.5 Théorème. Soient Ω un ouvert borné de Rn et u ∈W1,1(Ω) telle que
ˆ
Ω
|∇u| = 1 et w= det(∇u)≥
0 p. p. 15 Soit K un compact de Ω.














13. Dans le cas particulier où u : BRn (0,1)→Ω est un C1-difféomorphisme préservant l’orientation,
ˆ
det(∇u) n’est
rien d’autre que le volume de Ω. Par ailleurs, l’intégrale de surface qui apparaît dans (3.4) contrôle l’aire de ∂Ω. Donc,
dans ce cas particulier, (3.4) s’obtient bien à partir de l’inégalité isopérimétrique. Comme noté dans [43], le cas général
peut être obtenu à partir de l’inégalité isopérimétrique pour les courants [21, Theorem 4.5.9 (31)], mais Müller donne
aussi une preuve directe [43, Section 3]. La preuve de (3.4) est simple en dimension 2 ; autant la présenter. Une































On notera que c’est encore une intégration par parties !
14. L’implicationM f ∈ L1loc =⇒ f ln(2+| f |) ∈ L1loc est connue sous le nom de lemme de Stein [58].
15. A priori, ici w est juste une fonction mesurable, pas une distribution.
5
Démonstration. Ces deux résultats seraient des conséquences immédiates de (3.5) et des proprié-
tés standard de la fonction maximale. Mais je ne sais pas si (3.5) reste vraie si, au lieu de supposer
u ∈ W1,n, on suppose uniquement la finitude du membre de droite de (3.6) ou (3.7). La preuve

















ln1−α(2+η) , ∀ p> 1, ∀ 0≤α≤ 1. (3.9)
Cette inégalité, appliquée à η= |∇u|n2/(n+1) et p= n+1
n









Les estimations (3.6) et (3.7) s’obtiennent en combinant (3.10) avec la généralisation suivante du











Dans une autre direction, un célèbre résultat de Coifman, Lions, Meyer et Semmes [18] apporta
un nouvel éclairage au théorème de Müller. Avant de le formuler, revenons à (2.1) et notons que,
si u ∈W1,n(Rn), alors Ju = A ·B, avec A = ∇u1 ∈ Ln vérifiant rot A = 0 et B = (Ck1)k∈J1,nK ∈ Ln/(n−1)
satisfaisant divB= 0. 17 Rappelons aussi la définition de l’espace de Hardy réelH 1(Rn), introduit
par Stein et Weiss [59] :
H 1(Rn)= { f ∈ L1(Rn) ;Mρ f = sup
ε>0
| f ∗ρε| ∈ L1(Rn)} ;






.H 1(Rn) est muni de la norme ‖ f ‖H 1 = ‖Mρ f ‖L1 .
L’un des résultats de [18] est




= 1. Si A ∈ Lp(Rn), B ∈ Lq(Rn) vérifient rot A = 0 et
divB= 0, alors A ·B ∈H 1(Rn).






. L’hypothèse rot A = 0 permet
d’écrire A =∇ f . En utilisant la condition divB= 0, on obtient w := A ·B= div( f B) dans D′(Rn). En
17. Ce point de vue permet de faire le lien entre le théorème de Reshetnyak et la compacité par compensation
développée par Tartar [60, 61, 62] et Murat [44, 45, 46] à partir de 1978. En effet, avec des notations naturelles, la
preuve du théorème de Reshetnyak suit le schéma A j * A,B j *B=⇒ A j ·B j → A ·B, ce qui est un cas très particulier
de la compacité par compensation.
6
supposant suppρ ⊂BRn(0,1), on a 18
|w∗ρε(x)| =








































la dernière ligne découlant de l’inégalité de Poincaré. On obtient
Mρw(x).M (|∇ f |a)1/aM (|B|b)1/b =M (|A|a)1/aM (|B|b)1/b. (3.12)
Le théorème de la fonction maximale, combiné avec l’inégalité de Hölder donne alors
‖Mρw‖L1(Rn). ‖A‖Lp(Rn)‖B‖Lq(Rn). (3.13)




=1. Alors Ju ∈H 1(Rn).




‖∇u j‖Lp j (Rn). (3.14)
Ce corollaire implique le théorème de Müller : si Ju≥ 0 dans un ouvert Ω⊂Rn, alorsM (Ju) ∈
L1loc(Ω), et on conclut grâce au lemme de Stein.
Avant d’aller plus loin, rappelons que, d’après un résultat célèbre de Fefferman [22], le dual
de H 1(Rn) est BMO(Rn). Cet espace, introduit par John [33] et étudié initialement par John et
Nirenberg [34], est normé (modulo des constantes) par
| f |BMO = sup
{ 
C
∣∣∣∣ f (x)− 
C
f
∣∣∣∣ dx ; C ⊂Rn cube} .
L’espace BMO(Rn) est (strictement) plus grand que L∞(Rn). Plus précisément, on a L∞(Rn)/R ,→
BMO(Rn).
Retour au théorème 3.3. Dans le cas particulier p = n−1, q =∞, Brezis et Nguyen [15] ont
obtenu l’amélioration suivante.
3.8 Théorème. Soit n≥ 3.
1) On peut définir Ju via (2.3) si u ∈W1,n−1∩BMO(Rn).
2) On a∣∣Ju(ϕ)− Jv(ϕ)∣∣. |u−v|BMO(‖∇u‖n−1Ln−1 +‖∇v‖n−1Ln−1)‖∇ϕ‖L∞ .19 (3.15)
Démonstration. On part de (3.3). Le corollaire 3.7 combiné avec la dualitéH 1(Rn)-BMO(Rn) donne∣∣Ju(ϕ)− Jv(ϕ)∣∣≤ n∑
k=1
|uk−vk|BMO‖det(∇v1, . . . ,∇vk−1,∇ϕ,∇uk+1, . . . ,∇un)‖H 1
. |u−v|BMO(‖∇u‖n−1Ln−1 +‖∇v‖n−1Ln−1)‖∇ϕ‖L∞ .
1) s’obtient de (3.15) en prenant v= 0. 20
18. Encore par une intégration par parties !
20. Si n = 2, la preuve ne marche plus. Par ailleurs, il n’est pas connu s’il est possible ou non de définir Ju pour
u ∈W1,1∩BMO(R2).
7
4 Définition de Ju...
...ou l’art de l’intégration par parties. 21





mène naturellement à deux questions : s’il y a un cadre commun contenant tous ces cas, et s’il
est possible d’aller au-delà de ces espaces. Les réponses de Brezis et Nguyen [15] font appel aux
espaces de Sobolev fractionnaires (ou espaces de Slobodeskii) W s,p(Ω). Si 0< s< 1, 1≤ p<∞ et Ω








4.1 Théorème ([15]). Soit Ω⊂Rn un ouvert borné régulier.
1) On peut définir de manière robuste Ju pour u ∈W1−1/n,n(Ω).
2) L’espace W1−1/n,n(Ω) est optimal.
Traduction : l’application u 7→ Ju, définie a priori pour u ∈ C∞(Ω), se prolonge par continuité
+ densité à tout l’espace W1−1/n,n(Ω), à valeurs D′(Ω). Par ailleurs, ce résultat devient faux si on
remplace W1−1/n,n(Ω) par un espace de Sobolev W s,p(Ω) qui n’est pas contenu dans W1−1/n,n(Ω).
Avant de passer à la preuve, quelques commentaires. Les inégalités de Gagliardo-Nirenberg
pour les espaces de Sobolev 22 donnent






à l’exception notable du cas n = 2, p = 1, q = ∞, pour lequel cette inégalité est fausse. Ainsi,
l’espace W1−1/n,n est contenu dans W1,p∩Lq dans tous les cas où on sait définir le jacobien Ju via
(2.1) (sauf le cas exceptionnel ci-dessus).
Par ailleurs, l’estimation (4.4) qui vient avec la preuve du théorème 4.1, combinée avec (4.1),
permet d’affiner (3.1).
De même, il est possible de retrouver le théorème 3.8 à partir du théorème 4.1 et de l’inégalité
suivante à la Gagliardo-Nirenberg
|u|W1−1/n,n . |u|1/nBMO‖∇u‖1−1/nLn−1 , ∀ u ∈C∞c (Rn),∀ n≥ 3.23 (4.2)
Intuitivement, une fonction de W s,p a s dérivées dans Lp. Il existe d’autres espaces de fonctions
qui s’interprètent naturellement comme espaces de fonctions ayant un nombre fractionnaire de
dérivées dans Lp : les espaces de Besov ou de Bessel (ou plus généralement de Lizorkin-Triebel).
L’existence du jacobien dans les espaces de Besov a été étudiée par Youssfi [63] ; dans les espaces
de Bessel par Sickel et Youssfi [56, 57]. Leurs résultats, dont les preuves sont assez sophistiquées,
sont des cas particuliers du théorème 4.1.
Démonstration du Théorème 4.1. 1) La possibilité de définir Ju est encore une histoire d’inté-
gration par parties. Le point de départ est une identité qui remonte à [8] (voir aussi [28]) : si
U ∈C1(Ω× (0,1);Rn) est une extension de u ∈C1(Ω;Rn), et si Φ ∈C1c(Ω× [0,1);R) est une extension









21. J’ai emprunté ce joli titre à Iwaniec [30].




Dk(U)= (−1)n−k det(∂1U , . . . ,∂k−1U ,∂k+1U , . . . ,∂n+1U), ∀ k ∈ J1,nK,
et
Dn+1(U)=−det(∂1U , . . . ,∂nU).
On peut choisir Φ de sorte que ‖∇Φ‖L∞ . ‖∇ϕ‖L∞ . Par ailleurs, la théorie des traces [25] permet




On conclut de manière standard, par densité.
Par ailleurs, une identité à la (3.2) donne
|Ju(ϕ)− Jv(ϕ)|. |u−v|W1−1/n,n(|u|n−1W1−1/n,n +|v|
n−1
W1−1/n,n)‖∇ϕ‖L∞ . (4.4)
2) Dans la preuve de l’optimalité, le cas délicat est s = 1−1/n et p > n. 24 25 Ce cas est traité
en adaptant, au cas des espaces fractionnaires, un exemple « oscillant » classique dans l’étude du
jacobien, dont l’idée remonte à Tartar et qui apparaît chez Murat [45, p. 252] et Ball et Murat [5,
Counterexample 7.3].
Un dernier résultat pour conclure cette partie : dans les cas où Ju peut être défini via (2.1),
Ju est mieux qu’une distribution « quelconque » : on a Ju ∈ divL1. Le même résultat est vrai si
u ∈ W1−1/n,n [8, 15]. La preuve se fait ainsi : on utilise (4.3) avec un Φ de la forme Φ(x, xn+1) =










avec vk ∈ L1, k ∈ J1,n+1K. Pour conclure, il suffit d’écrire vn+1 comme la divergence d’un champ
L1.
5 Applications à valeurs dans une sphère








Dans la première intégrale, u est regardée comme une application à valeurs Sn, et le déterminant
est celui d’une matrice n×n ; dans la deuxième, u est considérée comme une application à valeurs
Rn+1, et le déterminant est celui d’une matrice (n+1)× (n+1).
Le thème de cette section est la façon de donner un sens à (5.1) ou à des quantités similaires
pour des fonctions peu régulières. 26 Pour commencer : via (5.1), on peut définir de manière robuste
24. Les autres cas se traitent essentiellement par un argument de changement d’échelle.
25. Petite remarque au passage : on interprète W s,p comme un espace de fonctions ayant s dérivées dans Lp. Mais
cette interprétation a ses limites. Exemple : si p > q, s est entier et Ω est borné, alors W s,p(Ω) ,→W s,q(Ω). Mais ceci
est faux si s n’est pas entier [41]. En particulier, W1−1/n,p(Ω) 6,→W1−1/n,n(Ω) si p> n.
26. L’une des motivations est la possibilité d’entendre les singularités des applications à valeurs sphères, à l’instar
de ce qui a été évoqué dans la section 2 pour les cristaux liquides. Ce point ne sera pas développé ici, mais voir, à ce
sujet, [3] ou [9].
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degu si u ∈ W1,n(Sn;Rn+1). On peut faire un peu mieux si on part de la remarque suivante : si







En prenant V une extension par moyennes de u et en utilisant la théorie des traces, (5.2) permet
de donner une définition robuste du membre de gauche de (5.2) si u ∈W1−1/(n+1),n+1(Sn;Rn+1). Mais
ceci n’utilise pas le fait que u est à valeurs Sn. Nous verrons comment on peut intégrer dans les
calculs l’information géométrique |u| ≡ 1. 28
Commençons par le cas des fonctions continues. Dans ce cas, on sait que le degré de Brouwer
est bien défini, et stable par convergence uniforme. Il est possible de voir ceci à travers une intégra-
tion par parties. L’idée qui suit remonte à [9]. On considère une projection approchée sur Sn, c’est-
à-dire une application Ψ ∈C∞c (Rn;Rn) telle que Ψ(x)=
x
|x| si |x| ≥ a > 0. Soit U : BRn+1(0,1)→ R
n+1






5.1 Proposition ([40]). Si u ∈C(Sn;Sn), alors
ˆ
|det(∇(Ψ◦U))| <∞ et






Démonstration. Il existe R =R(u)< 1 tel que |U(x)| ≥ a si |x| ≥R. Si |x| >R, alors |Ψ◦U |2 ≡ 1, d’où










La deuxième partie s’obtient en notant que, si u j → u, alors il est possible de considérer un R(u j)
indépendant de j, et que
L1(Sn) 3 u 7→U ∈W1,n+1loc (BRn+1(0,1))
est continue.
Un cas plus délicat est celui des fonctions VMO(Sn;Sn). L’espace VMO de Sarason [53] est






∣∣∣∣ f (x)− 
C
f
∣∣∣∣ dx ; C ⊂Rn cube, |C| ≤ t}= 0.
Les applications de l’espace VMO(Sn;Sn) ont un degré ; ceci remonte à Boutet de Monvel et Gabber
[12, Appendix] (et aussi à Schoen et Uhlenbeck [54]), et l’exploration systématique des propriétés
de ce degré est due à Brezis et Nirenberg [17]. L’existence du degré repose sur deux ingrédients :
(i) la densité de C1(Sn;Sn) dans VMO(Sn;Sn) ;





Dans la preuve de (i), l’ingrédient essentiel est le suivant
28. Les résultats décrits plus loin s’adaptent en partie au cas des applications à valeurs dans une variété compacte
quelconque M ; en particulier, il est possible de prendre en compte la contrainte u(x) ∈M p. p.
29. On peut aussi prendre U l’extension harmonique de u.
30. Ce résultat permet d’obtenir en quelques lignes l’existence du degré de Brouwer.
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5.2 Proposition ([17]). Soit u ∈VMO(Sn;Sn). Soit U : BRn+1(0,1)→Rn+1 l’extension par moyennes
de u. Alors lim
|x|→1
|U(x)| = 1.




On a à montrer que lim
t→0




(|u(y)|− |U(x, t)|)d y≤
 
BRn (x,t)
|u(y)−U(x, t)|d y→ 0
quand t→ 0.
La preuve de (ii) est une variante de celle de la proposition 5.1 [40].
Motivés par l’existence du degré, Brezis et Nguyen [16] ont étudié la possibilité de définition
de manière robuste le jacobien de u en tant que distribution. Il s’agit donc d’étendre l’application




au-delà de la classe C1(Sn;Sn). Je vais citer un seul de leurs résultats, simple à énoncer ; sa preuve
va laisser deviner des résultats plus généraux.
5.3 Théorème ([16]). Soit n≥ 2.
1) Si n≥ 2 et n−1
n
<α< 1, alors Ju est défini de manière robuste dans Cα(Sn;Sn).
2) Ceci n’est plus vrai dans C(n−1)/n(Sn;Sn).
Démonstration. 1) C’est à nouveau une question d’intégration par parties. Si V , respectivement
Φ, est une extension de u, respectivement de ϕ, à BRn+1(0,1), et si toutes les fonctions sont C1,













Dk(V )= det(∂1V , . . . ,∂k−1V ,V ,∂k+1V , . . . ,∂n+1V ).
On utilise cette identité avec V =Ψ◦U . D’après la proposition 5.1, la première intégrale passe à la
limite en cas de convergence uniforme. Par un argument standard, on peut conclure si les autres










de la théorie des traces et de l’injection Cα ,→W1−1/n,n, valable si α> n−1
n
.
2) Le contre-exemple est semblable à celui qui sert dans la preuve du théorème 4.1.
En examinant de plus près cette preuve, on devine que, pour n≥ 2, un cadre fonctionnel conve-
nable pour définir la distribution jacobien est VMO∩W1−1/n,n(Sn;Sn). 31 En effet, la convergence
dans VMO permet de mimer la preuve de la proposition 5.1 et de passer à la limite la première
intégrale dans (5.5). La convergence dans W1−1/n.n combinée avec la théorie des traces permet de
passer à la limite les autres intégrales. Par ailleurs, il est possible de remplacer la convergence
31. Si n= 1, ce cadre devient VMO∩B, où B est l’espace de Besov B01,1.
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dans VMO par une condition plus faible assurant (avec les notations de la preuve de la proposition
5.1) l’existence d’un R indépendant de la suite (u j). Pour plus de détails, voir [16, Theorem 1]. A
nouveau, le résultat obtenu est essentiellement optimal : on ne peut pas affaiblir les hypothèses
de convergence.
Le lecteur trouvera dans [16] des estimations bien plus fines ; en particulier, des estimations
très délicates de la quantité
ˆ
|det(∇(Ψ ◦U))|. Ces estimations ont comme point de départ une
preuve non publiée de Bourgain [10, Section 4] et ont été développées dans [11, 47]. Avant de











|x− y|2n dxdy. (5.6)
Considérons le cas d’une fonction u proche, en norme L∞, d’un point P ∈Sn. Pour une telle fonc-
tion, on a |Ψ ◦U | ≡ 1, et donc det(∇(Ψ ◦U)) ≡ 0, alors que le membre de droite de (5.6) peut être
arbitrairement grand, car il voit les petites oscillations de u. Ceci donne l’idée qu’une bonne esti-
mation ne doit tenir compte que des grandes oscillations de u. En voici une.








|x− y|2n dxdy. (5.7)
La preuve de [11] montre qu’il est possible de remplacer la contrainte |u(x)− u(y)| > 1 par
|u(x)−u(y)| > c pour tout c<p2. Mais la valeur p2 n’est pas optimale ; la valeur optimale 32 a été
trouvée par Nguyen dans le très joli article [47].
Remerciements. L’auteur remercie H. Brezis pour des discussions stimulantes concernant [15],
[16].
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