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Abstract
This dissertation presents the design and evaluation of iART : an Intelligent Assistant
for Robotic Therapy. iART is a robot-assisted therapy system designed for home-
based upper limb stroke rehabilitation.
Stroke is the leading cause of motor impairments and serious long term disabil-
ity in the United States. These impairments severely limit a patient’s ability to
lead a normal independent life, and requires them to participate in hospital-based
stroke rehabilitation. Recent years have seen the advent of robotic rehabilitation
systems as a home-based alternative to hospital-centric stroke therapy. These sys-
tems comprise of a robotic device that assists/resists a patient’s movements as they
perform virtual therapy exercises. In this dissertation, we describe a novel intel-
ligent robotic therapy system that can provide adaptive assistance to patients as
they perform virtual therapy tasks.
iART comprises of five robot-assisted therapy games/tasks along with an artifi-
cial intelligence (AI) agent that adapts the degree of robotic assistance based on a
patient’s performance. As with any traditional robotic rehabilitation system, iART
enables a therapist to remotely monitor a therapy session and suggest changes.
Additionally, iART employs an AI that uses surface electromyography (sEMG)
and data from the robotic device to monitor a patient’s performance/engagement
levels in realtime and adapt the system accordingly. The realization of an AI agent
to monitor a patient is the key contribution of this work. The dissertation also
proposes the use of LSTM-based imitation learning and reinforcement learning
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towards the realization of an adaptive robotic therapy assistant.
This dissertation is divided into three parts. The first part includes a description
of existing robot/haptics-based stroke rehabilitation systems. It also introduces
the key components of iART and provides a preliminary evaluation of the system.
The concept of mental engagement in therapy is introduced as well.
Part two delves deeper into the study of mental engagement and its importance
towards the success of robotic rehabilitation. It describes a robot-based and an
sEMG-based methodology adopted in iART towards monitoring and ensuring pa-
tient engagement.
Part three explores two novel mechanisms for adaptive assistance viz. learn-
ing from demonstration and reinforcement learning. The applications of these
paradigms in robotic rehabilitation are fairly nascent and this dissertation serves
as one of the initial forays into these domains.
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Stroke has been identified as the leading cause of disability in the United States
[1]. Current stroke rehabilitation routines are primary hospital-centric and are
directed towards the rehabilitation of activities of daily living (ADL) skills. How-
ever, due to the high costs and time commitment involved with physical therapy,
aggravated by the limited mobility of stroke patients to travel to the therapy cen-
ters; patients are sent home after a few months to continue therapy on their own
accord [2]. While in the hospital, the therapist is responsible for maintaining pa-
tient engagement and motivation towards therapy; however, a human chaperone
is seldom present in the home setting. This absence hinders the monitoring of the
patient’s progress and also negatively affects their motivation towards therapy [3].
In these cases, home-based therapy paradigms such as tele-robotic-rehabilitation
systems (TRRS) [4–7] serve as a viable alternative as they allow a therapist to re-
motely monitor and evaluate the patient’s progress, and suggest required changes
to therapy.
TRRS requires the active involvement of the therapist [8], albeit remote, which
may not be possible due to the pre-existing high workload of the therapists. This
necessitates the development of intelligent robotic-rehabilitation systems that can
autonomously adapt to the needs of the patients while maintaining an optional
external therapist or human chaperone in the loop. Such autonomous systems can
reduce the workload of the therapist by serving as standalone solutions to home-
based robotic therapy.
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Figure 1.1: Schematic representation of iART.
In this work, we present iART (see Fig. 1.1), an Intelligent Assistant for
Robotic Therapy, that enables realtime tracking of patient participation in robotic
therapy without the use of cumbersome external sensors and suggests/enforces
changes accordingly. We will first provide a brief survey on robot-based stroke
rehabilitation before diving into the details of iART.
1.1 Introduction
An estimated 800,000 people suffer from stroke each year and nearly a third of
them suffer from long-term motor impairments [1]. These impairments manifest
themselves as inhibitors to a patient’s ability to carry out ADL tasks such as writ-
ing, using cutlery, etc. In order to regain functional control via neuroplasticity,
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stroke patients participate in rehabilitation programs.
Current stroke rehabilitation paradigms are primarily hospital-centric and in-
volve an occupational therapist and a doctor working in close conjunction with
the patient. As the therapy progresses, a transition in rehabilitation goals from
gross motor skills to fine motor skills is observed [9]. Fine motor skills are fine
movements that require the control of smaller muscle groups of the fingers or
wrists. Gross motor skills refer to larger movements that use the muscles in the
arms, legs or torso.
A critical component of the success of these hospital-based programs relies on
the patient’s ability to practice the prescribed exercises at their homes [2]. This
places the burden of managing the therapy on the patient and their care-givers. The
therapist must rely on self-reporting by the patient and/or their family members
about the nature and status of the therapy being practiced at home. Assuming these
self-reports reflect the true nature of therapy, they still fail to provide a quantitative
measure of patient performance during these home-based sessions [10]. Further,
the patients may require physical assistance for the successful completion of the
exercises which aggravates their dependence on their care-givers.
In these situations, TRRS serve as a viable alternative to home-based therapy. A
robotic system can deliver high-intensity repetitive therapy to a patient [11] while
enabling a therapist to monitor the therapy sessions remotely. TRRS [4, 7, 12, 13]
usually comprise of three key components viz. a patient side, a remote-therapist
side and a network connecting these two. The patient side involves the use of
a robotic system and a virtual reality (VR) system designed to mimic therapy
exercises. The robot can assist or resist the patient’s movements as they carry out
the prescribed rehabilitation task. The therapist side may include a similar robot-
simulation system to remotely observe and assist the patient using the network
and/or modify the therapy tasks and robotic assistance/resistance [14].
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1.2 Survey of Robotic Rehabilitation Systems
This section provides a survey of the current state and advances in home-based
stroke rehabilitation. The section is broadly divided into three subsections. First,
we describe robotic and tele-operation systems that served as the building blocks
of this domain. We describe systems that require a high degree of supervision
from the therapist and can be broadly categorized as supervised system.
The second section discusses semi-supervised systems based on visual feed-
back (VR) and force feedback (haptic systems). These systems can automatically
assist a patent and require intermittent instructions from a therapist. The final
section concludes with discussions about recent advances like active and sensor-
based systems which are unsupervised systems in the sense that interventions from
a therapist are minimal compared to conventional rehabilitation systems.
The goal of this review is to walk the reader through the inception and ad-
vancements of robotic therapy and identify different rehabilitation strategies, cor-
responding challenges, and understand transitions from one generation of systems
to another.
1.2.1 Supervised Systems
Owing to technological advances in the last three decades, a considerable ef-
fort has been undertaken towards the realization of robot-based therapy systems.
These systems usually involve a robot that assists patients as they conduct ther-
apy exercises. Although these systems may incorporate therapy games played
on a computer, these systems primarily focus on the development and control of
robots.
MIT Manus [12] served as one of the first robotic rehabilitation systems. The
system comprised of a robotic joystick that can be used to play therapy games on
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a computer screen and was targeted for upper limb rehabilitation. The system also
comprised of a tele-rehabilitation module that enabled a remote therapist to mon-
itor and assist a patient during therapy. Comparison of MIT Manus’s repetitive
massed practice routine with traditional sham therapy demonstrated significant
improvements in the case of the former [15].
Similarly, the Mirror Image Motion Enabler (MIME) system was directly com-
pared with conventional neuro-developmental i.e. Bobath therapy [16]. The study
showed that the MIME therapy group had a greater increase in reaching, strength,
and Fugl-Meyer score for proximal movements. Another study compared the Bi-
Manu-Track training device with non-robotic therapy [17]. Results showed that
the group receiving robotic therapy had higher improvements over a period of 3
months. A comprehensive review of past and current robotic rehabilitation tech-
nologies has been conducted by [18] and [19], respectively. Since these systems
required the patient to travel to a hospital, their efficacy as a home-based rehabil-
itative tool was severely limited.
To increase accessibility to home-based care, tele-rehabilitation systems have
gained popularity. Tele-rehabilitation refers to therapy being conducted away
from the hospital setting; particularly home-based. While some of these sys-
tems have been tested in the clinical setting, others have demonstrated efficacy
in preliminary studies. The Java therapy [4] system and the Jerusalem Tele-
Rehabilitation System (JTRS) [5, 20] were amongst the initial tele-rehabilitation
systems. They use robotic devices that allow patients to perform a customized
program of therapeutic activities and receive quantitative feedback of their reha-
bilitation progress. The progress of the patient is monitored by a remote therapist
who can make any changes to the exercise regime as and when required. However,
these changes are not dynamic in nature and can only be incorporated manually
after off-line post-processing of patient data.
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The bulky form factor and expert maintenance requirements of these sophisti-
cated robotic systems limits their accessibility to a small patient population. Ad-
ditionally, the requirement of supervision from a therapist further aggravates the
infeasibility of these systems in the home setting. This has led to the advent of
semi-supervised systems.
1.2.2 Semi-supervised Systems
The relative success of robotic therapy has led to the advent of haptics as a plau-
sible mechanism for machine-based physical therapy. These haptic robots sense a
user’s movement and use that information to provide force feedback or plan sub-
sequent motions. They usually have a smaller form factor than traditional robot-
based systems. The smaller form factor augmented by their ability to sense and
adapt to a patient’s motions makes them suitable for semi-supervised home-based
rehabilitation.
A study done by Ankarali et al. [21] on the effectiveness of using haptic feed-
back for rehabilitation, demonstrated that it enhanced rhythmic motor control by
reducing temporal variability of behaviors in performing rehabilitative tasks. Lam
et al. [13] developed and tested a prototype device to facilitate reaching motion
in stroke patients. The prototype included a two-dimensional actuated range of
motion haptic-robotic exercise platform, a posture sensing system, and an elbow
stimulation system.
Oblak et al. [22] developed the universal haptic drive; a haptic device for arm
and wrist rehabilitation. The device works in two modes, the ‘ARM’ mode and
the ‘WRIST’ mode depending on the locking and unlocking of a universal joint.
While haptic rehabilitation has been explored by various research groups; these
technologies seldom appear independently. Most of these methodologies involve
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a VR system to engage the patient.
Use of VR in rehabilitation has been explored as a tool for added patient en-
gagement which provides an additional feedback and immersive environment along
with haptic devices. VR refers to an artificial environment which is experienced
through sensory stimuli (as sights and sounds) provided by a computer and in
which one’s actions partially determine what happens in the environment. In other
words, any interactive simulation on a computer screen may be considered as VR.
Alamri et al. [6] pioneered the amalgamation of haptics and VR for rehabili-
tation of ADL tasks. They developed and tested five virtual exercises on top of
a framework for diagnosis and rehabilitation of patients with stroke impairments.
They proposed key performance metrics for each of these exercises to quantita-
tively evaluate and judge the progress of patients. Use of haptics and VR has also
been explored [23] and [7]. The haptic system developed by [7] can autonomously
apply haptic resistance or assistance based on a patient’s fatigue level in real time.
Jack et al. [24] implemented a PC-based desktop VR system for rehabilitating
hand function in stroke patients. [25] conducted a study involving 18 subjects to
assess the feasibility and efficacy of immersive VR in rehabilitation. Through a
series of standardized performance metrics and patient feedback forms, the study
concluded that VR based therapy is more acceptable to participants. Patients re-
ported that they would have liked the use of VR in their original rehabilitation
program.
The systems described above allow the therapist or the user to manually adjust
the difficulty levels of the tasks and/or the stiffness of the haptic device. However,
the parameters of these systems need to be manually tuned by the therapist or a
technician and lack realtime adaptive capabilities. The effects of instantaneous
patient performance and/or mental engagement are seldom factored into these
analyses. While these studies have implemented technologies aimed at boosting
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patient engagement, little or no resources have been allocated towards monitoring
these parameters. The lack of such adaptive human-machine interactions inhibit
the efficacy of robotic rehabilitation over conventional therapy.
1.2.3 Active Rehabilitation
The aforementioned systems require some degree of active participation from a
therapist. It is the therapist’s responsibility to ensure patient participation toward
the therapy task. Additionally, although these systems can assist the patient auto-
matically, the rules and parameters of this assistance need to be tuned and adapted
by a therapist. Active rehabilitation systems refers to a class of adaptive con-
trollers that can adjust their assistance levels based on the patient’s realtime behav-
ior. Realtime behavior can may be defined in terms of the patient’s performance
and/or engagement.
1.2.3.1 Assist-As-Needed Controllers
Robotic assistance is usually based on a set of rules that govern when and how to
provide assistance to a patient. The choice of this assistance mechanism is a non-
trivial task and serves as a crucial factor towards the success of robotic therapy.
Inadequate assistance may render a task too difficult for the patient, inducing
anxiety [26] and forcing them to quit the rehabilitative task early. Conversely,
excessive assistance may not challenge the patient enough and lead to boredom
[26]. Additionally, and perhaps more importantly, excessive assistance may lead
to over-reliance on the robot, and can inhibit the patient’s ability to learn motor
primitives in the absence of robotic assistance [27].
Traditional controllers [28–30] assisted patients along pre-determined trajec-
tories with very small allowable deviations. The brittleness of these systems in
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terms of the allowable motions and deviations severely limits their efficacy as re-
habilitative tools [31] and patients feel like they are fighting the robotic device
for control. Assist-As-Needed (AAN) controllers [32, 33] seek to address the
aforementioned brittleness issue by dynamically adjusting robotic assistance lev-
els based on the patient’s performance. In other words, as the user’s performance
improves, robotic assistance is reduced; and vice-versa.
The simplest AAN controller is a rule-based error reduction (ER) [5,12,14,34–
36] mechanism. ER describes a strategy that minimizes tracking error in a path
following task. Assistance is supplied based on two human-tunable parameters,
viz. robotic impedance and maximal allowable error threshold. This strategy de-
scribes a force field at the boundary of the error threshold that restricts free subject
motions to within the boundaries of this zone. However, the selection of robotic
impedance and error threshold is not automatized and needs to be determined by a
therapist. The lack of automation leads to over-reliance on robotic assistance and
limits the rehabilitation outcome.
Several studies [31,32,37–42] have proposed AAN methodologies that circum-
vent the above over-reliance issue by automating and adapting robotic impedance
based on subject performance. They implemented non-trivial mechanisms to ob-
tain a model of subject performance. These models can be broadly categorized as
physical models [32, 37–41] and physiological signal-based models [42, 43].
Physical models generate patient-specific AAN controllers and lack adaptabil-
ity across larger patient populations. Use of physiological sensors such as Brain
Computer Interface (BCI) and Surface Electromyography (sEMG) may address
the inherent scalability challenges of these systems.
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1.2.3.2 Sensor-based Systems
Sensor-based methods rely on the use of external sensors to quantify a user’s en-
gagement during human-machine interaction. Several attempts have been made
to study this engagement. Peters et al. [44] used eye gaze and head direction in-
formation to evaluate a user’s engagement while interacting with a virtual agent.
Use of facial expressions to quantify engagement has been explored by [45]. Use
of sEMG is yet another technique for quantifying subject engagement [46]. Also,
recent years have seen the advent of non-invasive BCI [47,48] to study and quan-
tify the cognitive states of subjects [26, 43, 49, 50]. While these techniques have
demonstrated efficacy in quantifying user engagement in human-machine interac-
tions, they may not be feasible for TRRS.
BCI and sEMG sensors need a considerable amount of time to set up and usu-
ally require the assistance of another person in doing so. Further, stroke patients
might not be receptive to these technologies due to their cumbersome form fac-
tors. Use of cameras for facial feature recognition may not require a significant
pre-deployment, but these devices involve continuous recording of the subject;
raising privacy concerns, particularly in the home setting. Auditory feedback sys-
tems [51] suffer from similar challenges.
1.2.3.3 Robot Learning from Demonstration
Yet another AAN technique relies on mimicking the assistance behavior of a ther-
apist using robot Learning from Demonstration (LfD). A key challenge in robotics
is the problem of learning a mapping between the state space and actions. This
mapping, commonly referred to as policy, describes a set of rules that enables a
robot to select an optimal action based on its current state. Although these rules
or policies can be generated by hand (rule-based methods); this process can be
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exhaustive and usually only works reliably for certain scenarios [52].
LfD refers to a methodology wherein the policy is learned from demonstrations
or examples provided by a teacher (in case of robotic rehabilitation the therapist
is the teacher). These examples refer to a set of state-action pairs recorded dur-
ing a demonstration phase - wherein the teacher demonstrates the desired robot
behavior. LfD algorithms then use these examples to derive a policy that reliably
reproduces the demonstrated behavior. LfD does not require a large library of
state-action pairs as the demonstrations can be focused to areas of the state-space
that will actually be encountered during the task execution. Finally, since LfD re-
lies on the assumption that expert demonstrations are based on the optimal policy
to be reproduced; the learning process is faster.
Although LfD has been widely implemented in mainstream robotics [52], it is a
relatively nascent concept in the field of assisted stroke rehabilitation. Tavakoli’s
research group [31,41,53] have pioneered the use of LfD in robotic rehabilitation.
Their algorithms rely on learning the average impedance and/or position tracking
behavior exhibited by an expert while conducting a therapy task. Here, average
position tracking refers to the tracking behavior obtained over multiple trials of
the same trajectory tracking task. Similarly, the average impedance behavior can
be used to model the kinesthetic behavior of a therapist [31].
This average behavior is then used as a reference to which the patient’s per-
formance in realtime is compared. Any deviations from this reference are used
to adjust the task difficulty/assistance for the patient [41]. Jung et al. [54] use
Latent Dirichlet Allocation to model demonstrations of a therapist in the form
of a generative process for autonomous therapy. However, this methodology is
task/trajectory specific and the therapist needs to train the system for multiple
different trajectories in order to develop a practically viable system.
Given that LfD-based systems require the presence of a therapist only during
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the demonstration phase, the next logical step would be the realization of con-
trollers that do not require any therapist involvement what-so-ever. Reinforcement
Learning (RL)-based methods provide one such feasible strategy.
1.2.3.4 Reinforcement Learning-based AAN Controllers
RL describes a set of learning mechanisms that learn a mapping between situations
and actions so as to maximize a numerical reward signal [55]. An RL agent derives
the optimal policy for a given Markov Decision Process (MDP) [56] based on data
acquired through exploration and experience. In other words, the agent is not told
which actions to take, rather it must discover which actions yield the most reward
through the process of trial and error.
RL has gained popularity in recent years across various robotics-based do-
mains. However, the use of RL in robotic rehabilitation, and specifically toward
the development of RL-based AAN controllers has been very limited.
Obayashi et al. [57] developed one of the earliest RL-based AAN controllers.
Using dart-throwing as a case study, the authors proposed a user-adaptive robotic
trainer that aims at maximizing the score in a game of darts while minimizing
physical robotic assistance. [58] demonstrated the use of model-based RL in con-
junction with sEMG for formulating effective assistive strategies for exoskeleton-
based systems.
More recently, [59] used an actor-critic RL algorithm to modify robotic impedance
for ankle mobilization. Impedance is adjusted so as to minimize tracking error
while a control objective determines the amount of assistance to be supplied to
the subject. The above methods [57–59] yield subject-specific controllers based
on online RL training and lack large scale scalability.
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1.3 iART
iART describes a tele-rehabilitation system that adapts assistance levels automat-
ically based on a patient’s performance and participation. iART comprises of
multiple degrees of automation ranging from supervised to active depending on
the requirements of the patient. iART uses traditional AAN controllers (Chap-
ter 2), sensor-based methods (Chapter 5), LfD (Chapter 6) and RL (Chapter 7)
to provide a plethora of control strategies. This dissertation provides a detailed




This chapter describes the building blocks of iART, viz. patient side, therapist
side, server and AI module (see Fig. 2.1). The patient side involves a robotic
device that can be used to play virtual therapy games. A therapist can provide
assistance to the patient remotely through the server, and monitor the patient’s
progress through a data visualization tool. The AI module describes realtime sen-
sor and robotic encoder-based methodologies to dynamically assist a patient.
Figure 2.1: Schematic representation of iART.
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2.1 Patient Side
Figure 2.2: (a) Proposed iART system with the straight line tracking game and
the haptic device. (b) ADL tasks developed using the simulation environment. In
clockwise order from top-left: eating task, writing task, cutting task, and pouring
task.
The patient side (see Fig. 2.2(a)) has been designed to be suitable for home-
based stroke therapy. We envision a system that can be loaned to stroke patients
and can communicate with a remote therapist to enable tele-rehabilitation. iART
can also be used as a standalone system without any therapist involvement, and
the AI module replaces the therapist in this mode. The system comprises of two
main components - a haptic device and a simulation system.
The haptic device used in this study is a 6 Degree of Freedom (DOF) Geomagic
Touch1 that can provide force feedback to the user. The device has 6 revolute
joints which include 3 actuated joints and 3 passive joints. The actuated joints
provide force feedback to the user at a sampling rate of 1000 Hz. This force
feedback capability augmented by its small form factor, lower cost and three-
dimensional work-space makes it a viable choice for home-based rehabilitation.
2.1.1 Simulation System
The simulation system comprises of 5 virtual exercises/games (see Fig. 2.2(b))
targeted towards the rehabilitation of fine motor skills; crucial for performing
1http://www.geomagic.com/en/products/phantom-omni/overview
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ADL tasks. These exercises have been designed to imitate massed practice ther-
apy while inducing implicit learning in user [18]. Implicit learning refers to skill
acquisition without conscious awareness. In other words, instead of therapy in-
volving repetitive conscious motions, the same motions can be programmed as
part of a game. The user would be thus concentrating on playing such a game
while performing the required motions. This would enable high patient engage-
ment while facilitating rehabilitation.
We have used the Unity3D gaming engine to develop the following therapy
games (see Fig. 2.2) -
1. Space Explorer (SE): describes a 3D trajectory following game wherein the
end-effector of the robot acts as the game controller which is used by the
subjects to follow a reference trajectory generated by the system. SE in-
volves three planets positioned in 3D space and the user is required to track
straight line trajectories connecting them. The goal of the game is to min-
imize tracking error (distance from the straight line) and task completion
time. The robot can assist/resist the patient as they perform these tasks on
the basis of control laws described later.
2. Writing Simulator (WS): is similar in inception to SE with the exception
that WS involves a trajectory tracking task wherein a reference shape can
be chosen drawn or chosen from a library. These shapes can be straight
lines, symbols, alphabet etc. As with SE, WS involves various robotic as-
sistance/resistance mechanisms. The haptic feedback of the system was
designed to mimic the feel and friction associated with a physical pen on
paper.
3. Eating Task (ET): has been designed to rehabilitate fine motor control asso-
ciated with the function of eating food with a spoon. The simulation com-
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prises of a bowl of cereal and a spoon, and the user is required to practice an
eating motion using a 3D-printed spoon attached to the robot end effector.
As with the previous cases, a reference 3D trajectory to describe the eating
motion may be drawn by the therapist which is then tracked by the patient.
4. Cutting Task (CT): is aimed at the rehabilitation of a patient’s ability to
execute necessary force and motion trajectory involved with the cutting of
food. The goal of the task is to cut a loaf of virtual bread using a virtual
knife controlled by the robot. A successful cut is defined as one that meets
the requirement of downward force application with transverse oscillations
along the height of the bread.
5. Pouring Task (PT): has been designed for wrist rehabilitation, especially
torque application. We define torque application as the movement of the
wrist associated with actions such as opening a door knob or pouring water
from a cup. The goal of this task is to pour water from a virtual cup onto a
target using a 3D-printed cup attached to the end effector of the robot. The
robot was programmed simulate the weight of water in the cup by applying
a downward force proportional to the amount of water present inside the
cup. PT is the only task that does not include robotic assistance. Since
the haptic device considered in this study (Geomagic Touch) does not have
actuated gimbal joints, we were unable to provide assistance through these
joints.
States cursor position, cursor velocity, tracking error, elapsed time, and robot
joint angles are measured at a sampling rate of 100 Hz and are used for realtime
and offline data-analytics. The system comprises of two parallel processes; graph-
ical rendering (sampling rate 100 Hz) and haptic rendering (sampling rate 1000
Hz). Since the higher sampling rate of 1000 Hz is not required for evaluation, we
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log these states only during the graphical rendering process.
2.1.2 Haptic Rendering
The haptic interaction with the simulation environment is called haptic rendering,
and is modeled as a mass-spring-damper system. The robot provides an assistive
force as the subject is playing the game. In other words, the robot assists/resists
the user as they guide the end-effector from one point to another. The robotic





where, Kp, Ki and Kd2 denote the proportional, integral and derivative gains
respectively; e represents the difference between the desired position (xd) and the
actual robot position (x) at time t; and u is the control input provided to the robot
to generate the haptic feedback. The gains determine the degree of robotic assis-
tance/resistance and can be adjusted based on the subject’s response to therapy.
In order to better explain the design of the different assistance/resistance mech-
anisms, we introduce the concept of a virtual ’no-error zone’. This no-error-zone
is constructed around the straight lines connecting consecutive points of a trajec-
tory. The no-error zone may be imagined as a cylinder with spherical ends having
radius r and height equal to the length of the line connecting the points (Fig. 2.3).
While the end-effector is inside the cylinder, the tracking error is set to zero; oth-
erwise the error is defined as the minimum distance from the subject’s position
(cursor position) to the surface of the cylinder.
2The negative Kd term in (2.1) is obtained by setting ẋd(t) to zero in the derivative law
Kd(ẋd(t)− ẋ(t)).
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Figure 2.3: Schematic representation of the virtual no-error zone cylinder.
2.1.2.1 Free Mode
In this mode, the robot applies no assistive/resistive force to the subject’s hand
motion and the subject is solely responsible for controlling the cursor motion.
2.1.2.2 Error Reduction
This mode entails an assist-as-needed control paradigm, that turns on or off based
on the subject’s position error. As long as the subject remains inside the cylindri-
cal no-error zone (see Fig. 2.3) with radius r, the robot offers no assistance. If
the subject moves outside the no-error zone, the robot applies an assistive force
towards the closest point, xd(t), on the cylinder’s surface. The closest point is
calculated as,
xd(t) = xl(t)− rl̂ (2.2)
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where,
â = (p2−p1)/‖p2−p1‖2 (2.3)
xl(t) = p1 (1− â)+x(t)â (2.4)
l = xl(t)â−x(t) (2.5)
where, p1 and p2 are the known position vectors of the previous and current points,
respectively; â is a unit vector along the line connecting the two points; xl(t) refers
to the projection of (x(t)−p1) on a; and xd(t) is the closest point on the surface
of the imaginary cylinder. Remember that xd(t) is the desired position in (2.1).





0 e(τ)dτ−Kd ẋ(t), if d > r
0, otherwise
(2.6)
where, d is the euclidean distance between the current point x(t) and closest point
on the line xl(t).
2.1.2.3 Automatic Mode
Automatic mode refers to a continuously assisted mode. In this mode, the robot
guides the subject along the trajectory from one point to the next at a predefined
constant speed (s). It may be imagined as a fully autonomous mode, wherein the
robot can essentially accomplish the therapy task without any human involvement.
The mode has been developed to assist subjects with minimal motor abilities.
Here,
xd(t) = xd(t−1)+ sâ (2.7)
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where, xd(t−1) refers to the desired position at the previous epoch; and â is the
unit vector along the line connecting the two points; xd(t) serves as the desired
position in (2.1).
2.2 Therapist Side
The therapist side involves a similar setup (haptic device and simulation system in
Fig. 2.2(a)) as the patient side to enable realtime remote monitoring and interven-
tion capabilities (see Section 2.3). Additionally, the therapist side also comprises
of a therapist interface that can present various post-therapy performance metrics
in graphical form to enable easier visualization of the patient’s progress across
various therapy sessions.
2.2.1 Therapist Interface
Offline patient sessions capture information such as time of completion, instan-
taneous tracking error etc. which can be remotely accessed by a therapist and
viewed graphically to draw conclusion regarding the progress of therapy. The
therapist side interface (see Fig. 2.4) enables a therapist to view and compare
various performance metrics of a patient over three different sessions. These met-
rics [5, 7, 23] are -
1. Task completion time (TCT) - refers to the time taken to complete a prede-
termined number of exercises and is measured in seconds.
2. Total error (TE)- refers to the area under the position error versus elapsed
time curve.
3. Error instances ratio (EI) - refers to the ratio of number of epochs for which
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Figure 2.4: Therapist side interface.
the cursor position was recorded in the error zone and the total number of
epochs (elapsed time) of the experiment.
4. Hand trajectory smoothness (HTS) - is given as the number of times a
change in the cursor’s motion direction is observed. A lower value signifies
higher smoothness.
5. Error ratio (ER) - is defined as the ratio of the actual trajectory traversed by
the subject and the desired trajectory.
The therapist can modify the robotic parameters (Kp, Ki and Kd in (2.1)) on the
basis of these metrics using a settings menu available through the interface. As
mentioned earlier, the therapist can also supply assistance/resistance to the patient
in realtime using a master-slave robotic system described next.
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2.3 Server
The server involves a Transmission Control Protocol (TCP) enabling tele-rehabilitation
using master-slave dynamics. The tele-rehabilitation network connects the pa-
tients to trained medical professionals.
A tele-rehabilitation session would in general have three components at differ-
ent physical locations: two master users (a patient and therapist) and one slave
simulation platform (which is implemented locally on the patient side) that runs
the virtual simulation environment (Fig. 2.2). We have developed a control ar-
chitecture that will allow one of the users (therapist) to facilitate the other user
(patient) in performing therapy tasks in a simulation environment with realistic
dynamics. This system can be modelled as a dual-master, single-slave teleopera-
tion, with shared control between the 2 masters while controlling the slave. The
dynamics of the proposed system is given by:
Mm1(qm1)q̈m1 + Cm1(qm1, q̇m1)q̇m1 +Gm1(qm1) = Tm1 +Fh1
Mm2(qm2)q̈m2 + Cm2(qm2, q̇m2)q̇m2 +Gm2(qm2) = Tm2 +Fh2
Ms(qs)q̈s + Cs(qs, q̇s)q̇s +Gs(qs) = Ts +Fe
where qi ∈Rn,(i = m1,m2,s) is the vector of generalized coordinates for the ma-
nipulator. Mi(qi),(i = m1,m2,s) is a positive definite inertia matrix Ci(qi, q̇i),(i =
m1,m2,s) is comprised of Coriolis and Centrifugal terms, and Gi(qi),(i=m1,m2,s)
is the vector of gravitational torques/forces. Ti ∈ Rn,(i = m1,m2,s) is the input
torques/forces, and Fi,(i = h,e) is external torque/force applied by the human op-
erator or by the virtual environment force. Figure 2.5 shows the interaction of the
two masters and the slave.
The degree of control sharing is determined by a time-varying scalar ‘domi-
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Figure 2.5: Schematic of the dual-user teleoperation framework.
nance’ factor, α(t) ∈ [0,1] (When α = 1, master 1 has full control over slave.
α = 0 means master 2 has full control). This dominance factor can interpreted
as the amount of assistance the patient will receive from the therapist in perform-
ing of a task. For example in [60], the dominance factor α is used to construct











where T1(t) and T2(t) are the time-varying communication delays from master 1
and master 2, respectively. For this study, we ignore the effects of time-delays.
The reference qds (t) is tracked by the slave and the same α is used to compute
haptic feedback forces Fm1 and Fm2 for the master 1 (i.e., patient) and master 2
(i.e., therapist). The dominance factor α and amount of assistance to the patient,
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is traditionally varied either by the therapist based on experience or by some rule-
based assistance methodologies [5, 12, 20].
2.4 Artificial Intelligence Module
The AI module describes a set of strategies aimed at automatically adjusting
robotic assistance in realtime based on a patient’s performance and participation in
therapy. The module ensures that assistance is provided to the patient in a manner
that prevents over-reliance on robotic assistance. iART uses 4 different strategies
outlines as follows:
1. Position error-based tracking: uses position-tracking error patterns as a
metric for identifying whether the subject is actively participating in the
therapy. If the system deems non-participation in therapy, assistance is
switched off and vice-versa [61].
2. MyoTrack: identifies subject participation using sEMG signals [62, 63].
3. Learning from Demonstration: describes an imitation learning paradigm
wherein iART can mimic and recreate a therapist’s assistance behavior [64].
4. AR3n: uses reinforcement learning to dynamically adjust robotic assistance
in realtime. AR3n does not require any patient or therapist interaction dur-
ing training.
2.5 Conclusion
In this chapter, we have introduced the basic building blocks of iART. The rest
of this document will provide details on these modules. In the next chapter, we
describe a preliminary evaluation iART.
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Chapter 3
A Pilot Study on the Feasibility of iART
Before delving deeper into the specific components of iART, we first describe a
pilot study [14] conducted to explore the usability and efficacy of iART in a con-
trolled laboratory setting. In this chapter, the results of a preliminary investigation
of the Space Explorer (SE) module of iART are presented.
3.1 System Description
The system comprises of two main components - a haptic device, and a simulation
system (Fig. 3.1-A). The haptic device used in this study is a 6-DOF Geomagic
Touch1 that can provide force feedback to the user. The device has 6 revolute
joints which include 3 actuated joints and 3 passive joints. The actuated joints
provide the force feedback to the user.
The simulation system comprises of a 3D trajectory following game called
’Space Explorer (SE)’ (Fig. 3.1-B). The game has been designed for the reha-
bilitation of fine motor skills; crucial for performing ADL tasks. The game was
developed using the Unity3D interface and C# programming. The end-effector
of the robot acts as the game controller which is used by the subjects to follow a
reference trajectory generated by the system.
SE involves three planets positioned in 3D space and the user is required to track
straight line trajectories connecting them. The goal of the game is to minimize
1http://www.geomagic.com/en/products/phantom-omni/overview
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Figure 3.1: (A) - Haptics-based rehabilitation system. (B) - A change of color
from blue (B-Top) to red (B-Bottom) signifies a transition from the no-error zone
to the error zone. (C) - Settings menu that is used to modify the system
parameters.
tracking error (distance from the straight line) and the task completion time (TCT).
The subjects lap around the three planets for a predetermined number of times.
The system imitates a massed practice therapy inducing implicit learning in user
[18].
A virtual ’no-error zone’ (see Section 2.1.2) is constructed around the straight
lines connecting consecutive planets. The no-error zone may be imagined as a
cylinder with spherical ends having radius r and height equal to the length of
the line connecting the planets. While the end-effector is inside the cylinder, the
tracking error is set to zero; otherwise the error is defined as the minimum dis-
tance from the subject’s position (cursor position) to the surface of the cylinder.
A change of color from blue to red indicates deviation from the no-error to the
error zone and vice versa (Fig. 3.1-B). The radius of the cylinder can be changed
depending on the patient performance and severity of impairment (Fig. 3.1-C). A
mini-map on the top-left corner of the screen displays a top view of the game to
enhance depth-perception.
The game operates in three modes - (1) Free Mode - the haptic device does not
apply any assistive/resistive force; (2) Shared Mode/Error Reduction Mode - the
haptic device assists the subjects by guiding them towards the desired trajectory
in the events of deviations from the trajectory; and (3) Guided/Automatic Mode -
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the haptic device assists the user by guiding them towards the desired trajectory
as well as along it towards the next target. Details on these modes can be found
in the previous chapter in Section Section 2.1.2. The degree of assistance and
the assistance modes can be adjusted as per the need in a settings menu available
through the interface (Fig. 3.1-C).
3.2 Performance Metrics
In order to evaluate the changes in performance of subjects while using our sys-
tem, we reintroduce the five performance metrics introduced in the previous chap-
ter:
1. Task completion time (TCT) - refers to the time taken to complete a prede-
termined number of laps around the three planets and is measured in sec-
onds.
2. Total error (TE)- refers to the area under the position error versus elapsed
time curve.
3. Error instances ratio (EI) - refers to the ratio of number of epochs for which
the cursor position was recorded in the error zone and the total number of
epochs (elapsed time) of the experiment.
4. Hand trajectory smoothness (HTS) - is given as the number of times a
change in the cursor’s motion direction is observed. A lower value signifies
higher smoothness.
5. Error ratio (ER) - is defined as the ratio of the actual trajectory traversed




In this section, we present the usability study. The goals of the study were to
verify the efficacy of our system as a rehabilitation tool and to study the effects
of using the different modes of the game on subject performance. The study was
approved by university’s Institutional Review Board (IRB).
3.3.1 Experimental Setup
Fifteen (n = 15) healthy subjects (8 males and 7 females; average age of 24.4
years; age range from 20 to 28) were recruited for the study. All subjects were
right-handed and were students at the university campus. The subjects reported
no history of any motor impairments. The subjects were randomly split up into
three groups of five subjects each and were assigned to the control sets, FM (Free
Mode), SM (Shared Mode) and GM (Guided Mode). The study comprised of
three sessions spread over six days. The program included one day of practice
followed by one day of rest.
Each session comprised of three tasks. The first task involved the subjects
playing the SE game without any assistance from the robot. This was labeled
as the baseline task. The second task involved the subjects playing the game
with/without assistance, depending on the group they were assigned to. Groups
SM and GM received assistance as per the control laws described in Sections
2.1.2.2 2.1.2.2, respectively. FM did not receive any assistance from the robot.
The final task was also an unassisted task. The goal of this task was to measure
any short-term improvements over the baseline within one session. For each task,
the subjects played the game for three laps over the three targets using their non-
dominant arm. The subjects were required to control all aspects of the interface
on their own. Such as navigating through the menus, adjusting the music volume,
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switching between tasks, etc. The subjects were given a brief explanation of the
interface and provided with a few minutes of practice in the unassisted and the
assistance mode corresponding to their assigned group. For SM, the Kp, Ki and
Kd gains were chosen as 0.8, 0.01 and 0.03, respectively. For GM, the respective
gains were chosen to be 4.0, 0.01 and 0.01, and the constant speed s was set to
0.002. For all three modes, the error zone radius r was fixed at 1.50.
After each task, the subjects reported their self-perceived workload through the
NASA-TLX form [65]. NASA-TLX scores are evaluated on a scale of 5 to 100
with 100 being the highest. The subjects also filled out a modified version2 of the
System Usability Scale (SUS) [66] at the end of the first session. SUS is a highly
robust and versatile tool that enables quick and easy collection and evaluation of
a user’s subjective rating of a product’s usability [67]. The subjects were encour-
aged to give verbal feedback (if any) regarding their general experience with the
system.
3.4 Results and Discussions
In this section, the qualitative and quantitative results of the above experiments
are discussed. We also discuss some critical issues highlighted by the subjects
regarding the general usability and design of the game.
3.4.1 System Usability Scale
The system scored a mean score of 85.16 (range between 72.5 and 97.5; stan-
dard deviation of 7.58) on the SUS across the 15 subjects. This score is widely
interpreted as ’Excellent’ [67], highlighting the intuitiveness and usability of the
system. The subjects found the system to be engaging and reported that it would
2We replaced the first question in the standard SUS with ”I found the system to be relaxing.”
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Figure 3.2: Variation of NASA-TLX across the three sessions. Plots titled
’Session 1’ and ’Session 2’ refer to the variation across all 15 subjects. The rest
are for individual groups. (Key: S1 - Session 1; S2 - Session 2)
be safe and easy to use in the home setting without the presence of a technician.
6 out of the 15 subjects reported that the depth perception aid (mini-map at
the top left of the screen) was not intuitive enough and led to some confusion
while performing the task. However, these subjects also mentioned that they could
overcome the issue with practice.
3.4.2 NASA-TLX Load Index
We evaluate the NASA-TLX scores as the change in self-perceived workload be-
tween the first task of the first session and the third (last) task of the third (last)
session. An average reduction in the NASA-TLX scores (perceived workload) of
21.86 (range between 1 and 55; standard deviation of 14.94) across the fifteen sub-
jects was reported. These reductions were also compared across the three groups
(FM, SM and GM). A mean reduction of 25.6, 23.8 and 16.2 was observed across
the FM, SM and GM groups, respectively (Fig. 3.2). These reductions between
groups do not demonstrate any significant differences at a significance level of
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Figure 3.3: Long term effects of proposed haptic therapy. (Key: TCT - Task
completion time; TE - Total Error; EI - Error instances ratio; HTS - Hand
trajectory smoothness; ER - Error Ratio; S1 - Session 1; S3 - Session 3).
5%.
3.4.3 Quantitative Assessment
We now evaluate the changes in the quantitative performance metrics (Section
3.2) across the three sessions and within each session.
3.4.3.1 Long-term effects
Long-term effects are defined as the differences in performance metrics between
the first task (baseline) of the first session and the last task of the last session. A
reduction in all the five metrics was observed, suggesting the feasibility of the sys-
tem as a rehabilitation tool. These differences are expressed as percentage changes
w.r.t. the baseline recordings. Fig. 3.3 represents these observations graphically3.
For TCT, a mean reduction of 43.03% across all the subjects was observed; with
the FM, SM and GM groups demonstrating a mean reduction of 53.79%, 41.92%
3We scale EI and ER values by 1000 and 100, respectively for the sake of easier visualization.
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Figure 3.4: Performance metrics that demonstrated significant differences over
the short-term analysis. (Key: T1 - Task 1; T3 - Task 3).
and 33.39%, respectively4. TE demonstrated a mean reduction of 35.35% across
all subjects with individual group reductions at 22.45%, 37.54% and 46.05%.
EI reduced by 32.68% across all subjects and by 17.02%, 41.81% and 39.21%
across the groups. HTS exhibited a mean reduction of 52.73% across the subjects
and 54.85%, 49.67% and 53.68% across individual groups. ER demonstrated
an across subject reduction of 10.70% and within group reductions of 11.15%,
10.68% and 10.29%. These evaluations were conducted over the five subjects
within each of the three groups.
None of the metrics demonstrated any significant differences across the groups
at a 5% significance level. This suggests that fewer sessions of assisted therapy
(SM, GM groups) can have the same effect as more sessions of unassisted/passive
therapy (FM Group). Note that SM and GM groups received assistance only once
per session, whereas FM group performed the unassisted therapy three times dur-
ing each session.
Fig. 3.5 shows performance improvement from the first session (Baseline) to
the final session. Fig. 3.5a demonstrates improved performance in terms of track-
4For the sake of convenience, from this point forward, we follow the same order within groups
without explicitly stating them; i.e. free mode (FM), shared mode (SM) and guided mode (GM).
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(a) Improvement in tracking performance. (b) Improvement in trajectory smoothness.
Figure 3.5: Change is performance over the duration of the study.
ing error between the two sessions. Fig. 3.5b shows performance improvement
in terms of trajectory smoothness. Even though the subject demonstrated higher
tracking error in the final session, they demonstrated improvements in terms of
hand trajectory smoothness. This highlights the need for multiple performance
metrics and also points to a bias that may originate by looking at tracking error
alone. This bias and its corresponding inhibitory effects to therapy are studied in
detail in the subsequent chapters.
3.4.3.2 Short-term effects
We define short-term effects as changes in performance metrics observed across
the same session i.e. the differences between the first and the last task during each
session. As with the long-term effect case, a reduction in all five performance
metrics was observed. No significant differences were observed within groups for
the first and the last session. However, TCT (p = 0.015) and HTS (p = 0.018)
demonstrated significant differences at a 5% significance level between the FM
and SM groups for the second session. In both cases, the SM group demonstrated
higher reductions at 31.89% for TCT and 42.80% for HTS; as opposed to FM that
demonstrated mean reductions of 9.56% and 15.86%, respectively. Comparing
the SM and GM groups, a significant difference for the TCT case with p-value as
0.028 was reported. Once again the SM group exhibited a higher mean reduction
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at 31.89% when compared to the GM group reduction of 14.68% (Fig. 3.4).
These results may indicate the superiority of the assist-as-needed strategy im-
plemented for the SM group. We attribute the lower performance of the GM group
to the lack of mental engagement arising due to the autonomous operation of the
haptic device. The GM group control law enables the robot to essentially com-
plete the task on its own. During the experiments, we observed a tendency among
the subjects to loosen their grip on the end effector and even lower their gaze from
the computer screen. While this causation is speculative, we are currently study-
ing the effects of the above modes on mental engagement using a non-invasive
brain-computer-interface (BCI) to verify the above claim.
3.5 Conclusion
In this chapter, we described the implementation and testing of a straight line fol-
lowing game - ’Space Explorer’. The game was designed to motivate subjects to
perform seemingly mundane and repetitive therapy tasks. The preliminary usabil-
ity study evaluated the usability and feasibility of the system as a rehabilitation
tool. Improvement was observed in all five performance metrics used for the eval-
uation and the self-reported perceived workload levels measured using the NASA-
TLX form. Differences in performance arising due to the type of assistance being
provided to the subjects was also studied. No significant differences across the
assisted and unassisted groups were observed, suggesting that haptic assistance
with fewer therapy rounds might have the same effects as unassisted tasks with
more therapy rounds.
Finally, intermittent assist-as-needed (SM group) strategy is observed to per-
form better than the continuously assisted paradigm (GM group). This is at-
tributed to the relatively lower engagement levels arising due to the autonomous
36
operation of the robot in the GM group.
This study served as the basic framework upon which the rest of this disserta-
tion work was developed. By observing the effects of assistance on the subjects’
interaction with the system, we identified crucial gaps in the current understand-
ing of assistance mechanisms. The following chapters highlight these challenges
and propose means to address them.
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Part II




Position Error-Based Identification of Subject
Participation in Robotic-Rehabilitation
This chapter presents a human-robot symbiotic rehabilitation system, that iden-
tifies subject’s engagement and provides motivation towards therapy. The term
symbiotic is used to describe the system as it ensures that the human and robot
work together to attain the therapy goals. The system exclusively uses joint rates
from the proprioceptive sensors of the robot to identify user engagement/participation.
It does not require the use of any additional hardware or manual calibration. Using
data-analytics, the system can monitor whether a user is actively participating in
the therapeutic exercises and adapt accordingly. The robot-assisted therapy task
described here requires the subject to track reference trajectories by controlling the
position of a cursor on the computer screen using a haptic device. The system has
been designed to imitate a massed practice therapy regime that benefits from the
inherent advantages of implicit therapy [19]. Implicit learning refers to skill acqui-
sition without awareness or not directed at a conscious level [18]. For instance, in
the current scenario, implicit learning is incorporated by programming the trajec-
tory tracking task into a handwriting simulation game. Studies have demonstrated
the efficacy of implicit learning paradigms over explicit ones [68, 69].
Traditionally, position error is used as a metric to evaluate patient performance
- low position error is indicative of superior performance and vice-versa. We hy-
pothesize, test and prove that this error may also be used as a real-time indicator of
the subject’s participation in the therapy task. Consider three cases of straight line
tracking tasks between two points as shown in Fig. 4.1 performed by a healthy
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subject. The user is required to control the position of an on-screen cursor using
the robot’s end-effector to follow the straight lines between the two points (red
circles in the figure). Case A involves the autonomous operation by the robot; in
case B, the user performs the experiment without any assistance from the robot;
case C is a shared-control scenario in which the user is assisted by the robot in
tracking (haptic assistance). The blue line in the figure is the straight line tra-
jectory to be followed, and the black line is the actual trajectory traversed by the
user/robot. It is evident that case A has the lowest error, followed by case C and
case B. However, in case A, only the robot tracks the trajectory (without any pa-
tient participation) and hence, no patient recovery of any form will be observed.
For rehabilitation, case B is also undesirable since there is no assistance or any
correcting agent. Shared-control demonstrated by case C serves as the best ap-
proach wherein force applied by the user is augmented by the robot for any deficit
force. While a therapist can easily differentiate the above cases (autonomous con-
trol, no assistance, shared-control) on the basis of the position tracking; a robotic
system cannot separate these cases explicitly. Further, the therapist usually anal-
yses the data in an off-line environment after the therapy session. This off-line
analysis ignores the real-time force-interaction1 of the user with the robot, and
may render the therapy session ineffective. This calls for the development of real-
time algorithms to classify the user responses and to enable the robot to share the
control accordingly. This is the major contribution of this work.
4.1 System Description
The system comprises of two main components - (1) a haptic device, and (2) a
simulation system (Fig. 4.2). The haptic device used in this study is a 6 degrees-
1Force-interaction refers to the active or passive participation of the patient.
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Autonomous Robot Control
(a) Only robot applies force.
No Robot Assistance
(b) Only user applies force.
Shared Control
(c) Shared-control.




















Figure 4.2: Experimental setup.
of-freedom (DOF) Geomagic Touch [70]. The device has 6 revolute joints which
include 3 actuated joints and 3 passive joints. The actuated joints provide force
feedback to the user. While the Geomagic Touch is limited by its force feedback
capability (3.3N saturation), it’s small form factor, lower cost and 3 dimensional
workspace make up for it’s viability for home-based fine motor skill rehabilitation.
The simulation system is a Writing Simulator game (WS) (see Fig. 4.2). The
game is developed using the Unity3D interface and C# programming. The end-
effector of the robot acts as the game controller.
WS involves a trajectory tracking task wherein a symbol or an alphabet drawn
by the therapist on the screen is used as the reference trajectory for the user to
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follow. The game operates in two modes - (1) Free Mode - the haptic device does
not apply any assistive force; and (2) Assistive Mode - the haptic device assists
the user in following the trajectory. Robot states such as the joint position and
velocities and game data such as cursor position, cursor velocity, position error,
velocity error, elapsed time, and robot joint angles are measured at a sampling
rate of 100 Hz and are used for real-time data-analytics. The system comprises
of two parallel processes; graphical rendering (sampling rate 100 Hz) and haptic
rendering (sampling rate 1000 Hz). Since the higher sampling rate of 1000 Hz is
not required for evaluation, we log these states only during the graphical rendering
process.
4.1.1 Haptic Rendering
The haptic interaction with the simulation environment (haptic rendering) is mod-
eled as a mass-spring-damper system. The robot provides an assistive force as
the subject is playing the game. In other words, the robot assists the user as they
guide the end effector from one point to another. The assistive force command is





where, Kp, Ki and Kd2 denote the proportional, integral and derivative gains re-
spectively; e represents the difference between the desired position (xd) and the
actual robot position (x) at time t; and u is the control input provided to the robot
to generate the haptic feedback. The gains determine the degree of robotic assis-
tance and can be adjusted based on the subject’s response to therapy. The deriva-
2The negative Kd term in (4.1) is obtained by setting the ẋd(t) term to zero in the derivative
law Kd(ẋd(t)− ẋ(t)).
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tive gain term (Kd) is set to a small positive value to simulate the sensation of
moving through a lightly viscous environment.
The control law (4.1) has been designed to guide the subject along the trajec-
tory from one point to the next at a predefined speed (s). The desired position is
calculated as follows -
xd(t) = xd(t−1)+ s(t)â (4.2)
where,
â = (p2−p1)/‖p2−p1‖2 (4.3)
where, p1 and p2 are the position vectors of the previous and current point, re-
spectively; xd(t− 1) refers to the desired position at the previous time-stamp; â
is the unit vector along the line connecting the two targets; and xd(t) serves as
the desired position in (4.1). The predefined speed (s(t)) is varied to mimic the
original velocity profile generated by the therapist.
4.1.2 The Writing Simulator
For our study, we have used the example of handwriting rehabilitation. To re-
gain writing skills, an agent who can kinesthetically assist the patient is required.
In current rehabilitation programs, a therapist acts as the agent by assisting the
patient to regain his or her writing skills. As the patient’s skills improve, the as-
sistance is relaxed. We have adopted the same approach for home-based robotic-
rehabilitation to regain a subject’s writing skills.
Evaluation of handwriting patterns of experts reveal consistent force and veloc-
ity patterns [71, 72]. Experts tend to have higher smoothness in their handwritten
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Figure 4.3: Left: Point to point position tracking using the subject’s non
dominant hand, Right: Velocity Tracking. Since the subject concentrated on
tracking each point on the curve as opposed to the overall trajectory profile, we
observed sharp jumps in the position tracking and the velocity profile.
symbols when compared to novice subjects (Fig. 4.3). Smoothness is given as
the number of times the hand velocity changes sign while tracking the reference
trajectory. Thus, to achieve a truly assistive system, we have programmed WS to
assist the user in position as well as velocity tracking.
4.2 Methodology
During its autonomous operation, the robot tracks the reference trajectory with
relatively small errors in position (Fig. 4.1 - Case A). Application of force by the
subject induces disturbances leading to larger deviations from the desired trajec-
tory, thus magnifying these errors (Fig. 4.1 - Case C). We use these deviations as
a metric to determine whether or not the patient is actively participating in ther-
apy. If the deviations are large, it is identified as a patient force on the robot.
Conversely, smaller deviations are identified as robot-applied forces without pa-
tient participation. A small error-zone around the reference trajectory is used for
identifying autonomous operation by the robot (no patient force), as the tracking
error by the robot is small but never zero. Anything outside this error-zone is
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(a) (b)
Figure 4.4: (a) Position tracking of the robot over two autonomous runs, (b)
Curvature (Black) of the reference trajectory and error profiles generated during
these runs (Red and Blue). The regions with high errors (black circles) are
associated with very high curvatures.
considered as a user applied force.
In order to determine the error-zone, the variability of the tracking error of the
robot is estimated. The magnitude of tracking errors are not same across different
runs of the robot. Although their trends tend to be similar (Fig. 4.4), minor vari-
ations in the position tracking are observed even for same control parameters. It
is also observed that the error tends to be higher around regions with large curva-
ture (for eg. sharp corners, black circles in Fig. 4.4-(b)). As a result, a varying
error-zone is used along the reference trajectory. This is called the baseline error.
Data-analytics is used to determine whether the patient is applying force. Dis-
similarity between error profiles of robot and subject is used as the indicator of the
user force. The schematic of our approach is given in Fig. 4.5. The trajectory data
of tracking by the subject is sampled with an experimentally determined moving
time window of size 500 ms. A 500 ms window allows for a balance between
quick computation and high accuracy. Both the baseline and the real-time data
are filtered using an exponential smoothing filter [73]. This reduced the sensitiv-
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ity of the system to inadvertent hand motions and also improved overall system
performance in separating cases of active participation from passive ones3.
The data within the window are iteratively compared with the baseline using the
dynamic time warping (DTW) algorithm [74]. The goal of the DTW algorithm is
to perform a non-linear mapping of one signal on to another by minimizing the
euclidean distance between the two. DTW allows us to determine the optimal
alignment between two time-series data. If the distance between the data and the
chosen baseline segment is less than a threshold, that would indicate robot-applied
forces. Conversely, a larger value would indicate patient-applied forces.
An obvious shortcoming of using the above approach is the case with an ideal
subject (who perfectly executes the trajectories). Such a subject would also be
mis-classified as the robot. While such an ideal subject may perform better track-
ing than the robot, this scenario is highly unlikely. In our experiments, we ob-
served that even for healthy subjects using their dominant hand, the deviations are
large enough for the system to recognize user-applied force. The robot exhibited
a mean lowest error of 0.029 mm, while healthy subjects demonstrated a mean
lowest error of 0.149 mm. These observations reaffirm our claim regarding the
tracking limitations of human subjects. We explain these results in detail in Sec-
tion 4.3. On the flip side, very poor subject tracking or intentional large errors
may be interpreted as subject applied force. However, it should be noted that the
goals of therapy are two fold - maintaining subject engagement while minimizing
tracking error.
3We observed a ˜3% improvement in the classification accuracy when using exponential
smoothing.
46
Figure 4.5: Schematic representation of our data-analytics based approach.
4.2.1 Threshold Determination
The performance of DTW algorithm depends on the selection of the distance
threshold. Fig. 4.6 shows a cumulative distribution function (CDF) of the DTW
distance across two experimental trials - the red curve represents an autonomous
robot control and the blue curve represents a shared-control. A low threshold
(dotted black line) would make the system very sensitive to noise, classifying
most cases as the user-applied force condition (blue), and a large threshold (dot-
ted green line) would bias the system towards identifying it as autonomous oper-
ation of the robot (red). Selection of an intermediate threshold (solid black line)
allows for a well balanced trade-off between these two cases. However, manual
determination of this threshold can be cumbersome and exhaustive. The therapist
may draw a variety of symbols, and thresholds for each of these symbols need
to be uniquely determined. Storing these thresholds into the database is not a vi-
able choice, as even for the same symbols, these thresholds would differ across
different trials, subjects and robots. To overcome this challenge, dynamic thresh-
old determination which computes the distance threshold for each trajectory is
employed. Further, the patient may prefer a different speed (slower or faster de-
pending on degree of impairment) than that defined at the beginning of the session.
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Figure 4.6: Cumulative Distribution Function of distance threshold.
Observations to the left of the selected threshold are classified as robot-applied
forces and those to the right are identified as user-applied forces.
Use of DTW ensures robustness to differences in the predefined speed (s(t)) and
the actual speed demonstrated by the patient.
4.2.1.1 Automatic Calibration
Once a hand stroke is drawn by the therapist, the robot automatically traverses
the trajectory twice. The baseline error is recorded during the first-run. During
the second-run, the system computes the DTW distance for each data point in the
stroke. The DTW distance is calculated between a 500ms window for the second-
run data, and 1000ms for the baseline data. Since DTW is an expensive operation
(O(N2)), comparing the 500ms window to a 1000ms reduces computation time.
This also ensures more accuracy in the computation of the distance threshold be-
cause a larger window may contain more noise. nth percentile of DTW values for
each window is selected as the threshold for data belonging to that window. These
thresholds are used for classification.
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4.3 Experimental Evaluation
The performance of our system is evaluated by conducting a set of experiments
involving the Writing Simulator (WS) game. The algorithm is implemented in
C# and all computations are done in real-time. Five healthy subjects (average
age of 27.8 years; age range from 24 to 33) were recruited for a single-session
study. All subjects were right-handed males. The subjects reported no history of
any motor impairments. Each subject played the game under two conditions - (1)
Active Subject Participation (ASP) - during which the subject applied force along
with the robotic assistance; and (2) Passive Subject Participation (PSP) - during
which the subjects either just held the end-effector of the robot without applying
any force or they completely let go of it. The Kp, Ki and Kd gains of (4.1) were
chosen as 6.0, 0.01 and 0.06, respectively.
As mentioned in Section 4.2, an ideal subject who tracks the trajectory perfectly
will be mis-classified as the robot. We argue that such an ideal tracking is highly
improbable. In order to quantify the above claim, we extract the mean of the
lowest 1st to 5th percentile error exhibited by the robot and the subjects across all
runs. The lowest mean error exhibited by the robot was 0.029 mm (range of 0.00
mm to 0.09 mm), while that for the healthy subjects was 0.149 mm (range of 0.04
mm to 0.26 mm). These observations reaffirm our claim that even for healthy
subjects, it is nearly impossible to obtain a better tracking than the robot. While it
is certainly possible that some humans might defeat the system; addressing these
issues is beyond the scope of this dissertation.
The subjects were required to track the trajectories described in Fig. 4.7. The
trajectories were first drawn by an expert (in this case one of the authors). Once
the trajectories are drawn, the robot performs the calibration step, following which
the subjects used their dominant hand to mimic the trajectory profile. Each tra-
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Figure 4.7: Test trajectories used for the case study.
jectory was drawn two times; once without any human force (PSP) and once with
shared-control (ASP). For the experiment, we use the 80th percentile value as the
threshold criteria.
4.4 Results and Discussion
The system demonstrated a mean classification accuracy of 80.04% across all sub-
jects. It should be noted that this is the best accuracy demonstrated by the system
irrespective of the percentile value chosen. Increasing or decreasing the percentile
only affects the false positive and false negative rates, with the over all accuracy
remaining around 80%. Choosing the 80th percentile value provided a balance
between the false positive and false negative rates. The system demonstrated a
mean accuracy of 82.92% in identifying the ASP condition (Class Label - 1) and
77.17% in identifying the PSP case (Class Label - 0) (see Table. 4.1). It should be
noted that in case of the PSP, the subjects held on to the end-effector of the robot
without applying any forces. The system demonstrated robustness in identifying
and eliminating these pseudo-force conditions.
Table 4.1: Confusion matrix
Class Label 0 (Predicted) 1 (Predicted)
0 (Actual) 77.17% 22.83%
1 (Actual) 17.08% 82.92%
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While most robotic-rehabilitation systems involve the adjustment of the system
gains based subject performance, distance threshold can be used as an additional
tunable parameter. In the early stages of therapy, the subject would exhibit weaker
motor control and would mostly rely on the robot for assistance. This condition
manifests itself as high robot gains and a lower distance threshold. A lower thresh-
old would bias the classification regime toward the ASP condition (Class Label -
1). Thus even a low force applied by the patient will be detected by the system. As
the subject progresses in therapy, the threshold can be increased to motivate the
patient to apply more force. As a proof of concept, we implemented a real-time
adaptive control algorithm, wherein the results from the classifier are used to adapt
the robot states. When the robot detected the PSP condition (Class Label - 0) for
ten consecutive 500 ms windows, the system displayed a message urging the sub-
ject to apply more force. However, if no change in the force condition is detected,
the robot came to a halt and did not resume until enough force was applied. If
this pattern continued, the distance threshold was reduced iteratively until either
consistent performance was observed, or the threshold reached its lower bound.
4.5 Conclusion and Future Directions
This chapter demonstrates that measurements by the proprioceptive sensors of a
robot can be used as determinants of patient engagement. Using time-stamped
position error signals as a performance metric, a subject’s participation (active or
passive) in the therapy could be detected. The system operates in real-time and
does not require any pre-deployment or manual calibration. By developing a novel
threshold determination algorithm, we highlight the robustness and adaptability of
this system as a rehabilitation tool. Using classification results obtained from this
algorithm, we have developed an adaptive control strategy that motivates active
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subject participation during therapy. In our experimental evaluation, the classifi-
cation algorithm demonstrated a mean accuracy of 80.04% in separating the active
and passive participation of the subjects.
The system was tested with healthy subjects, and needs to be studied with stroke
patients to obtain a true measure of efficacy and usability. A key criterion to mea-
sure the efficacy of any learning paradigm is the transfer of learning to perform
daily activities. It is important to study how the patients use the skills gained from




MyoTrack: Realtime Estimation of Subject
Participation in Robotic Rehabilitation using
sEMG and IMU
In this chapter, we propose the use of sEMG as a means to track subject par-
ticipation in the home setting. sEMG is a non-invasive procedure that enables
the detection and recording of muscle activation described in terms of electrical
activity. sEMG electrical potentials for muscle groups at rest or during activity
are significantly different and are generally positively correlated with the level
of muscle activation. The concept of using sEMG to quantify user engagement
has been explored in the past [46]. [75] used facial electromyography to extract
the emotional state of a user through facial muscle activation. Use of sEMG to
measure flow in games was demonstrated by [76].
We propose the use of sEMG’s ability to distinguish between active and passive
muscle groups as a detection mechanism for a subject’s force-interaction during
robotic therapy. Consider again the Fig. 4.1 from the previous chapter. We reintro-
duce it here for convenience (Fig. 5.1). Case A (henceforth referred to as passive
participation or PP) involves standalone robotic execution of the task without any
patient participation, and case B (active participation or AP) describes a shared
robot-patient control. We can increase the complexity of the problem by assum-
ing that in PP, the subject merely holds onto the end-effector without applying
the desired forces. In other words, the robot guides the subject’s hand along the
trajectory without any force application from the user. We hypothesize that these












































Figure 5.2: Unit-less sEMG activity recorded for different experimental cases. a)
Passive Participation. b) Active Participation. c) Noise. Cases a and b
demonstrate the positive correlation between sEMG activation and participation
level. In case c, the higher sEMG is generated due to random gestures by the
subject and not due to their active participation in the tracking task.
Fig. 5.2 shows unit-less1 sEMG activity recorded at one channel of an 8-
channel sEMG device placed on a subject’s forearm while they performed the
1The sEMG data from Myo is returned as a unit-less uint 8 for each sensor representing acti-
vation and does not translate to volts (V) or millivolts (mV) [77].
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aforementioned straight line tracking task. The subject performed the task under
the PP (Fig. 5.2a) and AP (Fig. 5.2b) settings described earlier. A visual com-
parison of these two cases demonstrates that PP exhibits lower muscle activation,
signifying lower participation. Conversely, the higher muscle activation seen for
AP represents higher participation. These observations serve as the starting point
for our hypothesis regarding the positive correlation between sEMG activation
and participation.
Although less cumbersome than BCI, sEMG sensors require significant pre-
deployment before use as well. sEMG sensors are sensitive to the location of
mounting and must be carefully placed at the correct location to obtain a reliable
signal. In some cases, the skin needs to be cleaned and/or shaved to remove body
hair prior to mounting. These preparatory steps severely inhibit the feasibility
of sEMG in the home setting as stroke patients may not be willing to perform
this pre-deployment every time prior to a therapy session. We circumvent this






















Figure 5.3: Statistical analysis of root mean square (RMS) value of sEMG across
8 channels for ten subjects. The asterisk denotes significant differences. We
observed a significant difference between AP and PP. However, the lack of
significant differences between AP and Noise highlights the need to devise a
methodology to distinguish between these cases.
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sEMG using 8 channels and is also equipped with an inertial measurement unit
(IMU).
The proposed scheme of using sEMG activation as a measure of subject partic-
ipation presents certain challenges. Although we have demonstrated that higher
patient participation leads to higher sEMG activation; this approach will label any
action that yields high sEMG as AP. For instance, actions such as making a fist,
drinking water from a cup, playing with a Rubik’s cube, etc. may lead to high
muscle activation (see Fig. 5.2c) similar to that observed for AP (Fig. 5.2b). We
refer to this third case as noise. The presence of these false positives highlights a
critical drawback in the proposed sEMG-based methodology.
To present these observations formally, a statistical analysis was performed to
demonstrate the difference in muscle activity under PP, AP, and noise (see Fig.
5.3). A paired t-test was conducted on the average root mean square (RMS) value
across eight channels of an sEMG sensor over ten healthy subjects performing
a trajectory tracking task under the three settings (PP, AP and noise). As ex-
pected, the analysis revealed a significant difference between AP and PP (Holm-
Bonferroni corrected p= 0.00507< 0.025; Cohen’s d = 1.3614); thus reaffirming
the hypothesis regarding the ability of sEMG to distinguish between high and low
muscle activation. However, no such differences were observed between AP and
noise. This observation highlights the inability of sEMG to separate these cases
and the corresponding need to resolve this issue.
A naive approach to reducing the degree of false positives arising from the noise
case may be to generate a library of actions (and their corresponding sEMG) la-
beled as noise and training a classifier to separate them from AP. However, build-
ing a library with all possible actions that may be classified as noise will be a vastly
time-consuming process. Additionally, the low signal-to-noise ratio demonstrated














Figure 5.4: Normalized true robot trajectory and reconstructed IMU trajectory
for two test cases. IMU trajectory matches the robot trajectory signifying a high
degree of subject participation. However, noise trajectory does not match with
the robot trajectory signifying random motions by the subject and low
participation.
It is here that the Myo’s IMU presents a unique opportunity towards identifying
these false positives without the need for extensive data collection.
To motivate this concept of using an IMU, we first assume that there exists
a reliable algorithm to extract the subject’s arm position information from an
IMU [78–81]. This information can be used to generate the subject’s hand trajec-
tory which can then be matched to the one generated by the robot to distinguish
whether any high sEMG observed during the task is associated with AP or noise.
A match in the two trajectories along with high sEMG will signify AP (Fig. 5.4).
Conversely, if the two trajectories do not match, the case will be labeled as noise



























Figure 5.5: Schematic representation of MyoTrack.
5.1 System Description
In this chapter, we present MyoTrack (see Fig. 5.5), a realtime algorithm that
utilizes sEMG and IMU sensors to quantify patient participation in robot-assisted
stroke therapy. MyoTrack describes a sequential classification scheme, wherein
first, sEMG activity is used as a metric to recognize whether sufficient muscle
activation exists for the subject to be actively involved in the robotic therapy task.
If the algorithm detects low muscle activation, the case is labeled as PP. In case
of higher muscle activity, the higher sEMG may be associated with random ges-
tures executed by a subject. In order to resolve this issue, MyoTrack involves a
secondary stage. During this phase, the Myo’s IMU is used to reconstruct the sub-
ject’s hand trajectory and matched with the robot ground-truth trajectory. Cases
wherein the two trajectories are deemed similar are categorized as AP; otherwise,
they are labeled as noise.
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In other words, MyoTrack involves an AND gate between sEMG activation and
robot-hand trajectory matching. Cases that demonstrate high sEMG accompanied
with high similarity in the IMU matching routine are termed as AP. Other cases
are classified as PP (low sEMG activation) or noise (low trajectory similarity). In
this chapter, we test the proposed methodology in and offline and realtime setting.
We also propose a realtime application using MyoTrack in the back-end. We test
and establish its scalability on new subjects whose data were not used during the
training of MyoTrack’s classifiers.
5.1.1 System Components
In this study, we have considered a robot-assisted trajectory tracking task in the
form of a hand-writing task as the case study. The study has been designed to
study a subject’s participation level as they interact with a robotic/haptic system
during a rehabilitation task. The system comprises of three main components
(see Fig. 5.6a): (1) a hand-writing simulation environment; (2) a haptic device to
provide assistance during the task; and (3) a wearable sEMG device to record the
subject’s muscle activity during the experiment.
The writing simulation environment was developed using the Unity3D interface
(Fig. 5.6a - Inset), in which the end-effector of the haptic device acts as the writing
stylus controller. It consists of a virtual environment wherein, the therapist can
draw a template of interest on the screen, which is then used as the reference
trajectory to be followed by the patient. The haptic device assists the user along
the trajectory based on the proportional-derivative (PD) control law.
A 6 degrees-of-freedom (6 revolute joints - 3 actuated and 3 passive) Geomagic®
TouchTM is used in this study to provide haptic feedback to the user at a sampling












Figure 5.6: (a) Experimental setup. (b) Reference trajectories used for the
experiment.


































Figure 5.7: (a) B-Spline passing through the reference points. (b) Reference
velocity and analytically calculated B-Spline velocity.
work [61].
In order to achieve a high fidelity haptic rendering, and thus better haptic assis-
tance, the sampling rates of the simulation system (50 Hz) and the haptic device
(1 kHz) are synchronized by re-sampling the trajectory data using B-Spline in-
terpolation. Using this B-Spline parameterization, a continuous function of the
discretely sampled reference trajectory (see Fig. 5.7a) can be generated and this
function can then be used for designing the controllers as explained in the sub-
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Figure 5.8: Schematic representation of the tracking task.
sequent sections. Further, this closed-form solution can be differentiated analyti-
cally to obtain a reference velocity (see Fig. 5.7b).
The Bluetooth-enabled wearable Myo armband is used to record sEMG signals
at a sampling rate of 200 Hz using eight sEMG sensors. The device can be directly
worn by a subject on their forearm. Its small form factor and ease of use, make
it a viable choice for our proposed methodology. The device also houses a 9-axis
IMU with a gyroscope, accelerometer, and magnetometer that samples data at a
rate of 50 Hz.
5.1.2 Haptic Assistance
The haptic assistance has been designed to completely guide the subject along the
reference trajectory. In other words, the haptic device can complete the tracking
task even in the absence of a human subject. This assistance design enables us
to study subject participation under excessive robotic assistance. The PD control
law (5.1) is used to supply assistance to the subject.
u(t) = Kpe(t)−Kd ẋ(t) (5.1)
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where, Kp, and Kd denote the proportional and derivative gains respectively; e
represents the difference between the desired position (xd) and the actual robot
position (x) at time t; and u is the control input provided to the robot to generate
the haptic feedback.
The control law (5.1) guides the subject along the trajectory from one point to
the next at a time-varying speed (s). The desired position at the current time-step
(xd(t)) is given by,
xd(t) = xd(t−1)+ s(t)â (5.2)
where,
â = (p2−p1)/‖p2−p1‖2 (5.3)
here, p1 and p2 (see Fig. 5.8) represent the previous and current point, respec-
tively; â is the unit vector along the line connecting the two targets; and xd(t)
serves as the desired position in (5.1). The predefined speed (s(t)) is varied to
mimic the original velocity profile generated by the therapist (Fig. 5.7b).
5.2 Data Collection
Fifteen healthy subjects (twelve males; three females) were recruited for an IRB
approved study. One subject was left-handed and the rest were right-handed.
5.2.1 Offline Data Collection
Initially, ten subjects (out of the total 15) were invited for a data collection session.
We refer to these subjects as the Original Group. The subjects were instructed
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to use WS (Fig. 5.6a) to track one of the reference trajectories shown in Fig.
5.6b. They used the haptic device to control the position of the virtual pen with
their dominant arm while the device assisted them along a reference trajectory
according to (5.1). The proportional and derivative gains of the PD controller
were experimentally chosen as 4.0 and 0.01, respectively.
Prior to the experiment, the subjects were given 5-10 minutes of practice on the
system without providing them with explicit information regarding the goals of
the study. They performed the experiment under four different settings and each
trajectory was repeated ten times under each setting. The settings were -
1. Baseline - The subjects performed the assisted task as per their choosing
without any explicit instructions from the authors. This was done to obtain
a baseline of the subject’s behavior when they interacted with the system.
Some subjects chose to properly perform the task with the desired force
application; whereas others allowed the end effector to guide them along
without any active force application. In some cases, the subject performed
the task properly for a few trials and then switched to a passive strategy.
2. Active Participation (AP) - During AP, the subjects performed the task by
actively applying the desired force along the trajectory in addition to the
robotic assistance.
3. Passive Participation (PP) - The subjects held the end-effector of the robot
while applying minimum to no effort towards the task as the robot guided
them along the reference trajectory.
4. Noise - The subjects performed random actions using their dominant arm
without holding onto the robot end-effector. These actions were: making
a fist, using a cell phone, solving a Rubik’s cube, relaxing their arm etc.
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During this setting, the robot autonomously tracked the reference trajectory
without any participation from the user.
To summarize, we define AP as the presence of deliberate force application by
a subject during assisted robotic therapy in a direction along the reference track-
ing trajectory. Deliberate forces in other direction are termed as noise, whereas
the lack of such forces is termed as PP. The order of the settings was pseudo-
randomized so as to negate the effect of fatigue on sEMG. However, the baseline
task was always performed first. The data collected during this session were used
to train the classifiers described in Sections 5.3 and 5.4.
5.2.2 Real Time Testing
Since the premise of MyoTrack is to enable realtime tracking of patient participa-
tion during assisted therapy, we conducted a second session to test MyoTrack in
the realtime setting. This session was conducted once the classifiers described in
Sections 5.3 and 5.4 were trained using the data from the subjects in the Original
Group.
For this session, five subjects from the Original Group were recruited in addi-
tion to five new subjects (referred to as the Naive Group) leading to a total of ten
subjects. The subjects were instructed to perform the experiment under the same
setting as described earlier with the exception that their realtime participation was
estimated by the pre-trained classifiers.
5.3 sEMG Classification
The sEMG classifier was designed to distinguish between two levels of muscle
activation: high v/s low. As mentioned earlier, low muscle activation describes
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PP, whereas high muscle activation corresponds to AP and noise.
Four time-domain features were extracted from the eight sEMG electrodes of
Myo, viz. - mean absolute value (MAV), RMS, zero crossings (ZC), and slope
sign changes (SSC) [82]; yielding a total of 32 features (4 Features × 8 sEMG
channels). MAV and RMS are used as measures of signal amplitude; hence are
suitable identifiers for the level of muscle activation. ZC and SSC features provide
faster, albeit estimated frequency domain information without converting sEMG
signals to the frequency domain [83]; enabling realtime implementations of the
proposed methodology.
The features were extracted using moving windows of 125, 250, 500 and 1000
ms with 50% overlap between consecutive windows and were scaled to have zero
mean and unit variance. A Random Forest (RF) classifier with 300 estimators was
then trained to separate the two cases.
5.4 IMU Trajectory Matching
In this section, we describe the IMU signal processing and trajectory matching
routine implemented in MyoTrack.
5.4.1 Hand Trajectory Extraction
Raw data from Myo’s IMU at any discrete time step (t) may be represented as a
tuple m(t) = [a(t),g(t),q(t)]. Where, a(t),g(t) ∈ R3, represent the signals from
the 3-axis accelerometer and gyroscope, respectively; and q(t) ∈ R4 denotes a
quaternion representing the orientation of Myo in the hand coordinate system
(HCS) [84].
We extract pitch and yaw information from the gyroscope to obtain the 2D hand
trajectory of the subject. These values are extracted in the world coordinate system
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(WCS). Since we are extracting the 2D trajectory, roll is ignored for this analysis.
g(t) is originally in HCS and needs to be be rotated to obtain its representation in
WCS (ĝ(t)). This is achieved by -
ĝ(t) = q(t)⊗g(t)⊗ (q(t))−1 (5.4)
Where,⊗ denotes the Hamilton product and (q(t))−1 is the inverse of q(t) [84].
We then extract pitch (dx) and yaw (dy) from ĝ(t) and perform dead-reckoning
to construct C - an array containing the x and y coordinates of the hand in WCS
using the following rule -
C(t) =

[0,0]; t = 0
[xt−1 +dxt−1,yt−1 +dyt−1)]; otherwise
(5.5)
5.4.2 Trajectory Matching
Once the hand trajectory is reconstructed using the above methodology, it is com-
pared to the ground-truth robot trajectory to obtain a measure of subject partic-
ipation. This similarity measurement involves a set of transformations on the
trajectories followed by the extraction of various similarity indices (see Fig. 5.9).
These similarity indices are then used to train an ensemble-based RF classifier.
Two transformations are applied to trajectories obtained from the robot and the
IMU. First, we use a polar transformation to convert the trajectories from Carte-
sian coordinates (see Fig. 5.9 - Middle) to the polar coordinate system (see Fig.
5.9 - Left). This transformation enables the representation of the 2D Cartesian
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Figure 5.9: Schematic representation of the IMU trajectory matching module of
MyoTrack.
suitable for 1D similarity measures such as Dynamic Time Warping [85], Kendall-
tau Distance, Pearson Correlation Coefficient, [86] and Kullback-Leibler (KL) Di-
vergence [87]. For the radius and angle calculations, instead of taking the origin
as the reference point, the starting point of the trajectory is taken as reference.
This makes the transformation rotation invariant.
Second, we use image rasterization to convert the Cartesian coordinates to a
binary bitmap image (see Fig. 5.9 - Right) which is required for the template
matching routine described in [88]. For this purpose, we convert the original tra-
jectories to a n×n bitmap. Where n refers to the number of points in the original
trajectory. For instance, a window of 1000 ms yields 50 points per window (sam-
pling rate of IMU is 50 Hz); thus we choose n as 50 for this case. Using a window
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size equal to the number of points in the trajectory prevents the generation of
sparse (n too high) or dense (n too low) bitmaps.
Nine different similarity/dissimilarity indices are used to determine whether
the IMU trajectory matches with the robot. Some of these indices are applied
across multiple transformations (polar and bitmap images) along with the original
trajectory in Cartesian coordinates yielding a total of 14 similarity features as
listed below.
1. Dynamic Time Warping (DTW) - is a similarity measure that performs a non-
linear mapping of one signal on to another by minimizing the Euclidean dis-
tance between the two [85]. A lower DTW value signifies higher similarity and
vice-versa. DTW is calculated on the polar representation.
2. Kendall-tau Distance (KD) - measures dissimilarity by counting the number of
pairwise disagreements between arrays. Larger values signify higher dissimi-
larity. KD is applied to the polar representation.
3. Hausdorff Distance (HD) and Modified Hausdorff Distance (MHD) - represent
how far two subsets of a metric space are from each other and have shown effi-
cacy in bitmap-based template matching [88–90]. These measures are applied
to the bitmap images and the original trajectories in Cartesian coordinates.
4. Tanimoto and Yule Coefficients - describe the similarity between two bitmap
templates on the basis of the degree of overlap of white and black pixels among
them [88]. These measures are applied to the bitmap images.
5. Mean Squared Error (MSE) - is calculated between the two bitmaps obtained
from the robot and the IMU.
6. Pearson Correlation Coefficient (PC) - measures linear correlation between
two normally distributed sets [86] and is applied on the polar representation.
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7. KL Divergence - measures the difference between two distributions [87]. We
apply this measure to the bitmap images and the polar representation.
8. Procrustes Analysis (PA) - measures the number of transformations (scaling,
rotation and reflection operations) required on a dataset to minimize its dispar-
ity with a reference dataset. Higher disparity requires more transformations
resulting in a higher PA value. In this case, we chose the robot trajectory as the
reference and PA is applied to the IMU trajectory. The analysis is applied to
the original trajectories in Cartesian coordinates.
These similarity/dissimilarity measures are used to train an RF classifier with
300 estimators to determine whether the robot and IMU trajectory are similar.
Similar to the sEMG case, the classifier was trained using windows of varying
sizes of 125, 250, 500 and 1000 ms. In this case, however, an additional classifier
was trained using the entire trajectory drawn during a trial as the training data
without any windowing effect.
5.5 Classifier Performance
In this section, we present the results of MyoTrack’s sEMG classification and IMU
trajectory matching modules in the offline setting. The results presented here are
across the ten subjects belonging to the Original Group.
5.5.1 sEMG Classification Results
Fig. 5.10 demonstrates the variation of classification accuracy w.r.t. the window
size for subject dependent (SD) and subject independent (SI) cases. SD classifier
refers to the case when individual classifiers are trained for each subject and then
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Variation of Accuracy with Window Size
Figure 5.10: Variation of classification accuracy with window size. For the IMU
case we also calculate the accuracy considering the entire trajectory as one
template without any windowing.
tested on the same subject. SI classifier involves the training of a classifier by
pooling data from all the subjects and then testing on individual subjects.
The results reflect the performance of the classifier over 5-fold cross-validation
and the mean accuracy rates for all the cases have been reported. The classifier
performance improved with increasing window size. We attribute this improve-
ment to the increase of signal-to-noise ratio with increasing window size. That
being said, the classifier demonstrated a mean SD accuracy of 94.40% (Range:
71.80−99.73%) even for the smallest window size of 125 ms.
For realtime applications, we believe that a window of 500 ms provides a rea-
sonable compromise between classification performance and computation time.
Hence, we will discuss the results for this case in further detail. Fig. 5.11a presents
the Receiver Operating Characteristics (ROC) curve for SD sEMG classification
for 10 subjects under the 500 ms setting.
For the 500 ms case, the classifier demonstrated a mean SI accuracy of 95.51%
in separating the PP condition (Label - 0) from AP (Label - 1). Table 5.1 presents



































(b) IMU trajectory matching.
Figure 5.11: ROC curve for the sEMG classifier and the IMU trajectory
matching routine across different subjects under the 500 ms window setting.
generalizing the classification model across all the subjects as opposed to the SD
classifier which is only suitable for a specific subject.
Table 5.1: Confusion matrix for the 500 ms case for Subject Independent sEMG
classification and IMU trajectory matching in the offline setting. All values are in
percentages. The results are presented as an average over the 5-fold cross




0 1 0 1
True 0 96.56 3.51 89.68 8.951 5.42 94.42 9.88 91.41
However, as mentioned Section 5.1, sEMG cannot be used as a sole measure
of subject participation as any voluntary/involuntary forces applied by the subject
that correspond to high sEMG will be classified as the AP case (leading to a large
number of false positives). This high false positive rate is verified by testing the
above-trained classifier on the noise case recorded during the experiment (refer
Section 5.2). Using a window of 500 ms the SI classifier demonstrates a mean
classification accuracy of 37.39% (Range: 0.21−85.06%) in separating the noise
case from AP. This reaffirms our hypothesis regarding the deficiency of the sEMG
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classifier and further motivates the need for the trajectory matching routine of
MyoTrack.
5.5.2 IMU Trajectory Matching Results
Fig. 5.10 reports the change in average 5-fold cross-validation accuracy of the
IMU trajectory matching routine with window size for the SD and SI classifier. We
were unable to evaluate the performance of the classifier for the 125 ms window.
Since the IMU samples at 50Hz, a window size of 125 ms yields approximately
6 points per window. This led to numerical instabilities during our calculations,
preventing us from obtaining reliable results for this case. As with the sEMG
case, both the SD and SI accuracy increased with increasing window size for most
cases.
As mentioned earlier, we chose the 500 ms case as most feasible for realtime
applications and hence discuss the results pertaining to this case in detail. Fig.
5.11b presents the ROC curve for SD IMU trajectory matching accuracy for all
subjects under the 500 ms setting. For the 500 ms case (see Table 5.1), MyoTrack
demonstrated a mean SI accuracy of 90.61% in separating the noise condition
(Label - 0) from the AP case (Label - 1).
It is evident from these results that the trajectory matching routine is suitable for
the correct identification of the noise case; as opposed to the sEMG classifier that
demonstrated very low accuracy in identifying noise (< 40% average accuracy).
These observations validate the efficacy of MyoTrack in correctly separating high
patient participation (AP case) from low participation (PP and noise).
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5.6 Real Time Analysis
As mentioned in Section 5.2.2, we tested the performance of the trained classifiers
in realtime on ten subjects (5 Original Group and 5 Naive Group). For the Original
Group subjects, we report both SD and SI classification results. For the Naive
Group, only subject independent results are presented. We have considered a
window size of 500 ms as it gives a reasonable trade-off between classification
performance and realtime response. The classification was performed in realtime
using Python. sEMG and IMU data were directly streamed to Python using Myo’s
Python SDK [91]. Robot trajectory data were streamed from Unity3D to Python
using Transmission Control Protocol (TCP). Since both Python and Unity3D were
running on the same machine, transmission delays due to TCP were negligible.
5.6.1 Original Group
Since the data from the subjects in the Original Group were used to train the
aforementioned sEMG and trajectory matching classifiers; we obtain both SD and
SI classification rates for this group. We then compare these realtime results to
the offline analysis described in Section 5.5. These results are summarized in Fig.
5.12
5.6.1.1 sEMG Classification
Both SD (mean accuracy - 66.27%) and SI (mean accuracy - 93.66%) accuracy
show a drop in performance during the realtime analysis when compared with
their offline counterparts (offline SD - 95.37%, offline SI - 98.01%) (see Fig.
5.12a). However, the fall in the performance of the realtime SD classifier is sig-
nificantly higher than that observed for SI.
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(b) IMU trajectory matching.
Figure 5.12: Accuracy comparison for both classifiers (sEMG and IMU) using
500ms window during the offline and realtime cases across the five original
subjects. Note that the sEMG - Subject Dependent (SD) classifier shows inferior
performance for the realtime test cases. However, the Subject Independent (SI)
classifier performs well for both offline and realtime cases.
muscle fatigue, level of hydration and location of mounting the sensors [92–94].
The second session was conducted more than 60 days after the first data collection
session. During this period the subjects may have lost/gained muscle mass; which
may have led to the fall in performance of the SD classifier. Further, the loca-
tion where the Myo device was mounted during these sessions was also slightly
different, which would have aggravated the issue.
The relatively higher performance of the SI classifier highlights the efficacy of
MyoTrack in terms of generalizing sEMG activity over various subjects and its
insensitivity to factors such as fatigue, hydration levels and placement of sensors.
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As a result, we proceed with the SI sEMG classifier for the final implementation
of MyoTrack.
5.6.1.2 IMU Trajectory Matching
In case of IMU trajectory matching, the classifier performs almost similar for all
the cases viz. offline SD (94.48%), realtime SD (98.27%), offline SI (97.30%),
realtime SI (98.41%) (see Fig. 5.12b). This is not surprising since the IMU match-
ing routine relies on matching the hand trajectory to the robot trajectory and would
exhibit similar behavior across the subjects. As with the sEMG case, we proceed
with the SI IMU classifier for the final implementation of MyoTrack.
5.6.2 Naive Group
Next, we describe the performance of the SI classifier on the Naive Group subjects
in realtime. Since the data from the Naive Group was not used during training;
this analysis enables us to verify the robustness of the system towards new data.
The system performs reliably for both the sEMG classifier and the IMU match-
ing routine with realtime classification rates of 96.11% and 93.07% respectively.
5.7 Results and Discussions
The results obtained in Sections 5.5 and 5.6 assert the feasibility of MyoTrack’s
sEMG classification and IMU trajectory matching routines both in the offline and
realtime test cases. Motivated by these results, we combine the two classifiers
to generate the overall MyoTrack estimation routine. As described earlier (Fig.
5.5), the results from the sEMG classifier and the IMU matching are combined to
obtain predict subject participation. Only cases with high sEMG activation along
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with high similarity between the hand trajectory and robot trajectory are classified
as AP. Cases with low sEMG activation are classified as PP whereas those with a
lower similarity are categorized as noise.
Table 5.2: Overall confusion matrix for realtime MyoTrack using a window of




True 0 94.85 5.151 5.15 88.08
We test the above methodology in realtime with ten subjects (5 Original Group
and 5 Naive Group) using the methodology described in Section 5.2.2. We define
two classes viz. Noise/PP (class label 0) and AP (class label 1). The SI sEMG
and IMU classifiers are used for this test.
Overall, MyoTrack demonstrates a mean accuracy of 91.45% in separating the
two classes, with the sEMG and IMU classifiers demonstrating individual classi-
fication rates of 94.84% and 94.85%, respectively. These results are summarized
in Table 5.2.
Next, we tested the trained classifier on the baseline task executed by the sub-
jects (see Section 5.2). The baseline task required the subjects to perform the
robot-assisted tracking task without any explicit instructions and enabled us to
capture the natural behavior of the subjects while interacting with the system. For
this case, MyoTrack classified 64.73% (Range: 7.52−99.03%) of the cases across
all the subjects as AP and rest as PP/Noise.
The large variation in the number of AP predictions captures the differences in
behavior of the subjects while approaching the robot-assisted task. While some
subjects chose to perform the task properly throughout the task, others relied
mostly on robotic assistance. In some cases (see Fig. 5.13) the subject performed
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Figure 5.13: MyoTrack’s prediction for the baseline case for one of the subjects.
As the experiment progresses the subject exhibits lower participation towards the
task which is evident from more cases being classified as PP/Noise during the
later stages of the experiment.
the task with the desired force application in the beginning; but their participation
level decreased as the task progressed. These observations highlight the need for
realtime classification mechanisms to estimate patient engagement.
We now present a realtime tracking application that uses MyoTrack in the back-
end to predict subject participation. The said application recognizes the current
user participation (AP, PP or Noise) and displays a message accordingly. If the
system recognizes PP (not enough sEMG activation), the system urges the user to
apply more force. Similarly, if the Noise case is detected (owing to the subject
not holding onto the robot) a message is displayed accordingly. Finally, if proper
behavior (case AP) is executed; no intervention is applied. A video demonstration
of this system may be found at [95]. It should be noted that the above application is
only designed as a proof-of-concept of the ability of MyoTrack to track realtime
patient participation. The design can be modified easily to vary the degree of
robotic assistance (Kp gain in ( 5.1)) or any other suitable intervention.
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5.8 Conclusion and Future Directions
In this chapter, we have demonstrated that sEMG and IMU signals from the Myo
device can be used to identify patient participation in robotic therapy in realtime.
We have developed a sEMG classifier that can separate low and high muscle ac-
tivation. We then used a trajectory matching routine to identify whether the high
sEMG was associated with active subject participation in therapy, or merely due
to noise. Trajectory matching was achieved by extracting various similarity mea-
sures and using them as features to train a Random Forest classifier. We eval-
uated the performance of the classifiers using different window sizes and deter-
mined that the system performs reasonably even for small windows of 125-500
ms. We tested the system in realtime and report a realtime classification accu-
racy of 91.45% using a window of 500 ms. We also demonstrate the efficacy of
MyoTrack through a realtime application [95].
Moving forward, the system needs to be tested with stroke patients to verify
its scalability in the clinical setting. Since stroke patients may exhibit a certain
extent of muscle-spasticity; the performance of the classifier may be hindered. We
are designing a study to compare the performance of MyoTrack to a BCI-based
classifier. It should be noted that the BCI-based study is solely intended to study
patient engagement while performing the aforementioned experiment, and is not
envisioned as a part of the final tele-rehabilitation system. Finally, we envision the
development of robotic controllers that modify their assistance mechanism based
on the output from MyoTrack.
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Part III




Learning from Demonstration for Assisted
Robotic Therapy Using LSTM
In this chapter, we propose a novel LSTM-based robot learning from demonstra-
tion (LfD) paradigm to mimic a therapist’s assistance behavior. We present a
trajectory agnostic LfD routine that can generalize learned behavior from a sin-
gle trajectory to any 3D shape. Once the therapist’s behavior has been learned,
iART’s LSTM module (henceforth referred to as simply iART) enables the pa-
tient to modify this behavior as per their preference. The system requires only
a single demonstration of 2 minutes and exhibits a mean accuracy of 91.41% in
predicting, and hence mimicking a therapist’s assistance behavior. The system
delivers stable assistance in realtime and successfully reproduces different types
of assistance behaviors.
6.1 Introduction
Rehabilitation robotic devices may be programmed to automatically assist/resist
the patient in the absence of a therapist. The selection of the type of robotic-
assistance is a crucial yet challenging aspect of robotic rehabilitation. A task
rendered too difficult due to the presence of inadequate robotic assistance may
induce anxiety [26] in the patient; forcing them to quit the rehabilitation task
early. Conversely, excessive assistance in a task may not challenge the patient
enough and can lead to boredom [26]. Further, this may lead to over-reliance
on the robotic assistance which may be inhibitory to the rehabilitation outcome
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Figure 6.1: A representation of the virtual no-error zone.
[3, 96]. Thus, the choice of the assistance mechanism is crucial to the success of
the rehabilitative routine.
One such commonly used assistance mechanism is the error reduction (ER)
strategy. ER refers to an assistance strategy that minimizes the tracking error in
a trajectory tracking task. These strategies are usually dependent on the instanta-
neous tracking error and follow strict threshold-based rules. In other words, this
strategy constrains the subject within a fixed no-error zone around the reference
trajectory. If the subject deviates outside this zone, the robotic device provides
a corrective force and guides them back inside this zone. Mathematically, if the
tracking error is larger than a threshold r (called the radius of the no-error zone),
robotic assistance is switched on. Conversely, if the tracking error is lower than
this threshold, assistance is switched off (see Appendix for details). Such rule-
based methods only use the instantaneous position error as a metric for deciding
whether or not to assist the patient; and do not take into account the patient’s per-
formance history. This makes the selection of the size of the no-error zone, very
crucial and challenging.
The error threshold r may be imagined as a virtual ’no-error zone’ around the
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Figure 6.2: Tracking behavior demonstrated under rule-based assistance (left)
and therapist assistance (right).
reference trajectory. For instance, the virtual no-error zone for a straight line
connecting two points p1 and p2 would be a cylinder of radius r (see Fig. 6.1).
Here, robotic assistance is applied to guide the subject back to the closest point on
the cylinder’s surface (xd) using the following rule:
u(t) =

Kp[xd(t)−x(t)]−Kd ẋ(t), if d > r
0, otherwise
(6.1)
Where, d is the Euclidean distance between the current point x(t) and closest
point on the line xl(t). Kp and Kd refer to proportional and derivative gains for the
P-d controller.
In our experiments with robot-based trajectory tracking, we observed that sub-
jects tend to stay at the boundary of the virtual no-error zone, as at the boundary,
the haptic device provides minimal assistance enabling the subjects to correctly
follow the trajectory with minimal effort and low tracking error.
The plots in Fig. 6.2 show the absolute tracking error v/s time (blue line) ex-
hibited by a subject under two assistance conditions (ER and human therapist)
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for the same reference trajectory. The red dots denote instances when the robotic
assistance was switched on; and the dotted black line represents the radius (r) of
the no-error zone (see Appendix).
It is evident that under the rule-based assistance, the subject tends to stay close
to the boundary of the no-error zone. The robotic assistance is switched on for
around 50% (∼ 7.5s) of the duration of the experiment. In the second case, the
therapist assists the subject for about 10% (∼ 6.5s) of the experiment and allows
them to reduce the tracking error on their own accord before intervening.
Further, under ER, the subject completes the tracking task in 15 seconds whereas
they require a little more than a minute in the second case for the same task. Con-
ventional wisdom dictates that lower task completion time signifies superior per-
formance. However, it is evident that the lower completion time observed in the
first case is due to the presence of excessive robotic assistance. This increased de-
pendency on the robotic assistance may be inhibitory to the therapy outcome [96].
In other words, although rule-based approaches might improve patient perfor-
mance during assisted training, they may hinder their ability to learn the desired
skills for successful task completion in the absence of this assistance. Hence, the
choice of when to assist the patient needs be made carefully to ensure that skills
learned during robot assisted rehabilitation are transferred to real-world scenarios.
6.2 Robot Learning From Demonstration
We propose the use of a robot learning from demonstration (LfD) strategy to learn
a therapist’s assistance behavior (see Fig. 6.2). A key challenge in robotics is
the problem of learning a mapping between the state space and actions. This
mapping, commonly referred to as policy, describes a set of rules that enables a
robot to select an optimal action based on its current state. Although these rules
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or policies can be generated by hand (rule-based methods); this process can be
exhaustive and usually only works reliably for certain scenarios [52].
LfD refers to a methodology wherein the policy is learned from demonstrations
or examples provided by a teacher (in case of robotic rehabilitation the therapist
is the teacher). These examples refer to a set of state-action pairs recorded dur-
ing a demonstration phase - wherein the teacher demonstrates the desired robot
behavior. LfD algorithms then use these examples to derive a policy that reliably
reproduces the demonstrated behavior. LfD does not require a large library of
state-action pairs as the demonstrations can be focused to areas of the state-space
that will actually be encountered during the task execution. Finally, since LfD re-
lies on the assumption that expert demonstrations are based on the optimal policy
to be reproduced; the learning process is faster.
This strategy is in contrast to reinforcement learning or inverse reinforcement
learning [55, 97], where the optimal policy is derived based on data acquired
through exploration and experience, which makes them infeasible for a robot-
learner executing actual actions in the real-world. This is a fairly time consuming
process and is only feasible for simulations and games and cannot be used for a
robot-learner executing actual actions in the real world.
Reinforcement learning guides policy learning by maximizing over a reward
function. However, the formulation of a reward function is a non-trivial prob-
lem and requires extensive domain knowledge of the task at hand. Reinforcement
learning relies on information gathering via visiting states and receiving the re-
ward associated with each state. This is a fairly time consuming process and is
only feasible for simulations and games and cannot be used for a robot-learner
executing actual actions in the real world [52].
LfD on the other hand does not require a large library of state-action pairs as
the demonstrations can be focused to areas of the state-space that will actually be
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encountered during the task execution. Finally, since LfD relies on the assumption
that expert demonstrations are based on the optimal policy to be reproduced; the
learning process is faster.
In this work, we approach LfD as a supervised learning problem to learn a ther-
apist’s assistance behavior through a set of state-action pairs. We propose iART’s
LSTM module, that enables home-based robotic therapy for stroke rehabilitation.
iART refers to a LSTM-based [98] LfD paradigm that monitors patient-therapist
interactions and generates a patient-centric assistance platform using a single 2-
minute trajectory tracking task. The system does not require any external sensors
such as brain-computer-interface [43] or surface electromyography [63]. The pro-
posed method is trajectory agnostic, which implies it can learn from a single tra-
jectory and be generalized for multiple scenarios. Use of LSTM takes into account
the historical performance of the patient while providing assistance, leading to the
realization of an intuitive assistive paradigm. Finally, iART enables the patient
to modify the behavior of the system as per their requirement using an iterative
learning process. A video demo of iART may be found here1.
6.2.1 LfD in Robotic Rehabilitation
Although LfD has been widely implemented in mainstream robotics [52], it is a
relatively nascent concept in the field of assisted stroke rehabilitation. Tavakoli’s
research group [31,41,53] have pioneered the use of LfD in robotic rehabilitation.
Their algorithms rely on learning the average impedance and/or position tracking
behavior exhibited by an expert while conducting a therapy task. Here, average
position tracking refers to the tracking behavior obtained over multiple trials of
the same trajectory tracking task. Similarly, the average impedance behavior can
be used to model the kinesthetic behavior of a therapist [31].
1https://youtu.be/Gc-VVE-lJaA
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This average behavior is then used as a reference to which the patient’s per-
formance in realtime is compared. Any deviations from this reference are used
to adjust the task difficulty/assistance for the patient [41]. Jung et al. [54] use
Latent Dirichlet Allocation to model demonstrations of a therapist in the form
of a generative process for autonomous therapy. However, this methodology is
task/trajectory specific and the therapist needs to train the system for multiple dif-
ferent trajectories in order to develop a practically viable system. This makes the
demonstration process highly exhaustive and limits the scalability of the system.
Use of dynamic motor primitives (DMP) [99] circumvents the aforementioned
challenges of scalability across multiple trajectories. DMP relies on breaking
down of demonstrated behaviors into a small set of motor primitives. These
primitives are then learned by the robot using a suitable function approximator.
When the robot encounters a new task/trajectory, it is broken down into these
known primitives and the task is executed as a set of consecutive pre-learned prim-
itives. Although these methods are task-agnostic, they rely on simplifications of
the demonstrated behaviors into primitives. These simplifications fail to capture
the complexity of the original task and may impede the learning process.
Additionally, the above methods only learn the average behavior of the therapist
and do not take into account the preferences of the patient. While adherence to the
therapy regime prescribed by the therapist is essential for successful rehabilitation;
an ideal system should focus on learning the therapist-patient interaction rather
than just the therapist’s behavior.
iART makes two critical distinctions from the above methodologies. First, in-
stead of learning the average therapist behavior and providing assistance based on
deviations from this average behavior, iART learns when a therapist chooses to
assist a patient as they perform a trajectory tracking task. This enables iART to
be trajectory agnostic, making it scalable. However, this means that iART does
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Figure 6.3: Schematic representation of iART.
Figure 6.4: Experimental setup.
not learn the impedance behavior of a therapist [31,41] and only learns ’when-to-
assist’ and not ’how-to-assist’. This is a limitation of the proposed methodology.
Second, iART focuses on observing therapist-patient interactions rather than just
the therapist’s behavior. This enables iART to be tuned as per the specific require-
ments of a patient. However, this requires individual demonstrations for every
patient. We now describe iART’s algorithm in detail.
6.3 System Description
iART uses LSTM to learn a therapist’s assistance behavior. LSTM is a class of
neural networks that takes into account the past history through a sequence of
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features. LSTM has the ability to memorize information over a series of timesteps
using the concept of memory cells. ck ∈ Rn represents this long term memory
at timestep k. ĉk represents a candidate state at k. During training LSTM learns
whether to overwrite a memory cell, retrieve it, or keep it for the next time step.
The formulation for the output state h at a future timestep k+1 is given by [100]:
ĉk+1 = tanh(wc[hk,xk+1],bc)
ck+1 = σ(w f [hk,xk+1],b f ) ck +σ(wi[hk,xk+1],bi) ĉk+1
hk+1 = σ(wo[hk,xk+1],bo) tanh(ck+1) (6.2)
where, tanh(·) is the tangent hyperbolic function and σ(·)= exp(·)/(1+exp(·))
is the sigmoid function. i, f , and o refer to the input, forget and output gates,
respectively. Wx and bx are the weights and biases associated with these gates.
The symbol  denotes the Hadamard product.
Traditionally, LSTM finds applications in scenarios such as natural language
processing and time-series prediction. We propose a novel paradigm of using
LSTM in LfD for robotic rehabilitation. Consider the LfD methodologies de-
scribed in Section 6.2.1. These methods rely on the instantaneous behavior of
the patient in order to decide the degree of assistance to be supplied. If the system
observes deviations from the average behavior, it immediately supplies robotic as-
sistance to the patient. This greedy approach does not allow the patient to reduce
the tracking errors on their own accord and may increase the patient’s dependence
on the robot.
On the other hand, a therapist assisting the patient observes the patient’s behav-
ior over a brief period of time before supplying any assistance. They may allow
the patient to return to the desired trajectory autonomously. If however, the pa-
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tient continues to struggle and cannot execute the task properly, the therapist may
decide to intervene and assist the patient. Use of LSTM enables iART to capture
this history-based patient-therapist interaction and successfully reproduce it for
the realization of an intuitive assistive paradigm. Non-history-based classifiers
such as support vector machine or neural networks provide assistance based on
the instantaneous performance of the subjects. In our initial experiments, LSTM
outperformed all other types of non-history-based classifiers. Overall, iART’s ar-
chitecture comprises of three key phases (Fig. 6.3):
1. Demonstration Phase: refers to the data collection phase wherein the patient
performs the tracking task using a robotic device and the therapist decides
whether or not to supply robotic assistance to the patient based on their
performance.
2. Learning Phase: involves the use of an LSTM-based neural network to learn
the therapist’s assistance behavior observed during the demonstration phase.
3. DAgger Phase: enables the patient/therapist to test the realtime assistance
behavior learned by iART and iteratively change the behavior if needed.
We now describe these modules individually.
6.3.1 Demonstration Phase
The demonstration phase involves a shared therapist-patient interaction session
during which a 3D reference trajectory is chosen. The patient is then required to
track this reference path using the end-effector of a robotic device to the best of
their ability (Fig. 6.4). By default, the robot does not offer any assistance during
the execution of these trajectories. If the expert deems that robotic assistance
needs to be applied, they can instruct the robot (using a keyboard key press) to
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guide the subject back to the closest point on the trajectory (denoted by xl in Fig.
6.1). Assistance is provided in accordance with the ER rule described via (6.1).
iART eliminates the ’no-error zone’ parameter (r) and instead assists the subject
to the closest point on the trajectory (xl). In other words, r can be set to zero
and the error threshold that decides whether assistance needs to be provided is
replaced by the non-linear LSTM function that depends on multiple performance
measures or features (described later).
Once the therapist decides that adequate assistance has been provided to the
patient, they can disable the robotic assistance using another key press. On av-
erage, the demonstration phase lasts for 2 minutes. Switching the assistance on
would lead to a sudden jump in the robotic assistance from 0 to a high value, and
may ’jerk’ the subject’s arm around. The Kp gain in (6.1) was chosen so as to
minimize this effect while providing adequate assistance. In the future however,
the gain would be gradually increased from zero to a maximum value (and vice
versa) to completely eliminate this jump in robotic force.
During this phase, various local states are logged at a sampling rate of 30 Hz.
These states are - tracking error in x (ex), y (ey), and z (ez) direction, error magni-
tude (e), radius of curvature (rc), velocity magnitude (v), and a boolean describing
whether the subject is tracking the trajectory or navigating to the start point of
the trajectory after completion of a trial (istrack). Mathematically, the states are
denoted by a vector s = [ex,ey,ez,e,rc,v, istrack].
6.3.1.1 State-Action Pairs
The use of local states enables us to train a trajectory agnostic LfD model. Con-
sider the use of x, y, z error. Using tracking error as a feature as opposed to the
absolute position of the robot end-effector is analogous to using distance infor-
mation from LIDAR or RADAR signals to localize neighboring vehicles during
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autonomous driving. The assistance behavior depends on the distance from the
reference trajectory and not the location of the end-effector in the world-space.
Velocity magnitude captures the ability of a patient to reduce any tracking errors.
For instance, a lower velocity with high tracking error may denote the inability
of the patient to return the end effector closer to the reference trajectory. Use of
radius of curvature captures the assistance behavior w.r.t. the complexity of the
trajectory. Straight sections of the trajectory (large radius of curvature) are gen-
erally easier to traverse and would exhibit lower tracking error; signifying need
of assistance even when the error magnitude may be small. Conversely, curved
sections (small radius of curvature) would allow more leeway in terms of the al-
lowable error before the assistance in enabled.
It should be noted that the effects of the states such as velocity magnitude or
curvature on assistance described above have been only included as an intuition
to explain the reasoning behind the choice of these features. Since we are using
an LSTM (with highly non-linear dynamics), it is impossible to identify the true
role that these states might play during the actual learning process. Local states
at each epoch are associated with a corresponding action - robotic assistance On
or Off. The action is denoted by a ∈ {0,1}. This set of state-action pairs (s,a) is
used for supervised learning during the learning phase.
6.3.2 Learning Phase
Learning phase refers to the training phase of iART wherein an LSTM model is
used to mimic the therapist-patient interaction recorded during the demonstration
phase. The learned model is then used to automatically supply realtime adaptive
assistance to the patient in the absence of the therapist.
The LSTM architecture comprises of one hidden LSTM layer with 100 neurons,
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each with a hyperbolic tangent (tanh) activation function. The output layer uses a
single neuron with sigmoid activation function. A batch size of 32 is used. Finally,
a mean-squared-error (MSE) loss function is used with the Adam optimizer and
the model is trained for 400 epochs.
As mentioned earlier, the network uses a set of local state-action pairs as the
labelled dataset for supervised learning. Since LSTM requires historic data, we
use a moving window of 1 sec (or 30 data points, since the data are sampled at
a rate of 30 Hz) to provide this past information. This means that the network
observes the patient behavior over a moving window of 1 sec (with 96.66% or
a 29 step overlap between subsequent windows) to determine whether or not to
provide assistance to the subject. The final output is given as the probability of
assistance (P(A)). If P(A)> 0.5, robotic assistance is supplied to the patient and
vice-versa.




The focus of iART is the development of a patient-centric assistance platform. To
this end, iART enables the patient (or therapist) to modify the assistance behavior
learned by iART as per their need through iART’s DAgger module.
The DAgger module is inspired by the Dataset Aggregation (DAgger) method-
ology proposed in [101]. DAgger is an iterative imitation learning algorithm that
aims at mimicking the expert’s policy πe, iteratively. Briefly, in the first iteration,
a dataset of expert examples χ is collected and used to extract the approximate
policy π̂1. Then at iteration n, it uses policy ˆπn−1 (i.e. the previous best policy) to
collect more examples and adds them to the dataset χ . The augmented dataset is
then used to estimate the next policy πn that best mimics the expert’s policy πe 2.
6.3.3.1 Modifying DAgger for Retraining
In this dissertation, we modify the original DAgger implementation to enable a
patient to change the assistance behavior of pre-trained models. For instance,
consider the straight line tracking task between two points p1 and p2 as shown in
Fig. 6.1. While the patient tracks the straight line between p1 and p2, the therapist
decides whether or not to provide assistance. Once the patient navigates to the
end point of the line (p2), they are required to return to the starting point (p1) and
continue the tracking task. The therapist may choose to assist the patient as they
traverse their path back to the starting point. In this case, if the robotic assistance
is switched on, the patient will be guided directly to p1 3.
Consider the following scenario - during the demonstration phase (Section 6.3.1)
the therapist always assists the patient as they return to the starting point p1. The
LSTM model described in Section 6.3.2 uses a dataset χ that exhibits this behavior
2Detailed explanation of DAgger may be found in the original implementation at [101]
3In other words, the desired point xd in (6.1) will be set as p1.
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to learn a representation of this policy π̂1. This is analogous to the first iteration of
DAgger described above. Over time the patient’s performance improves and they
no longer require assistance while returning to p1.
The DAgger module enables the patient to modify this behavior. The patient
can override iART’s actions by pressing a key on the keyboard. In this case, since
iART will assist the patient by guiding them back to p1, the patient overrides this
action to not assist during the return phase. These overridden data points χo are
then used to augment the original dataset χ . This is a modification of the original
DAgger implementation, wherein all data points are used to augment the dataset.
The LSTM network in then retrained on the augmented dataset. Additionally,
the overridden data points χo are assigned higher weightage during the learning
task to adapt quickly to the new desired behaviour. We use a ratio of β :1 (β = 20
in this case) to assign higher weightage to the overridden data points. This means
that, mis-classifications on the overridden data points χo, are penalized β times
more by the loss function ( β 2 times in case of MSE) compared to the data points
in the original dataset χ . The new policy πn is then learned on the augmented
dataset (see Algorithm 1).
Algorithm 1 iART Algorithm: Learning Expert Policy πe
1: Initialize χ ← φ
2: Demonstration Phase:
3: Collect expert state-action pairs [s,a]→ χ .
4: Learning Phase:
5: Train LSTM on χ to learn approximate policy π̂1.
6: DAgger Phase:
7: for n = 2,3, . . . do
8: Get dataset χo of overridden state-action pairs.
9: Aggregate data sets: χ ← χ ∪β χo.
10: Learning Phase:
11: Learn new policy π̂n using LSTM on updated χ .
12: end for
13: Return chosen policy π̂i for i ∈ 1,2, . . . .
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6.4 Experimental Evaluation
We studied the efficacy and feasibility of iART through four different experiments.
Nine healthy subjects (average age 27.22 years; 7 male; 2 female; 8 right handed;
1 left handed) who served as the ’patient’ were recruited for the experiments. One
of the authors served as the ’therapist’.
The experiments involved a Unity-based 3D trajectory tracking task [61, 62]
wherein the subject uses the end-effector of a robotic/haptic device (Geomagic®
TouchTM) as a writing stylus controller. The subjects were required to track 3D
reference trajectories chosen from Fig. 6.6. Use of 3D trajectories on a 2D com-
puter monitor increased the complexity of the task and led to large (forced) track-
ing errors despite the use of healthy subjects in the experiment. This was inten-
tional as it forced subjects to make errors and thus enabled the therapist to provide
assistance.
6.4.1 Imitation Learning
The first experiment was designed to study the imitation learning aspects of iART.
During the experiment, as the subjects followed the reference trajectory, the ther-
apist toggled the robotic assistance on or off using a keyboard key press. As-




Figure 6.6: Reference 3D curves.
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curves were randomly chosen from Fig. 6.6 to serve as the reference trajectory.
These shapes were chosen as they provided a balance between complexity and
covering basic motor primitives. The subjects were required to track each trajec-
tory twice. State-action pairs collected during the execution of the first trajectory
served as the training dataset χ for the LSTM network. A different model was
trained for each subject. Data from the second trajectory were used for testing
the trajectory-agnostic nature of iART. The results from this experiment are sum-
marized in Section 6.5.1. The Kp and Kd gains in (6.1) were set to 4 and 0.001,
respectively.
6.4.2 Realtime Testing
The second experiment tested the realtime prediction capabilities of iART. 7 out of
the original 9 subjects were recruited again for this experiment. The trained model
obtained from the first experiment was then used for realtime assistance prediction
using Python as subjects tracked a reference trajectory chosen from Fig. 6.6. Lo-
cal states were streamed to from Unity3D to Python using Transmission Control
Protocol. Once the assistance was predicted using Python, the assistance behavior
was communicated to the robotic device using a simulated key press. During this
trial, the therapist used a key press (that had no influence on the robotic assis-
tance) to indicate whenever they would have provided assistance to the user. In
other words, while the actual assistance was provided through iART, correspond-
ing assistance behavior of the therapist was recorded simultaneously as ground
truth to verify the realtime performance of iART in mimicking the therapist.
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6.4.3 DAgger Phase
Next, we tested the retraining aspect of iART through the DAgger Phase. The ex-
periment was repeated with one of the subjects. During the demonstration phase,
the therapist adopted an ’assist-too-often’ strategy wherein, they assisted the sub-
ject for very small deviations from the reference trajectory. Additionally, the sub-
ject was assisted by the therapist while returning to the starting point (Section
6.3.3). An LSTM model was trained using this behavior and a new reference
trajectory was chosen for realtime testing and retraining.
During the DAgger phase, the subject was instructed to modify the assistance
behavior of the model using iART’s override methodology. They were instructed
to retrain the network to prevent it from assisting while the subject navigated to
the starting point and to assist for larger deviations from the trajectory as opposed
to the learned behavior of ’assist-too-often’.
6.4.4 Special Cases
We designed two special cases to test the imitation learning capabilities of iART
using one of the subjects. These case were:
6.4.4.1 Assist-too-often
The demonstration phase involved the therapist assisting the subject for small de-
viations from the reference trajectory (same as above).
6.4.4.2 Assist-on-stop
In this case, the therapist assisted the subject whenever they stopped moving the
end effector, irrespective of the tracking error. The models trained using these
behaviors were then tested in realtime on different reference trajectories.
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Figure 6.7: Classification results on one of the test trajectories.
6.5 Results and Discussions
In this section, we provide the results for the aforementioned experimental evalu-
ation. The efficacy of iART is represented through classification accuracy in the
offline and realtime setting and graphical representations to enable visual com-
parisons between the assistance behavior demonstrated by the therapist and that
learnt by iART. We also conducted a paired t-test on the percentage time during
which the assistance was switched on by the therapist and iART as a metric to
validate the realtime performance of iART. Another statistical analysis was con-
ducted to compare the velocity and position error at which iART and therapist
assistance are switched on to understand special behaviors learnt by iART and
also to validate the DAgger module.
6.5.1 Imitation Learning
Across the nine subjects, the system demonstrated a mean accuracy of 91.41%
(range 85.77%-94.71%) in predicting (and mimicking) the assistance behavior of
the therapist. The system demonstrated a mean accuracy of 90.21% in identifying
the assistance-off action (true negatives) and 96.24% in identifying the assistance-
on action (true positives).
We present the prediction results for one of the test trajectories in Fig 6.7. Re-
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Figure 6.8: Realtime assistance comparison between therapist and iART for two
different subjects.
member that the test trajectory was different from the one used during the demon-
stration and learning phase. The therapist’s actions are denoted by blue squares
and the dots represent iART’s predicted actions. Cases where iART’s actions
matched the therapist’s are labelled in green and mis-classifications are marked as
red. It can be observed that the system performs reliably throughout the experi-
ment. Most mis-classifications occur at the point where the assistance is switched
from off to on, and vice-versa. These mis-classifications are usually off by a few
time-steps (a few milliseconds) and can be ignored for practical purposes. It is
clear from the above observations that iART provides a reliable methodology to
mimic a therapist’s assistance behavior and also highlights its trajectory agnostic
nature.
6.5.2 Realtime Testing
The system demonstrated a realtime tracking accuracy of 81.85% (range 76.48%
- 89.31%) across 7 subjects. The ground truth for this case was collected from the
therapist while iART provided the actual assistance. The mean accuracy for these
7 subjects in the offline setting was 88.41% (Section 6.5.1). Despite the lower
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accuracy demonstrated by iART in realtime, the assistance pattern was similar to
the one exhibited by the ground truth collected from the therapist.
Fig. 6.8 demonstrates the performance of iART for two different subjects. In
both cases, iART’s assistance behavior (solid red line) was similar to the thera-
pist’s (dotted blue line). The assistance switching behavior was stable and did
not switch from one state to another too often. This enabled a smooth assistance
mechanism. One difference was the therapist’s tendency to switch the assistance
on a little earlier when compared with iART. Additionally, iART tends to assist
over shorter intervals compared to the assistance provided by the therapist. This
may be due to the increased familiarity of the subject with the system and hence
the need for shorter bursts of assistance. Since at this point the subject had been
using the system for a while, some learning effects may be present, which would
have reduced their assistance requirements. The subjects also reported that they
were unable to distinguish the assistance behavior of iART from the original ex-
periment involving an expert.
We also conducted a paired t-test on the percentage time for which assistance
was switched on by the therapist and iART across the 7 subjects. The two demon-
strated no significant differences (t(6) = 0.92, p = 0.39). While the therapist kept
the assistance on for an average of 24.81% (std 5.91%) of the time across the 7
subjects, iART kept it on for 26.71% (std 5.44%). This reaffirms the ability of
iART to learn and recreate the therapist’s assistance behavior in realtime.
We also report iART’s performance when tested on the same reference trajec-
tory as used for training. In this case the ground truth refers to therapist assistance
collected during the initial demonstration phase. Fig. 6.9 demonstrates the track-
ing behavior exhibited by the subject under therapist (green) and iART (blue)
assistance for the same reference trajectory (black). The green and blue circles
denote instances where the robotic assistance was switched on by the therapist
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and iART, respectively.
iART was able to successfully mimic the therapist’s assistance behavior. Addi-
tionally, in this particular case, it was observed that the subject required assistance
at similar phases of the trajectory. For instance, in both cases the therapist and
iART assisted the subject at the mid-way point of the trajectory. Similar behavior
was exhibited towards the last quarter of the trajectory.
Figure 6.9: Tracking behavior executed by a subject under therapist and iART
assistance for the same reference trajectory.
Figure 6.10: Box plots demonstrating the position error for which the robotic
assistance is switched on under: assist-too-often therapist behavior (left); iART’s
learned assist-too-often behavior (middle); and iART modified using the DAgger




The goal of the experiment was to modify the assist-too-often behavior of the
therapist and iART. Fig. 6.10 shows the box plots for the tracking error magni-
tude during which the robotic assistance is switched on. The first two plots depict
the therapist behavior and the learned iART assistance. It is evident from the plots
that both the therapist and iART assist for very small tracking errors as described
by the assist-too-often strategy. The final plot describes the modified iART be-
havior wherein the subject modified the learned iART behavior to assist for larger
deviation.
It was observed that the subject was able to successfully retrain the model to
learn the new desired behavior. A Welch’s t-test was conducted between the three
pairs viz. Therapist-iART, Therapist-Modified iART and iART-Modified iART.
Both Therapist-Modified iART and iART-Modified iART demonstrated signifi-
cant differences at a p-value < 0.02. reaffirming iART’s ability to retrain models.
Additionally, the subject was instructed to modify the assistance mechanism to
not assist as they navigated to the starting point. The subject was able to suc-
cessfully modify this behavior. The original model assisted for 62.18% of the
time-steps as the subject navigated to the start point. In the modified behavior,
this was reduced to 28.25% of the time-steps.
6.5.4 Special Cases
Finally, we report iART’s ability to mimic special behaviors exhibited by the ther-
apist.
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Figure 6.11: Box plots demonstrating the end-effector velocity at for which the
robotic assistance is switched from off to on under different settings.
6.5.4.1 Assist-too-often
As explained in the previous section and Fig. 6.10, iART can successfully mimic
this behavior.
6.5.4.2 Assist-on-stop
For this case, we present the box plots describing the cursor velocity at which the
assistance is toggled from off to on. Fig. 6.11 shows this behavior under three dif-
ferent settings. The first plot describes the assistance behavior of the therapist.
Remember, the therapist switches on the assistance whenever the end-effector
comes to a near stop (low velocity). Compared with the plot for iART, it was
observed that both cases exhibited a similar spread of cursor velocity, indicating
that iART can successfully learn this behavior. Additionally, we present the assis-
tance start velocity for a generic case wherein assistance was supplied based on
the subject’s position error and overall performance. Compared to the previous
cases, the spread of velocity covers a wider range for this generic case.
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6.6 Conclusion And Future Directions
In this chapter, we have demonstrated the use of LSTM as a novel paradigm for
robot LfD in robotic rehabilitation. We have presented a system capable of mim-
icking a therapist’s assistance behavior with relatively short demonstrations of 2
minutes. As opposed to conventional LfD techniques, our method is trajectory-
agnostic and can generalize learned behavior from a single trajectory to any 3D
shape. The system can be re-trained based on the preferences of the patient us-
ing a modified DAgger-based methodology. iART demonstrates a mean accuracy
of 91.41% in predicting, and hence mimicking a therapist’s assistance behavior.
The system delivers stable performance in realtime and can be retrained easily to
modify pre-learnt assistance behaviors.
While the use of local features enables iART to generalize its assistance be-
havior across multiple trajectories, this generalization fails to capture the critical
dynamics that may be associated with a specific shape. Although, the use of radius
of curvature aims at capturing this information, it is not the most effective mea-
sure and may will in the presence of obstacles on the path. Future work should be
aimed at improving these measures.
The current system provides assistance in cases wherein subjects deviate from
the reference trajectory and is unable to guide subjects requiring assistance along
the trajectory. We are in the process of developing a similar LSTM-based method-
ology that can learn this behavior using therapist demonstrations. The new sys-
tem would not only predict ’when-to-assist’ but will also decide ’how-to-assist’
by predicting whether to guide the subject towards the trajectory or along it.
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Chapter 7
AR3n: A Reinforcement Learning-based
Assist-As-Needed Controller for Robotic
Rehabilitation
In this chapter, we present AR3n (pronounced as Aaron), an assist-as-needed
(AAN) controller that utilizes reinforcement learning to supply adaptive assis-
tance during robotic rehabilitation. AR3n uses a soft actor-critic algorithm to
derive a model-free controller for upper limb stroke rehabilitation. Unlike pre-
vious AAN controllers, our method does not require manual-tuning of controller
parameters or the need for patient specific physical models. We propose the use of
a virtual patient model to generalize AR3n across multiple subjects. The system
modulates robotic impedance based on a subject’s tracking error, while minimiz-
ing the amount of robotic assistance. It delivers stable realtime assistance and
prevents over-reliance on robotic assistance. The controller is experimentally val-
idated through a set of simulations and human subject experiments. We compare
our system to traditional rule-based controllers and the iART controller from the
previous chapter. Finally, we demonstrate the efficacy and superiority of AR3n
over rule-based controllers through a human subject study.
7.1 Introduction
In robotic rehabilitation, robotic assistance is usually based on a set of rules that
govern when and how to provide assistance to the patient. The choice of this
assistance mechanism is a non-trivial task and serves as a crucial factor towards





Figure 7.1: Tracking behavior demonstrated under rule-based ER (left) and
AR3n (right). Size of red dots denotes the amount of assistive force applied by
the respective algorithms.
Inadequate assistance may render a task too difficult for the patient, inducing
anxiety [26] and forcing them to quit the rehabilitative task early. Conversely,
excessive assistance may not challenge the patient enough and lead to boredom
[26]. Additionally, and perhaps more importantly, excessive assistance may lead
to over-reliance on the robot, and can inhibit the patient’s ability to learn motor
primitives in the absence of robotic assistance [27].
Traditional controllers [28–30] assisted patients along pre-determined trajec-
tories with very small allowable deviations. The brittleness of these systems in
terms of the allowable motions and deviations severely limits their efficacy as re-
habilitative tools [31] and patients feel like they are fighting the robotic device
for control. Assist-As-Needed (AAN) controllers [32, 33] seek to address the
aforementioned brittleness issue by dynamically adjusting robotic assistance lev-
els based on the patient’s performance. In other words, as the user’s performance
improves, robotic assistance is reduced; and vice-versa.
The simplest AAN controller is a rule-based error reduction (ER) [5,12,14,34–
36] mechanism. ER describes a strategy that minimizes tracking error in a path
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following task. Assistance is supplied based on two human-tunable parameters
viz. robotic impedance and maximal allowable error threshold. This strategy de-
scribes a force field at the boundary of the error threshold that restricts free subject
motions to within the boundaries of this zone. However, the selection of robotic
impedance and error threshold is not automatized and needs to be determined by a
therapist. The lack of automation leads to over-reliance on robotic assistance and
limits the rehabilitation outcome.
This over-reliance tendency can be visualized in Fig. 7.1 : Left. The figure
presents trajectories executed by a subject during a robot-based trajectory tracking
task. The red dots denote sections of the task when the assistance was switched on
by the controller, while the size of the dots denotes the amount of assistive force
being supplied by the robot.
It can be observed that the subject tends to stay at the boundary of the force
field, as at the boundary, the robotic device provides minimal assistance enabling
the subjects to correctly follow the trajectory with minimal effort and low track-
ing error. Additionally, since this method uses a constant non-adaptive robotic
impedance, the device does not apply a corrective force to guide the subject back
to the trajectory. Instead, assistance is provided simply as a constant force field
(evident from the near-constant size of the red dots) that prevents the user from
deviating outside the no-assistance zone.
Several studies [3,31,32,37–42,63] have proposed AAN methodologies that cir-
cumvent the above over-reliance issue by automating and adapting robotic impedance
based on subject performance. They implemented non-trivial mechanisms to ob-
tain a model of subject performance. These models can be broadly categorized as
physical models [32,37–41] and physiological signal-based models [3,42,43,63].
Such models are generally patient specific and cannot be generalized to larger
populations.
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In this chapter, we propose a generalizable adaptive AAN controller that auto-
matically adjusts robotic impedance based on a subject’s performance (see Fig.
7.1 : Right). We introduce AR3n1, an Assitive Robotic Rehabilitation system
based on Reinforcement LearNing. AR3n uses a soft actor-critic (SAC) algo-
rithm [102, 103] to dynamically adjust robotic impedance and does not require
patient-specific physical models or physiological sensors to estimate the same.
We achieve this by simulating a plethora of patient behaviors and training a rein-
forcement learning (RL)-based assistant to generalize across these behaviors.
We verify AR3n’s efficacy across multiple scenarios by using simulation-based
and human subject-based studies. We also compare AR3n’s performance with a
traditional ER-based AAN controller and a Learning from Demonstration (LfD)-
based AAN controller developed by our group [64].
The chapter is organized as follows. Section 7.2 surveys existing AAN con-
trollers. Section 7.3 provides a description of the key components of AR3n. Sec-
tion 7.4 presents experimental evaluation of AR3n under various settings and the
corresponding results from these experiments are presented in Section 7.5. We
conclude in Section 7.6 and the various hyper-parameters used in this study are
presented in Section 7.7.
7.2 Assist-As-Needed Controllers
As mentioned in the previous section, the degree of robotic assistance plays a
crucial role in the success of robotic rehabilitation. According to the guidance
hypothesis [27], humans demonstrate a tendency of over-reliance on external as-
sistance, which may inhibit motor recovery. This has led to the inception of AAN




























Figure 7.2: Schematic representation of AR3n. During training, assistance is
applied to the virtual patient (dotted arrows). Once trained, assistance is directly
supplied to a human subject through a robot.
formance.
Reinkensmeyer’s group [32, 37] proposed the use of patient-specific computa-
tional learning models that predict how subjects adjust their motor behavior in the
presence of varying external forces. They argued that the ability to predict mo-
tor adaptations can be utilized to adapt the external forces in a manner that can
be beneficial to motor recovery. Crespo et al. [38] demonstrated the efficacy of
their AAN controller through a wheel chair steering task. The proposed controller
requires 25-40 trials per subject to develop a subject-specific steering model and
provide adaptive assistance based on these physical models.
[39,40] used the concept of passivity to describe the maximum amount of assis-
tive force that can be safely absorbed by a patient’s arms. Robotic impedance can
then be modulated within this safety limit to deliver stable and adaptive assistance.
In [41], Maaref et al. proposed a task difficulty model to estimate the difference
between a patient’s motor skills and the task difficulty to toggle robotic assis-
tance. In our previous work [64], we proposed iART, that uses demonstrations
from an expert to mimic and recreate their assistance behavior. While effective,
the aforementioned methods generate patient-specific AAN controllers and lack
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adaptability across larger patient populations. Use of physiological sensors such
as Brain Computer Interface (BCI) and Surface Electromyography (sEMG) may
address the inherent scalability challenges of these systems. George et al. [42]
demonstrated the use of BCI to adapt the assistance levels of a haptic device dur-
ing a trajectory following task. Haptic assistance is provided when the user’s brain
activity reflects high mental workload. [104] presents a method to adapt a robot’s
behavior to maximize satisfaction in human-robot-interaction. In [62,63], we used
sEMG to toggle robotic assistance based on the amount of physical effort being
applied by a subject.
Although these methods have demonstrated efficacy as non-subject specific as-
sistance paradigms, they may not be feasible in tele-rehabilitation systems. BCI
and sEMG sensors need a considerable amount of time to set up and usually re-
quire the assistance of another person in doing so. Further, patients might not be
receptive to these technologies due to their cumbersome form factors. In this chap-
ter, we propose the use of a RL-based controller that circumvents the challenges
associated with deriving complex subject-specific physical models [32,37–41,64]
and the feasibility issues of external sensor-based systems.
7.2.1 Reinforcement Learning-based AAN Controllers
RL describes a set of learning mechanisms that learn a mapping between situations
and actions so as to maximize a numerical reward signal [55]. An RL agent derives
the optimal policy for a given Markov Decision Process (MDP) [56] based on data
acquired through exploration and experience. In other words, the agent is not told
which actions to take, rather it must discover which actions yield the most reward
through the process of trial and error.
RL has gained popularity in recent years across various robotics-based domains
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such as robotic locomotion [105], soft robotics [106], unmanned aerial vehicle at-
titude control [107], control of marine vehicles [108], mobile robots [109] etc.
However, the use of RL in the field of robotic rehabilitation, and specifically to-
ward the development of RL-based AAN controllers has been very limited.
Obayashi et al. [57] developed one of the earliest RL-based AAN controllers.
Using dart-throwing as a case study, the authors proposed a user-adaptive robotic
trainer that aims at maximizing the score in a game of darts while minimizing
physical robotic assistance. [58] demonstrated the use of model-based RL in con-
junction with sEMG for formulating effective assistive strategies for exoskeleton-
based systems.
More recently, [59] used an actor-critic RL algorithm to modify robotic impedance
for ankle mobilization. Impedance is adjusted so as to minimize tracking error
while a control objective determines the amount of assistance to be supplied to the
subject. The RL agents learns an optimal policy that modifies robotic impedance
to achieve the desired control objective. The results were reported on a prede-
fined sinusoidal trajectory and showed greater improvements in learning when
compared with a conventional AAN controller. The above methods [57–59] yield
subject-specific controllers based on online RL training.
The method proposed in this chapter explores the use of a soft actor-critic RL
algorithm to derive a model-free AAN controller for upper limb stroke rehabil-
itation. Unlike previous RL-AAN controllers, AR3n does not generate subject-
specific controllers and instead uses computer simulations to generalize its assis-
tance mechanism across multiple patient behaviors. The system modulates robotic
impedance based on the subject’s tracking error while minimizing the amount of
robotic assistance. To the best of the authors’ knowledge, this is the first study
that uses a simulation-based RL-AAN controller. A video demonstration of AR3n
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may be found here 2. We demonstrate the efficacy of AR3n through a robot-based
handwriting rehabilitation task. We now describe our system in detail.
7.3 Methods
AR3n comprises of three key components (see Fig. 7.2), viz. (i) RL module:
uses SAC to predict robotic impedance based on a subject’s tracking error, (ii)
simulation environment: a virtual handwriting environment serves as the environ-
ment with which the RL agent interacts, and (iii) robotic motor task: uses the
impedance learned from (i) and (ii) for delivering realtime adaptive robotic assis-
tance. We first describe the motor task being used as a case study for this chapter
before moving on the other components of AR3n.
7.3.1 Motor Task
In this study, we have used the example of handwriting rehabilitation. Traditional
rehabilitation programs involve a therapist providing kinesthetic assistance to a
patient as they practice their handwriting skills using a pen and paper. In this
chapter, we adopt a similar strategy wherein the subject uses a robotic end effector
to control the position on of a virtual pen in a handwriting simulation environment
(see Fig. 7.2). The robotic device provides kinesthetic assistance to the patient
based on prescribed control mechanisms such as ER or AR3n.
The writing simulation environment was developed using Unity3D and con-
sists of a virtual environment wherein, a reference trajectory to be followed by
the patient can be chosen from Fig. 7.3 or drawn by a therapist. A robotic de-
vice assists the user along the trajectory based on a proportional (P) impedance
controller (see (7.3)) . Traditionally, the impedance of a P-controller is chosen
2https://youtu.be/hTVjd7uzMz8
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Figure 7.3: 2D shapes used in the experiment.
by a therapist. In this chapter, we propose a methodology to adapt this parameter
automatically based on the subject’s performance.
A 6 degrees-of-freedom (6 revolute joints - 3 actuated and 3 passive) Geomagic®
TouchTM was used in this study to provide kinesthetic feedback to the user at a
sampling rate of 1000 Hz. Further details on the system may be found in our
previous work [61].
7.3.2 Reinforcement Learning Module
This module comprises of a SAC-based agent that interacts with a simulation en-
vironment to learn the optimal assistance policy. The basic concept of RL involves
simplification of the real problem being faced by a learner by capturing only the
most relevant information pertaining to the task goal. This is usually achieved
through the means of a simulation environment within which an agent must be
able to take actions that effect the state of the environment. Additionally, the
agent must have the ability to sense the state of its environment and have a goal
relating to these states. This can be formalized as an MDP with three non-trivial
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components, viz. sensations, action, and goal. To formalize the problem being
addressed in this chapter, we first describe a handwriting simulation task which
has been modelled as an MDP.
7.3.2.1 Training Environment
In this chapter, we use a robot-assisted hand writing task as the case study. The
patient’s goal is to track a reference path using the robotic device. However, the
patient’s motor deficits may prevent them from achieving low tracking error. The
RL agent serves the role of a therapist and decides when and how to assist a pa-
tient based on their performance (see Fig. 7.2). The agents learns this assistance
behavior by interacting with the environment for data acquisition through explo-
ration and experience. The need for large quantities of data for effective learning
prevents the use of real subject-robot interaction (see Section 7.3.1) while training
the RL agent. As a result, we simulate the handwriting environment as well as the
patient. The training task is designed as an episodic task, wherein each episode
involves a virtual patient tracking a reference shape chosen randomly from the top
row of Fig. 7.3.
7.3.2.1.1 Virtual Patient Force Model Although methods such as GARB [110]
enable online training of RL agents for robotic learning studies, in this case, this
would require the direct involvement of a patient during training and will prevent
the realization of a generalized controller for larger patient populations. Addition-
ally, the unpredictability of RL agents during the early stages of training raises
safety issues, especially when interfacing with patients. We present a virtual pa-
tient model (see Fig. 7.4) that enables us to simulate numerous patient behaviors
and allows the RL agent to train and generalize across these behaviors. This cir-
cumvents the requirement of human subjects during training while ensuring safe
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and effective assistance behavior.
The patient is simulated as a combination of three different types of forces, viz.
a tangential force (FT), a normal force (FN) and a wind force (FW). FT refers to
a force tangential to the reference path that enables the patient to travel along the
path. FN is normal to FT and describes the ability of the patient to minimize their
tracking error by pulling them towards the reference path. FT and FN collectively
describe the ability of a patient to track the reference path in the absence of any
motor impairments. Motor impairments are simulated as a random wind force
(FW) acting in a random direction (θW) along the path.
Total resultant patient forces are described as:
FP1 = λT FT +λNFN +λW FW (7.1)
where, λ∗ is a scaling factor that decides the strength of force F∗. In our experi-
ments, λT and λN were set as 1 and 0.4, respectively. λW is randomly set to a value
between 1.8 and 2.2. λW is set higher than λN to ensure deviations from the path.
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Figure 7.4: Virtual patient force model.
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tor of influence in Fig. 7.4). Wind direction and magnitude (λW ∈ [1.8,2.2]) are
varied every 0.75s to 1.5s. This high variability enables us to simulate multiple
patient behaviors.
It should be noted that although our approach relies on the development of a
virtual patient force model, the SAC algorithm does not have access to this model.
The RL agent must learn how to generalize across multiple such models without
having explicit information about its parameters. Thus, the proposed methodology
still operates as model-free RL.
7.3.2.2 Formulating the Reinforcement Learning Problem
To formalize the above problem as a SAC problem, we model the problem as an
MDP. A well posed MDP consists of a tuple of states (s), actions (a) and reward
(r). The agent’s goal is to derive a mapping between s and a that maximizes the
cumulative return V from the current reward r [55]. The state at any time-step t is
given as:
st = [et ,et−1, ...,et−n−1] ∈ Rn×1 (7.2)
where, et refers to the perpendicular distance between the current patient posi-
tion and the closest point on the path at time-step t. We also provide the tracking
error at the previous n− 1 steps as the state. This takes into account the historic
performance of the patient in addition to their instantaneous behavior. We set
n = 25 in this study which is equivalent to 0.5s of history (sampling rate of the
simulation environment is 50Hz).
The agent action is given by a = κ ∈ [0,1], which is the impedance of the
proportional controller given as:
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ut = ρκt [xdt−xt ] (7.3)
where, u ∈ R2×1 is the assistive force being supplied to the patient. x ∈ R2×1
and xd ∈ R2×1 denote the current cursor position and the desired point on the
path. ρ = 3 is a scaling factor to scale the impedance predicted by the agent. This
values ensures that the maximum assistance is strong enough to assist the subject
while ensuring safety and stability. The choice of this parameter can be formalized
using a stability and passivity analysis of the proposed controller. However, such
an analysis is beyond the scope of this work. For brevity, we refer to the scaled
impedance ρκt as gain for the remainder of this work.
The assistive force derived from (7.3) acts on the existing patient forces de-
scribed by FP1 in (7.1) to give the net patient force FP. In case of the actual motor
task (Section 7.3.1), the assistive force is converted to torque values applied at the
joints of the robotic device [111].
FP = FP1 +u (7.4)
The instantaneous reward r is a function of the tracking error and amount of
assistive force applied. The expected cumulative return V is the discounted sum
























ê describes a quadratic penalty associated with the average tracking error over the
past n steps. û is the average assistive force magnitude applied over this interval.
The final term in (7.5c) is a penalty associated with fast changes in values of the
impedance κ predicted by the SAC network. This promotes a smoother assistance
behavior. In other words, the reward function penalizes tracking error while penal-
izing any assistive force being applied and/or changed by the agent. The weights
for each term in (7.5c) were empirically determined as α = 1,β = 0.45,δ = 0.5.
γ ∈ [0,1] in (7.5d) refers to a discounting factor which decides the importance
of future v/s current rewards while calculating the expected returns of the current
state-action pair. We give equal weightage to both and hence set γ = 0.5. This
ensures quick adaptation to the current state while preventing an overly short-
sighted agent. We now describe the details of the SAC network being used in this
study.
7.3.2.3 Soft-Actor-Critic Network
SAC [102] is an off-policy method that uses a replay buffer to improve sample
efficiency. This implies that network parameters are updated with experience col-
lected from a different policy than the current one; allowing the algorithm to gen-
eralize over a larger state space without explicitly visiting them. SAC is based on
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maximum entropy RL, with the following entropy augmented objective function:
J(π) = E[∑
t
r(st ,at)−ζ log(π(at |st))] (7.6)
An optimal policy π∗, maximizes the expected return as well as the expected
entropy (log-term in (7.6)). The entropy term can be viewed as a trade off between
exploration (maximize entropy) and exploitation (maximize return). The trade-
off between the two is controlled by the non-negative temperature parameter ζ ∈
[0,1]. We set ζ = 0.5 in this case.
To optimize (7.6), SAC uses two networks: a soft Q-function Qθ (s,a), and a
policy function πφ (s,a). θ and φ are the parameters of the respective networks.
In SAC, the Q-function is parametrized using a neural network, while the policy
is modelled stochastically from a Gaussian whose mean and variance are derived
from another network.
The Q-function describes the critic, while the policy function entails the ac-
tor. In other words, given a state st the actor chooses an action at based on the
stochastic policy πφ . Meanwhile, the critic estimates the expected returns of the
current state-value pair using the soft Q-function Qθ (s,a). As mentioned earlier,
the action at corresponds to impedance κt , which modulates the assistive force ut
through (7.4). We refer the reader to [102] and [103] for more details on SAC.
Both networks (actor and critic) use the same neural network architecture and
hyper-parameters (see Section 7.7 for details).
7.3.3 Training
The SAC model was trained for 50K steps using the training environment and
virtual patient model described above. Shapes in the top row of Fig. 7.3 were
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used for training. Once the model was trained, it was used for realtime inference.
Training and inference were performed using the Unity3D’s Python wrapper, ML-
Agents [112].
7.4 Experimental Evaluation
We verified the efficacy of AR3n in terms of its ability to (i) train the SAC net-
work, (ii) conduct realtime inference in a simulated environment, and (iii) provide
realtime assistance and induce motor learning with human subjects. To this end,
we conducted three experiments which are detailed in this section. We also com-
pared AR3n’s performance as a controller to a traditional ER-based controller and
iART [64].
7.4.1 Training Performance
We compared SAC’s training performance in terms of average reward per episode
with the Proximal Policy Optimization (PPO) [113] algorithm. PPO is a widely
used policy gradient RL method [55] that finds applications in continuous ac-
tion tasks. Policy gradient methods rely upon optimizing parametrized policies
w.r.t. the expected return through gradient descent. SAC uses a temporal differ-
ence technique which means it trains at every step leading to faster training times.
We compared the two methods (SAC and PPO) using AR3n’s training module
described in the previous section. Both algorithms were trained with the goal of
maximizing the expected return (7.5d) for 50K steps under the same random seed.
Hyper-parameters used for PPO can be found in Chapter 7.7.
We also compared the reward improvement for SAC and PPO with a human
expert baseline. One of the authors served as the expert and toggled assistance on
and off as the virtual patient model simulated different episodes. The performance
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of all three methods (SAC, PPO and Expert) were reported in terms of average
reward per episode (see (7.5c)).
7.4.2 Simulated Testing
Next, we evaluated AR3n in terms of delivering reliable online assistance with two
other assistance mechanisms, viz. ER and iART. ER refers to the error reduction
assistance mechanism described in Section 7.1. iART is a LfD-AAN methodology
proposed by our group [64].
iART uses a LSTM-based neural network to learn assistance behavior using
demonstrations from an expert. First, an expert therapist toggles assistance on and
off as a subject executes a robot-assisted trajectory tracking task. System states
such as tracking error and cursor velocity are logged along with the corresponding
assistance action (on or off). These state-action pairs are used to train iART, which
can then deliver realtime assistance to a patient in the absence of the expert.
In this experiment, we used the virtual patient to test the three assistance mech-
anisms (AR3n, ER and iART). To train iART, the expert toggled assistance on or
off as the virtual patient executed 2D trajectories (Fig. 7.3). AR3n was trained
according to the methodology described in Section 7.3.3.
All three methods were then used to modulate assistance in realtime for 50 vir-
tual episodes. The same random seed was used for all three cases. This enabled us
to compare the assistance behavior of the three methods, subject to the exact same
initial conditions. It should be noted that ER and iART toggle assistance on or off
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Figure 7.5: Human subject study design.
7.4.3 Human Subject Study
Finally, we compared AR3n as a rehabilitative tool to ER through a human subject
study. Eight healthy subjects (5 males; 3 females; average age 26 years; range 19-
33 years) were recruited for a single session study. Subjects reported no history
of motor impairments. Six subjects were right handed and two were left handed.
The study was approved by the university’s Institutional Review Board.
The experimental setup is shown in Fig. 7.5a and involved the subject using a
robotic device for the trajectory tracking task described in Section 7.3.1. In order
to increase the task difficulty and simulate motor impairment, the subjects were
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required to use their non-dominant arm and the robot motions were mirrored in
the horizontal (x) and transverse (z) direction (see Fig. 7.5a). In other words, if
the robot end-effector was moved to the right, the onscreen cursor would move to
the left, and vice-versa. A similar reversal was implemented in the z−direction.
Each subject participated in three trials (Fig. 7.5b). A baseline trial (T1) fol-
lowed by a training trial (T2) and a final post training trial (T3). Each trial involved
the subject executing the four shapes shown in Fig. 7.5b. All trials lasted around
2 minutes with 2 minute breaks between subsequent sessions.
The baseline and final trials involved no robotic assistance and used the same
2D shapes. During the training session (T2), robotic assistance was provided
either through a conventional ER-based AAN or the proposed AR3n controller.
The maximal allowable error (error zone size) for ER was set as 0.3. This means
that robotic assistance was toggled on only when tracking error was greater than
0.3.
The eight subjects were randomly assigned to the conventional ER (Ek, k =
1, ..4) controller or AR3n (Ak, k = 1, ..4). The subjects were unaware of the type
of assistance being supplied. The goal of this experiment was to compare the
change in tracking error from T1 to T3 among the two groups (ER and AR3n).
We did not include iART in this analysis as iART requires an additional demon-
stration trial wherein an expert provides assistance as the subject executes the tra-
jectory tracking task. This extra demonstration trial would have led to additional
learning effects (compared to ER and AR3n) and would have skewed the interpre-
tation of the final results.
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Figure 7.6: Mean reward v/s training steps for SAC and PPO. SAC outperforms
PPO and even a human expert in terms of average reward per episode.
7.5 Results and Discussions
In this section, we provide the results for the aforementioned experimental evalu-
ation. The efficacy of AR3n is represented in terms of comparative analysis with
a conventional ER-based AAN, LfD-based iART [64] and a human expert. We
conducted paired t-test among different controllers to study differences between
their assistance behaviors. We also present the difference in assistance behaviors
as variation of robotic gains and trajectories executed under different mechanisms.
7.5.1 Training Results
Fig. 7.6 shows average reward per episode v/s training steps for SAC and PPO.
The dotted line demonstrates the same for an expert human. Unsurprisingly, SAC
outperformed PPO by a large margin and demonstrated very fast learning in terms
maximizing the cumulative reward. This fast learning is attributed to the temporal
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difference learning methodology used by SAC. The superior performance of SAC
when compared with PPO is in agreement with other studies [102].
SAC also demonstrated higher average reward than an expert human. How-
ever, this difference does not convey the superiority of AR3n as a therapist over
an expert. The reward function described by (7.5c) serves as a mathematical rep-
resentation of the behavior expected from a robust AAN controller. It does not
capture the true behavior executed by a therapist assistant who may take into ac-
count numerous other factors not captured explicitly by the state s and reward r
being used in this study.
7.5.2 Simulated Testing Results
Fig. 7.7a shows trajectories executed by the virtual patient under AR3n, ER and
iART. Fig. 7.7b shows the corresponding gain predicted by these algorithms. The
same reference trajectory and random seed was used for all three cases. This
ensured that episodes initialized with the same initial conditions and differences
in the executed trajectories arise solely based on the assistance predicted by the
respective algorithms.
Although the trajectories executed under the different setting appear to be simi-
lar (Fig. 7.7a), key differences were observed in the degree of assistance provided
by AR3n when compared with ER and iART (Fig. 7.7b). AR3n’s ability to contin-
uously modulate the robotic gain between zero and a maximum value leads to the
realization of a more natural assistance mechanism. ER and iART simply toggle
the assistance on or off (Fig. 7.7b), mimicking a bang-bang controller. This re-
sults in rapid assistance switching from zero to a maximum value and may injure
the patient.





(a) Trajectories executed by virtual patient under three settings for
















(b) Gain variance for the above trajectory.
Figure 7.7: Comparison of trajectories and gain modulation under different
assistance settings.
tient’s behavior. The smoother gain modulation of AR3n is attributed to the
quadratic penalty associated with rapid gain switching (third term in reward func-
tion (7.5c)). Eliminating this term would lead to an RL controller that learns a




















Figure 7.8: Violin plots for tracking error at which assistance was switched on
using different assistance mechanisms.Asterisks denote significant differences.
We also compared the tracking error at which assistance was switched on (gain>
0) under AR3n, ER and iART over 50 episodes. These error distributions are
shown as violin plots in Fig. 7.8. A violin plot is similar to a box plot with the
exception that it also captures the probability distribution of the data. Thus provid-
ing a more comprehensive summary of the distribution. Under ER, assistance-on
error was concentrated around the error zone (0.3). This was expected, since ER
only prevents the subject from exiting the force field and does not assist them by
guiding them back towards the reference trajectory. As with ER, AR3n demon-
strates a denser distribution around the error zone but with a wider spread overall.
This wider spread highlights the efficacy of AR3n in providing assistance over
different conditions. Assistance-on error for AR3n and ER shows significant dif-
ferences (t =−24.28, p = 10−20 < 0.01).
Both iART and AR3n show a broad spread over tracking error with a median
value close to 0.3. However, iART, which mimics the behavior of a human ther-
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apist, shows a tendency to assist over a larger range of errors when compared
with AR3n. Assistance-on error for AR3n and iART shows significant differences
(t =−38.19, p = 10−35 < 0.01).
Finally, Fig. 7.9 shows gain modulation by AR3n w.r.t. ê. As mentioned earlier,
ê describes a quadratic penalty associated with the average tracking over the past
n steps. The two show a positive correlation with a Pearson correlation coefficient
of 0.6. As expected the gain predicted by AR3n tends to increase with ê. However,
this behavior is not strictly rule-based since the gain is also modulated based on
the amount of assistance applied. This asserts the efficacy of AR3n as a reliable
adaptive AAN controller.
7.5.3 Human Subject Study Results
Fig. 7.10 shows gain variation (blue) under AR3n and ER w.r.t. tracking error
(red) for two subjects. The dotted line demonstrates the size of error zone for ER.
ER assists the subject only when the tracking error is higher than this threshold.
AR3n on the other hand, does not follow a strict error-based rule while deciding














Figure 7.9: Variation of gain (blue) predicted by AR3n w.r.t. average tracking
error function ê (red).
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Figure 7.10: Variation of gain (blue) w.r.t. tracking error (red) under AR3n and
ER.
how much to assist the subject.
Under ER the subject tends to over-rely on the robotic assistance as is evident
from the near continuous assistance provided from 6− 14s. Additionally, ER
merely prevents the subject from deviating outside the error zone boundary, it
does not assist them by guiding them back to the reference trajectory. AR3n
on the other hand guides the subject back to the reference trajectory and then
switches off assistance. This is evident from the reduction of tracking error from
a large value to near-zero whenever assistance was switched on. This reduction in
tracking error was not observed for ER (Fig. 7.10). This behavior is also evident
in the introductory figure of this chapter (Fig. 7.1).
Fig. 7.11 shows the distribution of assistive forces provided by AR3n and ER.
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Figure 7.11: Distribution of assistive force under AR3n and ER.
ER’s behavior was concentrated over a narrow region. The relatively ’narrow’
distribution signifies the force field behavior of ER. In case of AR3n, assistive
force was spread over a larger range. While AR3n mostly applied small correc-
tive forces (higher density closer to zero), in some cases it applied larger forces
depending on the subject’s performance. These observations reassert the ability
of AR3n to provide assistance over multiple scenarios and highlight the inherent
challenges of ER.
Next, we compared the efficacy of AR3n and ER as rehabilitative tools. This
was done by comparing the change in tracking error between the baseline (T1)
and final trial (T3) across the two assistance groups i.e. AR3n (Ak) and ER (Ek).
Fig. 7.12 shows tracking errors for different subjects during T1 and T3. The blue
bars denote the tracking error during the baseline recording (T1) while the red
bars signify the final trial (T3). p-values obtained for pairwise t-tests on tracking
error between T1 and T3 are also shown above the corresponding pairs. Pairs that
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demonstrated significant differences at 10% are shown in red. p-values in blue
denote that no significant differences were observed.
None of the subjects in the ER group demonstrated significant reductions in
tracking error over the duration of the experiment. The inferior performance from
ER was expected and is attributed to the tendency of subjects to over-rely on the
robot’s assistance, which led to a decline in performance when the robotic assis-
tance was removed. Two out of the three subjects under AR3n showed significant
error reduction within the two trials.
Additionally, we also compared the percent error reduction across all subjects
under AR3n and ER (see Fig. 7.13). Subjects in the AR3n group demonstrated
higher improvements when compared to those within ER.
The above observations establish the efficacy and feasibility of AR3n as an
AAN controller. They demonstrate the advantages of AR3n over ER and highlight
some critical drawbacks associated with ER.
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Figure 7.13: Box plots for percent change in tracking error between the first and
last session under ER and AR3n assistance mechanism.
7.6 Conclusion and Future Directions
This chapter describes a novel RL-based AAN controller called AR3n. AR3n
uses SAC to modulate assistive impedance in realtime based on a subject’s perfor-
mance. Using a reward function that minimizes tracking error while minimizing
amount of assistive force enables the realization of a truly adaptive AAN con-
troller.
As opposed to traditional force field-based AAN controllers, AR3n does not
require hand tuning of controller parameters. The system distinguishes itself from
more sophisticated AAN controllers as our method does not require patient spe-
cific physical models. Instead, we simulate numerous virtual patients to generalize
the controller over a larger population of subjects. The use of a virtual patient also
distinguishes our method from previous RL-based AAN controllers [57–59] that
use online learning methods to generate subject-specific RL models.
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We tested the proposed algorithm under numerous simulated and human subject
experiments, and highlighted critical differences between AR3n and other AAN
controllers. In the human subject study, AR3n demonstrated superiority as a reha-
bilitative tool over traditional ER-based controllers. Subjects receiving assistance
through AR3n showed larger improvements in their tracking performance when
compared with the ER group.
AR3n uses a hand generated reward function to train an RL-based AAN con-
troller. While effective, this reward does not capture the real dynamics of how a
therapist would assist a patient. Use of inverse reinforcement learning (IRL) may
enable the realization of a more realistic system. IRL algorithms rely on expert
demonstrations to generate a non-linear reward function. RL is then performed
over this reward function to attain a policy similar to the expert’s.
Our system relies on offline learning to generate a subject-independent AAN
controller. This method may not be suitable for patients with very specific needs.
Use of online learning methods such as GARB in conjunction with AR3n will
enable the realization of controllers tuned to the specific needs of a patient without
requiring extensive data collection. Future work should explore this option.
We have conducted experiments and imposed limits on the value of impedance
predicted by AR3n to ensure stability of the system. However, a formal passivity-
based analysis needs to be conducted to obtain these limits. Finally, the system




Table 7.1: Hyper-parameters used for training SAC and PPO.
Parameter SAC PPO
Learning Rate 3×10−4 10−5
Discount Factor 0.5 0.5
Layer Architecture 32×32×32 64×64×64
Layer Activation ReLU ReLU
Maximum Steps 50,000 50,000
Memory Buffer 500,000 102,040
Batch Size 128 128
134
Chapter 8
Conclusion and Future Directions
In this dissertation, we have presented the design and evaluation of iART. iART
refers to an adaptive tele-rehabilitation system that has multiple levels of automa-
tion. Automation here refers to the degree of active involvement required from a
therapist to ensure safe and effective home-based therapy.
iART comprises of a haptic device capable of assisting patients as they play
virtual therapy games using a simulation system. The level of assistance supplied
by the device can be adjusted manually by a therapist and/or automatically by
iART. A preliminary evaluation suggesting the efficacy and feasibility of iART as
a rehabilitative tool was conducted as well.
iART also incorporates a module to monitor patient participation and make
changes to therapy in realtime. The system can either utilize data from the haptic
device’s encoders or sEMG sensors to track patient participation. The methods
offer trade-offs in terms of ease of use and accuracy.
Finally, the dissertation presents two novel assistance mechanisms that utilize
LfD and RL. The use of these paradigms in robotic rehabilitation is very limited.
The few studies that have explored these methods rely on significant assumptions.
These assumption severely limit the feasibility of these systems. The LfD and RL-
based systems proposed here have demonstrated feasibility as reliable and robust
algorithms that can be easily generalized for large patient populations.
While this dissertation highlights the feasibility of iART for home-based stroke
therapy, it does not explicitly establish it. For the realization of safe and effective
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system, numerous studies need to be conducted.
8.1 sEMG-based Evaluation
iART comprises of four ADL tasks, viz. writing, eating, cutting and pouring.
These virtual tasks were carefully designed to mimic the motor control required to
execute them in the real world. However, the design process required some prag-
matic assumptions. An sEMG based study that compares the similarity/dissimilarity
of muscle activation when conducting these virtual tasks with the real tasks needs
to be conducted. Such an analysis will quantify the similarity of the virtual tasks
to the real ones.
8.2 BCI-based Engagement Benchmarks
In Chapters 4 and 5, we proposed two methodologies to monitor a subject’s par-
ticipation during robot-assisted therapy. In this dissertation, the ground truth for
subject participation was self reported by the subjects; which limits the reliability
of the results obtained from these methods.
This calls for the need of a robust measure of ground truth engagement. A study
to compare the performance of iART to a BCI-based classifier can address this
benchmarking issue. It should be noted that the BCI-based study is solely intended
to study patient engagement while performing the aforementioned experiments,
and is not envisioned as a part of the final tele-rehabilitation system.
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8.3 Passivity and Stability Analysis
The LfD and RL-based adaptive controllers presented in Chapters 6 and 7, have
empirically determined limits on the amount of permissible assistive forces. The
limits have been implemented to ensure stability and safety of these standalone
systems. A formal passivity-based analysis needs to be performed to obtain robust
limits. Such an analysis will ensure stability across a plethora of scenarios while
maximizing the amount of assistance that can be safely supplied to the patients.
8.4 Clinical Study
All studies described in this dissertation have been conducted with healthy sub-
jects. While these studies serve as a good starting point to explore the feasibility
of iART as a rehabilitative tool, they fail to paint a complete picture. The system
and all its modules need to be tested with stroke patients in the clinical setting for
a true measure of safety and efficacy. A pilot study with stroke patients exploring
the ergonomics and initial impression of iART will would be the first step towards
formalizing iART.
Clinical trials with a control group receiving traditional therapy while a treat-
ment group using iART should come next. A key criterion to measure the efficacy
of any learning paradigm is the transfer of learning to perform daily activities. It
is important to study how the patients use the skills gained through iART in actual
practice; as this transfer of learning is the goal of any therapy regime. Such a
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