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1. INTRODUCTION 
This paper is a continuation of a companion report [l] on age-dependent 
branching processes with arbitrary state space, and deals with the behaviour 
of the first moment of the process. By using the theory of positive operators 
and the Fredholm theory of integral equations, we obtain an asymptotic 
form for the first moment. 
Ney [2, 31 has considered a model which has some points of similarity 
with our model. Instead of working with the theory of positive kernels, 
he assumed that the initial states x1 ,..., x, of the off-spring of a parent in 
state z have the conditional joint distribution p,(x, ,..., x, 1 x) which satisfies 
the homogeneity property, 
P&XI *-*., ax, ] uz) = up& )...) x, j z). 
This assumption enabled him to obtain asymptotic results of the first two 
moments. 
Davies [4, 5, 61 discussed the asymptotic properties of a population 
multiplying according to a Bellman-Harris age-dependent branching process 
and diffusing through a region X which has no absorbing boundaries. In 
his model the motion (state) of each individual is assumed to be determined 
* The work was supported in part under N.I.H. Grant No. 50-8969-D. 
41 
42 BIRCHER AND MODE 
by a Markov transition probability distribution P(A 1 x, t) which denotes 
the probability that an individual at x E X will be at a point in A E 93X 
after time t, conditional upon its survival during this time, and independent 
of its remaining history. He assumed P satisfies the Chapman-Kolmogorov 
equation 
Our model differs from the above ones in one important aspect. Both 
Davies and Ney assumed that the life-span of an individual was independent 
of his state, whereas, in our model this is not the case. Finally the model 
under investigation in this paper is a direct generalization of the model 
studied by Mode [7, 81. 
2. THE MEAN FUNCTIONS OF THE PROCESS 
The mean functions of the process are defined by 
wx, t, A) = Jw(~, A) (2.1) 
foreveryxEX,t>O,andsetAES?‘l. 
In this section we will give sufficient conditions for the mean functions 
of the process to be bounded in t on every finite interval in [0, a) and we 
will show that they satisfy a system of renewal type integral equations. 
We will consider the case when the G(x, t) are distributions satisfying the 
condition 
G(x, 0) = G(x, 0+) = 0 
for all x E X. We begin by establishing two lemmas. 
LEMMA 2.1. Let H(t) be a continuous nondecreasing function on [0, co) 
such that H(O+) = 0 and H(w) < co. Let H(,)(t) = H(t) and for n 3 2 set 
then for every positive number a the series 
converges for all t E [0, 00). 
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Proof. For details of the proof see Mode [7]. 
Sufficient conditions for the mean functions of the process to be finite 
for all t E [0, 00) may be expressed in terms of the means of the offspring 
distributions and a certain property of the life-span distributions. Let 
~(x, A) be the mean number of offspring with states in the set A E ~53~ 
produced by an individual in state X. To be more precise, 
LEMMA 2.2. If  there exists a continuous non-decreasing function H(t) on 
[0, co) such that H(O+) = 0, H(w) < co, G(x, t) < H(t) for all x E X, and 
a constant b such that sup% p(x, X) = b, then the mean functions &2(x, t, A) 
are finite for all t E [0, co). 
Proof. For each I = (il , iz ,..., i,,) E 9, t > 0, w EL?, let 
if 80 + CiI+ ... + eili,...i,_, < t, 
otherwise; (2.3) 
if i1 < N, , i, < Ni, ,..., i, < Nil...ikwl, 
otherwise, (2.4) 
then by comparing (2.3) and (2.4) with the definition of Z(t, x) (see 
[I, Eq. 3.51) we have 
w, 4 < c vzw uzw 
Zd 
= 1 + f f ... c vi,...i,(t) ui,...&(t). 
k=li,=l L&=1 
The random functions Vz(t) and Uz(t) are independent. Moreover, under 
the hypotheses we have 
-%Vi,...i,(t)~ < Hdt), 
where H&t) is the k-th convolution of H(t) and 
,y,{ui,...i,(t)} = P,(N, 3 il) * P,(Nil 3 i) ..* Pz(N~l...~,-, 2 ik). 
< 1 + f Hdt) b”. 
k=l 
(2.5) 
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By Lemma 2.1, series (2.5) converges for every t E [0, oo), and since 
M(% 4 A) < &&& -VI f or all A E W, this completes the proof of the 
lemma. 
In view of the hypotheses of Lemma 2.2 we shall assume the following 
conditions to hold throughout the rest of this paper. 
CONDITIONS 1. There is a finite constant b and a continuous non- 
decreasing function H(t) on [0, CO) such that 
sup /-4x, X) < 4 (2.6) x 
G(x, t) < H(t), (2.7) 
for all x E X, and 
II@+) = 0. V-8) 
The next theorem in this section establishes a system of renewal type 
integral equations for the mean functions. 
THEOREM 2.1. If conditions 1 are sutisjied, then for all x E X, t E [0, co), 
and A E aI the functions M(x, t, A) are Jinite and satisfy the system of integral 
equations 
Wx, t, A) = S(x, 41 - G(x, t)) + 1” G(x, ds) 1 p(x, dy) M(y, t - s, A), 
0 x 
(2.9) 
where 
6(x, A) = 1; 
ifxEA; 
x$A. 
Proof. The finiteness of the functions M(x, t, A) is an immediate con- 
sequence of Lemma 2.2, and to show that these functions satisfy the system 
of integral equations given in (2.9) we may proceed as follows. 
From Eq. (3.9) of [l], we have for 0 < /s(w) < t and N,(w) = Y the 
expression 
hence 
.Z(t, A, CIJ) = i Z(t - to, A, wJ, (2.10) 
a=1 
M(x, t, A) = &W, A, w>> 
= JUZ(t, A, w> I 6, > 0 
+ f &&W A, w> I 8, < t, No = 4 
*=o 
=Ez{Z(t,A,w)180>t)f~ ~E,{Z(t--o,A+41. (2.11) 
7=0 61 
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Since Z(t, A, w) = 8(x, A) if tt, > t and the state of the initial individual 
was x, we have 
c&q4 A, a) I 4 > t> = qx, 4 ~ZVO > t) 
= 6(x, A)(1 - G(x, t)). 
Referring to (2.11) we see that 
qz(t, A, w) 1 t,, < t, IV,-, = r} = i &(Z(t - 4 , A, 4>- (2.12) 
i=l 
Now the conditional expectations of the sum in (2.12) given the offspring of 
the initial individual have states xT = (x1 , xg ,..., x,) and & = s < t is 
tl M(xi > t - ~9 A), (2.13) 
and if we average CF=, CI=, M(x, , t - s, A) with respect to the states 
x’ = (x1 ,..., x,), keeping 4, = s < t fixed, we obtain 
s /4x, dr) WY, t - s, A). X (2.14) 
Then, if we average (2.14) with respect to 8, = s, 0 < s < t, given that 
the state of the initial individual was x, we see Eqs. (2.9) follow immediately 
from Eq. (2.10). 
For studying the asymptotic behaviour of a general branching process, 
it is important to know if the mean functions defined in (2.1) have Laplace 
transforms, and whether the expectation operator p(., .) has eigenfunctions 
and eigenvalues. The next theorem not only supplies a result in this direction 
but also lists some other interesting properties of the mean functions. Before 
proving the next theorem we introduce 
CONDITION 2. From Eq. (3.11) of [I], we have 
P(X, 4 = jA %Y) WY) 
where K(x, y) = nz(x)f(x, y). 
For simplicity we will assume V(X) = 1. Moreover, for every x E X the 
function G(x, .) is continuous on [0, co). 
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THEOREM 2.2. If Conditions 1 and 2 are satis-ed then 
(i) the mean functions are bounded on every finite interval in [0, CD) 
and satisfy the equations 
M(x, t, A) = 6(x, A)(1 - G(x, t)) 
+ j; j, M(Y, t - s, A) K(x, Y) v(dy) G(x, ds) (2.15) 
(ii) there exists a positive constant /3 such that M(x, t, A) = O(eet), 
and /3 is independent of A and x, 
(iii) the solution of Eq. (2.15) is unique in the class of all functions that 
are of bounded variation on every Jinite interval in [0, co), 
(iv) Wx, *, 4 is a continuous function oft for every x E X and A E Bl . 
The theorem may be easily proved by applying the method of successive 
approximations and the results of Lemmas 2.1 and 2.2. 
3. THE LAPLACE TRANSFORM OF M(x,t,A) 
In general the calculation of M(x, t, A) is very difficult. However, under 
suitable restrictions, we can obtain a workable expression for the Laplace 
transform of M(x, t, A) by using the Fredholm theory of integral equations, 
and this representation will be useful in obtaining the asymptotic behaviour 
of M(x, t, A). 
Since M(x, t, A) = O(Ct), is continuous in t, /3 independent of A and X, 
we can take the Laplace transform of Eq. (2.15) for Re(h) > p, and obtain 
a@, A, 4 = Q, 41 - e(x, 4) h-l + jx fi(y, A 44(x, y)Wly) (3.1) 
where 
l@(x, A, A) = jr e-AtM(x, t, A) dt, (Re(X) > p), (3.2) 
e(x, A) = jr e-+G(x, dt) (3.3) 
==A m 
I 
e-AtG(x, t) dt, (WV > Oh (3.4) 
0 
and 
ax, Y) = G% 4 WG Y) (Re(A) > 0). (3.5) 
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It follows from the theory of Laplace transforms that A?!(x, A, A), K,(x, y), 
and e(zc, A) are analytic functions in h for their respective domains. For 
simplicity let 
74(x> = mx, A, 4, (3.6) 
f&c) = S(A, x) A-‘(1 - G(x, A)), (3.7) 
and 
TA( g(x)) = 1, KA(x, Y> g(y) WY): (3-g) 
then Eq. (3.1) takes the form 
A@> = h(4 + TMxN. (3.9) 
In the analysis of Eq. (3.9) it will be useful to multiply the integral operator 
by a constant p. Doing this we obtain 
Mx) = f&4 + PTM~), (3.10) 
an equation of the FredhoIm type. In order to solve Eq. (3. to) for the unknown 
function bA(*), we shall impose 
CONDITIONS 3. The function K(x, y) is $Bi x Wr-measurable, K(x, zc) 
is Br-measurable, and these exists a positive number d such that 
I 0, r)l < d (3.11) 
for all (x, y) E X x X, and K(., *) is not identically zero. 
Let 
where (KA(xi , y?)) is a matrix whose ij-th element is KA(xi , yj) and 
I(KA(xi , yi))l is the determinant of (KA(x, , yi)); then under Conditions 3 
the Fredholm determinant D(p, A) and the Fredholm adjoint D(x, y, p, A) 
have series representations as follows: 
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where the integrals are over the space X. The same holds for other integrals 
in this section. 
We can now solve Eq. (3.10) for +*(.) in terms of D(p, A) and D(x, y, p, A). 
THEOREM 3.1. (i) Under Conditions 3, Eq. (3.10) has, in general, one and 
only one solution of the class L,(X, aI , V) given by 
+,3(X) = f&4 - &) 1 WY YP P9 h)fn(Y) V(‘(dYh (3.14) 
9 
except for those values of p and h such that D(p, A) = 0. 
(ii) D(x, y, p, A) and D(p, A) are entire in p. 
(iii) If p = p0 is a root of multiplicity m 2 1 of the equation D(p-l, A) = 0, 
then the homogeneous equation 
POMX) - .j- K(x, Y> A(Y) WY) = 0, (3.15) 
has Y linearly independent non-trivial solutions, called eigenfunctions, where r, 
the index of the eigenvalue, satisfies the condition 1 < r < m. The same is 
true for the associated homogeneous equation 
(3.16) 
(iv) For. r = 1, D(x, y, pi’, A) does not vanish identically (for fixed A) 
and is necessarily of the form 
m Y 9 PO1~ 4 = A(x) #h(Y) (3.17) 
where $,, and Z/Q are solutions of Eqs. (3.15) and (3.16) respectively. 
aD(P9 4 ~ = 
8, s 
D(x, x, p, A) V(dx) 
(vi) p = p,, is an ezgenvalue of TA , A real OY complex, if and only if 
D(p;‘, A) = 0. 
Proof. For details of the proof, see, for example, Tricomi [9] and 
Lovitt [IO]. 
From (3.14) it follows that 
1 
Wx, A 4 =f&) - Dcl, xj s D&Y, 1,3fA(y) I’l(49 
(3.19) 
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and from (3.19) and the theory of poles and residues we see that the limiting 
behaviour of the function M(x, t, A) as t -+ 03 will be associated with the 
roots of the Fredholm determinantal equation D(1, A) = 0. In order to 
solve the equation D( 1, A) = 0, we will need the functions D(p, A) and 
D(x, y, p, A) to be analytic in h for domain D = Re(A) > 0. We begin by 
establishing two lemmas and imposing the condition 
CONDITION 4. The functions G(x, t) have means m(x), x E X, such that 
i m(x) lqdx) = c < co. (3.20) X 
LEMMA 3.1. Let (S, ,Z, m) be a finite measure space. Let f  (x, s) for $xed s 
be a holomorphic function in z for domain D, and for $xed z, let f  (z, s) be 
Z-measurable and m-integrable. Then 
.A4 = j,f (z, 4 44 
is holomorphic in domain D if there exists a Cmeasurable function w(s) such 
that 
and 
s 
W(s) m(ds) < CO. 
S 
Proof. The proof follows directly from a dominated convergence argu- 
ment, and therefore will be omitted. 
LEMMA 3.2. If G(x, t) has mean m(x) such that 
s 
m(x) V(dx) = C < co, 
X 
and Condition 3 is satis-ed, then 
g,(h) = j-f ... j- K, (it ;:-I; f’j W&) ... W&n) 
is a holomorphic function in h for domain D = Re(h) > 0. 
Proof. Since K,,(x, y) is holomorphic in X for domain D : 
4~9/3fJ~-4 
(3.21) 
Re(h) > 0, 
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it follows that K,(~::::;,,J is holomorphic in h for domain D. Moreover, 
by Hadamard’s inequality, 
and 
. . . Sf I m*m d* f m(&) V(dt,) *** V(d&,J = Cm*ln+l d” < ~0. i=l 
Therefore applying Lemma 3.2 we have g,,#) is a holomorphic function in 
domain D = Re(X) > 0. 
THEOREM 3.2. D(p) A) and D(x, y, p, A) are holomorphic functions of h in 
domain D = Re(X) > 0, if Conditions 3 and 4 hold. 
Proof. D(p) X) = 1 + Cz=, [(-p)“/m!] g,,,(h) where g,,,(h) is defined by 
Eq. (3.21). 
By Hadamard’s theorem it follows 
so that 
1 D(p, 41 < 1 + sl$ (1 P 1 d)” -=c a~. 
Hence, the series is uniformly convergent in h which implies D(p) A) is 
holomorphic in D and its derivatives may be calculated by term-by-term 
differentiation. A similar argument establishes the results for D(x) y, p, A). 
4. ASYMPTOTIC BEHAVIOR OF m(x,t, A) 
AND THE MALTHUSIAN PARAMETER 
The asymptotic behavior of M(x, t, A) is closely related to the distribution 
of roots of the Fredholm determinantal equation D( 1, h) = 0. The roots 
of the above equation have the desired properties when the operator 
TACO = J&(x, r>f(r> WW is strictly positive. We therefore impose 
CONDITION 5. For every real X E [0, co), the integral operator TA mapping 
L,(X) aI , V) into itself is strictly positive. The following theorem sum- 
marize some important properties of Th . 
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THEOREM 4.1. If  Conditions l-5 are satisfied then for real h E [0, 03) 
(i) pA the spectral radius of Tn is positive. 
(ii) p,, is a simple eigenvalue and there exist strictly positive and bounded 
functions am and I+(Y) such that 
PA(X) PA = 
s K(x, Y) PA(Y) WY), (4.1) 
VA(Y) PA = i %(X> m%Y) Jwx), (4.2) 
and 
s PAN 44 VW = 1. (4.3) 
(iii) The index of ph is one. 
(iv) If TA f > p,, f, for f  > 0 a.e. V, then 
Tnf = p,,f. 
(v) If  p’ is any other eigenvalue of T, , then 1 p’ 1 < pA . 
(vi) p,, is a non-increasing and dzj$rentiable function of h E (0, co). 
Proof. The proof of assertions (i) thru (v) may be found in Karlin [II]. 
First observe that, by Theorem 3.l(ii) and Theorem 3.2, the function D(p, h) 
is holomorphic in both h and p for (h, p) E (0, co) x (- 00, co). Thus the 
partial derivatives of D(p h) with respect to X and p exist and are continuous 
on (0, co) x (-co, co). 
Moreover since by (ii) pA is a simple eigenvalue of TA it follows from 
Theorem 3.l(vi) that D(phl, h) = 0. Also by (iii) the index of pn is one, 
therefore by Theorem 3.1(i), D(x, y, ph’, h) is necessarily of the form 
w% Y, kc> 4 = CAPA %(Y> (4.4) 
where C, # 0. Using this representation for D(x, y, p;‘, X) and Eq. (3. IS) 
we obtain 
aD(p’ ‘) 
QJ o=q 
= CA /Lo v  (x) V(dx) = C 
s A A% (CA f  0). 
Therefore, all the hypotheses of the implicit function theorem are satisfied 
and it follows that pA is a continuous and differentiable function of h on 
(0, co). Since the kernel KA(x, y) is non-increasing in h on (0, co) so is pA , 
and this completes the proof of the theorem. 
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Having completed the necessary preparations, we are now ready for a 
theorem characterizing 01, the Malthusian parameter of population growth. 
THEOREM 4.2. If  Conditions l-5 are satisfied, we have the following: 
(i) I f  p,, > 1, where p,, is the spectral radius of the integral operator 
with kernel K(x, y), then there exists a positive number 01 such that D( 1, LX) = 0, 
and the number 01 has the following properties. 
(ii) The spectral radius of the integral operator T, is 1 and corresponding 
to this etgenvalue there are positive left and right eigenvectors v(y) and p(x) 
such that 
V(Y) = j- 4x1 &lx, Y> VW 
44 = j- K&T Y) P(Y) W&) 
and 
I 
p(x) v(x) V(dx) = 1. 
(iii) Moreover, 01 is the root of the determinantal equation D(l, A) = 0 
with largest real part and has multiplicity one. 
Proof. Since p0 > 1, lim A+m ph = 0, and ph is continuous for positive X 
by Theorem 4.l(vi), there exists a positive real number OL such that pu = 1, 
so that (i) and (ii) follow from Theorem 4.1. 
(iii) It is easy to verify that 
dD(L4 
1 
aqx, A) 1 ---z= 
dh 
___ - D(x, x, 1, A) V(dx), 
ah qx, A) 
(4.5) 
but from Eq. (4.4) we have 
D(x, x, 1,4 = G(x) 4% c # 0, 
so that Eq. (4.5) becomes 
dD(1, N 
dh 1 
A=m= (4 I-“;; ~4 j&--q ~“(4 44 Wx) (4.6) 
The reciprocal of e(x, A) in (4.5) and (4.6) is justified, since Condition 5 
implies G(x, A) is positive V-a.e. for every X E [0, Co). Since p(x), v(x), 
-ac(x, LX)/& and e(x, a) are all positive a.e. V, it follows 
dD(l, 4 
dh I 
f  0 
, 
A=ar 
which proves that 01 has multiplicity one. 
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Now let s = u0 + in be any other value of X such that D(1, S) = 0. Then 
by Theorem 3.l(vi), 1 is an eigenvalue of T, , so that there exists a non-trivial 
eigenvector f such that f(x) = s Ks(x, JJ)~( y) V(dy). Hence 
Lml G j I K(%Y)l If(Y)1 V(dY) 
= s I WG 41 Q, r> I f(r>l WY). 
By way of contradiction suppose u0 3 LX, then if 7 # 0 
1 G(S, X)1” = 1 jm e-(“o+ir)t G@., &) I2 
0 
Is 
Cm 
ZZ e --oot/2e-o,t/2 
0 
. cos t~G(x, tit) I2 
That is 
so that 
+ 1 1: e-“ot’ze-o@‘2 * sin t~G(q dt) I2 
< I 
m 
e-‘@ G(x, tit) 
0 [I 
4) 
em@ cos2 t~G(x, dt) 
0 
+ j: ewuot sins ~TG(x, dr)] 
m 
= 
U 0 
e-“ot G(x, dt)12. 
I G(x, u. + +I < G(x, 4 
< qx, 4 a.e. V, 
< s ax7 Y If(Y) I ww~ 
which contradicts Theorem 4.l(iv); therefore, if 7 # 0, then u. < 01. Finally, 
if 7 = 0, and u. > LY, then again we have 
IfM < j K&Y) If(Y)1 VMY) 
< j K(% Y) I f(Y)1 VY) 
which contradicts Theorem 4.l(iv). This completes the proof of the theorem. 
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The next lemma will be useful in proving the principal theorem of this 
section. From now on we shall also assume that the life-span distributions 
G(x, t) have densities g(x, t) with the properties that for every x E X, the 
function g(x, .) is continuous on [0, co) and for every t E [0, co) the function 
g(., t) is WI-measurable. Thus 
G(x, t) = /;g(x, s) ds. (4.7) 
The &II-measurable function 
~(-4 = j-a g’% 9 dt (4.8) 
0 
will also play a role in proving the main theorem. 
LEMMA 4.1. Suppose Conditions 1, 2, 3 and 5 are satisfied. 
(i) Let d(x, y, t) be the inverse function of the Laplace transform 
D(x, y, 1, h) and let * stand for the operation of convolution. Then the function 
f  (x, t, 4 = - Jo, 4x, y, t)*(l - G(Y, t)) WY) (4.9) 
has the property 
f  (x, t, A) = O(evt) (4.10) 
for every y  > 0, where the bound on the right is independent of (x, A) E X x WI . 
(ii) Let d(t) be th e inverse function of the Laplace transform 1 - D(p, h). 
Then, if the function q(.) is V-integrable, the integral 
I m d2(t) dt 0 (4.11) 
is finite. 
Proof. Assertion (i) follows immediately from the fact that Conditions 2 
and 3 imply the integral in (4.9) is uniformly bounded in x, y, and t. 
To prove the second assertion, let g,(x, , x2 ,..., x, , t) be the m-fold 
convolution of the densities g(x, t),..., g(xm , t), then 
d(t) = f  (-;r’ hm(t) 
WZ=l 
where 
(4.12) 
h,(t) = Jj- ... /g&l ,..., 5, , t) & (:: ;:::; 2) V(d&) **. V(d&). (4.13) 
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By setting 
and applying Hadamard’s inequality we see that 
(4.15) 
where d is a uniform upper bound of the kernel K(x, y). Therefore, if we set 
II g II = [I; I &>I” dt]* (4.16) 
for any Bore1 measurable and square integrable function g on [0, co), then 
to prove assertion (ii) it will suffice to show that the series 
converges. 
Now 
(4.17) 
and by an application of the Schwartz inequality we find that 
Hence 
I &)I2 d j I g(5, t>12 VW. 
and by induction one can establish 
for every m 3 1. Thus the series in (4.17) converges, and this completes 
the proof of the lemma. 
THEOREM 4.3. If Conditions l-5 are satis$ed, q(.) is V-integrable, and 
p,, > 1, then there is a positive number y  < 01 such that for all t E (0, 00) 
and (x, A) E X x .S?, 
1M(x, t, A) = h(x, A) eat + O(eYt) (4.18) 
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where 
-1 
h(xt A) = cql, a) i (1 - qy, 4 D(X,Y, I,4 WY) (4.19) A 
and D’(l) a) is the derivative of D(1, h) evaluated at (IL. Furthermore h(x, A) 
can also be expressed as follows 
h(x 
, 
A) = EL(x) JA (1 - %Y)) V(Y) WY) 
-dpJdX J,,=u * 0~ 
(4.20) 
where ph is the spectral radius of the integral operation TA , and p(x) and v(y) 
are the right and left ez~envectors of the integral operator T, . 
Proof. The proof is a slight modification of Lemma 3 of Harris (12, 
page 162). Using the inversion formula for the Laplace transform, we obtain 
1 r 
for any sr > max(a, /I). From Theorem 4.2(iii), it follows that; eAta(a, X, A) 
has a simple pole at ;\ = 01 and the residue at this pole is h(x, A) cut, where 
h(x, A) is given by formula (4.19). Theorem 4.l(vi) allows us to choose a 
positive y < 01 such that a is the only root of D(1, G + i7) = 0 in the half- 
plane 0 > y. Now consider the closed rectangle formed by the vertical 
lines u = y, u = sr , and the horizontal lines r = T, r = -T. From the 
theory of residues we can write 
M(x, t, A) = h(x, A) cut + $2 I$ /IT e(Y+iT)‘I@(x, y  + in-, A) d7 
+ & lr e(“+iT)i@(x, u + iT, A) do 
+ & 1” e(“-iT)l@(x, u - iT, A) do/ 
% 
(4.21) 
where 
qx, x , A) = Wh x)(l - e(x, h) h 
-1 
First of all, by the Riemann-Lebesque lemma, D(l, u + iT) -+ 1 as T + CT, 
for y < a ,( s, so that for T,, large enough 1 D( 1, u + iT)I > E > 0 for 
T > T, . Also 
1 D(x, y, 1, 41 < f  Cm +;-l) d” = C, < 03. 
m-0 
(4.22) 
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Hence 
Therefore, the second integral in (4.21) is in absolute value less than or 
equal to 
2(1 ++).g,:’ ,oiiT, du 
which approaches zero at T -+ co. Likewise the third integral in (4.21) 
approaches zero at T + 00. The first integral in (4.21) may be written in 
the form 
(4.23) 
The first term in (4.22) approaches 6(A, x)(1 - G(t, x)) as T --+ 00, and is 
of order O(@). 
To complete the proof of the form of the remainder it remains to show 
that the second term in (4.23) is of the order O(eYt) for all (x, A) E X x aI . 
Let 
&, A, A) = -j 
A 
D(x, y, 1, A) (’ - y(” ‘)) V(dy) 
then the second term of (4.22) can be expressed as 
1 r 
2?r -T s 
&‘+ir)tf(~, ,J + in, A) dr 
+ &sT,B 
(Y+iT)tj(% y + 57, A)(1 - w Y + iT) dT 
D(l, Y + q 
(4.24) 
The first term in (4.24) approachesf(x, t, A) as T + co, and by Lemma 4.1 
we have 
f(x, t, A) = O(eYt). 
The second integral in (4.24) is in absolute value bounded by 
iT, A)1 I(1 - D(1, y + +)i dT (4.25) 
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since by another application of the Riemann Lebesgue lemma, 
for some C, > 0. By Holder’s inequality the integral in (4.25) is bounded by 
Using Eq. (4.22) and the fact V(X) = 1, we have 
I.&, Y + ir, 4 G Cl I Y + iT I 
which implies 
I ~~lrc%Y + 
ir, A I2 dr < co. 
Also 
lw 
--m 
I(1 - D(1, y + iT))j” d7 < Irn I d(t)12 dt 
0 
where d(t) is the Laplace inverse of 1 - D(1, X) and by Lemma 4.1 d(t) 
is square integrable. Thus the remainder term is O(&). 
To complete the proof of the theorem it remains to show that h(x, A) 
can be expressed by Eq. (4.20). By Theorem 3.l(iv) and (v) it follows that 
where 
WG Y, 134 = c/44 V(Y) (4.26) 
c = WP, 4 
8, (p.A)=(l.a) - 
(4.27) 
Substituting Eqs. (4.26) and (4.27) into Eq. (4.19) we obtain the desired 
expression and this completes the proof of the theorem. 
The above results are closely related to the material in Chapter IV, 
Section 7 in Harris (12). Equations (4.18) and (4.20) essentially agree with 
the asymptotic form conjectured by Harris in the above cited reference. 
The difference between our asymptotic form and Harris’ is due to the fact 
that the integral equation Harris derived in his neutron model is the form 
However, in his form, K,(x, y) is undefined along the line y = x so that 
our theory does not apply directly. But by interating the kernel a sufficient 
number of times the n-th interate does become a positive kernel. Hence, 
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it seems plausible that the theory in this paper can be modified so as to 
apply to this case also. 
In the third companion article, the second moments of the process are 
studied and the convergence in quadratic mean and the convergence with 
probability one of the random functions Z(t, A) exp(--olt) are investigated. 
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