Recently, Chen et al. proposed a method for compressing color-quantized images that is based on a binary tree representation of colors and on context-based arithmetic coding with variable size templates. In this paper, we address the problem of context adaptation and we propose a model that provides improvements in the lossless compression capabilities of Chen's method.
INTRODUCTION
The compression of color-quantized images (or color-indexed images) can be addressed using two different approaches. One of these approaches relies on the use of standard lossless image coding techniques combined with appropriate preprocessing. Frequently, this preprocessing consists of colormap reordering in order to produce images of indexes that are smoother and, therefore, easier to compress by general purpose image coding techniques, such as JPEG-LS [1, 2] or lossless JPEG2000 [3, 4] (for a recent review and comparison of palette reordering techniques, see [5] ).
The second approach for color-quantized image compression calls for the development of specialized coding techniques. Among the most successful methods we can point out, for example, PWC (piecewise-constant image model) [6] , EIDAC (embedded image-domain adaptive compression) [7] or RAPP (runs of adaptive pixel patterns) [8] . More recently, a specialized technique has been proposed by Chen et al. [9] . This technique, besides its high compression efficiency, is characterized by a lossy-to-lossless qualityprogressive decoding, allowing stopping the reconstruction at any point and getting a full-resolution image with a reduced number of colors.
The coding method proposed by Chen et al. was inspired by the work of Orchard et al. in color quantization [10] and is based on the construction of a binary tree, where the root node represents all image colors and the leaf nodes represent each individual color. During encoding, the tree is traversed in a specific order, with the aim of minimizing the reconstruction error. For each node, the encoder sends the weighted average color of each of its two children nodes and the location of the pixels having a color change. The encoding of these pixel locations is performed by means of a context-based arithmetic encoder with variable size contexts.
In this paper, we address the model for context adaptation proposed by Chen et al. and used by the encoding method introduced in [9] . We propose a modification of this model such that the choice of the context template size is made more effectively, providing increased compression performance.
In the following Section we provide a brief description of Chen's method. Then, we focus our attention in the part concerning the encoding of pixel locations and, particularly, in the context adaptation model. Finally, we propose the new model, we present experimental results and we draw some conclusions.
CHEN'S CODING METHOD
In this Section, we provide a brief description of Chen's method (more details can be obtained in [9] ). We start by describing how the binary tree is constructed and then we explain how the required information is efficiently encoded.
Constructing the tree
We denote by M the number of different colors in the image, by C = {c 1 , c 2 , . . . , c M } the set of colors (RGB triplets, in our case), and by S 0 = {1, 2, . . . , M} the set of color indexes used for identifying the colors, where index i represents color c i . The number of pixels associated with color c i is given by p i .
Each node, j, of the binary tree represents a certain subset of the colors of the image. We refer to this node using the corresponding set of color indexes, S j . Moreover, we associate to each node a representative color, q j , which is given by the weighted average color of the node, i.e.,
Whenever |S j | > 1, the node is split in two, in such way that the two new subsets of colors are separated by a plane which is perpendicular to the principal direction of the data and passes through the average color value, q j . The principal direction of the data corresponds to the eigenvector associated with the largest eigenvalue of the covariance matrix of the weighted colors in S j , C j , where
Traversing the tree
Although, in our explanation, we separated the construction of the tree from the part of traversing the tree and encoding the associated information, in the case of Chen's method these two operations can be done simultaneously. The first node to be encoded is the root node, for which the value of q 0 is transmitted. Then, until the whole tree is traversed, the following procedure is iterated:
1. From the nodes available for processing, the node with the largest associated eigenvalue of C j is chosen. Let us call it node m.
2. Encode the identification of this node, i.e., the value of m (the numbering of nodes is such that it can be reproduced by the decoder without additional side information) and the representative colors of its two children, q l m and q r m , corresponding to subsets S l m and
Encode the location of the pixels with colors belonging to S l m . Notice that since the location of the pixels with colors belonging to S m is known by the decoder, then we only need to encode, for each of those pixels, if its color belongs now to S l m or to S r m .
ENCODING PIXEL LOCATIONS
For encoding the location of the pixels that have their colors modified due to a node splitting, Chen et al. proposed context-based arithmetic coding [9] . Contexts are constructed based on the template shown in Fig. 1(a) , where the context pixels are numbered according to their distance to the encoding pixel. The context is constructed using a sequence of bits, b 1 b 2 . . . b k , where
and where q i denotes the current color of the pixel in the reconstructed image corresponding to position i of the context template. Chen et al. noticed that better results could be obtained if the size of the context template, i.e., the value of k, was progressively reduced during encoding [9] . Moreover, they proposed the relation
for doing this adaptation, where n − 1 indicates the number of colors already encoded. Since the information used for calculating the contexts is binary, then the total number of contexts is given by
A NEW CONTEXT ADAPTATION MODEL
One of the drawbacks of this context adaptation model is that it does not take into account the size of the image being encoded. In fact, it seems reasonable to admit that larger images might allow larger contexts, because they provide more data for adapting the underlying probability models. Having this motivation in mind, we investigated the appropriateness of a model that could make use of this information. First, we note that (1) can be rewritten as k(n) = 9 − log 2 n = 9 − log 2 n = log 2 512 n .
We intend to study the following generalization of (2),
where N denotes the number of pixels of the image and
i.e.,
Moreover, and in order to accommodate wider variations of k(n) that are due to the α(N) term, we introduced four additional pixel locations in the context template (see Fig. 1(b) ). The function α(N) was adjusted using values taken from the kodak set of 23 images quantized to 256, 128 and 64 colors, and for sizes of 768×512 (the original size), 384×256, 192 × 128 and 96 × 64. 1 For each of these images, the best value of α(N) was found. Figure 2 shows the fitting of the model to the data obtained from the training set, resulting in m = 0.671 and b = −0.859.
To evaluate the appropriateness of the proposed context adaptation model, we performed tests using a collection of color-indexed images that have been already used in [11] . These are images from both synthetic and natural origins and of various sizes and number of colors. 2 Table 1 presents the results obtained using both the context adaptation model originally proposed in Chen's work, and the model proposed in this paper.
As can be observed from the Table, from the 30 test images, the proposed context adaptation model provides worse results for only three of them. However, in overall terms, the impact of these negative results are negligible, since these images represent a very small fraction (about 0.3%) of the total number of bytes required to encode the whole set of images. The average lossless compression gain attained was 4%.
CONCLUSION
In this paper, we proposed a new context adaptation model for the color-quantized image coding method of Chen et 
