This paper suggests a Kalman-filter approach to the estimation of angular velocity and acceleration from (quantized) shaft-encoder measurements. Finite-difference estimates deteriorate as sampling rates are increased. For small sampling periods, we show that the filtering problem is the dual of the cheap control problem, and we justify the use of all-integrator models. We investigate Kalman filtering with constant sampling rate, and also with measurements triggered by encoder pulses. Simulation and experimental results are given.
Introduction
An optical shaft encoder is basically a disk with two sets of regularly spaced slots set along concentric circles. The passage of a slot in front of a light beam produces a pulse; the net number of pulses in a given direction, multiplied by the (constant) angle between slots, gives the angular displacement in that direction during the counting period. The two sets are in quadrature, so that it is possible to deduce direction of motion by knowing which pulse train leads the other.
Low-cost encoders (such as one finds on a PUMA) have a basic resolution of about 200 pulses/revolution. Encoders of 5,000 to 10,000 pulses/revolution are now available at costs on the order of $1,000. It is possible to use so-called multiplicative decoding, by triggering on the leading and trailing
The International Journal of Robotics Research Vol. 17, No. 11, November 1998 , pp. 1225 -1233 Sage Publications, Inc. edges of each pulse, thereby gaining a factor of 4. Of course, in robotics, it is also common to place the encoder on the motor shaft to gain a factor of 50-100 on the measurement of the joint angle.
In commercial robots, as well as in many research units, joint-velocity feedback is used, either for proportionalderivative (PD) control or for more complex state feedback. Tachometers are not always used in robots; the angular velocity is often derived from the joint-angle measurements obtained by an optical shaft encoder. Joint acceleration is sometimes desired, for purposes of identification (An et al.1985) or control (Luo and Saridis 1985; Studenny and B61anger 1986) .
It is possible to use accelerometers to measure joint acceleration, but such instruments measure the total rotary motion of a joint: the acceleration of the shaft can be isolated only by a kinematic calculation. As is the case with velocity, acceleration is also inferred from angular position. Most results in the literature fall into two categories, which Brown, Schneider, and Mulligan (1992) Early results consisted mainly of simple finite-difference algorithms for the clock-driven type, with a few implementation variations (Dunworth 1969; Sinha, Szavados, and di Cenzo 1971) . There were also, for the encoder-driven type, a few schemes where velocity was estimated by dividing the (fixed) angle between encoder &dquo;lines&dquo; by the time interval between pulses (Habibullah et al. 1978; Wallingford and Wilson 1977) .
More recently, Harrison and McMahon (1993) The optimal filter in the least-squares sense is the Kalman filter. Because the observations are equally spaced in time, the discrete steady-state version is used.
The Asymptotic Analysis
We now show that at high sampling rates (usual in modern robotics) the discrete Kalman filter is independent of ao, a 1, ... , an-1, which may be set to zero: in that case, the model becomes a chain of integrators. We prove this by showing that the solution of the discrete-time Riccati equation tends to that of the continuous-time equation, with noise variance RT. There is a caveat: the analysis assumes that the observation noise is white. In this case, this noise is the quantization noise, and the whiteness assumption begins to fail at high sampling rates, especially for low velocity. The discrete Kalman filter is All matrices are constant; Ad and Qd are the A and Q matrices for the discrete-time model that corresponds to the system of eq. (2) at the given sampling rate. Note that R does not vary with the sampling rate: this is a crucial feature of this analysis, which makes it different from the usual limiting process of going from discrete to continuous time, where R is inversely proportional to T, in the limit of small T.
For the small sampling period T, Equation (5) is used in eq. (4), which is manipulated to yield where P = P (t -I-lit).
Equation (6) (Kailath 1980 (Bierman 1977) , and the new Kalman gain is obtained.
There is one more significant difference between this and the fixed-rate algorithm: the value of R. In the fixed-rate case, the observation noise is the quantization noise corresponding to the encoder levels; in this case, it is the misalignment error of the encoder slots, a much smaller quantity.
Data-driven sampling was also considered by Glad and Ljung (1984) To improve the situation, we trigger the estimation with both the encoder and the clock: following reception of an encoder pulse, the estimates are updated at every T sec unless another encoder pulse is received. The output at the clockdriven sampling instants is taken to be the output corresponding to the encoder level last crossed, and its variance is 6m /3, corresponding to the quantization noise.
The behavior of the modified algorithm tends to that of the fixed-rate filter at low velocity, when most of the pulses are clock driven, and to that of the encoder-driven filter at high speeds, when encoder pulses are generated at a high rate.
Experimental Results

The Experimental Setup
The experimental setup consists of a DC motor whose angular velocity is controlled through a PD controller. A tachometer (Electro-Craft 0491) is connected to the motor shaft. Because the tachometer readings serve as the reference against which estimates are judged, the tachometer was carefully calibrated.
A gear box with a 100:1 1 ratio connects the motor shaft to a shaft encoder (Renco model R 80) with a resolution of 1,000 pulses/revolution. The encoder has two channels, 90° out of the phase, and the pulse-counter circuitry picks up the leading and trailing edges of pulses from both channels, to give a fourfold increase in resolution. Thus, 9m = 360°/4,000 = 0.09°.
The output shaft is also connected to an angular accelerometer (Lucas Schaevitz Inc. model ASXC-2). The signals are sent to a SUN Sparc through a VME board.
Our early experiments (most of the fixed-rate ones) were done in batch mode, with the data stored in files later processed with Matlab. In our later experiments (most of the ones with the other two methods) the processing was done on-line. Figure 2 shows the results. EXPERIMENT 3. The velocity signal is a triangular wave, of amplitude 45°/sec, but without bias so that backlash is present. The backlash was estimated to be 0.8°. In Figure 3 , the tachometer signal, measuring the motor-shaft velocity, shows no backlash; the backlash is clearly visible on the velocity estimate, since the encoder is mounted on the gear-output shaft. 4.3. Encoder-Driven and Modified Algorithms A first experiment was done to measure the standard deviation of the encoder-misalignment error. The motor was run at constant speed, with a relatively large inertial load as a flywheel. For a perfect encoder, the interpulse times would have been identical. As Figure 4 shows, the deviations from the mean are approximately Gaussian, and the autocorrelation (normalized) of the process defined by those deviations is that of white noise. We conclude that the encoder-level errors are Gaussian, independent, with a standard deviation Q = 0.00645'. Since the nominal difference between quantizer levels is 6m = 0.09°, the standard deviation of the quantization noise is 9m/~ = 0.0520°, about 8 times that of the level-misalignment error. (We note that Brown, Schneider, and Mulligan (1992) used encoder errors of 5% to 20% of Om in their simulations, compared to our 7%.) EXPERIMENT 4. In this experiment, we compare the three methods for a 1-Hz-velocity sinusoid of bias and amplitude 150°/sec. The sampling period is 1 msec for the clock-driven filter. In the case of the encoder-driven filter, the term sampling period refers merely to the frequency at which the filter outputs are examined, since the data-sampling process is not clock driven. In the modified algorithm, the 1-msec period is the maximum time between updates: if a new encoder pulse is not received 1 msec after the last one, the measurement is assumed to be identical to the last one, and is processed by the filter. The value q = 1,000 is used with a triple-integrator model. The results are shown in Figures 5, 6 , and 7. The modified algorithm performs best, especially for the velocity estimates. The encoder-driven and modified algorithms are much better than the fixed-rate filter at keeping down the initial transient, and, although the error peaks are comparable, the modified filter generally does a better job. Note the large errors near the velocity minimum (t = 2 sec) for the encoderdriven filter, owing to the low update rate at low velocity. EXPERIMENT 5. Figure 8 plots error standard deviations for an unbiased, 1-Hz-velocity sinusoid of amplitude 30°/sec, as a function of sampling period. This is plotted for all three algorithms. For the modified algorithm, the sampling period is in fact the maximum tolerated duration before an update is clock-initiated. 
Conclusions
We have examined three methods for the estimation of angular velocity and acceleration from shaft-encoder measurements. We first showed that at the high sampling rates normally encountered in robotics, a stationary linear stochastic process may be modeled with a string of integrators driven by white noise. We examined the performance of three Kalman filters: i the fixed-rate filter, the encoder-driven filter, and a modified filter that is a combination of both. Performance depended primarily on the frequency at which data was received. The modified filter received data more frequently than the other two, and was the best of the three.
Implementation was done both in batch and on-line modes. We encountered no difficulty in propagating the Riccati equation in real time at 1-msec (and less) 
