Exposure is a key variable in traffic safety research. In the literature, it is noted as the first and primary determinant of traffic safety. In many cases, however, no valid exposure measure is available. In Belgium, we have access to monthly traffic counts for 12 years. This offers the opportunity to investigate the added value of exposure in our models, next to legal, economic and climatologic variables. Multiple regression with ARMA errors is used to quantify the impact of these factors on aggregated traffic safety. For each dependent variable, a model with and without exposure is constructed.
INTRODUCTION
Despite the attention given to the problem of traffic safety, traffic is still one of the main causes of death in the world (1) . In Belgium, traffic safety and mobility are main issues on today's political agenda. Accidents are the result of various influences at a certain location and time. The traffic safety problem is often studied in three dimensions (2) . The first is the magnitude of the activity which results in accidents (the exposure), measured in terms of number of trips, number of vehicle-kilometers or trip duration. The second dimension is the probability of an accident or the risk, given a certain level of exposure. The third dimension is the accident consequence. Changes in one of these dimensions will change the entire safety situation.
In traffic safety, exposure is considered as key information. In a previous paper (3), we presented a model with explanatory variables concerning laws, weather and economic conditions. According to the reviewers, not including exposure was a serious limitation of the model. At that time, we did not include exposure for two reasons. First, we could not dispose of an exposure measure for a long time period. Second, we wanted to test how good a safety model can perform without any measure of exposure. Often the variable is not available on a monthly basis or for a reasonable period of time. For that reason, it is interesting to know whether accident data can be studied without exposure measure.
We agree with the reviewers on the added value of exposure. When exposure is not included in the model, it is impossible to quantify its impact. But it does not necessarily imply that models are of poor quality. In our study, econometric models were used to quantify the impact of a number of explanatory variables on traffic safety. These models deal with a large number of factors and incorporate the stochastic nature of accidents. We constructed models for the number of accidents with persons killed or seriously injured and the number of accidents with light injuries, as well as for the corresponding numbers of victims. Monthly data from January 1974 up to December 2000 were used. The models showed a good fit and high predictive power. At the time of writing this paper, we have the possibility to include monthly traffic counts on highways in Belgium for 12 years. Using this variable as a proxy measure of exposure, we will test whether the inclusion of this variable significantly changes the results.
The objective of this study is twofold. First, we rebuild the models of our previous paper, and we additionally include an exposure measure. It is investigated how exposure, weather conditions, economic growth and laws influence the number of accidents and victims. A multiple regression model with ARMA (Auto-Regressive Moving Average) errors is used to quantify the impact of these factors on traffic safety. Second, we will compare this model with one without an exposure measure.
This text is organized as follows. First, some background information is given on the use of exposure in traffic safety research, especially in time series models for traffic safety outcomes. Next an overview of the data and a summary of the methodology is given. In the results section, the outcomes for the models with and without exposure are presented and discussed. Also some general conclusions and topics for further research are provided.
BACKGROUND

Measures of exposure
The basic concepts in traffic safety research are exposure, risk and loss. The two main sources of information to quantify these dimensions are road accident records and exposure data (2) . There are two basic methods for the collection of exposure data (4). The first is to obtain data while trips are in progress, as is done with mechanical traffic counters. Also human observations and automatic cameras can be used. With the second method, data is gathered after the trips are completed, using in-person interviews, telephone interviews and mail questionnaires. This is usually done in travel habit surveys. Researchers use various indicators of exposure like total distance travelled, travel duration or number of trips. For practical purposes, other definitions like the number of inhabitants, registered vehicles, traffic counts or fuel consumption are used.
Unfortunately, exposure measures are often the primary source of annoyance for many traffic safety researchers. First, as mentioned by Wolfe (4) , the most easily obtained exposure measures are rarely the most desirable ones. Total population, the number of registered vehicles or the number of licensed drivers are not always good proxies for accident risk. Depending on the scope of the analysis, some exposure measures may be more or less relevant. Second, some measures of exposure are simply not available. In Belgium, before the first travel surveys were conducted in the late nineties (6), there was nothing else than the traffic counts, transformed in a yearly index of distance travelled. Moreover, the exposure data are rarely in a format that can be used in whatever type of analysis. Often historical exposure measures are not available over a long time period. For studies on specific groups of road users, the traffic counts are either not relevant or too aggregated. Third, typically in aggregated studies, it is not easy to find a measure of exposure that matches the traffic accidents studied. Traffic counts are usually available on a regular basis for highways, but not for the whole road network. This measure is only a rough proxy of the real exposure, especially since most of the accidents do not occur on highways. More aggregated measures of exposure are easier to find, but sometimes too rough to analyse the relationship between accident occurrence and exposure. Another problem is that road safety is generally not the primary objective when gathering travel data. Traffic surveys are not designed for the analysis of accident risk but for planning or road maintenance purposes (5) .
Apart from the practical issues, the quality and reliability of exposure data is often low. This limits the level of detail of road accident analysis (5) . First, since traffic data are often based on surveys, they are only representative under restrictive assumptions. Second, they are mostly not available for all kinds of traffic. In traffic counting systems, the distinction between light and heavy traffic is either not available or not reliable. Third, whereas traffic counts for motorways are mostly known, counts for regional and local roads are less frequently provided. Fourth, exposure data on a sufficiently low level of aggregation are almost never available. Even if we have data for a longer period of time, we are never sure that the data collection method remained unchanged for the considered period.
Measures of exposure in econometric traffic safety models
Econometric models, like regression and time series models, are very useful in enhancing the understanding of trends in traffic safety. The main advantages are the possibility to test the impact of a large number of factors on traffic safety outcomes and the probabilistic view on the accident process. The combination of regression models and time series analysis has been frequently applied to traffic safety data. The main ideas of traffic safety development and time series models are described in (5) . An overview of macro models using aggregated explanatory variables is given in (7).
One class of explanatory models is known as the DRAG family. These are structural models, including a relatively large number of explanatory variables, whose effects on exposure, the frequency and the severity of accidents are estimated by econometric methods (5) . In the DRAG models, a separate layer is included to model exposure (8) . An overview of macro models and DRAG models can be found in (9) . In most of these models, the relationship between traffic risk and exposure had a positive sign (7) . However, it is obvious from literature that exposure measures vary considerably, and it is usually not possible to judge the quality of these variables. A plausible assumption is that the severity of accidents will at first increase with exposure, but at a certain point it will decrease, as higher exposure will decrease speed and reduce the severity. This results in an inverted U-shaped relationship between exposure and severity (8) .
In the DRAG-2 model for Quebec (10) , exposure is expressed as the total distance travelled, based on fuel sales and energy efficiency data and corrected for cold winters. Also changes in the type of vehicles were considered. The number of vehicles on the road was used as an explanatory variable to model the distance travelled, together with other influential factors. The effects of exposure on traffic safety were not as clear as stated in (7) . A 10% increase in distance travelled resulted in an 8% increase in injury accidents and a 7.2% increase in victims injured. However, the effect on morbidity was a 0.8% decrease, although less statistically significant. For fatal accidents and victims killed, an inverted U-shaped relationship was found, indicating that traffic safety can increase with exposure. For mortality, the relation was also inversely U-shaped, although not statistically significant. Fridstrøm et al. (11) used data on gasoline sales as a proxy for exposure. They suggested the hypothesis that average severity of accidents decreases with traffic volume. The TRULS-1 model for Norway (12) used measures of exposure for various groups of road users. The injury accident frequency had an elasticity of 0.911 with respect to motor vehicle kilometres. In the DRAG-Stockholm-2 Model (13), exposure (vehicle-kilometres) for gasoline driven passenger cars was based on monthly gasoline sales within the Stockholm County and on fuel efficiency. For the periods where no data were available, estimates were obtained from a multiple regression on total gasoline sales, Gross National and Regional Product and population. In the first models, the number of bodily injury accidents was not proportional to exposure. The number of road accidents increased with the number of vehicle-kilometres, but was reduced in congested situations. At low levels of exposure, the number of light and severe injuries and fatalities decreased at first, but in congested situations the proportion of severe injuries and fatalities seemed to increase. Since these results were not logical, a new model was formulated, unfortunately resulting in a non-plausible U-shaped relationship for severe accidents and fatalities. For the severity models, the correct inverted U-shape was obtained. However, the overall performance of these new models was so poor that the authors considered the first models as superior, even with the wrong U-shaped structure for exposure. In the TAG-1 Model (14) for France, the number of kilometres travelled by all road vehicles was calculated on the basis of petrol and diesel sales. Total mileage has a significant positive impact on both injury and fatal accidents. Similar results are found for the number of fatalities, serious injuries and light injuries. On the other hand, the gravity rates for minor and serious severity were not significantly linked with exposure. Exposure to risk was positively correlated with the number of accidents and deaths. According to the authors, speed was the most important risk factor. The TRACS-CA Model for California (15) used the total number of vehicle miles travelled on state highways as an index of risk exposure for traffic on all roads in California, based on the assumption that traffic on state highways is highly correlated with the total vehicle miles travelled. Risk exposure was an important and statistically highly significant determinant of highway safety. Fatal and materials only crashes had relatively high elasticities with respect to exposure. Non-fatal injury crashes were less sensitive to risk exposure. Risk exposure increased crash frequencies, as well as mortality and morbidity. Also the fatality rate and the non-fatal injury rate were increased by exposure. In the SNUS-2.5 model for Germany (16) , road demand was expressed by the kilometres driven with gasoline and diesel consumption, based on monthly gasoline and diesel consumption and the consumption rates. The number of accidents clearly depended on exposure, with a positive sign.
Also other time series models in traffic safety include in some way an exposure index. In (17) , accident risk was modelled as the ratio of accident counts and exposure level. It was assumed that the coefficient of exposure is equal to 1. Another approach is presented in (18) . Because exposure was not known, proxies like gas deliveries or the number of registered vehicles were used. But the authors recognized that each proxy was measured with error, and that exposure was likely to be exogenous. Therefore they modelled exposure as a latent (or unobserved) variable, determined by gasoline prices, disposable income and an error term.
Apparently, the effect of exposure and the way it should be constructed is not as clear as one would expect from theory. The assumption that traffic safety decreases with exposure is not a general truth. Instead, the inverse U-shaped relationship between exposure and accidents is more plausible. However, this assumption is not always tested, and if it is, the results are not necessarily in accordance with theory. For some traffic safety outcomes, exposure seems to have illogical signs or no impact. Moreover, very different exposure measures are used. Sometimes huge efforts are done to construct a valid exposure measure, while in other models only very simple indicators are used. All models use a variable named "exposure", but they are all differently constructed. As shown in (2), different exposure measures can lead to other results.
METHODOLOGY
In this study, dependent traffic safety variables are expressed in terms of independent explanatory variables. Multiple linear regression with ARMA errors can be used to model a relationship between a dependent variable and one or more independent variables, and to correct at the same time for remaining patterns in the error term. Regression models with ARMA errors are described in Pankratz (22) .
Multiple Regression
The multiple regression model can be written as In the theoretical model, several assumptions are made about the explanatory variables and the error term. First, the model should be checked for multicollinearity. In this study, Variance Inflation Factors (23) and Variance Decomposition (24) are used to assure that multicollinearity is at an acceptable level. Second, the error terms should be uncorrelated over time. This assumption is likely to be violated in regression with time series data, giving rise to autocorrelation. The Autocorrelation Function and the Partial Autocorrelation Function are used to detect autocorrelated residuals (21) . Autocorrelation can be taken into account by adding more complex structures to the regression equation, as will be explained further in this text. Third, the error terms should be identically (normally) distributed with mean zero and constant variance. Non-constant variance is called heteroscedasticity. In time series, constant variance in the regression error terms is often achieved by transforming the data (22) . In this text, logtransformations are used.
ARMA Modeling
When the error terms in a regression model are autocorrelated, ARMA models can be used to describe the remaining patterns. The resulting model is a combination of a multiple regression and an ARMA model in the error terms. The ARMA modeling approach expresses a variable as a weighted average of its own past values. The model is in most cases a combination of an autoregressive (AR) part and a moving average (MA) part. Suppose a variable N t is modeled as an autoregressive process, AR(p). Then, N t can be expressed as a regression in terms of its own passed values: In this expression, C is a constant term, i (i = 1, …, p) are the weights for the autoregressive terms and a t is a random term which is assumed to be normally distributed "white noise", containing no further information. Here a t is again assumed to be "white noise". An ARMA model cannot, however, be applied in all circumstances. It is required that the series be stationary. For practical purposes, it is sufficient to have weak stationarity, which means that the data is in equilibrium around the mean and that the variance around the mean remains constant over time (21) . If a series is non-stationary in the variance, it often helps to log-transform the data, as is done in this text. To have a series that is stationary in the mean, differencing is used. Instead of working with the original series, changes in the series are modeled. When an ARMA model is built on differenced data, it is called an ARIMA(p, d, q) model, where I indicates the differencing and d is the period of differencing. In our models, a 12-period differencing is used.
Regression with ARMA errors
The ARMA modeling approach can now be applied to the multiple regression equation to model the information that remains in the error terms. Assume a regression model with one explanatory variable, denoted as Y t = 0 + 1 X 1,t +N t . Suppose further that the error terms are autocorrelated, and that they can be appropriately described by an ARMA(1,1) process. This model can then be written as: Y t = 0 + 1 X 1,t +N t , where (1-1 B)N t =(1-1 B) a t , and a t is assumed to be white noise. Substituting the correction for the error term into the regression equation gives: is used to set up the models. The Likelihood function is maximized using Marquardt's method via nonlinear least squares estimation (25) .
DATA
A database for Belgium, with variables on exposure, weather, laws and economic conditions has been created. Monthly observations from January 1990 up to December 2001 are used. A detailed description of the database is given in Table 1 . Four dependent variables will be modeled: the (log-)number of accidents with persons lightly injured (LNACCLI) and killed or seriously injured (LNACCKSI), the (log-)number of lightly injured (LNPERLI) and killed or seriously injured persons (LNPERKSI).
< INSERT TABLE 1 HERE >
Exposure
The exposure variable is a monthly indicator of the number of vehicles on highways in Belgium, based on traffic counts. It is created on the basis of average daily counts for weekdays, Saturdays and Sundays. These averages are based on counting results on various highway locations. To our knowledge, it is the only available measure of exposure on a monthly basis for Belgium. In the past, various travel surveys have been done for Belgium (20) and for the Flemish part of the country (6, 19) . Usually the travel survey data allow much more detail in the exposure variables than is possible with traffic counting systems. The frequency and the number of involved road users of these travel habit surveys is, however, too low to be used on a monthly basis and for a reasonable period of time.
On the other hand, we know that our monthly traffic counts are by no means an ideal representation of monthly traffic. First, we use highway traffic counts as an exposure measure for the whole country. Although this approach has been used elsewhere (15), we think that this is a simplification of the real traffic situation. Second, the period of analysis is drastically limited by the availability of exposure data. Whereas the previous study (3) was done on data from 1974 onwards, we can now only analyse traffic safety starting from 1990. Third, it is clear that the traffic counts are not the same as the number of vehicle kilometres, based on fuel sales and car efficiency. However, it is the only measure we can use at this time, and consequently it is also the best one.
Laws, climate and economic conditions
Four dummy variables are included in the model to study the effect of the introduction of laws. These variables are equal to zero before the introduction and equal to one as from the moment of introduction. Climatologic variables were registered in the climatologic center in Ukkel (in the center of Belgium). Also some indicators are used to measure economic climate. The number of car registrations and the percentage of second hand car registrations can be seen as indications of economic welfare.
RESULTS
Explanatory model
Since we want to test whether the exposure variable significantly influences the results, we compare for each dependent variable the models with and without exposure. In Table 2 , the parameter estimates are presented. Only variables significant at a 90% or higher confidence level were retained (each model was re-estimated after dropping the non-significant variables one by one). In the models with exposure, this variable is always kept, even if it turns out to be insignificant. For each variable, the parameter estimate and the approximate absolute t-value (between brackets) are reported. Also the Akaike Information Criterion (AIC) and the error standard deviation are reported. The AIC is smaller when less parameters are used or when the likelihood increases. The lower the AIC, the better the model.
< INSERT TABLE 2 HERE >
Laws and Regulations
The laws on the obligatory use of seat belts in the rear seats (LAW0191), the laws on speed limits (LAW0192) and the laws on alcohol (LAW1294) are significant for all safety outcomes. For example, in the model with exposure, the introduction of the laws on alcohol resulted in a decrease in NACCKSI of 1-exp(-0.1481)=13.77%. The laws for pedestrians (LAW0496) are only significant for LNACCKSI and LNPERKSI. The addition to or deletion from the model of exposure does not alter the significance of these law variables. Even in the models where exposure turns out to be clearly significant, the effects of the laws do not change.
Weather Conditions
As we already found in our previous study, traffic safety is highly influenced by climatologic conditions. The percentage number of rainy days (PDAYPREC) has an influence on LNACCKSI and LNPERKSI. The percentage number of days with thunderstorm (PDAYTHUN) has a highly significant relationship with all traffic safety variables, except with LNPERKSI. Thunderstorm generally decreases traffic safety. For example, the model with exposure shows an increase of 0.12% in NACCKSI when the percentage of days with thunderstorm increases by 1. Further, a higher monthly percentage of days with frost (PDAYFROST) decreases all dependent variables. PDAYSNOW is not significant in our models, almost surely because snow is not common in Belgium. Also a higher percentage of days with sunshine does not significantly alters the traffic safety outcomes. These results confirm again that the effect of weather is related to the geographical properties of the area and the considered time period. In almost all cases, including the exposure measure has no effect on the significance of the weather variables.
Economic Conditions
From the indicators of economic condition, unemployment (LNUNEMP) and the percentage of second hand car registrations (POLDNCAR) are significant. Unemployment increases LNACCKSI and LNPERKSI, while POLDNCAR only affects the number of victims and not the number of accidents. For example, if the percentage of second hand car registrations increases by 1, then NPERLI decreases by 0.27%. In a better economic climate, both unemployment and the percentage of second hand car registrations are expected to be lower. However, their impact on traffic safety seems to be different. The results on LNUNEMP and POLDNCAR are not completely in line with literature, although effects in both directions can be found in other studies. The positive sign for unemployment might be explained by a corresponding drop in income. The demand for safer cars will decrease, which in turn leads to more accidents and victims. On the supply side, bad economic conditions can imply lower budgets for road infrastructure, leading to lower quality roads and thus more accidents (7). Also, bad economic conditions can have a negative influence on the driver behaviour, in terms of aggression or lack of attention (14) . The negative sign for POLDNCAR can be the result of risk compensation. When drivers know that the quality of their vehicle is low, they might adapt their driving style accordingly. It is clear that the effects of economic conditions on traffic safety are not straightforward, and various forces are working in opposite directions. Further analysis of these results is necessary. Again, adding or deleting the exposure variable does not alter the results of the economic variables.
Exposure
Exposure makes the difference between the two models that were developed for each of the dependent variables. The exposure variable is significant for the killed and seriously injured outcomes, with a negative sign. A higher exposure level results in a lower number of accidents with persons killed or seriously injured, as well as a lower number of victims. Since both the dependent and independent variable are in logarithms, we can easily give an interpretation in terms of elasticities. If exposure is increased by 1%, then NACCKSI and NPERKSI are both reduced by about 0.07%. The decrease in severity of accidents may be related to an improved infrastructure, lower speed limits, a higher enforcement level and better car technology, without, however, automatically reducing the number of accidents. In some specific cases, more traffic also reduces speed, and consequently lighten accident severity. For NACCLI and NPERLI, exposure does not seem to have a significant impact. This may be related with the level of under-registration, which is known to be quite high for accidents with light injuries. However, it is interesting to see that the sign of the effect is opposite. Higher exposure will increase the number of accidents with lightly injured persons and the corresponding number of light injuries. More traffic may increase the probability of accidents, but the severity of accidents will be lower.
These results are not counterintuitive at all. As indicated by Oppe (26) , the evolution of exposure may be approximated by a logistic function, leveling off at a certain point in time. We expect traffic to be higher than in the past, but with a lower growth rate. This is in line with the conclusions in (27) , where the authors state that the number of kilometres driven in Sweden remained unchanged during the nineties. The effects of exposure on traffic safety will therefore also be different from some decades ago. In many DRAG models, a quadratic relationship between exposure and accidents was assumed. However, given our limited time horizon, it is quite possible that we will not find a clear quadratic relation, especially if all observed exposure levels are in the increasing or decreasing part of the parabola.
Further, we also recognize that the quality of the exposure measure leaves room for improvement. However, it is the only variable we can use at the moment, and the literature review shows that exposure is a problem child in many countries. The quality of our variable may be improved by modeling it as a function of fuel sales and fuel efficiencies. On the other hand, the results bring us to some interesting findings. First, our measure of exposure is not always significant. It is influential in models for killed and seriously injured persons, and less for lightly injured outcomes. Second, even if exposure is significant, the goodness of fit of the models, in terms of AIC values, does not change. The combination of regression models with ARMA errors therefore is able to capture the remaining effect of omitted variables.
Even if we do not have a good exposure measure, we can draw sensible conclusions on the other variables in the model. Of course, these models will not provide any insights in the effects of exposure, and are therefore more limited in their explanatory power. But the quality of the estimates is equally high. Mostly, the value of the coefficients in the models without exposure is slightly higher than in the models with exposure. They partly take over the effect of exposure. On the other hand, it is clear from the models that the changes in the values of the coefficients are not that large that the conclusions would become invalid.
Error model
The error terms of the regression equations should be corrected for possible autocorrelation. As explained in the methodology section, both Autoregressive (AR) and Moving Average (MA) corrections are possible. The estimated error structures are summarized in the table below. Here, N t is the original regression error term, while a t is the corrected ("white noise") error term, which contains no further information. The backshift operator B is the same as defined before. All coefficients in the error structure are significant on a 95% confidence level.
< INSERT TABLE 3 HERE >
The models for the killed and seriously injured outcomes, where exposure has a significant contribution, have a more complex error structure. In the models for the lightly injured outcomes, only moving average terms were needed. Also note the difference between the models with and without exposure. For the lightly injured outcomes, the difference is negligible, but for the killed and seriously injured outcomes the inclusion or deletion of exposure alters the error structure. Although it is difficult to give a meaningful interpretation to the error terms, we can assume that when exposure is not explicitly included in the model, it is partly reflected in the error term. For these models, more information has to be filtered from the error term. These results are also in line with the conclusions on the explanatory variables. Since the model structure allows for a correction of the error term, the effect of missing variables can be canalized to the error term, without drastically changing the effect of other variables.
CONCLUSIONS AND FURTHER RESEARCH
In this study, the use of an exposure variable is evaluated in models for accident frequency and severity in Belgium. Next to exposure, the impact of weather, laws and economic conditions was tested. The impetus for this study was the review of a paper for the previous TRB conference, where the lack of an exposure variable was mentioned as a serious limitation. We agree with the reviewers that the inclusion of a measure of exposure may improve the explanatory power of the model, in the sense that the effect of exposure cannot be isolated when it is not included.
At the time of writing our first paper, we did not have any exposure measure, and we tested whether good models could be obtained by using only the available explanatory variables. The models were quite convincing, both from the explanatory and the predictive point of view. In the meantime, we obtained monthly traffic counts for 12 years for highways in Belgium. With this variable, our models were re-estimated. In the new models, exposure seems to have a significant negative impact on the number of accidents with persons killed and seriously injured, and on the corresponding number of victims. The effect on the outcomes for lightly injured persons is not significant.
In spite of the prominent place of exposure in traffic safety research, results in literature are quite unclear and not always comparable. It is, to our knowledge, not uncommon that researchers have difficulty in finding a good exposure measure. In many studies, it is difficult to judge the quality of the exposure measure. Also the time horizon considered in the models can change the view on the effect of this variable. It seems logical to include a quadratic relationship between traffic safety and exposure, but it is not certain that the available data would cover the whole quadratic surface. Conclusions are therefore only valid within the range of the available data and extrapolation is not without danger. It is also possible that different exposure measures show a different relation with traffic safety. Furthermore, the traffic safety indicators can be different. In our study, we looked at accidents and victims as a function of explanatory variables concerning exposure, laws, economic conditions and climate, but also morbidity and mortality indices could have been studied. It is possible that the effect of exposure may differ with the kind of data that is used. Instead of using time series, traffic safety and exposure can be expressed with crosssectional data. Michener (28) postulates that the most important variable in cross-sectional studies of accidents is some measure of scale, like kilometres driven, registered vehicles or licensed drivers. The effect of exposure in a cross-sectional study may differ from the effect of the nationwide exposure on accidents over time.
The relatively small impact of exposure on the other variables in the model is interesting. Even if exposure is significant, the deletion of this variable will only slightly alter the effects of the other variables in the model. Also the model quality is insensitive for the inclusion of an exposure measure. The effect of exposure is partly filtered by the other variables, but the main part of the effect will be found in the error term. This indicates that the framework of the regression model with an ARMA error structure can deal with missing exposure.
Some parts of the analysis should be further investigated. First, there is room for improving the exposure measure. Instead of using only highway traffic counts, we could include fuel sales and fuel efficiency. Using this information, a measure of exposure in terms of vehicle kilometres could be constructed. This is an important topic for policy makers. If there is an interest in knowing how exposure influences traffic safety, efforts should be put in defining and constructing a useful measure of exposure. This will enable a uniform treatment and straightforward interpretation of the results. Second, the exposure should be better tuned to the traffic safety indicators. When nationwide accidents are used, the exposure index should reflect traffic on all roads. Third, it is necessary to investigate the form of the relationship between exposure and traffic safety together with the time horizon of the data. The relationship may show an inverted U-shaped relationship only over a long period of time, which will not be visible from our sample. Fourth, from the modelling point of view, the variable selection procedure might be refined. Although the error structure is capable of filtering out remaining patterns that are not accounted for by the included variables, it is advisable to make a good selection of variables. The combination of a reliable variable selection and the powerful framework of regression with ARMA errors may enlarge the insights in traffic safety. Table 1 Description of the data Table 2 Results for the four models, with and without exposure 
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