together with maintaining the high quality and impact of the journal and improving support for the peer-review process. I intend to explore ways to diversify the contents of the journal, and in that context I would welcome more well-argued position papers such as Langley's, with the possibility of publishing them in conjunction with invited responses.
Finally, a word on the papers in this Anniversary issue. None of them was submitted specifically for it, but I chose them from the current Online First pipeline in an attempt to demonstrate the breadth of the discipline as it currently is. I am particularly pleased to see papers spanning more than one area, such as language learning and hyperplanes, or neural networks and relational learning. We also have a Technical Note putting Occam's razor to the test experimentally, with interesting and, perhaps for some, unexpected results. I would like to take this opportunity to emphasise the possibility of submitting Technical Notes to the journal, which are intended to be short, self-contained papers making a single, wellarticulated contribution. It is perhaps of interest for prospective authors to know that this particular Technical Note took less than six months between submission and publication in Online First, and now appears in print within nine months after it was first submitted.
In the coming year we are planning more activities related to the journal's 25th anniversary, which gives us a good opportunity to look back as well as forward. In the meantime, I hope you enjoy reading this issue, and please do get in touch if you wish to respond to Pat Langley's essay, or if you have ideas about-or want to be involved in-getting a bit more discussion going in the Machine Learning journal.
Editor-in-Chief

