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Abstract
We present RepRank, an unsupervised graph-
based ranking model for extractive multi-
document summarization in which the simi-
larity between words, sentences, and word-to-
sentence can be estimated by the distances be-
tween their vector representations in a unified
vector space. In order to obtain desirable rep-
resentations, we propose a self-attention based
learning method that represent a sentence by
the weighted sum of its word embeddings, and
the weights are concentrated to those words
hopefully better reflecting the content of a doc-
ument. We show that salient sentences and
keywords can be extracted in a joint and mu-
tual reinforcement process using our learned
representations, and prove that this process al-
ways converges to a unique solution leading
to improvement in performance. A variant of
absorbing random walk and the corresponding
sampling-based algorithm are also described
to avoid redundancy and increase diversity in
the summaries. Experiment results with mul-
tiple benchmark datasets show that RepRank
achieved the best or comparable performance
in ROUGE.
1 Introduction
Automatic document summarization is one of big
natural language processing (NLP) challenges in a
world of information overload. A good summary
should preserve the most important content of a
text and also present the content in well syntac-
tic structure. Summarization techniques can be di-
vided into two predominant categories: extractive
and abstractive. Extractive methods aim to select
salient sentences from a document and stitch them
together to produce in a condensed version, while
abstractive ones attempt to concisely paraphrase
the important content in the document.
Neural sequence-to-sequence techniques for ab-
stractive document summarization (Rush et al.,
2015; Chopra et al., 2016; Takase et al., 2016; Li
et al., 2017; Tan et al., 2017; Zhou et al., 2017;
See et al., 2017) are becoming increasingly popu-
lar thanks to the success of generative neural mod-
els for text (Bahdanau et al., 2015). However,
extractive methods are still attractive as they are
less computational expensive and less depending
on the size of manually prepared dataset. Besides,
they are usually able to produce grammatically
and semantically coherent summaries (Schluter
and Søgaard, 2015; Li et al., 2015; Peyrard and
Eckle-Kohler, 2016; Cheng and Lapata, 2016;
Wang et al., 2017; Nallapati et al., 2017).
Extractive summarization can be cast as a bud-
geted subset selection problem (McDonald, 2007;
Lin and Bilmes, 2011) where a document is con-
sidered as a set of sentences and the summariza-
tion is to select a subset of the sentences under
a length constraint. Global optimization meth-
ods such as integer linear programming (ILP) have
been demonstrated to be powerful for solving this
discrete optimization problem by maximally cov-
ering important language concepts (e.g. words,
phrases and sentences) in a resulting summary
(Gillick et al., 2009; Li et al., 2013, 2015; Durrett
et al., 2016).
In ILP-based summarization systems, the ob-
jective is normally formalized as a weighted sum
of the language concepts, and how to choose the
concepts and determine their weights does matter
for those systems. The parameters for the con-
cept selection and weight estimation need to be
trained to achieve competitive performance. How-
ever, the values of parameters learned from a data
set might not be optimal for another, especially
for the those from different domains, and such
data-driven methods cannot be applied when the
training data is unavailable. Graph-based ranking
methods (Mihalcea and Tarau, 2004; Zhu et al.,
2007; Wang et al., 2017) seem to be more appeal-
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ing in such situations, in which the language con-
cepts can be ranked automatically using a variant
of random walk algorithm (Page et al., 1999).
When the graph-based ranking methods are ap-
plied, the process for ranking the language con-
cepts begins by expressing a directed weighted
graph as n × n “transition matrix”, P , where n is
the number of concepts. For text summarization,
each element Pij represents the likelihood that a
random surfer moves to j from i, which is nor-
mally derived from the similarity score between
the language concept i and j. Term frequency-
inverse document frequency (tf-idf) is often used
to calculate such similarity scores (Wan et al.,
2007; Wang et al., 2017). The tf-idf weighting
scheme can be successfully used for ranking the
relevance among documents, but might not be
well applicable to scoring the similarities between
words or sentences (smaller language units). Be-
sides, the if-idf does not capture sentences which
are semantically equivalent but expressed with dif-
ferent words.
Recently, word embeddings has been empiri-
cally proven to be quite useful for various NLP
tasks (Mikolov et al., 2013; Pennington et al.,
2014), in which words are mapped to dense vec-
tors in a low-dimensional embedded space, and
these word vectors keep meaningful linguistic
characteristics that words sharing similar mean-
ings aggregate together whereas dissimilar words
repel each other. If sentence representations can
be properly derived from their word’s embeddings,
all the sentences and words are embedded into
a shared vector space, and then the similarity of
sentence-to-sentence and sentence-to-word would
be better estimated by simply measuring the dis-
tance in this space. We explore such possibility
by developing a method to learn such representa-
tions based on self-attention mechanism, and see-
ing whether it can further improve the graph-based
ranking summarization.
The graph-based ranking methods generates a
summary by ranking all the sentences, and taking
the top ones. A good sentence should be a repre-
sentative of many other similar sentences, so that
it likely conveys the central meaning of a docu-
ment. However, such methods tend to select mul-
tiple near-identical sentences. In order to make the
top sentences different from each other, Zhu et al
(2007) suggested that the next sentence is chosen
with the largest expected number of visits before
absorption in random walk after the selected sen-
tence are turn into absorbing states. This solution
does increase diversity in the summary, but it may
select dull sentences like “it is alright.” due to
its selection strategy (such sentences are seman-
tically “isolated” from others, thus may have the
largest expected steps to the absorbing states). We
adopt the idea of absorbing random walks, but use
a sampling-based algorithm to select the next sen-
tences to avoid such problem.
2 Graph-based Summarization Model
In this section, we describe how to extract the
summary sentences and keywords from a single
or multiple documents in a joint and unsupervised
way. The sentences and words can be ranked and
extracted iteratively with mutual reinforcement.
We prove that such process always comes to con-
verge and has a unique solution. We also propose
a sentence representation learning method spe-
cially designed for the summarization task. In this
method, a sentence is represented by the weighted
sum of its word representations, and the weights
are concentrated to those “keywords” better re-
flecting the content of a document. Finally, a sam-
pling algorithm for random walks in an absorbing
Markov chain is presented to reduce the redun-
dancy for the generated summaries.
2.1 Similarity based on Embeddings
When a set of sentences is ranked by teleporting
random walks, we want to make sure that the im-
portant words (or keywords) are covered by the
top-ranked sentences. Inspired by (Zha, 2002;
Wan et al., 2007), we make that happen by si-
multaneously ranking the sentences and words in
a mutually reinforcing way. A salient sentence
should be “recommended” by many other sen-
tences and also be “voted” by the salient words
due to their common “interest” in expressing the
similar meaning, and a word is important if it oc-
curs in many salient sentences and heavily linked
with other keywords.
RepRank requires a weight matrix P s, a word-
to-sentence similarity matrix M s, a probability
distribution V s that encodes a pre-specified rank-
ing as prior knowledge for ranking sentences. P s
is a n×n symmetric matrix, where P sij is the non-
negative weight on the edge from sentence i to j
(their similarity between sentence i, j), and n de-
notes the number of sentences to be ranked. M s is
a m× n weight matrix, where m is the number of
words (including unigram and bigram), and the el-
ement in row i and column j is the similarity score
between word i and sentence j. The prior ranking
is represented as a row vector V s = (V s1 , ..., V
s
n )
such that Σni=1V
s
i = 1, V
s
i ≥ 0. The highest
priority sentence has the largest probability, the
next has smaller one, and so on. For ranking
words, a similar m×m word-to-word matrix Pw,
a sentence-to-word n × m similarity matrix Mw
(the transpose of M s) and a probability distribu-
tion V w need to be provided.
In order to rank the sentence and words, we first
define an n × n transition matrix P˜ s by normal-
izing the rows of P s: P˜ sij = P
s
ij/Σ
n
k=1P
s
ik, so
that P˜ sij is viewed as the probability that a walker
moves from i to j. The normalized M˜ s is also
obtained by applying the similar transformation
over the word-to-sentence matrix M s. We then
make a teleporting random walk Pˆ s by interpo-
lating each row with the pre-specified prior distri-
bution V s and the distribution reflecting the votes
from words as follows:
Pˆ s = αP˜ s + β1V s + γ1V wM˜s (1)
where 1 is the column vector of ones, and
α, β, γ ∈ [0, 1] are the weights that balance the
three parts. The sum of α, β and γ is equal to 1.
The term governed by γ represents the impact of
the word distribution on ranking sentences. If Pˆ s
does not have zero elements (note that V s has no
zero elements), this teleporting random walk is ir-
reducible and aperiodic. All the states are positive
recurrent and thus ergodic. Therefore Pˆ s has a
unique stationary distribution pis = pisPˆ s, where
pis is a row probability distribution vector. We say
that λ = 1 is the dominant eigenvalue of Pˆ s, and
pis is the corresponding dominant left eigenvector
of Pˆ s. The ith entry of pis is the ranked score for
sentence i. The highest-ranked sentence s∗ can be
taken by s∗ = argmaxni=1pi
s
i . Likewise, we can
make a teleporting random walk Pˆw for ranking
words:
Pˆw = αP˜w + β1V w + γ1V sM˜w (2)
We are ready to describe how to obtain the matri-
ces of P s, Pw,M s andMw. Assuming that words
and sentences can be represented in a shared vec-
tor space through unsupervised learning, the co-
sine distance between any two vectors could be
used to estimates how similar they are. Each el-
ement of those matrices is simply calculated by:
eij =
{ vivj
||vi||·||vj || if
vivj
||vi||·||vj || >  and i 6= j
0 otherwise.
(3)
where vi and vj are word or sentence vector repre-
sentations according to which matrix is calculated.
A threshold  is used to create a sparse graph like
(Erkan and Radev, 2004).
2.2 Learning Word and Sentence
representations with Self-Attention
Mechanism
If words and sentences can be embedded into a
shared vector space, and we can measure their
similarity by calculating the distances between
them in such space. A simple method is to rep-
resent a sentence by the weighted sum of its word
embeddings, and the remaining problem is how to
assign appropriate weights to the words. Inspired
by Lin et al (2017), a self-attention mechanism is
used to estimate such weights by allowing each
word of a sentence competing against the others
when representing the sentence. Sentence repre-
sentations are trained by better predicting the fol-
lowing sentences in a document. With this train-
ing object, the sentences within the same docu-
ment are linked together mainly by the words with
more weights, and those “winners” (words) can be
viewed as good candidates for keywords.
Given a sentence s that is a sequence ofm word
wi (1 ≥ i ≥ m), each word wi is associated with
its d-dimensional embedding ewi , and the sentence
is represented as follows:
es =
∑m
i=1
aiewi (4)
where ai is the weight of word wi, which is com-
puted using the self-attention mechanism as fol-
lows:
a = softmax(W2 tanh(W1(ew1 , · · · , ewm)>)) (5)
where W1 is a wight matrix with a shape of h-
by-d (h is a hyper-parameter), and W2 is a vector
of parameters with size h. The softmax function
ensures all the computed weights sum up to 1.
For a document consisting of n sentences sj
(1 ≤ j ≤ n), Eq. (4) is used to map each sen-
tence sj into its representation esj . A long short-
term memory (LSTM) network summarizes all the
preceding t sentences, and produces a context rep-
resentation ct = LSTM(s≤t). Following Oord et
al (2018), given a context ct, k future sentences
need to be predicted, and a log-bilinear model is
used to make such prediction:
fk(st+k, ct) = exp(s
>
t+kWkct) (6)
where Wk is used for the prediction at step k.
Given a set S = {s1, · · · , sz} of z random sam-
ples containing one positive sentence st+k, and
(z−1) negative sentences sampled from other doc-
uments. A loss based on noise-contrastive estima-
tion (Gutmann and Hyva¨rinen, 2010) can be writ-
ten as:
lk(ct) = −ES
(
log
fk(st+k, ct)∑
sj∈S fk(sj , ct)
)
(7)
Both the sentence representations and parameters
of LSTM are trained by optimizing the above
loss. The word embeddings and their weights used
to produce the sentence representations are also
tuned accordingly.
2.3 Mutual Reinforcement Process and
Convergence
Intuitively, the stationary distributions of Pˆ s, Pˆw
in Eq. (1) and (2) can be solved in an iterative
way. Specifically, we first obtain the dominant left
eigenvector pis of Pˆ s in Eq. (1) by pis = pisPˆ s,
and then compute the stationary distribution piw of
Pˆw in Eq. (2) after replacing V s with pis. The
obtained distribution piw will be used to replace
V w of Eq. (1) to compute new dominant eigen-
vector of the updated Pˆ s. The above steps are al-
ternately performed until convergence. In this it-
erative process, the sentences are ranked by tak-
ing into account the word’s relative importance
and vice versa, and the both tasks are mutually
reinforced by allowing the reciprocal information
to flow back and forth. Such iterative algorithm
seems work well, but the question still remain as
to whether the iteration can converge and lead to a
unique solution, and if yes, whether there exists a
more efficient algorithm to find the same solution.
Imagine a random walker over the graph P˜ s of
Eq. (1). At each step, the walker can do one of
three things: she moves to a neighboring sentence
according to their similarities with probability α;
she walks to a random state based on the prior
distribution V s with probability β; otherwise she
is teleported to a word vertex randomly accord-
ing to the distribution V w, and moves back to any
other sentence according to the word-to-sentence
weights M˜ s. We have a similar interpretation for
Eq. (2), and so can represent the graph consisting
of both the sentences and words as a larger matrix
P , as shown in Figure 1. The terms in the right
side of Eq. (1) and (2) are assigned into four sub-
matrices accordingly.
s1
s2
.
.
.
sn
w1
w2
.
.
.
wm
s1 s2 ... sn w1 w2 ... wm
1
2
3
4
5
6
(Sentence to Sentence) (Sentence to Word)
(Word to Sentence) (Word to Word)
Figure 1: A matrix P that represents a directed graph
whose vertices are the sentences (s1, ..., sn) and words
(w1, ..., wm) from a single or multiple texts. Each ele-
ment Pij of the matrix represents the probability that a
random surfer moves to the vertex j from i.
The upper left submatrix of P represents the
weights that determine the way to linger among
the sentences, while the lower right one defines
how to move among the words. The sentence-
to-word and word-to-sentence walks are randomly
specified by the weights of the upper right and
lower left submatrices respectively. The rightmost
term of Eq. (1) is functioned as a three-step moves
demonstrated by path 1 → 2 → 3 in Figure 1:
with probability γ, she walks to the word vertex in
the next step rather than neighbor sentence, then
chooses a word to move based on the distribu-
tion V w, and finally walks back to a sentence ran-
domly according to the word-to-sentence similar-
ity matrix M˜w. Likewise, the path 4 → 5 → 6
demonstrates how the last term in Eq. (2) con-
tributes. Hence, the successive and iterative pro-
cess for finding the stationary distributions of Pˆ s
and Pˆw is equal to teleporting random walks on
the graph represented by P .
If we ensure both the V s and V w have no zero
element and define a transition matrix Pˆ by nor-
malizing the rows of P , each element Pˆij is guar-
anteed to be greater than 0, and the sum of ele-
ments in each row of P is equal to 1. For such
row stochastic matrix, λ = 1 is not a repeated
eigenvalue of Pˆ and is greater in magnitude than
any other eigenvalue. Therefore, the eigensystem,
pi = piPˆ , has a unique solution, where pi is the sta-
tionary distribution with the dominant eigenvalue.
If the eigenvalue is known, the problem of
eigensystem can be restated as a linear system,
and the complexity of computing the correspond-
ing eigenvector is O(n3) for any n× n matrix. So
the algorithm for obtaining the stationary distribu-
tion using the expanded matrix Pˆ has a complexity
of O((n + m)3), where n denotes the number of
sentences, and m the number of words. The com-
plexity of the iterative algorithm is c(n3 + m3),
where c the number of iterations required for con-
vergence. Assuming m = an, we have:
c(n3 +m3)− (n+m)3
= (cn3 + cm3)− (m3 + n3 + 3nm2 + 3mn2)
= ((c− 1)a3 − 3a2 − 3a+ c− 1)n3 (by m = an)
≥ 0 (if a ≥ 2 and c ≥ 3)
(8)
Hence, the random walk algorithm using the ex-
panded matrix Pˆ is generally quicker and easier,
which is used in RepRank.
2.4 Approximate sampling algorithm for
Absorbing RandomWalks
The ranking algorithm based on absorbing random
walks can be used to improve diversity and re-
duce redundancy by making the ranked sentences
become absorbing states that “drag down” the
salience of similar unranked sentences (Zhu et al.,
2007). Once the stationary distributions pis and
piw are obtained by the algorithm described above,
we compute the updated Pˆ s using Eq. (1) after re-
placing the V w with piw. The first sentence sk with
highest score can be picked by sk = argmaxni=1pi
s
i ,
and then we turn this sentence into an absorbing
state by setting Pˆ skk = 1 and Pˆ
s
kj = 0,∀j 6= k.
Zhu et al (2007) proposed to choose the next sen-
tence with the largest expected number of visits
before absorption. As mentioned in the introduc-
tion, this selection strategy is likely to pick dull
sentences since those sentences are semantically
“isolate” from others and will visit themselves
many times via self-edges (note that the diagonal
elements are set to 1 before the row normalization
in their implementation).
The idea behind our sampling algorithm is sim-
ple, which simulates the process of random walks
on the graph with absorbing states. For each sam-
pling process, we choose the first state i randomly
sampled from an uniform distribution, and moves
to the next state j randomly according to the i-
th row probability distribution (Pˆ si1, ..., Pˆ
s
in). For
each iteration k, we keep the current estimated
distribution, denoted as pis(k). Once such random
walk reaches any absorbing state, the walk is ab-
sorbed and a sampling process stops. This pro-
cess will repeat with sufficient times in parallel,
and for each state, the number of visits is counted
during the process. The counted visits are normal-
ized to produce pis(k+1). The iteration continues
until convergence, which is defined as the Kull-
back–Leibler divergence from pis(k+1) to pi
s
(k) be-
ing less than a pre-specified threshold κ, namely
DKL(pi
s
(k)||pis(k+1)) ≤ κ. The words can be ranked
in the same way. The ranked sentences or words
are extracted under a given length constraint. The
complete RepRank algorithm is summarized in
Figure 2.
Inputs: multi-document consisting of n sentences and m
words.
Output: a summary and d keywords.
Algorithm:
1: construct a (n+m)× (n+m) matrix P :{
αP˜ s + β1V s γV w + M˜w
M˜s + γ1V s αP˜w + β1V w
}
.
2: define a transition matrix Pˆ by normalizing the rows of
P .
3: compute the stationary distribution or dominant eigen-
vector
pi = (pis, piw) by solving the eigensystem pi = piPˆ .
4: set pis: pisi = pi
s
i /Σ
n
k=1pi
s
i .
piw: piwi = pi
w
i /Σ
m
k=1pi
w
i .
Pˆ s = αP˜ s + β1pis + γ1piwM˜s.
Pˆw = αP˜w + β1piw + γ1pisM˜w.
5: if ranking sentences
then Pˆ = Pˆ s, pi = pis.
else Pˆ = Pˆw, pi = piw.
6: repeat until all sentences or words are ranked:
7: select the item t = argmaxipii from unranked items
8: turn the selected item t into absorbing state.
9: update the distribution pi using the sampling algorithm
for absorbing random walks.
10: generate a summary by extracting the top sentences un-
der the
length constraint, and take the top d words as keywords.
Figure 2: The RepRank algorithm.
3 Experiment
We evaluated our graph-based ranking algo-
rithm on several multiple-document summariza-
tion (MDS) datasets. In this section, we describe
the datasets used to evaluate for MDS tasks, the
baseline systems we compare with, implementa-
tion details of our model, and the experimental re-
sults.
3.1 Datasets
The experiments were performed using data from
two years of Document Understanding Confer-
ence (DUC): 2002 and 2007. DUC conducts large
scale evaluation of automatic systems on differ-
ent summarization tasks. These conferences have
been held every year since 2001 and the test sets
and evaluation methods adopted by DUC have be-
come the standard for reporting results in publica-
tions.
In the early years of DUC, the test set comprised
a variety of inputs such as science, business, pol-
itics, law, society, and sports, collections of mul-
tiple events, opinions, and descriptions of single
events. Later years switched to more single-event-
type test sets. A collection of documents belong-
ing to the same topic are grouped together into a
cluster. Each cluster is associated with 2 to 4 ref-
erence summaries written by human experts. On
DUC 2002 corpus, following the official guide-
lines, we used the limited length ROUGE recall
metric at 200 words for the MDS task. DUC 2007
contain 45 topics. Each topic has 25 news docu-
ments and 4 model summaries. The length of the
model summary is limited to 250 tokens.
3.2 Baseline Systems
We compare our RepRank with some unsuper-
vised baseline and state-of-the-art systems. We
just excerpted the numbers reported in the liter-
ature or the results produced by the published
tools for fair comparison. The systems com-
pared on the three datasets would be different
slightly. The following systems are chosen for
comparison: SPARSE (Liu et al., 2015), ICSI
(Hong and Nenkova, 2014), SFOUR (Sipos et al.,
2012), LexRank (Erkan and Radev, 2004), Tex-
tRank (Mihalcea and Tarau, 2004) and Lead (Was-
son, 1998). In our experiments, we used the imple-
mentation available in the sumy package.
3.3 Implementation
We leveraged a large unlabeled corpus, English
Wikipedia, to pre-train distributed word repre-
sentations by GloVe model (Pennington et al.,
2014). Preliminary experiments show that av-
eraging the representations of words (after stop-
words being removed) performs better than tf-
idf weighted word vectors for generating sentence
representations. Thus, we also evaluated a vari-
ant of RepRank where sentence representations
are produced by simply averaging their word rep-
resentations to see the impact of our self-attention
based learning method.
We construct an initial ranking for each sen-
tence by calculating ρ−τ like (Zhu et al., 2007),
where ρ is the position of the sentence in its text,
and τ is a hyper-parameter that is set to 0.25 in
our implementation. For MDS task, we normalize
over all sentences in all texts to form a distribution
that gives higher probability to sentences closer to
the beginning. With a larger τ , the probability as-
signed to later sentences decays more rapidly. A
frequency distribution is taken as the prior ranking
for the words in the text.
In order to create a relatively sparse graph,
we use the cosine threshold values of 0.45, 0.3,
and 0.2 for computing the sentence-to-sentence,
sentence-to-word, word-to-word similarities in
Eq. (3), which are chosen slightly above their
average cosine distances. The parameters α, β
and γ in Eq. (1) and (2) are set to 0.70, 0.05
and 0.25 respectively. We set the threshold κ =
0.0001 as the convergence condition defined by
Kullback–Leibler divergence.
3.4 Evaluation
A summary that has higher similarity with the
source text can be considered better than one with
lower similarity. System summaries are com-
monly evaluated using ROUGE (Lin, 2004), a
recall oriented metric that measures the n-gram
overlap between a system summary and a set of
human-written reference summaries. These over-
lap scores have been shown to correlate well with
human assessment, and so ROUGE removes the
need for manual judgments in this part of evalua-
tion. ROUGE scores are computed typically using
unigram (R-1) or bigram (R-2) overlaps. In our
experiments below, we report the scores using R-
1 and R-2 metrics under the pre-specified length
constraints for each dataset.
Table 1: Comparison with state-of-the-art systems on DUC-
2002.
Model R-1 R-2
LexRank (Erkan and Radev, 2004) 0.447 0.144
TextRank (Mihalcea and Tarau, 2004) 0.455 0.170
SFOUR (Sipos et al., 2012) 0.442 0.181
ICSI (Hong and Nenkova, 2014) 0.445 0.155
RepRank (Glove) 0.479 0.196
RepRank (Self-attention) 0.482 0.203
RepRank (Self-attention) + Absorb 0.476 0.199
3.5 Results
We report the experimental results for DUC-
2002 and 2007 in Table 1 and 2 respectively.
The “Glove” in the parenthesis indicates that
which unsupervised learning algorithm is used
to train the word representations. From these
numbers, a handful of trends are readily appar-
ent. First, we note that “full-fledge” RepRank
indicated by “(self-attention) + Absorb” is supe-
rior to that the ranking algorithm based on ab-
sorbing random walks is not used to reduce re-
dundancy and improve diversity in the summary.
RepRank augmented with our proposed sentence
learning method, indicated by “(self-attention)”
performs slightly better than that with GloVe be-
cause the former is able to conveys both the global
statics (topic-related) and local context informa-
tion into the learned word embeddings which do
help RepRank to capture the interactions between
words and sentences across domains.
Table 2: Comparison with state-of-the-art systems on DUC-
2007.
Model R-1 R-2
Lead (Wasson, 1998) 0.312 0.058
LexRank (Erkan and Radev, 2004) 0.378 0.075
TextRank (Mihalcea and Tarau, 2004) 0.403 0.083
SPARSE (Liu et al., 2015) 0.354 0.064
RepRank (Glove) 0.390 0.093
RepRank (Self-attention) 0.382 0.088
RepRank (Self-attention) + Absorb 0.385 0.089
The results reported in Table 1 also show
that RepRank outperforms the other unsupervised
methods for the multi-document summarization,
highlighting the potential of the proposed method
based on the distributed representations. Such rep-
resentations are introduced to compute the similar-
ities between the words and sentences embedded
in the same vector space, and make us possible to
capture the phenomena of homonymy and poly-
semy in different shallow expressions. Note that
all the RepRank’s hyper-parameters are not tuned
for any data set in the experiments. We found the
similar trends from the results of 2007 as that of
DUC-2002, and the results for all the benchmark
datasets show that RepRank achieves higher per-
formance over the competitors.
4 Related Work
Many summarizers, mostly extractive, have been
developed in recent years. Extractive MDS is of-
ten cast as a budgeted subset selection problem
(McDonald, 2007; Lin and Bilmes, 2011) where
the document collection is considered as a set of
sentences, and MDS is to select a subset of the
sentences under a length constraint. State-of-the-
art systems solve this discrete optimization prob-
lem using integer linear programming (ILP) or
submodular function maximization (Gillick and
Favre, 2009; Kulesza and Taskar, 2012; Li et al.,
2013; Hong and Nenkova, 2014; Mogren et al.,
2015).
Research is moving beyond extraction in var-
ious directions: we can perform text manipula-
tion such as compression as an important post-
processing step after extraction, or alternatively,
base a summary on an internal semantic represen-
tation such as the proposition (Fang and Teufel,
2016). Schluter and Søgaar (2015) show that us-
ing concepts relying on syntactic dependencies or
semantic frames instead of bigrams leads to sig-
nificant improvements. Li et al (2015) improved
bigram-based ILP summarization methods by us-
ing syntactic information as well as external cor-
pora and knowledge bases (such as Wikipedia,
DBpedia, WordNet, and SentiWordNet) to select
more salient bigrams.
Most extractive methods to date identify
sentences based on human-engineered features.
These include surface features such as sentence
position and length, the words in the title, the
presence of proper nouns, content features such
as word frequency, event features such as ac-
tion nouns, and even semantic features such as
concepts and relations from external knowledge
bases. How to determine the language features
and measure their weights is the key factor impact-
ing the system performance. This approach is ef-
fective because researchers can incorporate a large
body of linguistic and domain knowledge into the
models. However, this approach does not gener-
alize well since the features carefully chosen for a
domain may not be optimal to others.
Previous investigations show that human-
written summaries are more abstractive, which can
be regarded as a result of sentence aggregation
and fusion (Jing and McKeown, 2000; Cheung and
Penn, 2013). Bing et al (2015) proposed a abstrac-
tive approach for multi-document summarization
by extracting noun and verb phrases, and merging
those phrases to construct new sentences. Rush et
al (2015) were the first to apply neural networks
to abstractive document summarization, achieving
state-of-the-art performance on the sentence-level
summarization. However, those approaches suffer
from both the limited amount of training data and
the higher complexity of machine learning mod-
els.
Our approach is more close to the summa-
rization models of (Wan et al., 2007; Cheng
and Lapata, 2016; Wang et al., 2017) with the
differences mainly in graph-based ranking algo-
rithm, approximate sampling method, and distri-
bution representation-based similarity. Wan et al
(2007) proposed an iterative approach for simulta-
neous text summarization and keyword extraction.
Wang et al (2017) formulated MDS as an affinity-
preserving random walk and uses the “global nor-
malization” to transform sentence affinity matrix
into sentence transition matrix. They all use tra-
ditional tf-idf weighting method to compute the
similarity between sentences and words, while
we learn to embed words and sentences into a
shared vector space and calculate the similarity
based on their distances in such space. Besides,
we prove that the iterative computation is not re-
quired for the joint task in graph-based ranking
framework, and present a sample algorithm for ab-
sorbing random walks. Cheng and Lapata (2016)
developed a data-driven extractive framework for
single-document summarization which includes a
neural network-based hierarchical document en-
coder (a standard recurrent neural network follow-
ing a convolutional layer) and a sentence (or word)
extractor with attention mechanism. Their sen-
tence or word extractor needs to be trained sep-
arately while ours can rank the salience of sen-
tences and words in a unsupervised manner.
5 Conclusion
We described an unsupervised graph-based rank-
ing model RepRank for jointly extracting sum-
mary and keywords, in which both tasks are mu-
tually reinforced. We proposed a word and sen-
tence representation learning method, particularly
designed for the summarization. We also proved
that the preliminary iterative solution can be re-
duced to the absorbing random walks on a single
graph consisting of both the sentences and words
from an input text, which speeds up the summary
generation. Experiments on multiple summariza-
tion datasets yield promising results, and RepRank
can be used as a off-the-shelf tool to domains lack
of training corpus
Recent reports tend to suggest that advances in
extractive document summarization have slowed
down in the past few years (Nenkova and McK-
eown, 2012). It seems that state-of-the-art tech-
niques for extractive summarization have more
or less achieved their peak performance and only
some small improvements can be further achieved
(Mehta, 2016). This study shows that extraction
summarization technique still can produce an im-
provement in an unsupervised way, and its opti-
mization is not yet over, especially when the dis-
tributed representations are introduced to estimate
the similarity between the language concepts for
their capability in better capturing the semantic-
rich representations of different expressions.
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