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In this dissertation, we study a family of non-standard digital representations in base 3. Let A be
an index set such that A = {0, u1, u2}, where u1 ≡ 1 (mod 3) and u2 ≡ 2 (mod 3). We study the




i, where i ∈ A. Most of the work in this dissertation
is about the case that the index set A = {0, 1, 5}. We are particularly interested in the maximal
sets of consecutive integers, the density of the represented numbers and the related generating
functions.
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i for some r ∈ N0}.
Define f : N0 → {0, 1} by
f(n) =
1, if n ∈ A0, otherwise.



























So f(n) = 1, for n ∈ N0. Another way to see the uniqueness of the representation of n is through







i−1di + 0. So,
f(dn+ 0) = f(n), for all n ∈ N0, for 0 ∈ {0, . . . , d− 1}.
In this dissertation, we generalize the index set in the base d representation, and replace the
set of digits {0, 1, 2, . . . , d− 1} by the set
A = {u0, u1, u2, . . . , ud−1}, where u0 = 0 and ui ≡ i (mod d). (1.1)
From now on, we assume that A satisfies condition (1.1). We denote by AA and A
C
A the set of
integers n ∈ N0 that can be represented as n =
n∑
i=0
idi with i ∈ A and its complement set,
respectively.





Proof. Suppose n ∈ AA. Then, there exists n′ ∈ AA such that n = d · n′ + 0. So n ≡ 0
1
mod d. Thus, 0 is uniquely determined. By repeating this process, i is uniquely determined for
all i ≤ r.





i, for some r ∈ N0, i ∈ {0, 1, . . . , n−1}, where d < n. After that, there have been some
studies that allow i to be in the set {u0, u1, u2, . . . }, where u0 = 0, such as in [ADLR13]. This
paper computes the number of such representations in base 2 with index set {0 = u0 < u1 < u2 <
· · · < ur} and shows that it is periodic mod 2.
In this thesis, we are interested in base 3 representations with A = {0, u1, u2}, where ui ≡ i
(mod 3) and focus on the case A = {0, 1, 5}. Chapter 2 contains the basic background and notations
that appear often in this thesis.
In Chapter 3, we introduce the graph theory approach to A{0,1,5} and give the structure of
A{0,1,5} as well as its complement set, AC{0,1,5}, as directed graphs. For each s, t ∈ N0, we let
[[s, t]] = {s, s + 1, . . . , t}. Define the cardinality function of A{0,1,5} by a(n) =
∣∣A{0,1,5} ∩ [[0, n]]∣∣.

















for n ≥ 0 and a(n) = 0, for n < 0. The theorems in this chapter are used throughout this thesis.
In Chapter 4, we consider blocks and anti-blocks, which are the maximal sets of consecutive
integers in A{0,1,5} and AC{0,1,5}, respectively. We give the structure of blocks and anti-blocks in
the form of directed graphs without cycles. Let B be a set consisting of disjoint sets of consecutive
integers and A ⊂ N0. We define α1, α3 : A×B→ P (N0) and α2 : B→ P (N0) by
α1(A; [[s, t]]) =
[[3s− 1, 3s+ 1]], if s− 2 ∈ A,[[3s, 3s+ 1]], otherwise,
α2([[s, t]]) =
[[3s+ 3, 3t+ 2]], if s 6= t,∅, otherwise,
α3(A, [[s, t]]) =
[[3t+ 5, 3t+ 5]], if t+ 2 6∈ A,∅, otherwise.
By partitioning the elements in A{0,1,5} and AC{0,1,5} into sets of the form
{[[0, 7]], [[8 · 3r, 8 · 3r+1 − 1]] : r ∈ N0},
we give the structure of A{0,1,5} and its blocks as directed trees and the structure of AC{0,1,5} and
its anti-blocks as forests. We define the directed tree of blocks by taking the set of maximal sets of
2
consecutive integers in A{0,1,5} as the vertex set; the edge set is{




, for some 1 ≤ i ≤ 3} .
In the case of anti-blocks, the directed forest has the set of maximal sets of consecutive integers in
AC{0,1,5} as the vertex set; the edge set is{




, for some 1 ≤ i ≤ 3
}
.
For the tree of blocks, from the definition of αi, each block has either 2 or 3 children. We say that
a block with 3 children is trifoliate. The number of the trifoliate blocks in the r-th row is the
number of blocks in the (r − 1)-th row. We present the necessary and sufficient conditions for a
block to be trifoliate in Theorem 4.9. We use the notation Ir and I
C
r for the r-th row in the directed
graph of blocks and anti-blocks, for r ≥ −1. Let Pr be the r-th Pell number [Coh72] defined by
P (0) = 0, P (1) = 1 and, for r ≥ 2,










The result on the number of blocks and anti-blocks is in the n-th row in Theorem 4.13, which is,
for r ≥ 2,
Pr + Pr−1 = |Ir−2| = |ICr−2|; |Ir| = |Icr | =
(
1−√2)r+2 + (1 +√2)r+2
2
.
In Theorem 4.15, we show that, for r ≥ 0, the sizes of blocks and anti-blocks are either 1 or 3r+32 .
Let kr =
3r+3
2 . For r ≥ 0, Theorem 4.22 shows that the block of size kr+2 is the block with
maximum size in the r-th row. This block is
[[
3
2 · 3r+2 − 32 , 2 · 3r+2 − 1
]]
.
The position of the block with the largest size in the r-th row is at the midpoint of the row, while
the anti-block with the maximum size is at the end of the row with size 3
r+1+3
2 . Lemma 4.17 and
4.18 show that the (r − 1)-st and the r-th rows are the first rows that the block and anti-block of
size kn appear, respectively. Let pkn(r) and p
C
kn
(r) be the number of blocks and anti-blocks of size
kn in A{0,1,5} ∩ [[0, 8 · 3n+r−1]] and AC{0,1,5} ∩ [[0, 8 · 3n+r]], respectively. Theorem 4.19 implies that,
for r ≥ 2, n ≥ 1, both pkn and pCkn satisfy
pk1(r) = · · · = pkn(r) and pCk1 = · · · = pCkn(r).
In Theorem 4.21, we show that pkn(r) = |Ir−2|. The number of blocks of sizes at least 3 in Ir is
|Ir−1|. Let b(n) and br(n) be the n-th block and the n-th block in the r-th row, respectively and
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let βr(n) be the n-th anti-block in the r-th row. For convenience in considering the sizes of blocks
and anti-blocks we define ·̂ : P (N0)→ N0 by
Ŝ = |S|.
Let mr be the midpoint of the r-th row. A block br(mr+n) is trifoliate if and only if the anti-block
βr(n− 1) is trifoliate, for 1 ≤ r, and 1 ≤ n ≤ mr − 1.
The sequences of sizes of anti-blocks can be expressed in the form of sequences of sizes of blocks.
We derive the relation between sizes of blocks and anti-blocks in Theorem 4.25 as follows:
β̂r(n) =
b̂r(mr + n+ 1), if 0 ≤ n ≤ mr − 1b̂(n−mr), otherwise.
Let Tr be the sequence of the last
|Ir|−1
2 sizes of blocks in the r-th row and, for r ≥ −1, let
Ir = {b̂r(n) : 0 ≤ n ≤ |Ir| − 1}.
Let lr satisfy l0 = 0, l1 = 1, l2=2 and
lr = 2lr−1 − lr−3.
By Theorem 4.32, for r ≥ 4, Tr consists of li+1 of I−1 . . . I(r−3)−i’s, for each 0 ≤ i ≤ r − 4 and lr of
T1’s and lr−1.







)r−n+1 − (1−√2)r−n+1) = 2Pr−n+1.
Most blocks in A{0,1,5} have small size. In Theorem 4.27, we show that only about 17.15 percent
of the blocks are of sizes larger than three. From Theorem 4.26 and 4.35, for n ≥ 1, we compute







2− 1)n+1, when r is large.
In Section 4.3, we use the relation between the sizes of blocks and anti-blocks to give a relation






























where c0 = 0, c1 = 2 and
c2n+1 = c2n + b̂n and c2n = c2n−1 + β̂n−1.
In Chapter 5, we study the density of A{0,1,5}, defined by D(n) =
a(n)
n+1 and we pay a lot of
attention to the asymptotic density of A{0,1,5}. In Theorem 5.1, we use a matrix theory approach




5a(n− 1) + 2a(n− 2) + a(m− 3)
8n
.
In Theorem 5.2 and 5.3, we show that 58 ≤ g(n) ≤ 34 and, in Theorem 5.21, we show that ,







Figure 1.1: Values of g in A{0,1,5} ∩ [[35, 36]].




































By the definition of g, we see that g(3n) = g(n), so we are only interested in integers that are not
divisible by three; we call those 3-free integers. Corollary 5.14 states that if n is 3-free and if









3mi + 1, where mi+1 −mi > 2, k ∈ N.
We show in Theorem 5.13 that, for r ≥ 0, the number of 3-free integers n for which g(n) = 58 in
5
the r-th row in the directed tree is the (r + 1)-st Fibonacci number. Corollary 5.19 shows that if
g(n) = 34 and n is 3-free, then n = 2.
We define a function G :
{
k
3r : 0 ≤ k ≤ 2 · 3r and r ∈ N0






= g(3r + k) for r ∈ N0, 0 ≤ k ≤ 2 · 3r.





For k ∈ N, let [[sk, tk]] = αk2([[s0, t0]]) ∈ Ir, for some r ∈ N. In Theorem 5.25 and 5.26, we show







Figure 1.2: Values of G on { k
35
: 0 ≤ k ≤ 2 · 35}.















1− 3s0+48·3r0 (1+x) , if g(s0) = g(s0 + 1),1− 3s0+18·3r0 (1+x) , otherwise,
where r0 ≤ blog(s0 + 1)c < r0 + 1 and x ∈
[
2s0+3
2·3r0 − 1, t0+13r0 − 1
]
. For example, G(x) = 18x−1118+18 , for
x ∈ [ 118 , 29]. We also show in Theorem 5.27 that the limit of the average of the sum of the values







∣∣∣∣∣∣ ≤ 92 .
Besides A{0,1,5}, we analogously study A{0,4,5}. Let a{0,4,5}, D{0,4,5} and g{0,4,5} be the cardi-
6
nality function, density function and the asymptotic density of A{0,4,5} as well as its generating
functions. We show in Theorem 6.1 that
g{0,4,5}(n) =
a{0,4,5}(n− 1) + a{0,4,5}(n− 2) + a{0,4,5}(n− 3)
3n
.



















Figure 1.3: Density of elements in A{0,4,5} ∩ [[0, n]], where 4 · 34 ≤ n ≤ 4 · 45.



































1− x3k + x3·3k
)
.
Let τ1(n) = |In−2|+ |In−1|+1 and τ2(n) = 2
n−2∑
k=−1
|Ik|+ |In−1|−1, where Ir is the r-th row of blocks
of A{0,1,5}. By combining the information from the generating function of A{0,1,5} and A{0,4,5}, in
7


















We also show in Theorem 6.10 that the size of the k-th block in A{0,4,5} such that k ≤ τ1(n0)
satisfies
d2k+1 − d2k = cτ2(n0)−2k − cτ2(n0)−(2k+1) = β̂ τ2(n0)
2
−k−1.
The theorems in Chapter 7 are obtained by generalizing the theorems about A{0,1,5}. We give
a formula for certain elements in A{0,u1,u2}. Let {ei}∞i=0 = A{0,u1,u2} and δi = ei − ei−1 be the




, e3n = u13
n, and δ3n =
(2u1 − u2)3n + u2
2
.
Fix k ∈ N. For n ≥ k, let m = m(n) = a(u2 · 3k−12 ) · 3n−k. In Theorem 7.2, if u1 · 3
k+1−1
2 < u2 <
2 · 3ku1, then,
em−1 = u2 · 3
n − 1
2




δm = em − em−1 = (2u1 · 3
k − u2)3n−k + u2
2
.
We also study the additive property of the cardinality function of A{0,u1,u2} as follow. For a fixed
integer r > 0, let yi ∈ A{0,u1,u2}, for all 0 < i ≤ k. Suppose deg(xi) ≤ r, for all xi ∈ A{0,u1,u2} such










a(yi · 3mi)− (k − 1),
when mi+1 −mi > r, for all i > 0.
In a general base-d representation, where the index set A satisfies (1.1), the directed graph G
consisting of V (G) = N0 and
E(G) = {(v, w) : w = dv + ui}.
As a result of Theorem 7.5, this graph has finite number of components. The cardinality function
8










for n ≥ 0 and aA(n) = 0, for n < 0. If vTr =
{
aA(m·dr)















where umax = max
0≤j≤d−1
uj . We return to this in Chapter 8 to give an explicit formula for a special
case in base-3 representations. For the representation in base d with index set A1 and A2, in
Theorem 7.8 we show that if, ui ≤ vi, for ui ∈ A1 and vi ∈ A2, then, for n ≥ 0,
DA2(n) ≤ DA1(n),
lim
n→∞ supDA2(n) ≤ limn→∞ supDA1(n) and limn→∞ infDA2(n) ≤ limn→∞DA1(n).
In Section 7.2.1, we look at the component AbA of the directed graph with a positive root b. We









A (n) = limr→∞
a
(b)
A (n · 3r)























A (n− i) +
1
n(d− 1) .
Finally, Chapter 8 contains some data from other representations. Most of them are base 3
representation with index set A0,1,v, where v ≡ 2 (mod 3). The explicit formula for the dimension













We write k = k ({0, 1, v}). We conjecture that the transition matrix Mk×k has unique maximum
9
eigenvalue and the the limit of M rk×k exists when r is large. If the conjecture is true, then we give







The examples of the explicit formulas of g{0,1,v} are given in this chapter. From the data computed





Matrix theory is used throughout this thesis. The definitions and theorems about matrices used in
this thesis are taken from ([HJ13], p.164, 167). Let Mn denote the set of n× n complex matrices.
2.1.1 Jordan Decomposition















. The scalar λ appears k times on the main diagonal;
if k > 1, there are k − 1 entries +1 in the superdiagonal; all other entries are zero. A Jordan
matrix J ∈Mn is a direct sum of Jordan blocks
J = Jn1(λ1)⊕ Jn1(λ2)⊕ · · · ⊕nq (λq), n1 + n2 + · · ·+ nq = n.
Theorem 2.2. Let A ∈ Mn be given. There is a nonsingular S ∈ Mn, positive integers q and







The Jordan matrix JA = Jn1(λ1)⊕ · · · ⊕ Jnq(λq) is uniquely determined by A up to permutation of
11
its direct summands. If A is real and has only real eigenvalues, then S can be chosen to be real.







then Ak = SJkS−1 for k ∈ N.
2.2 Graphs
For a fixed d ∈ N, let A = {u0, u1, . . . , ud−1} be such that u0 = 0 and ui ≡ i (mod d), for i < d.
Directed graphs are used throughout this thesis to study the structure of AA, where A is given.
Let G be a directed graph such that V (G) = N0 and
E(G) = {(v, dv + ui) : v ∈ V (G) and 0 ≤ i ≤ d− 1} .
For w ∈ N0, we use the notation AwA for the component of G containing w, where w is the smallest
element in the component. In the case that w = 0, we sometimes use the notation AA.
0
1 5
3 4 8 15 16 20
9 10 14 12 13 17 24 25 29 45 46 50 48 49 53 60 61 65
Figure 2.1: The graph associated to A{0,1,5} with d = 3
The edges in Figure 2.2 are from vertex v to 3v, 3v + 1 and 3v + 5.
12
2.3 Definitions and Notations




i, for i ∈ {0, 1, 5}. The following are
notations that we use often in this thesis:
 hi(x) = i
 [n, n−1, · · · , 0] = x






i = [n, . . . , k, 0 . . . , 0]
 [[m,n]] = {m, . . . , n}.
For example, in A{0,1,5}, [1, 5, 0, 1, 5, 1] = 1 · 35 + 5 · 34 + 1 · 32 + 5 · 3 + 1 = 673 ∈ A{0,1,5}. Then
[1, 5, 0, 1]2 = 1 · 35 + 5 · 34 + 1 · 32 = 32 · 73 = 32[1, 5, 0, 1] ∈ A{0,1,5}.




i be such that i ∈ A for i < r and either r ∈ A or r < d. We say
r is the degree, i.e., deg(x) = r.
Definition 2.5. For a sequence {pk(n)}∞k=0 such that n ∈ N0 and p is an injective function such that
p : S → N0, where S ⊂ N0, we define the predecessor of pk(n) by pk−1(n), i.e., pk(n) = p(pk−1(n)),
for k > 0.
We define the cardinality function of AwA by
a
(w)
A (n) = |AwA ∩ [[0, n]]| . (2.1)












A (n) = limr→∞D
(w)
A (m · dr), (2.3)
respectively. We sometimes omit the superscript w = 0 when we are interested only in the
0-component, and omit the subscript A when A is clear from the context.
Definition 2.6. Let {ei}∞i=0 be an increasing sequence of integers. We define the sequence of
gaps {δi} by δi = ei − ei−1, for i ≥ 1.
Definition 2.7. For a set AA ⊂ P (N0), a block is a maximal set of consecutive integers in A and
an anti-block is a maximal set of consecutive integers in ACA.
For example, by looking at Figure 3.1, we see that [[0, 1]], [[3, 5]] are blocks and [[2, 2]], [[6, 7]] are
anti-blocks in A{0,1,5}. We note that the sizes of anti-blocks are gaps. Let {b(n)}∞n=0 and {β(n)}∞n=0
13
be the increasing sequence of blocks and anti-blocks respectively. For example, b(0) = [[0, 1]],
b(1) = [[3, 5]] and β(0) = [[2, 2]], β(1) = [[6, 7]].
Define ·ˆ : P (N0)→ N0 by
Sˆ = |S|.
For example, bˆ(0) = 2 and βˆ(0) = 1.
Notation 2.7.1. Here is the summary of notations of blocks and anti-blocks:
 Ir and I
C
r are the sets of blocks and anti-blocks in [[0, 7]] if r = −1 or [[8 · 3r, 8 · 3r+1−1]] if
r ≤ 0.
 b(n) is the n-th block
 β(n) is the n-th anti-block
 br(n) is the n-th block in the r-th row
 βr(n) is the n-th anti-block in the r-th row
 bˆ(n) is the size of the n-th block
 βˆ(n) is the size of the n-th anti-block
 bˆr(n) is the size of the n-th block in the r-th row




In this thesis, we focus on properties of A{0,1,5} and in this chapter we give a general ideas of the
set A{0,1,5} including the interpretation in graph approach and the cardinality. For the rest of this
thesis, we omit the superscript d = 3 for digital representation in base 3 and we also omit the
subscript {0, 1, 5} for convenience.
A{0,1,5} = {n ∈ N : n =
∑r
i=0 i3
i, i ∈ {0, 1, 5}, r ∈ N0}
= {0, 1, 3, 4, 5, 8, 9, 10, 12, 13, 14, 15, 16, 17, 20, 24, . . . }.
3.1 Graph
Digital representations in base 3 with the index set A{0,1,5} can be described by a directed graph
G such that V (G) = N0 and E = {(n, 3n + ui) : ui ∈ {0, 1, 5}}. We first show that G has finite
number of components. We define Gb to be the subtree of G with root b and we say that b is the
base point of Gb. We note that each G3b+ui is a subtree of Gb, for ui ∈ {0, 1, 5}. Recall that,
by Definition 2.5, for n ∈ N0 and a sequence {pk(n)}∞k=0, the predecessor of pk(n) is pk−1(n), for
k > 0.
Theorem 3.1. The directed graph of A{0,1,5} consists of two components G0 and G2.




, if n ≡ ui (mod 3)
and p(n) is undefined if n < ui. Since each natural number n is uniquely determined modulo 3,
it follows that p(n) is uniquely determined. Since n = 3p(n) + ui > p(n), for some ui ∈ {0, 1, 5},
there exists k ∈ N such that pk(n) < 5. By the definition of p(n), we see that p(ui) = 0, for all
ui ∈ {0, 1, 5} and E(G) = {(p(n), n) : n ∈ N0}. So G1 is a subtree of G0. Since G3 = G1 · 3 and
G4 = G1·3+1, it follows that G3 and G4 are subtrees of G0. Since 2−53 < 0, it follows that 2 is the
minimum predecessor. Hence, G0 and G2 partition N0.
Corollary 3.2. V (G0) ∪ V (G2) = N0.
15
01 5
3 4 8 15 16 20




18 19 23 21 22 26 33 34 38
54 55 59 57 58 62 63 64 68 66 67 7169 70 74 78 79 83 99 100 104 102 103 107 114 115 119
Figure 3.2: AC{0,1,5}
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Proof. By Theorem 3.1, 0 = 0, 1 = 1, 2 = 5, so B = {0, 2}. Moreover,





i : r = 2, i ∈ {0, 1, 5} for 0 ≤ r
}
.
We now see that the set of natural numbers can be partitioned into the vertex sets of G0 and G2
associated to A{0,1,5} and AC{0,1,5}, respectively. In Chapter 4, we will give another way to construct
a directed graph associated to A{0,1,5} and AC{0,1,5} that also partitions the set of natural numbers.
3.2 Cardinality of A{0,1,5}
In this section, we give a recurrence for the cardinality of A{0,1,5} and determine some explicit
formulas for some elements in the sequence of the cardinality of A{0,1,5}. We recall that ei is
the i-th element in A{0,1,5} starting at 0 and a(n) is the cardinality of A{0,1,5} ∩ [[0, n]]. So, if
ei = n ∈ A{0,1,5}, then a(n) = i + 1. For each n ∈ N0, there exists a unique n′ such that
















The following theorem is the computation of e5·3n−1−1, e5·3n−1 and the gap between those
numbers. Later in Chapter 4, we see that δm(n) is the largest gap in A{0,1,5} ∩ [[0, 8 · 3n−2]].
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
ei 0 1 3 4 5 8 9 10 12 13 14 15 16 17 20 24 25 27 28 29 30
δi - 1 2 1 1 3 1 1 2 1 1 1 1 1 3 4 1 2 1 1 1
Table 3.1: Value of ei and δi.
Theorem 3.3. Let m = m(n) = a(5) · 3n−1 = 5 · 3n−1. Then,
em−1 = 5 · 3
n − 1
2
and em = 8 · 3n−1
and




Proof. Fix an integer k. Let
yn = [5, . . . , 5︸ ︷︷ ︸
n





zn = [1, 5, 0, . . . , 0︸ ︷︷ ︸
n−1
] = 8 · 3n−1. (3.3)
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We note that
yn = 3yn−1 + 5 and zn = 3zn−1, for n > 1. (3.4)
By (3.2) and (3.3) and u2 < 6







for all n ≥ 1. So zn > yn, for all n ≥ 1. Since y1 = 5 and z1 = 8, by direct computation
a(z1) = a(y1) + 1. (3.6)
We now show a(zn) = a(yn)+1, for all n ≥ 1, by showing that if x is an element of A{0,1,5} strictly
between yN+1 and Zn+1, then the predecessor of x is strictly between yN and zn. Suppose it is true







3 = zN . By the definition of
A{0,1,5}, it follows that x 6∈ A{0,1,5}, for all such x. By the induction hypothesis
a(zn) = a(yn) + 1, for all n ≥ 1. (3.7)



























= 2a (yn−1 − 2) + a (yn−1 − 4) (3.8)
Since δn > 2, 4, for all n ≥ 1, it follows that
a(yn) = 3a(yn−1), for all n ≥ 1. (3.9)
By the induction hypothesis,
a(yn) = 3
n−1a(y1) = 5 · 3n−1. (3.10)
This completes the proof.
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Chapter 4
Blocks and Anti-blocks of A{0,1,5}
By studying the structure of blocks and anti-blocks in A{0,1,5} from the graph perspective, we
determine the sizes of blocks and anti-blocks in A{0,1,5}. Later in this chapter, we give a relation
between sequences of sizes of blocks and that of anti-blocks and also the probability that a block
of particular size will occur.
4.1 Structure of Blocks and Anti-blocks
We shall construct a directed graph such that the vertex set is either the set of blocks or anti-blocks
and the edges are relations α1, α2 and α3 defined as follow.
We define the function αi, where 1 ≤ i ≤ 3 which we later use to construct a directed graph of
blocks and anti-blocks. Let B be a set consists of disjoint sets of consecutive integers. For a subset
A of N0, we define α1, α3 : A×B→ P (N0) by
α1(A; [[s, t]]) =
[[3s− 1, 3s+ 1]], if s− 2 ∈ A[[3s, 3s+ 1]], otherwise (4.1)
and
α3(A, [[s, t]]) =
[[3t+ 5, 3t+ 5]], if t+ 2 6∈ A∅, otherwise. (4.2)
For example, [[s, t]] = [[3, 5]] is a block in A{0,1,5} and s− 2 = 1 ∈ A{0,1,5}. So, 3s− 1 ∈ A{0,1,5} and
α1(A{0,1,5}; [[3, 5]]) = [[8, 10]]. On the other hand, [[s, t]] = [[8, 10]] is a block of A{0,1,5} such that
s − 2 = 7 6∈ A{0,1,5}. So 3s − 1 = 23 6∈ A{0,1,5} and α1(A{0,1,5}; [[8, 10]]) = [[24, 25]]. If A is clear
from the context, then we write
α1([[s, t]]) = α1(A; [[s, t]]) and α3([[s, t]]) = α3(A; [[s, t]]).
Define α2 : B→ P (N) by
α2([[s, t]]) =
[[3s+ 3, 3t+ 2]], if s 6= t∅, otherwise. (4.3)
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We write αi(A) =
⋃
x∈A
{αi(x)}, for i = 1, 2, 3. We say [[s′, t′]] ≤ [[s, t]] if s′ ≤ s. By the definition
of αi, we see that αi(x) < αi+1(x), for 1 ≤ i ≤ 2.
Lemma 4.1. Suppose A is either A{0,1,5} or AC{0,1,5}. A subset [[s, t]] of A is either a block or an
anti-block in A{0,1,5} such that t+ 2 6∈ A iff
{α1([[s, t]]), α2([[s, t]]), α3([[s, t]])}
partitions A ∩ [[3s− 1, 3t+ 6]].





for x ≡ 0 (mod 3) and 0 ∈ {0, 1, 5}.
(⇒) Suppose [[s, t]] is either a block or anti-block in A. Each x ∈ A − {0, 2} has predecessor
p(x). Suppose x ∈ A ∩ [[3s − 1, 3t + 6]], then 3s−63 ≤ p(x) ≤ 3t+53 , since t + 2 6∈ A. We show that
p(x) ∈ [[s, t]]. Since t+1, t+2 6∈ A, it follows that s−2 ≤ p(x) ≤ t. Since [[s, t]] is a maximal blocks
of consecutive integers, it follows that s−1 6∈ A. Thus, p(x) 6= s−1. If p(x) = s−2 or p(x) = s, then
x ∈ α1([[s, t]]). If s < p(x) ≤ t, then x ∈ [[3s+3, 3t+2]]∪ [[3t+5, 3t+5]] = α2([[s, t]])∪α3([[s, t]]).
Hence, {α1([[s, t]]), α2([[s, t]]), α3([[s, t]])} partitions A ∩ [[3s− 1, 3t+ 6]].
(⇐) Since [[3s+3, 3t+2]], [[3t+5, 3t+5]] ⊂ A, it follows that [[s+1, t]] ⊂ A. By the maximality
of [[3s+3, 3t+2]] and [[3t+5, 3t+5]], it follows that t+1, t+2 6∈ A, respectively. Since α1([[s, t]])
is a maximal block in in A, it follows that s ∈ A and s − 1 6∈ A. Therefore, [[s, t]] is a maximal
block in A.
Lemma 4.2. If I is a disjoint union of maximal sets of consecutive integers, then, so is α1(I) ∪
α2(I) ∪ α3(I).
Proof. For each x ∈ I, we have αi(x) ∩ αj(x) = ∅, for i 6= j.











then 3s− 1 ≤ 3t′ + 5. If s = t′ + 1, then it is a contradiction to the maximality of [[s′, t′]]. If w =
3s−1 = 3t′+5, then s = t′+2 and w 6∈ αi([[s, t]]), for 1 ≤ i ≤ 3. Hence, αi([[s′, t′]])∩αj([[s, t]]) = ∅,
for all i, j. By the same argument for the singleton in I, each element in α1(I) ∪ α2(I) ∪ α3(I)
consists of maximal sets of consecutive integers.
As a result of Lemma 4.1 and Lemma 4.2,
Corollary 4.3. In A{0,1,5},
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 if I is a set of disjoint blocks, then so is α1(I) ∪ α2(I) ∪ α3(I)
 if IC is a set of disjoint anti-blocks, then so is α1
(
IC
) ∪ α2 (IC) ∪ α3 (IC).
For reasons which soon be apparent, we define
I−1 = {[[0, 1]], [[3, 5]]} and I0 = {[[8, 10]], [[12, 17]], [[20, 20]]}.
We let Ir ⊂ P (N0) and Ir+1 =
⋃
r∈Ir
(α1(x) ∪ α2(x) ∪ α3(x)), for r > 0. By Lemma 4.2, Ir consists
of maximal sets of consecutive integers for all r ≥ −1. We consider Ir as an ordered set such that
ij ≤ ij+1, for all ij ∈ Ir.
row n ∈ A{0,1,5}
-1 0, 1, 3, 4, 5
0 8, 9, 10, 12, 13, 14, 15, 16, 17, 20
1 24, 25, 27, 28, 29, 30, 31, 32, 35, 36, 37, 39, 40, 41, 42, 43, 44, 45, 46, 47,
48, 49, 50, 51, 52, 53, 56, 60, 61, 65
Table 4.1: List of a(n).
Theorem 4.4. Ir partitions
[[8 · 3r, 8 · 3r+1 − 1]] ∩A{0,1,5}, for r ≥ 0
and the minimum and maximum elements in Ir, for r ≥ 1, are
[[8 · 3r, 8 · 3r + 1]] and [[5 · 3
r+2 − 1
2





Proof. By direct computation,
I0 = {[[8, 10]], [[12, 17]], [[20, 20]]}
and
I1 = {[[24, 25]], [[27, 32]], [[35, 37]], [[39, 53]], [[56, 56]], [[60, 61]], [[65, 65]]} .
partitions [[8 · 3, 8 · 32 − 1]] ∩A{0,1,5}. We show that the smallest element of Ir is [[8 · 3r, 8 · 3r + 1]]
and the largest element is [[5 · 3r+2−12 , 5 · 3
r+2−1
2 ]], by induction on r ≥ 1. Case r = 1: [[24, 25]] and
[[65, 65]] are the smallest and largest element in I1, respectively.
Suppose that [[5 · 3r+2−12 , 5 · 3
r+2−1
2 ]] is the largest element in Ir, for r < R. For each x ∈ X ∈ IR,
there exists p(x) ∈ IR−1 such that x = 3p(x) + , where  ∈ {0, 1, 5}. By our assumption p(x) ≤
5 · 3R+1−12 , so, x ≤ 3 · 5 · 3
R+1−1
2 + 5. By our assumption 5 · 3
R+1−1
2 + 2 6∈ A{0,1,5}, it follows that
α3([[5 · 3R+1−12 , 5 · 3
R+1−1
2 ]]) = [[5 · 3
R+2−1
2 , 5 · 3
R+2−1
2 ]] is the largest element in IR. It follows that
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8 · 3r+1− 1, 8 · 3r+1+2 6∈ Ir, for all r > 1 and α1([[8 · 3r−1, t]]) = [[8 · 3r, 8 · 3r +1]], for all t ≥ 8 · 3r.
So, [[8 · 3r, 8 · 3r+1]] is the smallest element in Ir. By Corollary 4.3, Ir consists of blocks of A{0,1,5}
and elements in Ir are disjoint, for all r ≥ 0.
Now we induction on the r-th row. Suppose Ir−1 is the set of blocks in [[8·3r−1, 8·3r−1]]∩A{0,1,5}.
Let [[s, t]] be a block in [[8 · 3r, 8 · 3r+1 − 1]] ∩ A{0,1,5}, for some r > 0. If [[s, t]] 6∈ Ir, then there
exists x ∈ [[s, t]] such that p(x) 6∈ X, for all X ∈ Ir−1 which is a contradiction. By the induction
hypothesis Ir is the set of blocks in [[8 · 3r, 8 · 3r+1 − 1]].
Remark 4.5. Since
N0 = [[0, 7]] ∪
∞⋃
r=0
[[8 · 3r, 8 · 3r+1 − 1]],




@@24,25DD @@27,32DD @@35,37DD @@39,53DD @@56,56DD @@60,61DD @@65,65DD
Figure 4.1: Tree of blocks for A{0,1,5}.
Let IC−1 = {[[2, 2]], [[6, 7]]} and ICr partition AC{0,1,5}∩[[8·3r, 8·3r+1]] into anti-blocks. By Lemma
4.2, α1(I
C
r ) ∪ α2(ICr ) ∪ α3(ICr ) is a union of disjoint anti-blocks. So
IC0 = {[[11, 11]], [[18, 19]], [[21, 23]]}.
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Theorem 4.6. Let Xr = [[
5·3r+2−3
2 , 8 · 3r+1 − 1]], for r ≥ 0. Then, for r ≥ 1,







)) ∪ α1({Xr−1}) ∪ α2({Xr−1}). (4.4)
Proof. By Theorem 4.4, [[8 · 3r + 2, 8 · 3r + 2]] and Xr are the minimum and maximum in ICr ,
respectively, for all r ≥ 1. Moreover, Xr = α2(Xr−1), for all r ≥ 1. Let L0 = IC0 and











for all r ≥ 1. By Lemma 4.2, we have that Lr consists of disjoint union of maximal sets of
consecutive integers.
We show that for each Z ∈ Lr − {[[8 · 3r + 2, 8 · 3r + 2]]}, z ∈ Z if and only if there exists p(z)
and Z ′ such that p(z) ∈ Z ′ ∈ Lr−1. We note that











for all r ≥ 1.
(⇒) Let z ∈ Z ∈ Lr−{[[8 ·3r+2, 8 ·3r+2]]}. So z ∈ Z iff z ∈ αi([[s, t]]), for some [[s, t]] ∈ Lr−1.
Hence, p(z) is either in [[s, t]] or [[s′, s − 2]] contained in Lr−1. (⇐) Let z′ ∈ Z ′ ∈ Lr−1. We see
that z′ is the predecessor of 3z′, 3z′ + 1, 3z′ + 5. By the definition of αi and Lr, there exists i for
each 3z′, 3z′ + 1, 3z′ + 5 such that it is contained in αi(Z ′) ∈ Lr.
We now show by induction on r that Ir and Lr partition A{0,1,5}. Let Jr = [[8 · 3r, 8 · 3r+1− 1]],
for r ≥ 0. If r = 1, then I1 = {[[24, 25]], [[27, 32]], [[35, 37]], [[39, 53]], [[56, 56]], [[60, 61]], [[65, 65]]}
and L1 = {[[26, 26]], [[33, 34]], [[38, 38]], [[54, 55]], [[57, 59]], [[62, 64]]}. So I1 and L1 partition J1.
Let R ∈ N. Suppose Ir and Lr partition Jr, for all r < R. Let Y ∈ JR−1 − LR−1. So Y 6=
[[8 · 3r−1 + 2, 8 · 3r−1 + 2]]. Let y ∈ Y . We see that
8 · 3R−1 − 1 < 8·3R−13 ≤ p(y) ≤ 8·3
R+1−1
3 < 8 · 3R.
So, p(y) ∈ JR−1. Hence, p(y) ∈ Y ′ for some Y ′ ∈ IR−1 ∪ LR−1. Since Y 6∈ LR, it follows that
Y ′ 6∈ LR−1. So, p(y) ∈ Y ′ ∈ IR−1 and y ∈ Y ∈ IR. Thus, JR = IR ∪ LR.
Suppose that there exists Z1 ∈ IR and Z2 ∈ LR such that Z1 ∩ Z2 6= ∅. Let z ∈ Z1 ∩ Z2. So
there exists Z ′1 ∈ IR−1 and Z ′2 ∈ IR−1 such that p(z) ∈ Z ′1 ∩ Z ′2 which is a contradiction. By the
induction hypothesis, Ir and Lr partition Jr, for all r ≥ 0. Therefore, Lr = ICr , for all r ≥ 1.
Definition 4.7. For r ≥ 0, a block [[s, t]] ⊂ Ir is trifoliate if it has three children in Ir+1.
Let {[[s(n), t(n)]]}∞n=0 be the increasing sequence of blocks of A{0,1,5} [[sr(n), tr(n)]] be the n-th
element in Ir, for 0 ≤ n < |Ir|.
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Lemma 4.8. For all r > 0 and [[s(n), t(n)]] ∈ Ir, there exists x = [[s(n0), t(n0)]] ∈ Ir−1 such that
[[s(n), t(n)]] = α2(x) if and only if s(n)− 2 ∈ A{0,1,5}.
Proof. For r > 0 and 0 ≤ n < |Ir|, by definition of Ir, each [[s(n), t(n)]] ∈ Ir can be written in the
form [[s(n), t(n)]] = αi([[s(n0), t(n0)]]), for some 1 ≤ i ≤ 3.
(⇐) Let [[s(n), t(n)]] ∈ Ir be such that s(n)− 2 ∈ A{0,1,5}, it follows that
[[s(n− 1), t(n− 1)]] = [[s(n− 1), s(n)− 2]].
We first consider the case [[s(n), t(n)]] = α1([[s(n0), t(n0)]]), for some [[s(n0), t(n0)]] ∈ Ir−1, we
have
s(n) = 3s(n0)− i, for some i = 0, 1,
and t(n − 1) = s(n) − 2 = 3s(n0) − 2 − i. If i = 1, then t(n − 1) = 3(s(n0) − 1). If i = 0, then
t(n − 1) = 3(s(n0) − 1) + 1. In either case, s(n0) − 1 ∈ A{0,1,5} which is a contradiction. Hence,
[[s(n), t(n)]] 6= α1([[s(n0), t(n0)]]) for all n0.
We now suppose [[s(n), t(n)]] = α3([[s(n0), t(n0)]]) for some n0. Then, s(n) = t(n) = 3t(n0)+5.
Hence, s(n)− 2 = 3(t(n0) + 1) 6∈ A{0,1,5} a contradiction.
Therefore, [[s(n), t(n)]] = α2([[s(n0), t(n0)]]) for some n0.
(⇒) This follows from the definition of α2.
Now we give a necessary and sufficient condition of a trifoliate block.
Theorem 4.9. For r > 0, [[s, t]] ∈ Ir is trifoliate if and only if either one of the following is true,
for some [[s′, t′]] ∈ Ir−1,
(i.) [[s, t]] = α2([[s
′, t′]])
(ii.) [[s, t]] = α1([[s
′, t′]]) and t+ 2 6∈ A{0,1,5}.
Proof. (⇐) Let [[s(n), t(n)]] ∈ Ir be such that [[s(n), t(n)]] = α2([[s(n0), t(n0)]]), for some n0 and
[[s(n0), t(n0)]] ∈ Ir−1. We see that [[s(n), t(n)]] = [[3s(n0)+3, 3t(n0)+2]] and [[s(n+1), t(n+1)]] is
either α1([[s(n0 + 1), t(n0 + 1)]]) or α3([[s(n0), t(n0)]]). If [[s(n+ 1), t(n+ 1)]] = α3([[s(n0), t(n0)]])
then we are done. We now suppose [[s(n + 1), t(n + 1)]] = α3([[s(n0 + 1), t(n0 + 1)]]). By the
definition of αi, it follows that s(n) < t(n) and it is enough to show that t(n) + 2 6∈ A{0,1,5}. We
see that
[[s(n+ 1), t(n+ 1)]] = α1([[s(n0 + 1), t(n0 + 1)]])
= [[3s(n0 + 1)− i, 3s(n0 + 1) + 1]],
If s(n+ 1) = t(n) + 2, then
3t(n0) + 4 = t(n) + 2 = 3s(n0 + 1)− 1.
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Hence, 3t(n0)+5 = 3s(n0+1) ∈ A{0,1,5} which is a contradiction modulo 3. Therefore, [[s(n), t(n)]]
is trifoliate.
(⇒) Suppose [[s, t]]] is trifoliate such that [[s, t]] 6= α2([[s′, t′]]), for all [[s′, t′]] ∈ A{0,1,5}. Recall
that the definition of trifoliate block means that αi([[s, t]]) 6= ∅, for all 1 ≤ i ≤ 3. Since α2([[s, t]]) 6=
∅, it follows that s < t. Hence [[s, t]] = α1([[s′, t′]]), for some [[s′, t′]] ∈ Ir−1. Since α3([[s, t]]) 6= ∅,
it follows that t+ 2 6∈ A{0,1,5}. This completes the proof.
Corollary 4.10 follows immediately from Theorem 4.9 and the definitions of αi.
Corollary 4.10. The number of trifoliate blocks in the r-row is the number of blocks in the (r −
1)-row.
By the analogous argument with Lemma 4.8 and Theorem 4.9 and the definition of ICr ,
Lemma 4.11. Suppose r > 0, 0 ≤ n < |ICr | − 1 and [[s(n), t(n)]] ∈ ICr . There exists x =
[[s(n0), t(n0)]] ∈ Ir−1 such that [[s(n), t(n)]] = α2(x) if and only if s(n)− 2 ∈ A{0,1,5}.
Theorem 4.12. For r > 0, [[s, t]] ∈ ICr is trifoliate if and only if either one of the following is
true, for some [[s′, t′]] ∈ ICr−1:
(i.) [[s, t]] = α2([[s
′, t′]])
(ii.) [[s, t]] = α1([[s
′, t′]]) and t+ 2 6∈ AC{0,1,5}.
We now move from constructing and studying the pattern of the elements in a row to determine
the sizes of each row. From Table 4.2, we observe that the sizes of rows are 2,3,7,17,41. Now we
give a recurrence of the number of blocks in each row and we note that (4.6) is not valid for r = −1.
Theorem 4.13. |I−1| = 2, |I0| = 3, |I1| = 7 and




1−√2)r+2 + (1 +√2)r+2
2
, for all r ≥ 0. (4.6)
Proof. From a direct computation, we have |I−1| = 2, |I0| = 3, |I1| = 7. We consider a tree of
blocks as in Figure 4.1. We now suppose r ≥ 2. We recall that Ir = α1(Ir−1)∪α2(Ir−1)∪α3(Ir−1),
for all r > 0. Thus, each element in Ir−1 contributes to either two or three elements in Ir. By
Corollary 4.10, there are |Ir−2| trifoliate blocks in the (r − 1)-th row. Therefore,
|Ir| = 2|Ir−1|+ |Ir−2|, for r ≥ 2.
Remarks 4.14. 1. |Ir| is odd for all r ≥ 0
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2. |Ir| = |ICr |, for r ≥ −1

























The theorems and lemmas that we proved in this section give the structure of the directed graph
of blocks as in Figure 4.1 and also the structure of the anti-blocks.
4.2 Sizes of Blocks and Anti-blocks
In this section, we give the form of the sizes of blocks and anti-blocks, the maximum size of blocks
in each row and also determine the number of blocks of particular size that appear in the first r-th
row, for r ≥ 0.




1 2, 6, 3, 15, 1, 2, 1, 1, 2, 1, 2, 3, 3, 6
2 2, 3, 3, 15, 1, 2, 6, 3, 42, 1, 2, 1, 2, 3, 1, 2, 1 1, 2, 1, 2, 3, 1, 2, 1, 2, 3, 3, 6, 1, 2, 6, 3, 15
Table 4.2: Sizes of blocks in A{0,1,5} ∩ Jr and AC{0,1,5} ∩ Jr.
The sizes of blocks in the 3-th row are:
2, 3, 3, 6, 1, 2, 6, 3, 42, 1, 2, 1, 2, 3, 3, 15, 1, 2, 6, 3, 123, 1, 2, 1, 2, 3, 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3, 1, 2, 1
The sizes of anti-blocks in the 3-th row are:
1, 2, 1, 2, 3, 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3, 1, 2, 1, 2, 3, 3, 6, 1, 2, 6, 3, 15, 1, 2, 1, 2, 3, 3, 15, 1, 2, 6, 3, 42.
We observe that the possible sizes of blocks are 1, 2, 3, 6, 15, 42. The pattern of the sizes of
blocks is described in the following theorem.
Theorem 4.15. The size of blocks and anti-blocks in A{0,1,5} is either 1 or 3
n+3
2 , for some n ≥ 0.
Proof. We see that |[[8 · 3r+2, 8 · 3r+2]]| = 1. Let A be either A{0,1,5} or AC{0,1,5} and Kr be either
Ir or I
C
r −{[[8 · 3r +2, 8 · 3r +2]]} such that Kr ⊂ A, for r ≥ −1. By Lemma 4.2, Theorem 4.4 and
4.6, for r ≥ 0 and [[s, t]] ∈ Kr ⊂ A, there exists [[s′, t′]] ∈ Kr−1 such that [[s, t]] = αi([[s′, t′]]), for
some i = 1, 2, 3. By the definition of αi, |α1([[s′, t′]])| ∈ {2, 3} and |α3([[s′, t′]])| = 1. So blocks of
size greater than 3 in Kr are obtained by applying α2 to the previous blocks in Kr−1. Let {kn}∞n=−1
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be the increasing sizes of blocks. So, k−1 = 1 and k0 = 2. Let [[s, t]] ⊂ A be such that |[[s, t]]| = kn.
So |[[s, t]] = t− s+ 1 = kn. Then,
α2([[s, t]]) = [[3s+ 3, 3t+ 2]].
Thus,
kn+1 = |α2([[s, t]])| = 3(t− s) = 3kn − 3, with k0 = 2.
Therefore,
kn =
1, n = −13n+3
2 , otherwise.
(4.8)
This completes the proof.











= 3n and a(2 · 3n − 1) = 3n+1+12 . (4.10)
Proof. By induction on n,
[[3
n+1−3
2 , 2 · 3n − 1]] = αn2 ([[0, 1]]).
So (4.9) is true. Let xn =
3n+1−3
2 = [1, . . . , 1︸ ︷︷ ︸
n
, 0]. Since (4.9) is true, it follows that xn+1 ∈ A{0,1,5}
and xn − 1 6∈ A{0,1,5}, for n ≥ 0. So a(xn + 1) = a(xn) + 1 and a(xn − 2) = a(xn − 1) = a(xn)− 1.















= a(xn−1 + 1) + a(xn−1) + a(xn−1 − 2)
= 3a(xn−1) = 3n.
Then



















∣∣∣[[3n+1−32 , 2 · 3n − 1]]∣∣∣
2 · 3n = limn→∞
3n + 3





Lemma 4.17. For r ≥ 0, the maximum sizes of blocks and anti-blocks in the r-th row are kr+2
and kr+1 respectively.
Proof. The block of maximum size in Ir is
αr+12 ([[3, 5]]) =
[[
3r+3−3
2 , 2 · 3r+2 − 1
]]
,
for r ≥ 0. So, ∣∣αr+12 ([[3, 5]])∣∣ = kr+2.
The anti-block of maximum size in ICr is
αr+12 ([[6, 7]]) =
[[
5·3r+2−3
2 , 8 · 3r+1 − 1
]]
.
So, |αr2([[6, 7]])| = kr+1.
Recall that k−1 = 1 and kn = 3
n+3
2 , for all n ≥ 0. The following Lemma shows that there exists
a row such that a block of size kn first appear and it is the (n − 2)-th row and the row that an
anti-block of size kn first appear is the (n− 1)-th row..
Lemma 4.18. For n ≥ 1, the number of blocks of size kn in A{0,1,5} ∩ [[0, 8 · 3n−1 − 1]] is 1 and so
is the number of anti-blocks of size kn in A{0,1,5} ∩ [[0, 8 · 3n − 1]].
Proof. Let pkn(r) and p
C
kn
(r) be the number of blocks and anti-blocks of size kn in A{0,1,5} ∩ [[0, 8 ·
3r0,n+r−1]] and A{0,1,5}∩ [[0, 8 ·3r
C
0,n+r−1]] respectively. We define ρkn(r) by either ρkn(r) = pkn(r)
or ρkn(r) = p
C
kn
(r) and let Kr be either Ir or I
C
r and γ0,n be either r0,n or r
C
0,n corresponding to the
choice of ρkn in order to illustrate the similarity of those functions.
If n = 1, then, by (4.8), k1 = 3. From Table 4.2, we see r0,1 = 0 and r
C
0,k1
= 1. Thus, pk1(0) = 1
and pCk1(0) = 1. Since, for n ≥ 2, a block or an anti-block of size kn is obtained by taking α2 to a






Ki : t− s = kn − 1

∣∣∣∣∣∣ = 1, for all n ≥ 2.
We now show that
γ0,n = γ0,n−1 + 1, for n ≥ 2. (4.13)
By a direct calculation, r0,1 = 0, r0,2 = 1 and r
C
0,1 = 1, r
C
0,2 = 2. So γ0,1 satisfies (4.13). Let N ∈ N.
Suppose (4.13) is true for all n < N . Since, for n ≥ 2, a block and an anti-block of size kn in
A{0,1,5}∩[[0, 8·3γ0,n+r]] is obtained by applying α2 to a block of size kn−1 inA{0,1,5}∩[[0, 8·3γ0,n+r−1]],
it follows that
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Ki : t− s = kN−1 − 1

∣∣∣∣∣∣ .
Thus, γ0,N − 2 = γ0,N−1 − 1 by definition of ρkN−1(0). Hence, r0,n and rC0,n satisfy (4.13) with
r0,1 = 0 and r
C
0,1 = 1, respectively. Hence, r0,n = n− 1 and rC0,n = n, for all n ≥ 1.
We now show that the number of blocks or anti-blocks of size kn in the first r rows only depends
on that of size kn−1 in the first r rows.
Theorem 4.19. For each n ≥ 2,



























This completes the proof.
Corollary 4.20. For n ≥ 1, the number of blocks of size kn in A{0,1,5} ∩ [[0, 8 · 3r0,n − 1]] and the
number of anti-blocks of size kn in A{0,1,5} ∩ [[0, 8 · 3r0,n+1 − 1]] are 1 if and only if r0,n = n− 1.
Proof. By Theorem 4.19, it is enough to consider k1. From Table 4.2, we see that pk1(1) = 2. This
completes the proof.
Now, we have already determined the number of blocks of particular size appearing in the first




pkn(r) = |Ir−2|, for all r ≥ 2, n ≥ 1. (4.15)
Proof. By (4.14), it is enough to show that pk1(r) = |Ir−2|, for all r ≥ 1. Since k1 = 3 and
r0,k1 = 0, it follows that p3(r) is the number of blocks of size three in A{0,1,5} ∩ [[0, 8 · 3r − 1]].
By direct computation, p3(0) = 1, p3(1) = |I−1| = 2, p3(2) = |I0| = 3, p3(3) = |I1| = 7 and
p3(4) = |I2| = 20. We suppose p3(r) = |Ir−2|, for all r < R. Let qr be the number of blocks of size
three in A{0,1,5} ∩ Jr−1. We see that the number of blocks of size three in the first (R− 1) rows is
the sum of that of in the first (R − 2) rows and the number of those in the (R − 1)-st row, which
implies that
p3(R) = p3(R− 1) + qR.
It remains to show that qR = p3(R−1)+p3(R−2). We first show that qR ≤ p3(R−1)+p3(R−2).
For R ≥ 4, a block [[s, t]] in IR−1 is of size three if and only if there exists [[s1, t1]] in IR−2 such
that either one of the following is true;
(i.) [[s, t]] = α1([[s1, t1]]) and s1 − 2 ∈ A{0,1,5}




1]]) and |[[s1, t1]]| = 2.
Let |[[s, t]]| = 3 be such that [[s, t]] satisfies (i) By Lemma 4.8, s1 − 2 ∈ A{0,1,5} if and only if
[[s1, t1]] = α2([[s2, t2]]), for some [[s2, t2]] ∈ IR−3. Let |[[s′, t′]]| = 3 be such that [[s′, t′]] satisfies
(ii). So the corresponding block [[s′1, t′1]] is of size two, then, by the definition of αi, for 1 ≤ i ≤ 3,
we have [[s′1, t′1]] = α1([[s′2, t′2]]), for some [[s′2, t′2]] ∈ IR−3. This implies that, for each block of size
three in IR−1, there exists a corresponding block in IR−3. We note that [[s2, t2]] and [[s′2, t′2]] can
be the same block. If [[s2, t2]] 6= [[s′2, t′2]], then we have a representation in IR−3 for such block of
size three in IR−1. Suppose [[s2, t2]] = [[s′2, t′2]]. We let [[s2, t2]] be the representation of the block
[[s, t]] = α1(α2([[s2, t2]])) and we find another a representation for [[s
′, t′]] in IR−4. By the definition
of IR and since R ≥ 3, there exists a block [[s3, t3]] such that [[s2, t2]] = αi([[s3, t3]]), for some
1 ≤ i ≤ 3 and [[s3, t3]] ∈ IR−4. Thus, each block of size three in IR−1 can represent by a block in
either IR−3 or IR−4. Therefore, qR ≤ |IR−3|+ |IR−4| = p3(R− 1) + p3(R− 2).
Now we want to show that qR ≥ p3(R − 1) + p3(R − 2). For each block [[x, y]] ∈ IR−4, we
show that |α2(α1(α1([[x, y]])))| = 3. Let [[x1, y1]] = α1([[x, y]]). By Lemma 4.8, x1 − 2 6∈ A{0,1,5}.
So |α1(α1([[x, y]]))| = 2 satisfies (ii). For each [[x′, y′]] ∈ IR−3, if x′ = y′, then x′ − 2 6∈ A{0,1,5}.
Hence, by applying α2 ◦ α1 to [[x′, y′]], we have a block of size three in IR−1. Since x′ = y′, we
see that [[x′, y′]] 6= α1([[x, y]]), for all [[x, y]] ∈ IR−4. If x′ < y′, we apply α1 ◦ α2 to [[x′, y′]].
Suppose [[x′1, y′1]] = α2([[x′, y′]]). By Lemma 4.8, we have x′1 − 2 6∈ A{0,1,5} satisfying (i). So,
qR ≥ |IR−3|+ |IR−4| = p3(R− 1) + p3(R− 2).
Therefore, p3(r) = 2p3(r − 1) + p3(r − 2), for all r ≥ 4, where p3(2) = 3 and p3(3) = 7. Hence,
p3(r) = |Ir−2|.
Hence, we conclude that the number of blocks of size kn in A{0,1,5} ∩ [[0, 8 · 3n+r−1 − 1]] is, for
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r ≥ 2, n ≥ 1,
pkn(r) = |Ir−2|. (4.16)
We note that
Pn+2 = 2Pn+1 + Pn, where P0 = 0, P1 = 1
is a Pell number [Coh72]. So








)n−1 − (1−√2)n−1) = Pn−1.
Thus,
Pn + Pn−1 = In−2.
We now see that the number of blocks of the particular size and the size of row are related. In
the next section, we will talk about the relation of sizes of blocks and anti-blocks.
4.2.1 Relation of Sizes of Blocks and Anti-blocks
In this section, we show that the sequences of sizes of anti-blocks can be constructed from the
sequence of sizes of blocks.
We recall that {b(n)}∞n=0 and {β(n)}∞n=0 are the increasing sequence of block and anti-block
respectively. For example, b(0) = [[0, 1]], b(1) = [[3, 5]] and β(0) = [[2, 2]], β(1) = [[6, 7]]. We
also recall that, for each r ≥ −1 and 0 ≤ n < |Ir|, we let br(n) and βr(n) be the n-th block and
anti-block in the r-th row respectively and, for each S ⊂ N0, Ŝ = |S|. For example,
 b̂(0) = 2, b̂(1) = 3, b̂(2) = 3, b̂(3) = 6, b̂(4) = 1, . . .
 b̂−1(0) = 2, b̂−1(1) = 3, b̂0(0) = 3, b̂0(1) = 6, b̂0(2) = 1, . . .
 β̂(0) = 1, β̂(1) = 2, β̂(2) = 1, β̂(3) = 2, β̂(4) = 3, . . .














Recall that in Corollary 4.20, we showed that, for each r ≥ 2, there is only one block with the
largest size, kr in the (r − 2)-th row. In Lemma 4.17, we showed that αr+12 ([[3, 5]]) is a block with
the largest size Ir of size kr+2. From Table 4.2, we observe that the largest size of block is in the
midpoint of the row. In Theorem 4.22, we will show that, for r ≥ 0, the block with the largest size
is in the midpoint of row r.
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)r+2 − 2) , for all r ≥ 0. (4.19)










Proof. By Lemma 4.17, for each r ≥ 0, we have
max
0≤n<|Ir|




For r = −1,
m−1 = 1 and b̂−1(m−1) = 3 = max
0≤n<2
b̂−1(n).
For r = 0,
m0 = 1 and b̂0(m0) = 6 = max
0≤n<3
b̂0(n).
Let R ∈ N be such that R ≥ 1. Suppose
b̂r(mr) = max
0≤n<|Ir|





We now show that
bR(mR) = α2(bR−1(mR−1)).
Let qr be the number of trifoliates in Ir. By Theorem 4.13, for all 0 ≤ n < |IR−2|, we have that
each bR−2(n) ∈ IR−2 gives exactly one trifoliate in IR−1. Thus, the number of elements in IR−2








; it is also the number of elements in IR−2 that
is greater than bR−2(mR−2). By Lemma 4.9, α2(bR−2(mR−2)) is trifoliate. By our assumption,
α2(bR−2(mR−2)) = bR−1(mR−1). That means α2(bR−1(mR−1)) = bR(mR). This completes the
proof.
From Table 4.2, we consider the pattern of the sizes of anti-blocks compared to the pattern of
the sizes of blocks and we see that the sizes of the anti-blocks in the first half of each row are the
same as the sizes of the blocks in the second half. The rest of the row are the sequences of sizes of
blocks up to the element in the midpoint of the previous row. In Theorem 4.25, we show that the
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sequence of sizes of anti-blocks satisfies the pattern described above. In order to prove Theorem
4.25, we need to show that the function Γ defined as follows commutes with αi, for all 1 ≤ i ≤ 3 in
Theorem 4.23.
Define Γ to be the function from the second half of rows of blocks to the first half of the
anti-blocks in the same rows by
Γ(br(mr + n)) = βr(n− 1) for 1 ≤ n ≤ mr, for r ≥ 0. (4.20)
Theorem 4.23. For 0 ≤ r, 0 ≤ n ≤ mr − 1 and 1 ≤ i ≤ 3,
Γ ◦ αi(br(mr + n)) = αi ◦ Γ(br(mr + n)). (4.21)
Proof. For r = 0, we have m0 = 1,
Γ ◦ α1(b0(m0 + 1)) = Γ ◦ α1([[20, 20]]) = Γ([[60, 61]])
= Γ(b1(m1 + 2)) = β1(1)
and
α1 ◦ Γ(b0(m0 + 1)) = α1(β0(0)) = α1([[11, 11]]) = [[33, 34]] = β1(1).
Similarly, we can show that Γ ◦ α3(b0(m0 + 1)) = α3 ◦ Γ(b0(m0 + 1)). Since α2([[20, 20]]) = ∅ and
α2([[11, 11]]) = ∅, it follows that Γ and αi commute for the element in the 0-th row.
Suppose (4.21) is true for all r < R. We first consider bR(mR + 1). By Theorem 4.22, we have
|bR(mR + 1)| = 1 and hence, α2(bR(mR + 1)) = ∅. Consider α1: by Theorem 4.6, we have
Γ ◦ α1(bR(mR + 1)) = Γ(bR+1(mR+1 + 2)) = βR+1(1)
and
α1 ◦ Γ(bR(mR + 1)) = α1(βR(0)) = βR+1(1).
Similarly, we have Γ ◦ α3(bR(mR + 1)) = βR+1(2) = α3 ◦ Γ(bR(mR + 1)).
We now consider bR(mR + n), where 2 ≤ n ≤ mR. For 2 ≤ n ≤ mR, a block bR(mR + n)
is in IR if and only if there exists a block bR−1(mR−1 + n′) ∈ IR−1, for some 1 ≤ n′ ≤ mR−1,
such that bR(mR + n) = αi0(bR−1(mR−1 + n′)), for some 1 ≤ i0 ≤ 3. By assumption, we have
βR(n − 1) = αi0(βR−1(n′ − 1)). We recall that for a block [[s, t]] = α1([[s′, t′]]), if t + 2 6∈ A{0,1,5},
then α2([[s
′, t′]]) = ∅. By Theorem 4.9, 4.12 and our assumption, a block bR(mR + n) is trifoliate
if and only if an anti-block βR(n − 1) is trifoliate. Thus, the number of trifoliate blocks in the
second half before bR(mR + n) is equal to the number of trifoliate anti-blocks before βR(n − 1).
Hence, Γ ◦α1(bR(mR+n)) = α1 ◦Γ(bR(mR+n)). If bR(mR+n) is trifoliate, then αi(bR(mR+n))
and αi(βR(n − 1)) are not empty sets, for all 1 ≤ i ≤ 3. It follows that Γ ◦ αi(bR(mR + n)) =
αi ◦ Γ(bR(mR + n)), for 1 ≤ i ≤ 3. We now suppose that bR(mR + n) is not trifoliate. For each
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non-trifoliate block and anti-block, the sizes of such block and anti-block determine that either
applying α2 or α3 does not give the empty set. In particular, if the block or anti-block is of size 1,
then applying α2 results in the empty set. If the block or anti-block is of size greater than 1, then,
by applying α3, its result is the empty set. We recall that bR(mR+n) = αi0(bR−1(mR−1+n′)) and
βR(n−1) = αi0(βR−1(n′−1)). If αi0 = 2, then both |bR(mR+n)| > 1 and |βR(n−1)| > 1. If αi0 = 3,
then both |bR(mR + n)| = 1 and |βR(n − 1)| = 1. Thus, we conclude that Γ ◦ αi(bR(mR + n)) =
αi ◦ Γ(bR(mR + n)), for 1 ≤ i ≤ 3 and 2 ≤ n ≤ mR. This completes the proof.
Corollary 4.24. For 1 ≤ r and 1 ≤ n ≤ mr − 1, a block br(mr + n) is trifoliate if and only if the
anti-block βr(n− 1) is trifoliate.
Proof. By Theorem 4.9 and 4.12, br(mr + n) is trifoliate if and only if
br(mr + n) = α2(br−1(mr−1 + n′))
or
br(mr + n) = α1(br−1(mr−1 + n′)) and α2(br−1(mr−1 + n′)) = ∅.
By Theorem 4.23, br(mr + n) is trifoliate if and only if
βr(n− 1) = α2(βr−1(n′ − 1))
or
βr(n− 1) = α1(βr−1(n′ − 1)) and α2(βr−1(n′ − 1)) = ∅.
Thus, br(mr + n) is trifoliate if and only if βr(n− 1)is trifoliate.
Theorem 4.25. For r, n ∈ N0 such that 0 ≤ n ≤ |ICr | − 1,
β̂r(n) =
b̂r(mr + n+ 1), if 0 ≤ n ≤ mr − 1b̂(n−mr), otherwise. (4.22)
Proof. For r = 0, we have m0 = 1. So the first half of the 0-th row is β̂0(0) = 1 = b̂0(2) and the
second half is β̂0(1) = 2 = b̂(1− 1) = b̂(0), β̂0(2) = 3 = b̂(2− 1) = b̂(1). So (4.22) is true for r = 0.
We suppose (4.22) is true for all r < R. Let m˘r =
r−2∑
i=−1
|Ii| +mr−1. So b(m˘r) = br(mr). The
following is the sequence of sizes of anti-blocks in the (R− 1)-st row:
b̂R−1(mR−1 + 1), b̂R−1(mR−1 + 2), . . . , b̂R−1(2mR−1), b̂(0), b̂(1), . . . , b̂(m˘R−2).
By Theorem 4.6 and since the block br(mr) = α2(br−1(mr−1)) is trifoliate,
β̂r(0) = |[[8 · 3r + 2, 8 · 3r + 2]]| = 1 = α3(̂br−1(mr−1)) = b̂r(mr + 1), for all r ≥ 0.
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Thus, β̂R(0) = 1 = b̂R(mR + 1).
By Theorem 4.4, the maximum anti-block in ICR is
XR = [[5 · 3
R+2 − 3
2
, 8 · 3R+1 − 1]], for all r ≥ 0.
So, by Theorem 4.6 and 4.22, β̂(|ICR | − 1) = |XR| = kr+1 = b̂R−1(mR−1) = b̂(m˘R−1). For each n0
such that 1 ≤ n0 ≤ mR − 1, we have
β̂R(n0) = |βR(n0)| = |αi0(βR−1(n′0))|,
for some 0 ≤ n′0 ≤ mR−1 − 1. By Theorem 4.23,
b̂R(mR + n0 + 1) = |bR(mR + n0 + 1)| = |αi0(bR−1(mR−1 + n′0 + 1))|.
By our assumption, β̂R−1(n′0) = b̂R−1(mR−1 + n′0 + 1). It follows that β̂R(n0) = b̂R(mR + n0 + 1).




















By (4.17) and (4.18),
b̂(0), b̂(1), . . . , b̂(mR)
can be written as
b̂−1(0), b̂−1(1), b̂0(0), . . . , b̂R−1(mR−1). (4.23)
By applying α1, α2, α3 to anti-blocks corresponding to (4.23), we obtain the size of anti-blocks in
the R-th row as follows
b̂0(0), . . . , b̂R(mR).
Therefore,
β̂r(n) =
b̂r(mr + n+ 1), if 0 ≤ n ≤ mr − 1b̂(n−mr), otherwise.
4.2.2 Probability of Sizes of Blocks and Anti-blocks
In this section, we give an explicit formula that the probability of a block of particular size will
occur.
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Proof. Recall that, by Corollary 4.20, we have, for each n ≥ 1, we have r0,n = n− 1 and |{[[s, t]] ∈
In−2 : |[[s, t]]| = kn}| = 1. Form Table 4.2, by direct computation,
P (Xn,−1) =
12 , for n = 0, 10, otherwise
P (Xn,0) =




7 , for n = −1, 0
1
7 , for n = 1, 2, 3
0, otherwise.
For r ≥ n+ 1,
P (Xn,r) =
pkn(r − r0,n + 1)− pkn(r − r0,n)
|Ir|
=








1−√2)n (1 +√2)r+1 − (1 +√2)n (1−√2)r+1)(















In Theorem 4.27, we show that most of the blocks in A{0,1,5} are of sizes 1 or 2 and there are
only about 17 percent of a block of sizes at least three.




Proof. Recall that pkn(r) is the number of blocks of size kn in [[0, 8 · 3r0,n+r]], where r0,n is the
minimum row that a block of size kn appears and k−1 = 1, k0 = 1, k1 = 3. We now consider
[[0, 8 · 3r]]. By Lemma 4.17, ∑r+1n=1 pkn(r − n + 1) is the number of all blocks of size at least 3 in
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[[0, 8 · 3r]] ∩A{0,1,5}. By Theorem 4.21,
r+1∑
n=1








Let X(r) be the event that that a block in
⋃r
n=−1 Ir is of size at least 3. Since the number of all
blocks in [[0, 8 · 3r]] ∩A{0,1,5} is
∑r
















This completes the proof.




pkn(r − n+ 1)−
r∑
n=0







Theorem 4.29. Let Xr be the event that a number 8 · 3r ≤ n < 8 · 3r+1 is contained in a block of







Proof. Fix r ≥ 0. By Lemma 4.17, there exists a unique largest block in Ir and its size is kr+2.
The number of blocks of size kn in Ir is pkn(r − n+ 2)− pkn(r − n+ 1), for 1 ≤ n ≤ r + 1. Let ηr
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We now study the probability that an anti-block of particular size will occur. As we have seen
in Theorem 4.25, the sizes of anti-blocks in a row r can be written in the form of the sizes of
blocks in the second half of the r-th row and the sizes of the blocks up to the mr−1 element in the
(r− 1)-st row. We will use this fact to find the number of anti-blocks of particular sizes in the r-th
row and to compute the probability of such anti-blocks to occur by consider each half of the rows
of anti-blocks.
Algorithm 4.29.1. Input: Ir.
Step 1: k = 0, b̂ijk = b̂r(0) and n = 1.
Step 2: Set m = 1. While b̂r(n) 6= 2, set b̂ijk+m = b̂r(n) and set m = m+ 1, n = n+ 1. If n < |Ir|,
then go to Step 3. Otherwise, we stop.
Step 3: If b̂r(n) = 2, then set k = k + 1, b̂ijk = b̂r(n) = 2 and n = n + 1. If n < |Ir|, then repeat
Step 2. Otherwise, we stop.
Let Lr,k be the subsequence
{
b̂ijk , b̂ijk+1, . . . , b̂ijk+k0
}






structure of Ir, the sizes of the first element in the r-th row is 2, for r ≥ 1. Hence, b̂ijk = 2, for all
k and r ≥ 1.
Algorithm 4.29.2. Input: Lk.
Step 1: Set q = k, b̂ikq = b̂ijk . If b̂ikq = 2, then set b̂ikq+1 = b̂ijk+1, m = 2 and n = n+2. Otherwise,
set m = 1 and n = 1.
38
Step 2: While b̂ijk+n 6= 1, set b̂ikq+m = b̂ijk+n, n = n+ 1 and m = m+ 1. If n < |Lr,k|, then go to
Step 3. Otherwise, stop.
Step 3: If b̂ijk+n = 1, then set q = q + 1, b̂ikq = b̂ijk+n, m = m + 1 and n = n + 1. If n < |Lr,k|,
then repeat Step 2. Otherwise, stop.
Let L˘kq = {b̂ikq+n}k0n=0, for some k0 ∈ N0.
Algorithm 4.29.3. Input:L˘kq .
Step 1: Set p = 0, b̂ikq,p = b̂ikq . If b̂ikq is 2, then set b̂ikq,p+1 = b̂ikq+1, m = 2 and n = n + 2.
Otherwise, set m = 1 and n = 1.
Step 2: While b̂ikq+n 6= 3, set b̂ikq,p+m = b̂ikq+m, n = n + 1 and m = m + 1. If n < |L˘kq |, then go
to Step 3. Otherwise, we stop.
Step 3: If b̂ikq+n = 3, then set p = p+ 1, b̂ikq,p = b̂ikq+n, m = m+ 1 and n = n+ 2. If n < |L˘r,kq |,
then repeat Step 2. Otherwise, stop.
Let Lr,kq be the sequences obtained by applying Algorithm 4.29.3 to L˘r,kq . By applying Algo-
rithm 4.29.1, then Algorithm 4.29.2 and 4.29.3, we uniquely determine a sequence of subsequences
Lr,kq of Ir. We recall that |α1(b(n))| is either 2 or 3 for all n ∈ N0 and if |α1(b(n))| = 3, then,
by Lemma 4.8, there exists b(n′) such that b(n) = α2(b(n′)) which implies that b̂(n) ≥ 2. Hence
α3(b(n)) = ∅. We conclude that Lr,kq consists of the sequences of the form {1}, {2, 1}, {2, x}, {3, x},
where x ≥ 3.
Example 4.30. For r = 1, Ir = {2, 6, 3, 15, 1, 2, 1}. Applying 4.29.1 to I1, we have
L0 = {b̂i0 , b̂i0+1, b̂i0+2, b̂i0+3, b̂i0+4} = {2, 6, 3, 15, 1}
and
L1 = {b̂i1 , b̂i1+1} = {2, 1}.
Apply Algorithm 4.29.2 to L0,
L˘r,00 = {b̂i00 , b̂i01 , b̂i02 , b̂i03} = {b̂i0 , b̂i0+1, b̂i0+2, b̂i0+3} = {2, 6, 3, 15},
and
L˘r,10 = {b̂i01} = {b̂i0+4} = {1}.
Apply Algorithm 4.29.2 to L1,
L˘r,11 = {b̂i11 , b̂i12} = {b̂i1 , b̂i1+1} = {2, 1}.
Apply Algorithm 4.29.3 to L˘r,00,
{b̂i00,0 , b̂i00,0+1} = {b̂i00 , b̂i01} = {2, 6},
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and
{b̂i00,1 , b̂i00,1+1} = {b̂i02 , b̂i03} = {3, 15}.
For x ≥ 3, we define a function θ by
θ({2, 1}) = {2, 1, 2, 1},
θ({2, x}) = {2, 3, 3x, 1},
θ({3, x}) = {2, 6, 3, 3x, 1},
θ({1}) = {2, 1}. (4.27)
We now let Ir,0 be the sequences of sizes of blocks in the r-th row after applied Algorithm 4.29.1,
4.29.2 and 4.29.3.
Lemma 4.31. For r ≥ −1, the sequence obtained by applying θ to Ir,0 are the sequences of sizes
of blocks in the r-th row.
Proof. Let [[s(n), t(n)]] be the n-th blocks. By the definition of αi, if |[[s(n), t(n)]]| = 2 and
|[[s(n+ 1), t(n+ 1)]]| = 1, for some n ∈ N, then, for some n′ ∈ N0,
[[s(n), t(n)]] = α1([[s(n
′), t(n′)]]) and [[s(n+ 1), t(n+ 1)]] = α3([[s(n′), t(n′)]]).
Thus, s(n)−2, t(n)+2, t(n+1)+2 6∈ A{0,1,5} which implies that the sizes of children of of [[s(n), t(n)]]
and [[s(n+ 1), t(n+ 1)]] are {2, 1, 2, 1}.
If |[[s(n), t(n)]]| = 2 and |[[s(n + 1), t(n + 1)]]| = x, for some x ≥ 3 and n ∈ N, then, for some
n′ ∈ N0,
[[s(n), t(n)]] = α1([[s(n
′), t(n′)]]) and [[s(n+ 1), t(n+ 1)]] = α2([[s(n′), t(n′)]]).
Thus, the sizes of children of of [[s(n), t(n)]] and [[s(n+ 1), t(n+ 1)]] are {2, 3, 3x, 1}.
The case |[[s(n), t(n)]]| = 3 and |[[s(n+1), t(n+1)]]| = x, is similar to the case |[[s(n), t(n)]]| = 2
and |[[s(n+1), t(n+1)]]| = x. If |[[s(n), t(n)]]| = 1, by the definition of αi the children of [[s(n), t(n)]]
are of size 2 and 1.
We consider the sizes of anti-block β̂r(n) in the r-th row such that n < mr. By Theorem 4.25, it
is equivalent to consider the sizes of blocks b(0), b(1), . . . , b(m˘r−1), where m˘r−1 is the middle block
in the (r − 1)-st row. We let Br be the sequence of sizes of blocks up to the mr-th elements in the
r-th row, for r ≥ −1. For example, if r = −1, then m−1 = 1 and B−1 = b̂−1(0), b̂−1(1) = 2, 3. If
r = 0, then m0 = 1 and B0 = b̂−1(0), b̂−1(1), b̂0(0), b̂−1(1) = 2, 3, 3, 6.
We assume that the Algorithm 4.29.1, 4.29.2 and 4.29.3 are always applied before applying θ.
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Define · by concatenation. For example, B1 · {1, 2, 1} = {|xn| : xn ∈ I−1 · I0 · I1} and
B1 = {1} · θ(B0 · {1})
= {|xn| ∈ I−1 · I0 · I1} = I−1 · I0 · I1.
By Theorem 4.22 and Lemma 4.31,
Br · {1} = θ(Br−1).
By Theorem 4.25, the sequence of sizes of the first |Ir|−12 anti-blocks of in the r-th row is exactly
the sequence of sizes of the last |Ir|−12 blocks in the r-th row. We now study the first half of the
anti-blocks in the r-th row by studying the second half of blocks in the r-th row. Let Tr be the
sequence of the last |Ir|−12 sizes of blocks in the r-th row, respectively, for r > 0. By Theorem 4.22
and Lemma 4.31,
Tr = {1} · θ(Tr−1), for r > 1.
For example,
T0 = {1},
T1 = {1} · θ(T0) = {1, 2, 1},
T2 = {1} · θ(T1) = T1 ·B−1 · T1 = {1, 2, 1, 2, 3, 1, 2, 1},
T3 = {1} · θ(T2) = {1, 2, 1, 2, 3 , 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3 , 1, 2, 1}.
The boxed numbers, the italic numbers and the boldfaced numbers represent the occurrence of
B−1, B0 and I−1 · I0 · I1, respectively.
Theorem 4.32 gives the structure of second half of the rows of blocks.
Theorem 4.32. Let lr satisfy
lr = 2lr−1 − lr−3, where l0 = 0, l1 = 1, l2 = 2. (4.28)
For r ≥ 4, Tr consists of li+1 of I−1 · · · · · I(r−3)−i’s, for each 0 ≤ i ≤ r− 4, and lr of T1’s and lr−1
of B−1’s and lr−2 of B0’s.
Proof. By direct computation, in T4,
T4 = {1, 2, 1, 2, 3 , 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3 , 1, 2, 1,
2, 3, 3, 6, 1, 2, 6, 3, 15, 1, 2, 1,
2, 3 , 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3 , 1, 2, 1}.
There are l1 = 1 of I−1 · I0 · I1 and l3 = 4 of B−1’s and l2 = 2 of B0’s and l4 = 7 of T1’s.
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Suppose it is true for r ≤ R. We now find TR+1. For r ≥ 2, each B0 in TR is obtained by
θ2(T1) = θ(T1 ·B−1 · T1) = T1 ·B−1 · T1 ·B0 · T1 ·B−1 · T1. (4.29)
So, the number of B0 in TR is the number of B−1 in TR−2. Each B0 in TR is also contributes to
B1 in TR+1. By (4.29), B1 is followed by T1. Since B1 · T1 = I−1 · I0 · I1, it follows that
θi(B1 · T1) = I−1 · · · · · Ii+1.
So, for each 1 ≤ i ≤ R − 3, the number of I−1 · · · · · Ii+1 in the (R + 1)-st row is the number of
I−1 · · · · · Ii in the R-th row. By our hypothesis, there are lR−i−2 terms of I−1 · · · · · Ii+1 in the
(R+ 1)-st row, for 0 ≤ i ≤ R− 3.
Each T1 in TR gives two T1’s and one B−1 to TR+1 and for each B0 in TR we take the T1
following B1 in TR+1. Thus, the number of T1’s in the TR+1 is lR−1 satisfying
lR+1 = 2lR − lR−2, where l0 = 0, l1 = 1, l2 = 2,
and the number of B−1’s in TR+1 is the number of T1’s in TR which is lR. The number of B0’s in
TR+1 is the number of B−1’s in TR which is lR−1. This completes the proof.

























Now we have the structure of the sizes of blocks in the second half of a row r which is also the
sizes of anti-blocks in the first half of row r. We use this structure to find the number of blocks of
a particular size in the first half of row r.
Let Ukn(r) be the number of anti-blocks βr(n) in the r-th row of size kn such that n0 < mr
and r1,n be such that Ukn(r1,n) = 1. Similar to Lemma 4.18, Ukn(r) is well-defined and Ukn(r) =
Ukn−1(r − 1), for n ≥ 2, r ≥ 2. We let Ukn(r) = 0 if r < r1,n and Ukn(r) = 1 if r = r1,n. We note
that r1,n 6= rC0,n. We see that for Table 4.2 the number of blocks of size k1 in Bi is 0, for −1 ≤ i ≤ 1
and 1, when i = 2. We now compute Ukn(r).
Corollary 4.33. Ukn(r1,n) = 1, Ukn(r1,n + 1) = 4, Ukn(r1,n + 2) = 28, Ukn(r1,n + 3) =











)r−n+1 −√2(1−√2)r−n+1 − 4) ,
for r ≥ n− 1 and n ≥ 1.
Proof. Since Ukn(r) = Ukn−1(r − 1) for n ≥ 2 and r ≥ 2, we consider only case n = 1. From Table
4.2, r1,1 = 2. Let ω1 and ω2 be the number of blocks of size k1 in B˙−1 and B˙0, respectively. By
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r 0 1 2 3 4 5
Uk1(r + 2) 1 4 11 28 69 168
Table 4.3: List of Uk1(r + 2).




li+1pk1(r − 2− i) + lr−1ω1 + lr−2ω2.














)r −√2(1−√2)r − 4) ,
for r ≥ 0. Since Ukn(r) = Ukn−1(r − 1) = Uk1(r − n+ 1), this completes the proof.
We now compute the number of anti-blocks of particular size in the r-th row.








)r−n+1 − (1−√2)r−n+1) = Pr−n+1
2
, (4.31)
where r ≥ n+ 1 and n ≥ 1 and Pn is the n-th Pell number.
Proof. By Corollary 4.20, for n ≥ 1 and r ≥ n − 1, Wkn(r) = Wkn−1(r − 1). Thus, we consider
Wk1(r). From Table 4.2, Wk1(−1) = 0,Wk1(0) = 1,Wk1(1) = 2,Wk1(2) = 4. By Theorem 4.25, the
number of anti-blocks of size k1 in the r-th row is the number of such blocks until the (r − 1)-st
row and the number of such anti-blocks in the first half of the r-th row minus the number of such
anti-blocks in the first half of the (r − 1)-st row, i.e.,
Wkn(r) = pkn(r) + Ukn(r)− Uk2(r − 1). (4.32)
So,








)r − (1−√2)r) , for r ≥ 2.








)r−n+1 − (1−√2)r−n+1) ,
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where r ≥ n− 1 and n ≥ 1.
We now compute the probability that an anti-block of particular size will occur in the r-th row.








Proof. Let Yn,r be the event that an anti-block in I
C











(1−√2)r−n+1 − (1 +√2)r−n+1)














From Theorem 4.26 and 4.35, we conclude that the probability of a random chosen block in Ir
has and a random chosen anti-block in ICr are equal.
4.3 Generating Function
Let Aw{0,1,5} be the component of the directed graph of A{0,1,5} with root w and let χ
(w) be its char-
acteristic function. We first consider generating function of A
(0)
{0,1,5}. Let {ei}∞i=0 be the increasing















































(1− x2·3k + x3·3k). (4.34)
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Define ∆ : N→ {−1, 0, 1} by
∆(n) = χ0{0,1,5}(n)− χ0{0,1,5}(n− 1).
By the definition of ∆,
∆(n) =

1, if n is the first element in a block
−1, if n is the first element in an anti-block
0, otherwise.
(4.35)











where c0 = 0, c1 = 2 and
c2n+1 = c2n + b̂n and c2n = c2n−1 + β̂n−1. (4.36)
We recall that {b̂n}∞n=0 and {β̂n}∞n=0 are the sequence of sizes of blocks and anti-blocks of A{0,1,5}
respectively. By the definition of cn, for n ≥ 1, the sets [[c2n, c2n+1 − 1]] and [[c2n−1, c2n − 1]] are
blocks and anti-blocks in A{0,1,5}, respectively.
The generating function of A2{0,1,5} is
∞∑
n=0













































Since A0{0,1,5} and A
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Bound of Density of A{0,1,5}
Recall that the function D is the density of A{0,1,5}, specifically, D(n) =
a(n)
n+1 , where a(n) =
|A{0,1,5} ∩ {0, . . . , n}|.
In Figure 5.1 and 5.2, we see that the density has similar patterns in the period [[34, 35]] and
[[35, 36]]. In this chapter, we study the density of A{0,1,5}. We are interested in seeing the pattern
of D(m · 3r), when m ∈ N and r is large. We consider the limit of D(m · 3r) and if the limit exists,











Figure 5.1: Density of elements in A{0,1,5} ∩ [[0, n]], where 34 ≤ n ≤ 35.







Figure 5.2: Density of elements in A{0,1,5} ∩ [[0, n]], where 35 ≤ n ≤ 36.
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We shall show that g is defined for every integer and g(m) ∈ Q with 58 ≤ g(m) ≤ 34 . We
also give the explicit form of numbers that achieve limit of the infimum and supremum of the
density of A{0,1,5}. Interestingly, the number of elements achieving the extrema is in each row is
a Fibonacci number. At the end of this chapter, we derive a non-constant function G which is
infinitely differentiable on infinitely many intervals. The function G describes the limiting behavior
of the density of A{0,1,5} at (1 + x)3r for x ∈ [0, 1].
In Theorem 5.1, we give a formula for the function g by a matrix recurrence argument which
uses Jordan decomposition.




m · 3r =
5a(m− 1) + 2a(m− 2) + a(m− 3)
8m
. (5.2)
Proof. For a fixed m > 0, let ar,j = a(m · 3r − j), for r ≥ 0 and j = 0, 1, 2, 3.
Using (3.1), we have
a(m · 3r) = a (m · 3r−1)+ a (m · 3r−1 − 1)+ a (m · 3r−1 − 2)
a(m · 3r − 1) = 2a (m · 3r−1 − 1)+ a (m · 3r−1 − 2)
a(m · 3r − 2) = 2a (m · 3r−1)+ a (m · 3r−1 − 3)
a(m · 3r − 3) = a (m · 3r−1 − 1)+ a (m · 3r−1 − 2)+ a (m · 3r−1 − 3) (5.3)








1 1 1 0
0 2 1 0
0 2 0 1















 and M =

1 1 1 0
0 2 1 0
0 2 0 1
0 1 1 1
.
Since br =M · br−1, it follows that br =M r · b0.




1 0 1 1
1 −1 0 1
−3 1 0 1
1 3 0 1
, J =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 3
.
So M r = PJrP−1 and
M r =

1 0 1 1
1 −1 0 1
−3 1 0 1
1 3 0 1


(−1)r 0 0 0
0 1r 0 0
0 0 1r 0
0 0 0 3r


0 18 −14 18
0 −14 0 14





















































































m · 3r =
5a(m− 1) + 2a(m− 2) + a(m− 3)
8m
, for m ≥ 3.
Theorem 5.1 also shows that the limit of the density of m · 3r as r goes to infinity always
exists when m > 0 which means that the pattern of the graph of the density repeats in the period
[[3r, 3r+1]] when r is large. Thus, the sequence (D(n))∞n=0 does not converge as n→∞. From the
definition of g, we observe that g(m) = g(3m) . Applying Theorem 5.1 to m = 1 and m = 2, we
have










In Theorem 5.2 and 5.3, we show that (5.4) and (5.5) give the minimum and maximum values of g
respectively.












ψ(n) = a(n)− 5n
8
.
For n ≥ 5, by the basic recurrence (3.1),




































































































ψ(n′) + ψ(n′ − 1) + ψ(n′ − 2)− 158 , when n = 3n′
2ψ(n′) + ψ(n′ − 2)− 158 , when n = 3n′ + 1
2ψ(n′) + ψ(n′ − 1)− 158 , when n = 3n′ + 2
(5.8)
We show ψ(n) ≥ 58 by induction on n. Since either a(n− 1) = a(n) or a(n− 1) = a(n)− 1,
ψ(n) =
ψ(n− 1)− 58 , if a(n− 1) = a(n)ψ(n− 1) + 38 , if a(n− 1) = a(n)− 1. (5.9)
For each integer N > 0, let ξ(N) ∈ N0 be such that ψ(ξ(N)) = min
n≤N























and ψ(5) = 2ψ(1) + ψ(0)− 158 = 158 ≥ 58 .















. We show that ψ(N0) ≥ 58 by showing that the summand on the right in (5.8) is
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at least 3ψ(ξ(N0 − 1))− 54 , which is
ψ(n1) + ψ(n2) + ψ(n3) ≥ 3ψ(ξ(N0 − 1)) + 5
8
. (5.10)
We see that ψ(ni) ≥ ψ(ξ(N0−1)), for all 1 ≤ i ≤ 3. If ψ(ni) ≥ ψ(ξ(N0−1))+ 58 , for some 1 ≤ i ≤ 3,
then (5.10) is true.
We now suppose ψ(ni) < ψ(ξ(N0 − 1)) + 58 , for all 1 ≤ i ≤ 3. We first consider the case that
ψ(ξ(N0− 1)) < ψ(ni) < ψ(ξ(N0− 1)) + 58 , for all 1 ≤ i ≤ 3. We see that ni < N0− 2, for 1 ≤ i ≤ 3
and N0 ≥ 3. It follows from the definition of ψ that the denominator of ψ is 2k, for k ≤ 3. Thus,
for 1 ≤ i ≤ 3.
ψ(ξ(N0 − 1)) + 1
8




ψ(ξ(N0 − 1)) + 3
8
≤ ψ(ni − 2) ≤ ψ(ξ(N0 − 1)) + 3
2
ψ(ξ(N0 − 1)) + 3
4
≤ ψ(ni − 1) ≤ ψ(ξ(N0 − 1)) + 1
ψ(ξ(N0 − 1)) + 1
2
≤ ψ(ni + 1) ≤ ψ(ξ(N0 − 1)) + 7
8
ψ(ξ(N0 − 1)) + 7
8
≤ ψ(ni + 2) ≤ ψ(ξ(N0 − 1)) + 5
4
. (5.11)
By (5.8) and (5.11), we have ψ(n1) + ψ(n2) + ψ(n3) ≥ 3ψ(ξ(N0 − 1)) + 58 .
In the remaining case ψ(ni) ≤ ψ(ξ(N0 − 1)) for all 1 ≤ i ≤ 3, and ψ(ni) = ψ(ξ(N0 − 1)) for
some 1 ≤ i ≤ 3. By considering ψ(ξ(N0 − 1)), we have
ψ(ξ(N0 − 1)− 2) ≥ ψ(ξ(N0 − 1)) + 14
ψ(ξ(N0 − 1)− 1) = ψ(ξ(N0 − 1)) + 58
ψ(ξ(N0 − 1) + 1) = ψ(ξ(N0 − 1)) + 38
ψ(ξ(N0 − 1) + 2) = ψ(ξ(N0 − 1)) + 34 . (5.12)
By (5.12), (5.10) is true except for the case N0 ≡ 1 (mod 3) which is
ψ(N0) ≥ 3ψ(ξ(N0 − 1)) + 1
4
.
However, the above equation is valid only if N0 6∈ A{0,1,5} and N0 − 1 ∈ A{0,1,5}, which contradict
the definition of A{0,1,5}.















































Proof. We first look at (5.13). Let n ∈ N. Define Ψ : N→ R.
Ψ(n) = a(n)− 3n
4
For n ≥ 5, by the basic recurrence (3.1),




















































































































3 = 1. So
Ψ(n) =

Ψ(n′) + Ψ(n′ − 1) + Ψ(n′ − 2)− 94 , if n = 3n′
2Ψ(n′) + Ψ(n′ − 2)− 94 , if n = 3n′ + 1
2Ψ(n′) + Ψ(n′ − 1)− 94 , if n = 3n′ + 2,
(5.14)
for some n′ ∈ N0.
We show Ψ(n) ≤ 54 , for all n ≥ 0, by induction on n. Since either a(n − 1) = a(n) or
a(n− 1) = a(n)− 1,
Ψ(n) =
Ψ(n− 1)− 34 , if a(n− 1) = a(n)Ψ(n− 1) + 14 , if a(n− 1) = a(n)− 1. (5.15)
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For each integer N > 0, we let ξ(N) ∈ N0 be such that Ψ(ξ(N)) = max
n≤N




















and Ψ(5) = 2Ψ(1) + Ψ(0)− 94 = 52 + 1− 94 = 54 .














. We show that Ψ(N0) ≤ 54 by showing that the summand on the right in
(5.14) is at most 3Ψ(ξ(N0 − 1))− 52 , i.e.,
Ψ(n1) + Ψ(n2) + Ψ(n3) ≤ 3Ψ(ξ(N0 − 1))− 5
2
. (5.17)
If Ψ(ni) ≤ Ψ(ξ(N0 − 1))− 14 , for some 1 ≤ i ≤ 3, then




= 3Ψ(ξ(N0 − 1))− 5
2
.
We see that ni < N0 − 2, for 1 ≤ i ≤ 3. So ni ≤ Ψ(ξ(N0 − 1)). For each ni such that
Ψ(ξ(N0 − 1))− 1
4
< Ψ(ni) ≤ Ψ(ξ(N0 − 1)),
by (5.15), we have
Ψ(ξ(N0 − 1))− 3
4
< Ψ(ni − 2) ≤ Ψ(ξ(N0 − 1))− 1
2
,
Ψ(ξ(N0 − 1))− 1
2
< Ψ(ni − 1) ≤ Ψ(ξ(N0 − 1))− 1
4
,
Ψ(ξ(N0 − 1))− 1 < Ψ(ni + 1) ≤ Ψ(ξ(N0)− 1)− 3
4
,
Ψ(ξ(N0 − 1))− 7
4
< Ψ(ni + 2) ≤ Ψ(ξ(N0 − 1))− 1
2
. (5.18)
So, for each ni that Ψ(ξ(N0−1))− 14 < Ψ(ni) < Ψ(ξ(N0−1)), we have Ψ(ni+j) ≤ Ψ(ξ(N0−1))− 14 ,
for all j ∈ {−2,−1, 1, 2}. Thus, every combination in (5.14) is at most 54 . Therefore, Ψ(n) ≤ 54 , for








































Define δ : N0 → {0, 1} by
δ(n) = a(n)− a(n− 1) =
1, if n ∈ A{0,1,5}0, otherwise.
We see that δ(n) = χ{0,1,5}(n). Let n ∈ N0. We can write
g(n+ 1)− g(n) = 1
8(n+ 1)











































Lemma 5.4 gives a necessary and sufficient condition for a pair of consecutive values of g to be
decreasing, increasing or equal.
Lemma 5.4. The following statements are true:
(i) g(n) > g(n+ 1) if and only if either
δ(n) = 0
or
δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 0, g(n) 6= 5
8
and g(n) 6= 3
4
,
(ii) g(n) < g(n+ 1) if and only if either
δ(n) = 1 and δ(n− 1) = 1
or
δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 1, g(n) 6= 3
4




(iii) g(n) = g(n+ 1) if and only if either













Proof. Since 58 ≤ g(n) ≤ 34 , it follows that 8g(n) ∈ [5, 6]. We consider the values of δ(n), δ(n − 1)
and δ(n− 2):
(i.) δ(n) = 0,
(ii.) δ(n) = 1, δ(n− 1) = 1,
(iii.) δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 0,
(iv.) δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 1.
Lemma 5.4 is obtained by substituting the values of δ(n) in the above cases in (5.19).
5.1 3-free Integers Achieving Lim Inf of the Density of A{0,1,5}
Since, g(n) = g(3n), we are particularly interested in g(n) for 3 6 | n. We call these n 3-free. In
this section, we give the complete set of 3-free integers achieving the minimum value of g. For each
α ∈ R, we let Sα be the set of 3-free integers n such that g(n) = α.
Before we give a list of 3-free integers n for which g(n) = 58 in Theorem 5.7, we need an additive
property of the cardinality a in Theorem 5.5 which we will later generalize in Chapter 7.
Theorem 5.5. For m1,m2 ∈ N, such that m2 −m1 > 2,
a(8 · 3m2 + 8 · 3m1) = a(8 · 3m2) + a(8 · 3m1)− 1.
Proof. We recall that the degree of x ∈ A{0,1,5} is the number of digits in {0, 1, 5} representing x
in ternary. Let z ∈ A{0,1,5} such that z ≤ 8 · 3m2 + 8 · 3m1 .
Case: z ≤ 8 · 3m2 . There are a(8 · 3m2) choices of z.
Case: 8 · 3m2 < z ≤ 8 · 3m2 + 8 · 3m1 . There exist 0 < x ≤ 8 · 3m1 and z = 8 · 3m2 + x. Since the
smallest element in A{0,1,5} represented by m1 + 3 digits is 3m1+3 = 9 · 3m1+1 > 8 · 3r+1, it follows
that deg(x) ≤ m1 + 2 < m2, for all x ∈ A{0,1,5} that is 8 · 3m1 . This implies that the numbers
representing z at digits at least m2 are independent of x. Specifically,
hm2(z) = 5, hm2+1(z) = 1 and hi(z) = hi(x), for all i < m2 (5.23)
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r m m #m ∈ Ir
-1 1 1 1
0 8 8 1
1 25 8 · 3 + 1 1
2 73 8 · 32 + 1 2
80 8 · 32 + 8
3 217 8 · 33 + 1 3
224 8 · 33 + 8
241 8 · 33 + 25
4 649 8 · 34 + 1 5
656 8 · 34 + 8
673 8 · 34 + 25
721 8 · 34 + 73
728 8 · 34 + 80
5 1945 8 · 35 + 1 8
1952 8 · 35 + 8
1969 8 · 35 + 25
2017 8 · 35 + 73
2024 8 · 35 + 80
2161 8 · 35 + 217
2168 8 · 35 + 224
2185 8 · 35 + 241
Table 5.1: 3-free m < 8 · 36 such that g(m) = 58 .
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Thus, the choices of z only depend on the choices of digits of x. So, there are a(8 · 3m1)− 1 choices
of x ∈ A{0,1,5} such that 0 < x ≤ 8 · 3m1 . This completes the proof.
We can immediately extend Theorem 5.5 to the additive property of finite sum as in Corollary
5.6.










a(8 · 3mi)− (k − 1),
when mi+1 −mi > 2.
We now give a list of 3-free integers for which g(n) = 58 . In Corollary 5.14, we give the complete
list.
Theorem 5.7. Let k ∈ N and m1, . . . ,mk ∈ N0 such that mi+1 −mi > 2, for all 1 ≤ i ≤ k − 1.



















a (8 · 3mi)− (k − 1). (5.24)
By Theorem 3.3,
a (8 · 3m) = 5 · 3m + 1 and δ5·3m = 3
m + 5
2
≥ 3, for m ≥ 0.
Let









We see that t, t′ ∈ A{0,1,5}. By (5.23), we can check whether t − 1, t − 2 are in A{0,1,5}, by
considering if hi(t− 1) and hi(t− 2) are in A{0,1,5} for i ≤ m1. It follows that t− 1 ∈ A{0,1,5} and
t− 2, t′ − 1, t′ − 2 6∈ A{0,1,5}. Thus,
a(t− 3) = a(t− 2) = a(t− 1)− 1 (5.25)
and



















a (8 · 3mi)− (k − 1)
− 3









(5 · 3mi + 1)− k + 1
− 3













Similarly, we can compute g(t′) by using (5.26). This completes the proof.
The rest of this section is devoted to properties of g related to its minimum values.
Theorem 5.8. If g(n0) =
5
8 , then n0 ∈ A{0,1,5}.
Proof. Let n0 ∈ AC{0,1,5}, so δ(n0) = 0. By Lemma 5.4, g(n0 + 1) < g(n0) = 58 , a contradiction.
Thus, n0 ∈ A{0,1,5}.
Theorem 5.9 shows that if there exists a 3-free integer m for which g(m) = 58 , the integer
m′ = 3k which is closest to m also achieves g(m′) = 58 .
Theorem 5.9. Let n ≡ 0 (mod 3). If g(n+ 1) = 58 or g(n− 1) = 58 , then g(n) = 58 .
Proof. We prove the contrapositive. Suppose g(n) > 58 . Let k ∈ N0 be such that n = 3k. If both
n− 1 and n+ 1 are not in A{0,1,5}, then g(n− 1) and g(n+ 1) are greater than 58 by Theorem 5.8.
We suppose n+1 ∈ A{0,1,5}. Since n+1 = 3k+1 ∈ A{0,1,5}, it follows that k ∈ A{0,1,5}. So n =
3k ∈ A{0,1,5}, i.e, δ(n) = 1. By Lemma 5.4(i), it remains to consider the case δ(n) = 1, δ(n− 1) = 0
















Therefore, g(n+ 1) > 58 .
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Consider g(n − 1). We suppose that n − 1 ∈ A{0,1,5}. If g(n − 1) < g(n), then, by Lemma
5.4(ii) and δ(n − 1) = 1, it remains to consider the case δ(n − 1) = 1, δ(n − 2) = 1. Since
n−2 = 3(k−1)+1 and n−3 = 3(k−1), it follows that δ(n−2) = δ(n−3) = 1. Hence, by Lemma
5.4(ii), g(n− 2) < g(n− 1). Therefore, g(n− 1) is not the minimum value of g. This completes the
proof.
Lemma 5.10. Let n0 ∈ A{0,1,5} be such that g(n0) = g(n0+1) = 58 . Then the following statements
are true:
(i) n0 − 1, n0 − 2 6∈ A{0,1,5}
(ii) n0 6≡ 1 (mod 3)
(iii) n0 + 2 6∈ A{0,1,5} or n0 + 3 6∈ A{0,1,5}.
Proof. (i) By Theorem 5.8, δ(n0) = 1. By Lemma 5.4 (iii), we have δ(n0 − 1) = δ(n0 − 2) = 0.
(ii) Suppose n0 ≡ 1 (mod 3). So there exist k, k − 1 ∈ A{0,1,5} such that
n0 = 3k + 1 and n0 + 1 = 3(k − 1) + 5.
By part (i), n0 − 1 = 3k 6∈ A{0,1,5} contradiction. Thus, either 3 | n0 or 3 | (n0 + 1).
(iii) Let n0 = 3k + , for some  ∈ {0, 1, 5}. By part (ii),  = 0 or 5. If  = 0, then
n0 − 2 = 3(k − 1) + 1 and n0 + 2 = 3(k − 1) + 5
By part (i), k − 1 6∈ A{0,1,5}. So n0 + 2 6∈ A{0,1,5}.
If  = 5, then
n0 + 1 = 3(k + 2) and n0 + 2 = 3(k + 2) + 1⇒ n0 + 2 ∈ A{0,1,5}
and
n0 − 2 = 3(k + 1) and n0 + 3 = 3(k + 1) + 5⇒ n0 + 3 6∈ A{0,1,5}
This completes the proof.
Lemma 5.10 implies that if a pair of consecutive numbers achieves the minimum values of g,
then one of them is congruent to 0 modulo 3 and those numbers are contained in a block of size
either 2 or 3. In Theorem 5.11, we show that such a block relates to a block in the previous row
by the map α1.
Theorem 5.11. Let r > 2. Let n0 ∈ N be such that n0 ≥ 8 · 3r and g(n0) = g(n0 + 1) = 58 . Then,
either
(i.) [[n0, n1]] = α1([[s, t]]) and g(s) = g(s+ 1) =
5
8




Proof. We first show that if a block [[x, y]] = α2([[s, t]]) and g(s) = g(s + 1) =
5
8 , for some [[s, t]],
then g(x+ 1) 6= 58 . By the definition of block and α2, δ(x) = 1, δ(x− 1) = 0 and δ(x− 2) = 1. By
Theorem 5.4 (iii), it follows that g(x) 6= g(x+ 1).
By Lemma 5.10, it follows that [[n0, n1]] is a block of size either 2 or 3 in Ir, for some r ≥ 2.
By Lemma 5.10 (i), we have n0 − 2 6∈ A{0,1,5} and, by Lemma 4.8, [[n0, n1]] 6= α2([[s, t]]), for all
[[s, t]] ∈ Ir−1. By the definition of αi, [[n0, n1]] = α1([[s, t]]), for some [[s, t]] ∈ Ir−1.
Case 5.11.1. |[[n0, n1]]| = 2.
By assumption, [[n0, n0 + 1]] = [[3s, 3s + 1]]; it follows that
5
8 = g(n0) = g(3s) = g(s). Since
|[[n0, n1]]| = 2, it follows that s − 1, s − 2 6∈ A{0,1,5}. So δ(s) = 1, δ(s − 1) = 0, δ(s − 2) = 0 and
g(s) = 58 . By Lemma 5.4 (iii), g(s+ 1) = g(s) =
5
8 .
Case 5.11.2. |[[n0, n1]]| = 3.
Since |[[n0, n1]]| = 3, by the definition of αi, it follows that s1 − 2 ∈ A{0,1,5}. By Lemma 4.8,
there exists [[s, t]] ∈ Ir−2 such that [[s1, t1]] = α2([[s, t]]). Thus,





= g(9s+ 9) = g(s+ 1).
We note that s− 1 6∈ A{0,1,5}. By Theorem 5.9 and g(s+ 1) = 58 , it follows that if s ≡ 0 (mod 3),
then g(s) = 58 .
It remains to consider the case s 6≡ 0 (mod 3). We note that δ(s−1) = 0, δ(s) = 1, δ(s+1) = 1.
If s ≡ 1 (mod 3), then s+1 = 3(s−1)+5 ∈ A{0,1,5}, for some k ∈ N0; hence, s−2 = 3(k−1)+1 ∈
A{0,1,5}. By Lemma 5.4 (iii), g(s) = g(s+ 1).












(8(s+ 1)g(s+ 1)− 5) = 5
8
.
This completes the proof.
Remark 5.12. If [[n0, n1]] = α1([[s, t]]) and g(s) = g(s+ 1) =
5
8 , then there exists [[s1, t1]] ∈ Ir−2




Sα = {n ∈ A{0,1,5} : g(n) = α and 3 6 | n}.
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Theorem 5.13 shows that the number of elements in the r-th row at which g achieves its minimum
value is the (r + 1)-st Fibonacci number.
Theorem 5.13. For r ≥ 0,
λr := |S 5
8
∩ [[8 · 3r, 8 · 3r+1]] = Fr+1.
Proof. By Theorem 5.9 and 5.11, each 8 · 32 ≤ n ∈ S 5
8
can be represented by a block [[n0, n1]] ∈ Ir
containing n and g(n0) = g(n0 + 1) =
5
8 , for some r ≥ 2. By Remark 5.12 and Theorem 5.11,
[[n0, n1]] = α1([[s0, t0]]) or [[n0, n1]] = α1(α2([[s1, t1]])).
If [[n0, n1]] = α1([[s0, t0]]), then either s0 ∈ S 5
8
or s0 + 1 ∈ S 5
8
. If [[n0, n1]] = α1(α2([[s1, t1]])), then
either s1 ∈ S 5
8




λr = λr−1 + λr−2, for r ≥ 2.
From direct computation, we have
λ0 = 1, λ1 = 1.
Therefore, λr = Fr+1.
By Theorem 5.9, if g(n0) =
5
8 and g(n0 ± 1) 6= 58 , then n0 ≡ 0 (mod 3). Thus, Theorem 5.9,
Theorem 5.7 and Theorem 5.13 lead to the following Corollary.
Corollary 5.14. If n ∈ S 5
8










given by Theorem 5.7.
5.2 Limit Supremum of A{0,1,5}
In this section, we show that 34 is the limit supremum of the density of A{0,1,5} and S 34 = {2}. In
Theorem 5.3, we use a similar argument as in Theorem 5.2 to show that the maximum value of g
is 34 .
In Theorem 5.8, we show that the numbers achieving minimum of g have to be in A{0,1,5}. On
the other hand, in Theorem 5.15, we show that the numbers achieving maximum value of g are not
in A{0,1,5}.
Theorem 5.15. If g(n) = 34 , then n ∈ AC{0,1,5}.
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Proof. Let n ∈ N be such that g(n) = 34 . By (5.19) and Lemma 5.4,
δ(n) = 0 ⇒ g(n+ 1) < g(n) (5.27)
δ(n) = 1, δ(n− 1) = 1 ⇒ g(n+ 1) > g(n) (5.28)
δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 0 ⇒ g(n+ 1) < g(n) (5.29)
δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 1 ⇒ g(n+ 1) = g(n) (5.30)
Since g(n) is maximal, it follows that (5.28) is not possible. If (5.29) is true, then, by Lemma 5.4(i),
we have g(n) < g(n− 1) which is a contradiction. If (5.30) is true, then g(n+1) = 34 and δ(n) = 1.
By Lemma 5.4(i), δ(n + 1) 6= 0; otherwise, g(n + 1) < g(n + 2). By Lemma 5.4(ii), δ(n + 1) 6= 1;
otherwise, g(n) 6= (n+ 1). Thus, (5.30) is not possible. Hence, it must be the case that δ(n) = 0.
This completes the proof.
Since (5.30) is not possible, we obtain Corollary 5.16 which implies that there are no consecutive
numbers that both achieve the maximum value of g. We can use this result to improve Theorem
5.4 (iii) to be that g(n+ 1) < g(n+ 2) if and only if either
δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 0, g(n) = 5
8
or
δ(n) = 1, δ(n− 1) = 0, δ(n− 2) = 1, g(n) = 5
8
.
Corollary 5.16. If g(n) = 34 , then n− 1 ∈ A{0,1,5} and g(n− 1) 6= 34 and g(n+ 1) 6= 34 .
Proof. By Lemma 5.4(i), if δ(n−1) = 0, then g(n) < g(n−1) which is a contradiction. Since (5.30)
is not possible when g(n) = 34 , for all n ∈ N, it follows that g(n − 1) 6= g(n) and g(n + 1) 6= g(n).
This completes the proof.
Lemma 5.17. For all n > 8, g(n) = 34 if and only if [[n, n
′]] is an anti-block in the r-th row, for
some r ≥ 0, and [[n, n′]]] = α1 ([[s, t]]), for some [[s, t]] ∈ ICr−1 such that s− 2 6∈ AC{0,1,5}.
Proof. Let n ∈ N be such that g(n) = 34 . Corollary 5.16 implies that n is the first element of an
anti-block. Thus, [[n, n′]] ∈ ICr , for some r ≥ −1. Since n > 8, it follows that r ≥ 0. Recall that
J−1 = [[0, 7]] and Jr = [[8 · 3r, 8 · 3r+1 − 1]], for r ≥ 0. By direct computation, the sets of numbers
achieving the maximum value of g in J−1 and J0 are {2, 6} and {18}, respectively. By considering
an anti-block in the 0-th and 1-st rows, we see that [[18, 19]] = α1([[6, 7]]) and 6− 2 = 4 6∈ AC{0,1,5}.
By Theorem 4.16, 2 · 3r − 2 6∈ A{0,1,5}, for r ≥ 0. So [[2 · 3r, 2 · 3r + 1]] = αr1([[2, 2]]), for r ≥ 0.
We now suppose r ≥ 1. By Theorem 4.6,







)) ∪ α1({Xr−1}) ∪ α2({Xr−1}),
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where Xr = [[
5·3r+2−3
2 , 8 · 3r+1 − 1]]. By the definition of ICr , for r ≥ 1, an anti-block [[n, n′]] is in
ICr and [[n, n
′]] 6= [[8 · 3r + 2, 8 · 3r + 2]] if and only if [[n, n′]] = αi([[s, t]]), for some [[s, t]] ∈ ICr−1.
By Theorem 5.7, we have g(8 · 3r + 1) = 58 , for r ≥ 1. Let nr = 8 · 3r + 1. By (5.21),
g(8 · 3r + 2) = 1
8(nr + 1)













, since nr + 1 > 3.





r−1−{Xr−1})∪α1({Xr−1})∪α2({Xr−1}). Hence, there exists an anti-block
[[s, t]] in the (r − 1)-st row such that [[n, n′]] = αi([[s, t]]), for some 1 ≤ i ≤ 3.
Case 5.17.1. [[n, n′]] = α3([[s, t]]).


























which contradicts the maximality of g(n). Hence, [[n, n′]] 6= α3([[s, t]]).
k t− 1 t t+ 1 t+ 2
δ(k) 0 0 1 1
Table 5.2: List of values of δ(k) associated to Table 5.3, where t− 1 ≤ k ≤ t+ 2.
k n− 2 n− 1 n n+ 1 n+ 2 n+ 3 n+ 4 n+ 5 n+ 6
3t 3t+ 1 3(t− 1) + 5 3(t+ 1) 3(t+ 1) + 1 3t+ 5 3(t+ 2) 3(t+ 2) + 1 3(t+ 1) + 5
δ(k) 0 0 0 1 1 1 1 1 1
Table 5.3: List of values of δ(k), in (5.31), where n− 2 ≤ k ≤ n+ 6.
Case 5.17.2. [[n, n′]] = α2([[s, t]]).
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Since [[n, n′]] = α2([[s, t]]) = [[3s+ 3, 3t+ 2]], it follows that n− 2 ∈ AC{0,1,5}. So,
























which contradicts the maximality of g(n).
k s− 1 s s+ 1
δ(k) 1 0 0
Table 5.4: List of δ(k) associates to Table 5.5, for s− 1 ≤ k ≤ 2 + 1.
k n− 5 n− 4 n− 3 n− 2 n− 1 n
3(s− 1) + 1 3(s− 2) + 5 3s 3s+ 1 3(s− 1) + 5 3(s+ 1)
δ(k) 1 0/1 0 0 1 0
Table 5.5: List of δ(k) in (5.32), for n− 5 ≤ k ≤ n.
Case 5.17.3. [[n, n′]] = α1([[s, t]]).
By the definition of α1, it follows that [[n, n
′]] is either [[3s − 1, 3s + 1]] or [[3s, 3s + 1]]. If
[[n, n′]] = [[3s−1, 3s+1]], then s−2 ∈ AC{0,1,5}. This means δ(s−2) = 0, δ(s−1) = 1, δ(s) = 0.
Since s − 2 ∈ AC{0,1,5} and Lemma 4.8, it follows that [[s, t]] = α2([[s′, t′]]), for some [[s′, t]] ∈ ICr−2.
Thus, the anti-block containing s− 2 is in the form [[s0, s− 2]], where s0 ≤ s− 3. Hence, s− 3 is
also in AC{0,1,5} which implies that δ(n− 3) = 0. So
























which contradicts the maximality of g(n).
k s− 3 s− 2 s− 1 s
δ(k) 0 0 1 0
Table 5.6: List of δ(k) associates to Table 5.2, for s− 3 ≤ k ≤ s.
k n− 5 n− 4 n− 3 n− 2 n− 1 n
3(s− 2) 3(s− 2) + 1 3(s− 3) + 5 3(s− 1) 3(s− 1) + 1 3(s− 2) + 5
δ(k) 0 0 0 1 1 0
Table 5.7: List of δ(k) in (5.33), for n− 5 ≤ k ≤ n.
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The only remaining case is [[n, n′]] = α1([[s, t]]), for some [[s, t]] ∈ ICr−1 and s − 2 6∈ A{0,1,5}.
Therefore, [[n, n′]] = α1([[s, t]]) where [[s, t]] ∈ ICr−1 and s− 2 6∈ AC{0,1,5} for some r ≤ 1.
Corollary 5.18. If g(n) = 34 and n > 2, then n ≡ 0 (mod 3).






Proof. For each n > 2 such that g(n) = 34 , we have
3








= 34 as well. By direct computation, if g(n) =
3
4 and n < 3, then n = 2. Therefore, by
induction hypothesis, if g(n) = 34 , then g = 2 · 3r for some r ≥ 0. Hence, S 34 = {2}.
5.3 Spacing of the values of g and an Infinitely Differentiable
Function
R. R. Hall and G. Tenenbaum in [HT84] study the increasing Farey sequence of order N , {xr}Rr=1,







α + β < 2 or α > 0, β > 0, α + β ≥ 2. In [Hal94], R. R. Hall gives the formula when α = β = 1.
We follow the construction in those papers.
Let G = {g(n) : n ∈ N}. For a fixed integer N , we arrange {g(n) : n ≤ N} in a non-decreasing
sequence G(N), i.e. {g(n) : n ≤ N} = {gi,N : 1 ≤ i ≤ N and g1,N ≤ g2,N ≤ · · · ≤ gN,N} = G(N).




4 − 58 = 0.125, for all N ≥ 6.
5.3.1 The Different Sum of g and the Infinitely Differentiable Function G







and the infinite sum of the higher powers of the
difference of the non-decreasing sequence of g converges to zero. We also construct an infinitely




`ni,N converges as N →∞, for all n > 1.







































`ni,N is a non-increasing positive sequence.
In Figure 5.2, there appears to be a smooth section in the density of A{0,1,5}. The smoothness
section represent a large block or anti-block in A{0,1,5}. We construct function a G related to g as






= g(3r + k), for r ∈ N0, 0 ≤ k ≤ 2 · 3r. (5.35)
Since g(3m) = g(m), G is well-defined.
Theorem 5.21. The sequence (g(n)) is dense in [58 ,
3
4 ].
Proof. Fix k ∈ N. Let x1 and x2 be the numerator of g(3r + k+ 1) and g(3r + k), respectively. By
Theorem 5.1,
x1 = 5a(3
r + k) + 2a(3r + k − 1) + a(3r + k − 2)
and
x2 = 5a(3
r + k − 1) + 2a(3r + k − 2) + a(3r + k − 3).
Since a(n+ 1)− a(n) ≤ 1, it follows that
x1 − x2 ≤ 8 and x2 ≤ 8(3r + k). (5.36)
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)∣∣∣∣ = |g(3r + k + 1)− g(3r + k)|
=
∣∣∣∣ x18(3r + k + 1) − x28(3r + k)
∣∣∣∣
=
∣∣∣∣(3r + k)(x1 − x2)− x28(3r + k + 1)(3r + k)
∣∣∣∣
≤ max {(3
r + k)(x1 − x2), x2}
8(3r + k + 1)(3r + k)
≤ 1

















r + k + 1)− g(3r + k)| = 0. (5.39)




∣∣(G (k+13r −G ( k3r )))∣∣ ≤ 13r , for r ≥ 0, it follows that G can be extended to a continuous






`ni,N = 0, for all n > 1.
Proof. This is the result of Theorem 5.21 and (5.34).











Proof. By Corollary 4.16,
[[
3n+1−3
2 , 2 · 3n − 1
]]
∈ A{0,1,5}. So, for 1 ≤ k ≤
∣∣∣[[3n+1−32 , 2 · 3n − 1]]∣∣∣,
a(2 · 3n − 1)− a(2 · 3n − k) = k − 1.
We note that
∣∣∣[[3n+1−32 , 2 · 3n − 1]]∣∣∣ = 2 · 3n − 3n+1−32 + 1 = 3n+52 . By (4.10),




In order to use (5.21) to determine g(s · 3n + k), the values of a(2 · 3n − k − i), for 1 ≤ i ≤ 3, must
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be known. So, we let 0 ≤ k ≤
∣∣∣[[3n+1−32 , 2 · 3n − 1]]∣∣∣− 3 = 3n+32 − 3 = 3n−32 . Thus,
g(2 · 3n − k) = 1
8 · (2 · 3n − k) · (5a(2 · 3
n − k − 1) + 2a(2 · 3n − k − 2) + a(2 · 3n − k − 3))
=
(5(a(2 · 3n − 1)− k) + 2(a(2 · 3n − 1)− (k + 1)) + a(2 · 3n − 1)− (k + 2))
8 · (2 · 3n − k)
=
1
8 · (2 · 3n − k)(8a(2 · 3
n − 1)− 8k − 4)
=
2a(2 · 3n − 1)− 2k − 1
2(2 · 3n − k)
=
3n+1 − 2k
4 · 3n − 2k , by (4.10). (5.40)
Consider G(x) = g(3n + 3nx) = g(3n(1 + x)), when 3n(1 + x) = 2 · 3n − k, for 0 ≤ k ≤ 3n−32 . So
x = 3
n−k






2 · 3n−1 = 1−
3n − 3







Thus, x ∈ [12 , 1], when n is large. Since x = 3n−k3n , it follows that 2 · 3n − k = 3n (1 + 3n−k3n ). Thus,
for x ∈ [12 , 1],
G(x) = g(3n(1 + x)) = g(2 · 3n − k) = g(2 · 3n − 3n(1− x))
=
3n+1 − 2 · 3n(1− x)











, when r is large.
For a block [[s, t]] in A{0,1,5}, the values of the function g of the elements in a block can be
given in the form of g of the first element of the block. Recall that δ(s) = a(s)− a(s− 1). By the
























(8sg(s) + 8j − 4 + δ(s− 2)) . (5.41)
On the other hand, if [[s′, t′]] is an anti-block, then δ(s′) = 0 and δ(s′−1) = 1 and δ(s′+ j) = 0,
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for 0 ≤ j ≤ t′ − s′. For 2 ≤ j ≤ t′ − s′, by (5.21),
g(s′ + j) =
1
8(s′ + j)



















8s′g(s′) + 3 + δ(s′ − 2)) . (5.42)
The complete set of 3-free integer n for which g(n) = 58 is given in Section 5.1. If n is contained
in a block [[s0, t0]], then n is either s0 or s0 + 1 and g(s0) = g(s0 + 1) =
5
8 . It follows from the
definition of αi that the block of size greater than three is obtained by α2. By using the relation
of the values of the function g of an element in a block obtained by consecutively applying α2 to
[[s0, t0]], i.e. [[sk, tk]] = α
k
2 [[s0, t0]], for some k ∈ N, in the form of g of the first element of the block
and also determine an infinitely differentiable function G associated to g in such a block.
Theorem 5.25. Let k ∈ N. Let [[sk, tk]] = αk2([[s0, t0]]) ∈ Ir, for some r,∈ N and g(s0) = 58 . Then,
[[sk, tk]] = [[3
k(s0 + 1) +
3k−3
2 , 3











, if g(s0) 6= g(s0 + 1).
(5.44)
Proof. We first show that (5.43) is true by induction on k. If k = 1, then (5.43) is true. Suppose
(5.43) is true for all i ≤ k − 1.
[[sk, tk]] = α2 ([[sk−1, tk−1]])
= α2
([[
3k−1(s0 + 1) + 3
k−1−3
2 , 3
k−1(t0 + 1)− 1
]])
= [[3k(s0 + 1) +
3k−3
2 , 3
k(t0 + 1)− 1]].
By the induction hypothesis, (5.43) is true.
We now compute g(sk). Since s1 = 3s0 + 3, it follows from the assumption that
g(s1) = g(3s0 + 3) = g(s0 + 1).
If g(s0) = g(s0 + 1), then g(s1) =
5
8 . Since [[si, ti]] = α2([[si−1, ti−1]]), for i ≥ 1, by Lemma 4.8,
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si − 2 ∈ A{0,1,5} and si − 1 6∈ A{0,1,5}, for i ≥ 1. Suppose (5.44) is true for all i < k. Thus,






























By the induction hypothesis, (5.44) is true.
If g(s0) 6= g(s0 + 1), then




















Suppose (5.44) is true for all i < k. Thus,






























By the induction hypothesis, (5.44) is true.
k 0 1 2 3 4 5














Table 5.8: The values of g(sk), when s0 = 8.
In Theorem 5.26, we give more formulas for G on intervals where it is infinitely differentiable.
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Theorem 5.26. Let [[sk, tk]] = α
k
2([[s0, t0]]) ∈ Ir, for some r,∈ N be such that g(s0) = 58 and
r0 ≤ blog (s0 + 1)c < r0 + 1. Then
G(x) =
1− 3s0+48·3r0 (1+x) , if g(s0) = g(s0 + 1)1− 3s0+18·3r0 (1+x) , otherwise,
for all x ∈ [2s0+32·3r0 − 1, t0+13r0 − 1].
Proof. Suppose r0 = blog3(s0 + 1)c. So 3k+r0 ≤ sk ≤ 3k+r0+1. Define x = x(s0, k, j) by
x =
sk + j − 3k+r0
3k+r0
=
3k(s0 + 1) +
3k−3











2(s0 + 1) + 1
2 · 3r0 − 1 +
2j − 3
2 · 3k+r0 . (5.45)
Later in this proof, we use (5.21) to determine the form of G, so we consider the case that 1 ≤ j ≤
|[[sk, tk]]| − 3. Hence, for a fixed s0,
x ≥ 2s0 + 3
3r0
− 1
2 · 3k+r0 − 1
and
x ≤ 2s0 + 3
2 · 3r0 +
2(tk − sk − 2)− 3
2 · 3k+r0 − 1
=
2s0 + 3
2 · 3r0 +
2
(
3k(t0 + 1)− 1−
(







2 · 3k+r0 − 1
=
t0 + 1
2 · 3r0 −
1
2 · 3k+r0−1 − 1
Thus, x ∈ [2s0+33r0 − 1, t0+13r0 − 1] when k is large. We now consider the function G. If g(s0) =
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16 · 3r0+k(1 + x)
(
6sk + 9− 3k
)
= 1− 1











= 1− s0 + 1
8 · 3r0−1(1 + x) −
2 · 3k
16 · 3r0+k(1 + x)
= 1− s0 + 1
8 · 3r0−1(1 + x) −
1
8 · 3r0(1 + x)
= 1− 3s0 + 4
8 · 3r0(1 + x) .
Therefore, as k →∞,
G(x) = 1− 3s0 + 4
8 · 3r0(1 + x) , where x ∈ [
2s0+3
2·3r0 − 1, t0+13r0 − 1].











































16 · 3r0+k(1 + x)
(
6sk + 9− 3k+1
)
= 1− 1











= 1− s0 + 1
8 · 3r0−1(1 + x) .
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For example, if [[s0, t0]] = [[8, 10]], then g(s0) =
5
8 and r0 = blog3(s0 + 1)c = log3 9 = 2. So
G(x) = 1− 3 · 8 + 4




for x = 1918 − 1 + 2j−32·3k+2 , where 1 ≤ j ≤ 3
k+1−1




, where x ∈ [ 118 , 29 ].
For a block [[s, t]] of size at least 4, the formula for g evaluated at the elements in the block in
term of s + 3 is simpler than in term of s. We now look at a block [[s, t]] of size at least 4. Let
g(n) = p(n)8n . For 0 ≤ i ≤ s− t− 3,
g(s+ 3 + i) =
1
8(s+ 3 + i)
(8(s+ 3)g(s+ 3) + 8i)
=
1
s+ 3 + i
((s+ 3)g(s+ 3) + i)
=
p(s+ 3) + i
s+ 3 + i
.
5.3.2 The Summation of g




g(n), for r ≥ 0.
Theorem 5.27. For r ≥ 0,




















(8ng(n) + 5δ(n+ 1) + 7δ(n) + 3δ(n− 1) + δ(n− 2)) . (5.48)
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So,
g(n) + g(n+ 1) + g(n+ 2) = g(n) +
1
8(n+ 1)(n+ 2)
(5(n+ 1)δ(n+ 1) + (12n+ 17)δ(n)




(5(n+ 1)δ(n+ 1) + (12n+ 17)δ(n)
+ (5n+ 7)δ(n− 1) + (2n+ 3)δ(n− 2)− 8(3n+ 4)g(n)).
We recall that for all n ∈ N, 0 ≤ δ(n) ≤ 1, and 58 ≤ g(n) ≤ 34 . Thus,
3g(n)− 6(3n+ 4)
8(n+ 1)(n+ 2)



































≤ 9 log 3
4
.
So, ∣∣∣∣ φ(r)2 · 3r − φ(r − 1)2 · 3r−1

















The theorems in this chapter are obtained by applying the same methods as in A{0,1,5} to study
A{0,4,5}.
6.1 Results in A{0,4,5} analogous to A{0,1,5}
Analogous to Chapter 3 Theorem 3.1, the directed graph of A{0,4,5} consists of three components
G0, G1 and G2. The cardinality function of A{0,4,5} is a{0,4,5}(n) =
∣∣[[0, n]] ∩A{0,4,5}∣∣. We write
















where a(0) = 1 and a(n) = 0, for n < 0. Let {ei}∞i=0 = {ei,{0,4,5}}∞i=0 be the increasing sequence of
A{0,4,5}. Similar to Theorem 3.3,
e3n−1 = 5 · 3
n − 1
2




i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
ei 0 4 5 12 15 16 17 19 20 36 40 41 45 48 49 50 51 52 53 55 56
δi - 4 1 7 3 1 1 2 1 16 4 1 4 3 1 1 1 1 1 2 1
Table 6.1: Value of ei and δi.
We use the same approach as in Chapter 5 to study the density of A{0,4,5}. As in Theorem 5.1,
define g{0,4,5}(m) = g(m).




m · 3r =
a(m− 1) + a(m− 2) + a(m− 3)
3m
. (6.3)
Proof. For a fixed m > 0, let ar,j = a(m · 3r − j), for r ≥ 0 and j = 0, 1, 2, 3.
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Using (3.1), we have
a(m · 3r) = a (m · 3r−1)+ 2a (m · 3r−1 − 2)
a(m · 3r − 1) = a (m · 3r−1 − 1)+ 2a (m · 3r−1 − 2)
a(m · 3r − 2) = a (m · 3r−1 − 1)+ a (m · 3r−1 − 2)+ a (m · 3r−1 − 3)
a(m · 3r − 3) = a (m · 3r−1 − 1)+ 2a (m · 3r−1 − 3) (6.4)








1 0 2 0
0 1 2 0
0 1 1 1















 and M =

1 0 2 0
0 1 2 0
0 1 1 1
0 1 0 1
.
Since br =M · br−1, it follows that br =M r · b0.
By Jordan Decomposition, M = PJP−1, where
P =

−2 0 1 1
−2 −1 0 1
1 0 0 1
1 1 0 1
, J =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 3
.















































m · 3r =
a(m− 1) + a(m− 2) + a(m− 3)
m
, for m ≥ 3.
We note that g(4) = 14 . The density function of A{0,4,5} is D{0,4,5}(n) = D(n) =
a(n)
n+1 . Theorem
5.2 and 5.3 give the limit infimum and supremum of D{0,1,5}, similarly, by defining Ψ(n) = a(n)− 2n5






















ψ(n) = a(n)− n
4
.
For n ≥ 5,


































































































ψ(n′) + 2ψ(n′ − 2)− 1, if n = 3n′
ψ(n′) + Ψ(n′ − 1) + ψ(n′ − 2)− 1, if n = 3n′ + 1
ψ(n′) + 2ψ(n′ − 1)− 1, if n = 3n′ + 2.
(6.6)
We show ψ(n) ≥ 14 by induction on n. Since either a(n− 1) = a(n) or a(n− 1) = a(n)− 1,
ψ(n) =
ψ(n− 1)− 14 , if a(n− 1) = a(n)ψ(n− 1) + 34 , if a(n− 1) = a(n)− 1. (6.7)
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For each integer N > 0, let ξ(N) ∈ N0 be such that ψ(ξ(N)) = min
n≤N






















and ψ(5) = ψ(1) + 2ψ(0)− 1 = 74 ≥ 14 .















. We prove that ψ(N0) ≥ 14 by showing that the summand on the right in (6.6) is
at least 3ψ(ξ(N0 − 1))− 12 , which means
ψ(n1) + ψ(n2) + ψ(n3) ≥ 3ψ(ξ(N0 − 1)) + 1
2
. (6.8)
We see that ψ(ni) ≥ ψ(ξ(N0 − 1)), for all 1 ≤ i ≤ 3. If there exists i such that ψ(ξ(N0 − 1)) + 12 ≤
ψ(ni), then (6.8) is true.
We now suppose ψ(ξ(N0 − 1)) ≤ ψ(ni) < ψ(ξ(N0 − 1)) + 12 . By the definition of ψ the
denominator of ψ(n) is 2k, for 0 ≤ k ≤ 2. Thus, ψ(ni) is either ψ(ξ(N0 − 1)) or ψ(ξ(N0 − 1)) + 14 .
If ψ(ni) = ψ(ξ(N0 − 1)), then
ψ(ni − 2) = ψ(ξ(N0 − 1)) + 1
2
ψ(ni − 1) = ψ(ξ(N0 − 1)) + 1
4
ψ(ni + 1) = ψ(ξ(N0 − 1)) + 3
4
ψ(ni + 2) ≥ ψ(ξ(N0 − 1)) + 1
2
.
Then (6.8) is true.
If ψ(ni) = ψ(ξ(N0 − 1)) + 14 , then
ψ(ni − 2) = ψ(ξ(N0 − 1)) + 3
4
ψ(ni − 1) = ψ(ξ(N0 − 1)) + 1
2
ψ(ni + 1) ≥ ψ(ξ(N0 − 1))
ψ(ni + 2) ≥ ψ(ξ(N0 − 1)).
By (6.7), either ψ(ni + 1) or ψ(ni + 2) is at least ψ(ξ(N0 − 1)) + 14 . Thus, (6.8) is true. Hence, by





































Proof. Let n ∈ N. Define Ψ : N→ R.
Ψ(n) = a(n)− 2n
5
Since either a(n− 1) = a(n) or a(n− 1) = a(n)− 1,
Ψ(n) =
Ψ(n− 1)− 25 , if a(n− 1) = a(n)Ψ(n− 1) + 35 , if a(n− 1) = a(n)− 1. (6.9)
For n ≥ 5,




















































































































3 = 1. So,
Ψ(n) =

Ψ(n′) + 2Ψ(n′ − 2)− 85 , if n = 3n′
Ψ(n′) + Ψ(n′ − 1) + Ψ(n′ − 2)− 85 , if n = 3n′ + 1
Ψ(n′) + 2Ψ(n′ − 1)− 85 , if n = 3n′ + 2.
(6.10)
We show Ψ(n) ≤ 1 by induction on n. For each integer N > 0, let ξ(N) ∈ N0 be such that
Ψ(ξ(N))) = max
n≤N



















and Ψ(5) = Ψ(1) + 2Ψ(0)− 85 = 1.
















. We show that Ψ(N0) ≤ 1 by showing that the summand on the right in (6.10) is at
most 3Ψ(ξ(N0))− 2 which is
Ψ(n1) + Ψ(n2) + Ψ(n3) ≤ 3Ψ(ξ(N0 − 1))− 2
5
. (6.12)
For N0 > 5, Ψ(ni) ≤ Ψ(ξ(N0 − 1)), for all 1 ≤ i ≤ 3. If Ψ(ni) ≤ Ψ(ξ(N0 − 1)) − 25 , for some
1 ≤ i ≤ 3, then (6.12) is true.
We now suppose Ψ(ξ(N0 − 1))− 25 < Ψ(ni) ≤ Ψ(ξ(N0 − 1)), for all 1 ≤ i ≤ 3.
Ψ(ξ(N0 − 1))− 8
5
< Ψ(ni − 2) ≤ Ψ(ξ(N0 − 1))− 1
5
Ψ(ξ(N0 − 1))− 1 < Ψ(ni − 1) ≤ Ψ(ξ(N0 − 1))− 3
5
Ψ(ξ(N0 − 1))− 4
5
< Ψ(ni + 1) ≤ Ψ(ξ(N0 − 1))− 2
5
Ψ(ξ(N0 − 1))− 6
5
< Ψ(ni + 2) ≤ Ψ(ξ(N0 − 1))− 1
5
. (6.13)
By (6.10) and (6.13), the remaining case is Ψ(ni + 2) + 2Ψ(ni). It follows from the definition of Ψ
that the denominator of Ψ is 5. So Ψ(ni) is either Ψ(ξ(N0 − 1)) or Ψ(ξ(N0 − 1)) − 15 . If Ψ(ni) =
Ψ(ξ(N0− 1))− 15 , then (6.12) is true. If Ψ(ni) = Ψ(ξ(N0− 1)), then Ψ(ni+2) = Ψ(ξ(N0− 1))− 45 .
Thus, (6.12) is also true.


























Theorem 6.4 gives a sequence of 3-free numbers {tn}∞n=1 for which limn→∞ g(tn) achieves the limit
supremum of the density.
Theorem 6.4. Let tn =
5·3n−1−1
2 , where t1 = 2. Then,
lim











1 13 = 0.333333
2 821 = 0.380952
3 1333 = 0.393939
4 80201 = 0.398010
5 121303 = 0.399340
6 7281821 = 0.399780
7 10932733 = 0.399927
8 656016401 = 0.399976
Table 6.2: Maximum value of g(m) between powers of 3.
i m m #m ∈ [3i, 3i+1]
0 - 0
1 4 4 1
2 - 0
3 40 4(32 + 1) 1
4 112 4(33 + 1) 1
5 328 4(34 + 1) 2
364 4(34 + 32 + 1)
6 976 4(35 + 1) 3
1012 4(35 + 32 + 1)
1084 4(35 + 33 + 1)
7 2920 4(36 + 1) 5
2956 4(36 + 32 + 1)
3028 4(36 + 33 + 1)
3244 4(36 + 34 + 1)
3280 4(36 + 34 + 32 + 1)
Table 6.3: List of 3-free integers m for which g(m) = 14 .
The number of 3-free m for which g(m) = 14 in [[3
7, 38]] and [[38, 39]] are 8 and 13, respectively.
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By (6.2), a(sn) = 3




(a(sn + 1) + a(sn) + a(sn − 1))
By (6.2), it follows that δ3n−1 =
3n+5
2 ≥ 4, sn + 1 6∈ A{0,4,5}. So
lim
n→∞ g(tn) = limn→∞
1
3tn


























The sequence {tn}∞n=1 can be found in [Ear12].
Conjecture 6.6. For m ∈ N, g(m) < 25 .
Conjecture 6.6 is true for m < 37 by direct computation.


















. By Theorem 6.1,
g (t+ 4) =
1
3(t+ 4)
(a(t+ 3) + a(t+ 2) + a(t+ 1))










a (4 · 3mi)− (k − 1). (6.14)
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Conjecture 6.8. The sizes of the set of 3-free integer m ∈ [[3r, 3r+1 − 1]] for which g(m) = 14 is
the r-th Fibonacci number.
This is true for r ≤ 9.
6.2 Generating Function
Recall that χA is the characteristic function of A and we define ∆A : N→ {−1, 0, 1} by
∆(n) = χ(n)− χ(n− 1).






(−1)nxcn , where cn is the cumulative






















































































































































































For 1 ≤ n <∞, let τ1, τ2 : N→ N be such that τ1(n) is the the number of non-zero terms of degree




















Proof. Fix 1 ≤ n0 <∞. We first show that the first i1(n0) terms are stable in q′n(x), for all n > n0.
For each wk < 8 · 3n−1, wk + 3n0+1 > 3n0+1 > 8 · 3n0−1, for all 0 ≤ k ≤ τ2(n0); thus, multiplying
1− x3n + x3·3n by q′n0(x) does not change terms of degree less than 8 · 3n0−1, for all n > n0. Thus,













By similar argument, the i2(n0) terms are stable in p
′






By (6.18), we have
dk =
3n0+2−3
2 − cτ2(n0)−k, for 0 ≤ k ≤ τ1(n0). (6.20)
Since x is not a factor of q′n0 , it follows that d0 = 0. Thus, cτ2(n0) =
3n0+2−3
2 . Recall that
[[3
n0+2−3
2 , 2 · 3n0+1 − 1]] ⊂ A{0,1,5} is the block of maximum size in In0−1 and [[c2n, c2n+1 − 1]] is
a block in A{0,1,5}. So we compute τ2(n0) by counting the number of blocks in A{0,1,5} up to the






∣∣∣∣∣+ |In0−1| − 1.
We note that by Remark 4.14, τ2(n0) is even, for n0 ≥ 1.
As in (4.35), the generating function of
∞∑
k=0
∆{0,4,5}(n)xn gives the information of the place of a
number in a block or an anti-block. By considering the coefficient of
∞∑
k=0
(−1)kxdk , we conclude that
the sets [[d2k, d2k+1 − 1]] and [[d2k−1, d2k − 1]] are blocks and anti-blocks in A{0,4,5}, respectively.
We now give the sequence of sizes of blocks in A{0,4,5} in term of the sequence of sizes of anti-block
in A{0,1,5}.
Corollary 6.10. Let zk be the size of the k-th block in A{0,4,5} such that k ≤ τ1(n0). Then
zk = d2k+1 − d2k = cτ2(n0)−2k − cτ2(n0)−(2k+1) = β̂ τ2(n0)
2 −k−1
,
where {β̂k}∞k=0 is the sequence of sizes of anti-blocks of A{0,1,5} and k ≤ τ1(n0).
We compute τ1(n0).
Theorem 6.11. For 2 ≤ n0 ≤ ∞,









2 · 3n0 > 11·3n0−1−32 > 3
n0+1−3
2 ,
by Corollary 4.16, cτ2(n0)−τ1(n0)−1 =
3n0+1−3
2 and cτ2(n0)−τ1(n0) = 2 · 3n0 . So cτ2(n0)−τ1(n0)−1 =
cτ2(n0−1). Thus,
τ2(n0)− τ1(n0)− 1 = τ2(n0 − 1).
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Hence,




|Ii|+ |In0−1| − 1)− (2
n0−3∑
i=−1
|Ii|+ |In0−2| − 1) + 1
= |In0−2|+ |In0−1|+ 1.
The following Corollary is the result of Theorem 6.9 and 6.11.




− cτ2(n0)−k, for 0 ≤ k ≤ |In0−2|+ |In0−1|+ 1. (6.21)
Let Aw{0,4,5} be a component of the directed graph of A{0,4,5} rooted at w and let χ
(w)
{0,4,5} be
characteristic function of Aw{0,4,5}. We omit the proofs and give the generating functions of the















































































































































{0}, 1, 2 , 3, {4, 5}, 6 , 7, 8, 9, 10,11 , {12}, 13, 14, {15, 16, 17}, 18 ,
{19, 20}, 21, 22,23 , 24, 25, 26, 27, 28, 29, 30 , 31, 32, 33,34,35 , {36}, 37,38 ,
39, {40, 41}, 42, 43, 44, {45}, 46, 47, {48, 49, 50, 51, 52, 53}, 54 , {55, 56, 57}




In this chapter, we give a generalization of some theorems proved in the case of A{0,1,5}. In Section
7.1, we generalize of the index set in the representation base in base 3 to {0, u1, u2}, where u1 ≡ −u2
(mod 3) and u1, u2 6≡ 0 (mod 3). Then, in Section 7.2, we generalize the representation from base
3 to a general base d.
7.1 A{0,u1,u2}
Let {e{0,u1,u2},i}∞i=0 = {ei}∞i=0 be the increasing sequence of the elements in A{0,u1,u2} with gap
δ{0,u1,u2},i = δi = ei − ei−1. In this section, we determine some explicit formulas of ei and δi for
some i ∈ N.
Theorem 7.1. Let n ∈ N0. If u2 < 2u1, then
e3n−1 = [u2, . . . , u2︸ ︷︷ ︸
n





(2u1 − u2)3n + u2
2
.
Proof. Let yn = [u2, . . . , u2︸ ︷︷ ︸
n
] = u2 · 3n−12 and zn = [u1, 0 . . . , 0︸ ︷︷ ︸
n
] = u1 · 3n. In other words, we want
to show that the largest number represented in at most n digits is less than the smallest number
represented in n+ 1 digits. Since u2 < 2u1,




so there is no x ∈ A{0,u1,u2} ∩ (yn, zn). Thus, there exists in ∈ N0 such that
δin =
(2u1 − u2)3n + u2
2
.
which means ein = zn and ein−1 = yn. We now compute a(yn). Let w ∈ A{0,u1,u2} such that
w < yn. Since u1 · 3n is the smallest n-digit number and all (n− 1)-digit number are less than any
n-digit numbers, it follows that deg(w) ≤ n − 1. So a(yn) = 3n. Note that ei = x if and only if
i = a(x)− 1, for some x ∈ A{0,u1,u2}. Hence, e3n−1 = yn and e3n = zn.
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Applying Theorem 7.1 to A{0,4,5} results in (6.2).
Theorem 7.2. Fix k ∈ N. For n ≥ k, let m = m(n) = a(u2 · 3k−12 ) · 3n−k. If u1 · 3
k+1−1
2 < u2 <
2 · 3ku1, then,
em−1 = u2 · 3
n − 1
2




δm = em − em−1 = (2u1 · 3
k − u2)3n−k + u2
2
.
Proof. Fix an integer k. Let
yn = [u2, . . . , u2︸ ︷︷ ︸
n





zn = [u1, u2, . . . , u2︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
n−k





yn = 3yn−1 + u2 and zn = 3zn−1, for n > k. (7.3)
By (7.1), (7.2) and the assumption that u2 < 2u1 · 3k
zn − yn = (2u1 · 3
k − u2)3n−k + u2
2
> 0, (7.4)
for all n ≥ k. So zn > yn, for all n ≥ k.
We first show that zk is the minimum value in A{0,u1,u2} such that zk > yk. Since u1 · 3
k+1−1
2 < u2
and yk < zk, we have
[u1, . . . , u1︸ ︷︷ ︸
k+1
, u2, . . . , u2︸ ︷︷ ︸
k−1
] < [u2, . . . , u2︸ ︷︷ ︸
k
] < [u1, u2, . . . , u2︸ ︷︷ ︸
k
].
Suppose x ∈ A{0,u1,u2} such that yk < x < zk. We find the upper bound and lower bound of the
degree of x. For the upper bound,
x < zk = u1 · 3k + u2(3
k − 1)
2
< u1 · 3k + 2 · 3ku1 · 3
k − 1
2
= u1 · 32k. (7.5)
Thus, deg(x) < 2k.
To obtain the shortest possible representation, take each digit to be u2 because u1 < u2. Since




3k(u2 − 2u1) + u2
2
> 0,






where hi(x) ∈ {0, u1, u2}. Since x > yk = [u2, . . . , u2︸ ︷︷ ︸
k
], hi(x) 6= u2, when i ≥ k, and u1(3
k+1−1)
2 < u2,
it follows that deg(x) > (k−1)+k = 2k−1. Hence, 2k−1 < deg(x) < 2k which is a contradiction.
Thus, there is no x ∈ A{0,1,5} such that yk < x < zk. So,
a(zk) = a(yk) + 1. (7.6)
We show that a(zn) = a(yn) + 1, for all n ≥ k by induction on n. Suppose it is true for all n ≤ N .
Recall that p(x) is the predecessor of x. If yN+1 < x < zN+1, then yN =
yN+1−u2
3 < p(x) <
zN+1
3 =
zN . By the definition of A{0,u1,u2}, it follows that x 6∈ A{0,u1,u2}, for all such x. By the induction
hypothesis
a(zn) = a(yn) + 1, for all n ≥ k. (7.7)
Thus, there exists in ∈ N such that ein = zn, ein−1 = yn and δin = zn − yn, for n ≥ k.






































































+ a (yn−1) .










< δn, for all
n ≥ k, it follows that
a(yn) = 3a(yn−1), for all n ≥ k. (7.8)
By the induction hypothesis,
a(yn) = 3
n−ka(yk). (7.9)
This completes the proof.
Theorem 3.3 is a special case of Theorem 7.2.
Let u2,k be the possible values of u2 in Theorem 7.2, when u1 and k are given.
u1
u2




Table 7.1: Examples of u1 and u2 satisfying Theorem 7.2..
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The additive property of the function a plays an important role in giving a list of 3-free integers
achieving the minimum value of g in both A{0,1,5} and A{0,4,5} in Theorem 5.7 and 6.7. The additive
property proved in Theorem 5.5 is a special case of Theorem 7.3 for A{0,1,5}.
Theorem 7.3. For a fixed integer r > 0, let y1, y2 ∈ A{0,u1,u2}. If deg(x) ≤ r, for all x ∈ A{0,u1,u2}
and x ≤ y1, then
a(y2 · 3m2 + y1 · 3m1) = a(y2 · 3m2) + a(y1 · 3m1)− 1,
for m1,m2 ∈ N, such that m2 −m1 > r.
Proof. Let z ∈ A{0,u1,u2} such that z ≤ y2 · 3m2 + y1 · 3m1 .
Case 1: z ≤ y2 · 3m2 . There are a(y2 · 3m2) choices of z.
Case 2: y2 ·3m2 < z ≤ y2 ·3m2+y1 ·3m1 . There exist 0 < x0 ≤ y1 ·3m1 and z = y2 ·3m2+x0. Similarly,
there exist x1, x2 ∈ A{0,u1,u2} such that x0 = x1 · 3m1 + x2, where x1 ≤ y1 and deg(x2) < m1. By
the assumption deg(x) < r, for all x ∈ A{0,u1,u2} and x < y1, the degree of x is at most r. Since
m2−m1 > r, it follows that the degree of x1 ·3m1 is less than the smallest non-zero digit in y2 ·3m2 .
Thus,
hi(z) = hi(x0), for all i < m2
and
hi(z) = hi(y2 · 3m2), for all i ≥ m2.
Hence, the number of choices of z is the number of choices of x0 which is a(y1 ·3m1)−1. Therefore,
a(y2 · 3m2 + y1 · 3m1) = a(y2 · 3m2) + a(y1 · 3m1)− 1. (7.10)
We can immediately extend Theorem 7.3 to the additive property of finite sum as in Corollary
7.4.
Corollary 7.4. For a fixed integer r > 0, let yi ∈ A{0,u1,u2}, for all 0 < i ≤ k. Suppose deg(xi) ≤ r,










a(yi · 3mi)− (k − 1),
when mi+1 −mi > r, for all i > 0.
7.2 Digital Representation in Base d
Let A = {0, u1, . . . , ud−1} be such that the elements of A are distinct mod d. In this section, we
study the graph, cardinality and density of AA for general base d and also discuss properties of the
transition matrix for the cardinality of AA.
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Digital representations in base d can be described by a directed graph. We now show that G
has finite number of components. We define Gb to be the subtree of G with root b and we say that
b is the base point of Gb. We note that each Gd·b+ui is a subtree of Gb. Recall that, for each
n ∈ N0, the predecessor p(n) = n−uid , for n ≥ ui such that n ≡ i (mod d), and p(n) is undefined
for n < ui such that n ≡ i (mod d).
Theorem 7.5. Let B = {0} ∪ {b ∈ N : b ≡ i (mod d) and b < ui, for all i < d}. Then, {V (Gb) :
b ∈ B} partitions N.




, if n ≡ ui (mod d).
We note that p(ui) = 0 and E(G) = {(p(n), n) : n ∈ N0}.
Since n > p(n), there exists k ∈ N and b ∈ B such that pk(n) = b and pk−1(n) 6∈ B. Thus,
n ∈ V (Gb). Suppose there exists b′ 6= b ∈ B such that b′ = ps(n), for some s ∈ N such that s > k.
Without loss of generality, we suppose that b ≡ j (mod d) and b′ < b. Then, b′ ≤ b−ujd < 0 if b 6= 0
by the definition of B. So there is a unique b ∈ B such that n ∈ Gb. Therefore, Gb partitions
G.
Recall that, for each n ∈ N0, the definition of the cardinality function aA(n) = |[[0,n]]∩AA|n+1 and
hi(n) is the coefficient of d














i : i ∈ {u0, . . . , ud−1} for all i < r
}
.
Proof. By the proof of Theorem 7.5, for each n ∈ V (Gb), hdeg(n)(n) = b and hi(n) ∈ {u0, . . . , ud−1}
for all i < r.
We now look at a recurrence for aA. For each n ∈ N0, there exists a unique p(n) such that










where aA(0) = 1 and aA(n) = 0, for n < 0.
For a fixed m ∈ N, we derive system of equations of aA(m · dr − i), for 0 ≤ i ≤ k, for some
k ∈ N.




















for 0 ≤ i ≤ k. The purpose of deriving this equation system is to find a transition matrix of
aA(m·dr)
d , where m ∈ N.
Theorem 7.7. Let vTr =
{
aA(m·dr)




. If Mk×k = [mij ]k×k is the transformation
matrix from vr to vr+1, for all r > 0, i.e., v
r+1 =Mk×kvr. Then,
umax
d− 1 + 1 ≤ k ≤
umax − 1
d− 1 + 2,
where umax = max
0≤i<d
{ui}.
Proof. We observe that the entries in the ith and the (i+ 1)th row are the same except m(i+1)j =
mij − 1 and m(i+1)(j+1) = mi(j+1) + 1, where j ≡ −i (mod d). By (7.12), it follows that
k − 1 =
⌈





k − 1 + umax
d





d− 1 + 1 ≤ k ≤
umax − 1
d− 1 + 2.
By (7.12), each entry mij in the transition matrix satifies 0 ≤ eij ≤ 1 and
d−1∑
j=0
mij = 1. Thus,
Mk×k is a stochastic matrix. By [HJ13, 8.7P1], if A and B are stochastic, then AB is stochastic.
So, M rk×k is stochastic, for r ≥ 1. If limr→∞M
r















It follows that if lim
r→∞M
r







where ci = ci(A) such that 0 ≤ ci ≤ 1 for all i ≤ k and
∑k
i=1 ci = 1. Since am(m) = 0 for
all m < 0, gA(1) = c1. By assuming (7.13) exists, gA(1) =
c1aA(0)
m = c1. Thus, the condition
lim
n→∞ infDA(n) ≥ c1 implies limn→∞ infDA(n) = minm∈N gA(m) = c1.
In Theorem 7.8, we show that the density respect to A1 is always less or equal to that of in A2
and so are the limit infimum and supremum, when A1 and A2 satisfy the given condition.
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Theorem 7.8. For a fixed base d with set A1, A2, if ui ≤ vi, for ui ∈ A1 and vi ∈ A2, then
DA2(n) ≤ DA1(n) (7.14)
lim
n→∞ supDA2(n) ≤ limn→∞ supDA1(n) (7.15)
lim
n→∞ infDA2(n) ≤ limn→∞ infDA1(n). (7.16)





















aA1(n) ≥ aA2(n), for all n.
Thus,
lim
n→∞ infDA2(n) ≤ limn→∞ infDA1(n) and limn→∞ supDA2(n) ≤ limn→∞ supDA1(n).
7.2.1 Component with Positive Root
The digital representation base d where the index set A is not {0, 1, . . . , d− 1} has more than than






∣∣AbA ∩ [[0, . . . , n]]∣∣
n+ 1
.
















If Mk×k is the transformation matrix defined in Theorem 7.7, then




























, for i ∈ N0. Thus,
vTr,b =M
r





=M rk×k · vT0,b +
dr−1 − 1














A (m− i) +
1




Most of problems listed in this chapter involve a generalization from A{0,1,5} to A{0,1,v}, where
v ≡ 2 (mod 3). In the last section of this chapter, we have some open problems in A{0,2,7}.
8.1 Generalization of A{0,1,5} to A{0,1,v}
8.1.1 g{0,1,v}
Recall that a{0,1,v} =
∣∣A{0,1,v} ∩ [[0, n]]∣∣ and the density d{0,1,v}(n) = a{0,1,v}(n)n+1 . Let g{0,1,v}(n) =
lim
r→∞ d{0,1,v}(n·3
r). By Jordan decomposition similar to Theorem 5.1, the limit of the transformation













(21a(m− 1) + 10a(m− 2) + a(m− 3) + 7a(m− 4)




(48a(m− 1) + 18a(m− 2) + 12a(m− 3)
+ 16a(m− 5) + 10a(m− 6) + 13a(m− 7)). (8.1)







Based on the data from Table 8.1, we present the following conjecture.
Conjecture 8.1. min
n∈N
g{0,1,v}(n) = c1m .
Question 8.2. What are the minimum and maximum values of g{0,1,v}?
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The minimum and maximum values of g{0,1,v} in Table 8.1, have been checked up to 35.













Table 8.1: Maximum and minimum of g{0,1,v}(n).
8.1.2 Transition Matrix and Characteristic Function
For a fixed v, let ar,i(m) = a{0,1,v}(m ·3r−i), for m ∈ N0, where a{0,1,v} is the cardinality of A{0,1,v}.
If M{0,1,v} is the transformation matrix of A{0,1,v} and k(v) is the dimension of M{0,1,v}, then, by
Theorem 7.7, v−12 ≤ k(v) ≤ v+32 .
In the case of A{0,1,v}, we can compute a formula for k(v). Suppose v = 3v′ + 2. We define ar,j


















For convenience, we write a = a{0,1,v}. By (8.2),
a
(
m · 3r+1 − 3i) = a (m · 3r − i) + a (m · 3r − i− 1) + a (m · 3r − i− ⌈v3⌉)
= a (m · 3r − i) + a (m · 3r − i− 1) + a (m · 3r − i− (v′ + 1))
a
(
m · 3r+1 − 3i− 1) = 2a (m · 3r − i− 1) + a (m · 3r − i− (v′ + 1))
a
(
m · 3r+1 − 3i− 2) = 2a (m · 3r − i− 1) + a (m · 3r − i− (v′ + 2)) ,
for all i ≥ 0.

















We note that if we letM∗{0,1,v} be the transformation matrix defined in Theorem 7.7, thenM{0,1,v} =
3M∗{0,1,v}. Hence, M{0,1,v} and M
∗
{0,1,v} have the same dimension.
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2 , where v
′ = v−23 .
Proof. Fix v. By (8.2),
a(m · 3r+1 − n) = a
(⌊
















































2 . We show that k0 satisfies (8.3).
⌈




























































= k0 − 1.
Now, we show that k0 is the mimimum values satisfying (8.3). Suppose there exists i0 such that













k0 − i0 − 1 + v
3
















Thus, k0 is the minimum value satisfying (8.3). Hence, k(v) = k0.
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, for all 0 ≤ i < k(v).
By (8.2), the pattern of the i-th row of M{0,1,v} is as follow,
mi =

[0, . . . , 0︸ ︷︷ ︸⌊
i
3
⌋ , 1, 1, 0, . . . , 0︸ ︷︷ ︸
v′−1
, 1, 0, . . . , 0︸ ︷︷ ︸
wi
], if i ≡ 0 (mod 3)
[0, . . . , 0︸ ︷︷ ︸⌊
i
3
⌋ , 0, 2, 0, . . . , 0︸ ︷︷ ︸
v′−1
, 1, 0, . . . , 0︸ ︷︷ ︸
wi
], if i ≡ 1 (mod 3)
[0, . . . , 0︸ ︷︷ ︸⌊
i
3
⌋ , 0, 2, 0, . . . , 0︸ ︷︷ ︸
v′−1+1
, 1, 0, . . . , 0︸ ︷︷ ︸
wi−1
], if i ≡ 2 (mod 3).
(8.5)






Theorem 8.4. The diagonal entries mii of M{0,1,v} equal 0, for all 2 ≤ i ≤ k(v)− 2, and the trace
of M{0,1,v} is 4.
Proof. By (8.5), the first non-zero entry of M{0,1,v} is either mi,zi or mi,zi+1. Since zi + 1 <
i, for all i > 2, it follows that mi,i is not the first non-zero element in the i-th row.
We consider the second non-zero entry in the i-th row. If zi + v







− 2 = k(v)− 2.





+ v′ + 3 = i, then i ≥ k(v).
By Theorem 8.3, k(v) ≡ 1 or 2 (mod 3). So, by (8.5), mk−2,k−2 = 0. Thus, m0,0 = 1,m1,1 =
2,m2,2 = 0,mk(v)−2,k(v)−2 = 0 and mk(v)−1,k(v)−1 = 1 when v > 5. So all diagonal entries are zero,
except m0,0,,m1,1 and mk(v)−1,k(v)−1 and the trace of M{0,1,v} is 4. This completes the proof.
By (8.5), the 0-th column of M{0,1,v} is [1, 0, . . . , 0]T , it follows that we can write
M{0,1,v} =






where M ′(v) is obtained by deleting the column and row corresponding to i = 0. So M ′(v) is a
(k(v) − 1) × (k(v) − 1) matrix. Hence, λ0 = 1 is an eigenvalue of M{0,1,v} and the eigenvalues of
M ′ are also the eigenvalues of M{0,1,v}. Since each row of M{0,1,v} sums to three, the sum of each
row of M ′(v) is also three. By Lemma 8.1.21 in [HJ13], the maximum eigenvalue of M{0,1,v} and
M ′(v) are 3 with a corresponding eigenvector [1, . . . , 1]T .
Let f(v, x) be the characteristic polynomial of M{0,1,v}. The following are the characteristic
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polynomials for v ≤ 35:
f(5, x) = (x− 3)(x− 1)(x2 − 1)
f(8, x) = −(x− 3)x(x− 1)(x2 − 1)
f(11, x) = −(x− 3)x(x− 1)(x4 − 1)
f(14, x) = (x− 3)x3(x− 1)(x3 − 1)
f(17, x) = (x− 3)x5(x− 1)(x3 − 1)
f(20, x) = −(x− 3)x5(x− 1)(x4 − 1)
f(23, x) = −(x− 3)x8(x− 1)(x3 − 1)
f(26, x) = (x− 3)x6(x− 1)(x3 − 1)2
f(29, x) = (x− 3)x6(x− 1)(x2 − 1)(x6 − 1)
f(32, x) = −(x− 3)x13(x− 1)(x2 − 1)
f(35, x) = −(x− 3)x9(x8 − 1).





for some k ≥ 0 and ni(v) ∈ N for all 0 < i ≤ k and n0(v) ≥ 0, ni(v) > 0.




{0,1,v} exists, for all v ≡ 2 (mod 3). Conjecture 8.5 has been checked to v = 35.
We use a method from [Fra68, p.243] to reduce matrix M ′(k−1)×(k−1)(v) to R(k−2)×(k−2)(v) that
has the same eigenvalues as M ′(v) except λ1 = 3. Let x = [1, . . . , 1]T . By [Fra68, p.243(18)],
R = [rij ](k−2)×(k−2)(v) such that
rij = −m′0,j+1 +m′i+1,j+1 = −m1,j+2 +mi+2,j+2,
where i, j = 0, 2, . . . , k− 3, has the same eigenvalues with M ′ except λ1. By (8.5), m1,v′+1 = 1 and
m1,j+2 = 0, for all 0 ≤ j ≤ k − 3 and j 6= v′ − 1. So
rij =
−1 +mi+2,v′+1, if j = v′ − 1mi+2,j+2, otherwise.
If v′ ≥ 2, then m1,v′ = 0 and we are able to compute the v′-th column of the matrix R(v). Recall






consider the zero entries in M{0,1,v} between the (zi+1)-th and the (v′+1)-th elements in M{0,1,v}.
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8.2 A{0,1,8}
We use the notation Aw{0,u,v} for the set of vertices of a component in the directed graph of A{0,u,v}.






In this section, we give conjectures and data of the minimum and maximum values of the density
of each component. Let a
(w)
{0,1,8}(n) = |Aw{0,1,8}∩{0, 1, 2, . . . , n}| be the cardinality of the component









We use the notation



















m(0, n) M(0, n) m(2, n) M(2, n) m(5, n) M(5, n)














































































Table 8.2: List of m(w, n) and M(w, n).







































Conjecture 8.8 gives a recurrence for the numerator and denominator of the maximum density
in A2{0,1,8}.






































The following conjecture is for A5{0,1,8}.







Conjecture 8.11. For n ∈ N, M(5, 2n) = 317 , for n ≥ 0







If these conjectures hold, then the following conjecture is true.

















The following is the list of n such that m(0, n) = 12
7, 23, 71, 79, 215, 223, 239, 647, 655, 671, . . . .








3mi − 1 : for n ∈ N and mi+1 −mi ≥ 2
}
.













Table 8.3: List of M(0, n) and n.
,
The example of numbers achieving M(0, n) is in Table 8.2.1. The following conjecture is from
the pattern of numbers in Table 8.2.1 and 8.2.1.
Conjecture 8.16. For n ≥ 2,
(i) M(0, n) = d0{0,1,8}(3
n + 5 · 3n−2 − 1)
(ii) m(2, n) = d2{0,1,8}(3























Table 8.4: List of m(2, i) (left) and M(2, i) (right) and n such that d
(2)
{0,1,8}(n) = m(2, i) or M(2, i).
From Table 8.2.1, we give the following conjecture.
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Table 8.5: List of m(5, i) (left) and M(5, i) (right) and n such that d
(2)










































Table 8.6: List of d
(w)
{0,1,8}(n), where n = 3
i and w = 0, 2, 5.


























8.2.2 Blocks and Anti-blocks
Analogous to Section 4.1, we define β : N0 → N0 by
β(s) =
3s− 1, if s− 3 ∈ A,3s, otherwise.




{[[β(s), 3s+ 1]], [[3s+ 3, 3s+ 4]]}, if t 6= s and s− 2 6∈ A{0,1,8}
{[[β(s), 3s+ 4]]}, if t 6= s and s− 2 ∈ A{0,1,8}
{[[β(s), 3s+ 1]]}, if s = t and s− 2 6∈ A{0,1,8}
{[[β(s), 3s+ 2]]}, otherwise,
α2([[s, t]]) = [[3s+ 6, 3t+ 2]], if s < t,
α3([[s, t]]) = {[[3t+ 5, 3t+ 5]], [[3t+ 8, 3t+ 8]]}, if s < t.
Let I0 = {{[[0, 1]]}, {[[3, 4]]}}. Suppose In is the set of blocks in A{0,1,8} ∩ {8 · 3n−1 − 3, 8 · 3n − 4},
for n > 0.
These are blocks of A0{0,1,8} ∩ [[0, 68]]:
[[0, 1]], [[3, 4]], [[8, 13]], [[17, 17]], [[20, 20]], [[24, 25]], [[27, 28]], [[30, 41]],
[[44, 44]], [[47, 47]], [[51, 52]], [[59, 61]], [[68, 68]].
By direct computation, the set of sizes of blocks in A0{0,1,8} ∩ [[0, 8 · 37 − 4]] is
{1, 2, 3, 6, 12, 30, 84, 246, 732, 2109}.
Conjecture 8.19. The sizes of blocks A0{0,1,8} is of size 1, 2 or 3 + 3
n, for some n ≥ 1.
8.3 A{0,2,7}
The directed graph of A{0,2,7} consists of A{0,2,7},A1{0,2,7} and A
4




1 1 0 1 0
0 2 0 1 0
0 1 1 1 0
0 1 1 0 1
0 0 2 0 1
.
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The characteristic function is −(x− 3)x2(x− 1)2. By using Jordan decomposition to find the limit




(4a(m− 1) + 2a(m− 2) + 2a(m− 3) + a(m− 4)) .






















Table 8.7: Maximum and minimum of g(n), where n ∈ {3i, 3i+1}.
Conjecture 8.20. The minimum of g{0,2,7}(n) is 19 , for all n ∈ N.
The data and open problems in this chapter are provided in the hope of finding the generalization
of the asymptotic function g
(w)
A in a general index set A satisfying (1.1) in representations in base
d. The first question we are interested is the existence of the transformation matrix generating
g
(w)
A . We also give our conjectures about the minimum and maximum value of g
(w)
A in some special
case of the index set A. Another approach we hope to take is to find the generalization of blocks









@@24,25DD @@27,32DD @@35,37DD @@39,53DD @@56,56DD @@60,61DD @@65,65DD
@@72,73DD @@75,77DD @@80,82DD @@84,98DD @@101,101DD @@105,106DD @@108,113DD @@116,118DD @@120,161DD @@164,164DD @@168,169DD @@173,173DD @@180,181DD @@183,185DD @@188,188DD @@195,196DD @@200,200DD




@@18,19DD @@21,23DD @@26,26DD @@33,34DD @@38,38DD
@@54,55DD @@57,59DD @@62,64DD @@66,71DD @@74,74DD @@78,79DD @@83,83DD @@99,100DD @@102,104DD @@107,107DD @@114,115DD @@119,119DD
Figure A.2: Graph of anti-blocks associated to A{0,1,5}.
A.2 The Sizes of Blocks and Anti-blocks
This is an extra example of Tr in Theorem 4.32, when r = 5:
Tˆ5 = {1, 2, 1, 2, 3 , 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3 , 1, 2, 1,
2, 3, 3,6, 1, 2, 6, 3, 15, 1, 2, 1, 2, 3 , 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3 ,
1, 2, 1,2, 3, 3, 6, 1, 2, 6, 3, 15, 1, 2, 1, 2, 3, 3, 15, 1, 2, 6,
3, 42, 1, 2, 1, 2, 3, 1, 2, 1, 2, 3, 3, 6, 1, 2, 1, 2, 3 , 1, 2, 1,
2, 3, 3, 6, 1, 2, 6, 3, 15, 1, 2, 1, 2, 3 , 1, 2, 1, 2, 3, 3, 6, 1, 2, 1,
2, 3 , 1, 2, 1}.
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A.3 Density







Figure A.3: Density of elements in A{0,1,5} ∩ [[0, n]], where 0 ≤ n ≤ 33.
















Figure A.5: Density of elements in A{0,1,5} ∩ [[0, n]], where 34 ≤ n ≤ 35.
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Figure A.6: Density of elements in A{0,1,5} ∩ [[0, n]], where 35 ≤ n ≤ 36.





Figure A.7: g(n), where n ∈ [[1, 35]]








































































































Figure B.1: Density of elements in A{0,4,5} ∩ [[0, n]], where 0 ≤ n ≤ 4 · 33.









Figure B.2: Density of elements in A{0,4,5} ∩ [[0, n]], where 4 · 33 ≤ n ≤ 4 · 34.
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Figure B.3: Density of elements in A{0,4,5} ∩ [[0, n]], where 4 · 34 ≤ n ≤ 4 · 35.
































Figure C.1: Density of elements in A{0,1,8} ∩ [[0, n]], where 35 ≤ n ≤ 36.




Figure C.2: Density of elements in A{0,1,8} ∩ [[0, n]], where 36 ≤ n ≤ 37.
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Figure C.3: Density of elements in A2{0,1,8} ∩ [[0, n]], where 36 ≤ n ≤ 37.














Figure D.1: Density of elements in A{0,2,7} ∩ [[0, n]], where 34 ≤ n ≤ 35.





Figure D.2: Density of elements in A{0,2,7} ∩ [[0, n]], where 35 ≤ n ≤ 36.
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We let Mv = 3×M{0,1,v}.
M5 =

1 1 1 0
0 2 1 0
0 2 0 1




1 1 0 1 0
0 2 0 1 0
0 2 0 0 1
0 1 1 0 1




1 1 0 0 1 0 0
0 2 0 0 1 0 0
0 2 0 0 0 1 0
0 1 1 0 0 1 0
0 0 2 0 0 1 0
0 0 2 0 0 0 1





1 1 0 0 0 1 0 0
0 2 0 0 0 1 0 0
0 2 0 0 0 0 1 0
0 1 1 0 0 0 1 0
0 0 2 0 0 0 1 0
0 0 2 0 0 0 0 1
0 0 1 1 0 0 0 1




1 1 0 0 0 0 1 0 0 0
0 2 0 0 0 0 1 0 0 0
0 2 0 0 0 0 0 1 0 0
0 1 1 0 0 0 0 1 0 0
0 0 2 0 0 0 0 1 0 0
0 0 2 0 0 0 0 0 1 0
0 0 1 1 0 0 0 0 1 0
0 0 0 2 0 0 0 0 1 0
0 0 0 2 0 0 0 0 0 1




1 1 0 0 0 0 0 1 0 0 0
0 2 0 0 0 0 0 1 0 0 0
0 2 0 0 0 0 0 0 1 0 0
0 1 1 0 0 0 0 0 1 0 0
0 0 2 0 0 0 0 0 1 0 0
0 0 2 0 0 0 0 0 0 1 0
0 0 1 1 0 0 0 0 0 1 0
0 0 0 2 0 0 0 0 0 1 0
0 0 0 2 0 0 0 0 0 0 1
0 0 0 1 1 0 0 0 0 0 1





1 1 0 0 0 0 0 0 1 0 0 0 0
0 2 0 0 0 0 0 0 1 0 0 0 0
0 2 0 0 0 0 0 0 0 1 0 0 0
0 1 1 0 0 0 0 0 0 1 0 0 0
0 0 2 0 0 0 0 0 0 1 0 0 0
0 0 2 0 0 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 0 0 1 0 0
0 0 0 2 0 0 0 0 0 0 1 0 0
0 0 0 2 0 0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 0 0 1 0
0 0 0 0 2 0 0 0 0 0 0 1 0
0 0 0 0 2 0 0 0 0 0 0 0 1




1 1 0 0 0 0 0 0 0 1 0 0 0 0
0 2 0 0 0 0 0 0 0 1 0 0 0 0
0 2 0 0 0 0 0 0 0 0 1 0 0 0
0 1 1 0 0 0 0 0 0 0 1 0 0 0
0 0 2 0 0 0 0 0 0 0 1 0 0 0
0 0 2 0 0 0 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 0 0 0 1 0 0
0 0 0 2 0 0 0 0 0 0 0 1 0 0
0 0 0 2 0 0 0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 0 0 0 1 0
0 0 0 0 2 0 0 0 0 0 0 0 1 0
0 0 0 0 2 0 0 0 0 0 0 0 0 1
0 0 0 0 1 1 0 0 0 0 0 0 0 1





1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1




1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1





1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1





1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1




1 1 0 1 0
0 2 0 1 0
0 1 1 1 0
0 1 1 0 1
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