Background: Landslide size distribution is widely found to obey a negative power law with a rollover in the smaller size, and has been exploited by many researchers to inspect landside physics or to assess landslide erosion and landslide hazard. Yet, sample size has effect on the statistics of landslide size even though we manage to avoid complications associated with landslide datasets and statistical treatments. Results: In this paper, a series of stochastic simulations were implemented to explicitly and systematically quantify the effect of sample size. The results show that, the errors of parameters estimated based on small sample size can be considerably large. For a sample size of 100, the relative error of the estimated landslide erosion rate that has a probability of 50 % can approach 100 %. In addition, small sample size also obscures the statistical significance of the variances in parameters between different subsets of the same dataset. Although inconsistency was found regarding how the power exponent varies with rainfall intensity, numerical results suggest that the variance observed in a dataset with a small sample size may be not statistically significant.
Background
The frequency of landslide is widely observed to decrease as a power law with the increase of size after a maximum value (Stark and Hovius 2001; Malamud et al. 2004; Brunetti et al. 2009 ). This partial power law behavior is unique because it is represented by not only a heavy tail as observed in many phenomena (Caers et al. 1999; Cheng 2008; Pinto et al. 2012; Kolyukhin and Tveranger, 2014) , but also a rollover in the smaller size. The exponent of the power law tail (γ) and the rollover (R) are therefore the two most characteristic parameters. On one hand, landslide size distribution is crucial for quantitative analysis of landslide hazard (Hungr et al. 1999; Guzzetti et al. 2005 ) and earth surface processes (Hovius et al. 1997; Larsen and Montgomery 2012) . On the other hand, the emergence of the power law tail and the rollover are mysteries that still lack widely accepted physical explanations (Pelletier et al. 1997; Katz and Aharonov 2006; Stark and Guzzetti 2009; Lehmann and Or 2012; Frattini and Crosta 2013; Alvioli et al. 2014; Li et al. 2014 and references therein) . Therefore, landslide size distribution has been exploited by many researchers either to inspect the physics of landslides or to assess landslide erosion and landslide hazard.
The statistics of landslide size could be obscured by complications associated with landslide datasets and statistical treatments in the first place. The following strategies had been adopted to mitigate these complications: 1) using event-based rather than historical landslide datasets (Malamud et al. 2004; Ghosh et al. 2012) ; 2) using the same dataset prepared by the same author instead of datasets prepared by different authors (Iwahashi et al. 2003; Guzzetti et al. 2008; Chen 2009 ); and 3) using the maximum likelihood estimation (MLE) rather than linear regression to estimate both the power exponent and the rollover (Fiorucci et al. 2011; Ghosh et al. 2012) . Nevertheless, even without these complications, limited sample size can also cast a shadow on the statistics of landslide size. Sample size effect is in fact a problem faced by many disciplines (Lazzeroni and Ray 2012) . The error on the estimated scaling parameter of power law distributions from sample size effects has been investigated (Clauset et al. 2009 ). Yet, the potential effect of sample size on the statistics of landslide size has not been explicitly addressed. The fact that small differences in parameters of the size frequency relationship may produce huge mismatches in the derived landslide erosion rates (Korup et al. 2012) suggests the significance of this issue in some respects. This paper aims to quantitatively inspect the possible effect of sample size on exploiting landslide size distribution. We will focus on the landslide area distribution because so far no satisfactory distribution function for landslide volume has been proposed and most empirical datasets do not have landslide volume data.
Methods

Landslide area distribution
The widely adopted double Pareto function (Stark and Hovius 2001) and Inverse Gamma function (Malamud et al. 2004 ) were used to characterize the landslide area distributions. And parameters of the two distributions were estimated by the maximum likelihood estimation (MLE). It is inconclusive whether the two functions are mathematically and physically eligible to represent the landslide area distributions in the real world, but they are a practical choice since there are capable of characterizing both the power law tail and the rollover of landslide area distribution. To examine the assumption that landslide size distribution is characterized by a power law tail goes beyond the topic of this paper, we therefore did not test that hypothesis. For the same reason, we did not examine whether log-normal function (ten Brink et al. 2009; Mackey and Roering 2011) , logarithmic function (Issler et al. 2005; Che et al. 2011) or exponential function (Montgomery et al. 1998 ) is an alternative to characterize the empirical data of landslide size. Analytical distribution function for landslide area yielded by maximizing Tsallis entropy (Chen et al. 2011) were not used as it is accompanied by complications (Li et al. 2012) .
The expression of the double Pareto distribution is:
A is landslide area, p dp (A) is probability density of landslide area, α, β, and t are constants, while c and m are two cutoffs define the interval within which the normalization condition satisfies. This function can be approximated by a negative power law (tail) with an exponent of -α-1 for large size events and a positive power law with an exponent of β-1 for small size events separated by a maximum (rollover). With the maximum probability density, we have the rollover at area value:
We therefore do not use t as the "crossover" of p dp (A) as suggested by Stark and Hovius (2001) , but use the area with maximum probability density as the "rollover". We chose 1 and 10 10 as the two cutoffs to ensure all the landslide area values in empirical datasets fall into this scope and found similar choices (e.g., 1 and 10 8 ) get almost the same estimates of parameters.
The expression of the Inverse Gamma distribution is:
where A is landslide area, p ig (A) is probability density of landslide area, Γ(ρ) is the gamma function of ρ, while ρ, a, and s are constants. The normalization condition is satisfied within [s, +∞) . This function can be approximated by a negative power law (tail) with an exponent of -ρ-1 for large size events and an exponential function for small size events separated by a maximum (rollover). With the maximum probability density, we have the rollover at area value:
Average landslide volume
The landslide volume (V) is found to relate to landside area (A) with a scaling exponent τ and an intercept ε Larsen et al. 2010; Klar et al. 2011) such that:
Then, an average landslide volume (V a ) can be defined and calculated by:
where p(A) is either p dp (A) or p ig (A) in our study, and the range of integration corresponds to the interval within which the normalization condition satisfies. The average volume is important because it leads to the amount of landslide erosion and further the landslide erosion rate if the total landslide number is given. In other words, Eq. (6) makes it possible to inspect how the parameter estimation of landslide area distribution affects the estimation of landslide erosion rate. In our study, the relationship V = 2.59A 1.05 deduced from the Fujian historical landslide inventory (Li et al. 2014 ) is used, and Eq. (y6) is calculated numerically.
Stochastic simulation
A straightforward procedure is designed to inspect the effect of sample size on the reliability of the parameter estimation of landslide size distribution. It is assumed that: 1) the theoretical distribution of landslide size with respect to a certain event within a certain area is constrained by physical factors and is therefore predetermined; 2) the number of landslides occurring in a certain event within a certain area is finite; and 3) the size of each individual occurred landslide is stochastic. So, we firstly introduce a predefined theoretical distribution of landslide area, and then draw N values of area from the theoretical distribution using Monte Carlo simulation, where N is the sample size. Values of sample size span from 100 to 10,000 and are logarithmic spaced. With regard to each sample size, 1,000 Monte Carlo samples are produced to reveal the stochasticity of the estimated parameters. If the sample size is large enough, the estimated parameters of the 1,000 Monte Carlo samples are expected to have a mean value similar to the parameters of the theoretical distribution and a low standard deviation. On the contrary, if the sample size is small, a mean value far different to the theoretical value and a high standard deviation are expected.
Similarly, we also use a straightforward way to inspect how the sample size influences the statistical significance of the comparison of the parameters of landslide size distribution between different subsets. Firstly, with regard to each sample size, the sample with parameters most similar to the theoretical values is picked out from the formerly produced 1,000 Monte Carlo samples as the test sample for this sample size. Then, for each sample size, the corresponding test sample is randomly subdivided into two subsets according to a subdividing ratio. And six subdividing ratios, namely 1:1, 2:1, 3:1, 4:1, 5:1, and 6:1, are used to inspect the effect of subdividing ratio as well. For each test sample, the random subdivision is repeated 1,000 times for each subdividing ratio. If we take "the observed differences in parameters between the two subsets are attributed to random processes" as the null hypothesis, the region of rejection and also the region of acceptance for a certain significance level (e.g., 0.05) can be estimated according to the statistics of the variances in parameters observed in the 1,000 random trials.
Landslide dataset
Heavy rainfall struck Fujian in the mid-to-late June, 2010 and induced large numbers of landslides. The XiayangWangtai (XW as an abbreviation) area, for which SPOT images with 2.5 m spatial resolution taken shortly after this rainfall event are available (Fig. 1) , suffered greatly from this rainfall event. Rainfall records show that the cumulative rainfall in the XW area in this period exceeds 300 mm and approaches 600 mm (Fig. 1a) . Landslides in the study area were manually mapped on the SPOT images in a GIS platform. The bright brownish area representing both the failure and the deposition zones were visually delineated as fresh landslide areas (Fig. 1b) . Field reconnaissance had helped to link real landslide scenarios with features on the SPOT images (Fig. 1c, d , e). In addition, the topography was inspected through a digital elevation model (DEM) with 5 m spatial resolution to support the mapping. The brownish area in gullies that represents the traces of debris flows and floods were not delineated. As seen during field surveys, shallow earth slides account for most of the landslides in the XW area in this event. Totally 12,524 landslides were identified in the study area which means a density of about 43 landslides per square kilometer. We will refer to this inventory as "XW dataset".
The high resolution of the SPOT images and DEM implies that this event-based landslide dataset ought to be substantially complete for landslides with area larger than 25 m 2 regarding this rainfall event within this XW area. In addition, only one interpreter was involved in the mapping procedures. This suggests that potential errors due to the diversity of the skills and experience of the interpreters are avoided in the following statistical analysis. Two subsets of the XW dataset, namely R1 and R2, were produced according to the 450 mm cumulative rainfall isoline as shown in Fig. 1a . The probability distributions of landslide area fitted to the empirical datasets using MLE are shown in Fig. 2 . The statistical parameters, including the estimated exponents of the power law tail (γ) and the estimated rollovers (R), are presented in Table 1 . In the following analysis, we will take the fitted landslide size distributions of the XW dataset as the predefined theoretical distributions for the Monte Carlo simulations, and will also test whether the observed variances in parameters between the R1 and R2 subsets is statistically significant or not.
Results
The reliability of estimating parameters
The mean and standard deviation of the estimated parameters (γ and R) with respect to each sample size are presented in Fig. 3 . For both the double Pareto distribution and the Inverse Gamma distribution, as sample size gets smaller, the mean of the estimated parameters gets more deviated from the theoretical value (Fig. 3a, b) while the standard deviation gets larger (Fig. 3c, d ). In addition, the probability that the estimated value has a relative error less than 5 % is calculated to quantify the performance of parameter estimation. Not surprisingly, for both the exponent and the rollover, this probability decreases dramatically as sample size gets smaller (Fig. 3e, f) . Compared with the Inverse Gamma distribution, the estimated exponents using the double Pareto distribution have lower standard deviations. Therefore, the performance of the double Pareto distribution on estimating the exponent is relatively better than the Inverse Gamma distribution (Fig. 3e) . On the contrary, on estimating the rollover, the performance of the Inverse Gamma distribution is slightly better than the double Pareto distribution (Fig. 3f) . If we take 95 % as a rule of thumb (Fig. 3e, f ) , the minimum sample size required for reliable parameter estimation can be inferred. However, finding a threshold universally applicable is unrealistic. It is related to not only the distribution function but also the theoretical parameters. Numerical experiments show that larger theoretical parameters (absolute values) require larger sample size to guarantee a high probability of low relative error. Nevertheless, Fig. 3 shows that 6,000 is a roughly safe choice for most landslide datasets. In view of this standard, utilizations of the parameters estimated based on small sample size, for example less than 1,000 (Fiorucci et al. 2011; Ghosh et al. 2012; Regmi et al. 2014) , especially for quantitative use (Larsen and Montgomery 2012; Tsai et al. 2013) , should be cautious. We will specifically inspect how sample size affects the reliability of landslide erosion estimates in the discussion.
The shape of landslide size distribution is defined by all the parameters, although the power law tail and the rollover are the two most characteristic features. As both double Pareto function and Inverse Gamma function have three variables, a good estimation of one parameter cannot guarantee a good estimation of another parameter. Thus, it is necessary to inspect the correlations between the estimated parameters besides inspecting them separately. The correlations between the estimated power exponents, rollovers and average volumes for sample size 10,000 and 1,000 are presented in Fig. 4 . Generally, larger power exponents (absolute values) come with larger rollovers, while the average volume is inversely proportional to the power exponent (absolute value) and the rollover. Although these trends are distinct, scattering is also obvious in the plots. The less scattered results of larger sample size suggests more reliable estimates.
The statistical significance of comparing parameters
The regions for accepting the null hypothesis that "the differences in parameters between two different subsets of the same landslide dataset are derived from stochastic processes" are shown in Figs. 5 and 6 for γ and R, respectively. The significance level is 0.05, and the differences in parameters are the results of the parameters of the subsets with larger sample size subtracting that of the subsets with smaller sample size. Narrower region of Area: "Min", "Max" and "Mean" indicate the minimum, maximum and mean landslide area of a dataset respectively d γ: scaling exponent of the power law tail of the landslide area probability distribution fitted using the maximum likelihood method e R: rollover of the landslide area probability distribution fitted using the maximum likelihood method acceptance means we have wider region of rejection in which we are confident in attributing the observed variances in parameters to physical constraints other than random processes.
It is shown that, regardless of distribution function, for both γ and R, as sample size gets smaller or subdividing ratio gets larger, the region of acceptance gets wider (worse). It means smaller sample size and larger subdividing ratio expect larger differences in parameters to be observed for the sake of statistical significance. It also shows that the double Pareto distribution performs better on estimating the exponent (Fig. 5) while the Inverse Gamma distribution performs slightly better on estimating the rollover (Fig. 6) . The regions of acceptance go beyond the range of figures for sample sizes less 250 if the subdividing ratio is large. This is because small sample size together with large subdividing ratio will yield unrealistic wide regions of acceptance. For example, with regard to a sample size of 100 and a subdividing ratio of 5, the regions of acceptance for γ estimated using the double Pareto distribution and the Inverse Gamma distribution are [−14.69, 13.75] and [−18.22, 15 .24], respectively. Therefore, comparing the parameters of different subsets of a landslide dataset with an extreme small sample size, for instance less than 100 (Iwahashi et al. 2003) , is practically statistically meaningless.
Numerical experiments show that, for the same sample size and subdividing ratio, larger parameters (absolute values) of the "mother dataset" yields wider regions of acceptance. Therefore, it is hard to find a universal standard for statistical significance. It is also hard to tell whether some published variances in parameters between different subsets is statistical significant or not, because either the MLE is not used (Chen 2009 ) or the information is not sufficient (Guzzetti et al. 2008) . Nevertheless, test of statistical significance is highly recommended prior to physical interpretations of the variation of landslide size distribution between different subsets, especially for those with small sample size (Santangelo et al. 2013; Guns and Vanacker 2014) . In the discussion, we will show that small sample size can cast a shadow on interpreting the physical constraints on landslide size distribution.
Discussion
The proposed statistical procedures in this paper is of potential use for exploiting landslide size distribution, including such as estimating landslide erosion rate, assessing Fig. 3 The statistical characteristics of the estimated power exponents (γ) and rollovers (R) regarding different sample size are presented. a Mean of γ. b Mean of R. c Standard deviation of γ. d Standard deviation of R. e The probability that the estimated γ has a relative error less than 5 %. f The probability that the estimated R has a relative error less than 5 %. Horizontal lines in (a) and (b) indicate the theoretical values Fig. 4 The correlations between the estimated power exponents, rollovers and average volumes for sample size 10,000 (a, c, e) and 1,000 (b, d, f) are presented. Linear fits of scattered points are also provided landslide hazard and inspecting the physics of landslides. In this section, the effect of sample size on estimating landslide erosion rate is specifically discussed, and an example is presented to show that sample size can affect the confidence in attributing the variation of landslide size distribution to the spatial heterogeneity of rainfall intensity.
The estimation of landslide erosion rate
The statistical characteristics of the estimated average volume (V a ) with respect to each sample size are presented in Fig. 7 . Similar to the power exponent and rollover, as sample size gets smaller, the mean of the estimated V a gets more deviated from the theoretical value (Fig. 7a) while the standard deviation gets larger (Fig. 7b) . However, the potential error of volume estimation is more significant compared with that of the power exponent and rollover. This can be seen from the probability that the estimated value has a relative error less than 5 % (Fig. 7c) . A sample size of 6,000 can only guarantee a probability of about 50 % that the estimated V a has a relative error less than 5 %. The relative error of the estimated V a that has a probability equal to 50 % is also calculated (Fig. 7d) . It shows that, for the double Pareto distribution and Inverse Gamma distribution respectively, when sample size gets around 150 and 350, there will be half a chance that the estimated V a has a relative error of 50 %. The double Pareto distribution performs relatively better on estimating the average volume than the Inverse Gamma distribution. However, even for the double Pareto distribution, there will be a probability of 50 % that the estimated V a has a relative error near 100 % if the sample size is 100 (Fig. 7d) . As landslide erosion rate is positively proportional to average landslide volume, the error of estimating V a will directly bring the same error to the estimation of landslide erosion rate. In similar way, the potential error of assessing landslide hazard caused by insufficient sample size can be estimated, given the relationship between landslide size and landslide intensity is provided.
The variation of landslide size distribution with rainfall intensity
The significance of the observed variances in γ and R between the two subsets (R1 and R2) of the XW dataset (Table 1) had been tested. We randomly subdivide the Fig. 5 The regions of acceptance for the null hypothesis that "the observed differences in power exponent (γ) between two different subsets of the same dataset is derived from random processes" at a significance level of 0.05 are shown. a, b, c, d, e and f present the results for subdividing ratio 1:1, 2:1, 3:1, 4:1, 5:1 and 6:1, respectively. Please note that some of the regions of acceptance for sample sizes less than 250 go beyond the range of this figure, because small sample size together with large subdividing ratio will yield unrealistic wide regions of acceptance Fig. 6 The regions of acceptance for the null hypothesis that "the observed differences in rollover (R) between two different subsets of the same dataset is derived from random processes" at a significance level of 0.05 are shown. a, b, c, d, e and f present the results for subdividing ratio 1:1, 2:1, 3:1, 4:1, 5:1 and 6:1, respectively. Please note that the lower bounds of region of acceptance for sample sizes near 100 go beyond the range of this picture (less than −100) when the subdividing ratio is 5:1 or 6:1 Fig. 7 The statistical characteristics of the estimated average landslide volume (V a ) regarding different sample size are presented. a Mean of V a . b Standard deviation of V a . c The probability that the estimated V a has a relative error less than 5 %. d The relative error of the estimated V a that has a probability of 50 %. Horizontal lines in (a) indicate the theoretical values 12,524 landslides into two subsets with 6,297 and 6,227 landslides respectively for 1,000 times. The results show that, all the differences in parameters observed between the R1 and R2 subsets is statistical significant at a significant level of 0.05, except for the difference in rollover estimated using the double Pareto distribution (−2.51), which has a significant level of about 0.21. Therefore, from the conservative point of view, we attribute the observed variances in rollover to random processes but suggest a physical explanation for the variances in power exponent.
We find that larger cumulative rainfall produces a steeper power law tail of the landslide area distribution (Fig. 2b) . This is opposite to the previously reported result that the power law tail becomes flatter with an increase of the cumulative rainfall (Chen 2009 ). The variation of power exponent with rainfall intensity is essential because it concerns the problem whether increased rainfall intensity will increase the relative proportion of small size landslides or large size landslides. The explanation of this disagreement goes beyond the scope of this paper. Instead, we suggest a test of significance prior to physical interpretation. However, the statistical significance of the result published by Chen (2009) cannot be exactly told since the MLE was not used. Nevertheless, a variance of power exponent 0.27 is obtained by subdividing a landslide dataset with a sample size less than 600. This result falls into the region of acceptance according to our numerical experiments (Fig. 4) . Therefore, from a statistical point of view, there may be no adequate confidence to exclude the possibility that the variance of power exponent with rainfall intensity observed in Chen (2009) is due to random processes.
Conclusions
A series of numerical experiments were implemented in this paper to systematically quantify the effect of sample size on exploiting landslide area distribution. The results show that, as sample size gets smaller, both the reliability of the parameter estimation and the statistical significance of the variances in parameters observed between different subsets get worse. Therefore, quantitative analysis of landslide hazard and land surface erosion based on the statistics of landslide dataset with small sample size may be accompanied by considerable errors. Specifically, with a sample size of 100, the relative error of the estimated landslide erosion rate that has a probability of 50 % can approach 100 %. Furthermore, inconsistency was found regarding how the power exponent of landslide area distribution varies with rainfall intensity. Our numerical results suggest that the variance observed in a dataset with a small sample size may be not statistically significant. Although this study had focused on landslide area distribution and adopted the double Pareto distribution and the Inverse Gamma distribution, the presented procedures can be also used to quantify the potential effects of sample size regarding landslide volume distribution and other distribution functions.
Nevertheless, because the results of numerical simulations are affected by the statistical characteristics of the concerned landslide dataset, it is hard to find universally applicable criteria for adequate (large enough) sample size. A design for testing the potential effects of sample size on landslide size statistics but not a rule of thumb was proposed in this paper. It must be emphasized that, only larger sample size cannot guarantee reliable statistical results, a landslide dataset with physically representative sample distribution is usually a prerequisite.
