In this paper we study precedence constrained scheduling problems, where the tasks can only be executed on a speci ed subset of the machines. Each machine has a loading time that is incurred only for the rst task that is scheduled on the machine in a particular run. This basic scheduling problem arises in the context of machining on numerically controlled machines, query optimization in databases, and in other arti cial intelligence applications. We give the rst non-trivial approximation algorithm for this problem. We also prove non-trivial lower bounds on best possible approximation ratios for these problems. These improve on the non-approximability results that are implied by the non-approximability results for the shortest common supersequence problem.
Introduction
In this paper we study precedence constrained scheduling problems. The tasks are denoted by the vertex set of an acyclic graph. Precedence constraints are denoted by directed edges in the usual way; an edge from i to j indicates that task i should be completed before task j can be started. Each task needs to be scheduled on one of a speci ed subset of machines (for example, the machines may have di erent capabilities).
The cost of executing a task can be decomposed into two components. One component is the inherent execution time of the task itself. The other component is a loading time, which is the setup time of the Also with LCC Inc., 2300 Clarendon Blvd, Suite 800, Arlington, VA 22201. Email: randeep@cs.umd machine we choose to perform the task on. When we perform a set of tasks consecutively on a particular machine, we incur the loading time only for the rst task performed on the machine.
We call this basic problem the Loading Time Scheduling Problem (LTSP). A special case of this problem was rst mentioned by Hayes 8] in the context of machining metal parts. The objective is to start with a block of metal, and to use a numerically controlled machining center to cut a variety of features into the block. Each geometric feature is a task, and there are precedence constraints on the order in which certain tasks can be performed. Di erent methods may be used to perform the tasks. Each method can be performed on the machining center, which can accomplish a variety of di erent operations (drilling, end-milling, etc.), but can only perform one operation at a time. When we are able to overlap the machining operations, we do not incur the loading time delay for the machine repeatedly. (For example, when we do two drilling operations consecutively, we only have to load the block of metal on the drilling machine once.) According to Hayes 8] , this set-up time is a large fraction of the time for each operation, sometimes as much as 90% of the time is spent in setting up for one machining operation. All other times are relatively small compared to the set-up time.
A second motivation given by Hayes 8] is shown in Fig. 1 . Suppose we have to run a few errands. The time to do each errand can be decomposed into the time to get to the place where the errand is to be done, together with the time to actually do the task. The time for performing the errand depends on whether we need to go to the location where the errand is to be performed, or, whether we are already there. The optimal solution is to rst go home, then to the grocery store, and nally to the post-o ce.
An extensive survey of \operator overlap" problems in Arti cial Intelligence appears in the work by Foulser, Li and Yang 5] . In particular, they discuss a variety of heuristics, with an average case analysis for them, as well as empirical results. Other applications of overlapping operators arise in databases when we try to do multiple query optimization 15] .
A problem related to the Loading Time Schedul- ing Problem is the Shortest Common Supersequence problem 6, problem SR8]. Here, a collection of sequences over a xed alphabet is given, and the goal is to nd a shortest common supersequence(SCS), such that all given sequences appear as a subsequence in the common supersequence.
The previous results shown for the SCS problem by Jiang and Li 9] are hardness results for approximation, and a -approximation algorithm, where is the size of the alphabet. Let n denote the number of sequences. Speci cally, 9] show that (i) SCS does not have a polynomial time constant factor approximation algorithm, unless P = NP; (ii) there exists a constant such that if SCS has a polynomial time approximation algorithm with ratio log n then NP DTIME(2 poly logn ). They also give algorithms that produce solutions close to the optimal when the supersequences are random (see 9] for more details).
A generalization is the weighted shortest common supersequence(WSCS), where each letter of the alphabet has a weight, and the weight of the supersequence is the sum of the weights of its constituent letters. The WSCS problem is closely related to the LTSP by viewing the alphabet letters as machines, loading time as weights on the alphabets and each sequence as de ning precedence constraints between tasks (the precedence graph is a path). The objective functions of the two problems di er in how they treat the case when the same letter appears consecutively in a sequence. As an application of our results we show that we can obtain a approximation algorithm for the WSCS problem.
The literature concerning scheduling problems is very extensive (see e.g., 10]). However, it appears that the speci c constraints on the Loading Time Scheduling Problem are very di erent from the kinds of problems that have been previously considered in the scheduling literature.
A di erent motivation for our work stems from the design of compilers for multiprocessor architectures. There is a DAG that re ects all the data dependences among the vertices. In a fork-join model, the only operations available for expressing parallelism are fork (spawn a vertex's execution as a new thread of control), and join (wait for all previously forked threads to complete). Sarkar 14] investigated the problem of generating maximallyparallel code using only fork and join operations to correctly satisfy all the control and data dependences in the program. This problem is of interest when compiling for multiprocessor architectures and runtime systems where fork-join is the only mechanism, or the most e cient mechanism, available for satisfying dependences. In Section 1.2 we provide a detailed description of the problem, and its connection to the Loading Time Scheduling Problem.
The Loading Time Scheduling Problem
Let the tasks be denoted by the vertex set of a directed acyclic graph G = (V; E), where V = f1; 2; : : :; ng. The precedence constraints are denoted in the usual way by directed edges; if there is an edge from i to j then i needs to be done before j.
Suppose there are machines m 1 ; : : :; m . Each task i can be performed only on a subset M(i) of the machines (the machines have di erent capabilities). Each machine m j has a loading time`(m j ). Any task i that can be performed on m j , (m j 2 M(i)), and which satis es the precedence constraints, may be scheduled with an execution time of e(i). When we perform a set of tasks consecutively on a particular machine, we pay the loading time only once. With these constraints, we wish to minimize the total makespan. The execution times for all tasks are xed (the choice of machine does not a ect the execution time), so we can assume that the execution times are zero, and concentrate on minimizing the loading time. More formally, 1. The problem is to partition V into k subsets V 1 V 2 : : : V k such that 8p = 1 : : :k; M(V p ) 6 = ;: where M(V p ) = \ i2Vp M(i). In other words, all tasks assigned to set V p share at least one machine in common.
2. For each edge x ! y in E, if x 2 V i and y 2 V j we require that i j.
3. The goal is to minimize P k p=1`( V p ), wherè
In many manufacturing applications 8, 3], typically, jM(i)j = 1. The tasks, for example, could be drilling, end-milling, etc. Let the term job denote the block of metal mentioned earlier. The following simple heuristic is commonly used in such applications. After constructing the task graph, load the job on a machine, and perform the set of tasks that can be done on this machine, such that they have no un nished prerequisites. When there is a choice of machine, pick the machine on which the largest set of jobs can be performed consecutively. Stop when all the tasks that are ready to be performed cannot be done on the current machine the job is on. Now move the job to a di erent machine (this incurs a loading time) and continue. Notice that, in general, the job could be loaded on the same machine many times.
Fork-Join Parallelism Problem
Let G = (V; E) be a DAG representing the forkjoin model. There is a non-negative cost function w, denoting the execution time associated with each vertex. Let W denote the ratio between the maximum and minimum costs of vertices in V . The cost of a set of vertices B, denoted by w(B), is de ned as the maximum cost of a vertex belonging to B.
The problem is de ned as follows: Partition the vertices of the DAG into a set of blocks B 1 ; B 2 : : :B k such that If i ! j is an edge, and if i 2 B i 0 and j 2 B j 0
An antichain in a DAG is a set of incomparable elements, i.e., there is no directed path between any pair of elements in an antichain. In the context of the fork-join model, an antichain denotes a set of fork operations followed by a join operation. Essentially, we are asking for a partitioning of the DAG into a set of antichains (each block is an antichain), such that we minimize the sum of the costs of the antichains.
We also require that for each edge i ! j, the block that i belongs to is \before" the block j belongs to (in other words, the antichains cannot \cross").
Notice that a greedy algorithm may perform very poorly for the fork-join problem, since it may spread high cost vertices between several blocks, instead of grouping them in the same one.
Our Results
It is easy to show that the Loading Time Scheduling Problem is NP-complete for arbitrary M(i), even when there are no precedence constraints, by a reduction from the set-cover problem 6]. (The elements correspond to tasks, and each subset corresponds to a machine. A task can be done on a machine if the corresponding element belongs to the set corresponding to the machine.) When jM(i)j = 1, and 4, the problem can be shown to be NP-complete (and MAX SNP-hard) by a reduction from the shortest common supersequence problem 6, problem SR8]. Moreover, the reduction proves the hardness results even for the case of unit loading times.
Hardness Results: Furthermore, we show that when is a constant, then there exists an such that no polynomial time approximation algorithm with a factor is possible unless P = NP. We also show that for any constant , no polynomial time approximation algorithm with a factor of log n is possible unless NP DTIME(n O(log log n) ). (This for the case when the number of machines is not restricted to a constant.)
Greedy Algorithm: First we show that the greedy algorithm performs poorly for LTSP. The greedy algorithm is a very natural algorithm for this problem: at each step it schedules the machine on which the maximum number of tasks can be performed. We give an example where the approximation ratio of the greedy algorithm is ( p n), even when = 4. When = logn, then the approximation ratio can be as bad as ( n log n ).
Approximation Algorithm: Our main contribution is an approximation algorithm to solve LTSP approximately. This algorithm achieves a worst case approximation of , where is the total number of machines. The idea is to compute for each task i a function which is a lower bound on the total loading time needed to schedule i. We sort the set of tasks according to this function, and then schedule the tasks in a greedy manner. The proof of the approximation factor for this algorithm is quite delicate. We also show that the algorithm can be implemented in O(n log n + e) time and O( n+e) space, where n and e are the number of vertices and number of edges respectively in the graph.
From the practical point of view, an approximation factor of is much better than an approximation factor that is a function of n, since is typically very small (4 or 5), compared to the size of the task graph that can have, for example, over 1000 features for an engine block 7].
Linear Programming Rounding: A di erent approach to the approximation of LTSP is via linear programming. We show how to formulate this problem as an integer program for which an optimal fractional solution can be computed in polynomial time. For the special case when all the loading times are the same, an approximation factor of ? 1 can be achieved, by rounding a fractional optimal solution. We further show that this is almost the best possible result achievable by this approach. We construct an instance of the shortest common supersequence problem for which the integrality gap, i.e., the ratio of the integral and fractional optima, is at least ( ? 1)=4. Details will be provided in the full version of the paper.
Fork-Join Problem: Sarkar 14 ] presents a heuristic for solving the fork-join problem, with no analysis, and conjectures that his heuristic has a constant worst case guarantee. We have been able to construct an example for which Sarkar's algorithm has a performance of (log n) times the optimal cost, disproving his conjecture. However, no proof is known that this is also an upper bound for the algorithm's performance. It should be noted that Sarkar reports that the heuristic works very well in practice. We show that an instance of the fork-join problem can be mapped to an instance of LTSP. We use the same technique to obtain an algorithm with an approximation ratio of O(min(log W; logn)) can be designed for this problem. This is the rst worst case approximation algorithm for this problem.
Weighted SCS Problem: For the SCS problem where each letter of the alphabet has an arbitrary weight, we are able to obtain an algorithm with an approximation factor of . Here is the size of the alphabet.
Greedy Algorithm
The most obvious algorithm for the Loading Time Scheduling Problem is the greedy algorithm. This algorithm schedules at each step the machine on which the largest number of tasks can be performed on a single run. We show that this algorithm can perform very poorly, i.e., it may achieve an approximation factor of (n= logn). We rst show an example where the approximation factor is ( p n). (See Fig. 2 ). The rst row contains p n tasks. All these tasks can be performed on machine 3. They can also be performed on machines 1 and 2 (alternately). The second row contains n tasks, all of which can be performed on machine 4, as well as on either 1 or 2 (depending on the machine their parent can be done on). Clearly, the maximum number of tasks that can be done on any single machine initially is 1 + p n on machine 1, p n on machine 3, and 0 on machines 2 and 4. The greedy algorithm will schedule machine 1. After performing 1+ p n tasks, the greedy algorithm schedules machine 2 and performs another 1 + p n tasks. Since there are n + p n tasks in all, the greedy algorithm will obtain a solution of length p n that alternates between the 1's and the 2's. The optimum solution is to schedule all the tasks on machines 3 and 4. First do p n tasks on machine 3, then do the remaining n tasks on machine 4.
: : : We now show how to modify this instance so as to obtain an instance for which the performance ratio of the greedy algorithm can be as bad as (n= log n). The idea is to extend the instance depicted in Fig. 2 to an instance containing k (to be de ned later) replica's of this instance, connected in \levels".
Our basic building block has the same structure as the instance depicted in Fig. 2 . It has two layers, where each layer induces a chain. The rst layer contains r (to be de ned later) tasks, and each task in the rst layer has 2 successors in the second layer. Let u and v be two tasks in the rst layer: the sets induced by the successors of u and v in the second layer are disjoint.
We will now connect k instances of our basic building block in levels. Let the building blocks be denoted by B 1 ; : : :; B k , where the indices are ordered according to levels. For 1 i k, in block B i , the value of r is equal to 2 i . For 1 i < k: there is a single outgoing edge from the jth task in the second layer of block B i to the jth task in the rst layer of block B i+1 , for 1 j 2 i .
In block B i , for 1 i k: 1. All tasks in the rst layer can be performed on machine`i, and all tasks in the second layer can be performed on machine`0 i . 2. In the rst layer: (i) all tasks such that their distance from the beginning of the layer is odd, and their successors in the second layer, can be performed on the same machine, denoted by o i .
(ii) all tasks such that their distance from the beginning of the layer is even, and their successors in the second layer, can be performed on the same machine, denoted by e i . This construction can be thought of as a tree, where all edges are directed towards the leaves. The optimal algorithm will traverse the tree in a BFS fashion. In other words, it will perform the tasks block-by-block, where the cost of each block is 2, since each layer has to be scheduled separately. Thus, the cost of an optimal algorithm is 2k. In contrast, the greedy algorithm will traverse the tree in a DFS fashion. This follows since, at each step, there is a greedy choice that complies with a DFS traversal of the tree. The cost of the greedy algorithm is P k i=1 2 i , yielding that the performance ratio of the greedy algorithm is
The number of tasks that need to be processed is denoted by n. We choose k = (log n), yielding that the approximation factor of the greedy algorithm can be as bad as (n= log n).
Approximation Algorithm
The main idea behind the algorithm is to compute a function T (i) that represents the lower bound on the total loading time incurred to schedule task i on any machine. For each task i, let Pred(i) denote the set of predecessors of i in G.
We rst compute the function T(i; j) which is a lower bound on the time incurred if task i is scheduled on machine m j . T (i) is the time for scheduling task i as quickly as possible on any machine m j 2 M(i). T (i) = min mj2M(i) T(i; j) where m (i) = m j ; such that T(i; j) = T (i). We now de ne T(i; j).
For each task we create a vertical interval of length (m (i)), with the lower end of the interval at distance T (i) from the x?axis (see Fig. 3 ). Two intervals are said to overlap, if there is a horizontal line that cuts both the intervals. The following two propositions are immediate.
Proposition 1 To compute T(i; j) we only need to consider the immediate predecessor's of i.
Proposition 2 If i p 2 Pred(i) then T (i p ) T (i).
We now give a high level description of the algorithm. Assume that S is the set of tasks that still needs to be scheduled (initially S is the entire set of tasks). The algorithm sweeps a horizontal line from top to bottom. When the sweep-line crosses the lower end of the vertical interval, we schedule the task. Assume that task x is the rst task to be scheduled on m (x). At this point we also schedule other tasks that can be done on m (x) (de ned by set R).
Algorithm:
Step 1. The set S is sorted by increasing T (i) value (the lower end of the intervals). If T (i) = T (j), and i 2 Pred(j), then i occurs before j in S.
Step 2. Pick the rst task from S and call it x.
Step 3. Pick as many tasks from S as can be performed on m (x). Formally, let R = fyj (m (x) 2 M(y))^ (8z 2 S \ Pred(y)); m (x) 2 M(z)]g.
Step 4. Schedule R on m (x).
Step 5. Remove R from S and return to Step 2.
Notice that for any two tasks i and i 0 , if i 0 2 Pred(i), then T (i 0 ) T (i), and i 0 precedes i in the set S. Hence, the solution produced by the above algorithm is feasible. Let OPT be the cost of the optimal solution (with minimum loading time to complete all the tasks).
Lemma 3 For any i, OPT T (i).
Proof: We show that T(i; j) is a lower bound on the time elapsed if task i is scheduled on machine m j . In other words, we show that in any feasible solution, in which task i is scheduled on machine m j , the sum of the loading times of all the machines which are scheduled before, or, at the same time when task i is scheduled, is at least T(i; j). Note that this would imply, for any i, OPT T (i).
The proof is by induction on the levels in the DAG.
For tasks at level 0, (de ned by Pred(i) = ;), it is obviously true, since T(i; j) =`(m j ) if m j 2 M(i).
Assume it is true for tasks in the rst k levels. Consider now a task i at level k + 1. Let m j 2 M(i), and let i p be a predecessor of i. In any feasible solution, i p is scheduled before, or, at the same time as i. Assume that i p is scheduled on machine m jp . By the induction hypothesis, the sum of the loading times of all the machines which are scheduled before, or, with task i p , is at least T(i p ; j p ). There are two cases to be considered: (a) j = j p : then, at best, task i can be scheduled with task i p , and hence the sum of the loading times of all the machines which are scheduled before, or, with i, is at least T(i p ; j) . Proof: Consider any particular machine m j . This machine may occur in the schedule many times. Each time the loading time is incurred for the rst task (in particular, the task picked in Step 2). We \charge" this task for the loading time. By Lemma 4 the intervals for the tasks that get charged for loading machine m j do not overlap. Hence, the total charge on the loading times for machine m j is T (L(j)) where L(j) is the last task to be charged for machine m j . We conclude with the following theorem.
Theorem 6 If the total number of machines is , the total loading time is at most max i T (i)
OPT.
Implementation
Theorem 7 The algorithm can be implemented in O(n logn + e) time and O( n + e) space, where n and e are the number of vertices and number of edges respectively in the DAG.
Proof: Note that the computation of T(i; j) and T (i) can be done in O( e) time, by topologically sorting the DAG, and then doing a local computation at every task, according to the order in which the tasks appear in the topological sort. As mentioned before, the value of T(i; j) can be computed by just looking at the immediate predecessors of task i, and therefore the local computation for task i takes O( indeg(i)) time, where indeg(i) is the in-degree of task i. For each task we need to store values, so the total space requirement is O( n). The rest of the algorithm is implemented as follows: For each task we maintain its in-degree in the current DAG (the tasks that are already scheduled are not in the current DAG). For each of the machines, we store a doubly linked list of pointers to tasks in the current DAG with the following property. Let m and i be a machine and task respectively, with m 2 M(i). If the in-degree of i in the current DAG is 0, then the linked list for m contains task i. We also store back pointers (at most ) from i to facilitate deletion in constant time. The sorted list S of tasks is implemented as a doubly linked list with back pointers from the tasks in the DAG. Note that all this requires O( n) space.
Call the following one phase of the algorithm. Let x be the rst task in the current set S. Using the linked list for m (x) nd set R. Remove all tasks in R from the DAG, update all the doubly linked lists and the in-degree of the tasks.
We will now show that a phase of the algorithm can be implemented in O( P r2R outdeg(r)) time, where outdeg(r) is the out-degree of task r in the original DAG. Since every node is in R once, the time bound follows. We use an additional Queue of size O(n) to do this. R is also implemented as a linked list.
Put all the tasks in the list for machine m (x) in the Queue. Repeatedly do the following until the Queue is empty. Remove a task from the Queue, delete it from S and the linked lists for all the machines and add it to R. For all its immediate successors, if i is an immediate successor, decrease indeg(i) by When the Queue is empty we use the back pointers to delete every task in R from S. Note that in a phase of the algorithm, every task i that is added to the Queue, ends up in R. Since i is added at most once to the Queue, and for i we do O( outdeg(i)) work, the bound follows.
Universal Sequences
The concept of \universal sequences" was recently suggested by Yishay Mansour 12] in the context of a randomized approximation algorithm that also achieves an approximation factor of . A universal sequence is an in nite list of machines such that if the machines are scheduled according to the list, then any set of tasks can be performed on them, independent of the DAG. We describe a deterministic approximation algorithm that also generates a universal sequence, based on suggestions by Yossi Azar 1] .
Recall that`(m j ) is the loading time of machine m j . Let set S j = fk `(m j )jk = 1; 2; : : :g be an in nite set. De ne S = j=1 S j . Sort the elements of set S in non-decreasing order and output the machines in that order (in case of a tie the machine with lower index comes rst) This is an (in nite) universal sequence.
Example: Suppose we have 3 machines with loading times of 2, 3 and 7 respectively. S 1 = f2; 4; 6; 8;10;12;: ::g; S 2 = f3; 6; 9; 12;: ::g and S 3 = f7; 14; : : :g.
If we sort S in non-decreasing order, the sequence that we obtain is: 2; 3; 4; 6; 6; 7;8;9;10;12;12;14; To obtain the actual schedule of machines, we will scan the universal sequence (from left to right) and output a machine if it can do one or more ready jobs from the DAG. The completed jobs will then be deleted from the DAG.
A potential problem with this scheme is that the portion of the universal sequence that we need to generate may be exponential in length. One way to address this is to keep track of the set of \ready" machines at each step by examining the DAG, i.e., machines that can do one or more ready jobs. We then need to output the next such machine from the universal sequence. This can easily be done very e ciently.
We now prove that the total loading time of the machines in the pre x of the universal sequence that was generated, does not exceed OPT. Proof: First of all note that, in the construction of the universal sequence, if we restrict the largest element in set S to l (call this nite set S l ), then we get a pre x of the Universal sequence of total loading time at most l. This follows from the de nition of universal sequence and the fact that, for any machine, the total loading time of all of its instances outputted for S l , is upper bounded by l. Let U l be the pre x of the universal sequence thus generated. 
Hardness Results
We prove the following two theorems regarding the Loading Time Scheduling Problem. These hold even for the restricted case, when each job can be done only on a single machine.
Theorem 9 For any constant , there does not exist a polynomial time algorithm that has an approximation factor of (log n) , unless NP DTIME(n O(log log n) ).
Theorem 10 There does not exist a polynomial time -approximation algorithm for some constant , unless P = NP.
The main idea is to take an instance X of the SCS problem, and to convert it into a \large" instance of the LTSP problem. Using an approximation algorithm for the LTSP problem, we are able to obtain a c-approximation algorithm for the SCS problem, for any c. We now use the fact that the SCS problem is MAX SNP-hard, so a c-approximation algorithm would imply the existence of an algorithm to nd the optimal solution with the same running time.
Preliminaries
De nition 1 An LDAG is an acyclic digraph for which each vertex is labeled by a single letter (from a given alphabet).
De nition 2 A minimal supersequence z of an LDAG is de ned as follows:
If the LDAG is empty, then z = ;
Let a be the rst letter of z, i.e., z = a z 1 , then some indegree 0 node in the LDAG is labeled with a; and z 1 is a minimal supersequence of the LDAG obtained by deleting all indegree 0 nodes that have label a.
Note that a supersequence of an LDAG is any sequence that contains a minimal supersequence of the LDAG as a subsequence.
De nition 3 Let X 1 ; X 2 ; : : :; X k be a collection of LDAG's. Let X = X 1 X 2 X k denote the LDAG that is obtained by connecting each X i to X i+1 by a set of directed edges that go from each vertex of out-degree 0 in X i , to each vertex of in-degree 0 in X i+1 . The following de nitions from 9] are extended to LDAG's. De nition 7 The product of an LDAG X with a set Y = fy 1 ; : : :; y n g of sequences is denoted by (X Y ) = Proposition 12 Let X = X 1 X 2 X k where each X i is an LDAG. Let z be a minimal supersequence for X. We can write z as z 1 z 0 , where z 1 is a minimal supersequence for X 1 and z 0 is a minimal supersequence for X 2 X k .
De nition 4 Let and
Observe that we can obtain the unique decomposition of z in time O(jzj), by scanning z. Let X be an LDAG and z be a supersequence of X. Let the length of the smallest pre x z 0 of z which is a supersequence of X be denoted by the function g(X; z) = jz 0 j.
The pre x z 0 can be computed in polynomial time by scanning z and X. Let z 00 be a subsequence of z 0 such that z 00 is also a minimal supersequence of X. Let the function h(X; z) = z 00 . Note that z 00 is unique for a xed (X; z) pair and can be computed and extracted from z in polynomial time.
Main Lemmas
Lemma 13 Let X be a set of sequences, and z a supersequence of X k . We can nd k minimal supersequences z 1 ; z 2 : : :z k of X such that the product of the length of these sequences is at most the length of z, i.e., jz 1 j jz 2 j jz k j jzj. Hence we can nd a supersequence of X of size at most jzj 1=k . This can be done in time which is polynomial in jX k j. Proof: The proof is by induction on k. The lemma is clearly true for k = 1. We prove the induction step separately, in Lemma 14.
Consider X k , where X is a set of sequences and consider a sequence a 1 :a 2 : : : ::a`in X. Corresponding to this sequence, there is an LDAG in X k of the form (X k?1 a 1 ) (X k?1 a 2 ) (X k?1 a`) Lemma 14 Let X be a set of sequences and let z be a supersequence for X k . In time polynomial in jX k j we can nd z 0 such that jz 0 j = jzj and a decomposition z 0 = (z 1 x 1 ) (z 2 x 2 ) (z r x r ), where each z i is a minimal supersequence of X k?1 , x i is a letter of the alphabet of X, and x = x 1 x 2 x r is a minimal supersequence of X. This implies that for some j; jz j j jxj jz 0 j = jzj. Proof: We give a constructive proof. Let S = fx i jx i appears as the rst letter in some sequence of Xg and let x p be the unique letter in S for which min xi2S g((X k?1 x i ); z) is attained. Delete z 00 = h((X k?1 x p ); z) from z, yielding sequence z 0 . Output z 00 , which is a minimal supersequence for (X k?1 x p ). Replace X k by X k?1 X 1 where X 1 is obtained by replacing every sequence of the form x p Y (in X) with Y . Note that jz 0 j + jz 00 j = jzj. We claim that z 00 z 0 is a supersequence for X k for the following reasons.
For an LDAG in X k of the form R = (X k?1 x p ) T we have by the previous propositions that h(R; z) = z 00 t , where t is a minimal supersequence of T and is a subsequence of z g((X k?1 x p ); z) + 1 : : :jzj]. Hence t is a subsequence of z 0 . Thus z 00 z 0 contains a minimal supersequence of R For any LDAG in X k of the form R = (X k?1
x i ) T, where x i 6 = x p we have by the propositions and by the fact g((X k?1 x i ); z) g((X k?1 x p ); z) that h(R; z) = h(R; z 00 z 0 ). Thus z 00 z 0 contains a minimal supersequence of R Therefore z 0 is a supersequence for the modi ed X k . We iteratively apply this procedure to z 0 with the modi ed X k given by X k?1 X 1 until X 1 is empty. It is easy to see that if this algorithm outputs L 1 ; L 2 ; : : :; L r sequences in that order then each L i is a minimal supersequence of (X k?1 x i ) for some x i letter in the alphabet of X and x 1 x 2 : : : x r is a minimal supersequence of X. The running time of the algorithm is polynomial in jX k j.
Lemma 15 Given a supersequence z of X k , we can compute a supersequence z 0 of X of size jz 0 j = jzj 1=k in time polynomial in jX k j. Hence, given a polynomial time approximation algorithm that achieves an approximation factor of f(N) (where N is the input size) whose instance is X k , we can construct an f 1=k (N)-approximation algorithm for the problem whose instance is X that runs in time polynomial in jX k j. Proof: Let OPT k be the size of the optimal solution for the problem whose instance is X k . The optimal solution for the problem whose instance is X is exactly OPT = OPT 1=k k . This follows from the previous proposition and the fact that if Y is a supersequence for X then Y k is a supersequence for X k . Assume there exists a polynomial time f(N)-approximation algorithm for the LTSP problem. This means that in polynomial time we can nd a supersequence for the instance of X k , which is of size at most f(N) OPT k . But this implies the size of the solution for the problem whose instance is X is at most (f(N) OPT k ) 1=k = f 1=k (N) OPT
Proofs of Theorems
It is known that the SCS problem over a binary alphabet is MAX SNP-hard 2]. This implies that there is a constant c, such that if there exists a polynomial time c-approximation algorithm for the SCS problem, then P = NP. An alternative statement is that there is a constant c, such that if there exists a DTIME(n O(log log n) ) time capproximation algorithm for the SCS problem, then NP DTIME(n O(log log n) ).
Let U be an instance of the SCS problem over the binary alphabet. To ensure that there is no consecutive run of the same alphabet in the sequences, we double the size of the alphabet by replacing each letter a by the sequence a a 0 . This problem is still MAX SNP-hard (see Section 6) . let X be an instance obtained from U by doing this transformation. X is essentially a collection of chains and we wish to nd the smallest supersequence for X. In the following, n denotes the size of X.
We rst prove Theorem 9.
Proof: Let c be the constant such that for problem X, there does not exist a DTIME(n O(log log n) ) time c-approximation algorithm, unless NP DTIME(n O(log log n) ). We will show that if there is a polynomial time (log n) approximation algorithm for LTSP (for any ), then we can construct a capproximation algorithm for the SCS instance of X, that runs in DTIME(n O(log log n) ) time. This would imply that NP DTIME(n O(log log n) ). Suppose we are given a polynomialtime approximation algorithm that achieves an approximation factor of f(N) (where N is the input size). By Lemma 15, applying this algorithm to instance X k , would imply an approximation factor of f 1=k (n k ) for instance X. We would like to choose k such that f 1=k (n k ) c.
Hence, we require f(n k ) < c k . Let f(n) = log n, and thus (k log n) < c k . We now pick k = 2 log c log n + 2 log c and this yields a c-approximation algorithm for X that runs in time O(poly(N)), where N = n k is O(n O(log log n) ).
We now prove Theorem 10.
Proof: The idea is the same as the previous proof.
The only di erence is that k will be chosen to be a constant. Let c be the constant such that there does not exist a polynomial time c-approximation algorithm for instance X unless P = NP . Let us choose k = log 4 . Note that the alphabet size of X (after consecutive runs of letters were eliminated) is 4, and hence the problem whose instance is X k has alphabet size 4 log4 = . Let = log 4 c. If there exists a polynomial time -approximation algorithm for LTSP, for constant machines, then there exists a polynomial time =k = 4 -approximation algorithm for the problem whose instance is X. But, 4 = c, so we get a contradiction. Finally, note that c < 3, since there exists a polynomial time 3-approximation algorithm.
Fork-Join Problems
Given an instance of the Fork-Join problem, we show how to create an instance of the LTSP such that the ratio of the cost of their optimal solutions is a constant. If W is the highest execution time instruction, (assuming that the lowest execution time is 1), in the Fork-Join problem, then for the instance of the LTSP, = log W. We then use our approximation algorithm to solve the instance of LTSP within a factor logW. We nally show that any solution for the LTSP instance can be mapped back to a solution for the Fork-Join problem instance without any cost increase. This yields an algorithm with approximation ratio O(log W) for the Fork-Join problem. We would also like to mention that a slight modi cation of this technique yields an algorithm with approximation ratio O(log n) where n is the number of nodes.
Mapping a Fork-Join instance to an LTSP instance
The instance of the Fork-Join problem is given as a DAG (V; U). V is the set of nodes and U is the set of edges. Every node is labeled with an execution cost. Assume all the execution costs in the Fork-Join problem are between 1 and W. This can be achieved by a proper scaling. Increase any cost that lies in the range (2 i ; 2 i+1 ] to 2 i+1 . Note that now we have dlog We distinct costs and the cost of any solution of the original problem gets increased by at most a factor of 2.
We now create a new DAG (V 0 ; U 0 ) by introducing jUj new nodes, each with execution cost 0 and by replacing the i th edge (x; y) by two edges (x; r i ) and (r i ; y), where r i is the i th new node. Note that this changes, neither the set of feasible solutions, nor the cost associated with them.
We map this new instance of the Fork-Join problem to an instance of the LTSP as follows. The underlying DAG for the LTSP is the same, i.e., V 0 is mapped to the set of tasks and U 0 is the set of edges. Proof: It is easy to see that the problem is in NP since we can verify a given partitioning of V easily. We will prove that it is NP-hard by a reduction from the Shortest Common Supersequence problem (SCS). Assume that R contains sequences S 1 ; : : :; S`, and that P`i =1 jS i j = n.
We will prove the problem NP-complete and MAX SNP-hard for the case when each task can be done only on a single machine, i.e., jM(i)j = 1, and = 4. A sequence x 1 x 2 : : : simply denotes a set of tasks, such that task i can be done on machine x i , and that x i needs to be done before x i+1 . The set of machines is 0 , where 0 = fa 0 ja 2 g. We are assuming that for every a 2 ; a 0 is a new letter not already in . So the number of machines is twice the alphabet size. The loading time for all the machines is the same (unit loading time).
For the reduction, we create a set R 0 of chains C 1 ; : : :; C`. R 0 = fs 1 We claim that the optimal schedule for the LTSP has loading time 2K if and only if the shortest supersequence of the SCS is of length K.
We rst prove that if the shortest supersequence is of size K then there is a schedule with loading time 2K. Let the shortest supersequence be X = X 1 X 2 : : :X K , where X i 2 . We leave it to the reader to verify that X 1 X 0 1 : : :X K X 0 K is a valid schedule for all the chains.
We now prove that if the shortest supersequence is of length K, then any schedule must have length 2K. Let the schedule have length L. We can view this schedule as a sequence X from the alphabet 0 of length L. From this sequence we obtain 2 sequences X 0 and X 00 . X 0 is obtained from X by removing all the letters from 0 . X 00 is obtained from X by removing all the letters from , and then substituting every letter by its corresponding letter in (i.e., replace s 0 j by s j ). Note that both X 0 and X 00 are supersequences for the SCS. Therefore jX 0 j K and jX 00 j K. Thus, L = jX 0 j + jX 00 j 2K
The following theorem is obvious.
Theorem 20 The Loading Time Scheduling Problem can be solved in polynomial time for = 2.
7 Weighted Shortest Common Supersequence problem
As an application of our result we give a approximation algorithm for the WSCS problem. WSCS is a generalization of the SCS problem where the letters in the alphabet have weights associated with them and we want to compute a common supersequence with minimum weight. Note that, if with every letter of the alphabet, we associate a machine, with loading time equal to the weight of the letter, then the sequence of machines that correspond to the optimal solution to the WSCS instance, would occur as a subsequence of a pre x of the Universal Sequence of total loading time at most OPT. Here OPT is the weight of the optimal solution of the WSCS instance. This follows from the fact that Theorem 8 holds even for those schedules where consecutive schedules of the same machine are allowed. So the algorithm presented in Subsection 3.2 gives a approximation for the WSCS problem.
