This paper proposes two estimators of the joint entropy of the Type-II censored data. Consistency of both estimators is proved. Simulation results show that the second one shows less bias and root of mean square error (RMSE) than leading estimator. Also, two goodness of fit test statistics based on the Kullback-Leibler information with the Type-II censored data are established and their performances with the leading test statistics are compared. We provide a Monte Carlo simulation study which shows that the test statistics T m,n,r show better powers than leading test statistics against the alternatives with monotone decreasing and monotone increasing hazard functions, respectively.
Introduction
Suppose that a random variable X has a distribution function F (x), with a continuous density function f (x). The differential entropy H(f ) of the random variable is defined by Shannon [22] to be
(1.1)
The entropy difference H(f ) − H(g) has been considered in [8] and [11] for establishing the goodness of fit tests for the class of the maximum entropy distributions.
The Kullback-Leibler (KL) information in favor of g(x) against f (x) is defined to be
f (x) dx.
Because I(g; f ) has the property that I(g; f ) ≥ 0, and the equality holds if and only if f = g, different estimators of the KL information has been also considered as a goodness of fit test statistic in some papers including [2] , [9] , [20] and [25] . For complete samples, some of these test statistics perform very well for exponentiality [9] , and some others of them perform very well for normality, see [23] , [26] and [1] . For the censored data, some authors studied the problem of goodness of fit test and discussed some test statistics. Brain and Shapiro [6] proposed two test statistics and show that these test statistics perform better than other test statistics for the censored data. Samanta and Schwarz [21] proposed a test statistic and showed that the proposed test statistic has competing performance with the test statistics which introduced by Brain and Shapiro [6] for the censored data. Recently Park [19] obtained an estimator for entropy of Type-II censored data and proposed a test statistic based on KL information. He showed that the power of the proposed test statistic is greater than the power of the test statistics which proposed by Brain and Shapiro [6] , and Samanta and Schwarz [21] against the alternatives with monotone increasing hazard functions. In the case of progressively censored data, Balakrishnan et al. [4] studied the testing exponentiality based on KL information with progressively Type-II censored data. Habibi Rad et al. [12] studied goodness of fit test based on KL information for progressively Type-II censored data. Pakyari and Balakrishnan [17] proposed several goodness of fit methods for location-scale families of distributions under progressively Type-II censored data. They [18] also investigated a general purpose approximate goodness of fit test for progressively Type-II censored data.
In this paper, we enhance the estimator which was introduced by Park [19] and obtain two new entropy estimators of Type-II censored data. Simulation results show that the second one shows less bias and RMSE than leading estimator. Also, we provide two new test statistics. The first one achieves higher power than the previous test statistics against the alternatives with monotone decreasing hazard functions and the other one achieves higher power than the previous test statistics against the alternatives with monotone increasing hazard functions.
The rest of the article is arranged as follows: In Section 2, we introduce two estimators of the joint entropy of the Type-II censored data. Also, we show that both are consistent. Scale invariance property of variances and mean squared errors of the proposed estimators is studied in the same section. In Section 3, we use the KL information with the Type-II censored data and obtain two new test statistics. In Section 4, we introduce goodness-of-fit tests for exponentiality based on the proposed test statistics and then compare their powers with the powers of other test statistics. Also, by using the new test statistics, we compare biases and RMSEs of the new entropy estimators with the leading entropy estimator.
New entropy estimators
In this section, we introduce two entropy estimators and prove some of their properties.
Entropy estimator for monotone decreasing hazard function alternatives
In this subsection, we obtain one entropy estimator which provides a new test statistic that achieves higher power than the previous test statistics against the alternatives with monotone decreasing hazard functions.
Vasicek [23] expressed (1.1) in the form,
ln dF −1 p dp dp and provided its estimator as:
where the window size m is a positive integer, which is less than n/2; and x (i:n) = x (1:n) for i < 1, and x (i:n) = x (n:n) for i > n. Recently Park [19] expressed the joint entropy of X (1:n) , · · · , X (r:n) , H 1···r:n , in the form H 1···r:n = − ln n! (n − r)! + nH 1···r:n , wherē H 1···r:n = −E U (r:n−1) 0 ln( dF −1 (p) dp )dp − E 1 − U (r:n−1) ln(1 − U (r:n−1) ) , and provided its estimator as:
By approximatingH 1···r:n with − r n 0 ln( dF −1 (p) dp )dp
we obtain an estimator for (2.3) as:
wherex h i−1+m is the harmonic mean of x (i:n) , · · · , x (i−1+m:n) andx h i−1−m is the harmonic mean of x (i−1−m:n) , · · · , x (i:n) and the window size m is a positive integer, which is less than r/2; and x (i:n) = x (1:n) for i < 1, and x (i:n) = x (r:n) for i < r. We expect that the performance of this estimator is better than (2.2), because we use more information for its calculation.
We can easily prove that the scale of the random variable X has no effect on the accuracy ofH (1) m,n,r in estimating H 1···r:n . 
Then the following properties hold
where the superscript Y and W refer to the corresponding distribution. (1) m,n,r −H m,n,r → 0, whichH m,n,r is defined in (2.2) .
Proof: If we prove that H (1) m,n,r −H m,n,r → 0 then by Squeeze theorem,H
m,n,r − H m,n,r → 0. So we establish H (1) m,n,r −H m,n,r → 0 as follows:
→ 0, as m, n → 0 and m n → 0.
The first inequality arises by using the Triangle inequality, and the second inequality is true becausex
therefore, H (1) m,n,r −H m,n,r → 0. This completes the proof.
m,n,r is a consistent estimator of H 1···r:n .
Proof: Park [19] showed thatH m,n,r is a consistent estimator ofH 1···r:n . So E H m,n,r →H 1···r:n , (2.5)
as m, n → ∞, and m n → 0. According to the previous Lemma,H (1) m,n,r −H m,n,r → 0, so (Billingsley [5] )
Now, by using (2.5) and (2.7), we conclude E[H (1) m,n,r ] →H 1···r:n (Billingsley [5] ). On the other hand, using (2.7) and (2.8), we have
m,n,r ,H m,n,r ), (2.10) and by using (2.6)
So, by applying (2.9), (2.10) and (2.11), we deduce V ar[H
m,n,r is a consistent estimator ofH 1···r:n .
Entropy estimator for monotone increasing hazard function alternatives

Moving average method
In statistics, smoothing a data set is to create an approximating function that attempts to capture important patterns in the data, while leaving out noise phenomena. One of the most common smoothing methods is moving average. This method is a technique that can be applied for the time series analysis, either to produce smoothed periodogram of data, or to make better estimation and forecasts [7] . A moving average (MA) method is the unweighted mean of the previous n datum points. Suppose individual observations, X 1 , · · · , X n are collected. The moving average of width w at time i is defined by Montgomery [16] 
For periods i < w, we do not have w observations to calculate a moving average of width w. Now, we develop the construction of the moving average method. For this aim, we defined the moving average of width w at time i as:
From Equation (2.2.1), the moving average statistic is the average of the w most recent observations. However, for i > n − w + 1, the moving average at time i is defined as the average of all observations that are equal or greater than X i , i.e.
One characteristic of the MA is that if the data have an uneven path, applying the MA will eliminate abrupt variation and cause the smooth path. In the next subsection, this characteristic of the MA method is used and a new entropy estimator is presented.
Entropy estimator
In this subsection, we use the MA method and obtain an entropy estimator which provides a new test statistic that achieves higher power than the previous test statistics against the alternatives with monotone increasing hazard functions. According to the subsection 2.1, we know that
dF −1 (p) dp )dp − E 1 − U (r:n−1) ln(1 − U (r:n−1) ) , and the approximated of it, is defined in (2.3). F −1 (p) as a function of quantiles in (2.3) is the sample path of order statistics, but usually it is not smooth. So we propose to imply the MA method of proper order, say k, to smooth this sample path and define the new variables y 1 , · · · , y r from the equation (2.2.1) and (2.13) as follows:
. . . (2.14)
. . .
By this method, we obtain an estimator for (2.3) as: 15) where the window size of m is a positive integer, which is less than r/2 + k; and x (i:n) = x (1:n) for i < 1, and x (i:n) = x (r:n) for i < r. AlsoF n (y (i:n) ) was introduced by Yousefzadeh and Arghami [24] as:
for y < y (1:n) ,F n (y) is less than 1 n+1 and for y > y (r:n) ,F n (y) is more than r n+1 . We can prove that the scale of the random variable X has no effect on the accuracy ofH (2) m,n,r in estimating H 1···r:n . 
Then the following properties hold
where the superscript Y and W refer to the corresponding distribution. Proof: If we prove that H (2) m,n,r −H m,n,r → 0 then by Squeeze theorem,H
m,n,r − H m,n,r → 0. So we establish H (2) m,n,r −H m,n,r → 0 as follows:
The first inequality arises by using the Triangle inequality and the second inequality is true, for more details see Yousefzadeh and Arghami [24] . Also, the third inequality is true because
therefore, H (2) m,n,r −H m,n,r → 0. This completes the proof.
Theorem 2.2 If m, n → ∞ and
Proof: We should prove that
These equation obtain from the consistency ofH m,n,r forH 1···r:n . Proof of this theorem is quite similar to the proof of Theorem 2.1.
Test statistics
For a null distribution function f 0 (z; θ), the KL information for the Type-II censored data is defined to be:
Then the KL information can be approximated with
Thus the test statistic based on I 1···r:n (f, f 0 )/n can be written as:
andθ is an estimator of θ andH
m,n,r is defined in (2.4) and (2.15), respectively.
Testing exponentiality based on the Kullback-Leibler information 4.1 Test statistics
Suppose that we are interested in a goodness of fit test for
where θ is unknown. Then the KL information for the Type-II censored data can be approximated in view of (3.16) with
If we estimate the unknown θ with the maximum likelihood estimator,
(r:n) /r, then we have two estimators of I 1···r:n (f ; f 0 )/n as:
where the random variable Z 
Implementation of the test
Because the sampling distributions of the test statistics are intractable, we determine the percentage points using 10000 Monte Carlo samples from an exponential distribution. In determining the window size m which depends on n, r and the α, we define the optimal window size m to be one which gives minimum critical points in the sense of Ebrahimi et al. [9] . However, we find from the simulated percentage points, the optimal window size m. In view of these results, our recommended values of m for different r and test statistic T (1) m,n,r are listed in Table 1 and the critical values of T (1) m,n,r corresponding to the optimum values of m, are given in Table 2 . Also, our recommended values of m for different r and test statistic T (2) m,n,r are listed in Table 3 , where m * = r/2 + 3 and the critical values of T (2) m,n,r corresponding to the optimum values of m, are given in Table 4 . 
m,n,r where m is determined from Table 3 n r α = 0.1 α = 0.05 α = 0.025 10 5 0 
Power results
There are lots of test statistics for exponentiality concerning uncensored data including [3] , [10] , [13] - [15] , but only some of them can be extended to the censored data. We consider here the test statistics of [6] , and [19] among them. Brain and Shapiro [6] proposed two test statistics as:
where Y 1 = nX (1:n) , and
and show that z and Z perform better than other test statistics for the censored data. Recently Park [19] proposed a test statistic as:
whereH m,n,r is presented in (2.2). He showed that the power of the proposed test statistic is greater than the power of the test statistics which was introduced by Brain and Shapiro [6] against the alternatives with monotone increasing hazard functions. Because the proposed test statistics are essentially related to the hazard function, the alternatives are considered according to the type of hazard functions as follows:
• Monotone decreasing hazard: Chi-square with degree of freedom 1 (A1), Gamma with shape parameter 0.5 (A2), Weibull with shape parameter 0.5 (A3) and Generalized Exponential with shape 0.5 (A4).
• Monotone increasing hazard: Uniform (B1), Weibull with shape parameter 2 (B2), Gamma with shape parameter 1.5, 2 (B3, B4 respectively), Chi-square with degree of freedom 3, 4 (B5, B6 respectively), Beta with shape parameters 1 and 2, 2 and 1 (B7, B8 respectively).
• Non-monotone hazard: Log normal with shape parameter 0.6, 1.0, 1.2 (C1, C2, C3 respectively), Beta with shape parameters 0.5 and 1.0 (C4). size is 30. r is the remaining data after the implementation of Type-II censoring scheme. z and Z were introduced by Brain and Shapiro [6] and T was introduced by Park [19] . (A1) Chi-square: df 1, (A2) Gamma: shape 0.5, (A3) Weibull: shape 0.5, (A4) Generalized Exponential: shape 0.5.
We consider here the sample size to be 30, and draw conclusions. We made 10000 Monte Carlo simulations for n = 30 to estimate the powers of our proposed test statistics and the competing test statistics, for α = 0. 
m,n,r , shows better powers than the competing test statistics against the alternatives with monotone decreasing hazard functions, see Figure 2 . Also, against the alternatives with monotone increasing hazard functions, the second proposed test statistic, T (2) m,n,r , shows better powers than the competing test statistics, see Figure 3 .
RMSE comparisons
In this subsection, we report the results of a simulation study which compares the performances of the introduced entropy estimators with the estimator proposed by Park [19] in terms of their biases and RMSEs. We consider here the sample size to be 30, and draw conclusions. We made 10000 Monte Carlo simulations for n = 30 and different r to obtain theH m,n,r ,H (1) m,n,r ,H (2) m,n,r , their biases and RMSEs. The simulation results are summarized in Table 5 . The results show thatH (2) m,n,r has the smallest bias and RMSE among them. Also, the bias and RMSE ofH m,n,r is smaller thanH (1) m,n,r . We plot the empirical density of the test statistics based on these estimators for other n and r in Figure 5 . This figure confirms the simulation size is 30. r is the remaining data after the implementation of Type-II censoring scheme. z and Z were introduced by Brain and Shapiro [6] and T was introduced by Park [19] . (B1) Uniform, (B2) Weibull: shape 2, (B3) Gamma: shape 1.5, (B4) Gamma: shape 2, (B5) Chi-square: df 3, (B6) Chi-square: df 4, (B7) Beta: shape 1 and 2, (B8) Beta: shape 2 and 1. . r is the remaining data after the implementation of Type-II censoring scheme. z and Z were introduced by Brain and Shapiro [6] and T was introduced by Park [19] . (C1) Log normal: shape 0.6, (C2) Log normal: shape 1, (C3) Log normal: shape 1.2, (C4) Beta: shape 0.5 and 1.
results.
Conclusion
In this paper, the entropy estimator of the Type-II censored data which was introduced by Park [19] is modified and two new entropy estimators are obtained. Simulation results showed that the second proposed entropy estimator compared favourably with their competitors in terms of bias and RMSE, as it is expected of the structure ofH (2) m,n,t . Also, we provided two new test statistics for testing exponentiality with the Type-II censored data. The first one was quite powerful when compared to the existing goodness of fit tests proposed against the alternatives with monotone decreasing hazard functions. Moreover, the second one showed better powers than the available test statistics against the alternatives with monotone increasing hazard functions.
This work has the potential to be applied in the context of censored data and goodness of fit tests. This paper can elaborate further researches by extending such modifications for other censoring schemes such as progressive censoring schemes. Finally, this area of research can be expanded by considering other distributions besides the exponential distribution such as Pareto, Log normal and Weibull distributions. 
