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On a process concerning inaccessible cardinals. II 
By G. FODOR in Szeged 
This paper is a continuation of reference I (see [1]), in which a process concerning 
inaccessible cardinals has been defined. In this paper we freely make use of the 
notations, definitions, and theorems of [1]. 
From now on, in the definition of the process, we start with strongly inaccessible 
initial numbers. This means that the values of the function / ,(a ( 0 ) , a ( l ) , ..., a(,i)) are 
strongly inaccessible numbers. 
First we prove the following 
T h e o r e m 2. If a =«,,^(0) and >;<a then the set of the ordinal numbers of 
the form /„(a(0), a(1), ..., au,)) < a is non-stationary in a. 
P r o o f . We may assume by Theorem 1 of [1] that tj feet). Denote by y(/?) the 
value/,(0, ..., 0, ..., /3). As the first step we prove the following statement, 
(j,) Suppose that /î ^0. Then y (/?) satisfies the equality ' 
y ( P ) = A ( 0 , . . . , o , . . . , y ( / ? ) , 
for every fi<r], provided that ip(n) </? and \jj{i) (/?) for each + l ^£<77). 
To prove this statement, we write rf in the form t] = œ^ + n, where and 
We distinguish the cases n = 0 and « > 0 . 
Case n = 0. We prove the following three statements, the third of which imme-
diately implies (h): 
(a) If v < [i and r < / j then y ( f t ) satisfies the equality 
j(P) = / „ (0 , 0, ..., y (fi), 0, ..., 0, ..., v). 
(b) If v -~ fl, <x < £ and 0 < m < a> then y (/?) satisfies the equality 
y ( P ) = / , ( 0 , - . . ,0, ...,y(fi), 0, . . . ,0 , ...,v), 
provided that \j/Uoa+i> < y(/?)/or eoc/î / (I ^l^m). 
(c) If v < f t 0 <<?•<£, x<(oo ant/ 0 5 m < f f l //îew y ( f t ) satisfies the equality 
M 
y03)=/„(O, . . . ,0 , ..., v(/5), 0, ..., 0, . . . , ^«"+0 , . . . , ^«»+») , 0, . . . ,0, ...,v), 
provided that i//(<UCT + 0 < y(/?) /or each I (0^1 ^m). 
1 A 
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Ad (a): Since y()»)=/,(0, ..., 0, ..., £), we have 
(19) . H / O ^ ( « ( 0 ) , o , . . . , o , . . . , / ? ) . 
It follows from the definition of /„(a ( 0 ) , a (1 ), ..., a(">) that 
(20) */„(a (0), o , . . . , o, . . . ,* ) = n Rf,MQ), 0, ..., 0, ..., v), 
v<y. 
where % is a limit number, 




(22) /,(a№),0, 0, ..., 0, 1,0, . . . ,0 , ..., v) = (/„(0, ..., 0 , . . . , a« ,0 , ..., (i, ..., v))'. 
With the help of (19), (20) and (21) we obtain 
(23) y(P)eRfM°\ 0, ,..,0,v) 
for every vS/?; moreover, (23) and (21) imply 
( 2 4 ) Y ( P ) i W 0 , . . . , 0 , . . . , « « , 0 , . . . , 0 , . . . , v ) 
for every v < /5 and for every t < r\. From this we conclude that (a) is valid. For if 
not, then there are three ordinal numbers v0 T0 < ri and q0 < y (/0 such that 
( t o ) 
l ( P ) = / , ( 0 , . . . ,0 , . . . , Q o , 0 , . . . ,0 , . . . ,v0). 
Hence, by (22), we have 
( r o + l ) 
y ( j 8 ) i J ? / , ( a » > , 0 , . . . , 0 , . . . , 0 , 1 , 0 , . . . , 0 , . . . , v 0 ) . 
Thus, by the definition of / , ( a ( 0 ) , a ( l ) , ..., a(,))), we obtain 
y(i?)ii?/„(0, ..., 0, . . . , 0 , a ^ + D , 0 , . . . ,0 , v0), 
which contradicts the fact that (24) is valid for every v</? and t o / . 
Ad (b): From (a) we get 
yW) = / , ( 0 , . . . , 0 , . . . / r i f o , . . . , 0 , . . . ,v) 
for every v</?, a a n d for every m (0<m<co) . Hence 
( 2 5 ) . 7 ( j S ) € i ? / , ( a W , 0 , 0 , . J 7 ( / S 0 , • . . . , 0 , . . . , v ) 
for every v</?, c a n d f j r every w (0<w<co) . 
It follows from the definition, of /„(a (0 ) , a (1 ), ..., a(")) that 
R f n № \ 0, ..., 0, . . .TvS) l 0, . v , 0, ..., v) — 
(26) . 
= fl */„(0, . . . ,0 , . . . ,0 , . . . ,v) 
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and 
(eotr + tri) 
/„(a<°>,0, ..., 0, ...,n+ 1,0, . . . ,0 , . . . ,v) = 
(27) 
= (/ ,(0, . . . ,0 , ...,<*<"+«-»,n,0, . . . ,0 , ...,v))\ 
By (25) and (26) we have 
(28) y(j3)ei?/„(0, ..., 0, ..., «(«"+»-«, ft, 0, ..., 0, ..., v) 
for every /¿<y(/?) and for every fixed v</}, and m (0 < m < co). First we show 
that y(fl) satisfies the equality 
(toa + m— 1) 
(29) y ( p ) = f t l ( 0 , . . . , 0 , . . . , y ( p ) , n , 0 , . . . , 0 , . . . , v ) 
for every / i<y(j3) and for every fixed v«=/?, e r o ; and m (0-<m<co). If not, then 
there are two ordinal numbers /i0 < y (/0 and Q 0 <y(P) such that 
(0>ff+ m) 
V08> = / , ( 0 , . . . ,0 , 0, . . . , 0 , ..., v). 
Hence, by (27) 
(coa + m) 
# f i ! / , ( « ( 0 V 0, ..., 0, ..., Mo + 1 , 0, ..., 0, ..., V). 
On the other hand it follows from this and the construction of fn{ct.°\ a (1), ..., ainy) 
that y ( M * / „ ( 0 , - , 0 , ...,«(«»+— D,/i0 + 1,0, . . . ,0 , . . . ,v), 
which contradicts the fact that (28) holds for every y(J?) and for every fixed 
v </?, e r o j and m (0•<=m<a>). Thus we conclude that y(/j) satisfies (29) for every 
v < ¡5, er < rj and for every /n (0 < m < co). 
Let now I be a natural number for which 0 Assume that whenever 
v<j8, (T<*/, 0 < w < c o and ^( t0 ,7+i><y(j8) (/ = / + 1 , ..., m) then 
V(0) = / , ( 0 , - . , 0 , . . . , ^ « ' + 0 , 0, . . . ,0 , . . . ,v). 
(m<r + m— 1) 
Since y(fi)=fn(0, ..., 0, ..,, y(/§), fi, 0, 0, ..., v) for every v</?, <t<//, 0 < / w < ® 
and for every fi y(/2) it remains to prove that this assumption implies that whenever 
v-=j8 <r<}7, 0 < m < f t ) and <y(/J) ( / s / ^ m ) then 
y(0)=/„(Q, . . . , 0 , ..., y(jS), (̂<"«+0, ...,^(«.»+0, ...,(/,(»*+»•>, 0, . . . ,0, ..., v). 
It follows from the definition of /^(a(0), a (1), ..., a'"') that, for given tr, v, 
0 < w < i o , ..., the equalities 
7?/,(aW 0, ..., 0, ..., y(jS), . . . , 0 , ..., 0, ..., v) = 
(30) 
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and 
/ „ ( a < 0 > , 0 , . . . ,0 , . . . , / £ • + 1 ) , 0, . . . ,0 , . . . , v ) = 
( 3 1 ) 
= (/,(0, . . . ,0 , n, o, ..., 0, ..., v) 
hold. 
By (30) and (31) we obtain for every /< < y (ft) and for any fixed v < (i, o< t \ , 
0 < m < o > and ( / - M s i s m ) that 
(32) 
y ( P ) £ R f n ( 0 , . . . , a ^ + ' - D , n , , / , ( « " + ' + 0 . . . , ^ + m ) , 0 , . . . , 0 , . . . , v ) . 
Now we show for every ¡x<y((i) and for any fixed v < 0<i) , 0 < c o , i < 
< y ( / 0 (/+ 1 =i = m) that the ordinal number y(/?) satisfies the equality 
7 ( | S ) = / , ( 0 , . . . , 0 , ...,y(P), n, ^ < « » + ' + 0 . . . , ^ + 0 , . . . , , / , ( - + > » ) , o , . . . , 0 , . . . , v ) . 
In the contrary case there are two ordinal numbers < Y (/?) and T0 < Y(/3) such that 
y('0) = / , ( 0 , . . . ,0 , ..., t 0 , ,>(«»+'+0, 0, . . . ,0 , ..., v). 
Hence, by (30), we have 
ï № P / , ( « l o ) , o , . . . , o, ...,/<o + i,</'(û"7+,+1), —, o , . . . , » ) . 
Consequently, by the definition of/„(a (0), a (1 ) , ..., a(,|>) 
. . . , 0 , . . . , a ( ® " + ! - 1 ) , / / 0 + 1, ^ ( o w r + i + i ^ o , . . . , 0 , . . . , v ) . 
Since y ( f i ) is a limit number, we have //0 + 1 < y (ft), which contradicts the fact 
that (32) holds for every /x<y(jS) and for any fixed v</?, <j<»], 0 < m - = œ and 
ij/(o"'+i) <y(P) ( / + 1 S / ' ^ m ) . Thus we may conclude that the statement (b) is true. 
Ad (c): If v<P,a<£ and 0 < m < o > then, by (b), y(/?) satisfies the equality 
y ( P ) = / , ( 0 , . . . , 0 , . . . j t f ) , . . . , ^ « » + 0 , . . . , ^ ( « - + » > , 0 , . . . , 0 , . . . , v ) , 
provided that i^(a"T+,) <y(|5) for each / (1 s / S ( n ) . It follows from this, under the 
same conditions, that 
y(P)£KfM0 )>°> ->°> - > y ( P ) , <A(ra<T+1), - , № a , a + i \ ..., tA('u<T+m), 0, . . . ,0 , .. . ,v). 
Since, by the construction of /„ (a ' 0 *,«" ' , . . . ,a ( , , )) 
. . . ,0 , ..., ^ + o, o, ..., v) = 
= n * / , ( a ( 0 ) , 0 , . . . , 0 , o , . . . , 0 , . . . , » ) , 
Rfv(ot°\0, . . . ,0 , + 1 , iA(ra<r+1), ..., iA(ra"+m>, 0, . . . ,0 , ..., v) = 
= f | -R/,(0> - . 0 , . . . , a w , 0 , . . . ,0 , ..., 0, . . . ,0 , ..., v), 
r<tO(T 
and 
/,(<*№), 0, ..., 0, ..., 0,^1,^0, ..., 0, ..., v) = (/,(0, ..., 0, ..., a« , 0, ..., 0, ..., v))', 
we can apply the method used in the proof of (a). Thus we obtain the proof of (c). 
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Case By the same argument as in the proof of (a) and (b) we obtain 
that y(/i) satisfies the equality 
y(fi) = / , ( 0 , . . . , 0, . . . , y(P), ^ (« i + 0, ,/,№>) 
for any [¡j(u">+l><y(P) ( 1 ^ / ^ n - l ) and i / ^ c / ? . 
Hence, by the argument used in the proof of (c), we obtain that y(fi) satisfies 
the equality 
y(P) =/,(0, .... 0, ..., y(l), 0, ..., 0, ..., ..., 
for any < y(/J) ( 0 ^ / S h - 1 ) and 
From this, by the argument applied in the proof of (b), we conclude that y(fi) 
satisfies the equality 
y ( P ) = M - . v ( 0 ) , 0, ... 
whenever 0 < m < c o , <r<£, < y(ji) (0<k^m), i^Ca>i+!) <y(jS) ( 0 ^ / ^ n - l ) , 
and 
Finally, by the argument of the proof of (c), we obtain that y(fi) satisfies the 
equality 
7(0) - / , ( 0 , - , 0 , . . . , y t f ) ,0 , . . . ,0 , ...,Woa+k\ ... 
..., i/A<B<I+m>, 0, ..., 0, ..., ..., Ij/(o>"+l\ ..., \j/W) 
whenever m < ® , ¡hkcoo-, i/A<0<T+''><y(/}) (O^k^m), ^<<B«+'> < y ( £ ) ( 0 ^ / ^ n - l ) , 
and i < f t . This immediately implies the statement (j ,) in the case n >-0 too. 
The same method can be used to prove the following statement: 
(j2) Assume that ..., a(, |) (0 < ^ 3= jj) are gwen ordinal numbers and ^0. 
Then y=fn (0, ..., 0, ..., ..., a(n)) satisfies the equality 
y = / , (0 , . . . ,0, ..:, y, ..., ...,a<*>) 
or every % ( O S I S / I ) provided that I / / ' 1 ' < A ( , I ) and <Y for each C (T + 1 S < / ¿ ) . 
Now we proceed to prove the following statement: 
(j3) Assume that a<0), ..., ..., ( 0 ^ / / ? S a r e gv'ue« ordinal numbers, 
a ( 0 ) and ^ 0. Then y= / , ( a ( 0 ) , 0, . . . ,0, . .„a '" ' , ...,a (" )) satisfies the• equality 
y = /„ (0 , ..., 0, . . . ,y , . .„ iAWaC+D, . . . , « « ) 
/ o r eoery t ( 0 S t < / j ) , provided that tl/<M> and if/1^ < y for each (t + 1 S <!; < /¿). 
Let us denote A the ordinal number a''1'. Consider first the case when ju is an 
ordinal number of the first kind. It follows from the definition of fn(a(0), a (1 ) , ..., a w ) 
that 
/ («W,0 , ..., 0, ...,«<") = ( / , (0, ..., 0, ...,a<«-i>, . . . , « « ) 
for A = 1 and 
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for a limit number X. These imply that for every v<A 
• y£Bfn(0, . . . , 0 , . . . v . a O . + D , 
Hence we easily conclude that 
y = f , ( 0 , . . . , 0 , . . . , y , v , . . . , « ( " > ) . 
Thus, by (j2), we get (j3) in the case where /1 in an ordinal number of the first kind. 
Suppose now that n is a limit number. Then from the definition of 
/„(a<0), cc(1>, ..., a<">) we see that 
i?/„(a<°>, 0, ..., 0, ..., 1 ,0^+« ..., «№) = 
= ( W „ ( 0 , - , 0 , . . . , a«) ,0 , ..., 0, ...,{>, ...,a<">) 
for 1 = q + 1 and 
.. . 0, ..., 0, ..., A, «("+!), ..., aM) = 
= PI * / „ ( « ( 0 ) , 0 , . . . , 0 , . . . , v , a < f ' + ' \ . . . , a t " ) 
v < A 
for a limit number A. By a proof analogous to that of (b) and (c), we obtain (j3) 
in the case where /< is a limit number. 
Now we can prove the following statement: 
(j4) Let {y.r}rS„ (cr^fj) be the strictly increasing sequence of the ordinal numbers 
for which <y.(x) ¿¿Q. Assume that x0 = 0. Then y =fn(x<0\ a ( r> , ..., satisfies 
the equality 
y = / „ ( 0 , ..., 0, ..., 0, . . . , « « ) 
for every C (1 5 C = a) and for every provided that i/>(*?) < and < y 
/o r eac/z £ (t + 1 ^ £, < ?<:c). 
Indeed, if (j4) is true for a fixed £ ( 0 < £ = 0), then 
y = / „ ( y , 0 , . . . , 0 , . . . , a < ^ , 0 , . . . , 0 , . . . , « < " > ) . 
If we apply (j3) to a ( 0 ) = y, we obtain that 
y = / „ ( 0 , . . . , 0 , . . . , y , . . . , 0 , . . . , 0 , . . . , a < " i " > , . . . , a W ) 
f o r every r provided that < a n d for each £ (r + 1 S 
This proves the statement (j4). 
Now we proceed the proof of Theorem 2 by showing that the set 
(3) i? /„(0, . . . ,0 , ...,/?)/« 
is non-stationary in a. We define a function g on M = Rfn(0, ..., 0, ..., /?)/a by 
writing 
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Since /^(0,..., 0, ..., t) is a strictly increasing function of the variable x and for 
every /?< a the inequality 
j?</„(0 , . . . ,0 , ...,/?) 
holds, we obtain that the function g is strictly divergent and regressive on M. There-
fore Theorem I (see [1]) implies that the set (33) is non-stationary in a. 
Next we prove, by transfinite induction, the following statement. 
(j5) For every ¡i, the set 
is non-stationary in a, where a'"', ...,'txM are given ordinal numbers <a. 
First we show that the set 
is non-stationary in a. We define a function g on N by writing 
g(fM0)>«w> -,<**)) = 40)-
From the definition of <40)(a(1>, ..., a « ) and /„(a ( 0 ) , a(1>, ..., a(">), we obtain 
and / „ ( 4 0 J , « ( , ) ) < / „ ( 4 % > «(1)> • • • -3®)-
From these we infer that the function g is strictly divergent and regressive on N 
and, therefore, by Theorem I ([1]), we obtain that the set N is non-stationary in a. 
Let v be a given ordinal number and suppose that for every n (1 v) the set 
is non-stationary in a. 
There are two cases: 
a) v is an ordinal number of the first kind, i.e. V = T + 1, 
b) v is an ordinal number of the second kind. 
Case a): We show that the set 
L = Rf„(0, ..., 0, ..., a(r+1>, .... «<*>)/« 
is non-stationary in a. We define a function g on L by writing 
g(/„(0„. . . , 0, ..., aC<+i); aC»>)) = a « . 
From the definition of a w ( a ( r + 1 ) , ..., a w ) and /,(a(0>, a (1 ) , ..., a ^ ) we obtain 
«!;» < / , (0 , .. . . 0, ..., a " a ( t + D, ..., «<">) 
and 
/„(0, ..., 0, ..., ..., «(">) < / , ( 0 , ..., 0, ..., a < x ( t + 1 ) , ..., a«>). 
From, these , we conclude that the function g is strictly divergent and regressive on 
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L, and, therefore, by Theorem L ([1]), we obtain that the set L is non-stationary in a-. 
It follows from the construction o f / , ( a ( 0 ) , a (1 ) , ..., a ( , )) that 
/„(0, ..., 0, .'.., <*«, a(t'+ ...,«<">) 4<\ aW, «('+•>, «(,)). 
By our assumption, for given a ^ the set 
Rf„{zf\ «(T+1)> ->«(,,))/« 
is non-stationary in a. On the other hand it is easy to verify that for any two different 
elements a ^ and the sets 
i?/„(4°>, ««>,'...,<$>, ..., a « «cr+o «№)/a 
and 
*/,(a<°>, «<»,.••, <#>, ..., a « , 1>, ..., a«>)/a 
have no common elements. Since the set of the first elements of the sets 
RfM0}, — 4e)> •••> «£'» <*(T+ •••» a(,,))/a 
with a£ )£/4 t ) I I(a ( t + 1 ) , is equal to L we obtain from Theorem II ([1]) that 
the union of these sets is non-stationary in a. 
Case b): Put 
R f № ) > * < P > - ' « ( v ) ' - > « ( " ) ) / « , ' 
where is fixed for each <5 (¡i S <5 < v). It is easy to see that 
8 i , M c 8 2 , » , , ( = . . . c 0 ( l i t , , c . . . O i < v ) . 
By the hypothesis the set is non-stationary in a. Since / i < v S ( | < a 
by Theorem III ([1]), we obtain that the set 
U Q,, v , „ = R f M i \ < l ) > • • • > • • • > « ( v ) > - , « i , r t ) / « 
FI<V 
is non-stationary in a. Thus the statement (j5) is proved. 
Since the set Rfn (0, ..., 0, ..., P)/a is non-stationary in a, we obtain from (j5) 
that the set 
K = Rfn{«<">, «p', ..., r4">)/a 
is non-stationary in a. 
Consider now an arbitrary element y= / , ( a ( 0 ) , a(1>, . . . ,a ( , , )) of AT. Let 
(cr^ri) be the .strictly increasing sequence of the ordinal numbers ye, O ^ x ^ r j , for 
which aSx) ¿¿Q. Let us denote by £0 the smallest ordinal number £ = <r for which 
Then the statements (j,)—(j5) imply that 
(34) y = / , ( 0, ..., 0, . . . ,y , ...,«<">) 
for every ( (£0 ^ £ = and r provided that < «<*?) and t//(?) < y 
for each £ (x + 1 S £ < 
Let us denote by t , where C0 = C = ^ and 0 ^ x ^ , the set of the sequences 
such that i¡/("d < a ^ and < y for each £ (t + 1 ^ £ < Since t] < a and a is 
a strongly inaccessible initial number, the power of the set r is smaller than a. 
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It follows from the statement (j5) that for any element ..., ..., ф(*г)> 
of SCz the set 
С(ф(-г+ ..., i/A*«') = 
= Rf„(a.f\«£'>, ..., .... у, Ф(*+1\ --, «w)/oc 
is non-stationary in a. 
Since ( S < r S i | < a and a is a strongly inaccessible initial number and hence 
the power of Si<z is smaller than a, Theorem III ([1]) implies that the set 
* ( y ) = U U U - U - U ...,фК>) /ft«+D<y ф<а<у у/Ьд^иХщ) 
is non-stationary in a. On the other hand, by (34), the smallest element of the set 
B(y) is y. 
In this manner, with every element y=fn(a.f\ ct\l),..., a ^ ) of К we have asso-
ciated a non-stationary set B(a.f \ а^1', the smallest element of which is y. 
It only remains to prove that 
U*(V) уем 
is non-stationary in a. Since К is non-stationary in a, the sets 
В, = Rf„(0, ..:, 0, ...,aW + ..., а<*>)/а, 
are non-stationary in a, where ..., a1^' are fixed ordinal numbers < a . 
Let v > l be a given ordinal number, and suppose that for every p (1 v) 
the set 
(35) 
= u - U ...Biaf\a['\ ...,«<*>> 
Ut0) ( Ao ,„ octf'iA¡>,„ 
is non-stationary in a. We must prove that the set 
(36) 
= U ... U . . . 5 (4° ) , «<•>, . . . , « » ) , . . . , < ) , ...,<#>> 
o40,€/lo,„ a'/ ' 6 /4a, i, 
is non-stationary in a. It is easy to verify that the smallest element of (35) is-
/ , (0, ..., 0, ..., a<">, ..., Thus the set of the first elements of the sets-
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D(<#>, ..., a ^ ) with .... ai<>) is equal to B, . Suppose now 
that v is a number of the first kind, i.e. v = 5 + l . In this case Theorem IV ([1]) 
.implies that the set 
u D(«w«{f+1>> ...,«<">) 
.is non-stationary in a. Suppose now that v is a limit number. For the proof of our 
-statement it is sufficient to show that the set 
FL<V 
i s non-stationary in a. But this follows from the hypothesis and from Theorem IV. 
Thus the proof of Theorem 2 is complete. 
In an entirely analogous way it may be proved the following 
T h e o r e m 3. If a, n<r\ and a = «(lrl(a(/,), oc.(n)) then the set of the ordinal 
.numbers of the form fn{ a (0 ) , a (1 ) , ..., a w , ... a(,I)) < a is non-stationary in a. 
We prove now the following 
T h e o r e m 4. If a = / , ( a ( 0 ) , ..., a ( i ) ...,a ( , , )), >7<a, and a.^ for each 
.then the set of the ordinal numbers of theform/„(a(0) a (1 ) , ..., a f , )) -==a is non-stationary 
.in a. 
P r o o f . Let (uSf / ) be the strictly increasing sequence of the ordinal 
numbers for which a ( i ) ^ 0. 
Put 
V ( v « , ) ) = / „ ( 0 , . . . , 0 , . . . , v « , ) , a « , + . . . , «(">), 
where v ^ < if n = 0 and v ^ ^ a ^ if 0 < ^ <r. 
First we show that the set 
•(37) {/„(0> • ••50, ..., v(io), ..., a ( i o + 1 ) , a(,,)}v(?o)<a(io) 
is non-stationary in a. Indeed, if «&>)=: + 1 then 
/„(0, . . . ,0, ..., vCW^io + D, . . . ,«("))</„(0, ..., 0, . . „ a " ' ) ; 
moreover, if a ^ is a limit number, then 
lim /„(0, ..., 0, ..., v«o>, a««+1 J, ..., a « ) < a, 
v'̂ o'-ca'̂ o' 
because a ( ? o ) <a and a are regular. This implies that the set (37) is non-stationary in a. 
Now we show that for every ¡i (0 < ¡i ̂  a) the set 
(38) . {/,(0, ..., 0, ..., v«-\ «№)} 
is non-stationary in a. Indeed, if /¿=»0 then 
/ , ( 0 , . . . , 0 , . . . , a < H . . . 0 , . . . , « < " > ) , 
•on the other hand 
/„(0, ..., 0, ..., a«°>, 0, ..., 0, ..., a«W, ..., «W) ^ / , ( « » 1 , ...,«<">) = a. 
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Hence, for ju=-0, 
/ , ( 0 , . . . , 0 , . . . , « ( " > ) < a . 
Consequently, the set (38), where 0< / iS<r is non-stationary in a. 
We may suppose without loss of generality that — 0. [In virtue of (j5) and 
the non-stationarity of the sets (38) with 0 < pt 3= er, the set 
<39) U U Rfn(40)> -,«00)/« 
is non-stationary in a. Applying to the set (39) the argument used for the set 
Rfn(<40), ..., a ^ / a after the proof of f j 5) in the proof of Theorem 2, we obtain 
Theorem 4. 
R e m a r k . If .in the definition of the process we start with weakly inaccessible 
initial numbers then we can only prove Theorems 2 (see [1]), 3, and 4 for / j<a) . 
We prove now the following 
T h e o r e m 5. If a is the smallest ordinal number of rj for which t]—fn(0,..., 0, . . . , 1) 
then the set of the ordinal numbers of the form /T(a (0 ) , a (1 ) , . . . ,a ( r )), where T <//, 
is non-stationary in a. 
P r o o f . First we show that the set N={fc(0, ..., 0, ..., l)}„<a is non-stationary 
i n a . 
Since a is the smallest ordinal number of t] for which r\ =/ ,(0, ..., 0, ..., 1), 
the relation 
(40) <?</,(0, . . . ,0 , . . . ,1) 
holds for each g < a . By the definition of/;,(a<0), a ( 1 ) , ..., a.M) we have 
(41) / e(0, . . . ,0, ..., l ) < / 8 + 1 ( 0 , . . . ,0, ..., 1). 
Let us define the function g on the set N by writing 
g(fe(0,...,0,...,l)) = e . 
It follows from (40) and (41) that the function g is strictly divergent and regressive 
on the set N. Therefore, by Theorem I ([1]), the set N is non-stationary in a. 
Consider the set * 
(42) Rf0(a{°>,all\ ...,a^>)la a). 
Since, as by the definition of /„(a ( 0 ) , a (1), ..., a(r,)) the equalities 
f M ° \ 0 , . . . ,0 , . . . ,0)=/O(«co)), 
f № ° \ «(1), 0, ..:, 0, ..., 0 ) = f l («<°>, «(')), 
/ > « » , «(1)> «<'-'>, 0, ..., 0, ..., 0) = f M ° \ «»>, ..., a«>), 
hold, we may assume s 1 in (42). 
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With the help of (j5) we get for given Q that the set 
Mg = RfM°\ 4l)> •• •> (Q < a, 4?) s 1) 
is non-stationary in a. But the set {/e(0, . . . ,0, ..., l)}e<tI of the first elements of 
the sets Mg with g< a is non-stationary in a. Therefore, making use of (j5), the set 
(43) \ J R f c ( ^ \ a l l \ . . . M e ) ) / o c , (<#>s l ) 
n<a 
is non-stationary in a. Applying the same argument to the set (43) as in the proof 
of Theorem 2, after the proof of (j5) for the set Rf„( af\x\u, ..., a ^ / a , Theorem 5 
will be proved. 
Reference 
[1] G . F O D O R , On a process concerning inaccessible cardinals. I , Acta Sci. Math., 2 7 ( 1 9 6 6 ) , 1 1 1 — 
1 2 4 . 
(Received February 1, 1965) 
Über Halbgruppen, die ihre Ideale reproduzieren 
Von G. SZÁSZ in Nyíregyháza (Ungarn) 
1. Einleitung 
Bekanntlich nennt man eine Teilmenge 1 einer Halbgruppe H ein Ideal von H, 
falls HIQI und / / / £ / sind. Es ist nicht schwer solche Beispiele zu finden, wo das 
echte Enthaltensein / / /<z / besteht. Man betrachte z.B. in der Halbgruppe 
| a b c 
a b b a 
b b b b 
e b b e 
das durch a erzeugte Hauptideal, welches wir (auch im folgenden) mit (a) bezeichnen: 
man kann leicht feststellen, daß dem Ideal (a) die Elemente a, b, aber dem Komplexen-
produkt H• (a) nur b gehört. 
Wir sagen, daß das Ideal / d e r Halbgruppe H durch Hvon links (bzw. von rechts) 
reproduziert wird, falls HI = I (bzw. / / / = / ) ist; wenn beide Gleichungen bestehen, 
so sagen wir einfach, daß I durch H reproduziert wird. In dieser Arbeit werden wir 
notwendige und hinreichende Bedingungen dafür angeben, daß jedes Ideal einer 
Halbgruppe von einer oder von beiden Seiten durch die Halbgruppe reproduziert 
wird. 
2. Vorbemerkungen 
Man sieht sofort, daß es genügt, das Problem nur für Hauptideale zu unter-
suchen. Sind nämlich jedes Hauptideal der Halbgruppe H von links durch H repro-
duziert, so ergibt sich 
HT=jf\J(a)=\JH.(a)=\J(a) = I 
a£I ail ail 
für jedes Ideal I von H. 
Es sei vorausgesetzt, daß die Halbgruppe H die genannte Eigenschaft besitzt. 
Dann gilt, insbesondere, HH = H, da H ein Ideal von sich selbst ist. Das bedeutet, 
daß in einer solchen Halbgruppen jedes Element zerlegbar ist, d.h. jedes h£H in der 
Form h=xy (x, y £ H) dargestellt werden kann. Die Zerlegbarkeit aller Elemente 
ist also eine triviale notwendige Bedingung, die aber im allgemeinen keine hin-
reichende ist (s. das oben gegebene Beispiel). Für gewisse Klassen der Halbgruppen 
kann dieselbe Bedingung auch hinreichend sein (Korollar zu Satz 1). 
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Andererseits ist offensichtlich hinreichend, daß jedes Element ein linksseitiges 
relatives Einselement besitze. Dabei nennt man e ein linksseitiges relatives Einselement 
von h, wenn eh=h ist. Wir werden sehen, daß diese Bedingung im allgemeinen. 
nicht, für gewisse wichtige Klassen der Halbgruppen aber auch notwendig ist 
(Beispiel in § 5, bzw. Satz 2, Korollar 2 zu Satz 3 und Korollar zu Satz 5). 
Zuerst untersuchen wir das Problem bezüglich zweier speziellen Klassen der 
Halbgruppen. 
Sa tz 1. Ist in einer kommutativen Halbgruppe H jedes Element zerlegbarr 
dann wird jedes Primideal von H durch H reproduziert. 
K o r o l l a r . Ist in einer kommutativen Halbgruppe jedes Element zerlegbar und 
jedes Ideal prim, dann wird jedes Ideal durch die Halbgruppe reproduziert. 
Vor dem Beweis bemerken wir, daß die Voraussetzungen des Satzes sicher 
(und die Konklusion trivialerweise) erfüllt sind, wenn H eine Gruppe ist. 
Beweis . Man betrachte ein Primideal I von H und ein beliebiges Element i 
aus I. Ist jedes Element von H zerlegbar, so findet sich ein Elementepaar x, y in 
H, so daß i = xy ist. Aus xy£lfolgt aber, daß entweder x oder dem Ideal / gehört;, 
wegen der Kommutativität von H dürfen wir y£I annehmen. Dann gilt aber 
woraus / Q / / / f o l g t . Andererseits ist I ^ H I . 
In [2] haben wir eine Halbgruppe H idealgeordnet genannt, falls aus a 6 (b) 
und b£(a) (a,b£H) immer a = b folgt. Für solche Halbgruppen gilt 
Sa tz 2. In einer idealgeordneten Halbgruppe H werden alle Ideale von links' 
(dann und) nur dann durch H reproduziert, wenn jedes Element von H ein links-
seitiges relatives Einselement hat. 
Beweis . Nach den Vorbemerkungen genügt zu zeigen, daß ein HauptideaP 
(a) einer idealgeordneten Halbgruppe H von links, nur dann durch H reproduziert 
wird, wenn es ein q(£H) mit a — qa gibt. 
Es sei H eine solche Halbgruppe und a ein beliebiges Element von H. Aus 
(a) = H-(a) folgt, daß sich das Element a als ein Produkt 
3. Zwei Spezialfälle 
i = xy£HI, 
(1) a = qb (q£H,be(a)) 
a m . 
Da H idealgeordnet ist, erhält man nach (1) und (2), daß a = b ist. Das bedeutet, 
wieder nach (1), daß a = qa ist, was zu beweisen war. 
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4. Notwendige und hinreichende Bedingung 
Es sei H eine beliebige Halbgruppe und 1 ein Symbol, das kein Element von. 
H bedeutet. Die Vereinigungsmenge HU 1 bildet, bezüglich der Verknüpfungs-
definition (s. [1], Seite 4) 
1.1 = 1, h'\ ~\'h — h (h£H) 
eine Erweiterungshalbgruppe von H. Auf Grund dieser Konstruktion definiert man. 
H1 wie folgt: 
{ H, falls H ein Einselement hat; 
H U 1 sonst. 
Mit Hilfe dieses Begriffes können wir den Hauptresultat der vorliegender Arbeit, 
folgendermaßen formulieren: 
Sa tz 3. Alle Ideale einer Halbgruppe H werden durch H dann und nur dann 
von links reproduziert, wenn jedes Element a von H im Komplexenprodukt HaH1 
enthalten ist. 
K o r o l l a r 1. Alle Ideale einer Halbgruppe H werden durch H dann und nur 
dann reproduziert, wenn jedes Element a von H in HaH enthalten ist. 
K o r o l l a r 2. Alle Ideale einer kommutativen Halbgruppe H werden durch 
H dann und nur dann reproduziert, wenn jedes Element von H ein relatives Eins-
element hat. 
Beweis . Aus den trivialen Gleichungen HH1 =H1H=H folgt, daß jeder 
der Komplexe HaH1, HiaH, HaH ein Ideal, von H bildet. Eben darum stimmt 
HaH1, H1aH, bzw. HaH mit (a) überein, falls das Element a im entsprechenden 
Komplex enthalten ist. Daraus ergibt sich, daß das Enthaltensein a £ HaH1 (a £ H) 
mit der Gleichung (a) — HaH1 gleichbedeutend ist, und dasselbe auch für die 
Komplexe H1 aH und HaH gilt. Auf Grund dieser Bemerkung kann man den Satz, 
folgendermaßen beweisen: 
Bekanntlich ist (a) = H1aH1, woraus sich 
H(a) = H(H1aHl) = (HH1)aH1=HaH1 
ergibt. Deshalb gilt (a) = H{a) genau dann, wenn (a) = HaH1, d.h. a^HaH1 ist.. 
Damit ist der Beweis des Satzes erbracht. 
Schreibt man im Satz 3 statt „links" das Wort „rechts", so soll er „HaH1" 
durch den Ausdruck „H1aH" ersetzen. Um Korollar 1 zu beweisen, haben wir-
deshalb zu zeigen, daß die beiden Relationen a£HaHl und a^H'aH mit der ein-
zigen a^HaH gleichbedeutend sind. 
Aus a£HaH folgen ad HaH1 und a^H'aH, denn HaH1, H1aH^> HaH. 
Andererseits setze man a^HaH1 und adH'aH voraus. Dann ist (a) = HaH] — 
= H1aH, woraus sich 
(a) = HaHl=HHlaH1 =H(H1aH) = HaH, 
d.h. a^HaH ergibt. 
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Nunmehr betrachten wir eine kommutative Halbgruppe H. Nach der letzten 
Vorbemerkung in § 2 haben wir nur die Notwendigkeit der Bedingung im Korollar 2 
zu beweisen. Dementsprechend setzen wir voraus, daß H alle ihre Ideale reproduziert. 
Nach Korollar 1 ist dann jedes a £ H in HaH enthalten, woraus 
a = xay = (xy)a (x, y € H) 
folgt; d. h. ist xy ein relatives Einselement von a. Damit ist auch Korollar 2 bewiesen. 
Wir wollen den Satz für einige speziellen Klassen der Halbgruppen anwenden. 
Man nennt eine Halbgruppe H 
regulär, wenn a = axa 
linksregulär, wenn a — xcr 
rechtsregulär, wenn a = a2x 
intraregulär, . wenn a = xa2y 
für jedes a£H mit geeigneten x,y£H gilt ([1], Seite 121). Aus diesen Definitionen 
folgt, daß in einer regulären Halbgruppe H ebenso a£Ha, wie a£aH, in einer 
links- oder-rechtsregulären, bzw. intraregulären Halbgruppe H aber a^HaH für 
jedes a£H gilt. Für reguläre Halbgruppen ergibt sich also unmittelbar aus der 
Definition, für die übrigen drei Halbgruppenklassen aber nach Satz 3 die Behauptung 
des folgenden Satzes: 
Sa tz 4. Jedes Ideal einer regulären (oder linksregulären, rechtsregulären, 
bzw. intraregulären) Halbgruppe wird durch die Halbgruppe reproduziert. 
5. Der Fall endlicher Halbgruppen 
Für endliche Halbgruppen erhalten wir dieselbe notwendige und hinreichende 
Bedingung wie für die kommutativen. Es gilt nämlich 
Sa tz 5. Ist jedes Element h einer endlichen Halbgruppe H in HhH1 enthalten, 
.so hat jedes Element ein linksseitiges relatives Einselement. 
K o r o l l a r . Alle Ideale einer endlichen Halbgruppe H werden durch H (dann 
und) nur dann von links reproduziert, wenn jedes Element von H ein linksseitiges 
relatives Einselement hat. 
Beweis. Man betrachte eine Halbgruppe H, in der h£HhHi für jedes h£H 
gilt, und setze voraus, daß es ein a £ H gibt, welches kein linksseitiges relatives 
Einselement hat. Wegen a£HaHx läßt sich dann a in der Form 
(7) a = cladi (c^d^H) 
• darstellen, wobei c { a ^ a ist. Auch das Element c,a hat kein linksseitiges relatives 
.Einselement: wäre nämlich e ein solches, so ergäbe sich nach (7) 
ea= (e(c{a))d\ =(cla)dl —a, 
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d.h. wäre e auch bezüglich a ein linksseitiges relatives Einselement. Jedoch ist, nach 
den Voraussetzungen, cya in H(c^a)Hl enthalten, so daß Elemente c 2 , d2 in H 
existieren sollen, mit denen c,a in der Form 
cla = c2(cla)d2 (c2,d2£H) 
entsteht; gleichzeitig sind c2c,a, cta und a paarweise verschieden. 
Durch die gleiche Überlegung kann man eine unendliche Folge 
a, c^a, c2cya, ..'., cncn-1...c2cla, ... 
paarweise verschiedener Elemente von H bekommen. Damit haben wir erhalten, 
daß eine solche Halbgruppe unendlich sein soll; folglich ist die Behauptung des 
Satzes richtig. Das Korollar läßt sich daraus nach Satz 3 unmittelbar schließen. 
Wir haben noch zu untersuchen, ob es Halbgruppen gibt, die ihre Ideale 
von links reproduzieren, aber Elemente ohne linksseitige relative Einselemente 
besitzen. Wir zeigen, daß jede rechtsreguläre, aber nicht intrareguläre Halbgruppe 
eine solche ist. Es gilt nämlich der 
Sa tz 6. Hat jedes Element einer rechtsregulären Halbgruppe ein linksseitiges 
relatives Einselement, so ist die Halbgruppe auch intraregulär. 
K o r o l l a r . Jede endlich rechts- oder linksreguläre Halbruppe ist auch intra-
regulär. 
Beweis . Sind die Voraussetzungen des Satzes erfüllt, so gibt es zu jedem 
Element a dér Halbgruppe Elemente x und y, so daß 
xa = a und a=a2y 
ist. Daraus ergibt sich aber 
a = a2 y = xa2y, 
womit der Satz schon bewiesen ist. 
Schließlich folgt das Korollar aus den Sätzen 4, 3, 5 und 6; übrigens kann 
man dieses. Korollar durch den Gedankengang des Beweises zu Satz 5 auch un-
mittelbar gewinnen. 
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Об операторах с ядерными мнимыми компонентами 
М. С. БРОДСКИЙ (Одесса, СССР) 
Пусть А — вполне непрерывный линейный оператор, действующий из 
гильбертова пространства § в гильбертово пространство ©. Обозначим через 
оз1, о>2, ... отличные от нуля собственные числа оператора (А*А)*, занумеро-
ванные в порядке убывания, й через и,—кратность числа cOj. Члены последо-
вательности 
= О = 1 , 2 , - , г А ; оо) 
где 
= = ••• — = <^1, ^п^! = 5щ+2 = ••• = ^п,+п2 = (02> ••• 
Г А 
называются сингулярными числами оператора А. Если § = ® и ^(А) < °о, 
У=1 
то оцератор А называется ядерным. Класс всех ядерных операторов будем 
обозначать буквой <5. Для оператора А £ (В и произвольного ортонормиро-
ванного базиса {ея} ряд 2 ех) абсолютно сходится [1]. Его сумма, которая 
ос 
не зависит от выбора базиса, называется следом оператора А и обозначается 
симболом 8р А. Будем говорить, что линейный ограниченный оператор А 
А—А* принадлежит классу <37, если его мнимая компонента А, = ——— ядерна, 
и классу <5/, если, кроме того, А 1 ^ 0 . 
В первой части настоящей статьи устанавливается формула, связывающая 
следы мнимых компонент операторов, индуцируемых оператором А£<51 в 
инвариантных относительно А подпространствах. Существование таких под-
пространств вытекает из более общих результатов Л. А. С а х н о в и ч а [2] и 
В. И. М а ц а е в а [3]. Во второй части вышеупомянутая формула используется 
для доказательства некоторых теорем об инвариантных подпространствах 
операторов класса <5/. 
В дальнейшем понадобятся следующие теоремы. 
1. Если А — вполне непрерывный линейный оператор, действующий из § в 
(5, то существуют такие ортонормированные последовательности {(р^^Ь 
и {ф^а ©, что 
(1) , Ак= 2 (АШ-
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2. Если и А2£<&, то а1А1 + а2А2£2>, где а1 и а2 — произвольные 
комплексные числа. 
3. Если и В— линейный ограниченный оператор, то АВа<9 и ВА^<о. 
4. Если А£($, то А*£&. 
5. Пусть и Р1, Р2, ... — последовательность ортопроекторов, кото-
рая слабо (следовательно, и сильно) сходится к ортопроектору Р0. Тогда 
(2) 5 р ( Р 0 Л Р 0 ) = И т 8 р ( / > т ^ т ) ; т-юо 
Доказательства утверждений 1—4. приведены в [1]. Формула (2) следует 
из (1), ибо 
5р(РтАРт) = ¿ (РтАРтех, е.) = 2 2 (Рте„, <р,).^(Л) (Рт ф,,ех) = 
= 2 (Л, (р^ЛА) = 2 (Р,п (т = 0,1, ...) ¿=1 ]=1 
и, следовательно, 
|зр (Р0 АР о) - зр (Рт АРт)\ 2 !((Л, - Рт) Ф } , Ч>])\(Л) 35 
1=1 
^ 2 |((Л> - Рт) , (А)+ 2 (А). 1=1 1=я +1 
Мы можем теперь сделать как угодно малым сначала второе слагаемое, 
выбирая N достаточно большим, а затем первое — за счет выбора т. 
1. Пусть §,„ ( т <Е 9Л) — некоторое множество подпространств в Символом 
О § т условимся обозначать наименьшее подпространство, содержащее 
тбЯИ 
все §,„. В случае, когда 991 = {1,2}, будем писать также ^ О ^ -
Т е о р е м а 1. Если А. — ядерный оператор и §(1),§<2) —его инвариантные 
подпространства, то 
(3) з р Л ^ + врЛ* 2 )^ в р Л и + з р / ! 0 , 
где Аа), А(2>, А0, Ап индуцированы оператором А соответственно в §(1), 
§<2), = §(1) и§ (2 ) , = §(1) п§ (2 ). 
Д о к а з а т е л ь с т в о . Предположим сначала, что § п = 0 . Обозначим через 
Р2 и Ръ ортопроекторы на §>(2) и £>(3) — § и ©§ < 2 ) , действующие в § и , и зададим 
в §(3> оператор Л ( 3 )й = Р3/1и/г (/г€§ ( 3 )). Так как 
Ли = Р2Аи Р2 + Р3Аи Р3 + Р2Аи Р3 = А(2)Р2 + /1(3)Р3+Р2Аи Р3 
и, значит, Р3Аи =А(3)Р3, то ТА(ху = А(3)Т, где Т—оператор ортогонального 
проектирования из § ( 1 ) на § ( 3 ) . Полагая В = ТАа) и применяя формулу (1), 
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найдем ортонормированные последовательности {(PjУlB и {фjУl, принадле-
жащие соответственно подпространствам § ( 1 ) и § ( 3 ) , для которых 
ВИ = 
У = 1 
Следовательно, 
(А( 1) <р}, <Р;) = ( 2 <Рк)-ч(В)Ф„ ф] = (ВАМ ср., ф.) = 
4=1 ' 
= (А^ ТАМ у., ф.) (¿О) Вср., ф.) = .у. (Я) (ЛСЗ) ф], ф;), 
и поэтому 
(4) (/((О</),, = ф.; 0'"= 1,2, . . . ,гв). 
Поскольку из равенств (/ , ср^ = 0 ( / € § ( 1 ) , у = 1, 2, ..., гй) следует, что О, 
и, аналогично, из = 0 (#€ §< 3 ) , . / = 1, 2, ..., гв) следует ^ 3 ) * £ = 0, то 
(5) 5Р ЛО) = Л = 2 (А™ Фу, Фу) = АО). 
у=1 >=1 
Сопоставляя (5) с равенством эру4и = зр А(2> + вр А(3>, которое вытекает 
непосредственно из определения следа оператора, получим соотношение 
(6) э р Л ^ + в р Л « = з р Л и . 
Переходя к общему случаю, обозначим через Р(0) ортопроектор на 
§< 0 ) — § и 0 § п , действующий в § и , и зададим в ,*5(0' оператор А(0) И = Р(0> Аи /г 
(й€§ ( 0 ) ) . Подпространства § ( 0 1 ) = § ( 1 ) 0 § п и $ ( 0 2 ) = § ( 2 ) © § п инвариантны 
относительно А(0>. Через А(01> и А<02> обозначим операторы, индуцированные 
оператором А'01 соответственно в § ( 0 1 ) и § ( 0 2 ) . В силу уже доказанной части 
теоремы 
(7) Бр А<° ̂  + ер А(°2> = Бр А(°\ 
Кроме того, очевидно, 
(8) ер Л ^ Ч в р ^ 2 ) = 2бр ^ п + 5 р ^ ( 0 1 ) + 5ру4(02)! 
(9) = эр^п+5ру4<°>. 
Из (7), (8) и (9) следует (3). Теорема доказана. 
Легко видеть, что при условиях теоремы 1 
(10) ер А\]) + ер 4 2 ) = ер А У + эр Ар. 
Можно ли утверждать, что формула (10) верна и для произвольных операторов 
класса £>7? Мы можем ответить на этот вопрос утвердительно лишь при 
ограничениях, сформулированных ниже в теоремах 2 и 4. 
Т е о р е м а 2. Пусть и §(2) —инвариантные подпространства оператора 
А £ Если хотя бы один из операторов А(,), А(2> вполне непрерывен, то имеет 
место формула (10). 
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Д о к а з а т е л ь с т в о . Повторяя рассуждения, приведенные при доказа-
тельстве теоремы 1, и пользуясь введенными там обозначениями, получим 
для случая § ( 1 ) П§ ( 2 ) = 0 следующие равенства: 
sp 4 1 ' = j ? ( 4 1 > cpj, <Pj) = 2 ( 4 3 ) = SP 4 3 ) , 
j = i y=t 
sp Ay = s p 4 2 ) + s p 4 3 ) . 
Таким образом, 
(11) sp4 1 > + sp4 2 > = s p 4 J . 
Если же § ( 1 ) П§ ( 2 ) ^ 0 , то (10) вытекает из соотношений 
s p 4 0 1 ) + sp4 0 2 > = s p 4 0 ) , s p 4 " + s p 4 2 ) = 2 s p 4 n + . s p 4 0 I ) + sp4 0 2 >, 
s p 4 u = s p 4 n + s p 4 ° > . 
Формула (11) была получена впервые Г. Э. К и с и л е в с к и м , предпола-
гавшим, что А — вполне непрерывный оператор класса спектр которого 
сосредоточен в нуле. 
Заметим, что если и § ( 2 ) — произвольные подпространства в 9} и 
£ ( 1 ) = U Ьк ( § , с § 2 с . . . ) , то равенство § ( 1 >П§ ( 2 ) = U (§*П§ ( 2 ) ) , вообще к= 1 (с=1 
говоря, не верно., Тем не менее справедливо следующее утверждение. 
Т е о р е м а 3. Пусть оператор А имеет инвариантные подпространства 
§(1),§(2\§* (<r>icz§)2cz...), причем §(1) = Ü Ьи- Если А£<5, то t= 1 
(12) sp Лп = lim sp^£ \ 
где An и A[] индуцированы оператором А соответственно в S3n =Ö(1) П5<2) 
и £>Р = §>кП§<2)• Если же А и все операторы Ак, индуцированные в под-
пространствах §>к, вполне непрерывны, то 
(13) s p 4 n = l i m s p ^ ß . 
к <>> 
Д о к а з а т е л ь с т в о . Применяя в случае А£ & теорему 1 к подпространст-
вам § п и §>к, придем к равенству 
(14) sp А п + s p Ак = s p ^ + sp^f 1 
где Вк—оператор, индуцированный в § n Ü Ьи- Переходя в (14) к пределу и 
учитывая, что по формуле (2) 
lim sp Ак = lim sp Вк = sp А ( , \ 
к-~ 
получим (12). Равенство (13) следует аналогично из теоремы 2. 
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Т е о р е м а 4. Пусть и §(2) —инвариантные подпространства оператора 
©о 
Если = U ( § ! c i § 2 с • ), причем все подпространства §>к инва-
к= 1 
риантны относительно А и операторы Ак, индуцированные в §>к, вполне непре-
рывны, то имеет Место формула (10). 
Д о к а з а т е л ь с т в о . В силу теоремы 2 
<15) s p ^ / + s p 4 2 ) = s p ^ i + s p ^ ß , 
где АУ и Ар индуцированы соответственно в подпространствах §>к U § ( 2 ) и 
§ (.П§» (2 ). Остается, пользуясь формулой (13) и соотношениями 
lim sp AkI — sp lim sp — sp Ay, 
вытекающими из (2), перейти в (15) к пределу. 
2. Рассмотрим класс Q всех линейных ограниченных операторов, дейст-
вующих в гильбертовом пространстве § и имеющих вполне непрерывные 
.мнимые компоненты. Невещественный спектр оператора А £ Q представляет 
собой последовательность АДу = 1,2, . . . ) , предельные точки которой могут 
лежать лишь на вещественной оси; корневые подпространства, соответству-
ющие точкам Xj, конечномерны [4]. Пусть l j — положительно ориентированные 
окружности достаточно малых радиусов, центры которых расположены в 
точках Xj, и 
<16) P n = ~ 2 j ^ - I E ) - X d k ( п = 1,2 , . . . ) . 
yj 
Тогда, согласно известной теореме Ф. Рисса [5], Р2 = Рп и подпространства 
=Р„%,. Ы2) = (Е — Рп)$> инвариантны относительно А. При этом 
представляет собой линейную оболочку корневых подпространства, соот-
ветствующих точкам Х1, Х2, ..., Х„, и имеют место соотношения 
Подпространства , . 
§(П) = = (J §(1>, • §(2) = Ь(2){А) = р §(2) ; 
п=1 л =1 
очевидно, инвариантны относительно А. 
Л е м м а 1. Если §0 — инвариантное подпространство оператора А ££2 и 
•индуцированный в §>0 оператор А0 имеет чисто вещественный спектр, то 
Д о к а з а т е л ь с т в о . Пользуясь формулой (16) и замечая, что функция 
(А~ХЕ)-Ч0 = (А0-ХЕ)~Ч0 (h0£b о) 
голоморфна в невещественных точках, получим равенства P„h0 = 0 (п = 1, 2, ...). 
•Следовательно, § 0 принадлежит всем подпространствам $У„2). 
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Л е м м а 2. Пусть А а О и §0 — инвариантное подпространство оператора 
А*. Если оператор А$, индуцированный оператором А* в §0, имеет чисто 
вещественный спектр, то § 0 _1_§(1)(Л)-
Д о к а з а т е л ь с т в о . Так как функция 
голоморфна во всех невещественных точках, то 
(Р„ А, А0) = 2 J ( ( / 1 - АЕ)~1 /г, /г0) ¿IX = О 
и, значит, б о ! ^ (п = ], 2, ...). 
Из леммы 1 и 2 легко следует, что $)<2>(А) = 
Т е о р е м а 5 . Если А — оператор класса <2/, действующий в пространстве §, 
/ио §(1)(Л)П§>(2)(4 = 0м§(1)(^)и§(2)(4 = §- Подпространство (А) явля-
ется единственным инвариантным, удовлетворяющим указанным выше условиям. 
Д о к а з а т е л ь с т в о . Пусть снова Х ^ = \ , 2 , ...) — последовательность всех 
невещественных точек спектра оператора А, УJ — достаточно малые положи-
тельно ориентированные окружности с центрами в точках Xj, 
Рп = ¿ . 2 ах, = Р,: §<2> = (Е—Рп)§>. 
уз 
Положим § ( 0 ) = §>(1)(А)П1О<2)(А) и обозначим через А(0> оператор, индуци-
рованный в §<0). Так как § ( 0 ) с§< 2 > и § = ^ Ч ^ 2 ' , то § ( 0 ) П§<*> = О' 
(п = 1,2, . . . ) . Из теоремы 3 следует, что зр 4 0 ) = 0. Поскольку АГ>0, то 
АИ0=А*к0 (А0 £§ ( 0 ) ) , § ( 0 ) инвариантно относительно Л*, у4(0) имеет чисто 
вещественный спектр и, согласно лемме 2, § ( 0 ) Этим доказано, что 
§ ( 1 )ООП§ ( 2 )(у4) = о. 
В силу теоремы 4 
(17) з р Л ^ з р ^ Р + з р Л ^ 
(18) Б р ^ = в р Л ^ + Б р ^ Р , 
где 4 4 индуцированы соответственно в § ( 1 )(^)> 
$>Т(А) и ,§и = $>(1)(А) 0 §< 2 ) (А). Переходя к пределу в (17) и сравнивая резуль-
тат с (18), получим равенство Бр АГ = ЗР АУ, которое означает, что АК = А*К 
для каждого вектора- А £ § © § и . Ввиду леммы 1 § © § и с § ( 2 )(Л), так что 
£ ( 1 ) 0 4 ) 0 § 2 ( Л ) = 
Предположим теперь, что некоторое инвариантное относительно А под-
пространство § (2> ) удовлетворяет условиям (А) П §{ 2 , ) — 0,§ ( 1 ) (А) 0 = Ь-
Тогда оператор А(2'\ индуцированный в § ( 2 ' \ имеет чисто вещественных спектр 
в, следовательно, § (2< ) с §>(2)(А). Кроме того, 
ЕР А1 = 8Р А ^ + &Р А\2) = ЕР + 5Р А(,2'\ 
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откуда вытекает, что к подпространству § ( 2 ) ( ^ ) 0 § ( 2 ) можно применить 
лемму 2. Таким образом, § ( 2 ) (Л)©§ < 2 , ) ортогонально к <оП)(А) и, значит, 
При помощи теории характеристических функций несамосопряженных 
операторов близкие к теореме 5 результаты были получены одновременно' 
с автором и независимо от него Ю. П. Г и н з б у р г о м . Теорему 5 можно вывести 
также из некоторых теорем Б. С . -Надя и Ч. Ф о й я ш а [6], если потребовать 
дополнительно, чтобы мнимая компонента оператора А была конечномерной,, 
а характеристическая функция соответствующего оператору А сжатия 
— внутренней. 
Пользуясь теоремой 5 и леммой 1, придем к следующему выводу. 
Каждое инвариантное подпространство оператора А 6 <»/ есть замыкание 
линейной оболочки его пересечений с $j(1)(A) и 5)(2)(А). 
Отметим существенность требования диссипативности (т. е. положитель-
ности мнимой компоненты) в теореме 5. Пусть е0,е1,е2,...— ортонормиро-
ванный базис в$)нЛ1,Л2,... — последовательность чисел, для которой 2 < 
j = 1 
{Imlj9^0, Лj^AЛk OVA:)). Тогда оператор А, определяемый равенствами 
Ае0 = Л1е1+Л2е2 +... 
(19) Ае1 = Л1е1 
Аег = Л2е2 
является ядерным, причем замыкание § (1 )(/1) линейной оболочки всех его 
корневых подпространств, отвечающих невещественным собственным числам, 
есть ортогональное дополнение к е0 . Вместе с тем не существует, как легко 
проверить, ненулевого инвариантного подпространства § ( 2 ) , удовлетворяющего 
условию § ( 1 ) (Л) П ¡5(2) = 0. Возможно, однако, что теорема 5 останется в 
силе, если мы, сохранив диссипативность, заменим условие ядерности другим, 
менее ограничительным. Пример, аналогичный вышеуказанному, приведен 
в диссертации И. С. И о х в и д о в а [7]. 
Т е о р е м а 6. Пусть А ££>/" и §0 — инвариантное подпространство опера-
тора А, принадлежащее §(1)(Л). Тогда 
(20) = б (&>П©4), -
*=1 
где ($к(к= 1,2, ...) — все корневые подпространства оператора А, соответ-
ствующие невещественным точкам спектра. 
Д о к а з а т е л ь с т в о . Обозначим через А0 и А'0 операторы, индуцированные 
соответственно в подпространствах § 0 и 0 Так как, очевидно,. 
к= 1 
и (§оП© к ) = §оП.^ 1 » и ©*], к=1 V 4=1 ) 
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ТО 
U (боП®*) = Ö ( ö o n ^ i 1 ' ) 
и, согласно формулам (2) и (13), 
sp А'0, = lim sp А'ы = sp Aor, 
к~* оо 
тде через А'к обозначен оператор, индуцированный в § 0 П Таким образом, 
подпространство §о © U (So П ®*) удовлетворяет условию леммы 2 и, значит, 
*= 1 
•ортогонально к Учитывая, что оно вместе с тем принадлежит $ ( П (А) , 
приходим к формуле (20). 
Заметим, что и в теореме 6 нельзя обойтись без требования диссипатив-
•ности. В самом деле, для оператора, сопряженного с (19), будем иметь 
А*е0 = 0 
4*(eo + e i ) = Я1(е0 + е1) 
А*(е0 + е2) = Л2(е0 + е2) 
Здесь корневые подпространства ©,(, соответствующие невещественным 
собственным числам, одномерны и натянуты на векторы е0 + ек (к = 1,2, ...). оо t 
При этом Q есть все пространство а одномерное подпространство 
*=i 
§ 0 , натянутое на вектор е0, не удовлетворяет соотношению (20). 
Оператор А, действующий в пространстве называется вполне неса-
.мосопряженным, если § нельзя так представить в виде ортогональной суммы 
двух нетривиальных инвариантных относительно А подпространств, чтобы 
•оператор, индуцированный в одном из них, был самосопряженным. Для 
любого оператора А пространство § однозначно представимо в виде орто-
гональной суммы подпространств § 0 (Л) и §>±(А), удовлетворяющих следующим 
условиям: 1. § 0 (Л) и §-*-(/)) инвариантны относительно А, 2. в § 0(Л) индуци-
руется вполне несамосопряженный, а в §>М(Л) — самосопряженный оператор. Если 
в некотором инвариантном относительно А и А* подпространстве индуцируется 
самосопряженный оператор, то оно принадлежит ф-Н-Л) [4]. 
Т е о р е м а 7 .Пусть A£(5f, Aj, Л2, ...—последовательность всех невещест-
венных собственных чисел оператора Au vk— размерность корневого подпрост-
ранства (ök, соответствующего числу Хк. Тогда 
<21) 2 ^ spA,, 
к = 1 
причем знак равенства имеет место в том и только том случае, когда 
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Д о к а з а т е л ь с т в о . Согласно теоремам 5 и 4 
(22) s p ^ + s p ^ = s p ^ J ; 
где Л ( 1 ) и А(2> индуцированы соответственно в и § ( 2 ) ( / i ) . Легко видеть, 
что след мнимой компоненты оператора, индуцированного в (5fc, равен п 
vk Im Хк. Применяя теорему 2 к подпространству = Q (6fc и пользуясь 
к= 1 
формулой (2), получим: 
(23) s p ^ 1 ' = ¿ v ^ I m A * . 
к= 1 
Из (22) и (23) следует неравенство (21). В нем тогда и только тогда будет 
достигаться знак равенства, когда sp А\2). Если последнее соотношение выполня-
ется, то Ah=A*h (h £ $)<2) (А)) и, следовательно, § (2 )(у4)с§-1(у4). С другой 
стороны, согласно лемме 1, $>±(А)с§>(2)(А). Обратно, если &±(А) = £(2)(А), 
то, очевидно, sp А(2) = 0. 
Из теоремы 7 вытекает следующее утверждение, доказательство которого 
впервые было получено М. С. Л и в ш и ц е м [8] и впоследствии упрощено 
Б. Р. М у к м и н о в ы м [9]. 
Т е о р е м а 8. Если А —вполне несамосопрженный оператор класса <5/, 
действующий в 9), то имеет место неравенство (21), причем знак равенства 
достигается в том и только том случае, когда Sja>(A) =§. 
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Characterization of some classes of measures 
By R. R. GOLDBERG and A. B. SIMON in Evanston (Illinois, U. S. A.)1) 
I. Introduction 
Let M(G) be the set of (bounded regular Borel) measures n on a locally compact 
abelian group G. The following theorem is a well-known characterization of those 
measures which are absolutely continuous (with respect to the Haar measure of G), 
given iu terms of the translates ¡ix (where nx(E)=n(E — x)). 
T h e o r e m A. Let nd M (G). Then n is absolutely continuous if and only if 
ll^jc-^11 a s 0-
For a proof see ([5], p. 230). The norm in the statement of Theorem A is the 
usual measure norm ( = total variation). 
In this paper we introduce two other norms for M(G). Using them we give 1) 
a characterization- of the measures in M{G) whose Fourier—Stieltjes transforms 
vanish at infinity, and 2) a characterization of the continuous ( = non-atomic) 
measures in M(G). In each case the necessary and sufficient condition is similar 
to that in Theorem A — namely, that as ¡xx must approach /( in a suitable 
norm. In case 2) we must restrict ourselves to metrizable groups. 
n . Characterization of measures whose Fourier—Stieltjes transforms 
vanish at infinity 
Let r denote the character group of G. If n £ M(G) let 
|M| r = sup \fi(y)\ 
ver 
where fL is the Fourier—Stieltjes transform of fi — that is fi(y) ~ J (y, t)dn(t). Since 
G 
p. is determined by the values of fi on T [5], we have ||^||r = 0 if and only if fi is the 
0 measure. The other conditions that || - | | r be a norm are readily verified. Here is 
our characterization. 
T h e o r e m B. Let n£M(G). Then fl vanishes at infinity ifand only if H/^ —ju||r —0 
as jc—0. 
') Research supported by the National Science Foundation Grant GP-3930. 
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P r o o f . Suppose first that p. vanishes at infinity. Since 
A . G O = ¡ ( y T t j d n J t ) = J faTjd(x(t-x) = f (y,t + x)d/i(/) = (yTx)fi(y), 
G G G 
we have 
yil ytr 
Since, by assumption, u vanishes at infinity,'given1 £ > 0 there Exists a compact 
KczT such that | £ ( y ) | < y i f y£F — K. Moreover, the set U of all x in G such that 
|(y, x) —1| <e/||ju|| r for all y£K is a neighborhood of 0 in G. If y£K we thus have 
( 2 ) l ( 7 , * ) - l | - | / K v ) l < ( « / I N I r ) - I N I i - = e ( * € C / ) , 
while if y ^ r ^ - K we have . . 
(3) \ ( y , x ) - l \ . \ ( l ( y ) \ ^ 2 . j = £ ( . v e C ) . 
From (1), (2), (3) it follows that \\{ix-ti\\r<e if jc6 U. That i s j | ^ x - / t | | - 0 as x - 0 . 
This proves half the theorem. 
To prove the other half we need a lemma (see [1]). 
L e m m a . Let Ube any neighborhoodofO in the locally compact abelian group G. 
Then there exists a compact subset K of T (the character group of G) such that for 
tiny y^T — K there exists x£U with Re (y, x) SO. 
¡Now suppose \\px — n\\r~*0 as x —0. We must show that fi vanishes at infinity. 
Given e > 0 choose a neighborhood U of 0 in G such that \\[ix —p\\r<e (x6 U). Then. 
(4) | ( y , x ) - l | . | £ ( y ) | < 8 ( y € r ; x 6 £ 7 ) . 
For this U choose KaT according to the lemma. Then if y£F — K there exists 
x £ U with Re (y, x) ^ 0 so that |(y, x) — 11 > 1. Using this x in (4) we have |/i(y)| < e-
if y£T — K. This completes the proof. 
III. Characterization of continuous measures 
If G is a non-discrete metrizable group then its character group T is tr-compact. 
In F there is a sequence of open subsets An with compact closure satisfying; 
Atc:A2cz ..., lim m(A„) = and such that 
(5) 1 M«) = !zd6f/(y)dy 
A„ 
exists for all almost periodic functions / on f and is equal to the mean value of 
/ ([2]). Here m(An) means the Haar measure of An. H E W I T T and STROMBERG ([3]) 
have shown that the limit in (5) will exist for many other functions as well, and, 
in fact they proved 
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L e m m a . Let ¡i^M[G). Then ¡xis a continuous measure if and only if M(\fi\)=0. 
We now define our second norm. If fi £ M(G) where G is metrizable, let 
• JT(n) = s u p — i — \fi(y)\ dy. n m{A,.)J 
An 
Our second main result is 
T h e o r e m C. Let G be a metrizable locally compact abelian group and let' 
u f M(G). Then n is a continuous measure if and only if jV(hx~h)-*0 as jc->-0. 
P r o o f . First suppose that /t is continuous. Then by the lemma we have 
M(|AI)= lim ——r / \fL(y)\dy = Q>. Hence, given 8 > 0 there exists N such that 
n->~ m(A„) J 
A„ 
(6) - J j j J d y <= 8/2 (nSN). 
AN 
Moreover, the set U of x in G such that |(y, x) — 11 < e/||/(||r for all y € AN is a neigh-
borhood of 0 in G. Thus, if n=s N we have from (6) 
An An 
Also, if n^N then AnQAN and so, if x£U 
1 
m(A 
^ J \ ( y , x ) - 11 • |/i(y)| dy == Mr • J \ ( y , x ) - l \ d y * 
A„ A„ 
• S MAelMr). 




s u p / - 11 • №(V)l DY = £> n m(A„)J 
An 
^ f e - j " ) = e 
Thus, J r ( f i x - f i ) - ^ 0 as 0. This proves half the theorem. 
Now suppose that J f ( i i x — n)-» 0 as x—0. We must prove that /x is continuous. 
Given e > 0 choose a symmetric neighborhood U of 0 in G such that 
(7) jr(fix-p)^e (x£U). 
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Let <p be the function on G defined by 
q>(t) = llm(U) (t£U), 
<p(t) = 0 (teG-U). 
(We are now denoting the Haar measure on G, as well as that on r , by m. We may 
clearly assume that m(U) -< Then <p, the Fourier transform of q>, is real-valued 
(since U is symmetric) and <p vanishes at infinity by the Riemann—Lebesgue theorem. 
Thus, for some compact i c f , 0(?) = i if y£T — K. That is, 
MY) = J(y, X)<p(x)dx = J(y, x)dx S J (yer-K). 
Hence 
,x)]dxm-^ (yer-K), 




Now from (7) we have for any n 
^ AN 
If we multiply by ——— , integrate over U, and invert the order of integration we 
m(U) 
obtain 
, , . . „ „ • 11 dx^ s. m(A, 
A,, AN 
Then certainly 
k ) f i m d y - ^ u ) f l ( y > x ) -
A„ AN ' 
A„-K V 
But if y£An-K then, by (8), J\(y,x)~\\dx^. Hence 
A„-K 
Moreover, it is certainly true for large n that 
Some classes of measures 161 
since m(A„)-~ °° as n — °°. Hence 
¿j/ 
An 
for large n, which proves that M(\fi\)= lim . . . I \fi(y)\dy =0 . By the lemma, J 
An 
fi is continuous and the proof is complete. 
IV. Remark on another class of measures 
We have made an attempt at another result along the lines of Theorems 
A, B, C. Let A be the maximal ideal space of the measure algebra M(G). That is, 
A is the space of continuous complex-valued homomorphisms h on M{G). If for 
fi € M(G) we define | | / j | |d= sup \h(fi)\ then, since h(p.) = ß(h) where fi is the Gelfand 
transform of n, U ^ is the spectral norm of ¡i[4: p. 76]. It is now natural to ask: 
For what fi is it true that \\fix—fi\\A —0 as x—0? 
For each x € G let <jx be the unit mass concentrated at x. For h£A the function 
Xh defined by 
X„(x)=h(ax) ( x e G ) 
is easily seen to be a group character of G. However, need not be continuous. 
If we could answer positively a certain question about these %h we could give a 
characterization of the kernel of the hull of Ll(G) in M(G) — the set of all ¡x £ M(G) 
such that fi(h) — 0 for all h^A—.G. The question whose answer we are unable to 
establish is this: Are the h for which Xh ¡ s discontinuous dense in A—Gl If the 
answer to this question is yes then we can easily establish the following: 
Let ß £ M{G). Then n is in the kernel of the hull of Li(G) if and only if — 
as x—0. 
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A type of extension of Banach spaces 
By R. K A U F M A N in Urbana (Illinois, U. S. A.) 
The purpose of this article is the study of a certain relation between a Banach 
space Z a n d a linear subspace Y. A subset F of the unit ball of X* is called a 
Y-boundary if for each y in Y, ||_y|| =sup{| / ( j>) | :fdF}; X is a bound extension of Y 
if every Y-boundary is an ^-boundary. By requiring that X itself admit -no bound 
extension one has an obverse to the "projective resolution" of a compact Haus-
dorff space defined and constructed by GLEASON [1; Theorem 3 . 2 ] . We believe, 
moreover, that the theory of P1 spaces is naturally included in the present discussion. 
Banach spaces may be real or complex; but since certain arguments are more 
difficult in the complex case, this case is sometimes treated, to the exclusion of 
the other. 
L e m m a 0. X is a bound extension of its subspace Y if and only if there is no 
semi-norm ||x|| j on Xexcept ||x|| itself, Such that ||x||, ^ || x\\ for all x, and ||>'|| t = 
for all y. 
P r o o f . If F is a 7-boundary in the unit ball of X*, we can define ||x||i = 
= sup { | / ( x ) | : F \ . Then ||x|| l = || x|| if and only if F is an ^-boundary, yielding 
the direct implication. Conversely, if ||JC|1 t is a semi-norm as given in Lemma 0., 
we can take F= {f£X*: |/(x)| S J|j*-||a for all x} as a 7-boundary; if F is an 
X-boundary 11x1̂  = 11x11. 
We shall use the term Py space for a Banach space Z with the "extension prop-
erty": for each Banach space X, subspace Y, and bounded linear transformation 
T of Y into Z, there is an extension 7" of T mapping X into Z, and \\T'\\ =|| T||. 
For a discussion of Pi spaces see KELLEY [3]. A natural and obvious example is the 
space B(S) of all bounded function on an abstract set S, under the usual sup-norm; 
this.example shows, that every Banach space can be extended to a Pv space. The 
best possible extension is discussed in the next two paragraphs. 
T h e o r e m 1. If X is a Pl space and Y a linear subspace [of X, there is a sub-
space Z3 F, which is a PL space and a bound extension of Y. 
P r o o f . Consider the family N of semi-norms on X subject to the conditions 
of Lemma 0. Zorn's Lemma yields the existence of a minimal element ||x||0 in N. 
X being a Pi space there exists a linear transformation T of X into itself such that 
T(y) =y for each y in Y and ¡|T(x)|| S | | x | | 0 for each x in X. Then the semi-norm 
||x||j = || JT(X)|| , x£X, belongs to N, whence ||x||, coincides with ||x||0. Still another 
element of N is defined by | |x | | 2= lim sup * - 2 T \ x ) n 1 
(In fact the limit exists.) 
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Since | | x | | 2 ^ | | x | | 0 for all x, and T fixes each member of Y, | |x||2 = ||x||0- T being 
a contraction of X (with respect to its.original norm), it is well known that for 
every x, \\(I-T)x\\2 = 0, or what is the same, T2 = T. The space Z=T(X) contains 
Y and is clearly a Py space. Finally, observe that each semi-norm |[z||i on Z has 
a natural extension to X by the definition | |T(X)| |] = [] JV[| ^; the minimal nature of 
||T(x)|| shows then that Z, with its given norm, is a bound extension of Y. 
C o r o l l a r y 2. Let Z be a P{ space which is a bound extension of a subspace Y, 
and U an isometry of Y into a space X such that X is a bound extension of U(Y). 
There is a unique linear transformation V of X into Z for which 
(i) UV(y)=yfory€Y, (ii) \\V\\SL 
Moreover, V is an isometry. 
P r o o f . The existence of V is assured by the hypotheses that U be isometric 
and Z a P, space. Lemma 0 shows that V is in fact an isometry of X into Z ; let Vl 
• be another transformation with the required properties. Then there is a linear 
contraction S of Z such that SF i (x )= 5F(x); by an argument similar to that in 
Theorem 1, for each Z it is true that | | z | |= l imsup - Z S ' - ( z ) ; then S = 1 and 
V, = V. 
In the two lemmas and theorem immediately below A is a compact Hausdorff 
space, y a linear subspace of C(A) (real or complex), and by hypothesis there is 
no proper closed subset of A in which every member of Y assumes its maximum 
modulus. Lemmas 3 and 4 contain the irreducible kernel of analysis necessary 
for "concrete" applications. 
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L e m m a 3. If U is a non-empty open subset of A and— >E>0, there is an 
element y in Y which assumes its maximum modulus only in 
£/fl {a: Re y(a) > || j | | cos s}. 
P r o o f . Let y, be an element of Y which assumes its maximum modulus 
only in U and moreover | | j | | = m a x R e y L . Let y2 be an element of Y which attains 
its maximum modulus only in the set 
u n | a : R e ^ i ( a ) > | | j ; | | , c o s y j , and ||y\\2 = m a x Re>>2. 
We shall show that for all sufficiently large n the functions h„—ny2 + yl in Y are 
suitable for the present lemma. 
Indeed suppose an£A and |/i„(a..,)| = ||/z„||, « = 1, 2, 3, ... . Since \\hj ^n\\\\y2\\ + 
+ ||.yH i cos for each n, [« |b | |2 | | + |b,1| cosyj S \ny 2 (a n ) \ 2 - + 2n R e b z i a J j ^ f l J U -
+ |y,(a„)|2. Thus b 2 ( a „ ) | - | | ^ 2 | | and lim inf Re [y2(an)yi (a„)] S | |y t | |y2\\ - cos y . 
But the argument of j>i(a„) is ultimately ' confined to y , y j so that 
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——, —J ; the argument of 
h„(a„) is then also restricted as asserted, for n sufficiently large. L e m m a 4. Letf£C(A) and0^d< ||/||. Then for some y in || +/|| < -d. 
P r o o f . We can assume that / attains the value | | / | | in A. Let d<s< | | / | | and . 
F be a neighborhood of — 1 in the plane. Then there is a function y in Y which 
attains its maximum modulus, 1, only in the set {a: Re f(a) >.s} fl {û: yifl) £ V}. 
Once y is chosen we can estimate \\f+ny\\ as n \ f ( a ) + ny(a)\2 — \f(a)\2 + 
+In Re [f(a)yja)\ -rn1 \y(a)\2^n2+ 2nB + o(«), where B = sup {Re [Xf{a)] : X £ V, 
a£A, Re f(a) S51}. If the lemma is false then for every choice of s and V we must 
have | | /+ny| | ë n — d, whence B^—d. Passing to the limit as V contracts to —1, 
we obtain an a such that Re f(a) ^s, and — R e / ( a ) s — d, or Re f(à)^s, a 
contradiction proving the lemma. 
Th eo rem 5. C(A) is a bound extension of Y. 
P r o o f . If IÎ HJ is a semi-norm as in Lemma 0, then for every y d Y,f£C(A), 
we have \\y+f\\ £ | | j + / | | 0 S | | j | | - | l / l l o - By Lemma 4, | |/ | | = | | / | |0 . 
C o r o l l a r y 6. A Banach space X is a bound extension of a subspace Y if and 
only if the unit ball of X* contains a w*-closed X-boundary F which is a minimal 
w*-closed Y boundary. 
P r o o f . The converse assertion is clear inasmuch as any Y-boundary is an 
X-boundary. On the other hand if the set F exists we can consider that YQXQ C(F) 
and by Theorem 5, C(F) is a bound extension of Y. An easy application of the 
Hahn—Banach Theorem shows that X, too, is a bound extension of Y. 
Let us apply the previous remarks to a F, space X, and a minimal w*-closed 
X-boundary A in the unit ball of X*. By Theorem 5, C(A) is a bound extension 
of the Pt space X, whence X= C(A). Again from the definition of P1 space, there 
is a. projection T of the Banach space of bounded functions on A onto C(A), the 
projection T having norm one. Since C(A) contains the constant functions, it is 
plain that T must preserve the class of non-negative real functions. In particular 
if h is the characteristic function of an open subset U of A, then T(h) = 1 on U and 
T(h) = 0 on the complement of U~. Then U~ must be open: A is extremally dis-
c o n n e c t e d (KELLEY [3]). 
To complete our previous considerations, and obtain incidentally a converse 
to the last remark, we require a lemma on regular open sets. For the necessary 
theory of Boolean algebras, one may consult HALMOS [2], in particular pages 
13—17. We adopt the notation that q S be the interior of the closure of S for any 
subset S in a topological space, and ât(M) be the Boolean algebra of regular open 
subsets of M. 
L e m m a 7. Let f be a continuous mapping of a compact Hausdorff space M 
onto a Hausdorff space N, such that f(S)?±N for any proper closed subset S of M~ 
There is defined a Boolean isomorphism m of 3%(M) onto 3i{N): 
mU=ef(U), um(M). 
166 R. Kaufman: 'Extension of Banach spaces 
The inverse s is given by 
sV=Qf~1(V), 
P r o o f . We verify first that m and J are inverse to each other. If 
surely V^msV; since f~!(V) is dense in f~l(msV), V is dense in msV and V=msV. 
If U£9t(M), then f(smU) contains the interior of / (£/) , so f{U')\Jf{smU) is dense 
in N and U'U smU is dense in M, yielding U^smU. From the fact that / ( [ / ) is 
dense in f(smU) it follows similarly that UQsmU. 
The identity g ( F U F) = qE\J qF for arbitrary subsets E, FQ N, shows that 
m(U, V U2) = mUl\/mU2 for Ux, U2i<%(M); this depends on the fact that Ut U.C/2 
is dense in L^VE/2. To see that m(Uj fl U2) — mUl C\mU2, observe that for certain, 
open subsets WX and W2 of N, U{ and / - 1 (W / i ) is dense in {/,-, / = 1 , 2 . 
T h e n F~A{WI f l W2) is d e n s e i n ULC\U2, a n d M(UIR\U2) = Q(WIC\W2).= 
= eWi(~]QW2=mUif}mU2 (lemma 4, p. 15, [2]). The facts now established 
for m and s complete the proof. 
C o r o l l a r y 8. If N is extremally disconnected, f is a homeomorphism (GLEASON 
[1; Lemma 2.3]). 
P r o o f . Since £%(N) contains only closed subsets of N,0t(M) contains only 
subsets of the form f~'(W) for a subset W open in N; the same foi>m prevails for 
all open subsets of M, whence / is one-to-one. 
Returning to the general problem, we begin with a Banach space A'and a minimal 
vc*-closed X-boundary F i n the unit ball of X*. Also, let Z be a bound P{ extension 
of X\ we know at the outset that Z is isometric with C(A) for some extremally dis-
connected compact Hausdorff space A. We shall show that A is the Stone space 
of the Boolean algebra &(F) and that 8k{F) is independent (to within isomorphism) 
of the choice of F. 
The first step is to consider a iv*-closed subset F, of the unit ball of Z* whose 
restriction to X i s exactly F; since Z is a bound extension of X, Ft is a Z-boundary. 
Since F is a minimal closed Z-boundary, we can suppose that Fx is a minimal closed 
Z-boundary. If we use the familiar representation of Z* by countably additive 
Borel measures in A, we see that F, must contain, for each a£A, a measure with 
mass 1 at {o}; this does not depend on the disconnectedness of A. It is convenient 
to write X'(t for the functional / — ! / ( « ) , / € C ( A ) , a£A, X a complex number. The 
measures in F] which can be represented in the manner just described form a closed 
subset which is a boundary foi Z and consequently they exhaust Fx,-by the -mini-
mality. The mapping n of F , onto A given by n(X-a) =a for X-a in F , , is continuous 
a n d fulfills the conditions of Lemma 7 and Corollary 8, insuring that n is a homeo-
morphism of F, onto A. The Boolean algebra ^?(Fj) (or M(A)) determines A to 
within homeomorphism, while ^ ( F , ) a ^ ? ( F ) by Lemma 7. This is the conclusion 
sought, in view of the fact that (%(A) coincides with the Boolean algebra of open-
closed subsets of A. 
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On interpolation functions 
By J. PEETRE in Lund (Sweden) 
If X is a locally compact space provided with a positive measure ¡1, we denote 
by where l < / > < ° ° and £ is a positive ^-measurable function, the space of 
/¿-measurable functions a such that (a is of /¿-integrable pth power. We provide 
with the norm 
= (¡M-dti)11". 
A function H~H(zQ, z j , defined, Borel measurable, and positive for z0 > 0 , 
.z t=-0, is said to be an interpolation function of power p if and only if whenever 
k is a linear mapping which is continuous from Lj?0 into L\0 and from £ £ into L\t 
then % is also continuous from into Lf / (?0i it is understood that the 
domain of n contains both L\o and Z^ . We require also that 
(1) MsCmáx {M0, M1} 
for some constant C, where M0, Ml, M are the corresponding operator norms, 
M 0 — sup {||7ra|| „ / | |a | | i P} etc. (It is intended that this should hold for all 
Co £o 
C0,Ci5 in particular C should only depend on H.) If C = 1 we say (following 
DONOGHUE [1]) that H is an exact interpolation function. E.g. z¿~°z\ with O < 0 < 1 
is an exact interpolation function by the well-known theorem of STEIN and WEISS [4]. 
The first general criterion for a function to be an exact interpolation function was 
given by FOIA§ and LIONS [2]. In [3] we gave a somewhat novel deduction of their 
condition and supplemented it by a new condition in a sense dual to the first one. 
For technical reasons mainly we shall restrict below the notion of interpolation 
function further: We shall require that H(z0, zt) is homogeneous of degree 1 and 
moreover that 
(2) lim H(z0, zx) = 0, l i m # ( z 0 , z j = 0. 
zo-»0 zi->0 
We shall give necessary and sufficient conditions for a function to be a (not 
necessarily exact) interpolation function in the above restricted sense. It will be 
clear that this settles the problem of interpolation functions for most practical 
purposes. We note however that within the narrower class of exact interpolation 
function the question is still open, except when p = 2 [1], [2], but this is now of mostly 
theoretical interest only. 
Let us say that two positive functions u and v defined in any set are equivalent 
if there exists a constant C, 0 < C < s u c h that u S C v and v ^ C u in that set. 
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It is clear that if H is an interpolation function then every equivalent function 
(homogeneous of degree 1) is also an interpolation function. Indeed, this follows 
from the fact that L\ is not changed if we replace £ by an equivalent function. 
T h e o r e m 1. Either of the two following conditions is necessary and sufficient 
for a function H=H(z0, z j (homogeneous of degree 1) to be an interpolation function 
of power p: 
i) H is equivalent to a function of the form 
( 3 ) ^ . ^ ^ ( ( L I ) - * ) ] " ( I + I = 1 ) 
where (p is positive and concave and cp{a) = o (max (1, er)) as c— 0 or 
ii) H is equivalent to a function of the form 
(4) H2(z0 ,z1) = z0 J) 
where ip is positive and concave and ip(a) = o(max (1, c)) as ¿r — O or 
E x a m p l e . If H{z0, zi)—z^~Bz\ with O < 0 < 1 we may take <p(t) — ip(t) = t9, 
and we obtain thus a weak form of the theorem of STEIN and WEISS [4]. 
P r o o f (sufficiency). Recall first the result of [3]: A function H=H(z0, Zj) 
is an exact interpolation function if it is of the form 
(5 ) H ( Z 0 , Z I ) = H Z { Z 0 , Z I ) = [ / ( 2 G + / ' * ? ) " " ^ ( I ) P 
0 
or of the form 
(6) H(z0,z,) = H4(z0, Zl) = [ / (zo- + r"zT"yidr1(t)\ 
where £(t) and t](t) are increasing functions and — | — = 1. (In [3] it was assumed 
p q 
that £(/) and t](t) were absolutely continuous but this is of course immaterial.) We 
note that in either case (2) is automatically fulfilled. 
Let us first consider the case of ii). It is plain that any HA is equivalent to a 





because (ZQ4 + t ~ q Z i 9 ) « and min ( z 0 , / z t ) are equivalent, and conversely any 
such a function is equivalent to a HA and thus by [3] it is itself and interpolation 
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function. But since min | l , j is concave in this is a H2 by super-
position. Hence, after a change of variable, we have to show that every positive 
concave function il/ = \j/(a) with \j/(a) = o (max (1, cr)) as a — 0 or °° can be represented 
in the form 
(7) V 00 = f m i n {ff> T} dw(%) 
o 
where W(T) is increasing. Starting with formula (7) we obtain easily by integration, 
by parts 
a 
ip(a) = o-iv(oo) — J w(x) dx 
o 
or by differentiation (at continuity points of w) 
ijj' (a) = w(°°) — w(er). 
Thus, if we normalize w by w(°°) = 0, we have 
(8) iv(ff) = - * ' ( * ) • . 
Conversely, if i¡/ is given defining w by (8) we easily obtain the desired representa-
tion (7). Indeed since ^(<0 —0 (1) as er-«-0 we have 
« 
o 
from which follows by integration by parts 
a 
i/j(a) = <nj/'(a)+ Jzdw(z). 
o 
But since \jj(a) — o(a) as have also \j/'(a) = o(l) as — So 
P(p) = Jdw(z) 
a 
and (7) follows. This settles the case of ii). 
It remains the case of i). Now it is immediate that any H3 iŝ  equivalent to-
a function of the form 
4M'-
0 
which clearly is a H1. The converse follows at once by adapting the above argument. 
P r o o f (necessity). We base our argument on an idea taken over from DONOGHUE 
[l](p = 2). 
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Assume that the space Xis discrete and contains exactly (n + 1 ) points x, ...,xa 
•each of these points carrying the mass 1. We take Co = l and £1(x) = z, C,(x;) =z,-
(i = l , ..., n) where ^ j j is assumed to be in the convex closure of (i = 1, . . . ,n). 
We define a linear mapping n l by setting 
{ Oi a) (x) = ax aOjH ... +ana(x„) (tt, a) (x,) = 0 (i = 1, . . . ,«) 
where a 1 ; . . . ,a„ are to be determined. The norm of n t , as a mapping from L£0 
into Lf!Q, is 
M0 = s up{ | a i a(Xl)+... +cc„a(x,)\l{\a(x1)\"+ ... + |a(x„)|")p} = (a? + . . . + aj;)« 
or, as a mapping from Z| ( into 
M1 = s u p { z | a 1 a ( x 1 ) + . . . +a„ a(xn)|/(|Zl a ( x ! ) | ' + ... + | z „ a ( x j | ^ } 
ttrrf 
this is an immediate consequence of HOLDER'S inequality. We choose now a t , ..., a„ 
:such that M0 = M1=1, i .e . 
o? + ...+«« = 1, 1 + - . + 
-which is possible since is in the convex closure of j (/ = 1, ..., n). But 
the norm of n l as a mapping from into LpH^g< is 
) ) + - + { H ( l , z n ) 
So if H(z0, z,) is an interpolation function we get from (1) 
„ i« i j 
Thus writing 
H{ 1, z t ) 
+ ...+ 
1a„ 
H{ l , z ) 
H{\,z) = [<p(z-')f«, a = z-« , ff(='zr«, = ( i = l , . . . , « ) 
we get 
<9) 
'Ai + ...+!„ = 1, 
a l + ... +A„ <rn = (7, 
Ai <i>Oi) + ... +A„<p(ff„) ^ C<p(o) 
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for any a, a l t ..., an with a in the convex closure of <71; ..., a n . It follows now 
readily that <p is equivalent to a concave function. (If <p satisfies (9) then <p*(<r) = 
= sup {X1(p(a1) +... +X„(p(a„)} is concave, i.e. satisfies (9) w i t h C = l . ) Thus we 
have shown that every interpolation function is equivalent to a function of the 
form (3) so i) is a necessary condition. 
The necessity of (4) can be proven in a similar fashion by using a linear mapping 
7i2 defined by a "dual" condition 
(n2a) ( x ) = 0 , (n2a) = ( x , ) (z = 1 , . . . , « ) 
where /?,, ..., /?„ are to be determined. We leave the details to the reader. 
The proof of theorem 1 is complete. 
By making vary p we obtain from theorem 1 the following somewhat sur-
prising byproduct. 
C o r o l l a r y . Let x = x(a) be a positive concave function with yja) = o(max {l,cr}) 
as a-* 0 or Then for any real number 0 the function /*(cr) = (x(cr))1/r is equi-
valent to a concave function. 
(x* may itself not concave (in general), unless 0 < r < l . ) 
Strangely enough we have not been able to give a direct proof of this corollary 
which does not contain at least some idea from the theory of interpolation spaces. 
In the light of the above corollary we can restate theorem 1 in the following 
more general form: 
T h e o r e m Y. A function H = H(z0, zt) is an interpolation function of power 
p if and only for some r 9*0 it is equivalent to a function of the form 
IK: ill'1 
where / is positive and concave and %(a) = o(max (1, cr}) as or 
It follows in particular that if a function is an interpolation function of power 
p for some p then it is so for a ll p, 1 <p < «>. 
We conclude by the following 
R e m a r k . It is easy to see that if F(z0, z,) is an interpolation function of 
power p then > i s a n interpolation function of power q and vice versa. 
(We owe this observation to J. L. LIONS.) In particular we see that (5) and (6) follow 
directly from each other. Using this circumstance the above proof can be somewhat 
simplified. 
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The algebraic structure of non self-adjoint operators 
By N O B O R U SUZUKI in Kanazawa (Japan) *) . 
The purpose of this paper is to give an algebraic approach to the theory of 
non self-adjoint operators on (complex) Hilbert space by means of the theory of 
von Neumann algebras. In the spectral theory, the principal problem is to reduce 
a given operator to simpler operators. We shall consider this problem, from the 
algebraic view point, for a certain class of non self-adjoint operators. 
Let A be an operator on Hilbert space. We shall denote by R(A) the von Neu-
mann algebra generated by A (i.e., the smallest von Neumann algebra containing A) 
and we say that A is primary if R(A) is a factor. Then the spectral decomposition 
of a normal operator A essentially means the decomposition of A into primary 
normal operators (which, are scalar operators). Moreover, we know that an iso-
metry is decomposed into the direct sum of a unitary operator and a unilateral 
shift. As we have shown in [9; Lemma 2] (cf. [3; Theorem 1]), a unilateral shift 
is a primary operator. From this fact, we can easily see that a non-scalar isometry 
is a unilateral shift if and only if it is primary. Therefore, the decomposition of 
an isometry V mentioned above is essentially that of V into primary isometric 
operators whith the aid of the spectral theorem for a unitary operator. From this 
point of view, the decomposition of an operator A into primary operators may 
be regarded as a kind of spectral decomposition of A. 
We shall concern ourselves with the class of operators whose imaginary parts 
are completely continuous: M. S. BRODSKII and M. S. LIVSIC, cf. [1], [5], have develo-
ped a theory of the triangular form for operators whose imaginary parts belong to 
the trace class. Our purpose is to establish the decomposition of an operator with 
completely continuous imaginary part into primary operators belonging to the 
same class and to show, that a primary operator of this class is the direct sum of 
copies of an irreducible operator of the same class by making use of the theory 
of von Neumann algebras. Consequently, we shall be able to see some algebraic 
aspects of operators with completely continuous imaginary part. This paper contains 
the details of the research announcement appeared in [8]. 
For the sake of simplicity, we shall assume that our Hilbert space is separable. 
By an operator we always understand a bounded linear transformation on a Hilbert 
space. By a von Neumann algebra we understand a self-adjoint operator algebra 
with the identity operator / which is closed in the weak topology. The set of operators 
each of which commutes with every operator in a von Neumann algebra M will 
*) This research was partially supported by the National Science Foundation (NSF Contract 
G 24295) at the University of Minnesota (1964—1965). 
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be called the commutant of M and be denoted by M'. The commutant M' is again 
a von Neumann algebra and M = M " . A factor means a von Neumann algebra 
whose center consists of scalar multiples of the identity operator. For terminology,, 
notation and basic results, we shall refer to the book of J . DIXMIER [2]. 
1. The structure of operators with completely 
continuous imaginary part 
In this section,- we shall restrict our consideration to an operator i o n a Hilbert 
space H whose imaginary part I m ( A ) — — ( A —A*) is completely continuous. 
Our object is to prove the following 
T h e o r e m 1. An operator A with completely continuous imaginary part on a 
Hilbert space H is decomposed by a unique countable family of mutually orthogonal 
central projections P0,Pi 0€/) in R(A) into the form 
A — APo@ 2® Api> iil 
where the restriction APo of A to P0H is a self-adjoint operator, the restriction APt 
of A to PJi (idI) is a primary operator with completely continuous imaginary part 
and P = 2 Pi ' s the projection on the subspace generated by vectors of the form 
te i 
A"(p ((p£lm(A)H; n = 0 , 1 , 2 , . . . ) . 
Certainly the essence of our result is in the reduction theory of VON NEUMANN' 
[6], that is, in the direct integral decomposition of R(A) into factors, but it should 
be noticed that the character of the . operator A has induced a more simple and 
concrete decomposition of R(A). Before beginning the proof, we shall provide 
some lemmas. We shall denote by AT the range of Im (A), i. e., 
K = ±(A-A*)H 
and the projection on the subspace K will be denoted by E. In what follows, M 
always means the von Neumann algebra R(A) generated by A. Since Im (A) is 
a self-adjoint completely continuous operator, it is well known that there exists 
an orthonormal basis in H whose elements are proper vectors of Im (A). Therefore, 
if we denote by {¡ik} (k £ N) the countable family of all distinct non-zero proper 
values of Im (A) and by Ek the projection on the proper subspace corresponding: 
to nk, each EkH is finite dimensional and E= 2 Ek. As the first step, we observe 
k£N 
that each projection Ek belongs to M and hence the projection E is in M. This no-
table fact is the direct consequence of the following 
P r o p o s i t i o n 1. Let B be an operator in the von Neumann algebra M. Then 
a projection on a proper subspace of B belongs to M. 
P r o o f . Let p, be a proper value of B and let ^V(n) the proper subspace corres-
ponding to fi. We denote by F the projection on J/~(p). In order to prove that F 
Non self-adjoint, operators 175 
belongs to M, it is sufficient to show that F commutes with all operators belong-
ing to the commutant M' of M. Let A' be an arbitrary operator in M'. Then, f o r 
every vector (p in the proper subspace the equality B(A'<p) = A'Bq> = 
=A'nq> = fiA'cp yields A'(p£jf(p). Similarly we have A'*(p £ Ji(ji) for every vector' 
<p£JF(p). Thus the, subspace JV(/j) reduces A'. This means that F commutes 
with A'. 
We consider the subspace Hl generated by vectors of the form A"<p (<p Ç K; 
n = 0, 1,2, ...) and denote by P the projection on H1 . As is well known, the projection 
P plays a very important role in the study of our operator A, and so we need to find 
the exact relation between A and P. 
L e m m a 1. The subspace Ht coincides with the subspace [MK] generated by 
vectors of the form B(p (B Ç.M, <p£ K). That is, the projection P belongs to the center 
of M. 
P r o o f . It is clear that H] is invariant by A, and so its orthogonal complement 
H2 = HQ Hx is invariant by A*. For each vector (p£H2,we have — (A — A*)<p, i = 
= (^p, y (A — A*)\p^ = 0 for every vector i¡/£H. Thus Acp — A*cp for every vector 
(pÇ_H2. This means that the subspace H2 is invariant by A. Therefore, the sub-
space H2 reduces A, that is to say, thé projection Q on H2 belongs to M'. Thus 
the projection P = I— Q belongs to M'. For each operator B£M and for each 
vector (p£K, the equality Bcp = BPcp = PBcp implies [MK] c / / , . On the other hand,, 
obviously Hv is contained in [MK]. Consequently, we obtain that the subspace 
Hl coincides with the subspace [MK]. 
Next we observe that the subspace [MK] reduces every operator B'£M'. In. 
fact, since the projection E is in M. by Proposition 1, B'MK=MB'K=MB'EK= 
= MEB'Kcz MKîor each operator B' 6 M'. In the same way, we can get B'*MKc. MK.. 
It follows from this fact that P commutes with every operator belonging to M'. 
Thus the projection P belongs to M. Consequently, the projection P belongs to 
the center MP\M' of M. 
R e m a r k . In the theory of von Neumann algebras, the projection on [MK]: 
is called the central support of E. Indeed, it is the minimal central projection 
containing E. We have shown that the projection P is the central support of the-
projection E. 
The following lemma on von Neumann algebras is essentially known, but,, 
for the sake of completeness, we shall give the proof. 
L e m m a 2. Let F be a minimal projection in M J) with the central support R-
Then there exists a countable family of orthogonal, equivalent projections { f } } ( j £ J) 
such that R = 21 Pj and Fjo = F for a fixed in € J. 
iiJ 
0 A minimal projection in M means a non-zero projection F belonging to M such that G^F 
and O ^ G e M implies <7=F. 
176 N. Suzuki 
P r o o f . Let Fj ( j d J ) be a miximal family of orthogonal, equivalent projections 
such that Fh = F. Then FjR f o r all jd/. Put G = R — 2Fj• By using the theorem 
iiJ 
•of comparison (cf. [1: Ch. Ill, Theorem 1]), we can find a central projection Q 
such that 
GQ<FQ and F(I-Q)<G(I~Q). • 
If F(I — 07*0, F(I—g) = i" since F i s minimal in M. It follows that F^I-Q 
and F< G(I ~Q) ^ G. This contradicts to the maximality of {Fj} (jdJ). Thus 
F(I — Q) must be zero, and so FsQ. Then we have GQ< F. Since F is minimal 
in M, GQ — O or GQ ~ F. Therefore, GQ = 0 since GQ~F obviously yields the 
•contradiction. It follows that 
0 = GQ = RQ-2FJQ = R Q - 2 F J . 
jiJ j£J 
Keeping in mind that R is the central support of F, we get 
R = RQ 2' r'i-
j-J 
P r o o f of T h e o r e m I . From Lemma 1 it follows that the operator A is 
decomposed by the central projection P into the form 
A = AP 
where A,_P is a self-adjoint operator on ( I — P ) H and P is the central support 
of E. As we have already seen, the projection E is expressed as the direct sum of 
finite dimensional projections Ek (k 6 AQ in M. Since each projection Ek is finite 
dimensional and P is the central support of E, we can choose a family of minimal 
projections Ff (idI) in M contained in some of Ek such that the central supports 
Pi of F{ are mutually orthogonal and P= By making use of Lemma 2, we 
can get a family of orthogonal, equivalent projections F i ; ( / 6 J) such that Fi = Fijo 
and P ; = 2 F t j - Then the restriction MP. of M to PiH is spatially isomorphic to 
iiJ 
MFt igi ^(LiiJ))2) where MFi is the restriction of M to F , / / and 3?(L2(J)) means 
the algebra of all operators on L2(J). Since Ff i s minimal in M, MFt is the scalar 
multiples of the identity operator on FtH and hence MPl is a factor. Note that 
P j is a central projection. Then we obtain that the factor MP. is generated by 
APl, that is to say, each operator MP. is a primary operator. In addition, it is 
obvious that Im (AP) is completely continuous. Putting P0 = I—P, we obtain the 
desired result since the uniqueness of a family {F0, P,} (id /) directly follows from 
the fact that each operator APi (idI) is primary. 
What our theorem means is quite well illustrated by taking a normal operator 
of this class. Indeed, Theorem 1 yields the spectral decomposition of the non self-
adjoint part of this operator. 
2) The notation <g> always means the tensor product of Hilbert spaces, operators, or von 
Neumann algebras. 
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C o r o l l a r y 1. Let A be a normal operator with completely continuous ima-
ginary part. Then A is uniquely expressed by a countable family of mutually orthogonal 
projections P0, Pi (i d 1) in R(A) as follows: 
A = AP0 + Z^Pi, it l 
where each Pi (i £ / ) is finite dimensional and I=P0+ 2Pi> moreover {2,} (i £ I) 
idl 
is a family of non-real proper values of A and AP0 is a self-adjoint operator. 
In fact, since A is normal, each operator AP. in Theorem 1 must be a scalar 
operator XJi (where is the identity operator on PtH). Furthermore, since AP) is 
a non self-adjoint operator (in this case Pi = Fi = Ek — E) and has a completely 
•continuous imaginary part, each 4,- Is a non-real number and P Ji must be finite 
dimensional. Then, by Theorem i, A=AP0 + 2^iPi and clearly Xt is a proper 
iil 
value of A. Thus our result is the decomposition of the non-real spectrum of this 
operator. 
Next we shall mention a very important special class of our operators. That is, 
we shall consider the class of operators, whose imaginary parts are finite dimensional 
operators. Let A be an operator with finite dimensional imaginary part. Then the 
dimension r of the range of Im (A) is called the non-hermitian rank of A. In this 
case, Theorem 1 may be stated as follows. 
C o r o l l a r y 2. An operator A with non-hermitian .rank r is decomposed by a 
unique family of mutually orthogonal central projections P0, P,, ..., P„(n^r) in 
R(A) into the form 
A — Ap0 © APi © ... © Apn, 
where APo is a self-adjoint operator and {APl,..., APn} is a family of primary operators 
with non-hermitian rank kt such that 
¿ k , = r. ' 
In fact, from the proof of Theorem 1 we can easily see that a family P{ (/£/) 
is finite and the non-hermitian rank A:,- of AP. (i— 1,2, . . . ,«) is equal to dim (EPJ. 
Accordingly we have 
2 ki = 2 d im(EPi) = dim \E 2 Pi = dim(EP) = dim(E) = r. < 
¡=i ;= i ( ;= i ; 
2. The algebraic type of operators with completely continuous imaginary part 
The structure of an operator A is closely related to the type of the von Neumann 
algebra R(A) generated by A. An operator A is said to be of type I if R(A) is of 
type I and moreover a primary operator A is said to be of type I„ (resp. type I„) 
if the factor R(A) is of type I„ (resp. type I J . Then the question coming to our 
mind is this: which non-normal operators are of type I? Partial answers to this 
178 N. Suzuki 
question are known. We know that an isometry is of type I ([8]). Moreover, we-
have shown that a completely continuous operator is of type I ([8]). This result 
will be generalized in what follows. Indeed, from the proof of Theorem 1 it is easy 
to determine the type of operators with completely continuous imaginary part. 
T h e o r e m 2. An operator A with completely continuous imaginary part is of 
type I. 
P r o o f . As we have seen in the proof of Theorem 1, each operator AP{ gener-
ates a von Neumann algebra MP( of type \ (a = n or (recall that MPi is 
spatially isomorphic to (¿/¡)® jSf^C/))). Moreover, since {P0> - P j ( ' € / ) is a family 
of mutually orthogonal central projections, the von Neumann algebra M = R(A) 
is decomposed as the direct sum 
M = MPo®2®MPi. iil 
Thus we can conclude the theorem since the abelian von Neumann algebra M P a 
is of type I (cf. [1 ; Ch. I, § 8, Prop. 1]). 
Here is a very remarkable fact which illustrates the algebraic aspect of primary 
operators of our class. In our decomposition, it is possible that APi has the type 
I„ (actually we may restrict our attention to this case), but the commutant R(APl)' 
of the von Neumann algebra R(AP) has necessarily the type I„ (« = 1,2, ...). To 
show this it is sufficient to consider only a non-scalar primary operator A. Let 
A be a non-scalar primary operator with completely continuous imaginary part. 
Then R{A) contains obviously a finite dimensional minimal projection (recall that 
each projection on a proper subspace of Im (A) corresponding to a non-zero proper 
value is finite dimensional). Since all minimal projections in the factor R(A) are 
equivalent to each other, the dimension d of a minimal projection in R(A) is uni-
quely determined by the operator A. In what follows, the dimension d will be called 
the multiplicity of the operator A. , 
P r o p o s i t i o n 2. Let A be a non-scalar primary operator with completely 
continuous imaginary part. Then the commutant R{A)' of R(A) is of type I„ where 
n is the multiplicity of A. 
P r o o f . Let F be a minimal projection in M = R(A). Then dim ( F ) = n . By 
Lemma 2, we can choose a family of mutually orthogonal, equivalent projections 
{Fy} ( j € J) in M such that FJo = F and = Then M i s spatially isomorphic 
to MF<g> y(l2(J)). The minimality of F implies that MF is the scalar multiples 
of the identity operator on FH. Thus M' is spatially isomorphic to (MF)' tg> £P(/.2(J)y= 
= £?.(FH)<g>(g where is thé von Neumann algebra of scalar multiples of the 
identity operator on l2(J). Since ¿?(FH) is of type I„, £e(FH)®% is of type I„. 
Therefore, M' is of type I„. • ' . - . , . 
C o r o l l a r y . A primary operator A with non-hermitian rank 1 is irreducible 
(i.e., A has no non-triviàl reducing subspace). , • 
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3. The decomposition of a primary operator into irreducible operators 
In this section, we shall show that a primary operator A with completely 
continuous imaginary part is expressed as the direct sum of copies of an irreducible 
operator of the same class. Indeed, Proposition 2 makes it possible to decompose 
A into irreducible operators in a simple way. Consequently, the study of our operators 
may be reduced to the case of irreducible operators of our class. We shall mention 
here some examples of irreducible operators with completely continuous imaginary 
part. 
E x a m p l e 1. The simplest irreducible operator with non-hermitian rank 1 
on an infinite dimensional Hilbert space is the integral operator on L2(0, 1) defined by 
X 
(Af)(x) = i j f ( t ) d t . 
0 
Indeed, L2(0, 1) is generated by the vectors of the form A"(p (n = 0, 1, 2, ...) where 
<p(x) = l, and the range of Im (A) consists of scalar multiples of the vector (p. 
Thus it follows from Theorem 1 that A is primary. By what was already seen in 
the preceding section the operator A is irreducible. Moreover, we know that this 
operator is quasi-nilpotent. Here we should mention that the integral operator 
A is characterized by these algebraic properties. That is, the notable result obtained 
in [2] and [4] may be stated as follows: a quasi-nilpotent primary operator with 
non-hermitian rank 1 is unitarily equivalent (up to. a non-zero real scalar multiple) 
to the integral operator A on L2(0, 1). 
E x a m p l e 2. Let V be a unilateral shift on a Hilbert space H. That is, for an 
orthonormal basis {<p„} (n = 1, 2, ...) in H, Vq>n — (pn+x for all n. Now we consider 
an operator A of the form VB, where B is a positive completely continuous operator 
whose range spans H. We shall show that the operator A is irreducible. Put M—R(A). 
Then the equality B2 = BV*VB = (VB)*(VB) = A*A implies B2 £ M. Thus B = (B2)1'2 
belongs to M. Here, B is expressed in the form: B = 2 K E n > where {A„} is the count-
n t 
able family of all distinct proper values of B, En is the projection on the proper 
subspace corresponding to A„ and Since the range of B spans H, X„ > 0 
n 
for all n. By Proposition 1, each projection E„ belongs to M. Hence, for each k 
we have 
h VEk -- V(2KEn)Ek = VBEk £ M, n 
and so VEk£M for each A;. Consequently, V= V(£En) = 2VEn£M. Since V is 
n n 
irreducible, R(V) = ^(H) is contained in M. Thus M = ^C(H), that is to say, A is 
irreducible. 
T h e o r e m 3. Let A be a non-scalar primary operator with completely continuous 
imaginary part and let m be the multiplicity of A. Then A is unitarily equivalent to an 
operator V®Im, where Vis an irreducible operator with completely continuous imaginary 
part and lm is the identity operator on an m-dimensional Hilbert space. In particular, 
if A has the non-hermitian rank r, A is unitarily equivalent to V<g> Im, where V is an 
irreducible operator with non-hermitian rank n and r = mn: 
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P r o o f . We shall take here the projection E, P in M = R(A) as in the section 1. 
From Proposition 2 it follows that there exists a family of mutually orthogonal, 
equivalent (minimal) projections PX, P2, ..., P,„ in M' such that 1= 2 PI- Then 
i=l 
each operator AP. (i— 1, 2, ..., m) is an irreducible operator with completely conti-
nuous imaginary part. In fact, since P; belongs to M', APi — APl = (A — A*)Pl. To 
see that AP. is irreducible we consider the von Neumann algebra MP. which is 
clearly generated by APt. As is well known, (MP.)' = MPr Here the right-hand 
side consists of scalar multiples of the identity operator on P ; / f since P ; is a minimal 
projection in M'. This meins that APl is irreducible. 
Let Wt be a partially isometric operator in M' such that Wf lVi = Pi and 
WiWf—P^ Then, for every vector (pZPiH, 
W.Ap. Wfq> = (ViAPiW?<p = WtA Wfcp = A Wt Wfq> = APl(p= APi<p. > 
Thus each operator AP. is unitarily equivalent to APt by Wi. Now the assertion 
will be completed by the standard argument. Put §}=PlH and V=APt, then, as 
is well known, H=§>®l2(N) where N= {1, 2, ..., m}, and each vector (p£.9)®L2{N) 
is expressed in the form: 
m 
. <P = 2 
i = 1 
where {e,} ( / = 1, 2, ..., m) is an orthonormal basis of f.2(N) and {<pj ( /=1 , 2, ..., rn) 
is a family of vectors in Define a linear transformation W of H onto $$®L2{N) 
as follows: 
m 
W(p — 2 Pi (pi<2>£; for each vector (pdH. 
i=i 
Then it is verified by straightforward computation that W is an isometry of 
(m | m 
2 <Pi®ei\ = 2 wi (Pi• Therefore, we have . 
¡=1 
WAW~1 2 <Pi®Ei = W\2 ¿WfcpA 
= 2 WiPi 
m I m 
2 AWfqtA^s, = 2 IV, APi Wfy^Si = 
\j= 1 ) -=i 
m m "j 
.= 2 = ( K ® / J 2 <Pi®e, -
1=1 \i= 1 J 
That is, we have shown that A is unitarily equivalent to V-®Im. 
If A has the non-hermitian rank r,r = dim (E) = 2 dim (PiE). Since P f is 
are equivalent to each other in J S ? ( / / ) , dim (PXE) =... = dim(Pm£'). Thus dim (PiE) = 
= rjm—n. Note that (V— V*)PtH = (APi-A*Pl)PtH=P,(A ~A*)H=P,EH. Then 
we obtain that V has the non-hermitian rank n. 
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R e m a r k . We cannot express an arbitrary primary operator (not necessarily 
of type I) as the direct sum of copies of an irreducible operator. That is, from the 
fact that an operator with completely continuous imaginary part is of type I, our 
theorem has been effected. 
C o r o l l a r y . Let A be a primary operator with non-hermitian rank r. Then 
the multiplicity of A is equal to the rank r if and only if A is unitarily equivalent to 
V<g)Ir, where V is an irreducible operator with non-hermitian rank 1 and Ir is the 
identity operator on an r-dimensional Hilbert space. 
Here we shall concentrate our attention on the case when the non-hermitian 
rank r of a primary operator A is a prime number. Then the multiplicity m of A 
must be either 1 or r. In the case of m = 1, A is irreducible. The case of m = r is 
that of the above corollary. Thus we have the following 
T h e o r e m 4. Let A be a primary operator with non-hermitian rank r. If r is 
a prime number, then A is either irreducible or unitarily equivalent to V®Ir, where 
V is an irreducible operator with non-hermitian rank 1 and Ir is the identity operator 
on an r-dimensional Hilbert space. 
In closing this section, to see how our results illustrate the algebraic structure 
of an operator with finite non-hermitian rank, we shall mention here the special 
cases df our operators. Actually the structure of an operator A with non-hermitian 
rank r depends on the dimensions of minimal projections with respect to R(A) 
contained in the projection E (E: the projection on the range of Im (A)). We shall 
state the possible forms of operators in the cases of non-hermitian rank r = 1 , 2 , 3. 
An operator A with non-hermitian rank 1 has the following structure: 
A =As®At 
where As is a self-adjoint operator and /l ; is an irreducible operator with non-
hermitian rank 1. 
An operator A with non-hermitian rank 2 has one of the following structures: 
(1) A=As@Ah (2) A=As@Ah®Ah, (3) A=AS@AJ-, 
where As is a self-adjoint operator; At is an irreducible operator with non-hermitian 
rank 2; Ah and Ah are irreducible operators with non-hermitian rank 1; Aj is 
unitarily equivalent to V<g>I2 (V, I2: operators in Theorem 4). (1) and (2) arise 
in the case when the projection E contains a minimal projection of dimension 1, 
and (3) arises in the case when the projection E is a minimal projection. 
An operator A with non-hermitian rank 3 has one of the following structures: 
(1) A=As®At, • (2) A=As®Ah®Ah, 
(3) A —As(BAji © Ajx ®Aj2, (4) A=As®Ak, 
where As is a self-adjoint operator; At is an irreducible operator with non-hermitian 
rank3; Ah, AJi, Ajz, and Aj3 are irreduciblesoperators with non-hermitian rank 1; 
Ah is a primary operator with non-hermitian rank 2 (cf. Theorem 4); Ak is unitarily 
equivalent to in Theorem 4. (1), (2) and (3) arise in the case when the pro-
jection E contains a minimal projection of dimension 1. (4) arises in the case when 
the projection £ is a minimal projection. 
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4. Spectral properties 
The basic properties of the spectrum of an operator A with completely conti-
nuous imaginary part are known. From M. S. BRODSKII—M. S. LIVSIC [2], we 
know that every non-real point of the spectrum of the operator A is a proper value 
and its proper subspace is finite dimensional. Moreover, we know that the set of 
non-real points of the spectrum of the operator A is at most countable and a limit 
point of this set is on the real line. If we denote by G(A) (resp. OP(A)) the spectrum 
(resp. the point spectrum) of A, Theorem 1 yields that A(A) and TRP(A) are divided as 
follows: 
A (A) = A(A0)U(U<R(4)Y c a s e J ' s finite a n d FFP(A0) = AP(A)U( U o>(Y4,)). 
iil iil 
Hence, in studying the spectrum of our operator, we may concentrate our attention 
on that of our primary operator. In this case we should point out from Theorem 3 
that the (resp. point) spectrum of a primary operator of this class coincides with 
the (resp. point) spectrum of an irreducible operator of the same class. Here is 
a significant and interesting problem: how does the algebraic simplicity of a primary 
operator effect its spectrum? Although many questions about it are left to be settled 
in the future, we shall have some comments on this subject. The following lemma 
may be viewed as a step toward our desire. 
L e m m a 3. Let A be a non-scalar primary operator. Then every proper value 
of A lies in the open disc D = {).: \).\ < ||/f ||}. 
P r o o f . Suppose that A has a proper value A with |A | = | | y 4 | | . Then there exists a 
non-zero vector <p such that A<p = A<p. Put B=-^A. Then |[2?|| = 1 and B(p = (p. 
From this fact it follows that B*cp = <p (cf. [7: Chap. X, No 143]). Consequently, 
A*(p = X(p. Thus the proper subspace Jt corresponding to A reduces A. That is, 
the projection P on J( commutes with A. This means that P belongs to the com-
mutant R(A)' of /?(/!). As we have already seen in Proposition 1, P is the projection 
in R(A). Hence P belongs to the center R(A) f l R(A)'. Since the non-zero projection 
P is not the identity operator by the assumption, this contradicts the fact that A 
is a primary operator. 
Combining the known result mentioned above and Lemma 3, we can conclude 
the following 
P r o p o s i t i o n 3. Every non-real point of the spectrum of a non-scalar primary 
operator A with completely continuous imaginary part lies in the open disc 
D = {X: |A|<M||}. 
Now let us consider an operator A with non-hermitian rank 1 whose spectrum 
is real. We shall show that our decomposition (Theorem 1) induces the spectral 
decomposition of A in the sense that A is decomposed by a central projection in 
./?(J4) into the form A = 5 © C where B (resp. C) has a pure point (resp. continuous) 
spectrum.3) 
3) If <r(A) coincides with the point (resp. continuous) spectrum of A, we say that A has a 
pure point (resp. continuous) spectrum. 
Non self-adjoint, operators 183 
L e m m a 4. Let A be a primary operator with non-hermitian rank 1 and let X be 
•a real scalar. Then the range of A—XI is dense in H. 
P r o o f . Let Ji be the range of A —XI and let Jf be the orthogonal complement 
•of Ji. Then, for each pair of vectors <p, ip in J f , we have 
((A - A*)(p, \j/) = ([(A -XI) - (A* - XI)]<p, {¡/) = 
= ((A-XI)cp,il,)-(<p,(A-XI)il,) = 0. 
:Since K=\m(A)H is one dimensional, the subspace [(A — A*) J f ] must be K or 
{0,}. Therefore, Jf is contained in HQK. Keeping in mind that A\j/ =A*\]/ for every 
vector i j / ^ H Q K , we have A<p=A*cp for every vector cp£Jf. This implies that Jf 
reduces A since Jf is invariant by A* — XI, i.e., A*. In other words, the projection 
P on Jf belongs to R(A)'. As we have seen in the section 2, A is irreducible. Thus 
P must be I or O. But obviously P^I, and so P = 0, that is, Jf = {0}. This states 
that Ji is dense in H. 
L e m m a 5. A primary operator A with non-hermitian rank 1 does not have 
•a real proper value. 
P r o o f . Suppose that A has a real proper value X. Let Ji be a proper subspace 
of A corresponding to X. Then it is immediately seen that Ji is orthogonal to the 
range of A* — XI. Since A* has also the non-hermitian rank 1, the range of A* — XI 
is dense in H by Lemma 4. Thus Ji contains only the zero vector, which is contra-
diction. 
P r o p o s i t i o n 4. Let A be an operator with non-hermitian rank 1 whose spectrum 
is real. Then A is decomposed by a central projection R in R(A) into the form: 
A — Ar(BAi_r, 
where AR has a pure point spectrum and Ar_R has a pure continuous spectrum. 
P r o o f . By Theorem 1, Corollary 2, A is decomposed by a central projection 
P in R(A) into the form: 
A == Ap ® A j _ p, 
where AP is a self-adjoint operator and Aj_P is a primary operator with non-
hermitian rank 1. Furthermore, as is well known, the self-adjoint operator AP is 
decomposed by a projection R in R(AP) (which is a central projection in 7?(/<)) 
as follows: 
AP = AR® AP_ R, 
where AP has a pure point spectrum and AP_R has a pure continuous spectrum. 
Since the spectrum of AI_P is real, the preceding lemmas mean that A,_P has a 
pure continuous spectrum. Consequently, we can easily see that R = A P _ R ® A r _ P 
has a pure continuous spectrum. 
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Homomorphisms of a semigroup onto normal bands 
By MARIO PETR1CH in University Park (Pennsylvania, U . S . A . ) 
1. Introduction and summary 
Homomorphisms of an arbitrary semigroup S onto semigroups belonging 
to a special class of semigroups furnish some information about the structure 
of S. Of particular interest is the case when r6 is a class of bands, for in such a case 
all the classes of the decomposition of S induced by such homomorphisms are 
subsemigroups of S. The problem of finding a sufficiently explicit characterization 
of homomorphisms onto arbitrary bands appears difficult. In [3] and [4], we have 
found such a characterization for the case when is the class of all semilattices 
and the class of all rectangular bands, respectively. In the present work we solve 
the problem when is the class of all [left] normal bands (for definitions see sec-
tion 2) . Normal bands have been studied by YAMADA and KIMURA [9], and right 
normal bands by VAGNER [8], and SHAIN [5], [6] (the latter two call right normal 
bands "restrictive semigroups"). 
In section 2 we give the definitions and notation used in the paper. In it we 
introduce a number of concepts which are used in succeeding sections; section 3 
discusses some of their properties. Section 4 contains main results of the paper, 
viz., characterization of congruences induced by homomorphisms onto [left] normal 
bands. In section 5 we discuss some general properties of normal bands and, in 
section 6, subdirect products of such bands. Section 7 contains a representation of 
normal bands as subsets of a set under certain multiplication. 
Some of the results in this paper parallel those in [3] and [4] (similar methods 
are used); we will not expressly mention similarity with these papers. 
2. Definitions and notation 
Throughout 5 will denote an arbitrary semigroup unless stated otherwise. 
A one element set X— {x} will be simply denoted by x. For properties of most of 
the concepts that are introduced below see [3] and [4]. Let H be a non-empty subset 
of S and let x, y, z £ S. 
H is said to be left (right) dense if xy£H implies x£H (y d H), quasi dense if 
(i) x2 6 / / implies x£H and (ii) xz£H if and only if xyz£H. A left dense and right 
dense subsemigroup of S is called a face of S. The smallest face of S containing 
H is denoted by N(H). H is said to be a left (right) normal complex (abbreviated 1. n. 
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•complex [r. n. complex]) if H is a left dense right ideal (l.d.r.i.) [right dense left 
ideal (r.d.l.i.)] of N(H). H ist said to be a normal complex (n complex) if H is a quasi 
dense subsemigroup of N(H). By A(x) [5(x)] denote the smallest l.n. [r.n.] complex 
of S containing x. (It is easy to see that the non-empty intersection of l.n. [r.n.] com-
plexes is again a 1. n. [r. n.] complex.) 
By O/j we denote the equivalence relation on S whose classes are the non-empty 
sets in the family of sets: H, N(H)\SN,\N(H). If J5" is a non-empty family of non-
•empty subsets of S, we set o > = f) aH;. if J5" is empty, o> denotes the universal 
r e l a t i o n o n S. W e le t XX = OAKX), QX = OB(X), TX = XXC[QX. F o r a 6 S , w e w r i t e H.a — 
= {x£S\xa<iH}, H:a={x£S\axeH}. 
Following [9], we say that a band S is left (right) normal if it satisfies the identity 
.xyz = xzy [xyz =yxz], normal if it satisfies the identity xyzx = xzyx. If £ is a congruence 
on an arbitrary semigroup S such that S/£, is a left normal, right normal, or normal 
band, respectively, c, is called a left normal, right normal, normal congruence (l.n., r.n., 
congruence, respectively). 
By S° we denote the semigroup S with zero adjoined (irrespective of .whether 
S has a zero or not). U, L, R will, respectively, stand for a one element semigroup, 
two element left zero semigroup, two element right zero semigroup. If A is any 
:set, \A\ denotes its cardinality. 
If Sa, a £A, is a non-empty family of semigroups, 77 Sa denotes their Cartesian 
xZA 
/ o r direct) product, that is, the semigroup defined on the Cartesian product of 
sets Sa with coordinatewise multiplication; if A — { 1,2} we write StxS2 instead 
2 
•of ]J Aj. S is a subdirect product of semigroups Sx if S isomorphic to a subsemi-
¡¿i 
.group 5" of 77 s u c h that for all a £A, na(S') = Sa (nx is the a-th projection). 
If {-#;}"= i is a partition of A and for every /, 1 ^ / S « , all semigroups Sa with a 
are isomorphic to a semigroup Tt, we say that 5 is a subdirect product of 
•copies of 7 \ , \B2\ copies of T2, ..., |S„| copies of Tn. Subdirect irreducibility is 
taken in the usual sense (a one element semigroup is excluded). 
For all concepts and notation not mentioned above the reader is referred to [2]. 
We will omit all statements that can be obtained from our results by the left-right 
•duality. 
3. Basic properties of concepts used 
We will repeatedly use the next proposition without express mention. 
P r o p o s i t i o n 1 (cf. [9], Theorem 10). Any normal band S satisfies the identity 
(1) axlx2...xnb = axhxh...xinb, 
where {/,, i2, ..., in} is a permutation of the set {1, 2, ..., n}. 
P r o o f . We prove the case n = 2; the general case is treated by induction. 
.It is clear that normality implies (1) for a = b. Thus 
axyb = (axyb) (axyb) = (axyba) (xyb) = (ayxba) (xyb) = 
= (ayx) (baxyb) = (ayx) (bayxb) = (ayxb) (ayxb) = ayxb. 
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T h e o r e m 1. The intersection of a l.n. congruence and a r.n. congruence 
is a n. congruence. Conversely, every n. congruence ~ is the intersection of the finest 
l.n. congruence on S containing ~ and the finest r.n. congruence on S containing ~. 
P r o o f . The first statement of the theorem is immediate. Hence let ~ be 
a n. congruence and for any x, y£S, define 
x~y if and only if x~yx and y~xy, 
x~y if and only if x~xy and y~yx. 
We show that ~ is the finest l.n. congruence on S containing ~ ; the case of ~ is 
treated analogously. If x ~ y and y ~ z , then 
x~yx~zyx~(zy)(zx)~y(zx)~(yz)x~zx 
and analogously z ~ x z . Thus x ~ z , and ~ is an equivalence relation (symmetry 
and transitivity are obvious). If x ~ y, then for any z£S, 
xz ~ yxz ~ (yz) (xz), 
similarly yz ~ (xz) (yz) so that xz~yz; analogously zx ~ zy and hence ~ is a congru-
ence and is clearly a l.n. congruence. Let 4 be any l.n. congruence containing ~ . 
Then for x~y, we have x~yx, y~xy and thus x^yx, y^xy. Consequently 
x ^ y x ^ y ( x y ) ^ y y ^ y , 
that is, ~ is contained in %. It follows easily that ~ = ~ H ~ . 
The next theorem establishes a connection between l.n. complexes and l.n. 
congruences. 
T h e o r e m 2. The following conditions on a complex H of S are equivalent: 
a) H is a l.n. complex of S; 
b) aH is a l.n. congruence on S; 
c) for all a£N(H), H .a = H. 
P r o o f , a) implies b). If N(H) = S, then H is a l.d.r.i. of S and SjaH^L, and 
if N(H) = H, then H is a face of S and er„ is a semilattice congruence. Hence suppose 
that H^N(H)^S, and let A=N(H)\H, B= S\N(H). Then by the definition 
of a l.n. complex, the following inclusions hold: 
H A B 
H H H B 
A A A B 
B B B B 
where, e.g., HAQ'H, etc. Defining multiplication according to this table, we see 
that {H, A, and thus rrH is a l.n. congruence. 
b) implies c). Since aH is a l.n. congruence and it has at most 3 classes, Sjat[ 
is isomorphic to one of the semigroups U,U°,L,L°. If SloH^~U,H=S; if 
,S/(THSi U°, H is a face of S; if L, H is a l.d.r.i. of 5; in any of these cases, 
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c) is established without difficulty. Finally, if SlaH^L° and a£N(H), thenc) follows 
easily from the above table since this case then reduces to considering the semi-
group {H, A) which is isomorphic to L. 
c) implies a). This follows easily from the definition of a l.n. complex. 
P r o p o s i t i o n 2. A complex H is a l.n. complex of S if and only if H is left 
dense in S and has the property: if x£S is such that every prime ideal of S which 
contains x also intersects H, then HxaH. 
Proo f . Necessity. Since H is left dense in N(H), it is also left dense in S. If 
x € S has the property stated above, then x £ N(H) since otherwise S\N(H) would 
be a prime ideal of S containing x and not intersecting H. The inclusion HxQH 
now follows by the definition of a l.n. complex. 
Sufficiency. As before, we conclude that x £ S with the above property must be 
contained in N(H). Thus H is a l.d.r.i. of N(H) as desired. 
Recall that A(x) is the smallest l.n. complex of S containing x. 
T h e o r e m 3. Let x be an element of S, let 
A j (x) = x U xN(x), 
¿2n{x) = {y 6 s\ A2n_ t(x) n R ( y ) * • }, 
IC*) — A2n(x) U A2n(x)N(A2ll(x)), 
for n —1,2,.... Then A(x)= U An(x). 
n=l 
P r o o f . We write An and A instead of A„(x) and A(x), respectively, and let 
T= [ ] A n . Since a6A, we have N(x)QN(A) and thus xN(x)QAN(A)QA 
11=1 
whence A, Q A. Suppose that A„^=A, n ^ l . If n is even, then An+l =An{JAnN(Aa) 
and A„QA implies A„N(A„)QAN(A)QA, that is, An+1QA. If n is odd, then for 
y£An+1 we have A„ D R{y) ^ • . Thus yz£An for some z£Sl; hence yz£A so that 
yd A. Consequently An+l GA and by induction we conclude that TQA. 
For the opposite inclusion, it suffices to show that T is a l.n. complex. Let 
yzdT; then yz^An for some n. We may suppose that n is even since A1 QA2Q ... . 
Then 4 - , n i i ( j z ) ? ; 0 whence An., D K O ) ^ • and thus y£AnQT. Next let 
y£T and z£N(T). Since AlQA2Q..., we have A ^ J g N ( A 2 ) Q ... and hence 
z£N(T) = N U AA = U N(A„). 
) „ = i 
We thus have y£Am and z £ N(An) and we may suppose that m — n and n is even. 
Hence yz£AnN(An)^A2„+1^T. Consequently T is a l.n. complex of £ and thus 
A = T. 
P r o p o s i t i o n 3. Let Hbe a n. complex of S and let a be an element of S.Thett 
a) A(H) = H'.a\ 
b) H=(H-.a)C\(H.-a); 
c) N{H) = N(H\a). 
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P r o o f . Items a) and b) follow easily from the definitions and Theorem 2, 
[4]. Clearly H'.aQN(H), which implies N(H'.a)Q N(H). Conversely, HQH .a 
implies N(H)GN(H'.a) and c) is established. 
T h e o r e m 4. The non-empty intersection H of a l.n. complex C and a r. n. 
complex D is an. complex and N(H) = N(C) H N(D). Conversely, if H is a n. complex, 
then H=A(H)C\B(H) and N(H) = N(A(H)) = N{B(H)). 
P r o o f . Let C and D be as above and H=CDD^a. Let E=N(C) DN(D); 
H=CC)D^E so that N(H)QE since E is then a face. Let C' = Cf]E and 
D' = D(~)E; then 
H=Cr\D = (Ci]N(C))n(DnN(D)) = (Cr\E)C\(DnE) = C,r\D', 
where C'QE, D%E. Further, C'EQCEQCN(C)QC and C'E<gE which implies 
C'E<g C'. Also xy eC'QC implies x£C which together with x£E (since xy^C'QE 
and E is a face) implies x € C". Consequently C' is a l.d.r.i. of E\ similarly D' is 
a r.d.l.i. of E, and thus H=C'C]D' is a quasi dense subsemigroup of E. If x£E, 
then for any c € C', d € D\ cxd £CT\D' = HQ N(H) whence .v € N(H). Thus EQ N(H) 
the opposite inclusion being obvious, we have E = N(H). Therefore N(H) — N(C) fl 
C\N(D). 
For the converse it suffices to apply Proposition 3. 
R e m a r k . It follows from the definitions that a complex H of S is a n. complex 
if and only if for all x,y,z£S\ 
a) y£H implies xy£H; 
b) x2 £ H implies x 6 H; 
c) xyz £ H implies xz 
d) xz£H, y€N(H) implies xyz£H. 
4. Homomorphisms onto normal bands 
Let S be a fixed semigroup, stf the family of all proper l.n. complexes of S 
together with the empty set, and 21 the set of all l.n. congruences on S. On the set 
^S(j^) of all non-empty subsets of define the function a by: = o v (for 
notation see section 2). Then we have the following result which is fundamental 
for most of this paper. 
T h e o r e m 5. The function a maps onto and is inclusion inverting. 
P r o o f . If 'st' = n , o s r is the universal relation and hence o\rf'£2I. Other-
wise stf' ^ • which implies that for every A , aA is a l.n. congruence by Theorem 
2; consequently a s r = f) aA This shows that a maps ^(¿a/) into 21. 
A 6 jar 
We show next that a maps onto 21. Hence let ~ be any proper l.n. con-
gruence on S. For every .v € S, let 
Ax = {y£S\x-^yx}, 
and let sd' be the family of all distinct sets Ax such that Ax ^ S, as x ranges over 
all elements of S. We will show that si' £ ty(.sf) and that a^ = ~ . 
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s$r is not empty for in such a case we would have Ax — S for all x£S which 
would imply for all x, y£S, x~yx, y~xy. But then 
X ~ yx ~ xyx ~ X V ~ y •• • 
contradicting the hypothesis that ~ is proper. Thus to show that si'd^isi), i t 
suffices to prove that for all x ^ S , Axds& if A X ^ S . We fix x £ S and let 
Tx = {y£S\x~xy}. 
If y, z £ Tx, then x ~ xy ~ xz and thus x ~ (xy)(xz) ~ xyz, that is, yz£Tx. Conversely,, 
if yz £ Tx, then x ~ xyz and hence 
x ~ xyz ~ xxyz ~ (xy) (xyz) ~ xyx ~ xxy ~ xy, 
that is, y(LTx; similarly z£Tx. Consequently Tx is a face of S. If y€Ax, then x~yx 
whence x ~ xyx ~ xy and thus y£Tx. Hence Ax Tx and thus N(AX) Q Tx since 
Tx is a face. Further, if y(LTx, then x~xy whence x ~ (xy)x so that xy£AxQN(Ax). 
But xy £ N(AX) implies ydN(Ax) which proves TXQN(AX). Consequently TX = N(AX). 
If yz£AX, then x~yzx and we have yx ~y(yzx) -~yzx x so that y £AX. 
If ydAx,zd_Tx, then x ~ y x ~ x z and thus x~ j>x~yxz~(yz )x , that is, yz£Ax.. 
Consequently Ax is a l.d.r.i. of TX = N(AX) and hence Axds4 if AX9£S. 
We show next that a ^ = ~ . Suppose that x a ^ y . Then x £ A x implies that 
y£Ax, that is, x ~ j x ; dually y~xy and thus x~_yx~xj>x~xy 
Conversely, suppose that x~y and let z£S. If x£Az, then z ~ x z and 
thus z~yz, that is, y£Az. If x£N(Az)\Az, then z ~ z x since x£N(Az) = Tz, which 
implies z~zy and ydN(Az). If y were an element of Az, then z^yx which 
would imply z ~ j z ~ x z , that is, x£ Az contradicting the hypothesis. Consequently 
y €-JV(v4-)\ Tz. The implications established also prove that x £ N(AZ) implies y $ N(AZ). 
By-symmetry we conclude that xaAiy and since z is arbitrary, also xa^y. Therefore 
The last statement of the theorem is now clear. 
C o r o l l a r y . Ojt is the finest l.n. congruence on S. 
Let # be the family of all proper l.n. complexes and proper r.n. complexes of 
S together with the empty set, and (£ be the set of all l.n. congruences and r.n. 
congruences on S. On the set ^PC^) of all non-empty subsets of define the function 
y by: y(<T) = Yx*/. , 
T h e o r e m 6. The function y maps tyCtf) onto (£ and is inclusion inverting. 
P r o o f . This follows easily from Theorem 5 and its dual, and Theorem 1. 
C o r o l l a r y 1. Gq is the finest n. congruence on S. v 1 
Letting S> be the family of all n. complexes of S, we have the following result 
by the preceding corollary and Theorem 1. 
C o r o l l a r y 2. oa is the finest n. congruence on S. 
Note that can not be replaced by Q> in Theorem 6. 
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Recall that for any x £ S, Xx = aAix), Qx — aB(x), xx = Xx fl Qx . Hence by Theorem 2 
(its dual) XX[Qx] is a l.n. [r.n.] congruence and hence by Theorem 1, IX is a n. con-
gruence. It is not hard to show that O^ = f) XX and OA = O<C = f] Xx- The next prop-
res ' .vfH s 
osition follows easily from the definitions. 
P r o p o s i t i o n 4. For any x£S, we have 
a) S/Xx s; U if and only if A(x) = S: 
b) SIXx =L if and only if A(x) ^ N(x) = S ; 
c) S/Xx = U° if and only if A(x) = N(x)^S; 
d) S/Xx^L° if and only if A(x)^N(x)^ S. 
The next theorem characterizes the n. congruences xx. 
T h e o r e m 7. For any x£S, we have: 
a) S/xx = U if and only if A(x) = B(x) ; 
b) Sjxx = L if and only if A(x)^S = B(x) ; 
c) Sjxx = R if and only if A(x) = S^B{x)\ 
d) S/xx ~LXR if and only if A(x) ^ N(x) = S ^ B(x) ; 
e) S/xx=U° if and only if A(x)=B(x)^ S ; 
f) S/xx=L° if and only if A(x) ^ N(x) = B(x) ^ S: 
g) Sjxx^R° if and only if B(x)?éN(x) = A(x)^Si 
h) S/ xx s ( L X R)° if and only if A(x) ^ N(x) ^ B(x), N(x) yi S, 
and these are all homomorphic images S/xx. 
P r o o f . As a sample we outline the proof of h); the other cases are treated, 
analogously, (most of them are simpler to prove than h) ). We note first that by 
Theorem 4, N(x) = N(A(x)) = N(B(x)). 
Necessity of h). Since Sjxx has a zero, we must have N(x) ^ S. Then N(x)/Çx SÎ 
S Ï L X R , where Çx is the restriction of xx to N(x), which by d) (d) in turn follows 
easily from Proposition 4, part b) and its dual) implies that A(x)^N(x)^B(x). 
Sufficiency of h) is proved by essentially reversing the steps in the proof of necessity. 
The last statement of the theorem follows by enumerating all possible cases 
of relationships among A(x), B(x), N(x), and S. 
' 5. Some properties of normal bands 
> > >1 investigate the properties of l.n. [r.n.] complexes of normal bands. 
The next theorem will be useful, it is also of independent interest. 
T h e o r e m 8. Let S be any semigroup such that for all a, x, y, b£S, axyb = ayxb.-. 
Then for any x£S, we have: • . , 
a) N(x) = {y € S| SyS 0 (x) ^ • } (the smallest face containing x) ; 
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b) P{x) = {y £ S| j S fl xS • } (the smallest l.d.r.i. containing x); 
c) A(x) = {.y £ yS fl (x) ^ • } (the smallest l.n. complex containing xj. 
P r o o f , a) Let T(x) = [ y S y S f ) ( x ) - ^ U } . If a,b£T(x), then uav = xm, 
zbw = x" for some u,v, z, wdS and some m, n. Hence (uz)ab(vw) — (uav)(zbw) = 
= xm+n and thus ab£ T(x). Conversely, if ab£ T(x), then uabv = xm for some a, v£S 
and some m, which implies a, b £ T(x). Thus T(x) is a face of S containing x and 
hence N(x)QT(x). The opposite inclusion being evident, we have N(x) = T(x). 
b) Let T(x) = {y£S\ ySOxS^ • } . If a£T(x), b^S, then au = xv for some 
u, v£S. Thus aub2 = xvb2 whence ab(ub) = x(vb2) so that ab £ T(x). Conversely, 
if ab (z T(x), then obviously a £ T(x). Hence T(x) is a l.d.r.i. of S containing A- and 
thus P(x)QT(x). Again the opposite inclusion is obvious, and we have P(x) — T(x). 
c) Let ^ ^ { j g S I ^ S T l ^ x ) ^ • } • By the definition of A(x) and parts a), b) 
of the present theorem, A(x) = {y£ N(x)\ yN(x) fl xN(x) ^ • } . If a £ T(x), then 
au = x" for some u£S and some n. Hence a(ux) — xx", where clearly ux, x"£N(x) 
and a £ A(x). Conversely, suppose that a £ A(x). Then a £ N(x) and au = xv for some 
u, v £N(x). By part a), zvw = xm for some z, w£S and some m. Consequently 
a(uzw) = xvzw = x(zvw) = x"'+1, and a £ T(x). Therefore A(x) = T(x). 
C o r o l l a r y 1. / « a normal band S,for any x£S, we have: 
a) N(x) = {y£S| x — xyx}; 
b) P(x) = {y £ SI ya = xa for some a £ S}; , 
c) = x=yx}. 
P r o o f , a) This is valid in any band S (6.2, [3]). 
b) If yu = xv, then y(vu) = (yu)(vu) — (xv)(vu) — x(vu). 
c) If yu = x, then yx=yu — x. 
C o r o l l a r y 2. In a normal band S, the following statements are equivalent for 
any x £ S: 
a) Nx is a left zero semigroup; 
b) x is a left zero of N(x); 
c) B(x) = N(x). 
P r o o f . We prove only that c) implies a). If a£Nx, then x = xax by part a) 
of Corollary 1 which together with the hypothesis and the dual of part c) of Corollary 
1 implies x = xa. 
Note that a) and b) in Corollary 2 are equivalent in any band. Let S be a normal 
band, and let 
Z ) , = { x £ S | |Ay = l}, 
Z ) 2 = { X £ « S ' | | I V X | > L and Nx is a left zero semigroup}, 
Z)3 = {x£5 | and Nx is a right zero semigroup}, 
D4 = 5 \ ( £ > , U D2 U £ > 3 ) . 
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Further, let K be the intersection of all ideals of S and let 
Ft = Dl fl K, 
Gi = DiC\(S\K), 
for ¿ = 1 , 2 , 3 , 4 . Finally let c(j, oc2, (X3,0(4 denote, respectively, the semigroups 
U, L, R, L X R. We are now ready to prove the main theorem of this section. 
T h e o r e m 9. Let x be any element of a normal band S. Then for i = 1, 2, 3, 4, 
a) Slxx = ai if and only if x£Ft, 
b) S/ xx = af if and only if xgG; . 
P r o o f . We note that / ^ { j e s i #(_>;) that by Theorem 4, N(x) = 
= N(A(x)) = N(B(xj), and that A(x) = B(x) implies A(x) — N(x). The theorem now 
follows from Theorem 7 and Corollary 2 to Theorem 8 and its dual. 
We say that a family !F of equivalence relations on a set T distinguishes elements 
o f T i f f | (p =iT, where iT is the identity relation on T. 
T h e o r e m 10. S is a normal band if and only if the family {Tx}xgs distinguishes 
elements of S. 
P r o o f . Necessity. Let x, y £ S and suppose that for all z£S, xxzy. In particular 
xxxy which implies y 6 A(x) C\B(x). By minimality of A(x) and B(x), we have A(y)Q 
^A(x) and B(y)QB(x). Similarly xxyy implies A(x)QA(y), B(x)QB(y). Conse-
quently A(x) ~A(y), B(x)=B(y). By Corollary 1 to Theorem 8 (part c) and its dual), 
we have for all z, w, £ S: 
x = zx if and only if y = zy, 
x = xn' if and only if y =yw. 
Since x and y are idempotent, x = xy—y. 
Sufficiency. Since xx is a n. congruence', so is f]xx which by the hypothesis 
xiS 
is equal to ¿s, the identity relation on S. But then S itself is a normal band. 
One similarly establishes 
P r o p o s i t i o n 5. S is a left normal band if and only if the family dis-. 
tinguishes elements of S. . . . 
6. Normal bands and subdirect products 
We next use some results of the previous section to obtain representations 
of normal bands as subdirect products of subdirectly irreducible normal bands. 
Let S be a normal band. Then by Theorem 10, F) 1* = i s which by BIRKHOFF'S 
xiS 
theorem (Theorem 9, p, 92, [1]) implies that S is a subdirect product of semigroups 
S/xx,xdS. Theorem 9 yields all the semigroups S/xx in terms of the sets F, and 
<j;,i' = l ,2 , 3,4. In the notation of that theorem, Sjxx^a.^ — Uif and only if x,£FY. 
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Since F1=DlC\K it is clear that if F1 ^ F, consists of a single element which 
is the zero of S. Further, if S/TxSS(X2 = (LxR)°, then by the definition of Tv 
(tx = LXN QX), we must have S/Xx ^L0,S/Qx^R°. It is easy to verify that U°, L, R, L°,R° 
are subdirectly irreducible. Using Theorem 9 for counting the number of copies 
of these semigroups among the semigroups SJzx and taking into account the above 
discussion, we obtain the next theorem which is the main result of this section. 
T h e o r e m 11. Any normal band S having more than one element is the sub-
direct product of 
\F2\ + 1F41 copies of L, |F3 | + |F4 | copies of R, 
|G t | copies of U°, |G2| + |G4| copies of L°, |G3| + |G4| copies of R°. 
The total number of copies is |S| if S has no zero and |S| — 1 if S has a zero.. 
The semigroups L, R, U°, L°, R° are subdirectly irreducible,. 
R e m a r k . We have already noted that if F^ ^ • , then it consists of a single 
element which is the zero of S. Similarly Corollary 2 to Theorem 8 implies that 
if F2 • , then F2 is the set of all left zeros of S and is the kernel of S; an analogous 
statement is valid for F 3 . Hence at most.one of the sets F , , F2 , F3 is non-empty. 
C o r o l l a r y 1. All the semigroups considered contain more than one element. 
a) A left normal band is the subdirect product of 
|F2 | copies of L, |G, | copies of U°, |G2| copies of L°. 
b) A left zero semigroup is a subdirect product of 
|S| copies of L. 
c) A semilattice is the subdirect product of 
J SI — I copies of U° if S is finite, 
| S| copies of U° if S is infinite. 
P r o o f . Part a) follows from the theorem; it can also be derived directly, 
by the same method of proof as above, from Propositions 4 and 5. Part b) follows 
directly from the theorem. If S is a finite semilattice, then S has a zero. If S is an 
infinite semilattice with zero, then |S| = | S \ 0 | = IGJ. Hence c) holds. 
C o r o l l a r y 2 (cf. Theorem 1, [5] and Corollaire I, Théorème V, [7]). These 
are the only subdirectly irreducible 
a) normal bands: L, R, U°, L°, R° ; 
b) left normal bands: L, U°, L°; 
c) left zero semigroups: L;. • -
d) semilattices: U°. 
C o r o l l a r y 3. (cf. Theorem 4, [9] which is a stronger statement). Every normal 
band is a subdirect product of a left arid a right normal band. • 
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P r o o f . This follows from the theorem since the product of, e.g., copies of 
X,' U°, L° is a left normal band; similarly for R, U°, L°. This corollary also follows 
from Theorem 1. 
One might ask what kind of bands are subdirect products of, say, left zero 
semigroups and semilattices, or some other combination of classes of semigroups 
we have considered. The desired results can be obtained from Theorem 11 or certain 
of its corollaries. 
7. A representation of normal bands 
The following construction is an easy modification of the one given by SHAIN [5] 
for right normal bands. It gives a representation of a normal band by subsets of 
a set under certain multiplication. 
Let B, C, and D be sets, let £"={1, 2} and suppose that B, CXE, Dx E are 
pairwise disjoint. Let 
A=B{J(CXE)U(DXE), 
and let 3F be the set of all subsets of 'A under the following multiplication: for 
21, 95 € & ; 
(1) ' = 
21 • 93 FL ( C X E) = 21 N ( C X E), 
21 • 93 D (D X E) = ® fl (D X E). 
It is easy to see that OF is a normal band; in analogy to [5] we call subsemi-
groups of J5" special normal bands. 
T h e o r e m 12. Every normal band is isomorphic to a special normal band. 
P r o o f . Let S be a normal band; then using Theorem 11, we may suppose 
that SO. [J S^ where S, is one of the semigroups: L, R, U°, L°, R°, and projection 
a i 
ni(S) = Si for all /€ / . Let 
B={ia\st=u°}, 
C={i£l\Si = L or S ^ L 0 } , 
D={i£I\Si=R or S, = 1P}. 
Let U = {1}, L = {1 j , / 2}, R = {rltr2}. Let A, E, and 3F be as above and define 
the function <p: S—SF by letting cp(x)QA be defined by: 
(p(x)f]B = {itB\n,(x) =1}, • * 
( 2 ) ^ w n ( c x f ) = (J { o v / i e c x f k ^ x ) - l j } , 
J = I 
<p(x)r\(DxE) = [J {(i,j)£DxE\ni(x) = rJ}. 
j = i 
A straightforward calculation shows that tp is an isomorphism; here (p(S) is a 
special normal band. 
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T h e o r e m 13 (cf. Theorem 2, [5] and Corollaire II, Théorème V, [7]). With 
the notation as'Jn the introduction to this section, we have: 
a) J2" is a left normal band if and only ;/£)=•; 
b) • J5" is a léft zero semigroup if and only if B = D—Q; 
c) êF is a semilattice if and only if C = Z) = • ; 
d) SF is a rectangular band if and only if B = U. 
Defining a "special left normal band", a "special left zero semigroup", etc., analo-
gously as a special normal band above, the statements corresponding to Theorem 12 
are valid for bands in a)—d). 
P r o o f . The proof is an adaptation of the proof of Theorem 12 and is omitted. 
R e m a r k . If we replace (1) by 
M - » n ô = ( S l U S ) n i ï , 
SF is still a normal band and Theorem 12 remains valid where in the proof, (2) 
is replaced by 
(0 is the zero of U°). 
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On some results of A. Renyi and C. Renyi 
concerning periodic entire functions 
By I. N. BAKER in London (England) 
In their paper [7] A. and C. RENYI have investigated the possibility that /(g(z)) 
should be an entire periodic function, where f(z) and g(z) are entire and g(z) is 
non-periodic. They proved the following two theorems: 
T h e o r e m 1. If f(z) is an arbitrary non-constant entire function and P(z) an 
arbitrary polynomial of degree S3 , then the entire function f(P(z)) is not periodic. 
T h e o r e m 2. If P(z) is an arbitrary non-constant polynomial and g(z) an entire 
function which is not periodic, then P(g(z)) is not periodic. 
In this note we shall make some improvements on theorem 2 and prove first 
T h e o r e m 3. If f(z) is an arbitrary non-constant entire function of order less 
than -j or of order \ and minimal type, and if g(z) is an entire function which is not 
periodic, then f(g(zj) is not periodic. 
The proof depends on the following 
L e m m a 1. If f(z) and g(z) are non-constant entire functions such that g(z) is 
not periodic but f(g(z)) = F(z) is periodic with period X, and if t is a value for which 
F'(t) 7s 0, then for integral n,w„=g(t + nX) satisfies f(w„) = F(t), while wn = wm if 
and only if n = m. 
Consequently + n / l ) | a s |«| — =<= and g(z) is unbounded on any ray 
z = z0 + Xs, 0^s< oo 
P r o o f of L e m m a 1. It is clear that wn satisfies f(w„) —f(g(t +«!)) = 
= F(t + nX) = F(t) = a, say. If there are integers m,n such that mp^n, wm = wn, 
then consideration of 
a(s) = F(t + ml + s) = f(g( t + mX+.?)) = F(t + nX+ s) = f(g( t + nl+.v)) 
shows that for all sufficiently small |J], 
g(t + mX + s)= g(t + nX+ s) 
is the unique solution of f(w)=a(s) near w,„ = u-„ (we recall that f'{wm) ^ 0 since 
f'(wm)g'(t + mX) = F'(t + mX) = F'(t) ^ 0). It then follows that g(z) is periodic with 
period (m — n)X, against assumption. Thus we conclude that wm ^ w„ for m ^n. 
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Since wn is a .solution of f(wn) = a, it follows that |iv„|— °° as |«|-~«>. On any 
ray L: z — z0 + Xs,s^O, one can find z = t such that F ' ( 0 ^ 0 , and the t + nX then 
lie on L so that g(z) is unbounded on L. 
P r o o f of t h e o r e m 3. Suppose t h a t / a n d g satisfy the conditions oftheorem 3, 
but that F(z) = f(g(z)) is periodic with period, say, X. Denote by L any ray of the 
form z = z0+Xs, i S O . Now g(L) is an unbounded, connected plane set on which 
f(z) is bounded, since the values o f f ( z ) on g(L) are the values of F(z) =f(g(z)) on L, 
and these are bounded, being in fact the values taken on the intersection of L with' 
one period strip of F. But (see e.g. [3]) for a function of the order of growth o f / ( z ) 
there is a sequence i?„->-°° such that the minimum of |/(z)[ tends to °° as [z| — o= 
through the values Rn. This contradicts the boundedness of / (z) on g(L). Thus 
the original assumption that f(g(z)) is periodic is false. 
Theorem 3 is sharp, since to a prescribed type £ > 0 the function, / (z) = 
= cosh (e ]/Z) is of order -¿, type e and / ( z 2 ) — cosh (sz) is periodic. We may note, 
however, that in this example the "inner" function g(z) is the polynomial z2 and 
it is natural to see if more can be proved when the case of quadratic g(z) is set aside. 
Concerning this case one can at least prove 
T h e o r e m 4. If f(z) is an arbitrary non-constant entire function, if g(z) is a 
non-periodic entire function other than a polynomial of degree ~ 2,. and if F(z) = 
—f(g(z)) ' s periodic, then 
(i) g(z) is transcendental, and (ii) the order of F(z) is infinite. 
P r o o f . Part (i) follows at once from Theorem 1. The. proof of part (ii) follows at 
once from the result of PÓLYA [6] that if F—f(g) is of finite order, where fig are 
entire, then either g is a polynomial and / is of finite order or g is not a polynomial, 
and / is of zero order. Since in our case g is not a polynomial.and / h a s order 
we conclude that F(z) has infinite order. 
For the further discussion we note that without loss of generality z may be 
subjected to a linear transformation to make the period of F(z) equal to 2ni, i.e. 
F(z) may be represented as /j(e2), where h(z) = ^ ^ „ z " , 0 < \z\ •<= The case when 
h(z) is entire, i.e. when An = 0 for negative n, may be distinguished as the case when 
F=h(ez) is bounded in the left half-plane R e z < 0 . In this case it is impossible 
that a non-constant F=f(g(z)), where g(z) is a quadratic polynomial, for such 
a decomposition together with the boundedness of F in a left half-plane would 
imply boundedness in a right half-plane also and thus F would be a (periodic) 
entire function bounded in the whole plane. We can prove rather more: 
T h e o r e m 5. If h(z) is a non-constant entire function and F(z) = h(e:), and if 
F may also be represented as F =f(g(z)), where g(z) is a non-periodic entire function 
and f(z) is an entire function, then 
(i) the order of f(z) is at least one, 
(ii) the order of g(z) is at least one, 
(iii) g(z) is p-valent in a suitable left half-plane H: Re z < const, for some 
integer p, i.e. g takes any value at most p times in H, 
(iv) the order of F(z) is infinite, so that h(z) must be transcendental. 
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In the course of this proof we shall need two lemmas: 
L e m m a 2. If for a positive integer p an entire function g(z) is p-valent in a half-
plane H: R e z < C = const, in the sense that g(z) takes no value more than p times 
in H, then 
\g(z)\ = 0(\z\2")-
uniformly as z — in any angle A: |arg z — n\where 6 is a constant less than n/2. 
Such a result was proved by BIEBERBACH [2] in the case p = 1 of univalent functions. 
P r o o f of L e m m a 2. Put t = z — C, s = (t + \)l(t — 1). This substitution 
maps H one-to-one conformally on D: < 1 in such a way that z — °° corresponds 
to / = 1. Moreover cp(s) = g(z) is /?-valent in D. By Miss CARTWRIGHT'S results [4] 
•one has 
|<p(s)| = 0 { ( l - | s | ) - 2 p } uniformly as | s | - l in Z). 
Now, as z ^ t » in an angle A, so that for large \z\, z is in H, we have 
l - | i | 2 = i _ i ± i . l ± l = —2 Re tl(ti — t — t+ 1) 1 ' i-1 t-1 /v 7 
> - 2 R e i / ( | ? | + l)2 since R e / < 0 , 
> K\z\ cos 0/|z|2 =K'j\z\ for a suitable constant K'. 
Thus \g(z)\ = 1 ^ ) 1 = 0 { ( 1 - H ) - 2 ^ } = 0 { ( l - H 2 ) - 2 " } = 0(|z|2"). 
The next lemma is essentially the Phragmen—Lindelof principle in a form 
•convenient for our application. It is proved in this form in e.g. [1]. 
L e m m a 3. If the order of the entire function f(z) is ^P, 0, and if as z — °=> 
outside a number of disjoint angular sectors of the form D: 
0 x < a r g z < 0 2 , 0 2 - 9 ^ — , 
one has 
| /(z)| = 0(exp(|z |" ')) , /?'</?, K constant, 
then the order of f(z) is in fact ^ /?'. : ' 
Taking P < 1 one immediately obtains the 
C o r o l l a r y . An entire function of order ft < 1 cannot be of order strictly 
< p (in particular cannot be <9([z|k)) in any half-plane. 
P r o o f of t h e o r e m 5. If h(0)=a, then F(z) — oc as R e z ^ - » . 
First we show \g(x) | — as x — — Suppose this is not true. Then there is 
a K>Q and a sequence x„—— such that |g(x„) |^K. Now F(x) =f(g(x)) —a 
as x — — We can assume, by choosing a subsequence of x„ if necessary, that 
.g(xn)-*p, \p\ 3 K . Then f(P) = a. Now given s > 0 , we have \f(g(x)) — a | < e for all 
sufficiently large — x, and since the a-points o f / are isolated, it follows that g(x) —j? 
as x—— Indeed /(g(z))—a as R e z - - = » , so that we must have g(z) — ft as 
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R e z — — ¿o. But this is impossible, since by Lemma 1 g(z) is unbounded on any 
line Re z = constant. Thus we have shown that | — as .x— — «>. Consider 
the half-plane H: Re z < c , where c is chosen so that h(z) takes the value a in [z| < ec 
only at z = 0, while \h(z) — a| x 5 > 0 on | z |=e c . Then in H one has F(z)?ia, while 
on the boundary of H one has |F(z) — a| ><5 =-0. As z ^ o o on the negative real 
axis i? in # one has F(z)-*a. 
The values of w=g(z) in H form an unbounded domain G=g(H) and as z — °° 
along R in H, the corresponding values g(z) run to ^ along a path L in G. As if — °° 
along L one has f(w)~*a. Moreover f(w)^a for w in G, while at any boundary 
point of G, |/(w) — a | > 5 . Consequently (see e.g. [5, Chapter XI]) a is a direct 
critical transcendental singularity of the inverse function / _ j ( z ) of f(w). By the. 
D.enjoy—Carleman—Ahlfors theorem [5, p. 313] it follows that the order of 
/ (z) is at least one. This proves part (i). 
Let the integer p denote the multiplicity of z = 0 as a solution of h(z) = a. Then 
the number E > 0 and the c in the definition of H may be chosen so that, for 
0 < | a ' — a|-=e the equation h(t) = a' has exactly p roots, all different, t2, ..., tp. 
in | f |<e c . Thus in H we have F(z) — h(ez) = <x' precisely at the infinite set of points 
S'(a') = { iogi 1 , log / 2 , . .„log/„}. 
We may assume that F'(z) ^ 0 in H. Then by Lemma 1 g(z) does not take the same 
value at any two different values of log tt (for fixed i). Then on the set 5(a) the 
function g(z) can take a given value at most p times, i.e. once on a value of log r1;. 
once on a value of log t2, etc. 
Now if g(z)=g(z') for z, z' in H, then F(z) = F(z') so that z and z' belong to 
the same set S(a'). Hence we have proved (iii) that g(z) takes any given value at 
most p times in H. 
By Lemma 2 we see that g(z) is 0(\z\2p) in H and it follows from Lemma 3 
that the order of g(z) is at least one. 
The infinite order of F(z) follows from P O L Y A ' S result just as in Theorem 3 . 
The example F = e x p (z + ez),f=ez, g — z + ez, h=zez shows that order 1 
can indeed occur for both / and g. In this case p — 1. 
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A note on operators whose spectrum is a spectral set 
By s . K . B E R B E R I A N in Iowa City (Iowa, U. S. A.) 
The reader is referred to [6] and [7] for terminology, and for the basic prop-
erties of spectral sets. If A is an operator we write a(A) for the spectrum of A,. 
and r(A) for the spectral radius of A. If S is a compact set of complex numbers,, 
a n d / i s an S-analytic function, we write | | / | | s = sup ( | / ( A ) | : A g S } . Thus, to say 
that S is a spectral set for A means: (i) a(A)c S, and (ii) \\f(A)\\ s | | / | | s f o r every 
rational function / with no poles in S. 
A key result proved in [6] is the following (VON NEUMANN'S Spectral Mapping 
Theorem): If S is a spectral set for the operator A and f is any S-analytic function,, 
then f ( S ) is a spectral set for the operator f(A) ([6, p. 226, 3.4 (ii)]; see [2] for a recent 
exposition). It is implicit in VON NEUMANN'S theorem that a[f(A)] C / ( S ) . More-
over, C. FOIA§ has shown that the "spectral mapping formula" holds: 
(1) 
where / is any S-analytic function, S being a spectral set for A [4, p. 369, (i)]. The 
first aim of this note is to present an elementary proof of (1) in the special case-
that S — a(A) (of course this places a restriction on the operator A): 
T h e o r e m 1. If u(A) is a spectral set for the operator A, then (1) holds for 
every a(A)-analytic function f . 
The proof is based on a general lemma: 
L e m m a . If S is a spectral set for the operator A, then 
(2) / K i ) ] c « T [ / ( y ( ) ] c / ( S ) 
for every S-analytic function f 
P r o o f . Assuming X^o(A), let us show / ( A ) £ a [ f ( A ) } . Let /„ be a sequence 
of rational functions with no poles in S, such that f„ —f uniformly on S. Then 
f„(A)—f(A) in norm [6, p. 264, 3.3. (I)]; since also/„(A)->/(A), we have 
MA) - U l ) I - f ( A ) - / ( ! ) / in norm. 
• By the spectral mapping formula for rational functions (which is no deeper than, 
the spectral mapping formula for polynomial functions), we have 
fn{X)ifMA)] = o{fn(A)]-, 
thus the operators fn(A) —/„(!)/ are singular, hence f(A) —/(A)/ is also singular.. 
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P r o o f of T h e o r e m 1. Put S = <r(A) in (2). 
C o r o l l a r y 1. If a(A) is a spectral set for the operator A and f is any &(A)-
•analytic function, then a[f(A)] is a spectral set for f(A). 
P r o o f . By VON NEUMANN'S theorem, f[a(A)\ is a spectral set for f(A); cite 
formula (1). 
An operator A is called normaloid if 
\\A\\=sxxp{\Ax,x)\: \\x\\ = l}; 
this is equivalent to the condition r(A) = \\A\\ by an elementary argument [3, proof 
of Theorem 3]. 
C o r o l l a r y 2. If a(A) is a spectral set for the operator A and f is any a(A)-
analytic function, then f(A) is normaloid. 
P r o o f . Since the function u(jl) = A is <r(A)-analytic, we have ||y4|| = ||M(V4)||S 
— lluL(/<) = ' ' (^); but r(A)^\\A\\ (for any operator), thus r(y4) = ||y4||, and so A is 
normaloid. By Corollary 1, the same argument is applicable to f(A), thus f(A) 
is normaloid. 
The special case of Corollary 2 for rational functions / with no poles in a(A) 
was proved by S. HILDEBRANDT [5, p. 421, Corollary]. The following result, related 
to Corollary 2, is much more elementary; it is implicit in [5, p. 420, Remark] 
T h e o r e m 2. In order that a (A) be a spectral set for the operator A, it is necessary 
and sufficient that f(A) be normaloid for every rational function f with no poles in cr(A). 
P r o o f . I f / i s a rational function with no poles in <r(A), then a[f(A)] =f[a(A)\ 
by elementary considerations, and so r[f(A)] = ||/||ff(,4). 
Suppose first that a(A) is a spectral set for A. I f / is any rational function with 
no poles in a(A), then \\f(A)\\^\\f\\aU)=r[f(A)]^\\f(A)\\, thus f(A) is normaloid. 
Conversely, if f(A) is normaloid for all rational functions / with no poles in 
•<r(A), then \\f(A)\\ = r\f(A)] = | | / | | f f U ) for all such f thus a(A) is a spectral set for A 
An operator A is called hyponormal if AA*^A*A. 
C o r o l l a r y I. If A is an operator such that f(A) is hyponormal for all rational 
functions f with no poles in (7(A), then o(A) is a spectral set for A. 
P r o o f . It suffices to cite the theorem, due to T. A N D O [1], that a hyponormal 
operator is normaloid. Incidentally, here is an elementary proof of ANDO'S theorem 
that avoids any reference to spectrum: if A is hyponormal, then || An\\ = for 
all positive integers n [8, proof of Theorem 1], and so A is normaloid [3, proof of 
Theorem 2]. 
C o r o l l a r y 2 . (VON NEUMANN) If A is a normal operator, then a (A) is a spectral 
set for A. 
P r o o f . Since f(A) is obviously normal for every rational function / with 
no poles in a(A), the assertion is immediate from Corollary 1. We remark that the 
proof does not use the spectral theorem (cf. [6, p. 277]). 
I am grateful to Professor S Z . - N A G Y for calling my attention to the reference [4]. 
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Über verschiedene Konvergenzarten trigonometrischer Reihen. DI 
(Bedingungen in der Metrik von Lp) 
Von LÁSZLÓ LEINDLER in Szeged 
Einleitung 
Es sei f(x)£Lp(0, 2n) (I -</>-=: c«) eine 27c-periodische Funktion mit der Fourier-
Entwicklung 
(1) fix) ~ + 2'(an cos nx + bn sin nx) = S f / ] . . n= 1 
En(jp) = En(f p) bezeichne den besten Annäherungsgrad von f(x) im Sinne der 





coP(ö) = c4p )(/ , ö) = sup { / \ A k J ( x , t)\'dxYlp, 
ostsi'o*' ' 
ferner bezeichnen wir mit A(a, y ,, y2) die Klasse der monotonen Funktionen 
l(x) ( x s l ) , für die jc"(log(x + l ) ) i ' ^A(*)^^( log(A:_+l)) ' , i . 
In zwei früheren Arbeiten ([1], [2]) haben wir u.a. verschiedene hinreichende 
Strukturbedingungen für verschiedene Arten der Konvergenz von (1) in der Metrik 
von L2(0, 2n) angegeben. Im vorliegenden Aufsatz werden wir den allgemeineren 
Fall von L"(0, 2n) betrachten • 
Wenn wir im Folgenden über die Existenz der r-ten Ableitung einer Funktion 
f{x) sprechen (reine natürliche Zahl),-so verstehen wir, d a ß / ( x ) fast überall gleich 
der r-fach iterierten Integralfunktion einer quadratisch integrierbaren Funktion 
g(x) ist,und dann nennen wir g(x) die r-te Ableitung von/(x), in Formel: g(x) = / ( r )(x) . 
Wir setzen zur Abkürzung: 
• 2n 
Äk(t) = Ak(f,p- t) = (/1Aksf(x, t)\pdx)UP. 
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Sa tz I. Sei l<pS2 und seien r und k nichtnegative ganze Zahlen mit k>r.-
a.) Unter der Bedingung 
: 00 (2) h o z t i M t ) d t 
I 
existiert f(r>(x) und konvergiert ihre Fourier-Entwicklung fast überall unbedingt, 
d.h. bei jeder Anordnung ihrer Glieder, 
ß) Unter der Bedingung 
(3) f M « 4 < . 
I -V+—+"• 0 t 2 ' 
existiert fir){x) und konvergieren die Reihen 
2n 
0 
bei fast allen Vorzeichenverteilungen gleichmäßig, 
y) Unter jeder Bedingung 
(4) i ^ ä , 
I T + — + r 
S t2 ' 
'• 00 
00. (5) [ M f L d M d t . 
I 
(6) j ^ ß - d t ^ 
I 1+ —+ r-a 
0 t ' 
existiert f<r)(x) und ist ihre Fourier-Entwicklung fast überall | C, a ¡C,.£|-, bzw, 
|C, a1-summierbar*) (— 1 < a < £). 
ö) Unter der Bedingung 
1 
<2/ |logi| Al(t) 
(7) / dt 
I 2r + — 
i t <• 
existiert f(r)(x) und konvergiert ihre Fourier-Entwicklung fast überall. 
*) Eine Reihe £u„ heißt |C, a|-summierbar, wenn 
B=1 
gilt, wobei oi"* das n-te (C, a)-Mittel bezeichnet. 
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Zum Beweis des Satzes I werden wir aus den angegebenen Strukturbedingungen, 
gewisse Bedingungen von der Form 
* < " > « - ( w > - { ! « + * > ' » } " ' . 
herleiten, woraus durch Anwendung bekannter Koeffizientenbedingungen die 
entsprechenden Behauptungen folgen. 
Mit Rücksicht auf das Ergebnis von A. F. TIMAN und M. F. TIMAN [13]: 
R^SK.E.ip) (für 1 <p = 2), 
bzw. das Ergebnis von STECKIN [11]: 
E„(P) == K2 co</> , 
bekommen wir aus dem Satz 1 den folgenden: 
Sa tz II. Sei 1 </? = 2. Die entsprechenden Behauptungen des Satzes I bleiben mit' 
(2') 2! 0°g ") " ~ 2 + " +r E„(p) < oo 
n=l 
(3') 2 f ^ n ~ 2 + P + r E „ ( p ) ^ c 0 
n-I 1 
(40 2 n ^ r En(p)^ CO n=i 
(50 2 ^\ognn~2+ >>+rEn(p)^~ 
(60 
n=l 
(T) ¿ ( l o g n)n~2+~i+2rEn2(p)^~> n=i • 
anstatt (2), ..., (7) gültig. 
Bekanntlich hat MARCINKIEWICZ [6] den Satz von PLESSNER [8] folgender-
weise verallgemeinert: Unter der Bedingung 
2*'2« 
I I I A x + O - Z f r - O i ^ ^ 
0 0 
für ein p mit 1 ^ 2 , konvergiert die Entwicklung (1) fast überall 
oder 2 (logn)n 2 + p+rco(2p) — 
n= 1 
°° — - — + — + r ( 1 oder 2 l^log nn 2 p r co<2P) I — 
oder ¿ n 2 + p+r(ol2p) 
oder 2 l^lognn 2 P co{2p) — I-c 
oder 2 n 
l 
- 1 + — + r-a [ 1 
P OO2 I — 
n= 1 l « 
- 2 + — + 2 r 
oder 2 (log n)n p ur 
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POTAPOV [9] hat neulich bewiesen, daß f ü r / > > l die drei Bedingungen 
2n 2n -
\f(x + t)-f(x-t)\" 
I I dx dt 
(8) { 6 5 
«=1 n J t 
paarweise äquivalent sind. (Er hat aber diese Behauptung in dieser Form nicht 
ausgesprochen.) 
Unlängst haben wir [3] einen Äquivalenzsatz bewiesen, der in einem Spezialfall 
•folgenderweise lautet: 
Sei und sei A(x)£/l(a, y 1 ; }>2) mit a > l — / ? und mit gewissen y i < y 2 . 




[fix + 2i) +f(x - 2t) - 2f(x)]2 dx dt-




Der Vergleich dieser Ergebnisse stellt die Frage, ob ein Äquivalenzsatz von 
•obiger Art im Raum £"(0, 2n) mit 1 </?<=o gilt. Der folgende Satz gibt für diese 
Frage eine positive Antwort. 
Sa tz I I I . Seien p 1 und ß 1 reelle Zahlen, weiterhin sei A(x) £ A(a, y1; y2>) 
mit a. =- max (l—ß,— 2) und mit gewissen y, < y2 • Dann sind die drei Bedingungen 
i 2n . • 
•(9) f i f f | fix + 2t) +fix - 2t) - 2fix)\" d x f d t < 
J ^ [ j J V J 
(10). Z ^ i f p ) ^ , 
paarweise äquivalent. 
Es ist bekannt (s. z. B. [12], s. 339), daß für jedes p mit 1 <=° gilt: 
¿ U / O H I / W - S n - i M I I , , -
So ist es ersichtlich, daß man auf Grund des Satzes von HAUSDORFF—YOUNG, 
-([14], I I , s. 101 . ) bzw. von HARDY—-LITTLEW.OOD ([14] , I I , s. 1 2 8 . ) auch notwendige 
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und hinreichende, durch Koeffizienten angegebene Bedingungen für das Erfülltsein 
der Bedingungen (9), (10) und (11) angeben kann. Im Falle 1 sind die 
Bedingungen 
m i f 00 1 ßlp' 
und 
~ 1 c °° 1 ßip 
< 1 3 ) Ä W ) W W ^ M P ) K P ~ 2 \ 
notwendig, und im Falle 2 S / ) < » sind die obigen Bedingungen hinreichend dafür, 
daß die Bedingungen (9)—(11) erfüllt sind. Wir bemerken noch, daß die Bedingungen 
(12) und (13) im allgemeinen unvergleichbar sind, wenn aber die Folge Qn = (a% + 6*)* 
monoton ist, folgt für 1 < p ^ 2 (12) aus (13) und f ü r / ? s 2 folgt (13) aus (12). 
§ 1. Hilfssätze 
H i l f s s a t z I . Ist f(x)eL"(0, In), dann gilt 
\ n) n v=0 
Dieser Hilfssatz ist bekannt. (Siehe z.B. [12], S. 344.) 
H i l f s s a t z I I . Seien l(x) (x S1) eine positive, monotone Funktion mit X(n)^ 
• AA(2n) (A S 2 , n = 1, 2, ...) undp, ß reelle Zahlen mit 
1 < S 2 und ß ^p' = P 
p-1 
Dann folgt die Ungleichung 
~ j i ~ 1 ßlp' 
aus 
1 2* 
[ V I T i f dx\ß'Pdt< 00 (k s!)• 
I ' ^ ( 7 ) H J 
Dieser Hilfssatz kann analog zu dem Beweis des Hilfssatzes III von [3] be-
wiesen werden, nur soll man die Beziehung 
AkJ(x, t) = 2k 2 {«„ cos | n x + k + hn sin -f- k y j j (sin ntf 
anstatt der Beziehung bezüglich Affix, 2t) benutzen. 
6 A 
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H i l f s s a t z I I I . Seien {an} und {oc„} nicht-negative Zahlenfolgen mit 
oo 
2 cck = ßnct„. 
k — rt 
Dann gilt für jedes p = l 
<*> t k \p 
(i.i) 2 «J 2 ß. p" 2«»08» („=1 ^ k=1 
(c 
Beweis . Mit der Abkürzung sk — O'o = 0) gilt für jedes N n = 1 
JV JV 
2 <Xk*k= 2 (ßk <Xk-ß«+1 a*+ i K S 
t=i t=i 
N JV 
s 2 ßk<*k(.4-s£-t) ^ P 2 ßk <*k s%~1 ak S fc=l Ä=1 
P - 1 
¡v i . r JV 11/pf JV - J - J -
^P 2«k ßkOkXk " srl ^p\2«k(ßkaky\ 2 «k s£ \ 
k=1 U=1 J U=1 ' J 
Daraus ergibt sich {N 11/p f JV 11/p 
2 «k sg j P j 2 ak(ßk ak)v\ , 
woraus die Behauptung (1. 1) unmittelbar folgt. 
§ 2. Beweis der Sätze 
Beweis von Sa tz I . a) Auf Grund des Hilfssatzes II, mit A(x) = x 2 " 
• log_ 1(x + l), ergibt sich aus der Bedingung (2) 
(log «)*„(/>') = 
Daraus erhalten wir: 
00 . f 00 1 1/2 CO C 00 1 1/2 
2 - \ 2 ^ Q ] \ - 2 2 \ 2 k»ei\ -
„=3 n [k = n ) m— i lfc = 2m+ 1 J 
~ 00 f 2V+1 V/2 ~ » f 2 " 1 11/p' p'-2 2 1 QL\ s r ^ ' Z H Z e r 
m = 1 v = m U = 2 V + 1 J m = l v = m lfc = 2 v + l J 
(2.1) 
^ 2 r + 1 2 v 2 r2V (P>) 2 r + 1 2 v2V P) 2V Ä 2 v( /0 
v = l v = l 
/1=2 
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Dies ergibt insbesondere 
2 elk2 
k=. 1 
folglich existiert fir)(x) und gehört zu L2(0, 27t). Somit gilt nach einem bekannten 
Satz (s. z. B. [14], S. 40): 5 « [ / ] = S[/ ( r )],*) also 
(2.2) En(ß'\ 2) = k2rel)/2-
U=« J . s 
Daraus und aus (2. 1) folgt die Ungleichung 
n=l n 
welche nach einem Satz des Verfassers [4] die unbedingte Konvergenz von S[f ( r )] 
fast überall nach sich zieht. 
Im Falle der Behauptung ß) genügt es, nach einem Satz von SALEM und 
ZYGMUND [10], zu zeigen, daß 
Mach dem Hilfssatz II, mit A(x)=x2 " ' (log (x +1)) 2 , folgt aus (3): 
2 n~ 2+ 1»+" (log n)*Rn(p')-
/1=2 
Daraus kann man durch eine einfache, zu (2. 1) analoge Rechnung zeigen, daß 
f(r)(x) existiert und zu L2(0, 2K) gehört; somit gelten S ^ f / ] = 5[ / ( r ) ] und (2. 2), 
weiterhin auch die Ungleichung (2. 3). 
3 1 
— r 
y) Aus (4), durch Anwendung des Hilfssatzes II mit X(x)=x2 p , folgt 
2 n 2 + " + r p „ ( / ) < - . 
n= 1 
Hieraus ergibt sich 
~ ( 2™+' V/2 
(2.4) 2 \ 2 elk2r\ 
zz/=lU = 2m+l ) 
durch die folgende Abschätzung: 
2 \ 2 Qik*'\ S 2 2 2-\ 2 od 2 ' H w J ^ m=l U = 2m+1 ) m= 1 U = 2m+1 ) 
^ 2 2 R2m(p') s 2'+2 2 Rn(p'). 
*) <S(r)[/l bezeichnet die aus der Fourierreihe S [ / ] durch r-malige gliedweise Ableitung ent-
standene Reihe. 
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Aus (2.4) folgt, daß / w ( x ) £L2(0, 2n) und so ist S(r>[/] = 5'[/f>]. Mit Rücksicht 
auf die letzte Behauptung zieht die Ungleichung (2. 4) nach einem Satz von [5] 
die | C, a>i[-Summierbarkeit von S t / ^ ] fast überall nach sich. 
Ähnlicherweise können die beiden anderen Behauptungen eingesehen werden. 
Nämlich folgt aus (5) bzw. aus (6) 
« _3 
Z n ~ 2 + " + r (log и)'/2 RJp') < «, 
.. .«=1 
bzw. 
° ° , 1 -1 +- + Г-П 
Z « " RniP)-
1 = 1 





2 2 Qk k2r\ 
n \k = 2m +1 J 
2 I ^ rffc" 
n= 1 u = 2m+l J 
Hieraus folgt, daß «S[/(r)] fast überall | b z w . |C, — 1 <a<£ | -summierbar 
ist (s. [5], Satz II). 
2—i- + 2r 
<5) Aus (7), auf Grund des Hilfssatzes II mit i(x) = x p (log ( x + 1 ) ) - 1 
und ß — 2, ergibt sich 
(2.5) 2 n ~ 2 + p + 2r ( l og n)Rl (Pl < 
. n — 2 
Hieraus folgt, daß 
(2.6) 2 Q2kk2'\ogk<~-
k= 1 
dies sichert, nach dem wohlbekannten Kolmogoroff—Sei i verstoff—Plessnerschen 
Satz die Konvergenz von >S'[/<r)] fast überall; es gilt nämlich S f r , [ / ] = «S,[/'r)] auch 
in diesem Fall. Die Implikation (2. 5)=>-(2. 6) können wir folgenderweise beiweisen: 
co e o - o o CO 2m + 1 t OO 2V+1 
2 et k2'log km 2* 2 - 2 Q2kk2'^ 2 2 - 3 2 " 2 L 2 22v ' 2 ei^ 
k = 3 n = 3 n k = n m=l n = 2m+l n, v = m fc = 2v+l 
~ / 2 1 f 2'"+' "12/p' oo 2 
m = 1 U = 2 ' " + l J n = l 
Damit haben wir den Satz I vollständig bewiesen. 
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Beweis v o n Sa tz I I I .*) Zuerst beweisen wir die Implikation (9)=>-(10). 
Im Falle 1 ( " ) < 0 0 ist die Behauptung trivial. Wir nehmen also an, daß a S 1 . Sei 
"»(*) = 27T»(2«2 + 1 ) 
271 . t-x sin—-—n 





J [fix + 2t) + f ( x _ ., f sin nt) , -2t)] — dt. ' { sin t ) 
u„(x) ist ein trigonometrisches Polynom (2n — 2)-ten Grades und man hat 
*/2 
/
6 i sin Hfl* 
nn(2n2 + 1 ) ( sin t J — 1 
(s. [1], S, 113—116). Nach dem Obigen ist es klar, daß E2k+i(f p) 
№ ) - M * ) l l P , d.h. gilt 
2n n/2 
. ( / , = { / | / [ / (* + 2 i ) - 2 / W + f ( x + 2 0] n2k(22k+1 +1) 
0 0 
_ isin 2k t) V 
[ s i n ? J 
Durch Anwendung der Minkowskischen Ungleichung bekommt man 
n / 2 2 n 
dt 
p l i / p 
dx\ 
E2^(J,p) 2 - 3 * J { / \ f ( x + 2t) - 2f(x) +f(x -2t)\" dxj''"dt = 
0 0 
n/2 
Лsin 2 sin = 2~3k A(t) dt. 
Für ß > \ erhalten wir durch Anwendung der Hölderschen Ungleichung 
o 
n2k(22k+l + \){ sinf 
sin 2k t 
*) Unser Beweis ist ähnlich zum Lemma 6 von POTAPOV [9]. 
\ 
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i 
Daraus folgt für jedes ß S1 
00 1 ~ 
n '2 /2 ; ( j _ ) 
f Ä < # v _ l L L i s i n 2 r a f Y d t 
~ J 7 7 f T T '"=0 22m A(2m) ( ~ s i n T j 
Auf Grund dieser Ungleichungen genügt es für den Beweis der Implikation (9)=>(10) 
zu zeigen, daß die Summe 
_ y t n { l ) [ s i n 2 ~ t } 
22mX(2m) sin? J 
71 
f ü r 0 g l e i c h m ä ß i g beschränkt ist. Für ein beliebiges, aber fixiertes t be-
zeichnen wir mit m0 die größte unter den natürlichen Zahlen m, mit 2 1 . Dann ist 
l»0 00 
ff(o=Z+ 2 = o- i (0+^2(0 . m = 0 7« = »io + l 
Es ist leicht ersichtlich, daß ^ ( f ) beschränkt ist. Wegen a ^ l ist nämlich 
j i ] 
A(2m) 
Wegen a > — 2 ist ferner • 
. 1 1 22mo 
cr2(t)^K7 2 t~2[y] 2~2m2-' (2"') 
III = »10+ 1 \ * / 
^ KSt~ 2 l 2 " 2m0 k~ 1 (2"'°) S A'g . 
Damit haben wir die Implikation (9)=>(10) bewiesen. 
Wir beweisen nun die Implikation (10)=>(11).' Da wegen oc>l— ß und 
k(x)€A(cc, y,, y2) gilt: 
oo 1 
y 1 ^K n 
Äi, A(fc)fc" . 10 k(ri)n« ' 
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« 
es ergibt sich aus den Hilfssätzen I und III 
was zu beweisen war. 
Was die Implikation (11)=>(9) anbetrifft, genügt es zu bemerken, daß die 
Bedingung (11) mit 
i 
(2.7) [ ' оУ/Ч/ ; tf dt-0 к 
gleichwertig ist, da (9) aus (2. 7) offenbar folgt. 
D a m i t h a b e n wir d e n Satz III vo l l s t änd ig bewiesen . 
Schriftenverzeichnis 
[1] L. LEINDLER, Über verschiedene Konvergenzarten trigonometrischer Reihen, Acta Sei. Math., 
2 5 ( 1 9 6 4 ) , 2 3 3 — 2 4 9 . 
[2] L. LEINDLER, Über verschiedene Konvergenzarten trigonometrischer Reihen. II, Acta Sei. 
Math., 26 (1965), 118—124. 
[3] L. LEINDLER, Über Strukturbedingungen für Fourierreihen, Math. Z., 88 (1965), 418—431. 
[4] L. LEINDLER, Über unbedingte Konvergenz der Orthogonalreihen mit strukturellen Bedingungen, 
Studio Math., 23 (1963), 113—117.. 
[5] L. LEINDLER, Über die absolute Summierbarkeit der Orthogonalreihen, Acta Sei. Math., 22 
(1961), 243—268. 
[6] J. MARCINKIEWICZ, Sur une nouvelle condition pour la convergence presque partout des 
séries de Fourier, Annali délia Scuola Normale Superiore di Pisa, 8 (1939), 239—240. 
[7] И. П. Н а т а н с о н , Конструктивная теория функций (Москва—Ленинград, 1949). 
[8] А. PLESSNER, Über Konvergenz von trigonometrischen Reihen, J. reine angew. Math., 155 
(1926), 15—25. 
[9] M. К. П о т а п о в , К вопросу об эквивалентности условий сходимости рядов Фурье, 
Мат. сборник, 6 8 ( 1 9 6 5 ) , 1 1 1 — 1 2 7 . 
1 1 0 ] R . S A L E M — A . ZYGMUND, Some properties of trigonométrie sériés whose terms have random 
sings, Acta Math., 91 ( 1 9 5 4 ) , 2 4 5 — 3 0 1 . 
[11] С. Б. С т е ч к и н , О порядке наилучших приближений непрерывных функций, Изв. АН 
СССР, 1 5 ( 1 9 5 1 ) , 2 1 9 — 2 4 2 . 
[12] А. Ф. Т и м а н , Теория приближения функций действительного переменного (Москва, 
I 9 6 0 ) . 
[13] А. Ф. Т и м а н — Т . Ф. Т и м а н , Обобщенный модуль непрерывности и наилучшее 
приближение в среднем, Доклады АН СССР, 71 (1950), 17—20. 
[ 1 4 ] А . ZYGMUND, Trigonometrie séries. I — I I (Cambridge, 1959). 
(Eingegangen am II. März 1966) 

On the strong summability of orthogonal series 
By LÁSZLÓ LEINDLER in Szeged 
1. Let {<?„(*)} (n = 0, 1, ...) be an orthonormal system on the interval (a, b).. 
We shall consider series 
(1 -1 ) 2cn<P„(x) n = 0 
with real coefficients satisfying 
oo 
( i .2 ) 
n= 0 
By the Riesz—Fischer theorem, the series (1. 1) converges in the mean to a square-
integrable function fix). By snix) and tr"(x) we denote the n-th partial sums and. 
the H-th Cesáro means of order a ( > — 1) of the series (1. 1), i.e. 
OO 
sn(x) = 2cv<PÁx) v = 0 
2. Concerning the strong and very strong summability of (1. 1), SUNOUCHI [3]! 
proved recently the following theorems: 
T h e o r e m A. If the orthogonal series (1. 1) with .(I. 2) is (C, X)-summable 
to f(x) almost everywhere in (a, b), then 
lira 2 k ix)-fix)|* = 0 
oo v = 0 
almost everywhere in ia, b) for any a =-0 and k >0. 
T h e o r e m B. If 
oo 
( 2 . 1 ) 2cl(\og l o g « ) 2 < -
n = 4 
then 
lim X A ^ K i x ) - f i x ) \ k = 0 
T1~* O® -̂ N V = 0 
holds for any and k> 0, almost everywhere in (a, b), for any increasing sequence-
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TANDORI [4] has proved this theorem for a = 1 earlier. 
In [2] we have generalized this theorem of TANDORI as follows: 
T h e o r e m C. Under the hypothesis (2. 1) we have 
¿K(x)-f(x)]2 = 0 
, n->CO « T I V = 0 
•almost everywhere for any (non necessarily monotonie) sequence {/,} of distinct 
non-negative integers. 
At the same time we proved the following 
T h e o r e m D. Let {an} be a given sequence of real numbers with 2>al <co an(i 
na2 ^(n+\)a2+1 (n — 1, 2, ...). 
.If the orthogonal series (1. 1) with (1. 2) is Abel-summable to f(x) almost everywhere 
in (a, b) and 
c2n = O (a2), 
.then we have 
"m - ¿ y 2 K"'W-/W]2 = 0 n T I v = 0 
for any y almost everywhere in (a, b),for any sequence {/v} of distinct non-negative 
integers. 
matrix 
3. In the present note we intend to generalize further these theorems. 
We consider a regular summation method Tn determined by a triangular 
A„ 
Vliumw JU11I1UU1.1V11 IILWlllUVI UVIV1 IIIUH/U L 
f- j [ a n t s O and An = ¿ « „ J , i.e. if sk tends to s, then i« || v k = 0 ' ll 
1 ^ Sk^S.  y >11 — ~7~ ¿1 rXnk sk An k=0 
T h e o r e m 1. Let A'>0. If there exists a p> 1 such that 
'(3.1) T ^ - 2 a n d { ¿ V - ' a ; ¿ l l P ^ K Z a » v 
P ~ ~ i l v = l J V = 1 
and if the series (1. 1) with (1.2) is (C, \)-summable to f(x) almost everywhere in 
(a, b), then 
(3. 2) lim ~ 2 «„v k i " ' ( a ; ) - f ( x ) \ k = 0 
n~* co Sin v = 0 
almost everywhere in (a, b) for any y 
It is clear that in the special case y = 1 and otnv = A j f s ^ (a > 0 ) this theorem 
includes the Theorem A of SUNOUCHI; in fact, 
{" | i / p 2ivP~1(An-vi)yf = Klin"'1 n^-l)p+iY"' = Ki n* ^ k2a^ 
:for any a > 0 if p is near enough to 1. 
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It is easy to verify that in the cases 
<3.3) 
a"k ~ k log (k + 2) log log (k + 4) 
and in those cases, which are similar to the above ones, the condition (3. 1) is 
satisfied for any 1, consequently the statement (3.2) holds for any /c>0 in 
the cases mentioned above. 
It .follows easily from this theorem : 
T h e o r e m 2. Let /c>0. If there exists a p>l such that the conditions (3. 1) 
holds and if 
(3.4) 2 c 2 l o g l o g 2 « < ° o , 
n = 4. 
then we have 
lim ~ 2 a„v\al~1 ( f a} ; x ) - f ( x ) \ k = 0 
n -* n v = 0 
almost everywhere in (a, b) for any y J2- and for any-increasing sequence {/¿J; here 
we have set 
sln v=0 
Theorem 2 includes evidently the Theorem B of SUNOUCHI in the special case 
7 = 1 and a „ v = = / l ( a > 0 ) . 
T h e o r e m 3. Under the hypothesis of Theorem 2 we have 
1 " ' 
lirn —- 2 a«v K ( x ) ~f(x)\k = 0 
H -»oo S i n v = 0 
almost everywhere in (a, b) for any sequence {/v} of distinct non-negative integers. 
In particular, we have as 
C o r o l l a r y 1. If the condition (3.4) is satisfied, then 
I'm ~ 2 ¿ t V ' l s J x ) - / ' ^ = 0 . 
( v = 0 
holds for any a > 0 and k >0 , almost everywhere in (a, b) for any sequence {/v} of 
distinct non-negative integers. 
It is easy to see that this corollary generalizes the Theorems B and C. 
Finally we prové the following 
T h e o r e m 4. Let {d„} be a given real sequence with 
<3.5) nd„2 ̂ (n+l)d?+1 ( «= 1,2, . . . ) , 
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further let y and k^ 0. If there exists a p> 1 such that the conditions (3. 1) hold, 
and if the series (1. 1) is (C, 1 )-summable to f(x) almost everywhere in {a, b) and, 
moreover, 
(3.6) c2 = 0(d2), 
then 
lim ^ ¿ ' « . . v k r ' W - Z W I " - 0 
n-*oo v = 0 -
almost everywhere in (a, b) for any sequence {/„} of distinct non-negative integers. 
This theorem includes the Theorem D in the special case anv = 1 and k = 2, 
because the conditions (3. 1) are satisfied in the cases of (3. 3) for any p > 1, as 
we have seen it. 
It seems worth while to observe also the following 
C o r o l l a r y 2. Let {dn} be a given real sequence satisfying the conditions 
2d2 < °° and (3. 5). If the series (1. 1) is (C, l)-summable to f(x) almost everywhere 
in {a, b) and (3. 6) is satisfied, then 
lim ~ Z K ~ 1 ( * ) - / ( * ) | * = 0 
rt_»oo stn v = 0 
holds for any a > 0 , k > 0 , and almost everywhere in (a,b), for any sequence 
{/„} of distinct non-negative integers. 
The method of proof of these theorems is that of SUNOUCHI [3] and of the 
author [2]. 
In the sequel, we use K, Kt, K2, ... to denote positive constants, not necessarily 
the same on any two occurences. 
4. The following lemmas will be required for the proofs of the theorems. 
L e m m a 1. Let {ij/k(x)} (k=\, ..., N) be an orthogonal system in (a, b) and let 
b 
al= firt(x)dx (k—i,2, ..., AO-
a 
Then there exists a function 5(x) such that 
14,1(x) + ...+Ux)\^5(x) (1=1,2, ...,N) 
in (a, b) and 
r 
/ 52 (x) dx S Ki log2 N Z al-
a *=i 
This Lemma is well known (cf. K A C Z M A R Z — S T E I N H A U S [1], p. 1 6 2 ) . 
oo 
L e m m a 2. If 2 c , 2 < M i then 
n = o 
b 
J^Zn-1\<-1(x)-axn(x)\^dx^K2Z)C2„ 
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This Lemma also is known (cf. [3], Lemma 1). 
L e m m a 3. Let k>0 and 2cn < If there exists a p>\ such that the con-
ditions (3. 1) are satisfied, then for y we have 
b 
[{ sup U - Z Wl-1 (X) - <rl(x)|*l1 ' T d x 2 cl. 
J v = 0 J J /1 = 0 
a 
P r o o f . Applying HOLDER'S inequality, we obtain by (3. 1) 
^n V=1 
, f . " 11 /« r « 11 /p 
<4.1) «Ti- 'W-ffJWI« 4 } s 
^ ^ { ¿ v - i l o r r H ^ - a U x ) ^ } 1 ' " , 
where q= ^ , . Since qks2, we have by Lemma 2 and (4. 1) that 
/ 7 - 1 
b 
f \ sup i - j - ¿ « „ v k r 1 ( x ) - < T Ï ( x ) | t ] ' } dx 
J l l s n < ~ V ^ / i V = 1 J J 
b 
S ^ J [ 2 v - •1 k r 1 (*) - ^ W j </* 
A 
b 
[ \ 2 V- : 1 k r 1 ( * ) - ^ ( X ) | 2 ] D X ^ K 2 Z CL J VV=1 J n = 0 
5. P r o o f of T h e o r e m 1. Since, by the hypothesis, the series (1.1) 
is (C, l)-summable, so the means o'^x) (fi > 0) converge to the function / (x ) almost 
everywhere in (a, b). From this fact it follows that in the following inequality 
A i v = o 
(5.1) . 
S 2 «„v k r 1 (x) - o> ( x ) i ' 2 I®? (x) -f{x)\k 
n v = 0 A n v = 0 
the second sum tends to 0 almost everywhere in (a, b). 
We shall show that the first sum tends to zero, too. To this effect, we choose 
N, for given s > 0 , so that 
<5.2) Z c ^ s 2 , _ „ 3 
nEiV/4 
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^ / x K f 0 r n - N > 
2 « .* . (* ) with *„ = j 0 f o r 
Zb n<Pn(x) with b, n=l h : 
for n ^ N , 
for n > N. 
Let us denote by a x ) and x), respectively, the v-th Cesaro means 
of order /? of the series (5. 3) and (5. 4). It is obvious that 
(5.5) <ji(x) = oi(f l ;x) + af(6;jc) " ( v = l , 2 , ...). 
For the series (5. 3), the means 
1 " 
v = 0 
converge clearly to zero almost everywhere. As to the series (5. 4), we obtain, using 
the Lemma 3 and (5. 2), 
F\ sup [^7-2,^\°r'{b-x)-ol(b-,x)A ' } 
J v = 0 ) J 
j x lim sup 2 a„v\<rl~ 1 (¿; x) - a\(p; x)|*J ' > e j S Kv e. 
Hence 
meas 
That is, the means 
A n v = 0 
also converge to zero almost everywhere. 
The statement (3. 2) follows from the above results by virtue of (5. 5). 
This completes the proof of Theorem 1. 
P r o o f of T h e o r e m 2. We set 
and 
<*>„(*) = 
?n2 = 2 «t=íi„-i+i 
1 
— 2 ci'<pk(x) 




2 Vkix) for y„ = 0. 
By (3. 4), 
• VVn—Pn-1 k = n„-1 + 1 
oo oo 
2 In log log2 n = 2 log log2 n 2 d-
n = 4 
fn 
 k = /i„-t + 1 
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Hence, and from a well known theorem of KACZMARZ and MENSHOV, it follows 
hat the series 
«=i 
is (C, l)-summable to f(x) almost everywhere in (a, b). Applying the Theorem 1 
to the above series, we obtain the statement of Theorem 2. 
P r o o f of T h e o r e m 3. Under the condition (3.4) the sequence {52m(x)} 
converges to f{x) almost everywhere in (a, b). We write 
C2= y c2 
n=2'"+l 
Let m ( = 2 ) be any natural number, for which Cm y^O. Set n0(m) = 2m and let fit{m} 
(1 be the smallest natural number for which 
tnim) 2 ' 
2 and ^ ( w ) = 2m + 1 n = (Ji-l(m)+l m 
are valid. It is clear that N m ^ m . If Cm = 0, we write n0(m) = 2"1 and ¡i,(m) = 2™+1 . 
Let us apply Lemma 1 to the functions 
Mm)'(x) = ( l ë i ^ J V J . 
Thus there exists a function <5m(x) such that 
(5- 6) l ^ w W - ^ ' W I = 
in (a, b) and 
2 ' ^ f Hxj s d j x ) (l^i^NJ 
I 
j=i 
2m +1 2m +1 
<52 (x) dx ^ Kt log2 m 2 c2 K2 2 cl l o 8 lo§2 «• 
n = 2 m + l n—2m+ i 
Then, by (3. 4), 
2 1 ' m = 2 J 
b 
( X ) dx : 
,m = 2 «/ 
a 
hence the series 
2 KM 
m — 2 
converges almost everywhere. This gives by (5. 6) that 
for almost everywhere in (a, b). Hence also sn(l/:)(x) (m — converges to 
the function / (x ) almost everywhere in (a, b). 
Let us now define the following sequence of indices {nv}: if /i;(m) < /i i+ t(m) 
then set ;iv = ¡¡¡(m), and if ¡iNm(m) S /v < Mo(w + 0 then ¡xv = ¡iNm(m). 
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It is easy to see that 
(5.7) 
4 - ¿ « „ k W - / ( * ) ! * 
A n v = 0 
^ ^ ¿ « „ v + ^ 2 a „ v M * ) - / ( x ) | f c . 
s l n v = 0 - ¿ ' n v = 0 
Since s ^ x ) —/(x) (v the second sum tends to 0 almost everywhere in (a, b). 
From this point on, the proof runs similarly to the proof of the Theorem 1. 
Let us define N, {a„} and {£>„} in the same way as under (5. 2), (5. 3) and (5. 4). 
Let us denote by sn(a; x) and sn(b; x), respectively, the w-th partial sums of series 
(5. 3) and (5. 4). It is evident that 
-(5.8) sn(x) = sn(a; x) + sjb; x) (n = 1 ,2 , . . . ) . 
We can see easily that 
(5.9) ^ - 2 « n v K ( a ; x ) - ^ v ( a ; x ) | ^ 0 An v = 0 
almost everywhere in (a, b). An analogous statement for the series (5. 4), can be 
obtained by the following easy computation. Using H O L D E R ' S inequality and ( 3 . 1 ) , 
we obtain 
1 " 
~r 2 <*nv ; x) - s^ib; x)|fc S An V = 1 
i f " 11/9 r « 11 lp 
; * ) - ; x ) | * j J 2 v p / " < J s 
f » ) 1/9 
^ k { 2 v - 1 K(b; x)-SltSb; x)[**j . 
Since qk ^ 2, we have 
b 
/ [ s u p 2a„v | i i v(Z>; x ) - s „ v (6 ; x)|fc| | dx 
a 
b 
Л^2 Iqk 2 v ~ 1 \siXb ' x ) - s nX b ' x) \q k j d x ^ a 
b 
J ( j j v- 1 * ) - s ^ b ; x)(2j dx. 
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An easy computation shows that *) 
b 
OO 1 ' í v » j >  
; x ) - s ß v ( b ; x ) \ 2 d x = 2 — 2 H = V=1 V Jt = ilv+1 
I £ „ _ ^ Í ™ l ) c i 
i l / " vt1 v J 
= ^ 2(v) - 2 ^ , 
m = 0 2"'s=ÍIv<2m + 1 v fc = p„+l m = [logJV] l.2'"Sí£„<2m + 1 V ̂  7M 
s ¿ (Jil^u*; 
m = [logíV] Vv=l VJ m tsJV/2 
From this and (5. 10) it follows 
b 
ЛSUP i~r ¿a«vM¿; x)-s¡1Xb\ x)|fe] 2 cl: 
1S«<«0 V = 1 ; J fcsN/2 a 
jx lim sup I J - 2 a«v K(¿> ; *) - ; j > e | ^ 
Hence 
meas 
From this we obtain that the means 
1 " 
~r 2 anvKO; x) - ; x)|fc 
v = 0 
converge to zero almost everywhere in (a, b). 
Hence and from (5. 9) by (5. 8) we get that 
(5-11) 
A n v = 0 
almost everywhere. 
Finally, from (5. 7) and (5. 11) we obtain the statement of Theorem 3. 
P r o o f of T h e o r e m 4. By the hypothesis of the theorem, the series 
(1. 1) is (C, l)-summable to f(x), thus 
lim 2 anv\aL(x) —f(x)\k — 0 n-*CO Sln v = 0 
almost everywhere in (a, b) for any ft =-0. Due to this fact, it suffices to prove the state-
ment for the case Since 
1 " 
~T 2 \ x ) - f ( x ) 
v = 0 
^ ^ ¿«„v K~ 1 (X) - ci(x)\k + Wlix)-f(x)\\ 
, n v = 0 - ^ n v = 0 
we only have to show that the first sum tends to zero. 
*) 2T(v) denotes that the sum is taken for v. We use the logarithm with basis 2. 
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For any positive s, we choose N so that 
CO 
(5.12) 
n = N 
We define further {an} and {/>„} in the same way as under (5. 3) and (5. 4). 
Let a1(a; x) and (b\ x) have the same meaning as in the proof of Theorem 1. 
It is easy to see that 
lim 4- ¿«-vkrHa; x)-al(a;x)\k = 0 
lt-koo Sln v = 0 
almost everywhere in (a, b). The analogous statement for the series (5. 4) is the 
basis of the proof of this theorem. After a computation analogous to the proof 
of Lemma 3, we get 
b 
(5.13) 
[ { sup 2 «„vK~\b-,x)~ al(b- x^VYdx 
J Usn<~ \SLN v=l ) J 
a 
b 
s K, J ( 2 V - 1 K ~ 1 (b; X) - al(b; x)\2j dx. 
An easy computation shows that 
6 
f *)l2 dxm 
(5.14) 
m=i m\Aim) t=1 m=i mim' k=i 
Let us denote by ra; the z'th natural number, for which m^l , , , . , and by ,«„ the /;th 
natural number, for which n n >I l t n . Then we have 
(5.15) 
oo 1 Imi CO 1 lnn 
= 2 - W 2 ('». -k+1)2y"2 k2bk + 2-—^ 2' -k+»2y':3 A'2 ¡=1 i „=1 k=l 
Since ( „ S f f l j , the first sum in (5.15) is less than 
CO 1 (mi-1 'mi "V 
(5.16) + 2 \ ( L - k + \ f ^ k 2 b l 
i= 1 k = mi) 
By virtue of (3. 5) and (3. 6), we have for m i o S N - ^ m i o + l 
i=io ^i'mi k = max (mi, Ar) (5.17) 
¿2 "ma 
~l2y mi i — io lmi fc = m i 
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Since and / £ m ; , it holds •in, -
l">i lm-1" ¡+1 
2 (imi-k+\y-2k^ 2 p2y-2iL-p+t)tiKXy, 
k = mi p= 1 
. Hence and from (5. 17) it follows 
1 
(5.18) 
2 " — 7 2 7 2 ( L - k + \ ) 2 ^ 2 k 2 d ^ i = io Wlihm fc = max(mfiV) 
^ Ks [d2 + 2 d2} ^ Ks 2 df. 
I ¡ = 10+1 ) j = N 
Let ik be the least natural number for which m l k > k . Since and /,„. 
( i = 1, 2, ...), it follows 
2 - ^ m 2 ^ - k + x y y ~ 2 k 2 b " = 2 k2dk2 g ,= i m,lmi jt = i k~jv +1. i=ik mi'mi 
(5.19) , 
- ¿ « ? ¿ ^ ^ - ¿ « f 1 s j t . U . k = N i = ik Wi k = N l = k ' k = N 
We can estimate the second sum under (5. 15) more easily than the first one. In fact, 
considering that /.¿„>/„n (n = 1 ,2 , . . . ) , we have 
°° 1 °° (1 -k-i- l l 2 ? - 2 
j2y 
k I 1,, 1 tin 
2 - ^ 2 7 2 V > - k + i y - 2 k 2 b t = K i 2 k 2 d t 2 n= 1 ^n'iin t=l = N /„„S*
k=N l=k I k=N 
Hence and from (5. 13)—(5. 19), considering (5. 12), we obtain that 
s 
(5.20) f \ sup \ ^ 2 ^ M : \ b - x ) - < j l { b - x ) \ k ) [ l k X d x ^ K i 2 d k 2 ^ e \ 
J t l — v - ^ u v= 1 ) J k = N 
a 
The proof runs similarly to the proof of Theorem 3. From (5. 20) it follows that 
j x l i tnsup ¿«nvWi'^b; x)-<ri(b; x)| fcj > e j K^, meas \ x 
i. e. 
lim-^- x)-al(b; x)\k = 0 
n->oo v= 1 
almost' everywhere in (a, b). 
This completes the proof of Theorem 4. 
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Uber charakteristische Eigenschaften der Divisionsringe1) 
1 Von K A R L H E I N Z B A U M G A R T N E R in Gießen 
In der vorliegenden Note werden von SZELE herrührende Ergebnisse diskutiert 
bzw. verschärft. Es gilt: 
(1) 1 Ein Ring ohne Nullteiler mit wenigstens einem minimalen Linksideal 
; ist ein Divisionsring (vgl. [3]). 
(2) Besitzt ein kommutativer Ring R ein minimales Ideal M, so ist der Rest-
| klassenring von R nach einem M nicht enthaltenden Primideal ein Körper. 
Daher sind alle Primideale, die mit einem minimalen Ideal nur das Null-
¡element gemeinsam haben auch maximal und modular.2) 
B e m e r k u n g . Das ist eine Richtigstellung der zweiten Aussage in [3]. Man kann 
nämlich nicht schließen, daß mit JR auch jeder Restklassenring nach einem Primideal 
ein minimales Ideal besitzt. Z.B. ist im Ring R—Z ffi GF(2) offensichtlich der Primkör-
per GF(2) ein Primideal und gleichzeitig das einzige minimale Ideal, wenn Z der Ring 
der ganzen Zahlen ist. Aber R(GF(T) Z besitzt keine minimalen Ideale. Man 
sieht auch, daß das Primideal GF(2) keineswegs maximal in R ist. 
Die Aussage (1) ist eine Verschärfung der Tatsache, daß ein Artinring ohne 
Nullteiler ein Divisionsring ist3). Hingegen ist (2) keine Verschärfung der ebenfalls 
bekannten Tatsache, daß in einem kommutativen Artinring jedes Primideal maximal 
und modular ist.3) 
Hier|wird gezeigt, daß (1) noch wesentlich verschärft werden kann. Nämlich zu: 
(I) B;sitzt ein Ring R wenigstens ein minimales Linksidéal und enthält 
dieses wenigstens ein Element a, welches kein Rechtsnullteiler von R ist, 
so ist R ein Divisionsring. 
Da (2) eine unmittelbare Folge aus (1) folgt, liegt es nahe auch davon die 
Verallgemeinerung auszusprechen: 
(II) Es sei A ein Ideal des Ringes R. Gibt es nun wenigstens ein A minimal 
umfaßendes Linksideal B und gibt es wenigstens ein b aus B, so daß stets 
mit r-b auch r Element von A ist, so ist A maximal und modular. 
Wir bemerken, daß (II) eine unmittelbare Folge von (I) ist. Bildet man nämlich 
RjA, BjA, i so folgt, daß BfA in RjA minimales Linksideal mit nicht lauter R/A-
') Divisionsringe nennen wir die Körper und Schiefkörper. 
2) Ein Linksideal L eines Ringes R heißt modular, wenn es ein e aus R gibt, sodaß fü r jedes 
a aus R stets a — ae in L ist. 
3) Vgl. B . L . v. D. W A E R D E N , Algebra. I I , S . 1 9 8 , oder E. ARTIN, C . J . NESBITT, R . M . T H R A L L , 
Rings with niinimum condition, 1946, S. 59, Theorem 6. 10. 
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Rechtsnullteilern ist. Nach (I) ist dann R/A ein Divisionsring, also ist A modular 
und maximal in R. 
Daß die Bedingung nur hinreichend ist, sieht man mit Hilfe von (I) schon 
am Beispiel der einfachen Artinringe. Hingegen ist sie bekanntlich im kommuta-
tiven Fall wohl auch notwendig. Klar ist, daß sich (II) für Artinringe vereinfacht 
und daß offenbar (2) eine Folge von (II) ist. 
Sei nun M ein i?-Linksmodul, W eine wohlgeordnete Menge der Ordnungs-
zahl/erzeugender Elemente von M.A) Faßt man Wals IX 1 Spalte auf und bezeichnet 
Aj den vollen Matrixring der zeilenendlichen IXI Matrizen über R, so bilden die 
Matrizen C aus Ai mit C-W=0 ein Linksideal L (Relationslinksideal) in A,. Ist 
N(L) der Normalisator von L in At, d.h. der größte Unterring, in dem L sogar 
Ideal ist und bedeutet K die Menge der zeilenendlichen Matrizen B aus N(L) mit 
Aj-BdL, so haben wir 1 
Lemma. Für den R-Endomorphismenring E von M gilt die Isomorphie 
E=N(L)IK. 
Beweis . Ist B aus N(L), so wird durch ß: PF—B- W in M ein i?-Endömor-
phismus induziert. Denn: Durch die geforderte Additivität und Linearität bestimmt 
ß eine Abbildung von M in sich mit diesen Eigenschaften. Zu jedem rn aus M gibt 
es eine 1 XI Zeile A mit Elementen aus R, sodaß m = A- W gilt. Ist nun A-W.= 0, 
so folgt wegen B£N(L) 
ß(AW)=A(ßW) = A (BW) = (AB)W= 0. 
Da jeder jR-Endomorphismus durch ein BdA, beschrieben werden kann und weil 
dabei das Nullelement von M natürlich festbleibt, folgt L-BczL, also ist B£N(L). 
Somit wird N(L) auf £ep imorph abgebildet. Aus der Definition von K folgt, daß 
K der Epimorphiekern ist. Damit ist der Beweis beendet. 
Da E stets den identischen Endomorphismus enthält ist L von A: verschieden. 
Daher ist klar: 
K o r o l l a r . (JACOBSON [1], S. 26.) Ist M ein irreduzibler R-Modul, so gilt für 
seinen Endomorphismend'wisionsring E die Isomorphie E~N(L)/L. Dabeiist L das 
annulierende (modulare maximale) Linksideal (0: u) eines von Null verschiedenen 
Elements u aus M. Umgekehrt gilt für jedes maximale modulare Linksideal L, daß 
N(L)jL ein Divisionsring ist. 
Die unter (I) gemachte Behauptung folgt nun aus der Tatsache, daß einer-
seits der .R-Endomorphismenring eines minimalen Linksideals (aufgefaßt als irredu-
zibler i?-Linksmodul) ein Divisionsring E ist, andererseits ist das annullierende 
Linksideal L des Elements a das Nullideal, da ja a kein Rechtsnullteiler ist. Dann 
ist N(0) = R und somit R = E, also ein Divisionsring. 
S c h l u ß b e m e r k u n g . Ähnlich könnte man zeigen, daß ein Ring ohne Links-
ideale (vgl. [2], [4]) ein Divisionsring oder ein Zeroring von Primzahlordnung ist. 
••) Das soll heißen: Jedes mzM hat eine Darstellung m= 2 r ' W i m ' t r ' $ K > tv, € f^, wobei 
¡6' 
höchstens endlich viele r, von Null verschieden sind. 
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Übrigens'ist dies auch aus (I) zu erschließen. Der Ring R ist nämlich selbst ein 
minimales Linksideal und ist er kein Zeroring (von Primzahlordnung), so gibt 
es ein à € R welches kein (Rechts)-Annullator ist. Somit muß das a annullierende 
Linksideal L das Nullideal sein. Also ist a kein Rechtsnullteiler und (I) anwendbar. 
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j Ergodic type theorems in von Neumann algebras 
[ By I. KOVÁCS*) and J. SZŰCS in Szeged 
| Introduction 
i 
Let ¡A be a von Neumann algebra1) in a complex Hilbert space and let ^ 
be a group of automorphisms of A 2). Denote by A® the set of all elements of A 
which are invariant with respect to each element of Taking into account the 
algebraic and topological properties of the elements of rS ([13], chap. I", §4, Th. 2,. 
Cor. 1), ¡one can see easily that A® is a von Neumann subalgebra of A. For any 
T£A, let yf0(T, -3) denote the smallest convex subset of A which contains the 
orbit of T under <3 3). Let J f ( T , ?/) be the weak closure of :/f0(T, V) 4). The inves-
tigations concerning the center-valued trace theory of von Neumann algebras 
and the ¡results of some other works (for example [1], [2], [7]) naturally give the 
idea of seeking conditions on A and (3 under which the set (T, (3) meets A® for 
every T(i A. 
The: purpose of this paper is to give a sufficient condition in order that 
J f (T, <&) H A® consist of exactly one element for every Tg A (Theorem 1.) This 
is the subject of §2. The next § 3 is devoted to establishing under this condition 
a mapping of A onto A® which reminds us, from many points of view, of the Dixmier 
trace h of a finite von Neumann algebra (Theorem 2). In § 4, some simple con-
sequences of the above results are given. § 1 contains preliminary results and. 
examples. 
The1 main results of this paper were announced in [5], with the proof of Theorem 
1 in a less detailed form. 
i 
j §1 
First of all let us set down some notations. 
If A is a von Neumann algebra and ^ is a group of automorphisms of A, 
denote by ¿%(A, r3) the set of all ultra-weakly continuous linear forms on A which 
*) This author's contribution to the paper was done while he was a Postdoctorate Fellow 
at Queen's University in Kingston, of the National Research Council of Canada. 
J) For the theory of von Neumann algabras, cf. [3]. The terminology of [3] will be freely 
used in the following. 
2) By an automorphism of a von Neumann algebra, we always mean a »-automorphism. 
3) By the orbit of T under r3 we mean the set of the elements {0{T})gf,s. 
4) For a given pair (A, the notations .?fa(T, C/C(T, f3) (Ti A) will be permanently-
used by us, without explaining again what they mean. 
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.are invariant with respect to (S (that is if a £ 8i(A, (S) then for every T£ A and Od'S 
we have a(Q(T)) = o(T)). Let J?+(A, (S) denote the set of all positive elements of 
M{A, For any element a of 3t+(A, <$), Ea will denote the support of a ([3], chap. 
I, §4, Def. 3). It is easy to see that A®. The group of all inner automorphisms 
•of A will be denoted by ./(A). 
With these notations we have the following 
P r o p o s i t i o n 1. Let A be a von Neumann algebra in a complex Hilbert space 
and let $ be a group of automorphisms of A. The following four conditions are 
equivalent: 
(i) For every T£ A+ 5), 7 V 0 there exists an element cr of (S) such that 
(ii) For every T£(A9)+, 7 V 0 there exists an element a of <%+(A, <$) with 
(iii) There exists a family {<7,},€f of elements of (A,fS) such that E„l E„x = 0 
for x and = 6) 
1 £/ 
(iv) sup Ea = lh. 
P r o o f . (i)=>(ii) is evident. 
(ii)=>(iii). In fact, let {o",},ef be a maximal family of elements of !%+(A, 
such that EaiE„x = 0 for T Such a family exists by the Z O R N ' S lemma. Set 
E— y,E<<i> a n ( i prove that E = To do this, suppose the contrary that is that 
i ii 
.£¿¿1%. Put F=l% — E. Since F£(Ay)+, F^ 0, in virtue of (ii), there exists an element 
a of £%+(A, <$) such that.<r(F)5*0. Set o'(T) = o(FTF) for every T£A. As F£A9, 
we obtain that a' £^+(A, <§). Furthermore, we have <rV0 and a'(E) = 0. This 
means that Ea- ^ 0 and Ea- s F, and this contradicts the maximality of the family {ff,}lg/. 
(iii)=>(iv) is evident. 
(iv)=>(i). Suppose that (i) is not true. Then there exists an element A + , 7 V 0 
-such that a(T) = 0 for every >3): This means that EaTE„ = 0 for every 
•a (S). Thus for every x € § we get \\T±Eax\\ = 0 , i.e. T±Ea = 0. As, by (iv), 
sup we obtain that T*=0, that is T = 0 which is impossible, and this 
•completes the proof of Proposition 1. 
D e f i n i t i o n 1. Let A be a von Neumann algebra and let ^ be a group of 
automorphisms of A. A is said to be finite with respect to (S (or eS-finite) if A and 
<8 satisfy any of the equivalent conditions of Proposition 1. 
R e m a r k s . 1. To say that A is ./(A)-finite is equivalent to say that A is finite 
in the usual sense of the global theory of the von Neumann algebras ([3], chap. I, 
-§ 6, Def. 5). 
2. If A is ^-finite then A is finite with respect to any subgroup of 
5) For a von Neumann algebra A, A + denotes the set of all non-negative self-adjoint elements 
•of A. 
6) 7g denotes the identity operator of the Hilbert space § . 
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Now let us give examples for pairs (A, eg) such that A is ^-finite. 
1. A is a finite von Neumann algebra and H is an arbitrary subgroup of . /(A). 
2. A is a finite factor and (S is an arbitrary group of automorphisms of A. In 
fact, if Tr (•) is the canonical trace of A ([3], chap. I l l , no. 4) and 6 is an arbitrary 
element of <$ then <p(T) = Tr (0(Tj) (T£ A) is also a normalized trace7) on A. There-
fore, for every T£ A we have Tr (T) = (p(T)= Tr (0(T)) ([3], chap. I. § 6, Th. 3, Cor.), 
and this means that Tr ( - ) € ^ + ( A , Since Tr (•) is a strictly positive linear form 
on A, we obtain that A is ^-finite. 
3. Let Aj and A2 be von Neumann algebras in the Hilbert spaces <5, and § 2 , 
respectively. Let (S-L be a group of automorphisms of A ; for every ¿ = 1 , 2 . Put 
S— §i<8>§2 and A = A1<g)A2. If 0, £ ^ and 0 2 £ ^ 2 , there exists a uniquely de-
fined automorphism 0 of A such that 6(Tl®T2) = Bl(T1)®d2(T2) for every Tt £A, 
and T2 6A2 ([3], chap. I, § 4. Prop. 2). Denote by <g> the set of all 0 obtained 
from all possible pairs {0t £ % \ , 02 £ in this way. Under the usual multiplication, 
— ^ is a group of automorphisms of A. 
P r o p o s i t i o n 2. If A, is finite and A2 is ^-¿-finite then A is -finite. 
P r o o f . In virtue of Definition 1, it is enough to show that sup Ea — 1g. (Te» + (A, 8?) 
To do this, consider an arbitrary element (/ = 1,2). It is known 
([3], chap. I, §4, Th. 1) that for each / = 1 , 2, there exists a sequence { „ Y [ " i ' of 




Now for every T£A, put 
Jt = 1 i= 1 
It is easy to see that <7(J, ® T2) ^cXtiT^o^T^ for every r , € A t , r 2 £ A 2 . By 
linearity and continuity, from this we can conclude that ff£^2+(A, Further-
more, 
A' A ' A' 8 V 
([3], chap. I, § 4, no. 6). 
On the other hand, we have Ai<g)A2QA'. This implies that 
0 - 1 ) Eai<8)£ai^Ea. 
Since Ax and A2 are and 3?2-finite, respectively, we have that 
sup Eas®Ea2 = 7S . 
<Ti€a + (A,, »0, <j2ea + (A2, «2) 
This together with (1. 1) gives that sup Ec = / s , and so the proof of Proposition 
uea + (A, 9) • 
2 is complete.9) 
7) That is, ?>(/§)= 1. 
8) For these notations, cf. [3], chap. I, § 1, no. 4. 
9) For this reasoning, see [3], chap. I, § 4, Ex. 6. 
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Proposition 2 enables us to give examples, for pairs (A, 2?) such that A is purely 
infinite ([3], chap. I, §6, Def. 5), ^ is a non-trivial group of automorphisms10) 
of A, and A is ^-finite. For instance, let M[ be a finite factor, and let be an 
arbitrary but non-trivial group of automorphisms of Mi . L e t M 2 b e a purely infinite 
von Neumann algebra. Then A = M1<g>M2 is purely infinite ([6]). P u t ' S = , 
where J is the trivial group of automorphisms of M 2 . Then is a non-trivial group 
of automorphisms of A and A is i?-finite (cf. Ex. 2 above and Prop. 2). 
§2 
Our main result can be stated as follows. 
T h e o r e m 1. Let A. be a von Neumann algebra and let (S be a group of auto-
morphisms of A. Suppose that A is «¡-finite. Then for every T£ A, J f (T, 5?) fl Ay 
consists of exactly one element. 
A key-role in the proof of this theorem is played by the ergodic theorem of 
ALAOGLU and BIRKHOFF ([4], Th. 1 . 1 . 3 . ) . For convenience, we recall the reader 
just for a particular part of it we need. 
' L e m m a 1. Let § be a complex Hilbert space, and let % be a group of unitary 
operators in For an arbitrary denote by c(x, the smallest convex subset 
of § which contains the orbit of x under °U. Let c(x, 6U) be the closure of c(x, °ll) 
in Then there exists a unique element x0 in c(x, aU) such, that Ux0=x0 for every 
V T h e mapping x —x0 is linear. 
P r o o f of T h e o r e m 1. Let T be an arbitrary but fixed element of A, and 
consider an arbitrary a in + As a is ultra-weakly continuous, 
m„ = {SiA:a(S*S)=0} 
is an ultra-weakly closed left ideal of A. Consider the quotient vector space A/m„, 
and let S-~r]a(S) denote the canonical mapping of A onto A/ma. For every R, S£ A, 
set 
(2.1) < ^ ) M S ) > . = 
Then the vector space A/m^ becomes a pre-Hilbert space with respect to the inner 
product (2. 1). Let be the completion of Alm„ in the norm defined by (2. I).11) 
Now, let 6 be an arbitrary element of (S. For any t]a(S)(:A/mff (S£A), put 
to 
(2.2) 0 0 ^ ( ^ = ^ (0 (5 ) ) . 
First of all we note that 90 is uniquely defined, that is its definition does not 
depend on the special choice of the representatives of the elements of A/m„. Indeed, 
10) That is does not consists just of the identical automorphism of A. 
" ) For this construction, see [3], chap. I, § 4, no. 1. 
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since a is invariant with respect to 6, 9 sends m„ onto itself. So, if 5, and S2 are 
two elements of A such that ^„(S^ = ria(S2) then 5", — S2 €nta and 
W Co) 
OolASd-Oot iASi) = ri„(e(s1))-r l l !(e(s2)) = ^ ( s ^ s j ) = o, , 
Co) Co) Co) 
which means that 80 »/„(SO = 0o rja(S2). It is clear that 90 is linear. Further-
Co) 
more, 90 (Alma)Q A/m„ by definition. Now, if t]JS) is an arbitrary element of 
(o) Co) 
A/ma, then 90 rja(9~ (S))=t]a(S) which means that 90 is surjective. 
Consider now two arbitrary elements and S2 of A. Then we have 
Co) Co) 
< M o № ) \ e 0 r i A s 2 ) X = a ^ s m s j ) = ff (9(s^s1)) = 
(2.3) 
= a (St S^ = (^(S'JMSy),,-
(o) • (a) 
Therefore, 60 can be uniquely extended to a unitary operator 9 of Further-
Co) (o) 
more, it is not hard to prove that [0]* = (0_1)W, and that the family {0 is 
a group under the usual multiplication of unitary operators. Denote this group 
Co) Co) (o) 
by ^ . Now, applying Lemma 1 to §>„ and ^ , we obtain a unique point, say x , 
Co) 
in c(r}a(T), <$) such that 
Co) Co) Co) 
(2.4) -0x = x 
Co) Co) (o) 
for every 9 6 & . We are going to prove that x €A/m„. To do this, consider 
. . . Co) Co) 
a sequence {x„}"=i of elements of c(r]„(T), <§) with \\xn - x L - 0 if Let 
{Tn}n-1 be a sequence of elements of Jf0(T, (S) such that na{T„)=x„ for every 
n = 1,2, ... . Then we have 
(2. 5) a{(Tm-Tn)*(Tm-Tn)) = \\na(TJ-n„(Tn)\\l = i | .Ym -xJ 2 -*0 
for /w, °o. As | | r m - r „ | | S2| |T| | 12), in virtue of [3], chap. I, §4, Prop. 4, we 
conclude from (2. 5) that (Tm — T„)Ea^0 strongly for tn, Therefore, there 
exists a well-defined element 5", of A such that 
(2-6) TnEa^Sx 
strongly for «-<*>. Now, as | |r„£' (T-5'1 | | ^2 | |T | | («= 1, 2, ...), using again the 
proposition of [3] which has just been quoted, we obtain that 
(2.7) \\xn-r, „(SOU2 = iMTJ-riASMi = 
for m,n-" oo. So, 
Co) 
(2.8) x = r,a(Sl) with S^ A, 
12) || || denotes the usual norm of bounded linear operators. 
'238 I. Kovâcs—J. Szûcs 
that is « 
(2.9) * € A / m „ . 
As the ultra-weak topology is compatible with the vector space structure of A and 
- 1 (« 
1U.J is ultra-weakly closed, the set r}„( x ) is ultra-weakly closed in A. Set 
- 1 « -
(2.10) A'a(T) = t1a(x)nAt 
where t = \\T\\ and Af = { 5 6 A : | |S | |S i} . Then A'a(T) is weakly closed as the weak 
topology coincides with the ultra-weak one on norm-bounded parts of A. Further-
more, A'a(T) is not empty as it contains at least Si constructed above (see (2. 8)). 
As a next step of our proof, let us construct the set A'a(T) for every <r£i%+(A, 
Then, if o-j, a 2 <S), we have 
(2.11) K ^ T ^ K X T ) ( / = 1 , 2 ) . 
Since a t +CT 2 £^ + (A, <S) and ( r ^ c ^ i f i 13) ( ¿=1 ,2) , to prove (2. 11) we have 
to show that if a', a" <E^+(A, 3?) with a'^a" then A'a„(T)QA'AT). Well, suppose 
that we are given a', a" f rom M+(A, 5?) with a' s a", and take an arbitrary element 
S of A'a«(T). We have.to prove that S<iA'a,(T). First we note that S£A'a.,(T) implies 
So to show that SeA'a,(T), it suffices to prove that tia.(S) — x (where 
(<0 (") 
x plays the same role in the case of a' as x did in the case of a). Let {T n }~= L 
be a sequence of elements of J f 0(T, (S) such that 
UATJ-xh—o («-<») . 
By our assumption, S£A'a..(T) that is >ia> (S) = x . Therefore, we have 
I I n A T „ ) - r i A S ) \ t i = cj'((T,-Sy(T„-S)) s 
s a"({Tn-sy{Tn~sj) = \\riATn)-nAS)\\l• = hATn)~ 
if « —«>. So we obtain that ^ - ( S K c ^ ^ T ) , ), and it remains to prove that r \AS) 
(»') (»') (<7') 
is invariant with respect to each element of . Let 9 6 ^ be arbitrary. Then 
\\0r,AS)-r,AR)V = \\i.>{e(S))-r,AS)h> ^ 
^ M 0 ( S ) ) - i ? „ . ( S ) | | „ . = ff(x - x L- = 0. 
Co') ("') CO O') ("') 
So 0 tia>(S) = ria.(S) for every Using the uniqueness of x in c.(r]a-(T), ) 
we get that >ja.(S)= x , indeed. Hence (2. 11) is proved. In virtue of (2. 11), the 
13) That means that a,(T) + ai(T) fe o^T) ( /=1, 2) for every 7"6 A + . 
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amily {k'r!{T)}aigt+(x, <?> is a filter basis on A,. It is known that At is weakly 
ompact ([3], chap. I, § 3, Th. 2). Thus, as each A'„(T) is weakly closed, we obtain that 
(2. 12) A'(T) = n K(T) * 0. 
Now put 
- i O) 
(2-13) A a ( T ) = n A x ) 
for every + (A,<$). Then 
(2.14) A ( T ) = n K ( T ) 
oiSl + ( A,®) 
is not empty since A'a(T)^AJT) for every a(-JJI + (A, <3) and (2. 12) holds. N o w 
if eA(T) and S2£A(T), then for every A, <&) we obtain that 
M 
latSJ = r,a(S2) = X, 
hence c((5j — S2)* (S\ — .SV)) = 0. As A is supposed to be ^-finite, we get that S\ = S2. 
This means that A ( T ) = A'(T), and it consists of exactly one element. Denote this-
unique element by T9. We are going to show that 
(2.14) tf{T,<!f)(\A* = {T*), 
where {T9} denotes the set consisting of the element Tw alone. To do this, consider-
an arbitrary element 6 of For every cr£á?+(A, <8) we have 
*{(0(T«) -T«)+(e(T*)-r*)) I In a (e{T*) ) -n a ( r ° )u 2 = 
(T) (T) (<r) 
= II 0 x-x\\* = 0 . 
Hence 0(T*) = T* which gives 
(2.15). T * e A * . 
Now let x t , ..., xn be an arbitrary finite family of elements of Then there exists 
an element <x0 of ¿2+(A, 3?) such that Eaox¡ = x¿ for every i = 1, ..., n. In fact, consider 
afamily {ffJ.gj of elements of M+(A, IS) with <t,(/s) = 1 {iGj), EaEax=0 for 
and 2E a i =Js>- Then there exists a countable subfamily {a, of such. 
. 
that I 2Eat x¡ =x¡ (/.= ] , . . . , n). For every T£A put V„=i 
n=i ¿ 
It is clear thato-0£á? + (A, <¡S) ([3], chap. I, § 3, no. 3). Furthermore, if for a projection 
P of A we have <ro(P) = 0, then erln(P) — 0 for every « = 1,2, ... . This means that 
oo 
2 Ea, = E a 0 . On the other hand, »=1 " 
L „ - 2 I = 2 i \P .SE a o ) -* ,„ (£„ , )] = \ «=1 n) ft— 1 ¿ " 
= 2 )] = o. •• 
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From this it follows that Ea — m.I—Eaa, which gives that Ea — 2 = 0 . n=l " 11 = 1 n 
So Eao = , that is Eaoxi = xl (i= 1,2, ..., n). Now let {rm}~=1 be a sequence 
n = 1 " 
of elements of 3C§(T, &) such that \\riO0(Tm) -r)„0(Ts)L0 - 0 for This implies 
that 
{Tm-T*)Eao- 0 
strongly for m — °° ([3], chap. I, §4, Prop 4). Thus, for every e > 0 there exists an 
index m0 = m0(e) such that 
|\(Tm-T*)Eaoxt\\^B (i= 1, ...,»). 
As E„0x — x, (('= 1, ...,«), we get that 
| | ( r m o - r®)x , | | <e 0 = 1 , .. . ,«). 
Hence, as the strong closure and the weak closure of 
coincide ([3], chap. I, § 3, Th. 1). Thus we have proved that 
<2.i6) {T9} g j f ( T , s o n A®. 
Now let S be an arbitrary element of 3?) fl A's. Then using again [3], chap. 
I, §4, Prop. 4, it is not hard to see that for every (S) we have 
ti„(S)£c(ria(T), &) and t]a(S) is invariant with respect to the elements of 5? . 
Therefore, we have „̂(iS") = x for every t x t ^ + ( A , i?). Hence we obtain that 
5 e ^ ( J ) = {r®}, that is 
<2.17) s o n A® g {r®}, 
which implies, together with (2. 16), that 
•(2.18) {T9} = J f (T , SO HA". 
Since 7" was arbitrary in A, Theorem 1 is completely proved. 
§ 3 
Now we are in the position to prove 
T h e o r e m 2. Let A. be a von Neumann algebra in a complex Hilbert space 
and let (S be a group of automorphisms of A. Suppose that A is H-finite. Then the 
mapping Ty 14) possesses the following properties: 
(i) for every <§) and T£ A we have a(T) = a(Ty)] 
(ii) T-^T'f is linear and strictly positive;15) 
'-) T'", as above, denotes the unique element of J f ( 7 ; 2?) n A9 (cf. Th. 1). 
, s ) In general, if T-- <P(T) is a mapping of A into itself, <I> is said to be positive if TeA* 
implies </>(7)€A+. 0 is strictly positive, if T€ A+, 7 V O imply <t>(T)^0, &(T)^0. 
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(iii) if r e A, se A® we have (STf = ST'S and {TSf = T*>S; 
(iv) T — T 9 is ultra-weakly and ultra-strongly continuous; 
(v) for every T£ A® we have T=T9\ 
(vi) (0(7))® = r® for every 7 6 A and 
Conversely, if we do not suppose that A is V-finite but we know that there exists 
an ultra-weakly continuous positive linear mapping 3"— T' of A onto A® such that 
a) T=T for every T£A*, 
b) ( e ( T ) ) ' = T for every T£ A, 9 <= <S, 
then A is necessarily finite and for every T£A we have T' = T® (c/14)). 
P r o o f , (i) It suffices to take into account the construction of T 9 and to note 
that if A, then a is weakly continuous on every norm-bounded part of A, 
in particular on J f ( r , 0). 
(ii) Consider two arbitrary elements S and T of A. Then we have S® + T9 £ A®. 
We are going to prove that S® + T® belongs to JiT(S + T, <$), too. According to 
the notations used in the proof of Theorem 1, for every <r£^+(A, 1S),rj„(S9) is 
(<0 , ("X 
the fixed point of c(i/1T(5), (S ) and na{Tff) is the fixed point of c(r]a(T), <3 ), given 
by Lemma 1. In virtue of the second assertion of this lemma, ri^(S9) + ria(T9) = 
w • (<r) 
= r]„(S9 + Ts) is the fixed point of + ria{T), <S) = c(rfa(S-\-T), <$) for every 
<r€^+(A, <S). This means that S9 + T°6 A(S+ T) = JiT(S + T, IS) f l A*. Thus 
S* + T* = (S+T)*. It is evident that r—T® is homogenous. Now if T£ A+, then 
r ® £ 0 as ^ ) g A + . IfT<EA+ and T^O, then Indeed, if T» = 0 
then, in virtue of (i), we have o(T) = o{Ti) = 0 for every <§). Since A is 
^-finite, from this it follows T = 0 , which completes the proof of (ii). 
(iii) follows easily from the construction of the mapping 71—T®. 
(iv) First we prove that the mapping T-+T9 is normal that is if {Ti}^/ is an 
upward directed family of elements of A+ with sup T, = T, then sup Tf = T9 
til i €/ 
holds. In fact, since T— T9 is positive, {T'f} is an upward directed family of (A®)+ 
and r f s r (»€/). Put 5 = sup,6 i T f . Then A* ([3], App. II.), and S^T9. 
In virtue of (i), for every (A, we obtain that 
o(T*-S) = a(T9)-tr(S) = a(Tr)-supo(T*) = 
= o(T) — sup a(T^) = a ( T ) - f f ( T ) = 0. . 
So r® = S = sup T f . From this it follows that T-T"! is ultra-weakly continuous 
([3], chap. I, § 4, Th. 2). Furthermore, for every T£ A we obtain 
Q [(7— (T — T9)]9 = (7** T)^ — T*9 T9 — 71*® T9 + T*® T's = 
_ __ T*<3 rprg 
(cf. (ii) and (iii)). Thus T*9T9 ^.(T*T)9, and this gives that T-+T9 is ultra-strongly 
continuous as well ([3]. chap. I, §4, Th. 2). 
(v) is evident. 
(vi) is a consequence of the fact that X(9(T), <3) = j f ( T , (S) for every T£ A. 
Hence the first part of Theorem 2 is proved. 
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As far as the second part of Theorem 2 is concerned, we can proceed as follows. 
Let T0 be an arbitrary element of (A®)+ such that T0 ^ O. Then there exists an element 
x of § such that (T0x\x) >0 . For every T f A put 
(3.1) o(T) = {T'x\x). 
By our hypotheses on the mapping T^-T', one can easily see that A, (S) 
with 0. Thus, in virtue of Definition 1, A is ^-finite. Furthermore, if T£ A, 
then for every we get that S' = T' (cf. especially hypothesis b) in 
Theorem 2). As T— T' is supposed to be ultra-weakly continuous, the same holds 
for every <§). In particular 7" = (T9)' = which completes the proof 
of Theorem 2. 
D e f i n i t i o n 2. If the von Neumann algebra A is finite with respect to a 
group of its automorphisms, then the mapping T's given in Theorem 2 is 
Called the 'S-canonical mapping of A. 
§ 4 
1. Let us give some direct consequences of the results of §§2—3. 
P r o p o s i t i o n 3. Let A be a von Neumann algebra, and let $ be a group 
of automorphisms of A. Suppose that A is li-finite. If c , , cr2 £^ (A, <&) are such that. 
for every TG A®, ol(T) = o2(T) holds, then o,=o2. 
P r o o f . If T£A then 
o1(T) = a1(T*) = a2(T*) = o2(T) 
(cf. Theorem 2, (i)), where T-+T9 is the ^-canonical mapping of A, and this proves 
Proposition 3, 
In the following for a given pair (A, CS), 0t{Ks) will denote the set of all ultra-
weakly continuous linear forms on A9. Then under the same condition on A and 
^ as in Proposition 3, we have 
C o r o l l a r y 1. Every element <r0 of can be uniquely extended to an element 
a of 3H(k, <&). 
P r o o f . For any A, put 
o(T) = o0{T*). 
Then a evidently belongs to SH(A, (S) (cf. Theorem 2). The uniqueness of the ex-
tension follows now from Proposition 3. 
Without making any restriction on A and <& we can conclude from Proposition 3 
also the following 
C o r o l l a r y 2. If oi,o2£@+(A, <$) with ol{T) = o2(T) for every then 
a 1 = 02. 
P r o o f . Consider the projection E = sup (Eat, Eni). It is evident that . 
Consider the von Neumann algebra A£ ([3], chap. I, § 1, no. 2). Then eS canonically 
induces a group of automorphisms 0 E of AE, and the restrictions oiE and O2E of 
OX and O2 to AE, respectively, belong t o ^ + ( A B , <$F). Hence AE is ^¡¡-finite. Further-
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more, for every TE € (AE)9E we have G1E{TE) = <R2JTE). SO, in virtue of Proposition 3, 
O1e = O2e. T h e r e f o r e , i f TCA, t h e n AL(ETE) = AIE(TE) = cr2E(TE) = A2(ETE). O n t h e 
other hand, since AI(T) = AI(ETE) (¿ = 1,2) for every A, we can conclude that 
(jj = (T2 , which proves Corollary 2. 
P r o p o s i t i o n 4. Let A be a von Neumann algebra in a Hilbert space and 
let % i and (S2 be two groups of automorphisms of A. Suppose that A is & ^finite, 
and suppose that for every 92<^c§2 and T£A we have 
(3.2) ' e2(T*>) = (o2(T))*>, 
where T T''!< is the ^^-canonical mapping of A.15) Denote by the group of 
automorphisms of A®1 defined by via (3. 2). Now if A91 is <&2X-finite then A is 
finite with respect to the. group rS = {'£ ±, generated by (Sx and eS2. Hence in 
this case A is CS2-finite, too, and we have 
(3.3) t * = (T**)** = ( r e A), 
where T — T',J and T •— T^'2 are the corresponding and 'S-¿-canonical mappings 
of A, respectively. 
P r o o f . It is not hard to prove that A® = (A®')®2-1- Let now be 
arbitrary. Since A®1 is ^2 j l-finite, in virtue of Corollary 1 of Proposition 3, a can be 
extended to an element a' of Ji+(A®', (S1A). Since A is ^- f in i te , in virtue of the 
same corollary, A' can be extended to an element A" of FM+(A, Now if T£ A 
and 92(i(&2, then we have 
o"{e2(T)) = a"{{92(T)Y 0 = a"(92(T* >)) = <r'{e2(T* 0) = 
= = = G"(T), 
that is A,%). Hence, for every TF_(A'*)+, T V 0 there exists an element 
a of fM±(A, CS) such that a(T)^0, and this means that A is ^-finite. In particular, 
A is'^2-finite, too. Now we are going to show that for every T€A 
(3. 4) — 
holds. Now let A be arbitrary but fixed, and let {K,(T)}TIJ be a net of elements 
of X0(T, such that 
(3.5) , l i m s l r o n g ^ ( D = 
Then 
(3.6) l i n w g t ^ . W = ( T ^ Y k 
itr 
(cf. Theorem 2, (iv)). On the other hand, in virtue of (3. 2) we get that 
(3- 7) [K,(T)]*> = Kt(T*>). 
Thus, in virtue of (3. 6) we have 
(3.8) l im s t r o n g t f , (7^) = (7^)®' i €/ 
15) Condition (3. 2) is fulfilled for instance if every element of (&\ commutes with every element 
of CS2. In fact, to show this it is enough to take into account the construction of 7"®1 and the con-
tinuity properties of the elements of . 
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This means that (T®2)®1 belongs to 3 f ( T 9 \ and for every 0 2 e ^ 2 , we have 
02((r®2)®') = (02(r®2))®'=(r®2)®' (cf. (3.2)) and this means that (r®2)®'e A®2 f l 
that is 
Hence (3. 4) is proved. Now it is not hard to see that the mapping 
possesses all the properties of the mapping T—T9. Thus, by the uniqueness part 
of Theorem 2, we get that 
y» _ (J"HiyS2 = ( y ^ ) » ^ . ' 
which proves Proposition 4. 
We think it is worth formulating Theorem 1 and Theorem 2 in the following 
well-known particular case (cf. [3], chap. Ill , § 4, Th. 3; § 5, Ex. 1). 
C o r o l l a r y to T h e o r e m s 1 and 2. Let A be a finite von Neumann algebra, 
and denote by Ah its center. Then for every A, the set Ah DJf(T, ./(A)) consists 
of one element alone. Denote it by Th. The mapping T-*Th has the following properties: 
(i) for every T£ A and for every finite normal trace ([3], chap. I, § 6, Def. 1) 
<p on A we have <p(Th) = (p(T), 
(ii) T-<-TH is strictly positive and linear; 
(iii) T-~Th is ultra-strongly and ultra-weakly continuous; 
(iv) if r e A and U is unitary in A then (U*TU)h = T'' holds; 
(v) if A* then Sh = S\ 
(vi) if S£Ah and r € A then (ST)h = STh. 
Conversely, if there exists a positive normal linear mapping r —r' of A onto 
A'' having properties analogous to (iv) and (v), then A is finite and T' = Th for every 
r e A. 
P r o o f . In Theorems 1 and 2 take J (A) for <3. 
2. Let A be a von Neumann algebra in a Hilbert space Denote by Av the 
group of all unitary elements of A. Let (/ 6 Av be an arbitrary but fixed element 
of Av. For every r e L ( § ) 16) put 
T~9V(T) = U*TU. 
The set ^(A^) of all possible 9V is a group of automorphisms of L(§). In the following 
we are going to characterize the von Neumann algebras A such that L(§) is finite 
with respect to f3(Av). 
P r o p o s i t i o n 5. Let A be a von Neumann algebra in a Hilbert space Then 
L(§) is ^(A^-finite if and only if A is a product11) of finite discrete factors,18) 
16) L (§ ) denotes the von Neumann algebra of all bounded linear operators of 9). 
>7) Cf. [3], chap. I, § 2, no; 2. 
18) Cf. [3], chap. I, § 8, no. 4. 
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P r o o f . Suppose that A is the product of the finite discrete factors M, (t £ / ) 
that is 
A = 77 M, . 
It is evident that (C/ l) [ e;( :Au if and only if U,€(M,) a 19) for every ¿£7. Further-
more, for every t£7, the group (M,)c is compact in the weak operator topology. 
Thus, using the Tychonoif theorem on the topological product of compact spaces, 
it is not hard to see that Au is compact in the weak topology. Denote by X(dU) 
the normalized Haar measure of Av , and let T<EL(§) be arbitrary. If x is any element 
of §>, the function 
U-+fXiT(U)=(U*TUx\x) 
is continuous on A^, since the weak and the strong topology coincide on A^. So 
Jfx,AU)HdU) 
Av 
exists. Let be fixed, and for every 7"£L(§) set 
ax(T)=jfx,T(U)X{dU).-
A U 
Using the unimodularity of X and the properties of the integral, it is easy to show 
that <rx£gg+(L(£>), &(AV)). Now if 7 £ L + ( § ) , 7 V 0 then there exists an element 
x0 of § such that (Txo|xo)>0. Then c r X o ( T ) ^ 0 , which proves that L(§) is @(Avy 
finite. 
Now suppose that L(§) is ^(AJ-f ini te , and let be the 
canonical mapping of L (§ ) onto L(§) i i ( A u ) (cf. Theorem 2) which is equal to the 
commutant A" of A. Let Tr( - ) be the canonical trace of L(§) ([3], chap. I, §6, 
no. 6), and let S £ (A')+ , ST^O be arbitrary. Then there exists an element 
of 
L(§ ) such that O ^ S ^ S , 5 , ^ 0 , and Tr ( S , ) < + <=*>. By the properties of the 
mapping T-'TWv) we obtain that O ^ S ' f ^ ^ smA"> = S. Furthermore, as 
Tr (•) is lower semicontinuous in the weak topology ([3], chap. I, § 6, Prop. 2', Cor.) 
and V{Av)), we get that Tr ( S f ^ ) S T r (5,) . On the other hand, 
S f ( A u ) O since the mapping 7— 7®<Au) is strictly positive. So we have proved 
that for every S£(A')+, S^O there exists an element S'e(A')+, S'^0, S'sS 
such that Tr (Sr)<+«., Now let E^O be a projection in A'. Then there exists 
a non-zero element R of (A')+ with R^ E and Tr (R) < + °o. Let R = fXdFk be 
the spectral representation of h a n d s e t F= I — F I I«J + 0 . Then it is evident that II Dll 2 F € A ' , F?±0 and F^R. Therefore, T r ( F ) < + ° ° . Furthermore, as F is a 
projection, we obtain that F^E. Let now F0 be any of the projections of A' such 
that FQ^O, F0SE and Tr (F0) is minimal. Then F0 is minimal in A'. Indeed, 
F'0 £ A', F 0 ^¿0, F'Q^F0, F'0^ F0 would imply F'0 =l E, Tr (F'0) < + = » and T r ( f £ ) < 
<Tr ( .F 0 ) which contradicts the minimality of Tr (F0). Thus, every non-zero 
projection of A' majorizes a non-zero minimal projection of A'. Hence, in virtue 
19) ( M , V denotes the group of the unitary elements of M, 
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of Ex. 4, p. 126 of [3], A' and so A is a product of discrete factors. Since A is finite, 
each factor occuring in the decomposition of A is finite ([3], chap. I, § 8, no. 2). 
Thus the proof of Proposition 5 is comlete. 
C o r o l l a r y . In order that, the group Av of the unitary elements of a von Neumann 
algebra A be compact in the weak topology, it is necessary and sufficient that A be 
the product of finite discrete factors. 
P r o o f . The sufficiency of our condition is evident by the Tychonoff theorem 
(cf. the first step of the proof of Proposition 5). Now, if Av is weakly compact, 
then arguing in the same way as in the proof of Proposition 5, we obtain that L(§) 
is ^(A^-finite which means, by Proposition 5, that A is a product of finite discrete 
factors. Hence the proof of Corollary is complete. 
Bibliography 
[1] J . DIXMJER, Les anneaux d'opérateurs de. classe finie, Ann. Ec. Norm. Sup., 6 6 ( 1 9 4 9 ) , 2 0 9 — 2 6 1 . 
[2] J . DIXMIER, Formes linéaires sur un anneau d'opérateurs, Bull. Sóc. Math. Fr., 8 1 ( 1 9 5 3 ) , 9 — 3 9 . 
[3] J. DIXMIER, Les algèbres d'opérateurs dans l'espace hUbertien (Algèbres de von Neumann) (Paris, 
1957). 
[4] K . JACOBS, Neuere Methoden und Ergebnisse der Ergodentheorie (Berlin—Göttingen—Heidel-
berg, 1960). 
[5] J . KOVÁCS et J. Szücs, Théorèmes de type ergodique dans les algèbres de von Neumann, C. R. 
Acad. Sei. Paris, 262 (1966), 341—344. 
[6] S. SAKAI, On topological properties of W*-algebras, Proc. Japan Acad., 33 (1957), 439—444. 
[7] J . SCHWARTZ, TWO finite, non-hyperfinite, non-isomorphic factors, Comm. Pure Appl. Math., 
1 6 ( 1 9 6 3 ) , Í 9 — 2 6 . 
(Received June 16, 1966) 
On unitary ^-dilations of operators 
By E. DURSZT in Szeged 
Using the notation of [1], ( g s 0 ) will denote the class of those (bounded, 
linear) operators T in a Hilbert space for which 
T"h = gPU"h ' (A€S;» = 1,2, ...) 
holds, where U is a unitary operator in some Hilbert space S\, containing § as 
a subspace, and P denotes the projection of § onto 5t. 
The following theorem was proved in [1]. 
T h e o r e m A. In the case £> > 0 , T£(6„ if and only if 
(I?). ||/,'||2_2^i-IjRe (zTh,h)-l-(l-|) WzThf^O for . 
(II) the spectrum of T lies in the closed unit disc. 
The purpose of this paper is to study the monotonity properties of as a 
function of Q. Meanwhile we shall give a simple necessary and sufficient condition 
for a normal T to belong to <Se. 
We start with the following 
L e m m a 1. is a non-decreasing function of Q in the sense that A 
ifO^Q^Qj. 
This lemma was already proved in [1]. Here we give another proof of it as 
follows. 
P r o o f . The definition of (fS0 shows that Tfjig0 if and only if T=0 (the zero 
operator). According to Theorem A we have O 6 for every ¿>>0. This implies 
our lemma in the case = 0. 
Now let > 0 , and set 
FUe) = eW\2-2(e -1) Re (z Th, h)+(Q-2)\\zTh\\2 = 
= \\h\\2-[\zTh\\2+(Q~imi-zT)h\\2 (e>o, \z\ 1,'Aes). 
(Ie) holds if and only if Fz h(o) j=0 whenever | z | ^ l and /¡<E§. Now let T£<8ei and 
Q2>~Qi• In this case (II) holds, and F Z ; f c (e , )s0 ( | z | ^ l , h £ § ) . FZih(g) is a mono-
tone non-decreasing function of q, consequently we also have Fz h(Q2) =0 . This 
implies 
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. , if O^e^l, 
2-Q 
l, if e>i. 
P r o o f . In the case that g = 0 our statement is trivial. 
L e t 0 < e < 2 . In this case (Ie) is equivalent with 
\\u\\2 _ 2 A Z j L Re (zTh, h) + \\zTh\\2 ^ 0 
q-2 """ ~ e-2 
This latter relation holds if and only if 












Ml2 (Ae& \z\si) 
sup 
|z|=Sl 
1 - f 
2-e 
2 - e 
I+zT 
(Aes , N ^ i ) , 
i 
2-g 
(Ie) and (Ij) are equivalent for 0 < e < 2 . 
i - g 
2 - e 
I+zT i - e 
sup 
i - e 
2 - e 
I+zT 
2-q 
_ l - e 
2 - e 
+ 11*71, 
+ imi. 
Now let T be normal. Then the spectrum of T contains a complex number 
of modulus || 21, say T|| and this is an approximative proper value of T, i.e. 
for every e > 0 there exists an element he of § such that ||/zj = 1 and 
Using this fact we have 
1 - g 
2-e 
I+\\T\\I\h, • | | ( | | r | |7-Cr)A£ | 
1 - g 
2 - e 
This is true for every £ > 0 , consequently 
1 - e sup 
Msi 2 - e 
I+zT 1 - g 
2 - e 
+ i m i . 
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Our latter relation and (2) show that 
sup 
| z | S ! 
1~el+zT 
2 - e 
1 
2 - e 
This implies that, in the case that T is normal, (1 )̂ is equivalent to 
-+II21 s 
2 — Q 2 — Q 
or to 
(i;> 117-11 S 
2 - q -
Using (1) we have: 
(Ie) and ( I I ) are equivalent for 0 < Q < 2 if T is normal. 
Now let 0 < g S 1 . In this case (Ig) implies (II). Moreover, using Theorem A,, 
we have: In the case 0 < Q S 1 and 7 is normal, Td<£e if and only if holds. 
Now, for normal T, (II) is equivalent to the condition || 7|| s 1. Thus, by Lemma 1,. 
if 7 is normal, we have Tg <Se for Q > 1 if and only if || T\\ s 1. 
So we finished the proof. 
For O S g S l , ~ — is strictly increasing function of Q. Thus, by Theorem I 
L — Q 
and Lemma 1, is a strictly increasing function of g for OS 
If dim § = 1 then there exist only operators of multiplication by complex, 
numbers, and these are normal. In this case, Theorem 1 shows the monotonity 
properties of <6Q. 
T h e o r e m 2. If dim § S 2 then is a strictly increasing function of Q in the 
sense that 
c= We2 and if 
P r o o f . For arbitrary g s O we shall construct an operator Te such that 
and | | 7 J = e. This Te does not belong to (€a if OS<r<g. This fact and Lemma I 
will prove our theorem. 
Let 
(4) { < , p ^ . i M v e G ) } 
be an orthonormal basis in We define Te by 
(5) Te(Pi = Q(p2, TQcp2 = 0, Te\j/v=0 (v 6 Q). 
'Evidently, ||7ell = e and 
(6) T"Q = 0 (n = 2 ,3 , . . . ) . 
Let us construct an orthonormal system 
(7) K ( m = 0 , i l , ...), ^ , m ( v € i 2 , r n = 0, ± 1 , ...)} 
and identify (pk with q>'k (k — \,2) and ipv with So the Hilbert spaceit spanned 
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by the system (7) will contain § as a siibspace. Let P be the orthogonal projection 
of ft onto § and define the linear operator U on ft by 
U<p'm = <Pm+i, Wv,m = Vv,m+i m = 0, ±1, ...). 
Evidently, U is unitary and we have 
ePU<p1 = QP(p2 = Q(p2, ePU(p2 = eP<P3=0, QPUxl/v = QP\li'Vii=Q. 
•Consequently, by (5), 
(8) Th = oPUh (h£§>). 
For m S 2 we get 
ePUm cpk = QP(p'k+m = o, Q p u m ^ v = o ( f c = i , 2 ; v e o ) , 
•consequently, 
T"h = 0 (AeS, « S 2). 
Thus, by (6) and (8), T 8 £V e . 
So the proof is complete. 
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Cellularity of a suspension arc 
By P. H. DOYLE in East Lansing (Michigan, U. S. A.) 
Let X be a topological space that is locally euclidean of dimension n except 
at a single point p. We assume that the suspension S(X) of X is an (n + l)-sphere, 
Sn+'. That there are many such spaces X follows from [3]. If vt and v2 are the sus-
pension points of S(X) we study the embedding of S(p)=vlp{Jv2p, the suspension 
arc, in £"I+1. 
L e m m a 0. The.arc v{p in S"+1 is cellular. 
P r o o f . Consider S(X)—vlp. This set is the manifold with boundary v2X—p 
with an open collar attached to its boundary. Thus it is topologically En+1 and 
vi p is therefore cellular. 
Since the above argument applies equally well to v2p, S(p) is the union of 
two cellular arcs meeting in a common endpoint p. In general such an arc is not 
cellular. Example 1.1 of [2] gives such an arc in S4 . If we call this arc A in S3 and take 
X to be S3 modulo A, then S(X) is S4. However the suspension arc in this case 
is not cellular since its fundamental group is the non-trivial group 7i t(S3 — A). 
We give a sufficient condition that the suspension arc be cellular that is purely 
geometric. 
T h e o r e m . If there is an n-cell C" in S"+1 —v2 such that lies in the interior 
of C" while the boundary of C" meets S(p) in just one point, then S(p) is cellular. 
P r o o f . By the hypothesis it is clear that v2 does not lie in C". Since Sn+l is a 
suspension then given any open set U in Sn+1 containing v, there is a homeomor-
phism h of Sn+1 onto itself that carries S(p) onto itself and h (Cn) c U. But then by 
Lemma 1 of [1] and Lemma 0 above S(p) is cellular in S"+ 1 . 
References 
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A convergence theorem of orthogonal series 
By P. RÉVÉSZ in Budapest 
Introduction 
Let (p^x), <p2(x), ... be an orthonormal sequence defined on a measure space 
{X, S,fi}. For the sake of simplicity we assume that /x(Z) = 1. Further let c l 5 c 2 , ... 
be a sequence of real numbers with 
(1) Z cf < 
. ¡=i 
A fundamental problem of the theory of orthogonal series is to find conditions 
implying the almost everywhere convergence of the series 
<2) Z ci <Pi(x). 
¡=1 . ' 
In general the condition (1) does not imply the almost everywhere convergence 
of the series (2). However, the classical Mensov—Rademacher theorem states: 
T h e o r e m A. If 
(3) Z cf lóg2 ' < °° 
¡=i 
then the series (2) is convergent almost everywhere. 
Under certain special restrictions on the sequence {(pk(x)} the condition (3) 
can be replaced by weaker ones. For example the classical Kolmogorov theorem 
states that if the functions <p,(x), cp2(x), ... are independent in the sense of probability 
theory, with expectation 0 and variance 1, then condition (1) implies the almost every-
where convergence of (2). A similar result is due to G. ALEXITS [1]. He introduced 
the following definitions: 
D e f i n i t i o n 1. The sequence (P](x), (p2(x), ... of measurable functions is 
called a multiplicative system if . 
f<ph(ph...<pikdfi = 0 (i i < i2 < k= 1,2,;..). 
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D e f i n i t i o n 2. The sequence <Pi(x), <p2(x), ••• of measurable functions is 
called a strongly multiplicative system if the system {<P,,<P;2 ... <pik} is an orthogonal: 
system, i.e. if 
J (pl lcpt l •••<ptdfi = 0 (* ' i<i 2 < k = \,2,...) 
x 
where a , , a 2 , ..., ctk can be equal to 1 or 2 but at least one element of the sequence 
a , , a 2 , ..., a t is equal to 1. 
D e f i n i t i o n 3. The sequence q>i(x), <p2(x), ... of measurable functions is called, 
an equinormed strongly multiplicative system (ESMS) if 
J (Pi dp = 0, J(pf dp = 1 ( / = 1, 2, ..,), 
x x 
(4) ' 
f (pT, (P™ ... <p% df! = f (pt; dp. f <p1l dp. ... f (p%dp. (/, < ... < 4 ; k = 1, 2, ...)• 
where a , , a 2 , ... ,ctk can be equal to 1 or 2. 
Making use of these definitions, ALEXITS and TANDORI ([2]) proved the following 
T h e o r e m B. If (pt(x), <p2(x), ... is a uniformly bounded ESMS, then condition• 
(1) implies the almost everywhere convergence of the series (2). 
Obviously any independent system with Jcpidp^ 0, j'<pfdp = 1 is an ESMS,. 
x x 
therefore ALEXITS'S theorem would be much stronger the KOLMOGOROV'S if the 
condition of boundedness could be dropped. A previous paper ([3]) of the author 
shows that there are some further theorems (the central limit theorem and the law 
of the iterated logarithm) known to hold for independent random variables which, 
remain valid for ESMS. 
§ 1. The Theorem 
The aim of this paper is to prove the following 
T h e o r e m 1. Let (p t (x), <p2(x), ... be a sequence of measurable functions defined 
on a measure space {X, S, /1} with p (X) = 1. Suppose that 
(5) J(pf dp ^ K - ( i = l , 2 , . . . ) 
x 
f<Pi <Pj <Pk dp = f<pf (pjdp = f(pi <Pj <pk <Pi dp = 
X X X 
= f (piipj^dp = J (pi<pjdp = j <pidp = 0, 
and 
(6) 
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where the indices i, j, k, I are different, and K is a positive constant. Further let cx> c2,... 
be a sequence of real numbers and suppose that there exists an integer r (depending on 
{ck}J such that 
(7) 2 ck lr (k) < °° 
k= 1 
where *) 
f log A if x ? 2 
/ ( « ) = / l W = { 2 . /y. 
and lr(x) is the r-th iterate of l(x) i.e. Ir(x) -= /(/,._ ,(.v))- Then the series 
2 ck<pk(x) k= 1 
is convergent almost everywhere. 
R e m a r k 1. If {<pk} is a sequence of fourwise independent random variables-
with expectation 0 and variance 1 and with uniformly bounded fourth moments 
then (5) and (6) hold. 
R e m a r k 2. Condition (7) is not very far from condition (1). This facts suggests 
the conjecture that (7) can be replaced by (1). 
The proof of this theorem is based on three lemmas. 
L e m m a 1. If q>x, <p2, ... is a sequence of measurable functions for which (5) 
and (6) hold, then 
(8) / max | c1(p1+c2<p2+ ...+ ck (pk\A dp ^ 8^/4(«) f £ c j 
J LSTAI = I , x 
where c1} c2, ..., c„ is an arbitrary sequence of real numbers. 
R e m a r k 3. This lemma is not the best possible. In [3] it was proved that in. 
the case c t = c 2 = . . . =c„ = 1, l\n) can be replaced by 0(\)P(n). The same method 
can be applied in this more general case to obtain a stronger inequality. Unfortunately 
using such a stronger inequality instead of (8) we cannot obtain a stronger result-
than Theorem 1, therefore we do not intend to attain the best possible inequality.-
L e m m a 2. If c , , c2, ... is a sequence of real numbers for which 
2 cl l? (k) < co 
k= 1 
jhen there exists a sequence n1} n2, ... of integers for which . 
m ( "k +1 1 
(9) 2 \ 2 cjU^Ak)--, 
00 ( "k+l 
(10) 2 \ 2 cj /4(»i+i 
') log x means the logarithm with the base 2. 
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L e m m a 3. If {<pk} is a sequence of measurable functions for which (5) and (6) 







— 2 Cj<Pj i f <*t>0 
ak j = mk+ 1 
0 if afc=:0 
= 
mk+ 1 




§ 2. The proof 
P r o o f of L e m m a 1. First of all we assume that n = 2 v (v = l , 2 , ...) and 
introduce the following notations 
GJ=Ci(pi +C2<p2 + .,.-+Cj(Pj ( j = 1 , 2 , . . . ) , 
where a = ju2*; P = (n + l)2k; n = 0, 1, 2, ..., 2V-* - 1 ; k = 0, 1, 2, ..., v - 1 . Consider 
the function <Tj as the sum of some ij/ap. Let us put 
i 
where /?! — ax >/?2 —a2 . Clearly the number of the members of the sum 
JJ't/^.p. is less than v. Therefore by the Schwarz inequality we have 
i 
= ( 2 ^ ( 2 r«lPiy * V3 2 K* 
which implies 
(12) f m a x ojdn S v 3 f№pdn 
X 1 3 J S 2 " a , f i x 
where a and j? run over all their possible values. 
We obtain an estimation of the right hand side of (12) as follows 
f Kpd\i = ¿ c j f t f d t i + e £ cf cj J cpf <pj dn + 
X J = a + 1 X n<i<jSP X 
(13) 
+ 4 2 c f c j f t f v j d n s K l 2 C J + 6 2 C ? C J + 4 2 l c ? c 4 -
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Summing the right hand side of (13) for each a, /? we obtain any member of it at 
most v times, so we have 
Z f r t t d n s v K i z c i + e % 2 l ^ l } -
It is easy to see that 
2 \cfcj\ 2 C f c j . 
i * J 
Hence we have 
Zf№pdnS4vKizc]Y. 
<*./» X (Y=I ) 
Thus in the case n = 2V we obtained 
/ sup |c t (Pl + c2 q>2 + ... + ck (pk|4 dn Si 4KI4(«) f y cj\\ 
Our inequality in the case 2 v S / j < 2 v + 1 follows immediately from this fact, setting 
Cn+1 ~C/i + 2 = ••• = C2V + 1 
and using the inequality 
2 log4 n sr(log 2«)4 i=(v + 1 ) 4 
if n is large enough. 
P r o o f of L e m m a 2. Set 




A* 2cll?(k)^l?(n) ¡ci 
fc = n k = n 
2 c i * A 
Therefore we have 
iHn) ' 
(14) 2 cl^ A 
* - /,.2-i(v) * 
Now we can find between 2V + 1 and 2V + 1 a sequence of integers 
2V+ 1 = T(ov) g T(JV) s ... S t « ! S T« = 2V 
as follows: Let x(2v) be the smallest integer for which 
T ( V ) 
y ? _ A 
9 A 
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and let -r^ = T^v) — 1. Similarly let be the smallest integer for which 
TJV) 
2 c ? -J = r?> + r j -V6lr2-lW 
and let T(3V) = 1 ^ - 1. In general, if t ^ is defined, we define 4V/ /+1) as the smallest 
integer for which 
T ( V > '2(1 +1) A 
y ¿1 a 
j=TY,' + l ' v-iOO 
and let 4V,>+1 = 1 : ^ + ^ - 1 . Now let 
be the different elements of the sequence x[v>, ..., T^'. Clearly 
p, S 2v6. 
Define now the sequence {nk} as the union of the sequences l i f , ..., 
i.e. the sequence n1,n2, ... is the same as the sequence 
W, t(02), t[2K ...,t?>, C>tf \ t[*\ ..., .... 
Clearly if 6(2V, 2V+1] then A : S 2 j 6 S2(v +1)7 . We prove that (9) and (10) hold 
j=i • 
for this sequence {nk}. We have 
A = 2 c j i * u ) = 2 2 c 2 j i 2 { j ) ^ \ 2 2 (v+i) = 
J = 1 v = 1 j = 2 V + 1 ^ v = 1 j = 2 V + 1 
1 00 n»c+l 
= \2 2 2 c}i?_t(v+ 
L V=1 nk€(2v, 2v+l) j = nk+l 
< OO FLK+ 1 1 ®® 1 
2 2 c j i u 2 ( v + i ) ' ) 4 2 2 c]irU(k) 
that proves (9). 
If nfce(2v, 2 v + l ] then by the definition of {nk} we have 
nk+l~nk^ 2*+l 
and either 
j c? ^ d . j - V«7r2-l(v) 
or 
«1+1 -"fc = 
this gives (10). 
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P r o o f of L e m m a 3 is so simple that we can omit it. 
P r o o f of T h e o r e m 1. First of all we prove that the series (2) is convergent 
almost everywhere if 
(15) ^ 4 im-
1 
Let {nk} be a sequence of integers for which 
(16) 
and (10) holds. Set 
2 \ 2 cj\l\k) k = 1 \j = n,<+ 1 
>Pk = 
1 nk+ 1 
— 2 CjCPj if a t > 0 ak } = nk+ 1 
where a t = 
(17) 
0 if ak = 0 
N 
2 c j \ and put oN = 2 c J < P J - Clearly we have j = ltk+ 1 j= 1 
K-l 
anK = 2 ak¥k 
By Lemma 3, Theorem A and (16), the sequence {er„K} is convergent almost every-
where. By Lemma 1 and (10) 
(18) 2 / MAX I 2 CI<PI) DP-
1 = 1 J í i k < i s i i k + 1 V = nk+ 1 ) 
Hence by the Beppo Levi theorem we have 
hence 
y Í i V 2J m a x 2J CI<PI\ 
k= 1 nk<jStlk+ I l'=n<c+l ) 
max 
nk<jmnk + i 
2 CI<PL l = nk+ 1 
-0 
almost everywhere. This fact and the almost everywhere convergence of the sequence 
(17) prove our theorem in the case when (15) holds. 
Now Theorem 1 can be proved by induction. Suppose that, for every sequence 
{ak} and for every system {/,.} having the properties (5) and (6) we have already 
proved that the condition 
(19) • -
k= 1 
implies the almost everywhere convergence of the series 
2°kXk(x). 
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Let {cfc} be a sequence of real numbers for which (7) holds. Now we can construct 
a sequence {/?A} for which (9) and (10) hold. Then we can obtain by the same way 
that a„K (defined by (17)) is convergent almost everywhere, if we replace the reference , 
to Theorem A by a reference to the condition (19) of our induction. (18) follows 
from (10). 
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Über die Divergenz der Walshschen Reihen 
Von KÁROLY TANDORI in Szeged 
1. Es sei /-„(X) = sign sin 2"nx die n-te Rademachersche Funktion. DasWalsh-
sche System {iv„(x)}o ist folgenderweise definiert: vi»0(x) = 1 in (0, 1); ist w = 2Vl + ... + 
+ 2vP (v, < . . . < VP) die dyadische Darstellung von « S 1 , so sei W„(x) = 
= rVl + i(x)rV2+1(x) ... /-Vp+1(x). Bekanntlich ist das Walshsche System in (0, 1) 
orthonormiert. Aus dem Resultat von A. M . O L E V S K I J 1 ) und P. L . U L J A N O V 2 ) 
folgt, daß es eine Funktion von L2(0, 1) derart gibt, daß ihre Walshsche Entwicklung 
in gewisser Anordnung ihrer Glieder fast überall divergiert. 
In dieser Note werden wir die folgende, schärfere Behauptung beweisen. 
S a t z . Es sei {{?(«)} eine positive Folge mit o(n) = a{]/log log w). Dann gibt 
es eine Koeffizientenfolge {a„} mit 
(i) 2 « 2 e 2 ( « ) « » , 
für die die Walshsche Reihe 
2a„wn(x) 
in gewisser Anordnung ihrer Glieder in (0, 1) fast überall divergiert. 
2. Es sei a eine positive ganze Zahl. Wir setzen 
\a ' x ] ' s t die Linearkombination von Walshschen Funktionen u:0(.v), w2(x), ... 
...,w2«_2(x); es gilt 
ValilX 
l / + 1 1 , / 1 , M- l . 
— — , + + — — oder 
2" 2" 2 2" 2 2" 
J_ J_ / + 1 1 
2" 2 2" 2 
. 0 sonst 
') А. М. О л е в с к и й , Расходящиеся ряды из Е2 по польным системам, Доклады Акад. 
Наук СССР, 138 ( 1 9 6 1 ) , 5 4 5 — 5 4 8 . , 
2) П. Л. У л ь я н о в , Расходящиеся ряды по системе Хаара и по базисам, Доклады Акад. 
Наук СССР, 138 ( 1 9 6 1 ) , 5 5 6 — 5 5 9 . 
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und 
dx = a- 1 ' 
Wir setzen 
o 
<^(0 ; *) = <p2(0; 
<i>, (1; x) = r3(x)cp2(0; x), <P2(l; x) = -r3(x)r,(x)<p2(0; x), 
<^(2; x) = r4(x)<p3(0; x), <J>2(2; x) = -r1(x)<P l(2; x), 
= r 5 ( x ) ( p 3 x j , <P4(x) = - r l ( x ) ' P 3 ( x ) , 
und in allgemeinen 
& 2 J + 1 ( k ; x ) = r2+2«->+j(x) Z <P2 + 2*-2+[j/2i(xi; x ) 0' = ° ' — 1), 3> 
wobei x, die linksseitigen Endpunkten derjenigen Intervallen im (0, bezeichnen, 
i n welchen <Pj + , (7c- 1; x) positiv ist und 
$2ß\ x) = —rl(x)<P2J-l(k; x) ( / - 1. 2*-1)-
Es sei 2) eine positive ganze Zahl. Für die Funktionen <Pr(kr, x) 
(k = 0, ..., m — 1; r = l, ..., 2k) gelten offensichtlich die folgenden Behauptungen: 
j ede Funktion 4>r(k\ x) ist eine Linearkombination von Walshschen Funktionen; 
verschiedene <ß,.(fc; x) haben in seinen Darstellungen keine gemeinsame Walshsche 
Funktion; für die Darstellungen von <t>r(k-, x) (k = 0, ..., m — 1; r = 1, ..., 2fc) 
brauchen wir nur die Walshschen Funktionen w'0(x), ..., M'5 2 2,„-i_2(X); es gilt 
l 
2k * 
x) dx s 1. 
o 
Wir betrachten die Summe 
m- 1 2k~ 1 — l 
5,„(x) = 0 , ( 0 ; x ) + 2 Z (4>2j+i(k\x) + 2*2(J+1)(k-, x)) 
k=l j=0 
5.22"- ' -2 
= 2 c,(w)vv,(x). / = 0 
Offensichtlich ist 
I 
J S 2 (x) dx s 5m. 
3) [a] bezeichnet den ganzen Teil von a. 
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Wir definieren eine Anordnung der Summe Sm(x). Es sei 
S^x) = x) + <^(1; x) + 2<£2(1; x), 
S2(x) = x) + ; x) + <P1(2;x) + 2$2(2;x)+2$2(l; x) + $3(2;x) + 2$4(2;x), 
u.s.w. Die Anordnung von S„+1(x) erhalten wir derart, daß wir in S„(x) nach dem 
Glied $2j +1(ß ; x), bzw. nach dem Glied 2<J>2o'+i)(Ai! x ) die Summe 4>22j+i(ß. +1; x) + 
+ 2022j+2(ß + l; x), bzw. die Summe <P22j+3(p + l; x) + 2022j+4(n + l; x) ein-
schreiben. Nach der Definition von <Pr(k; x) ist es klar, daß das Maximum der 
Partialsummen dieser Anordnung von Sm(x) in den nicht-dyadischen Punkten 
im Intervall (i/4, (5 +1)/4). 
Es sei endlich 
von (0, £) den Wert m hat. Dieselbe Behauptung gilt für — ( i = 0,1 ,2 , 3) 
Sm I x — 
Dann ist 
(2) f v ^ x - j j d x s 5/m, 
und am | x — ̂ - j hat eine Anordnung i hrer Glieder, für die das Maximum der Partial-
summen in den nicht-dyadischen Punkten von (sj4, +1)/4) den Wert 1 besitzt. 
3. Wir definieren eine Indexfolge ( 2 ^ ) « ! < . . . ... mit der folgenden 
Eigenschaft: 
o («) / / log log« (»s2 2 m ") . 
Dann ist 22mk + 5.22mk~1-2<22mk+1 (k= 1 ,2, . . . ) . 
Wir setzen 
00 00 2 2 l " « l - l CO 
2 r2™k+i(x)amk(x-(k-l)l4y= 2 2 dt(k)wt(x) = 2 anwn(x). k = 1 k= 1 i = 22'"k n = 0 
Nach (2) gilt offensichtlich (1). Nach dem obigen hat aber diese Reihe eine Anordnung 
ihrer Glieder derart, daß die angeordnete Reihe fast überall divergiert. 
Damit haben wir unseren Satz bewiesen. 
(Eingegangen am 7. Mai 1966) 
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Correction à la Note 
"Sur les contractions de l'espace de Hilbert. XI. 
Transformations unicellulaires'") 
Par BÉLA SZ.-NAGY à Szeged et CIPRIAN FOIA? à Bucarest 
Le raisonnement à la p. 317 de cette Note, lignes 7—11, est incomplet. On peut combler' 
cette lacune en remplaçant les deux phrases en question ("Comme k(X) est . . . p{X) n'est pas une 
constante") par les suivantes: 
Cela exclut le cas c = b, p(X) = k(X), car N—1^2 et k{X) n'est pas une 
fonction constante. Ainsi on a c = a, p(X) — mT(X), donc k(X) est divisible par 
m?"1 (2). Vu aussi (4.20) il résulte que* k(A) = "HA), d'où, en vertu en(4.20), 
det QT(X)= 1. Par suite, en formant la relation (3.3) pour £2r(A) au lieu de 0 r(A), 
on obtient QT(X)Q$(X) = Q£(X)QT(X) = IN (X£D), (A) étant une fonct ion matri-
cielle, intérieure des deux côtés. Il s'ensuit 
H = | |OÎ(0)QT(0)e | |^ | |Û r(0)e | |s |MI (gÇŒ), 
ce qui montre que la fonction QT(X) n'a pas de partie pure, donc, en vertu de 
la proposition 4.1 de [IX]2), nous avons í2r(A) = í20 où Q0 est une matrice uni-
taire constante. Par suite, en vertu de (3.4), 6>T(A) coïncide avec mT(A)/N, ce qui 
entraîne que T est unitairement équivalente à SN. Or, comme iV> 1, SN n'est 
pas unicellulaire tandis que T l'est par l'hypothèse faite. Cette contradiction, 
montre que le cas c = a est aussi impossible. 
(Reçu le 10. novembre 1966) 
') Acta Sci. Math., 26 (1965), 301—324. 




G. Pólya, Mathematik und plausibles Schließen, Bd. 1. Induktion und Analogie in der Mathe-
matik, 403 Seiten; Bd. 2. Typen und Strukturen plausibler Folgerung, 282 Seiten (Sammlung „Wissen-
schaft und Kultur", Bd. 14 und 15), Basel—Stuttgart, Birkhäuser Verlag, 1962—63. Ins deutsche 
ü b e r s e t z t v o n LULU BECHTOLSHEIM. 
Die in letzter Zeit erschienenen Bücher von G. P Ó L Y A fanden nicht nur bei den in der Forschung 
tätigen Mathematikern, sondern auch bei den Mathematiklehrern aller Stufen begeisterte Aufnahme. 
Der Autor gibt außerordentlich wertvolle Hinweise zur Gestaltung anspruchsvollen mathema-
tischen Unterrichtes, der nicht nur zeitgemäße Kenntnisse vermittelt, sondern auch zu weiter-
führenden Überlegungen anregt. Eine solche pädagogische Zielstellung besaß — und erfüllte in 
hervorragender Weise — z. B. seine gemeinsam mit G. SZEGŐ verfaßte bekannte Aufgabensammlung 
(Aufgaben und Lehrsätze aus der Analysls). Für die Einschätzung des vorliegenden Buches ist beson-
ders bemerkenswert, daß der. Verfasser zu den aufgeworfenen Fragen auch aus philosophischer 
Sicht Stellung nimmt. 
Z. B. äußert er folgende Gedanken: Streng genommen besteht unser ganzes Wissen außerhalb 
der Mathematik und demonstrativen Logik (die ja in der Tat ein Zweig der Mathematik ist) aus 
Vermutungen. Wir sichern die Gültigkeit unseres mathematischen Wissens durch demonstratives 
Schließen, aber wir unterstützen unsere Vermutungen durch plausibles Schließen. Plausibles Schlie-
ßen ist gewagt, strittig und provisorisch. Demonstratives Schließen ist sicher, unbestreitbar und 
endgültig. Die Mathematik wird als eine demonstrative Wissenschaft angesehen. Aber die im 
Entstehen begriffene Mathematik gleicht jeder anderen Art menschlichen Wissens, das im 
Entstehen ist. Das Resultat der schöpferischen Tätigkeit des Mathematikers ist demonstratives 
Schließen: der Beweis. Der Beweis wird aber durch plausibles Schließen entdeckt: durch Erraten. 
Wenn das Erlernen der Mathematik einigermaßen ihre Erfindung widerspiegeln soll, so muß es 
•einen Platz für das Erraten, für das plausible Schließen haben. 
Aus der Vielzahl der im ersten Band behandelten schönen Themen sei insbesondere auf die 
folgenden verwiesen: die Goldbachsche Vermutung, der Eulersche Polyedersatz, das Bachet-
Problem, einige. Reihensummationen von Euler, Summenfunktion aller Teiler einer ganzen Zahl. 
Man betrachtet auch viele kleinere, aber interessante Besonderheiten. 
Die sehr originelle Aufgabensammlung verdient besonders hervorgehoben zu werden: ins-
besondere erhellt die Reihenfolge der Aufgaben gewisse eigentümliche Forschungsmethoden. 
Im zweiten Band erweitert der Verfasser seine philosophischen Ausführungen und weist auf 
Anwendungen zahlreicher struktureller, logischer und halblogischer Methoden hin. Hierbei bedient 
sich der Autor besonders der Wahrscheinlichkeitsrechnung. Außerdem werden in diesem Band 
analoge Probleme anderer Wissenschaftszweige dargestellt. Äußerst lehrreich sind z. B. die folgenden 
Bemerkungen des Verfassers in dem Abschnitt „Ein paar Worte an den Lehrer" (S. 240).: „Laßt 
uns erraten lehren. Ich sagte, daß es wünschenswert sei, erraten zu lehren, aber nicht, daß es leicht 
sei. Dieses Buch wendet sich in erster Linie an Studierende der Mathematik, die ihre eigenen Fähig-
keiten entwickeln wollen und an Leser, denen daran gelegen ist, etwas über plausibles Schließen und 
seine nicht ganz banale Beziehung zur Mathematik zu lernen." 
Der Erfolg des Buches ist ein Beweis dafür, daß der prominente Verfasser dem oben genannten 
Anliegen in.hervorragender Weise gerecht geworden ist. 
Die Ausstattung des Buches ist vorzüglich. 
J. Berkes (Szeged) 
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G. Pólya, Les mathématiques et le raisonnement „plausible", 299 pages, Paris, Gauthier—Villars, 
1958. Ins französische übersetzt von ROBERT VALLÉE. 
Das Buch ist die erste fremdsprachige Übersetzung des in Princeton und London erschienenen 
Werkes von G. P Ó L Y A : Mathematics and plausible reasoning; Diese Ausgabe unterscheidet sich von 
der oben besprochenen deutschen Übersetzung nur darin, daß auf die Aufgabensammlung 
verzichtet und die Ausgabe in einen Band vorgenommen wurde. 
J. Berkes (Szeged) 
A. Kaufmann—R. Douriaux, Les fonctions de la variable complexe, V i l i + 428 pages, 355 
figures et 7 tableaux, Paris, Editions Eyrolles et Gauthiers—Villars, 1962. 
Comme le sous-titre du livre l'indique ("Théorie et applications au niveau de l'ingénieur"), 
les auteurs s'adressent surtout aux ingénieurs, en présentant un grand nombre d'exemples et d'exer-
cices pris dans la physique et technique (concernant l'électricité théorique, la mécanique des fluides, 
la chaleur, les réseaux électriques, etc.). Dans les démonstrations il y a parfois quelques lacunes 
(comme par exemple dans celle du théorème fondamental de l'algèbre), mais les applications in-
diquées peuvent être d'intérêt aussi pour les mathématiciens. 
/ Béla Sz.-Nagy (Szeged) 
R. Courant und H. Robbins, Was ist Mathematik? XVI-1-399 Seiten, Springer-Verlag, Berlin— 
Göttingen—Heidelberg, 1962. 
Although mathematics seems to have a more important role in our life then ever before, there 
are very few people who have a real understanding of mathematics and can imagine what a great 
role is played by mathematics in various branches of modern sciences. It is well-known that there is a 
danger that sometimes students get only a formal routine of manipulations without the real under-
standing of the mathematical concepts. Therefore it is warmly to greet the appearance of such books 
by the aid of which the danger mentioned above can be avoided. 
This book is a translation of the highly successful Englisch original, first publisched in 1941. 
It is written for a wide class of readers: students, teachers, engineers and so its style is popular in 
some sense, but as Professor Courant says in the preface of the first edition: "It requires a certain 
degree of intellectual maturity and a willingness to do some thinking on one's own." Perhaps this 
sentence is the most characteristic for this book. The chapters which follow in a systematic order, 
are in some sense independent of one another. In each chapter, after a clear introduction, the path 
goes gradually to the root of the matter with the most active collaboration of the reader. The great 
pedagogical experience of the authors assures that the reader setting out from an elementary level 
can obtain an insight into the very essence of.mathematics. 
The contents are grouped as follows: The Natural Numbers; The Number System of 
Mathematics; Geometrical Constructions; The Algebra of Number Fields; Projective Geometry; 
Axiomatics; Non-Euclidean Geometries; Topology; Functions and Limits; Maxima und Minima; 
The Calculus. There is an Appendix containing supplementary remarks, problems, and exercises. 
L. Pintér (Szeged) 
Lucy Joan Slater, Generalized Hypergeometric Functions, X11I + 273 pages, Cambridge, Uni-
versity Press, 1966. 
Seit dem Erscheinen der Monographie von W . N. BAILEY: Generalized Hypergeometric Series 
(Cambridge Mathematical Tract, No. 32. 1935; zweite Auflage 1964) blieb diese Theorie immer im 
Vordergrund der Forschungen über spezielle Funktionen. Die Verfasserin, die eine Mitarbeiterin 
von BAILLEY war und ihre Arbeit dem Gedächtnis ihres unlängst verstorbenen Lehrers widmet, gibt 
im vorliegenden Buch eine wesentlich erweiterte, zusammenfassende Darstellung, wobei die dies-
bezüglichen Resultate der letzten Jahrzehnte und darunter natürlich auch die eigenen. Forschungs-
ergebnisse der Verf. vielseitig einbezogen werden. 
Während im ersten Kapitel die klassisché Theorie der Gaußschen hypergeometrischen Reihe 
ab z a(a + l)-b(b+\) z2 1+ + — — - — + . . . 
c 1! c ( c + l ) 2! 
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behandelt wird, untersucht man im folgenden die Eigenschaften der verallgemeinerten Gaußschen 
Funktion 
mit (a)„ = a(a+ \)...(a + n— 1) und ihre sogenannten <7-Analoga („basic hypergeometric functions"), 
welche mittels Produkten der Form (a;q)„ = (1 — a ) ( t — aq)...(l — aq"-1) (|<jr|< 1) anstatt von {a)„ 
gebildet sind (Kap. 2—3)/uFB[(a); (¿>); z] enthält bekanntlich alle gewöhnlich benutzten Funktionen 
der Analysis als Spezialfälle^und deren Theorie ist — neben ihrer funktionentheoretischen und 
statistischen Bedeutung — ein wertvolles Hilfsmittel zur Lösung komplizierterer Differentialgleichun-
gen der mathematischen Physik-: Was die<?-Erweiterungen anbetrifft, so haben diese tiefliegende Zusam-
menhänge mit^er Theorie der elliptischen Funktionen und viele Anwendungsmöglichkeiten in der 
Zahlentheorie, namentlich bezüglich gewisser Partitionsprobleme. Die Diskussion der verallgemeiner-
ten hypergeometrischen Integrale wird im vierten und fünften Kapitel sehr sorgfältig durchge-
führt, und zwar unter Heranziehung neuerer Integralsätze und asymptotischer Resultate von MAC-
ROBERT und MEIJER, ferner von SEARS und SLATER. Die Kapitel 6—9 sind weiteren Verallgemeine-
rungen, nämlich bilateralen hypergeometrischen Reihen und dem Fall von mehreren Veränder-
lichen (Appelische bzw. Lauricellasche Reihen) gewidmet.. Aus dem reichen Inhalt dieses Teils 
seien die Anwendungen über Jacobische Thetafunktionen und Identitäten vom Rogers—Ramanu-
janschen Typ hervorgehoben. — Der Text ist mit vielen historischen bzw. persönlichen Bemerkun-
gen der Verfasserin durchwoben. Sechs Anhänge (Formelsammlungen, numerische Tafeln) und 
ein die meisten der zwischen 1934 und 1961 publizierten diesbezüglichen Arbeiten enthaltendes 
Literaturverzeichnis sind beigefügt. 
Dieses klar abgefaßte Buch ist nicht nur für Fachleute des Gebietes von großem Nutzen, 
sondern es wird gewiß allen Mathematikern und Physikern behilflich sein, die sich in der sehr weit-
verzweigten neueren Literatur über hypergeometrische Funktionen und Reihen orientieren wollen. 
Bemerkt sei noch, daß einige interessante Ergebnisse der letzten Jahre und eine kleinere Mono-
graphie von R. P. AGARWALL (Generalized Hypergeometric Series, Asia Publ. House, New York— 
Bombay, 1963) bei der Arbeit am Manuskript offenbar nicht berücksichtigt werden konnten; eine 
hoffentlich folgende zweite Auflage wird aber Erweiterungsmöglichkeiten bieten. 
A ,Ffl[(a); (b); z]= 2 
n = 0 
(«.)-(«») M , z" 
(6i)„C&2)„...(M»'n! 
M. Mikoläs (Budapest) 
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