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Abstract
Several scalable methods to compute the Kull-
backLeibler (KL) divergence between two
distributions using their samples have been
proposed and applied in large-scale machine
learning models. While they have been found
to be unstable, the theoretical root cause of the
problem is not clear. In this paper, we study in
detail a generative adversarial network based
approach that uses a neural network discrim-
inator to estimate KL divergence. We argue
that, in such case, high fluctuations in the es-
timates are a consequence of not controlling
the complexity of the discriminator function
space. We provide a theoretical underpinning
and remedy for this problem through the fol-
lowing contributions. First, we construct a dis-
criminator in the Reproducing Kernel Hilbert
Space (RKHS). This enables us to leverage
sample complexity and mean embedding to
theoretically relate the error probability bound
of the KL estimates to the complexity of the
neural-net discriminator. Based on this theory,
we then present a scalable way to control the
complexity of the discriminator for a consis-
tent estimation of KL divergence. We support
both our proposed theory and method to con-
trol the complexity of the RKHS discriminator
in controlled experiments.
1 Introduction
Calculating KullbackLeibler (KL) divergence from data
samples is an essential component in many machine
learning problems that involve Bayesian inference or the
calculation of mutual information. In small data regime,
∗Corresponding author email: sg9872@rit.edu
this problem has been studied using variational tech-
nique and convex optimization (Nguyen et al. [2010]).
In the presence of ever-increasing data, neural models
such as total correlation variational autoencoder (TC-
VAE) (Chen et al. [2018]), adversarial variational Bayes
(AVB) (Mescheder et al. [2018]), information maximiz-
ing GAN (InfoGAN) (Chen et al. [2016]), and amortized
MAP (Sønderby et al. [2017]) have imposed the follow-
ing new requirements on estimating KL divergence:
1. Scalability: The estimation algorithm should be
able to compute KL divergence from a large amount
of data samples.
2. Minibatch compatibility: The algorithm should be
compatible with minibatch-based optimization and
allow backpropagation or other ways of optimizing
the rest of the network based on the estimated value
of KL divergence.
These needs make classic methods such as (Nguyen et al.
[2010]) impractical, but were later met by modern meth-
ods using adversarial neural network as a discrimina-
tor to estimate KL divergence such as variational di-
vergence minimization (VDM) (Nowozin et al. [2016]),
mutual information neural estimation (MINE) (Belghazi
et al. [2018]) and GAN-based KL estimation (Mescheder
et al. [2017], Sønderby et al. [2017]). A key attribute
of these methods is that they are based on updating a
neural-net discriminator function from a subset of sam-
ples, which makes them scalable and minibatch compati-
ble. We however noted that, even in simple toy examples,
these methods tended to be either unreliable (high fluc-
tuation in different trials, such as GAN based approach
by Mescheder et al. [2017]), or unstable (discriminator
yields infinity, such as in MINE and VDM) (see Table
1). This behavior exacerbated when increasing the size
of the discriminator. Similar observations of instability
of VDM and MINE have been reported in the literature
(Mescheder et al. [2017], Song and Ermon [2019]).
In this paper, we consider GAN based estimation of KL
divergence, and focus on the core problem of the large
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fluctuation in the estimates – a problem to which the the-
oretical underpinning is still lacking. We approach this
problem from the perspective of sample complexity, and
propose that these fluctuations are a consequence of not
controlling the complexity of the discriminator function.
This direction has not been explored in existing works,
and it faces the challenge of how to properly measure
the complexity of the large function space represented by
neural networks. Note that naive approaches to bound
complexity by the number of parameters would neither
be guaranteed to yield tight bound, nor be practical be-
cause it requires dynamically changing the size of the
network during optimization.
To provide a theoretical underpinning and remedy for
this challenge, we introduce the following contributions.
First, we propose an approach to construct the discrimi-
nator such that it lies in a smaller and smooth function
space, the Reproducing Kernel Hilbert Space(RKHS).
This allows us to leverage ideas from sample complex-
ity analysis and mean embedding of RKHS to compute
bound on the probability of error of KL-divergence esti-
mates in terms of the complexity of RKHS space. Based
on it, we theoretically substantiate our main proposition
that not controlling the complexity of the discriminator
may lead to high fluctuation in estimation. Finally, we
propose a scalable way to control the complexity of the
discriminator based on the error probability bound we
obtained. In a controlled experimental setup, we demon-
strate that not controlling the complexity of the discrim-
inator function leads to fluctuation in KL divergence es-
timates, and that the proposed method can decrease such
fluctuations.
2 Related Works
Nguyen et al. [2010] used variational function to esti-
mate KL divergence from samples of two distribution by
using convex risk minimization (CRM). They used the
RKHS norm of the variational function as a measure of
complexity and penalized it to control the complexity of
variational function. However, their work required han-
dling of all data at once and solving a convex optimiza-
tion problem and, as a result, could not be scaled. Varia-
tional divergence minimization (VDM) reformulates the
f-Divergence objective using Fenchel duality and uses
a neural network to represent the variational function
(Nowozin et al. [2016]). It is in concept very close to
the approach of (Nguyen et al. [2010]), although it uses
neural network and adversarial optimization to make the
estimation scalable. Unlike CRM, VDM did not control
the complexity and resulted in unstable estimations.
One area of modern application of KL-divergence esti-
mation is in computing mutual information which, as
shown in MINE (Belghazi et al. [2018]), is useful in
applications such as stabilizing GANs or realizing the
information bottleneck principle. Similar to CRM and
VDM, MINE also optimizes a lower bound, but tighter,
to KL divergence obtained by dual functions (Donsker-
Varadhan representation). Similar to VDM, MINE uses
a neural network as the dual variational function and is
scalable, but without complexity control and unstable.
Another use of KL divergence is scalable variational in-
ference as shown in AVB (Mescheder et al. [2017]).
Variational Inference requires estimation of KL diver-
gence between the posterior and the prior. While in some
cases like vanilla VAE (Kingma and Welling [2013]), the
posterior distribution could be assumed to have simpli-
fied Gaussian distribution to make this computation eas-
ier, AVB uses an expressive posterior distribution param-
eterized by neural networks and hence requires estima-
tion of KL divergence from samples in a scalable man-
ner. This is done via GAN based adversarial formula-
tion using a neural network as a discriminator. Similarly,
Sønderby et al. [2017] used GAN based adversarial for-
mulation to obtain KL divergence in amortized inference.
To disentangle latent representations in VAE, Chen et al.
[2018] proposed total correlation VAE (TC-VAE) which
penalized the KL divergence between marginal latent
distribution and the product of marginals in each dimen-
sion. This KL divergence was computed by minibatch
based sampling strategy that gives a biased estimate.
None of the existing works considered the problem of
inconsistent KL-divergence estimates, its theoretical un-
derpinning, or approaches to mitigate the problem by
controlling the complexity of the discriminator function.
3 Preliminaries
3.1 Reproducing Kernel Hilbert Space
Let H be a Hilbert space of functions f : X → IR de-
fined on non-empty space X . It is a Reproducing Ker-
nel Hilbert Space (RKHS) if the evaluation functional,
δx : H → IR, δx : f 7→ f(x), is linear continuous
∀x ∈ X . Every RKHS, H, is associated with a unique
positive definite kernel, K : X × X → IR, called re-
producing kernel (Berlinet and Thomas-Agnan [2011]),
such that it satisfies:
1. ∀x ∈ X ,K(., x) ∈ H (Membership property)
2. ∀x ∈ X ,∀f ∈ H, 〈f,K(., x)〉H = f(x) (Repro-
ducing property)
RKHS is often studied using a specific integral operator.
Let L2(dρ) be a space of functions f : X → IR that
are square integrable with respect to a Borel probability
measure dρ on X . Then, we can define an integral oper-
ator LK : L2(dρ)→ L2(dρ) (Bach [2017a], Cucker and
Smale [2002]):
(LKf)(x) =
∫
X
f(y)K(x, y)dρ(y) (1)
This integral operator will be important in constructing a
function in RKHS and in computing sample complexity.
3.2 Mean Embedding in RKHS
Let f : X → IR be a function in RKHS, HK , and p be a
Borel probability measures on X . If Ex∼p
√
K(x, x) <
∞, then we have µp ∈ HK called the mean embed-
ding of the distribution p and defined as (Sriperumbudur
et al. [2010], Berlinet and Thomas-Agnan [2011], Gret-
ton et al. [2012]):
Ex∼pf = 〈f, µp〉HK (2)
The condition for the existence of mean embedding is
readily satisfied since we assume sup
x,t
K(x, t) <∞.
4 GAN Formulation of KL Divergence
Let p(x) and q(x) be two probability density functions
in space X and we want to estimate their KL divergence
using finite samples from each of the distributions in a
scalable and minibatch compatible manner. Following
Mescheder et al. [2017], Sønderby et al. [2017], we use
a discriminator function to obtain the running estimate of
KL divergence. In this formulation, we train a discrimi-
nator f : X → IR with the objective:
max
f
[Ep(x) log σ(f(x)) + Eq(x) log(1− σ(f(x)))]
(3)
where σ is the Sigmoid function given by σ(x) = e
x
1+ex .
If f∗ is a maximizer of the eq.(3), then it can be shown
(Mescheder et al. [2017], Sønderby et al. [2017] ) that
the KL divergence KL(p(x)||q(x)) is given by:
KL(p(x)||q(x)) = Ep(x)[f∗(x)] (4)
Typically, a neural network is used as the discriminator.
This implies that we are considering the space of func-
tions represented by the neural network of given architec-
ture as the hypothesis space, over which the maximiza-
tion occurs in eq.(3). Below, we first design a discrimi-
nator function lying in RKHS so that we can compute the
error bound of the KL-divergence estimate in relation to
the complexity of the hypothesis space.
5 Constructing f in RKHS
In this section, we construct a function in RKHS by using
an operator T related to integral operator LK by LK =
TT ∗ (Bach [2017a]). The following theorem due to Bach
[2017b] paves a way to construct a function in RKHS via
a simple modification to the neural network.
Theorem 1. [Bach [2017b] Appendix A] A function f ∈
L2(dρ) is in Reproducing Kernel Hilbert Space, sayHK
if and only if it can be expressed as
∀x ∈ X , f(x) =
∫
W
g(w)ψ(x,w)dτ(w), (5)
for a certain function g :W → R such that ||g||2L2(dτ) <∞. The RKHS norm of f satisfies
||f ||2HK ≤ ||g||2L2(dτ) (6)
and the kernel K is given by
K(x, t) =
∫
W
ψ(x,w)ψ(t, w)dτ(w) (7)
Theorem 1 gives us a condition when a square integrable
function is guaranteed to lie in RKHS. We simply choose
g(w) = 1, a constant unit function over the domainW .
This means that we can convert a square integrable neural
network function f : X → IR into a function in RKHS if
we make some weights in the neural network stochastic
(drawn from some valid distribution) and average over
them. In our construction, we make the last layer of the
neural network to be drawn from Gaussian distribution.
Note that we still learn the Gaussian-distributed parame-
ters of this last layer during training.
More precisely, we consider ψ(x,w) = φθ(x)Tw, where
φθ(x) denotes the transformation by using a neural net-
work until the last layer, and w is the last linear layer of
the neural network which is sampled from Gaussian dis-
tribution. Note that we can choose to make any number
of layers of neural network anywhere to be stochastic.
We picked this architecture minimize the computational
cost of sampling. With this construction, the kernel K as
defined in eq.(7) can be obtained as:
K(x∗, t∗) =
∫
W
φθ(x
∗)TwwTφθ(t∗)dτ(w)
= φθ(x
∗)T (w¯w¯T + Σ)φθ(t∗) (8)
where w¯ and Σ denote the mean and covariance ofw. We
sometimes denote the kernel K by K(θ) to emphasize
that it is a function of neural network parameters, θ
With g(w) = 1, it is easy to verify that ||g||2L2(dτ) = 1
since w is sampled from a normal distribution. The in-
equality in eq.(6) gives us ||f ||2HK(θ) ≤ 1. It is interesting
that the RKHS norm of function f is upper-bounded by
1. Typically, the norm of the function f determines the
sample complexity and the kernel K remains fixed. In
this case, the RKHS itself changes during training since
it is determined by the kernel that depends on neural pa-
rameters θ. We are thus interested in the role of the neural
network in the complexity of the discriminator.
6 Bounding the Error of KL Estimates
In this section, we investigate how the neural network
enters the equation of the error bound of the estimates
of KL divergence. Suppose we have m samples from
each of the distributions p(x) and q(x). Since we have
finite samples (as opposed to infinite) to estimate KL di-
vergence using eq.(4), we will make some level of errors.
By following (Cucker and Smale [2002]), we can obtain
a bound on the error in this estimation. In Lemma 1,
we first bound this error in terms of the covering num-
ber. Then, we use an estimate of the covering number
of RKHS due to Cucker and Smale [2002] to obtain a
bound of error in terms of the kernelK(θ) in Theorem 2.
Lemma 1. Let f∗ be a discriminator function in a RKHS
HK which is M-bounded. Let KˆLm be the estimate of
KL divergence from m samples and KL be the KL diver-
gence estimate obtained by using true distribution p(x):
KˆLm =
1
m
∑
i
f∗(xi), and KL = Ep(x)[f∗(x)] (9)
Then the probability of error at some accuracy level,  is
lower-bounded as:
Prob.(|KˆLm −KL| ≤ )
≥ 1− 2N (HK , 
4
√
SK
) exp(− m
2
4M2
) (10)
where N (HK , η) denotes the covering number of a
RKHS space HK with disks of radius η, and SK = sup
x,t
K(x, t) which we refer as kernel complexity
Proof. Let `z(f) = Ep(x)[f(x)] − 1m
∑
i f(xi) denotes
the error in the estimate such that we want to bound
|`z(f)|. We have,
`z(f1)− `z(f2)
= Ep(x)[f1(x)− f2(x)]− 1
m
∑
i
f1(xi)− f2(xi)
We know Ep(x)[f1(x) − f2(x)] ≤ ||f1 − f2||∞ and
1
m
∑
i f1(xi) − f2(xi) ≤ ||f1 − f2||∞. Using the tri-
angle inequality, we obtain:
|`z(f1)− `z(f2)| ≤ 2||f1 − f2||∞ (11)
Since the RKHS space norm and `∞ norm of a function
are related by ||f ||∞ ≤
√
SK ||f ||HK , we have:
|`z(f1)− `z(f2)| ≤ 2
√
SK ||f1 − f2||HK (12)
The idea of the covering number is to cover the whole
RKHS space HK with disks of some fixed radius η,
which helps us bound the error probability in terms of
the number of such disks. Let N (HK , η) be such disks
covering the whole RKHS space. Then, for any function
f inHK , we can find some disk, Dj with centre fj , such
that ||f − fj ||HK ≤ η. If we choose η = 2√SK , then
from eq.(12), we obtain,
sup
f∈Dj
|`z(f)| ≥ 2 =⇒ |`z(fj)| ≥  (13)
from which we arrive at
Prob.( sup
f∈Dj
|`z(f)| ≥ 2) ≤ 2e−
m2
2M2 (14)
by using the Hoeffding’s inequality,
Prob.(|`z(fj)| ≥ ) ≤ 2e−
m2
2M2 (15)
Applying union bound over all the disks, we obtain,
Prob.(sup
f∈H
|`z(f)| ≥ 2) ≤ 2N (H, 
2
√
SK
)e−
m2
2M2
(16)
Prob.(sup
f∈H
|`z(f)| ≤ ) ≥ 1− 2N (H, 
4
√
SK
)e−
m2
8M2
Remark 1. We derived the error bound based on the
Hoeffding’s inequality by assuming we only know f is
bounded. If we have other knowledge, for example, if
we know the variance of f , we could use Bernstein’s in-
equality instead of Hoeffding’s inequality with minimal
change. To the extent we are interested in the contri-
bution of neural network in error bound, however, there
is not much gain by using one inequality or the other.
Hence, we stick with Hoeffding’s inequality and note
other possibilities.
Lemma 1 bounds the probability of error in terms of
the covering number of the RKHS space. Next, we use
Lemma 2 due to Cucker and Smale [2002] to obtain an
error bound in estimating KL divergence with finite sam-
ples in Theorem 2.
Lemma 2 (Cucker and Smale [2002]). Let K : X ×
X → IR is a C∞ Mercer kernel and the inclusion IK :
HK ↪−→ C(X ) is the compact embedding defined by K to
the Banach space C(X ) . Let BR be the ball of radius R
in RKHSHK . Then ∀η > 0, R > 0, h > n, we have
lnN (IK(BR), η) ≤
(
RCh
η
) 2n
h
(17)
where N gives the covering number of the space
IK(BR) with discs of radius η, and n represents the di-
mension of inputs space X . Ch is given by
Ch = Cs
√
||Ls|| (18)
where Ls is a linear embedding from square integrable
space L2(dρ) to the Sobolev space Hh/2 and Cs is a
constant.
To prove Lemma 2, the RKHS space is embedded in the
Sobolev Space Hh/2 using Ls and then covering num-
ber of Sobolev space is used. Thus the norm of Ls and
the degree of Sobolev space, h/2, appears in the cover-
ing number of a ball in HK . In Theorem 2, we use this
Lemma to bound the estimation error of KL divergence.
Theorem 2. Let KL and KˆLm be the estimates of KL
divergence obtained by using true distribution p(x) and
m samples respectively as described in Lemma 1, then
the probability of error in the estimation at the error level
 is given by:
Prob.(|KˆLm −KL| ≤ )
≥ 1− 2 exp
[(
4RCs
√
SK ||Ls||

) 2n
h
− m
2
4M2
]
Proof. Lemma 2 gives the covering number of a ball or
radiusR in a RKHS space. If we consider the hypothesis
space to be a ball of radius R in Lemma 1 , we can apply
Lemma 2 in it. Additionally, since we fix the radius of
discs to be η = 
4
√
SK
in Lemma 1, we obtain,
Prob.(KˆLm −KL| ≤ )
≥ 1− 2 exp
[(4√SKRCh

) 2n
h
− m
2
4M2
]
(19)
Substituting Ch = Cs
√||Ls||, gives the required result.
Theorem 2 shows that the error increases exponentially
with the radius of the RKHS space, complexity of the
kernel SK , and the norm of Sobolev space embedding
||Ls||. Since we have ||f ||H ≤ 1, we can consider our
hypothesis space to be a ball of radius 1. To bound ||Ls||,
we need to compute higher order derivatives of K(x, t),
which we leave as future work. This allows us to focus
on kernel complexity SK , which is exponentially related
to the error in KL estimate.
Note that the KL-divergence estimate and its error bound
depend only on f∗, the optimum discriminator learnt
during the maximization in eq (3). So far, we have shown
that if the kernel complexity of f∗ is high, then there is
a high chance of error in the estimation. However, it is
not clear if the kernel complexity SK does increase dur-
ing maximization of eq.(3). To fill this gap, in the next
section, we present an upper bound on the objective in
eq.(3), and give some geometric intuition connecting the
optimization objective with the kernel complexity SK .
7 Mean Embedding Upper Bound
In addition to deriving complexity bound, another ad-
vantage of using RKHS is that it allows us to use mean
embedding representation. This helps us derive some
geometrical insights into the maximization objective in
eq.(3), on which we give an upper bound in Theorem 3.
Theorem 3. Let f ∈ HK(θ) be a function in RKHS
HK(θ). Then we have the following upper bound on the
objective of KL divergence estimation:
Ep(x) log σ(f(x)) + Eq(x) log(1− σ(f(x))) (20)
≤ log σ[〈µp − µq, f〉] (21)
and the KL divergence is given by :
KL = 〈µp, f〉
where µp and µq represent mean embeddings of distribu-
tions p(x) and q(x) with respect toHK .
The following Lemma is useful to prove this theorem.
Lemma 3.
Ep(x) log σ(f(x)) + Eq(y) log(1− σ(f(y)))
≤ log σ[Ep(x)(f(x))− Eq(y)(f(y))]
Proof.
Ep(x) log σ(f(x)) + Eq(x) log(1− σ(f(x)))
= Ep(x) log σ(f(x)) + Eq(x) log(
1
1 + exp(f)
)
= Ep(x) log σ(f(x)) + Eq(x) log(
exp(−f)
1 + exp(−f) )
= Ep(x) log σ(f(x)) + Eq(x) log σ(−f(x))
≤ log σ[Ep(x)(f(x))] + log σ[Eq(x)(−f(x))]
≤ log σ[Ep(x)(f(x))− Eq(x)(f(x))
where we used the fact that log σ is a concave function
and applied Jensen’s inequality in last two lines and lin-
earity of expectation in the last line.
Proof of Theorem 3. If f lies in the RKHS, then there
exists some µp and µq such that
Ep(x)(f(x)) = 〈µp, f〉, Eq(x)(f(x)) = 〈µq, f〉
Figure 1: Geometrically representing mean embeddings
of two distributions, their relation to maximization ob-
jective and KL divergence.
Applying the definition of mean embedding to the
Lemma 1, we immediately obtain
Ep(x) log σ(f(x)) + Eq(y) log(1− σ(f(y)))
≤ log σ[〈µp − µq, f〉]
Geometric Intuition: Theorem 3 tells us that the up-
per bound (MEBUB) to the objective is log σ of the in-
ner product between µp − µq and f . The inner prod-
uct and KL divergence estimates have been depicted ge-
ometrically in Fig. (1). When the objective is maximized,
MEBUB also increases which leads to an increase in the
inner product since log σ is monotonic. When this hap-
pens, nothing is preventing the norm of the individual
mean embedding, i.e., both µp and µq , from going away
from the origin in Fig.1. In the next section, we show
how this affects kernel complexity SK .
8 Fitting Pieces and Complexity Control
Theorem 2 shows that the error bound of the KL esti-
mate is exponentially controlled by the kernel complex-
ity SK = sup
x,t
K(x, t). We know that the the `2 norm of
a vector is upper bounded by `∞ norm. Hence, we have
µp + µq
2
≤ sup
x,t
1
2
K(x, t) =
SK
2
(22)
As the training progresses in maximizing the objective
in eq.(3), the algorithm tries to do two things: 1) align f
with µp − µq and 2) increase norm of µp − µq as well
as f . While maximizing this objective, nothing would
prevent the norm of individual µp and µq from increas-
ing while maintaining the difference parallel to f . When
both ||µp|| and ||µq|| increases, the inequality in eq.(22)
suggests that SK also increases, thereby increasing the
probability of error in the KL estimate by Theorem 2.
In other words, as we train the neural discriminator, the
neural network parameters θ change such that the com-
plexity of RKHS itself keeps increasing which causes ex-
ponential growth in the sample complexity.
Obviously, the way to control the complexity of RKHS
space is by controlling SK . To indicate that kernel com-
plexity is a function of neural network parameters, we
denote it by SK(θ) and we want to train neural network
such that the complexity SK(θ) does not increase unde-
sirably. To do this in a scalable way that is compatible
with neural networks, we use gradient descent based op-
timization. Computation of gradient of SK(θ) w.r.t θ is
straightforward using definition of K(x, t) and can be
easily realized by using backpropagation in neural net-
works. Ideally, SK(θ) is max.K(x, t) over all the data-
pairs (x, t) ∈ X × X , which would require passing all
the datapoints through neural network. Instead, we sim-
ply compute supremum over the minibatch matrix which
contains the 2b × 2b entries corresponding to every pair
in 2b elements (b from each distribution p(x) and q(x)).
This is obviously a lowerbound – denoted by Smini(θ)
– of SK(θ). To penalize the RKHS space that are high
in complexity, we add a loss term with regularization pa-
rameter λ to obtain a modified objective to maximize:
Ep(x) log σ(f(x)) + Eq(x) log(1− σ(f(x)))− λ.Sγmini
(23)
where γ is an estimation of nh and treated as a hyper-
parameter to be learned. Optimization of eq.(23) w.r.t.
neural network parameters θ allows dynamic control of
the complexity of the discriminator function on the fly in
a scalable and efficient way.
9 Experimental Results
9.1 Experimental Setup
We assume that we have finite sets of samples from two
distributions. We further assume that we are required
to apply minibatch based optimization. We consider the
problem of estimating KL divergence in a simple case
of two Gaussian distributions in 2D where we know the
analytical KL divergence between the two distributions
as the ground truth. We consider three different pairs of
distributions corresponding to true KL divergence values
of 1.3, 13.8 and 61.1, respectively.
As the discriminator, we use a fully connected neural
network with two hidden layers. The number of hidden
units are varied to understand the effect of the discrimi-
nator complexity on the fluctuation of the KL estimate.
The dimensions are kept identical between the neural-net
discriminator and the RKHS discriminator, the latter be-
ing different only in that its last layer is stochastic.
Figure 2: Comparison of KL divergence estimates using i) infinite samples, ii) finite samples and a normal neural
network discriminator, and iii) finite sample and the presented RKHS discriminator with complexity control.
Algorithm 1 KL divergence estimation with complexity
control
1: Fix minibatch size, b, hyperparameter γ, number of
samples m, flat n = 100, idx = 0,`min =∞
2: Initialize the neural network parameters θ, last layer
w ∼ N (w¯, LLT ), such that w¯ = 0, LLT = I
3: for iteration iter in 1 to itermax do
4: klsum = 0, `adv = 0, n batch = (m/b)
5: for iteration k in 1 to n batch do
6: Sample minibatch {xi}bi=1 from p(x)
and {yi}bi=1 from q(x), and J =
{{xi}bi=1, {yi}bi=1}
7: For each xi, yi, sample  ∼ N (0, I) and obtain
samples {wj}dj=1 where wj = w¯ + Lj
8: f(x)i,=
1
d
∑
j φθ(xi)
Twj
f(y)i =
1
d
∑
j φθ(yi)
Twj
9: lossd = − 1b
∑
i log σ(f(x)i) + log(1− f(y)i)
10: Smini = max
x∈J,t∈J
φθ(x)
T (w¯w¯T + Σ)φθ(t)
11: Backpropagate loss = lossd+λ.S
γ
mini and up-
date θ, w¯, L
12: klsum = klsum +
1
b
∑
i log σ(f(x)i)
`adv = `adv + lossd
13: end for
14: ` = `adv/n batch, kliter = klsum/n batch
15: if ` < `min then
16: kl = kliter, idx = iter
17: else if iter > idx+ flat n then
18: return kl
19: end if
20: end for
21: return kl
9.2 Finite v.s. Infinite Samples
By infinite samples, we mean that we have access to the
generative model generating data from the given distri-
butions. Hence, we do not use a finite number of sam-
ples but continuously sample from the two given distri-
butions. The results of KL estimates using infinite sam-
ples is shown in Fig. 2 and Table 1, in comparison to es-
timates using finite samples without controlling the com-
plexity of the neural-net discriminator. We observe that
when we use infinite samples, we obtain an estimate with
low variance and values close to the analytical truth in
KL = 1.3 and KL = 13.8 and an underestimate when KL
= 61.1. In contrast, when we use finite samples without
controlling the complexity of the neural-net discrimina-
tor, the estimates fluctuated heavily confirming our hy-
pothesis: we need to control the complexity of the func-
tion when the number of samples is finite, or else the
probability of estimation error increases.
Table 1: Comparison of KL-divergence estimates using
different methods; hidden layer dimension = 25.
Method True KL1.3 13.8 61.1
MINE Unstable Unstable Unstable
VDM Unstable Unstable Unstable
Infinite
sample
1.36± 0.05 12.58±1.49 32.4± 7.87
NN
Disc
2.07± 0.42 20.63±9.82 149.9± 65
Complexity
control
1.47± 0.15 13.64±2.39 24.04± 8.2
Table 2: The effect of the regularization parameter λ;
hidden layer dimension = 20.
Lambda True KL1.3 13.8 61.1
5e-5 1.46± 0.22 16.65±10.4 116.7±116
1e-4 1.56± 0.25 30.97±10.5 39.17±18.5
5e-4 1.47± 0.11 13.44±2.68 18.36± 3.9
9.3 Complexity Control
In Fig. 2 and Table 1, we then compare the estimation
of KL divergence with and without controlling the dis-
criminator complexity as proposed. By penalizing the
complexity of the discriminator, we obtain KL estimates
that are much more consistent (low variation), as well as
much closer to the estimates from infinite samples.
We further note in Fig.2 that the erratic behavior of the
KL estimator without complexity penalization worsens
as we increase the number of hidden layers in the dis-
criminator. This is consistent with our theory because in-
creasing the number of hidden layers increases the com-
plexity of the discriminator. While using discriminator
without complexity control, we further note that the ratio
of true KL divergence to standard deviation of KL es-
timates also becomes worse (decreases) as we increase
the discriminator size. This highlights the need of pe-
nalizing the complexity of the discriminator function as
a neural network with increased capacity is used to esti-
mate higher values of KL divergence.
9.4 Effect of Regularization Parameter λ
Fig. 3 and Table 2 shows the effect of the regularization
parameter λ that tunes the level of complexity control in
estimating the KL divergence. As expected, in all cases,
we observe that the fluctuation in estimates decreases as
we increase the value of λ.
Furthermore, for a discriminator with low complexity
Figure 3: The effect of the regularization parameter λ in different discriminator architectures.
(e.g., latent dimension = 10), a smaller value of λ is suf-
ficient to yield low-variance estimate. On the contrary,
as the size of the hidden layer increases, we need to pe-
nalize the complexity aggressively with a higher value of
λ in order to obtain the same level of consistency. This
further supports our theory.
9.5 Underestimation for High KL Divergence
We observe in Table 1 and Fig. 2 that, for KL = 61.1, re-
sults from both infinite samples and finite samples with
complexity control give an underestimation of KL diver-
gence even though they reduce fluctuation significantly.
This might indicate that the function space represented
by three-layer neural networks is not rich enough. Be-
cause of this restriction on the function space HK , the
optimum discriminator f∗ ∈ HK is not close to true dis-
criminator function, a typical case of low variance but
high bias in the function space owing to bias-variance
trade-off (Cucker and Smale [2002], Bishop [2006]).
10 Conclusions & Discussion
We have shown that using a regular neural network as a
discriminator in estimating KL divergence results in un-
reliable estimation due to not controlling the complexity
of the function space. We then showed that this could be
resolved by penalizing the kernel complexity in a scal-
able way using neural networks.
The idea of constructing a neural-net function in RKHS
and complexity control could also be useful in stabilizing
GANs, or potentially in improving generalization of neu-
ral networks. Several papers have identified issues with
the stability of GANs (Mescheder et al. [2018], Kodali
et al. [2018], Thanh-Tung et al. [2019]). One common
understanding is that, in its raw form, we don’t enforce
the discriminator function to be smooth or regular around
the neighborhood of its inputs. Currently most successful
way to stabilize GANs is to enforce smoothness by gra-
dient penalization. Even in variations like Wasserstein
GAN (Arjovsky et al. [2017], Gulrajani et al. [2017]) and
MMD GAN (Bikowski et al. [2018]), gradient penalty
is crucial to achieve stable results. On the light of the
present analysis, we believe that the gradient penalty can
be thought as one way to control the complexity of the
discriminator. The objective and nature of optimization
is such that the complexity of discriminator is bound to
increase and therefore some way of decreasing complex-
ity is a must. Similarly, generalization of neural network
classifiers could be improved with complexity control.
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