ABSTRACT Automatic and intelligent railway locomotive inspection and maintenance are fundamental issues in high-speed rail applications and intelligent transportation system (ITS). Traditional locomotive equipment inspection is carried out manually on-site by workers, and the task is exhausting, cumbersome, and unsafe. Based on computer vision and machine learning, this paper presents an approach to the automatic detection of the locomotive speed sensor equipment, an important device in locomotives. Challenges to the detection of speed sensor mainly concerns complex background, motion blur, muddy noise, and variable shapes. In this paper, a cascade learning framework is proposed, which includes two learning stages: target localization and speed sensor detection, to reduce the complexity of the research object and solve the imbalance of samples. In the first stage, histogram of oriented gradient feature and support vector machine (HOG-SVM) model is used for multi-scale detection. Then, an improved LeNet-5 model is adopted in the second stage. To solve the problem of the imbalance of positive and negative samples of speed sensor, a combination strategy which draws on four individual classifiers is designed to construct an ensemble of classifier for recognition, and the results of three different algorithms are compared. The experimental results demonstrate that our approach is effective and robust with respect to changes in speed sensor patterns for robust equipment identification.
I. INTRODUCTION
Railway train fault inspection is an important procedure which has to be performed regularly for fear of possible accidents [1] - [3] . Among the many types of railway trains, locomotives are popular self-propulsion vehicles that is responsible for pulling railway vehicles and do not carry loads of their own, in which the locomotive speed sensor plays a vital role in the safe operation of locomotives. For a long time, the safety inspections of the speed sensor are conducted by maintenance workers by means of
The associate editor coordinating the review of this manuscript and approving it for publication was Lu Liu. eye-measurement, running the risks of neglecting hidden dangers. In addition, it is time consuming and inefficient. In order to change the way of manual detection and improve work efficiency, automatic detection approaches based on advanced technologies such as computer vision have been proposed and gradually applied to the field of railway and train fault detection and intelligent transportation system (ITS) [4] , [5] . At present, some common railway fault detection systems judge faults by analyzing fault images from repair station site. For example, a train fault detection system collects the image information of train devices (ie. the brake device, the bogie and the related equipment, etc.) through a series of high-definition cameras and records the speed of the train VOLUME 7, 2019 This and the type of train, displays the captured information on the computer, and determines whether there are cracks or missing parts in the key parts of the train.
In the last few decades, computer vision researchers have done a lot of work on train fault detection. Santur et al. [1] performed feature extraction on video images of normal railway tracks to examine faults which may occur on the surface of tracks, including scouring, rupture and weak fasteners, such as bolts and sleepers. In another approach, Aytekin et al. [2] proposed a system for detecting defective bolts on railway tracks using a laser camera. The classification system is trained by dimension reduction extraction of all sevendimensional features. A detection system was designed which can detect missing or defective track fastener connection problems based on the combination of gradient direction histogram features and linear SVM classifiers [3] . Li et al. [4] presented an automatic rail track inspection for detecting railway pads and nails. Resendiz et al. [5] adopted texture classification by a set of Gabor filters and SVM to judge the position of the track device.
Different from the above work, this paper proposes an approach for speed sensor detection. The speed sensor device is a component in the locomotive that exhibits a change in speed through a change in the amount of electricity. It can be divided into a contact speed sensor and a non-contact speed sensor. The contact speed sensor works mainly based on the principle of electromagnetic induction, and coil induced voltage around the sensor is proportional to the speed of the train change. However, the non-contact speed sensor is a photoelectric type component, and the photoelectric pulse signal emitted by it is used to express the change of speed. Since it is minimally affected by external interference noise, its stability is better than that of the electromagnetic induction type speed sensor. The speed sensor equipment studied in this paper is shown in Fig.1(a) . The red circular area is the area where the speed sensor is mounted. It belongs to the photoelectric type speed sensor, and the change of the running speed of the locomotive is transmitted to the device for monitoring the locomotive by a pulse signal. In general, from the outside, the speed sensor is a circular bulging device that is fixed by four screws (the four screws are distributed over the four corners of a square) on a disc. As shown in Fig. 1(b) , the speed sensor does not exist. This paper proposes an approach for detecting speed sensor based on machine learning by means of computer vision.
The research of object detection via machine learning theory mainly includes two categories: traditional methods (such as SVM) and deep learning methods. In recent years, many researchers have carried out a lot of research work around these two kinds of methods.
In this paper, based on the characteristics of the locomotive images, a cascade learning approach is proposed which consists of two stages, including learning stage of object area localization and learning stage of speed sensor detection. Furthermore, according to sample distribution from the locomotive repair station, this paper chooses an optical sample training strategy for imbalanced samples.
The main contributions of this paper are summarized as follows.
1) Different from the common speed sensor equipment detection, which detects the speed sensor mostly using the internal detection method, that is, the signal band information of the speed sensor is used to judge whether there is a fault, this paper is based on computer vision and machine learning. And a detection approach is proposed to judge the presence of a speed sensor in the locomotive image in terms of the appearance of the image.
2) According to the imbalance of positive and negative samples, this paper proposes a cascade learning framework, combined with the ensemble learning method, to reduce the influence of sample imbalance and the complexity of objects to be recognized. In the ensemble learning, this paper designs a combination strategy of individual classifiers to construct an ensemble classifier for target recognition.
The remainder of this paper is organized as follows. Section II summarizes the relevant work in recent years. Section III introduces the framework of our approach. Section IV presents the first stage learning for object region locating. In section V, the second stage learning for speed sensor detection is introduced. Section VI shows experimental results and illustrates the effectiveness of the proposed approach. Conclusions and prospects for future research are presented in section VII.
II. RELATED WORK
In this paper, image analysis and machine learning method are used to locate the speed sensor device area in the locomotive image, and determine whether the speed sensor device exists or misses.
The speed sensor detection belongs to object detection problem. The research goal of our work is to locate the speed sensor installation area in complex background in the locomotive image and determine whether the speed sensor device is installed (or missing) in the installation area. Because speed sensors are often exposed to the field for a long time, their edges are often fuzzy, and many samples from the field are of poor quality (as shown in Fig. 2 ), the method of detecting the circle by image processing (i.e. Hough transform [6] ) is not effective. Therefore, this paper locates and judges speed sensors using machine learning methods. In recent years, more and more researchers conducted object detection research by machine learning methods in computer vision field. Reference [7] , the active learning and semi-supervised learning was adopted to improve the performance of object detection. Residual network and color and texture features are used in Reference [8] to obtain simplified image with multiple scales to increase network depth and to reduce the errors caused by depth increase simultaneously. In addition, Feature Pyramid Network with DenseNet method was proposed to overcome the problem of class confusion in the sample images [9] . Chen et al. [10] proposed a new multi-task learning method to jointly model object detection with a Cartesian product-based multi-task combination strategy. In particular, a completely automatic machine learning method is presented for quantifying the preferential mineral-microfracture relationships in intact and deformed shales in Reference [11] . Moreover, deep learning has been widely and successfully applied in recent years (i.e., References [12] , [13] ). It is especially worth mentioning that the R-CNN model [14] has also been widely used in target detection [15] . In traditional target detection and recognition methods, feature extraction and fusion [16] , [17] need to be considered, but depth learning method itself can effectively extract features.
However, deep learning algorithm is easy to overfitting on small data sets, not better than nonlinear and linear kernel SVM, Bayesian classifier methods, etc. The SVM only needs a small amount of data to find the hyperplane of the classification between the data, and gets very good classification results. Many successful applications were reported in the field of target detection based on SVM (i.e., [18] - [21] ). Therefore, it is necessary to choose the deep learning method and the traditional learning method according to the characteristics of the problem and the data.
In practical problems, sometimes the target and background are easily confused, and sometimes the number of positive and negative samples varies greatly, which leads to the imbalance of the samples. According to the characteristics and complexity of the research object, some researchers proposed an ensemble of classifiers, the structure of which is a cascade of binary classifiers, which allows each binary classifier in the cascade to process only one part of the non-object class [22] . In Reference [23] , a cascade learning approach was proposed for the segmentation of tumour epithelium in colorectal cancer. Also, a coarse-to-fine pupil detection method was proposed based on shape augmented cascade regression in Reference [24] . Moreover, an iCascade model was presented which can search the optimal partition point of each stage by directly minimizing the computation cost of the cascade [25] . In Reference [26] , a cascaded CNN architecture was proposed which consists of two stages for stereo matching. In addition, Prashant et al. presented a cascaded unpaired learning for background estimation and foreground segmentation [27] . Cascade classifiers are used in unbalanced sample classification [22] and are sometimes used to detect targets from coarse to fine [24] , [26] . The measures used in the literature [22] and [25] for learning effects are not accuracy but rank metrics [22] and computation cost of the cascade [25] .
III. PROPOSED FRAMWORK
The proposed framework is shown as in Fig. 3 .
There are several positions on two sides of a locomotive where the speed sensor can be installed, but under normal conditions, only one speed sensor is installed on a locomotive. If the samples containing the speed sensor are used VOLUME 7, 2019 as positive samples, and the samples containing no speed sensors are used as negative samples, the natural ratio of the positive samples to the negative samples is unbalanced. Furthermore, if the background areas outside the speed sensor installation areas in the locomotive images are also used as negative samples, the proportion of negative and positive samples will be greater. Therefore, the number of positive and negative samples in this paper is very unbalanced. We adopt the idea of cascade learning, which is divided into two stages to learn and exclude non-objective categories, to reduce the impact of unbalanced samples and the complexity of the research object.
As shown in Fig. 3 , the cascade learning used in this paper is divided into two stages. In these two stages, different positive samples and negative samples are selected respectively. In the first stage, we carry out multi-scale target area detection based on SVM-HOG model. In the second stage, taking into account the imbalance of positive and negative samples, we construct four individual learners using the improved LeNet-5 model, design a combination strategy, and form an ensemble learning classifier. According to the target area obtained in the previous step, the target judgment is carried out.
IV. FIRST STAGE LEARNING FOR OBJECT REGION LOCALIZATION
The research goal of this section is to locate the region of interest (ROI), that is, determine the installation area of the speed sensor. The flow chart of object region localization is shown in Fig. 4 . 
A. PREPROCESSING
Because the quality of the samples is not good, it is necessary to pre-process the samples. The histogram equalization [28] is suitable for the processing of original images, which are often dark or bright overall, and after histogram equalization the image contrast is greatly enhanced (As shown in Fig. 5 ).
The research goal of this section is to locate the target area (ROI) where speed sensor may be installed, from images captured by the locomotive repair station when a locomotive arrives, and that is, the region with black circle in Fig. 5 . This paper uses HOG features and SVM classifier (this paper calls it HOG-SVM classifier, as Reference [29] ) in the first learning stages. At this stage, the positive samples used in this paper are the samples of the region of interest (including two cases: containing the speed sensor and not containing the speed sensor), and the negative sample is the background region outside the region of interest.
B. HOG FEATURES
The Histogram of Oriented Gradient (HOG) feature was proposed in Reference [29] . This feature is often used in conjunction with SVM for object detection. The HOG feature is a feature descriptor for detecting an object, which is obtained by calculating a gradient histogram of a local region of an image (As Fig. 6 ).
The HOG feature calculation steps are as follows:
(1) Calculate the gradient direction and size of each pixel in the sample:
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where G (x, y) and α (x, y) represent the amplitude value and the direction of the gradient respectively.
(2) Divide the sample into several 8×8 size cells.
The gradient histogram information of each cell is counted as its feature vector, and then the adjacent four cells are combined into one block to obtain the feature vector of each block.
(4) Combining the feature vectors of all blocks forms the HOG feature vector required for classification.
C. MULTISCALE DETECTION USING HOG-SVM MODEL
SVM classifier is employed to determine the weight coefficient and threshold of the optimal hyperplane by training, and obtain an optimal classification surface that can divide the training positive and negative samples into two categories.
The HOG-SVM model detection mainly relies on the HOG feature generated by SVM classifier training, and the HOG detector performs multiscale detection [30] , [31] on the image to be detected. Since the size of the object to be detected is not fixed, and the size of the sliding window for image traversal is constant, the image to be detected needs to continuously reduce its size so that the target area can be detected when the sample image is traversed. Different detection results can be obtained by adjusting the sliding step of the detection window and the proportion of the image to be detected. As shown in Fig. 7 , in order to detect targets of different sizes, multiscale detection method is used to traverse and detect the sample image, gradually reducing the size of the image according to a certain ratio.
For candidate rectangular areas obtained by multiscale detection, it is determined whether there is overlap or intersection, and if it exists, the outermost rectangle (as Fig. 8(a) ) or the rectangle with a larger area (as Fig. 8(b) ) is reserved, as Formula (5). The result of post-processing candidate areas is shown as Fig. 9 .
Then, a filtering using area threshold is performed on the candidate rectangular areas, and non-target areas are excluded, and the final remaining rectangular area is marked in the image.
V. SECOND LEARNING STAGE FOR SPEED SENSOR DETECTION
After locating the installation area of the speed sensor, this section will judge whether a speed sensor is installed (or missing) in the area.
The positive samples in this section are the areas where the speed sensor is installed (as Fig. 10(a) ), and the negative samples are the areas without speed sensor (as Fig. 10 (b)-(f) ). In fact, because the speed sensor installation position of each locomotive is different, the locomotive repair station needs to shoot six suspected areas each time, as shown in Fig. 10 , the round red frame in the figure is the region of interest.
A. SAMPLE CLASS IMBALANCE PROBLEM
If the samples with speed sensors are taken as positive samples and those without speed sensors as negative samples, the natural proportion of these two types of samples shows that the number of positive samples is smaller than that of negative samples. Therefore, this is a class imbalance problem. For general classifier training, it is assumed that the positive and negative samples are proportionally balanced, but in practical applications, the training sample data VOLUME 7, 2019 FIGURE 11. Ensemble learning.
is often unbalanced. Imbalanced learning hitherto remains a valuable research topic. There are several common methods for dealing with data of imbalance: sampling, ensemble, weighting, and classification [32] - [38] . An in depth review of rare event detection from imbalanced learning is provided in Reference [32] . In Reference [33] , the assessment metrics for evaluating learning performance under the imbalanced learning scenario were proposed. Many techniques are adopted to solve the imbalance data problem, such as attribute selection [34] , resampling algorithm [35] , clustering [36] , modified classifier [37] , [38] , etc.
Sampling is a case where both positive and negative sample data are sufficiently large and the ratios are not very large. It includes both oversampling and undersampling. Oversampling is the process of copying a few classes many times, making a few classes have a similar number to most classes. There are two extreme results in this type of oversampling, either the training results are very good or there are a lot of misclassifications. The solution is to add lightweight random interference each time new data is generated by replication. Undersampling is the removal of a portion of the data from most classes. Although this method does not produce overfitting as in oversampling, the lack of data may result in inaccurate classification results.
In cases where both positive and negative samples are large and the ratio is not particularly disparate, sampling or weighting should be considered. EasyEnsemble [32] , [39] uses multiple undersampling (putting back the samples so that the resulting training sets are independent of each other) to produce multiple different training sets, and then trains multiple different classifiers. The final result is obtained by combining the results of multiple classifiers. This work adopts undersampling to eliminate the imbalance of sample data, and uses ensemble learning method to avoid the lack of classification accuracy due to missing data.
A common classifier combination strategy is to use the averaging method, as show in Fig. 11 , the individual classifiers are combined as an ensemble classifier by a certain strategy, and then the output of the ensemble classifier is generated.
For numerical output, c i (x) ∈ R, then the output of ensemble classifier C (x) is shown as: 
B. OBJECT DETECTION
In the target detection module, based on the typical LeNet-5 model [40] , we design an improved model, as shown in Fig. 12 , the convolution layer and pooling layer indicated by the dashed wireframe are the added parts of the improved model. In the improved network structure, some convolution layers and pooling layers are added to the original LeNet-5 network model, which consists of 6 convolution layers and 3 pooling layers, a full connection layer, deepens the original network structure. At the same time, the number of convolution cores per convolution layer is increased.
The reasons for the improvements are as follows:
1) The LeNet-5 model was originally designed for handwritten character set recognition. In the input part, the handwritten data sets originally trained by LeNet-5 model are images with a size of 28×28. Since the samples in this work are locomotive speed sensor images, which are more complex than that of the handwritten dataset. Therefore, this work uses 64× 64 size images as data input, considering color information, the resolution of input data samples is 3×64×64.
2) In convolution layer, we use two 3×3 convolution cores instead of original one 5×5 convolution layer. Two 3×3 convolution layers have fewer parameters than a larger one. Compared with a convolution layer with a large convolution core, two 3×3 convolution layers can increase the nonlinearity and complexity of the network.
The research goal of this section is to judge whether the speed sensor is installed in the region of interest obtained from the previous step. Unlike the first step, we reset the positive and negative samples. The positive samples include speed sensors, and the negative samples do not contain speed sensors.
In this section, the improved LeNet-5 network model is used to judge whether the speed sensor device is installed, the object is marked with a thick white rectangle, and for the sample without the speed sensor, the ROI is marked with a fine white rectangle, as shown in Fig.13 . 
VI. EXPERIMENT AND DISCUSSION

A. PARAMETER SETTINGS
Our approach is developed based on Visual Studio 2010 and OpenCV2.4.9, and the improved LeNet-5 model is developed using PyCharm and TensorFlow 1.6.
The samples are obtained from the locomotive repair station. Fig. 14 shows some examples of monitoring images at locomotive repair station.
The experimental parameters are set as follows.
1) OBJECT REGION LOCALIZATION
The training of HOG-SVM model for localization mainly includes sample feature extraction and classifier training. The sample size is uniformly set to 64×64 pixels. This paper chooses C_SVC as the type of SVM, the kernel function selects the linear kernel, and the penalty parameter C is set to 0.01. SVM training is performed on the training parameters, and the 1764 dimensional feature vector and the positive and negative marker matrix. In the detection process, the size of original test images is 1920×1152. In initializing a HOG detector, we set the detection window size to 64×64, the block size to 16×16, the cell size to 8×8, and the sliding step of the detection window to 8×8.
In multiscale detection, the sliding step parameter setting of the detection window is the same as the sliding window size of the HOG detector, and the reduction ratio of the detection image is set to 1.05.
2) SPEED SENSOR DETECTION
xInitializing the network According to the improved LeNet-5 structure, the size and characteristic plane of each layer parameters are initialized by normal distribution function, and all bias terms are set to 0.
The input layer is a 64×64 resolution image, and each pixel of the first convolution layer is connected to the 3×3 sensory fields of the input layer. The first convolution layer has 32 convolution cores, therefore, the first convolution layer extracts a total of 32 feature planes and 32 features from the input layer. The second convolution layer extracts 32 feature planes with a feature plane size of 32×32. The third convolution layer and the fourth convolution layer consist of 64 feature planes, but the feature plane size becomes 16 ×16. The fifth convolution layer consists of 128 feature planes, each of which is 16 × 16 in size using of padding filling. The sixth convolution layer is also composed of 128 feature planes, and the size of the feature plane becomes 8×8. An intermediate layer consisting of 128 neurons is fully connected, followed by an output layer of two neurons, representing sensors and non-sensors, respectively.
The initial learning rate is 0.002, adjusted to 0.01 after 30 epochs to speed up the training.
yForward propagation Every time the convolution operation is completed, the ReLu function is activated. The activation process is run to process each element of the output feature map by the ReLu function.
The pooling operation uses the maximum pooling, with a window of 2×2 and a sliding step of 2. The last pooling layer outputs a 3-D feature map of 8×8×128. The input of the full junction layer is fully connected with the intermediate layer with 128 neurons in the back. Because of the binary classification, the number of neurons in the output layer is 2, and the index number of the elements with higher confidence is taken as the result of classification (0 means there is a speed sensor, and 1 means there is no speed sensor).
zBackpropagation In backpropagation process, we use the cross-entropy loss function to calculate the cross-entropy between the two output results of the output neuron and the label made by ourselves, and then get the loss.
In the training process, batch is 30, that is, every 30 samples for weight adjustment, training step is 50000.
Regularization is adopted to avoid overfitting, as Formula (7). where the L2 regularization method is used to prevent overfitting, that is to say, a regularization term is added after the cost function. C0 represents the original cost function, and the latter term is the L2 regularization term, w is the training parameter, n is the sample size of the training set, and λ is the regular term coefficient.
B. EVALUATION METRICS
Some evaluation metrics are frequently adopted to provide comprehensive assessments of imbalanced learning, namely, precision, recall, F-measure, and G-mean [33] . These metrics are defined as follows:
where β is a coefficient to adjust the relative importance of precision versus recall (usually β = 1).
where precision, recall and accuracy are composed of true positive (TP, true speed sensors are detected), false positive (FP, false speed sensors are detected), false negative (FN, true speed sensors are not detected), true negative (TN, false speed sensors are not detected).
C. EXPERIMENTAL RESULTS AND COMPARISONS 1) OBJECT REGION LOCALIZATION
In this stage, we adopted about 6700 positive samples and 16000 negative samples. The comparison experiments were carried out using 1000 test samples. The same test samples are used for each experimental comparison. In addition to HOG-SVM model, the other two algorithms for target area localization are compared, which are Hough detection algorithm and Haar-Adaboost model (using Haar features and Adaboost classifier) [41] , [42] . Some training samples are shown as in Fig. 15 .
The experimental results are shown in Table 1 . The HOG-SVM algorithm is 2.6% higher in localization accuracy than the Haar-Adaboost model. The reason why the accuracy of the Haar-Adaboost model is lower is that the type change of the positive and negative samples is not large, and the false alarm is easily reached during the training process. In addition, the results detected by the Haar-Adaboost model are more than one in most cases, that is, the false detection rate is high. The background to be detected is complex and the feature distinguishing between the target localization area (ROI) and its surrounding area is not very obvious, which leads to locate more than one target area. If the detection window is set too large, the miss detection rate will increase, otherwise, the multi-detection rate will increase.
The HOG-SVM model can meet the real-time requirement in the practical application scenario. In the case where the time performance is acceptable, it is more focused on the localization accuracy. Therefore, the HOG-SVM algorithm is more suitable as a localization algorithm for the target region.
Also, Hough circle detection algorithm has similar localization accuracy to Haar-Adaboost model. However, the correct rate detected by the Hough algorithm is related to the quality of the detected image, and the accuracy of the Haar-Adaboost model is related to training samples. From the results shown in Table 1 , the machine learning based detection methods is more robust than image processing based method.
2) SPEED SENSOR DETECTION
In this stage, this paper uses the ensemble learning method for target detection. We have carried on the new arrangement and the selection to the sample set, including a small number of positive samples with speed sensors. The training set consists of 600 positive samples and 2400 negative samples, and the test set includes 200 positive samples and 200 negative samples. Because of the large difference in the number of positive and negative samples, it belongs to the imbalance problem of sample category. We train based on ensemble classifier method and divide the negative samples into four groups. These four groups of negative samples and 600 positive samples form a small training set of 1:1 to obtain four individual classifiers. Then, four individual classifiers are combined to obtain the final classification results. In this way, for each individual classifier, the positive and negative samples in the training set are balanced, but the negative samples in the four small training sets are not repeated, and they can cover the overall information of the negative sample set together.
Some training samples are shown as Fig. 16 . In this stage, we reset the positive and negative samples. The positive samples include speed sensors, and the negative samples do not contain speed sensors.
According to the number of positive samples and negative samples, the negative samples are equally divided into four groups, and four individual classifiers are used for ensemble learning. We use the SVM (still using HOG features), LeNet-5 and the improved LeNet-5 model to carry on the detection experiment. Considering that the number of individual classifiers is 4 (even), the SVM ensemble classifier may not be able to classify effectively according to the conventional averaging and voting methods. Since the number of individual classifiers is 4, if the average method and the voting method are used, the result may be zero and the correct result may not be obtained. Therefore, this paper proposes an improved averaging method which averages the distance from the support vector to the classification plane in individual classifiers, and an extreme value method which chooses the extreme value of the distance between the support vectors and the classification plane.
The distance from the sample to the hyperplane is used as the result of the individual classifier, as
Dist i (13) where Dist i is the distance from the i st sample to the hyperplane, and C denotes the final output result of the SVM ensemble classifier. In LeNet-5, and improved LeNet-5 model, ensemble classifiers are used to sum the two confidence levels of the output of four individual classifiers, and then take the corresponding categories of the higher confidence levels as the final classification results, as:
where let CFy i , CFn i be the confidence corresponding to the binary judgment result (Yes, No) in the LeNet-5 individual classifier, and C denotes the final output result of the LeNet-5 ensemble classifier. Max represents the maximum value. The complete set of negative samples is divided into four subsets, which are respectively A 1 ,A 2 ,A 3 , A 4 .
where I is a full set of negative samples. We use three classifiers, including SVM, LeNet-5, improved LeNet-5 model. Among them, in the SVM, two kinds of ensemble methods, the improved average method and the extreme value method are adopted. As can be seen from Tables 2, Table 3 and Table 4 , Pos600+Neg2400 indicated that 600 positive samples and 2400 negative samples are used. Pos600+Neg600_1, Pos600+Neg600_2, Pos600+Neg600_3, and Pos600+Neg600_4, represents the combination of training samples of four individual classifiers, all of which are 600 positive samples and 600 negative samples. Neg600_1, Neg600_2, Neg600_3, and Neg600_4 are a small subset that averages 2400 negative samples into 4 nonrepetitive subsets.
Although the Recall of ensemble classifier in Table 3 is higher than that in Table 2 , in general, the other indicators of SVM are higher than the LeNet-5 model. The average concatenation of SVM is better than that of extreme concatenation. In the SVM ensemble classifier, there is no obvious advantage, which may be related to the combination strategy of the ensemble classifier.
In Tables 2, Table 3, Table 4 and Fig.17 , it can be seen from the Pos600+Neg2400 training set that both TN and FN are very high, indicating that under the unbalanced training of 2400 negative samples, the individual classifier has a certain tendency to recognize negative samples. In the unbalanced sample data set, F-Measure and G-mean are more persuasive to the performance of the classifier. Compared with individual classifier and unbalanced training set classifier, the ensemble classifier of LeNet-5 model in Table 3 has shown better performance, and the ensemble classifier of the improved LeNet-5 model has the best performance. Because the two-stage cascade learning is used in this work, the final result should be the product of the optimal result of each stage in the two stages. At the same time, it also shows that SVM, as an individual classifier, can show good performance for the usual binary classification problem, but it is not necessarily optimal in ensemble learning.
VII. CONCLUSION
This paper presents an approach to automatically detect the locomotive speed sensor equipment using computer vision and machine learning. A cascade learning framework which includes two learning stages is proposed. Aiming at the imbalance of positive and negative samples of speed sensor, based on four individual classifiers, a combination strategy is designed to construct an ensemble of classifier for recognition. This approach has high accuracy and good application value, which can also be applied to other similar scenarios. Although the present work contributes to research on speed sensor detection at locomotive repair station, there are some limitations to be considered. We are aware that processing ability for low quality samples and model adaptability need to be improved. These are our research directions in the future. SISI ZHOU graduate in computer technology from South-Central University for Nationalities. Her research interests include digital image processing, pattern recognition, and machine learning.
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