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This paper examines why a financial entity’s solvency capital estimation might be   




variables  than  those  obtained  in  the  case  of  comonotonicity.  The  paper  stresses, 
therefore, the relationship between dependence structures and capital estimation. 
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1    Introduction 
 
Recent years have seen  the developement of regulatory  frameworks designed to 






put aside  to ensure  financial  stability  in  the case of adverse  fluctuations on  losses. This 
quantity  must  reflect  the  entity’s  specific  risk  profile  and,  under  the  aforementioned 
frameworks,  it can be arrived at by applying either the Standard Model proposed by the 
regulator or an Internal Model proposed by the entity itself. In the later case, a number of 
requirements must  first be  satisfied before  the model  can be used  for  the purposes of 
capital estimation.  In  the European  frameworks  is  regulated by  the  calibration of a  risk 
measurement given a confidence level over a given time horizon. 
In this paper we focus our attention on the European insurance market, and more 
specifically  in non‐life underwriting risk,  in relation to the Solvency  II and Swiss Solvency 
Test  regulations.  Under  both  frameworks,  the  total  capital  estimation  is  obtained  by 
aggregating  individual capitals requirements arising from a company’s various sources of 
risk, based on the correlation between them as defined by the Standard Model. 
As  a  means  of  aggregating  risks,  we  proposed  a  simulation  of  a  multivariate 
random  variable  where  each  marginal  distribution  function  represents  the  claims  of  a 
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on  the margin  and/or  in which  a  special dependence  structure  is  assumed  for  its  joint 
distribution. Such circumstances can lead to an underestimation of the solvency capital if 
we  incorrectly  assimilate  a  risk  measurement  to  the  capital  requirements,  i.e.,  the 
appropiate distribution is not fitted to the marginals or the joint behavior of the marginal 
distributions is unknown. 
The  paper  also  emphasizes  typical  misunderstanding  in  the  meaning  of  risk 






Risk  measures  are  tipically  employed  to  determine  the  amount  of  capital  that 
should be aside to cover unexpected  losses. Artzner et al.  (1999) proposed a number of 
desirable  properties  that  a  risk  measure  should  satisfy  in  order  to  be  considered  a 
coherent  risk  measure.  One  such  property,  that  of  subadditivity,  captures  the  idea  of 
diversification across random variables since  in the words of Artzner et al. (1999): "...the 
merger [of two risks] does not create extra risk". Suppose we have  ݊  random variables, 
௜ܺ , ݅ ൌ 1,… , ݊  and  its  sum,  ܵ ൌ ∑ 	௡௜ୀଵ ௜ܺ;  then  we  say  that  risk  measure  ߩ  has  the 
subadditivity property if and only if for all  ௜ܺ 
 
  ߩሺܵሻ ൑ ∑ 	௡௜ୀଵ ߩሺ ௜ܺሻ.  (1) 
 
Although several risk measures are available, here we focus on two that are on loss 
distribution,  namely  Value‐at‐Risk  and  Tail  Value‐at‐Risk.  These  risk  measures  seek  to 
describe  how  risky  a  portfolio  is.  Of  the  two,  the  most  frequently  adopted  is  the 
Value‐at‐Risk measure given that it is employed under Basel III and Solvency II as a tool for 
calibrating  the  solvency  capital  requirements. Value‐at‐Risk and  its properties has been 
widely discussed  (see  Jorion, 2007). The Value‐at‐Risk measure  is simply a quantile of a 
distribution function. However,  it  is not a coherent risk measure since  it does not satisfy 
condition (1) for all  ௜ܺ, although it does in the case in which  ௜ܺ  are normally distributed 
and, more generally, in the case in which elliptical distributions are considered for  ௜ܺ  as 
is shown  in Fang et al.  (1990) and Embrechts et al.  (2002). Formally, given a confidence 
level  ߙ ∈ ሾ0,1ሿ,  Value‐at‐Risk  is  defined  as  the  infimum  value  of  the  distribution  of  a 
random variable  ܺ  such that the probability that a value  ݔ  exceeds a certain threshold 
ݔ  is no greater than  1 െ ߙ. Usually this probability is taken to be 0.05 or less. 
 
  ܸܴܽఈሺܺሻ ൌ 	݂݅݊݅݉ݑ݉	ሼݔ/ܲሺܺ ൐ ݔሻ ൌ 1 െ ߙሽ ൌ ܨ௑←ሺߙሻ  (2) 
 
where  ܨ௑ሺݔሻ  denotes  the  distribution  function  of  ܺ  and  ܨ௑←ሺߙሻ  denotes  the  inverse 
distribution function of  ܨ௑ሺݔሻ. 
It  is common to choose  1 െ ߙ  based on a very  large period. For example, under 
the Solvency  II directive,  this  choice  is made on  the basis of an occurrence of an event 
every two hundred years,  i.e., a probability of 0.5%. For this reason, this risk measure  is 






  ܸܴܶܽఈሺܺሻ ൌ ܧሾܺ|ݔ ൒ ܸܴܽఈሺܺሻሿ  (3) 
 
where  ܧሾ⋅ | ⋅ሿ  denotes the conditional expectation operator. 
Thus, while  two  different  distributions might  have  the  same Value‐at‐Risk  for  a 
given a confidence level, their Tail Value‐at‐Risk may differ due to a different heaviness of 
the tail of the distribution. The fact of having to consider not just the choice of  1 െ ߙ  but 




Despite  the  mathematical  principles  underpinning  the  Value‐at‐Risk  and  Tail 
Value‐at‐Risk measures, a misunderstanding arises when seeking to apply them (specially, 
in the case of the former) to capital requirements. It is common to interpret Value‐at‐Risk 
as  the value  that will not be exceeded with a probability  ߙ.  If, as  is usual,  the  random 
variable is considerd as the loss of a portfolio, this definition is equivalent to the loss that 
will not be exceeded with a probability of  ߙ, or  the maximum  loss given  ߙ  as pointed 
out by  Jorion  (2007). Yet,  this  interpretation  is not stictly correct since maximum  loss  is 
not generally given by Value‐at‐Risk for a given confidence level as we shall see bellow. 
Inequality  (1)  shows  an  upper  bound  for  ߩሺܵሻ  which  is  ∑ 	௡௜ୀଵ ߩሺ ௜ܺሻ.  A  typical 
misunderstanding  arises  from  this  bound  given  that  only  in  cases  of  diversifiable  risks   
can  such  a  bound  ocurr.  In  instances  of  non‐diversifiable  risks  this  bound  fails.  As 
Embrechts  et  al.  (2003)  showed,  if we  consider  Value‐at‐Risk  as  a  risk measure  and  a 
sequence  of  comonotonic  random  variables  ௜ܺ , ݅ ൌ 1,… , ݊   then  ܸܴܽሺܵሻ ൌ




Translating  this  to  the definition of Value‐at‐Risk we  can  conclude  that  it  is possible  to 
have  greater  losses  than  those  arising  from  the  comonotonic  case  given  ߙ .  Then 
∑ 	௡௜ୀଵ ܸܴܽሺ ௜ܺሻ  is not the maximum loss we could have given  ߙ. 
Generally,  Value‐at‐Risk  fails  to  be  a  sub‐additive  risk  measure  in  those  cases 
where we have very heavy‐tailed random variables, which  is  the case of  those variables 
representing catastrophic or operational risks.  It also fails  in the case of skewed random 
variables and  in some  instances  in which special dependence structures are  imposed on 
the  joint behavior of margins. Embrechts et al. (2005) showed that when Pareto random 
variables  are  considered,  Value‐at‐Risk  fails  to  be  subadditive.  Moreover,  when  the 
infinite mean  case  is  considered,  i.e., a  tail‐parameter of Pareto distribution  is equal  to 
one  for  all  random  variables  considered,  Value‐at‐Risk  fails  to  be  sub‐additive  at  all 
confidence  levels,  otherwise,  there's  a  confidence  level  up  to  which  Value‐at‐Risk  is 
sub‐additive and beyond which it is not. 
In  short,  the  estimation of  capital  requirements using  a  risk measure  should be 
approached with  caution  since  the  resulting  valuation might  underestimate  the  capital 
needs  depending  on  the  joint  distribution  of  the  random  variables  representing  the 
implicit  risks  within  a  company  as  well  as  on  its  individual  statistical  distributions. 
Therefore,  risk measurements derived  from non  coherent  risk measures  could  lead  the 
company to financial and solvency instability. 
 
3    A non‐subadditivity example for Value‐at‐Risk 
 
In  this  section we present  an  example  in which we demonstrate  that while  the 
Value‐at‐Risk measure fails to be subadditive, the Tail Value‐at‐Risk measure satisfies the 
property of subadditivity. We use a historical non‐life insurance market data set for Spain 








        Min.    1st Qu.    Median    Mean    Sd    3rd Qu.    Max. 
Motor, third 
party liability  4.286  4.904  5.182  5.085  0.332  5.318  5.439 
Fire and other 
property damage  2.337  3.006  3.740  3.539  0.723  4.067  4.544 
Third party 
liability 
0.552 0.684  0.819 0.842 0.195 1.011  1.084




















the  Tail  Value‐at‐Risk  for  several  confidence  levels.  For  the  joint  behavior  of  risks  we 
imposed  several copulas, which  in  fact entails considering  several different dependence 
structures. An  introduction  to multivariate models  and  dependence  concepts  and  their 
properties  can  be  found  in  Nelsen  (2006)  and  Joe  (1997).  First,  we  established  two 
extreme  cases  of  dependence:  comonotonicity  and  independence. We  used  the  upper 
Fréchet copula, which reflects the case of comonotonicity between margins, and then we 
used  the  independence  copula,  which  reflects  the  case  of  independence  between 
margins.  Finally,  we  employed  two  further  copulas,  the  Clayton  copula,  a  very  right‐ 
skewed distribution, and the Frank copula, a symmetric but very heavy tailed distribution, 
with two dependence parameters (ߠ) each one. 
Table  3  shows  the  results  of  Value‐at‐Risk  and  Tail  Value‐at‐Risk  for  several 
confidence  levels. Under  the comonotonic assumption, which  leads  to  the comonotonic 
bound, Value‐at‐Risk underestimates the risk (i.e., fails to be subadditive) compared to the 













    ࣂ ൌ ૚ ࣂ ൌ ૛ ࣂ ൌ ૚ ࣂ ൌ ૛   
0.8  3.41  3.53  3.57  3.45  3.48  2.67 
0.9  6.36 6.78 6.99 6.59 6.85  5.78 
0.99  47.69  49.6  50.7  50.02  50.17  53.33 






    ߠ ൌ 1 ߠ ൌ 2 ߠ ൌ 1 ߠ ൌ 2   
0.8  23.14  25.09  26.76  24.78  31.5  32.66 
0.9  41.7 45.34 48.57 44.84 58.35  61.49
0.99  289.28  318.72  347.22  315.22  446.51  488.76 
0.999  1868.51  2151.37 2419.51 2163.13 3409.88  3777.41
Source: Own source /  	∗thousand millions euros / c.l.: confidence level /  ∗∗100.000 simulations 
 
Since,  Tail  Value‐at‐Risk  is  a  subadditive  measure  of  risk,  all  values  under 
independence case, as well as those for the Clayton and Frank copula assumptions are, as 
expected,  lower  than  those  in  the  comonotonic  case at all  confidence  level.  In  the Tail 
Value‐at‐Risk  case,  the  more  dependence  assumption  implies  higher  values  of  risk 
measurements at all confidence levels. 
 
4    Implications for Risk Management 
 
New  regulatory  frameworks  in  Europe  establish  the  capital  requirements  that 
financial  companies need  to maintain  in order  to  ensure  acceptable  levels of  solvency. 
These requirements are calibrated by applying a risk measure based on the distribution of 
a random variable that represents the total losses a company would suffer. 
Typically,  in  the  field of  risk management, managers are aware of  the  individual 
risks for which they have responsibility, but are unaware of the relationship between the 
sources of risk that they manage and those arising from other departments or other areas 
within  the  same  company.  This means  that  the  joint behavior of  the  random  variables 
representing  the  different  sources  of  risk  remains  unknown.  As  such,  the  process  of 
aggregating  risk measurements  to obtain  an  global  capital  requirement  is  complex  and 
difficult to address. 
As  consequence  of  this,  it's  usual  for  risk  managers  to  obtain  the  risks 
measurements of each variable that represent a single source of risk considered and after 
that add them up to obtain a single amount and assimilate it to the regulatory capital. 
In  so  doing,  if  companies  choose  a  non  coherent  risk  measure  (as  defined  by 
Artzner  et al., 1999)  such  as Value‐at‐Risk,  (thereby  adhering  to  Solvency  II or Basel  III 
criteria), they may overlook a number of crucial points. First, they may overlook the tail 
behavior  of  each  random  variable  considerd  individually,  which  means,  they  fail  to 
incorporate  the possibility of  severe  losses  that could greatly undermine  the company's 
solvency.  Second, by  summing up  risk measurements,  such  as  those  resulting  from  the 
Value‐at‐Risk,  a  company  implicitly  assumes,  perhaps  inadvertenly,  that  its  random 
variables  are  comonotonic, which  is  in  conflict with  the  idea of  their  ignoring  the  joint 
behavior of variables. Even in those instance in which risk managers believe that the joint 
behavior  is  comonotonic,  it  is  possible  to  suffer  worse  losses  than  those  that  are 
consequence  of  summing  the  Value  at  Risk  measurements  derived  from  comonotonic 
random variables, as shown  in the example  in the previous section  (see Table 3).  In this 
example, even when the random variables are independent, the Value at Risk of the sum 
of  random  variables  is  greater  than  it  is  in  the  case  of  comonotonicity  at  certain 
confidence levels. 
This  finding  highlights  not  only  the  importance  of  choosing  of  a  coherent  risk 
measure, but also the need, first, to select the right fit and distribution function so as to 
reflect  correctly  the  joint  behavior  of  sources  of  risk  and  their  dependence  structures; 
and, second,  to select  the  right  fit and distribution  functions so as  to  reflect  the margin 
behavior of each random variable representing a single sources of risk. 
In example presented  in Table 3, we used Pareto distributions for margins. When 
considering  this distribution,  it  is possible  to  find  cases  in which we might have  infinite 
expected values or variance, which are extreme cases that cause non‐subadditivity for the   
Value‐at‐Risk measure, but  they are not  the only cases  in which  this might occur. There 
are many risks, generally catastrophic risks, for which the Pareto distribution fits well, and 





considering  a  company’s  overall  level  of  risk.  This  does  not  simply  mean  the  need  to 






needs  being  underestimated,  even  though  a  coherent  risk  measure  such  as  Tail 
Value‐at‐Risk has been used. Third, comonotonicity does not represent the worst possible 
scenario when  estimating  capital  requirements  using  loss  and  risk measurements.  This 
might appear counterintuitive, but managers of risks need to bear in mind that risks may 










A  multivariate  simulation  of  the  random  variable  was  conducted  using  the 









ۖۓ1 െ ൬1 ൅ ߦ ⋅ ݔߚ ൰
ିଵ
క ; ݂݅	ߦ ് 0
1 െ ݁ݔ݌ ൬െݔߚ ൰ ; ݂݅	ߦ ൌ 0
 
 
where  ߦ  the shape parameter and  ߚ ൐ 0  the scale parameter. 
 
The expexted value  ܧሾܺሿ  is 
ܧሾܺሿ ൌ ߚ1 െ ߦ 
and the standard deviation is the scale parameter  ߚ. 
 




ܧሾܺሿ ൌ ఉଵିక ⇒ ߦ ൌ
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The  comonotonic  bound  are  derived  from  the  sum  of  the  ߙ െ ݐ݄  quantiles  of 
each marginal distribution. We  compute  the quantiles  for each margin  after  simulating 















When  considering  independence  between  the  random  variables, we  obtain  the 
Value‐  at‐Risk  and  the  Tail Value‐at‐Risk  by  simulating  the  three‐dimensional Gaussian 

























The  Value‐at‐Risk  and  Tail  Value‐at‐Risk  for  the  Clayton  and  Frank  copulas  are 
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