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In this paper we study the Cauchy problem of the Debye system for initial data in the
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theorems are proved.
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1. Introduction
In this paper we consider the Cauchy problem of the Debye system
∂t v = ∇ · (∇v − v∇φ) in Rn ×R+, (1.1)
∂t w = ∇ · (∇w + w∇φ) in Rn ×R+, (1.2)
φ = v − w in Rn ×R+, (1.3)
(v,w)|t=0 = (v0,w0) in Rn. (1.4)
Here v = v(x, t) and w = w(x, t) are the scalar functions representing the densities of positive and negative ions, respec-
tively, in an electrolyte, φ = φ(x, t) is the scalar function representing the electric potential, and v0, w0 are the initial data
of v and w , respectively.
The Debye system was formulated by W. Nernst and M. Planck at the end of the nineteenth century as a basic model for
the diffusion of ions in an electrolytes [7]. It is also referred as the van Roosbroeck system in semiconductor devices [20],
as the drift–diffusion Poisson system in plasma physics [10] and as a basic model in chemotaxis [6]. Mathematical analysis
of this system was ﬁrst focused on the initial boundary value problems in 1980’s, and some results related to the global
existence, uniqueness and regularity of classical solutions and the asymptotic stability of stationary solutions were obtained
by using the Green’s function, the Poincaré inequality and the standard maximum principle of equations of parabolic type;
see [8,9,15,20] for more details. In 1994, Biler, Hebisch and Nadzieja in [5] considered the no-ﬂux boundary problem of
(1.1)–(1.4), and proved global existence of weak solutions for n = 2 and local existence of weak solutions for general dimen-
sion n. The convergence rate estimates to stationary solutions of time-dependent solutions were also established in [5]. For
further studies related to this topic we refer the reader to see [2,4] and the references therein.
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has a local solution with initial data in the Lebesgue spaces Lp(Rn) for n/2 < p < n (see Theorem 1.1 below), and in the
Besov spaces B˙−αp,∞(Rn) for n/2 < p < n and 0 < α < 2 − n/p (see Theorem 1.2 below). Note that similar results for initial
data in the Lebesgue and Sobolev spaces were established only recently, see the work of Kurokiba and Ogawa [13]. In [18],
Ogawa and Shimizu established global well-posedness of (1.1)–(1.4) with small initial data in a two-dimensional Hardy
space. For further researches of the problem (1.1)–(1.4) we refer the reader to see [16,19,21] and the references therein.
The purpose of this paper is to extend the above-mentioned results of Karch to the marginal case p = n (note that
the other marginal case p = n/2 has already been treated in [13] and [23] for a more complicated system). Note that the
condition n/2 < p < n is caused by the fact that the nonlocal operator (−)−1/2 is bounded from Lp(Rn) to Lnp/(n−p)(Rn)
only for 1< p < n, and in the marginal case p = n, (−)−1/2 is not bounded from Ln(Rn) to L∞(Rn). In order to overcome
this diﬃculty, we consider the subspace Ln,1(Rn) of Ln(Rn). By using the fact that (−)−1/2 is bounded from Ln,1(Rn) to
L∞(Rn) (see Lemma 2.6 below), we shall prove that (1.1)–(1.4) has a local solution for initial data in Ln,1(Rn). In the same
spirit, we shall also prove that the system (1.1)–(1.4) has a local solution for initial data in the Besov space B˙−α
Ln,1,∞(R
n) over
Ln,1(Rn) for 0< α < 1.
To give the exact statements of our main results, let us ﬁrst introduce the concept of mild solutions of (1.1)–(1.4). Note
that from (1.3) we have
φ = (−)−1(w − v) = E ∗ (w − v), (1.5)
where E(x) = −1/(2π) log |x| for n = 2 and E(x) = 4π−n/2Γ (n/2 − 1)|x|−(n−2) for n  3. Hence, by the Duhamel principle,
the problem (1.1)–(1.4) can be reduced into the following system of integral equations:{
v = etv0 + B(v,w − v),
w = etw0 + B(w, v − w),
(1.6)
where et is the heat operator in S ′(Rn), or the convolution operator in S ′(Rn) with the Gauss–Weierstrass kernel G(x, t) =
(4πt)−n/2 exp(−|x|2/(4t)), and
B(v,w) = −
t∫
0
e(t−τ )∇ · [v∇((−)−1w)]dτ .
The solutions of (1.6) will be called the mild solutions of (1.1)–(1.4).
Recall that in [11], the following two results were established (for the deﬁnitions of function spaces we refer the reader
to see Section 2):
Theorem 1.1. Let n 2. Assume that v0,w0 ∈ Lp(Rn) with n/2 < p < n. Then there exists T > 0 and a unique mild solution (v,w)
of (1.1)–(1.4) in the space C([0, T ], Lp(Rn)). Moreover, if the maximal existence time T ∗ is ﬁnite, then
lim
t→T ∗
∥∥(v(t),w(t))∥∥Lp = ∞.
Theorem 1.2. Let n 2, n/2 < p < n and 0 < α < 2− n/p. Assume that v0,w0 ∈ B˙−αp,∞(Rn). Then there exists T > 0 and a unique
mild solution (v,w) of (1.1)–(1.4) in the space
C∗
([0, T ], B˙−αp,∞(Rn))∩ {v: v ∈ C((0, T ], Lp(Rn)) and sup
0<tT
tα/2‖v‖Lp < ∞
}
.
In this paper we shall prove the following two results:
Theorem 1.3. Let n  2. Assume that v0,w0 ∈ Ln,1(Rn). Then there exists T > 0 and a unique mild solution (v,w) of (1.1)–(1.4) in
the space C([0, T ], Ln,1(Rn)). Moreover, if the maximal existence time T ∗ is ﬁnite, then
lim
t→T ∗
∥∥(v(t),w(t))∥∥Ln,1 = ∞.
Theorem 1.4. Let n 2 and 0< α < 1. Assume that v0,w0 ∈ B˙−αLn,1,∞(Rn). Then there exists T > 0 and a unique mild solution (v,w)
of (1.1)–(1.4) in the space
C∗
([0, T ], B˙−α
Ln,1,∞
(
R
n))∩ {v: v ∈ C((0, T ], Ln,1(Rn)) and sup
0<tT
tα/2‖v‖Ln,1 < ∞
}
.
Notations. Throughout the whole paper, we use A  B to denote an estimate A  C B for a universal constant C , which does
not depend on varying parameters of the problem.
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our main results. Section 3 is devoted to giving the proof of Theorem 1.3. The purpose of Section 4 is to prove Theorem 1.4.
2. Preliminaries
In this section we collect some preliminary materials for the reader’s convenience. We ﬁrst recall the concept of Lorentz
spaces Lp,q(Rn):
Deﬁnition 2.1. (See [1,3,14].) Let 1 < p < ∞ and 1  q ∞. The Lorentz space Lp,q(Rn) is the real interpolation space
between L1(Rn) and L∞(Rn):
Lp,q
(
R
n)= (L1(Rn), L∞(Rn))
(1−1/p,q)
with the usual norm ‖ · ‖Lp,q . Note that Lp,p(Rn) = Lp(Rn).
We next recall the deﬁnitions of the Besov spaces B˙−αp,∞(Rn) and B˙−αLp,1,∞(R
n):
Deﬁnition 2.2. (See [14].) Let α > 0 and 1< p < ∞. We deﬁne
B˙−αp,∞
(
R
n)= { f ∈ S ′(Rn): et f ∈ C((0,∞), Lp(Rn)) and sup
t>0
tα/2
∥∥et f ∥∥Lp < ∞},
B˙−α
Lp,1,∞
(
R
n)= { f ∈ S ′(Rn): et f ∈ C((0,∞), Lp,1(Rn)) and sup
t>0
tα/2
∥∥et f ∥∥Lp,1 < ∞}
with norms
‖ f ‖B˙−αp,∞ = supt>0 t
α/2
∥∥et f ∥∥Lp and ‖ f ‖B˙−α
Lp,1,∞
= sup
t>0
tα/2
∥∥et f ∥∥Lp,1 .
The following two lemmas give basic properties of the Lorentz spaces:
Lemma 2.3. (See [1,14,17].) Let 1< p < ∞ and 1 q∞. If f ∈ Lp,q(Rn) and g ∈ L∞(Rn), then f g ∈ Lp,q(Rn) and
‖ f g‖Lp,q  ‖ f ‖Lp,q‖g‖L∞ . (2.1)
Lemma 2.4. (See [1,14,17].) Let 1< p < ∞, 1 q∞, 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1.
(i) If f ∈ L1(Rn) and g ∈ Lp,q(Rn), then f ∗ g ∈ Lp,q(Rn) and
‖ f ∗ g‖Lp,q  ‖ f ‖L1‖g‖Lp,q . (2.2)
(ii) If f ∈ Lp,q(Rn) and g ∈ Lp′,q′ (Rn), then f ∗ g ∈ L∞(Rn) and
‖ f ∗ g‖L∞  ‖ f ‖Lp,q‖g‖Lp′,q′ . (2.3)
(iii) If f ∈ Lp,q(Rn) and g ∈ Lp1,q1 (Rn), then f ∗ g ∈ Lp2,q2 (Rn) for 1 < p1 < p′ , q′  q ∞, 1/p2 = 1/p + 1/p1 − 1 and 1/q2 =
1/q + 1/q1 , and
‖ f ∗ g‖Lp2,q2  ‖ f ‖Lp,q‖g‖Lp1,q1 . (2.4)
Since et is the convolution operator with kernel G(x, t) = (4πt)−n/2 exp(−|x|2/(4t)), ‖G(·, t)‖Lr  t−n(1−1/r)/2 and
‖∇G(·, t)‖Lr  t−1/2−n(1−1/r)/2 for 1  r ∞, by applying Lemma 2.4 we get the following generalized Lp–Lq estimates
for the heat semigroup {et}t0:
Lemma 2.5. (See [22].) For any 1 < p < ∞, {et}t0 is an analytic C0-semigroup in Lp,1(Rn). Moreover, for any p, q such that
1< p  q < ∞ we have∥∥etϕ∥∥Lq,1  t−n(1/p−1/q)/2‖ϕ‖Lp,1 , (2.5)∥∥∇etϕ∥∥Lq,1  t−1/2−n(1/p−1/q)/2‖ϕ‖Lp,1 . (2.6)
Next, since (−)−1/2 f = K ∗ f with K (x) = Cn|x|−(n−1) and |x|−(n−1) ∈ Ln/(n−1),∞(Rn), by applying Lemma 2.4 we get
the following reﬁned Hardy–Littlewood–Sobolev inequality (for the case α = 1/2):
Lemma 2.6. (See [14].) The operator (−)−1/2 is bounded from Ln,1(Rn) to L∞(Rn). Moreover, for any f ∈ Ln,1(Rn), we have∥∥(−)−1/2 f ∥∥L∞  ‖ f ‖Ln,1 . (2.7)
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In this section we give the proof of Theorem 1.3. Thus, throughout this section we assume that v0,w0 ∈ Ln,1(Rn).
Let T be a positive number to be speciﬁed later. We want to ﬁnd a solution (v,w) of (1.1)–(1.4) in the space XT =
C([0, T ], Ln,1(Rn)) with the usual norm ‖v‖XT = sup0tT ‖v‖Ln,1 . For this purpose we introduce a map F deﬁned in the
space XT as follows: Given v,w ∈ XT , let F(v,w) = (vˆ, wˆ), where{
vˆ = etv0 + B(v,w − v),
wˆ = etw0 + B(w, v − w).
(3.1)
In what follows we prove that F is well deﬁned and maps XT into itself, and it is a contraction mapping from a closed ball
of XT into itself provided T is suﬃciently small. We shall attain at this goal through three lemmas.
Lemma 3.1. Let v0 ∈ Ln,1(Rn). Then etv0 ∈ XT and∥∥etv0∥∥XT  ‖v0‖Ln,1 . (3.2)
Proof. This follows straightforwardly from Lemma 2.5. 
Lemma 3.2. Let v,w ∈ XT . Then B(v,w) ∈ XT and∥∥B(v,w)∥∥XT  T 1/2‖v‖XT ‖w‖XT . (3.3)
Proof. Since v,w ∈ XT , by Lemmas 2.5, 2.3 and 2.6 we have
∥∥B(v,w)(t)∥∥Ln,1 =
∥∥∥∥∥
t∫
0
e(t−τ )∇ · [v∇((−)−1w)]dτ
∥∥∥∥∥
Ln,1

t∫
0
(t − τ )−1/2∥∥v∇((−)−1w)∥∥Ln,1 dτ

t∫
0
(t − τ )−1/2‖v‖Ln,1
∥∥∇((−)−1w)∥∥L∞ dτ
 t1/2‖v‖XT ‖w‖XT .
Hence, B(v,w) ∈ L∞([0, T ], Ln,1(Rn)) and
sup
0tT
∥∥B(v,w)(t)∥∥Ln,1  T 1/2‖v‖XT ‖w‖XT .
It remains to show the continuity of B(v,w)(t) in t , which follows from the density of S(Rn) in Ln,1(Rn) and a standard
argument (cf., e.g., [1,22]). This proves Lemma 3.2. 
From Lemmas 3.1 and 3.2, we see that F is well deﬁned, and there exists a constant η > 0 independent of T such that
∥∥(vˆ, wˆ)∥∥XT  η(∥∥(v0,w0)∥∥Ln,1 + T 1/2∥∥(v,w)∥∥2XT ). (3.4)
Let R = η‖(v0,w0)‖Ln,1 and BT be a closed ball in XT with radius 2R , i.e.,
BT =
{
(v,w) ∈ XT :
∥∥(v,w)∥∥XT  2R}.
For any (v,w) ∈BT , from (3.4) we get∥∥(vˆ, wˆ)∥∥XT  R + 4ηR2T 1/2.
Hence, choosing T suﬃciently small such that 4ηRT 1/2 < 1, we see that F maps BT into itself.
Lemma 3.3. Let R, T andBT be as above. Then when restricted inBT , F is a contraction mapping.
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B(v1,w1) − B(v2,w2) = B(v1 − v2,w1) + B(v2,w1 − w2)
by the bilinearity of B(v,w). Thus, by using a similar argument as in the proof of (3.3) we get
∥∥B(v1,w1) − B(v2,w2)∥∥XT  C0T 1/2(‖v2‖XT + ‖w1‖XT )∥∥(v1 − v2,w1 − w2)∥∥XT
 4C0RT 1/2
∥∥(v1 − v2,w1 − w2)∥∥XT .
Hence the desired assertion follows. 
From Lemma 3.3 and the Banach ﬁxed point theorem, we obtain the ﬁrst part of Theorem 1.3. The proof of the second
part is standard, so we omit it here.
4. Proof of Theorem 1.4
Throughout this section we assume that 0 < α < 1 and v0,w0 ∈ B˙−αLn,1,∞(Rn). For a constant T > 0 to be speciﬁed later,
we want to ﬁnd a mild solution (v,w) of (1.1)–(1.4) in the space
YT =
{
v ∈ C∗
([0, T ], B˙−α
Ln,1,∞
(
R
n))∩ C((0, T ], Ln,1(Rn)): sup
0<tT
tα/2‖v‖Ln,1 < ∞
}
with norm
‖v‖YT = sup
0tT
‖v‖B˙−α
Ln,1,∞
+ sup
0<tT
tα/2‖v‖Ln,1 ,
where C∗([0, T ], B˙−αLn,1,∞(Rn)) denotes the set of maps from [0, T ] to B˙−αLn,1,∞(Rn) which are continuous for t > 0 and
weakly continuous for t = 0 (i.e., continuous at t = 0 with respect to the ∗-weak topology of B˙−α
Ln,1,∞(R
n)). Note that
C∗([0, T ], B˙−αLn,1,∞(Rn)) ⊆ L∞([0, T ], B˙−αLn,1,∞(Rn)) (by the Banach–Steinhaus theorem and the compactness of the interval
[0, T ]). It can be easily shown that (YT ,‖ · ‖YT ) is a Banach space.
Given v,w ∈ YT , let F(v,w) = (vˆ, wˆ), where vˆ, wˆ are deﬁned by (3.1). In the following we prove that F is well deﬁned
and if T is suﬃciently small then it is a contraction mapping from a closed ball in YT into itself.
Lemma 4.1. Let T > 0. Then F is well deﬁned and maps YT into itself.
We shall attain at this lemma through the following two lemmas.
Lemma 4.2. Let v0 ∈ B˙−αLn,1,∞(Rn). Then etv0 ∈ YT and∥∥etv0∥∥YT  ‖v0‖B˙−αLn,1,∞ . (4.1)
Proof. Since v0 ∈ B˙−αLn,1,∞(Rn), by Deﬁnition 2.2 and Lemma 2.5 we see that∥∥etv0∥∥B˙−α
Ln,1,∞
= sup
s>0
sα/2
∥∥esetv0∥∥Ln,1  sup
s>0
sα/2
∥∥esv0∥∥Ln,1 = ‖v0‖B˙−α
Ln,1,∞
,
sup
0<tT
tα/2
∥∥etv0∥∥Ln,1  sup
t>0
tα/2
∥∥etv0∥∥Ln,1 = ‖v0‖B˙−α
Ln,1,∞
.
Hence, etv0 ∈ L∞([0, T ], B˙−αLn,1,∞(Rn)) and tα/2etv0 ∈ L∞((0, T ], Ln,1(Rn)). Moreover, by Proposition 4.4 of [14] we see
that the map t → etv0 from [0,∞) to B˙−αLn,1,∞(Rn) is continuous for t > 0 and weakly continuous for t = 0, so that
etv0 ∈ C∗([0, T ], B˙−αLn,1,∞(Rn)). Besides, the condition v0 ∈ B˙−αLn,1,∞(Rn) implies that etv0 ∈ C((0,∞), Ln,1(Rn)), so that
also tα/2etv0 ∈ C((0,∞), Ln,1(Rn)). Hence, etv0 ∈ YT . This completes the proof of Lemma 4.2. 
Lemma 4.3. Let v,w ∈ YT . Then B(v,w) ∈ YT and∥∥B(v,w)∥∥YT  T (1−α)/2‖v‖YT ‖w‖YT . (4.2)
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Ln,1,∞
= sup
s>0
sα/2
∥∥esB(v,w)∥∥Ln,1
= sup
s>0
sα/2
∥∥∥∥∥−es
t∫
0
e(t−τ )∇ · [v∇((−)−1w)]dτ
∥∥∥∥∥
Ln,1

t∫
0
sup
s>0
sα/2
∥∥ese(t−τ )∇ · [v∇((−)−1w)]∥∥Ln,1 dτ . (4.3)
For 0< s t − τ , by using Lemmas 2.5, 2.3 and 2.6,
sup
0<st−τ
sα/2
∥∥ese(t−τ )∇ · [v∇((−)−1w)]∥∥Ln,1  (t − τ )α/2∥∥e(t−τ )∇ · [v∇((−)−1w)]∥∥Ln,1
 (t − τ )α/2(t − τ )−1/2∥∥v∇((−)−1w)∥∥Ln,1
 (t − τ )−(1−α)/2‖v‖Ln,1
∥∥∇((−)−1w)∥∥L∞
 (t − τ )−(1−α)/2‖v‖Ln,1‖w‖Ln,1 . (4.4)
For s > t − τ , by using Lemmas 2.5, 2.3 and 2.6 again,
sup
s>t−τ
sα/2
∥∥ese(t−τ )∇ · [v∇((−)−1w)]∥∥Ln,1
 sup
s>t−τ
sα/2
∥∥e(t+s−τ )∇ · [v∇((−)−1w)]∥∥Ln,1
 sup
s>t−τ
sα/2(t + s − τ )−1/2∥∥v∇((−)−1w)∥∥Ln,1
 (t − τ )−(1−α)/2‖v‖Ln,1
∥∥∇((−)−1w)∥∥L∞ sup
s>t−τ
(
s/(t − τ ))−(1−α)/2
 (t − τ )−(1−α)/2‖v‖Ln,1‖w‖Ln,1 . (4.5)
Hence, using (4.4)–(4.5) in (4.3), we have
∥∥B(v,w)∥∥B˙−α
Ln,1,∞
 ‖v‖YT ‖w‖YT
t∫
0
(t − τ )−(1−α)/2τ−α dτ  t(1−α)/2‖v‖YT ‖w‖YT .
The proof of continuity of B(v,w)(t) in t for t > 0 and weak continuity for t = 0 is standard. Hence, we have B(v,w) ∈
C∗([0, T ], B˙−αLn,1,∞(Rn)) and the following estimate holds:
sup
0tT
∥∥B(v,w)∥∥B˙−α
Ln,1,∞
 T (1−α)/2‖v‖YT ‖w‖YT . (4.6)
Next, by using Lemmas 2.5, 2.3 and 2.6,
∥∥B(v,w)∥∥Ln,1 =
∥∥∥∥∥−
t∫
0
e(t−τ )∇ · [v∇((−)−1w)]dτ
∥∥∥∥∥
Ln,1

t∫
0
(t − τ )−1/2‖v‖Ln,1
∥∥∇((−)−1w)∥∥L∞ dτ
 ‖v‖YT ‖w‖YT
t∫
0
(t − τ )−1/2τ−α dτ
 t1/2−α‖v‖YT ‖w‖YT .
This implies that
sup tα/2
∥∥B(v,w)∥∥Ln,1  T (1−α)/2‖v‖YT ‖w‖YT . (4.7)0<tT
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the proof of Lemma 4.3. 
From Lemmas 4.2 and 4.3, Lemma 4.1 follows immediately. Moreover, from the above argument we see that the following
estimate holds:∥∥(vˆ, wˆ)∥∥YT  ∥∥(v0,w0)∥∥B˙−αLn,1,∞ + T (1−α)/2
∥∥(v,w)∥∥2YT . (4.8)
From (4.8) and a similar argument as that in Section 3, we obtain Theorem 1.4.
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