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Introduction
Nous vivons aujourd’hui dans un monde où la demande en énergie ne cesse d’augmenter
pour faire face aux besoins d’une population croissante. Ces besoins couvrent l’agriculture, le
transport, le chauffage, l’industrie, etc. Une conséquence directe et néfaste de cette consom-
mation est le réchauffement climatique et la détérioration de l’état général de la planète.
A cause de la fonte des glaciers et des calottes glacières, le niveau des océans ne cesse
d’augmenter et menace de faire disparaître des îles entières. Si ce phénomène continue, ce
sont toutes les villes situées en bord de mer (e.g. Tokyo, Amsterdam, Singapour, New York,
Miami) qui seront menacées. Les émissions de gaz à effet de serre dues à l’élevage intensif
d’animaux, au transport, et à l’utilisation des combustibles fossiles (pétrole, charbon) sont
la cause d’une élévation très importante des températures. On montre dans la figure 1 la
corrélation entre les émissions de CO2 et la température moyenne de la terre.
Figure 1 – Corrélation entre les émissions de CO2 (en bleu) et la température moyenne de
la Terre (en rouge). Source : Wikipédia
Cette montée de la température cause en effet des périodes de canicule plus fréquentes
et plus longues. De plus, les zones sèches recevront encore moins de précipitations et les
zones humides en recevront plus. Ces bouleversements climatiques sont en partie la cause
de l’augmentation du nombre d’inondations, d’incendies et de catastrophes naturelles plus
généralement. Les conséquences ne se limitent pas seulement à la disparition de nombreuses
espèces animales, mais elles s’étendent aussi à la société, à la santé publique et à l’économie.
Les sécheresses, les inondations et les cyclones risquent de rendre plus difficile l’accès à l’eau,
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à la nourriture et aux soins dans les régions les plus touchées, d’augmenter les prix et de
causer des crises de réfugiés climatiques.
Il est donc indispensable de conduire des recherches sur d’autres alternatives de production
d’énergie, telles que les énergies renouvelables, afin de limiter l’utilisation de combustibles
nocifs, comme le charbon, le pétrole ou le gaz naturel. Parmi ces énergies renouvelables, on
peut citer les énergies solaire, éolienne, géothermique, photovoltaïque, mais aussi l’énergie
nucléaire par fusion.
On compare dans le tableau 1 les énergies produites par la combustion d’une tonne de
pétrole, la fission d’une tonne d’uranium (enrichi à 4%) et la fusion d’une tonne d’un mé-
lange de deutérium-tritium (DT). Ces énergies sont exprimées en Tonne d’Équivalent Pétrole
(TEP), i.e. approximativement 41.868 GJ.
Combustible Production pour une tonne de combustible (TEP)
Pétrole 1
Charbon ∼ 0.7
Uranium (fission) ∼ 69000
DT (fusion) ∼ 8100000
Table 1 – Comparaison de la production d’énergie par le pétrole, par l’uranium et par le
deutérium-tritium
On voit tout de suite l’intérêt porté à la fusion nucléaire dans le cadre de la production
d’énergie. De plus, contrairement aux autres combustibles, le deutérium est largement ré-
pandu dans l’eau de mer (33 mg/L). Cette disponibilité abondante permettra aux futurs pays
exploitants de répondre plus facilement à leur besoins en énergie, voire d’être auto-suffisants.
Ceci amènera en conséquence une meilleure stabilité géo-politique sur le plan de l’énergie. Le
tritium quant à lui est très peu présent à l’état naturel, et est produit dans les centrales à
fission dans de faibles quantités. Cependant, les futures machines de fusion pourront générer
les quantités de tritium nécessaires à leur propre fonctionnement.
Un autre avantage considérable des machines à fusion est qu’elles présentent, par concep-
tion, un fonctionnement beaucoup plus sûr que les centrales à fission par exemple. En effet,
dans ces dernières, il existe toujours un risque que la réaction de fission s’emballe et devienne
incontrôlable, avec toutes les conséquences néfastes qui s’en suivent, telles que la libération de
produits toxiques et radioactifs. Or, dans les centrales à fusion, la moindre fuite ou perte de
confinement, refroidit instantanément le milieu combustible, et rend toute réaction de fusion
impossible. Le risque d’emballement n’existe donc pas avec la fusion. De plus, la réaction
en elle-même ne génère pas de déchets radioactifs. Cependant, les neutrons rapides issus de
la réaction peuvent activer les structures environnantes, les rendant radioactives, mais les
quantités de tels matériaux restent très inférieures à ce qui est généré par l’actuelle industrie
nucléaire (à fission) et sont beaucoup moins polluantes que les énergies à combustible fossile.
L’énergie nucléaire par fusion présente donc des avantages considérables pour être une
bonne alternative à la fission nucléaire et aux énergies fossiles.
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Le présent travail prend place dans le cadre de la fusion par confinement inertiel (FCI), et
plus précisément a pour objectif le calcul des propriétés radiatives des plasmas de FCI, mais
reste applicable à tous les plasmas, aussi bien naturels qu’industriels ou de laboratoire.
Nous allons voir dans le premier chapitre "Technique et technologie de la fusion" ce qu’est
la fusion, ses différentes filières (dont la FCI) et les défis techniques et technologiques qui
y sont liés. Nous allons aussi voir pourquoi nous avons besoin de connaître les propriétés
radiatives des plasmas de fusion et l’utilité des travaux menés durant cette thèse.
Dans le second chapitre "Structure atomique, populations et opacités", nous allons décrire
la théorie et les modèles déjà existants que nous avons utilisés et modifiés.
Dans le chapitre suivant, intitulé "Modélisation et Outils", nous allons décrire le modèle,
les outils et le code que nous avons développés et utilisés pour atteindre les objectifs fixés.
Nous avons consacré une partie de ce chapitre à la pré-validation de notre modèle.
Dans le dernier chapitre "Résultats", nous allons présenter l’application de notre modèle
sur des cas concrets. Cette partie a pour but de valider et de tester les limites de notre modèle
en comparant nos résultats à d’autres références de confiance.

Chapitre 1
Technique et technologie de la
fusion
Nous allons voir dans ce chapitre ce qu’est la réaction de fusion, les différents modes de
confinement des plasmas, et enfin le rôle que détient le calcul des propriétés radiatives de ces
plasmas dans toute machine de fusion.
1.1 Fusion thermonucléaire
Quand deux noyaux atomiques sont suffisamment proches, leur interaction forte dont la
portée est de l’ordre de 10−15 cm l’emporte devant la répulsion coulombienne. Grâce à l’effet
tunnel, la distance nécessaire pour la fusion est réduite à 10−14 m. La nouvelle particule pro-
duite par la fusion a un excès d’énergie et est donc instable. Sous l’effet de la radioactivité, qui
est due à l’interaction faible, elle se dés-excite en éjectant deux nouvelles particules différentes
des deux premières, ayant chacune une énergie cinétique importante. Il existe plusieurs réac-
tions de fusion thermonucléaire possibles, dont voici les plus intéressantes pour la production
d’énergie :
- 21D + 31T → 52He → 42He + 10n
- 21D + 21D → 42He →32He + 10n
- 21D + 21D → 42He → 31T + 11p
- 21D + 32He → 53Li →42He + 11p
2
1D et 31T désignent respectivement le deutérium (21H) et le tritium (31H), deux isotopes
différents de l’hydrogène.
On a représenté dans la figure 1.1 les sections efficaces de chacune de ces réactions en
fonction de la température du milieu. On remarque que c’est la réaction DT qui a la plus
grande section efficace. De plus, le pic de section efficace est le facilement atteignable (< 100
keV ' 109 K), contrairement aux autres qui requièrent une température plus élevée. C’est
donc la réaction D + T → 4He + n qui est retenue pour la fusion contrôlée.
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Figure 1.1 – Sections efficaces des différentes réactions de fusion
Nous avons vu plus haut que le deutérium est présent avec abondance dans l’eau de mer,
contrairement au tritium, qui est extrêmement rare avec approximativement 12 ans de demi-
vie. Il existe cependant une réaction qui permet de générer du tritium à partir de lithium,
dont les ressources disponibles sont suffisantes pour alimenter les futurs réacteurs à fusion
pour des centaines d’années :
1
0n + 63Li → 42He + 31H
1.2 Les modes de confinement
Pour favoriser la fusion du deutérium et du tritium, il faut chauffer le milieu à des tem-
pératures de l’ordre de 100 à 200 ×106 K, sachant que la température au centre du Soleil est
de 15 × 106 K. De telles températures extrêmes sont requises pour vaincre la barrière d’in-
teraction coulombienne entre les particules. En effet, celles-ci étant ionisées et donc chargées
positivement, elles se repoussent de plus en plus fortement au fur et à mesure qu’on les rap-
proche. De tels milieux ne peuvent être confinés de manière classique, i.e. où le combustible
est en contact avec les parois, au risque d’endommager celles-ci et de perdre l’énergie par
conduction et par convection.
Il existe un critère pour les réacteurs à fusion qui décrit la qualité du confinement. Il s’agit
du critère de Lawson qui permet de déterminer le temps de confinement τE en fonction de
la densité n et de la température T du milieu. τE est défini comme le temps nécessaire au
réacteur pour perdre toute son énergie interne Eint avec un taux de perte d’énergie Wpertes :
1.2. Les modes de confinement 7
τE =
Eint
Wpertes
, (1.1)
avec
Eint = 3n kB T V, (1.2)
où V est le volume du plasma.
En régime stationnaire, les pertes d’énergie sont égales à la somme de l’injection (Waux)
et de la production d’énergie par fusion (W4He). Seules les particules 4He servent à chauffer
le milieu, les neutrons fuient sans déposer leur énergie, celle-ci n’est donc pas comptabilisée,
on a alors :
Wpertes = W4He + Waux. (1.3)
On définit Q comme le rapport de la puissance produite par la fusion Wfusion et de la
puissance auxiliaire (de chauffage) injectée par l’utilisateur Waux :
Q = WfusionWaux
. (1.4)
Wfusion est définie comme la somme des énergies cinétiques des particules 4He et des neutrons
1n. L’énergie d’éjection du neutron est 4 fois plus grande que celle de l’hélium, on a donc :
Wfusion = W4He +W1n = 5W4He. (1.5)
On a aussi :
Wfusion =
n2
4 〈σv〉QDTV (1.6)
où 〈σv〉 est la moyenne sur la distribution des vitesses de la section efficace de fusion σ
multipliée par la vitesse v des noyaux , et QDT l’énergie libérée par une seule réaction de
fusion DT.
Les équations 1.3, 1.4 et 1.5 nous permettent d’écrire :
Wpertes = Wfusion
(1
5 +
1
Q
)
. (1.7)
Les équations 1.6 et 1.7 nous donnent :
Wpertes =
n2
4 〈σv〉QDTV
(1
5 +
1
Q
)
. (1.8)
Les équations 1.1, 1.2 et 1.8 nous permettent d’écrire :
nτE =
60 kBT
〈σv〉QDT
(
1 + 5Q
) . (1.9)
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En fixant le paramètre Q et la température T , on peut déterminer la densité n à atteindre
pour obtenir le temps de confinement τE voulu.
Nous allons maintenant voir les différents modes de confinement possibles permettant
d’atteindre les conditions de densité et de température nécessaires à la fusion.
1.2.1 La fusion par confinement gravitationnel
On retrouve ce mode de confinement dans le centre des étoiles. A cause de la gravité qui
s’exerce sur la totalité de la masse de l’étoile, la matière est attirée vers le centre, où elle
subit l’effet d’une pression et d’une température extrêmes. Au centre du Soleil par exemple,
la température est de 15 × 106 K et la pression est de 3.5 × 1011 bar. La gravité a donc un
rôle confinant et s’oppose aux collisions et à la répulsion coulombienne.
Figure 1.2 – Compression gravitationnelle
Malheureusement, cette technique ne peut être appliquée sur Terre. En effet, il est technique-
ment difficile de concentrer dans une machine suffisamment de masse (de l’ordre de la masse
d’une étoile) pour que la gravité l’emporte sur la barrière coulombienne.
1.2.2 La fusion par confinement magnétique (FCM)
La fusion par confinement magnétique consiste à faire léviter le plasma en limitant au-
tant que possible tout contact avec les parois. Pour cela, on utilise des bobines qui génèrent
des champs magnétiques très intenses. Le courant primaire présent dans le solénoïde central
(primary current, flèche rouge) génère le courant plasma (plasma current, flèche rouge). Ce
courant fait circuler les particules chargées du plasma dans l’axe toroïdal. Il est aussi respon-
sable de la génération d’un champ magnétique poloïdal (poloidal magnetic field, flèche jaune
en forme de cercle). Des bobines toroïdales (toroidal field coil, couleur marron) parcourues par
un courant (toroidal field coil current, flèche blanche) génèrent un champ magnétique poloïdal
(toroidal magnetic field, flèche jaune droite). La combinaison des champs magnétique toroï-
1.2. Les modes de confinement 9
Figure 1.3 – Principales bobines utilisées dans la fusion par confinement magnétique. Source :
Associated Plasma Laboratory (APL)
dal et poloïdal donne un champ magnétique hélicoïdal autour duquel circulent les particules
chargées. Plus le champ magnétique est intense, plus les particules sont confinées autour des
lignes de champ. Enfin, des bobines de contrôle de position (position control coils, en bleu)
sont présentes pour contrôler la position verticale du plasma. Une telle machine s’appelle To-
kamak, qui veut dire en russe toroidal’naja kamera magnetnymi katushkami, et en français,
chambre toroïdale avec bobines magnétiques.
On donne dans la figure 1.4 l’exemple de la machine ITER (International Thermonu-
clear Experimental Reactor et/ou "le chemin" en latin) avec les différents systèmes (chauffage
auxiliaire, injection du mélange DT, récupération de la chaleur, etc.)
Les numéros 1 à 6 sur la figure 1.4 représentent respectivement :
- injection du mélange combustible DT
- passage à l’état de plasma
- production de cendres (atomes d’hélium) et d’énergie
- conversion de l’énergie cinétiques des neutrons en chaleur
- production de vapeur pour alimenter un ensemble classique de production
d’électricité (turbine et alternateur)
Avec ITER, on espère atteindre la valeur Q = 10, i.e. générer 10 fois plus de puissance
produite par la fusion que de puissance auxiliaire injectée pour chauffer le plasma.
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Figure 1.4 – Schéma de principe du réacteur ITER. Source : CEA/IRFM
1.2.3 La fusion par confinement inertiel (FCI)
Ce mode de confinement consiste à chauffer le mélange DT en utilisant des lasers ultra-
intenses. Ce mélange est contenue dans une capsule sphérique. Il existe différentes façons de
focaliser les lasers. On distingue :
Attaque directe :
Les lasers sont focalisés directement sur la cible, i.e. la capsule de DT. La première étape
Figure 1.5 – Schéma de la fusion par confinement inertiel par attaque directe. Source : LANL
consiste à chauffer avec des lasers la surface de la cible. Une couche de plasma se forme
et se détend brutalement vers l’extérieur. Par réaction, le combustible est comprimé, c’est
la deuxième étape. Une fois le mélange de DT suffisamment comprimé (et chauffé à 100
MK), l’allumage a lieu. La réaction de fusion qui prend d’abord place au centre de la cible,
chauffe le milieu avoisinant, et se propage progressivement vers l’extérieur. Une des difficultés
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de cette méthode est la nécessité d’avoir une irradiation laser la plus isotrope possible. Le
manque d’homogénéité favorise l’apparition d’instabilités comme les instabilités de Richtmyer-
Meshkov et de Rayleigh-Taylor.
Ce type d’irradiation est utilisé au Laboratory of Laser Energetics (LLE-Rochester) grâce
au laser OMEGA.
Allumage rapide :
Figure 1.6 – Schéma de la fusion par confinement inertiel par allumage rapide. Source :
LANL
Dans une première étape, la cible est pré-comprimée par un laser à longue pulsation (noté
implosion laser sur la Fig. 1.6). Ensuite, un laser très intense à courte pulsation (noté heating
laser sur la même figure) est utilisé pour cibler et chauffer le centre du combustible. Ce
deuxième laser de chauffage peut être remplacé par un jet de particules (protons, électrons)
guidées par un cône en or (représenté en vert dans la Fig. 1.7 au plus près du centre.
Figure 1.7 – Utilisation d’un jet de particules accélérées avec la technique de l’allumage
rapide. Source : LLE et LLNL
Magnetized Liner Inertial Fusion (MagLIF) :
Initialement, un mélange DT froid est contenu dans un cylindre métallique, appelé liner.
Un champ magnétique permanent est appliqué le long de l’axe du cylindre (noté Bz sur
la Fig. 1.8). Ensuite, un laser est utilisé pour préchauffer le mélange DT, et un courant
électrique très intense traverse le liner métallique, créant un champ électrique et donc un
champ magnétique induit Bθ. Ce champ magnétique comprime l’ensemble jusqu’à atteindre
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les conditions nécessaires pour la fusion. Cette méthode de compression s’appelle la méthode
Z-pinch.
Cette technique nécessite une décharge d’un courant électrique extrêmement intense pour
générer un champ magnétique Bθ suffisamment fort. Ce mode de confinement est étudié au
Sandia National Labs en utilisant la Z-Machine.
Figure 1.8 – Schéma de la MagLIF. Source : Sandia National Laboratories
Attaque indirecte :
Figure 1.9 – Schéma de la fusion par confinement inertiel par attaque indirecte. Source : Les
défis du CEA (Illustration : Yuvanoe)
Ce mode de confinement consiste à placer une microbille contenant un mélange gazeux
de DT, entouré d’une couche en plastique appelée ablateur, voir (c) sur la Fig. 1.10. Cette
microbille est ensuite placé au centre d’un cylindre en or. Ce cylindre est appelé Hohlraum
et joue le rôle d’un four, voir la Fig. 1.9. Des rayons lasers sont ensuite focalisés sur les parois
intérieures du Hohlraum. Ces parois se transforment en plasma et émettent des rayons X,
de préférence de la façon la plus homogène tout autour de l’ablateur, pour éviter tous types
d’instabilités hydrodynamiques.
Ces rayons X sont ensuite absorbés par l’ablateur, qui à son tour se transforme en plasma
et se détend brutalement vers l’extérieur, voir (b) sur la figure 1.10. Par réaction, des ondes
compression sont créées et compriment le mélange DT jusqu’à atteindre la température et la
densité requises par la réaction de fusion (c).
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Figure 1.10 – Schéma de compression de la microbille combustible
1.3 Pourquoi calculer l’opacité et l’émissivité ?
Nous venons de voir les différents modes de confinement des plasmas de fusion. Les travaux
de cette thèse ont pour cadre la fusion par confinement inertiel par attaque indirecte mais
n’y sont pas limités, et peuvent être appliqués à tous les plasmas. L’étude des propriétés
radiatives de ces plasmas est cruciale.
1.3.1 Pour les calculs de transfert radiatif
L’ablateur a deux rôles. Le premier est d’absorber les rayons X en provenance des parois du
Hohlraum, de se détendre et de générer les ondes de compression. Le deuxième est d’absorber
les rayons X durs et de les empêcher d’atteindre le mélange DT de la microbille. En effet, ils
risquent de préchauffer le mélange avant l’arrivée des ondes de compression, rendant celle-ci
plus difficile à réaliser.
Il est donc indispensable de connaître les propriétés radiatives des matériaux composant
l’ablateur, qui est principalement constitué de carbone, auquel est ajouté un dopant pour
améliorer l’absorption des rayons X. Dans ce travail, nous avons choisi deux dopants : le
silicium et le germanium. Un autre mélange possible pour créer l’ablateur est le béryllium
dopé au cuivre. L’absorption du rayonnement X par l’ablateur pose le problème du transfert
radiatif.
Considérons une source de lumière monochromatique de fréquence ν éclairant un objet
(cylindrique sur la Fig. 1.11) par la section gauche avec une intensité Iν(x). L’intensité peut
aussi dépendre de l’angle solide ~Ω, mais cette dépendance ne sera pas explicitée, on la notera
donc Iν(x). A cause de l’absorption par cet objet, l’intensité baisse au fur et à mesure que
le faisceau se propage suivant l’axe du cylindre. Cette atténuation peut être totalement ou
partiellement contrebalancée par l’émission de l’objet absorbant (qui devient aussi émetteur).
À la sortie, le détecteur mesure une intensité Iν(x+ ∆x).
L’équation qui décrit la variation de l’intensité le long de l’axe x est l’équation de transfert
radiatif :
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Figure 1.11 – Schéma de transfert radiatif
dIν(x) = Iν(x+ dx)− Iν(x) = −kνIν(x)dx+ ενdx
ou encore :
dIν
dτν
= Sν − Iν (1.10)
où Sν = εν/kν est appelé terme source et dτν = kνdx épaisseur optique. kν(x) est le coefficient
d’absorption monochromatique à la fréquence ν. Il dépend de x, car, en général, les paramètres
plasma (densité, température, composition chimique) ne sont pas homogènes. L’unité de kν
est le cm−1. L’émissivité, εν , est homogène à une énergie par unité de temps, par unité de
volume, par unité de fréquence et par unité d’angle solide.
Si on néglige l’émissivité, la solution de l’équation 1.10 est simplement :
Iν(x = L) = Iν(x = 0) exp
[
−
∫ L
0
kν(x)dx
]
(1.11)
On définit la transmission :
Tr = exp
[
−
∫ L
0
kν(x)dx
]
(1.12)
C’est toujours cette quantité qui est mesurée lors d’une expérience en absorption. En effet,
on ne peut pas mesurer directement le coefficient d’absorption kν . Si le plasma est homogène,
kν ne dépend pas de x. Dans ce cas, la transmission s’écrit :
Tr = exp (−kνL) . (1.13)
Il est donc indispensable de connaître kν pour estimer l’intensité du rayonnement après la
traversée du milieu, et ainsi déterminer le dépôt d’énergie qui sert à chauffer la cible.
Deux autres grandeurs d’intérêt sont la densité d’énergie Eν et le flux radiatif ~Fν , qui sont
respectivement les moments angulaires d’ordre 0 et 1 de l’intensité radiative :
Eν =
1
c
∫
4pi
Iν(~Ω)d2Ω, (1.14)
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~Fν =
∫
4pi
Iν(~Ω)~Ωd2Ω. (1.15)
Si le milieu est à l’équilibre thermodynamique local (ETL 1) et est optiquement épais 2, le
flux radiatif s’écrit à l’approximation de Rosseland (approximation de type diffusion) sous la
forme :
Fν = −4pi3
( 1
kν
dBν
dT
)
dT
dx
, (1.16)
où Bν est la distribution de Planck et T la température. On remarque que l’équation 1.16
a la même forme que les lois de Fick (diffusion de la matière) et de Fourier (diffusion de la
chaleur), qui sont elles aussi des équations de type diffusion. En intégrant Fν sur toutes les
fréquences ν, on obtient le flux radiatif total :
Frad = −4pi3
1
kR
[∫ ∞
0
dBν
dT
dν
]
dT
dx
(1.17)
où kR est le coefficient d’absorption moyen de Rosseland,et défini par :
kR =
∫∞
0
dBν
dT
dν∫∞
0
1
kν
dBν
dT
dν
. (1.18)
La connaissance de l’opacité moyenne de Rosseland est très importante dans les simulations
des intérieurs stellaires. C’est une donnée d’entrée dans les codes de thermohydrodynamique
développés par les astrophysiciens, sans laquelle aucun résultat ne peut être obtenu.
Le problème du transfert radiatif ne se pose pas uniquement pour la FCI mais concerne
aussi les plasmas de FCM, naturels et industriels.
1.3.2 Pour diagnostiquer
Certains diagnostics non perturbatifs utilisent les propriétés radiatives des plasmas pour
estimer par exemple la température, la densité ou la concentration de certains éléments chi-
miques, tels que les ions d’hélium ou les particules arrachées aux parois dans les tokamaks.
Dans le cas idéal, le rapport des intensités de deux transitions différentes est de la forme :
I2
I1
= α(Te) (1.19)
ou
I2
I1
= β(ne) (1.20)
où α et β sont des fonctions qui dépendent de la structure atomique et des différents processus
1. La notion d’ETL sera reprise dans la section "2.2.1.1"
2. Un milieu est optiquement épais si sa longueur d’absorption la = 1/kν est inférieure à l’échelle de
variation de l’intensité | I/∇(I) |.
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qui ont lieu dans le plasma. Le calcul théorique de ces transitions permet donc d’associer
une température Te (ou une densité ne) à chaque valeur différente du rapport I2/I1. Par
identification avec les raies mesurées expérimentalement, on peut déduire la température (ou
la densité). On peut citer à titre d’exemple la méthode de Gabriel qui consiste à appliquer le
raisonnement ci-dessus sur des raies satellites de recombinaison diélectronique [1]. La difficulté
ici est que dans le cas réel, on a souvent :
I2
I1
= γ(Te, ne) (1.21)
et qu’une valeur du rapport I2/I1 peut avoir plusieurs solutions (Te,ne). Il faut donc trouver
des raies qui s’approchent le plus possible des équations 1.19 ou 1.20.
Un autre exemple est la méthode Boltzmann-Plot : on démontre qu’à l’ETL, on a :
I2
I1
= E2
E1
A2
A1
g2
g1
exp
(
−E2 − E1
kBTe
)
(1.22)
où I2 et I1 sont les intensités de deux raies différentes, chacune étant caractérisée par une éner-
gie de transition E et par un taux d’émission spontanée A. g2 et g1 sont les poids statistiques
des niveaux initiaux de chacune des deux transitions. On peut aussi écrire :
ln
(
I2
I1
)
= ln
(
E2g2A2
E1g1A1
)
− E1 − E2
kBTe
(1.23)
La représentation graphique du membre de gauche en fonction du membre de droite est une
application affine de pente −1/kBTe, ce qui permet d’en déduire la température Te.
Lorsqu’on s’intéresse à la fraction des électrons suprathermiques fhot, on peut étudier le
rapport ILyα/W , où ILyα etW sont respectivement les intensités des transitions 2p
2P1/2,3/2 − 1s 2S1/2
[Ar17+] et 1s2 1S0 − 1s 2p 1P1 [Ar16+], en fonction de la température des électrons lents, Te.
Dans la Fig. 1.12[2], on a représenté ILyα/W en fonction de Te pour différentes valeurs de
fhot. Ces électrons ont une température Thot = 20 keV. La densité électronique totale (lent +
suprathermique) est ne = 1022 cm−3.
Cette figure montre que le calcul du rapport d’intensité peut aider à diagnostiquer fhot.
La flèche rouge montre qu’il existe 2 solutions pour une même valeur du rapport ILyα/W , i.e.
[Te = 400 eV, fhot = 0.1] et [Te = 930 eV, fhot = 0]. On en déduit que négliger les électrons
suprathermiques (fhot = 0) aboutit à Te = 930 eV, alors qu’expérimentalement, on peut avoir
Te = 400eV (et fhot = 0.1). On peut se référer aux Réf. [3, 4] pour voir comment identifier la
solution unique.
On démontre une fois de plus, qu’il est très important d’étudier théoriquement les struc-
tures atomiques et les propriétés radiatives des plasmas quelle que soit leur application. Ce-
pendant, le développement de modèles théoriques capables de reproduire les mesures expéri-
mentales d’opacité et d’émissivité dans un large domaine de conditions initiales, est un défi
de taille, aussi bien au niveau de la physique théorique et expérimentale qu’au niveau des
moyens et techniques de calcul massif.
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Figure 1.12 – Corrélation entre fhot et ILyα/W avec Thot = 20 keV et ne = 10
22 cm−3
C’est dans cette optique qu’on se propose d’améliorer des modèles déjà existants et d’ap-
porter des développements permettant d’optimiser la précision et le temps de calcul. Ces
développements répondent à des besoins existants, notamment dans le Laboratoire Aimé
Cotton, qui ne disposait pas jusqu’à aujourd’hui d’un code qui lui est propre, avec tous les
avantages d’un code maison. Le code développé durant ce travail de thèse bénéficie d’une
grande flexibilité. Il est compréhensible et facilement exportable sur toutes les plateformes,
ce qui permet de connaître avec précision la physique qui y est implémentée.
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Les propriétés radiatives d’un plasma sont déterminées par la structure atomique, les
populations des niveaux atomiques et les sections efficaces d’absorption (et d’émission) des
ions qui constituent le plasma. On désigne par "structure atomique" l’ensemble des niveaux
d’énergie (ou niveaux atomiques) et des probabilités de transition radiative entre tous les
niveaux. Il est ensuite essentiel de déterminer la population ou la probabilité de présence de
chaque niveau.
2.1 Structures atomiques
2.1.1 Niveaux atomiques
Le calcul de la structure atomique nécessite la résolution d’une équation fondamentale qui
régit la physique atomique. Deux telles équations sont souvent utilisées pour déterminer les
niveaux atomiques : l’équation de Schrödinger et l’équation de Dirac.
2.1.1.1 Equations de Schrödinger et de Dirac
Pour un atome à N électrons liés, l’équation de Schrödinger dépendant du temps s’écrit :
HΨ(~r1, ~r2, . . . , ~rN , t) = i}
∂
∂t
Ψ(~r1, ~r2, . . . , ~rN , t). (2.1)
En régime stationnaire, elle prend la forme :
HΨ(~r1, ~r2, . . . , ~rN , t) = EΨ(~r1, ~r2, . . . , ~rN , t) (2.2)
où Ψ est la fonction d’onde et E une énergie du système de N électrons. E est une valeur
propre de l’Hamiltonien H, qui s’écrit :
H = −
∑
i
}2
2m∇
2
i + V (~r, t), (2.3)
où −(}2/2m)∇2i et V (~r, t) représentent respectivement l’énergie cinétique de l’électron i et le
potentiel prenant en compte les interactions électron-électron et électron-noyau. Rigoureuse-
ment, V (~r, t) s’écrit :
V (~r, t) = −
N∑
i=1
1
4pi0
Ze2
ri
+
N∑
i,j=1 (i>j)
1
4pi0
e2
rij
+O(V ) (2.4)
où Z est le numéro atomique. Le premier terme à droite représente l’interaction coulombienne
entre l’électron i et le noyau, le deuxième décrit l’interaction entre deux électrons i et j, et
le dernier contient toutes les autres interactions (spin-orbite, terme de masse-vélocité, terme
de Darwin, etc.) qui peuvent être considérées comme des perturbations à cause de leur faible
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intensité.
L’équation de Dirac est une équation plus récente et plus sophistiquée que l’équation de
Schrödinger. Elle prend en compte de manière précise les effets relativistes et elle a permis de
prédire l’existence du positron.
Pour une particule libre, elle s’écrit [5] :
[βmc2 + c~α · ~p]Ψ(~r, t) = i} ∂
∂t
Ψ(~r, t). (2.5)
Les 3 composantes αi(i = 1, 2, 3) du vecteur ~α et β sont les matrices de Dirac. En prenant
l’opérateur quantité de mouvement ~p suivant la direction z, l’Hamiltonien s’écrit :
H = βmc2 + c~α · ~p =

mc2 0 pc 0
0 mc2 0 −pc
pc 0 −mc2 0
0 −pc 0 −mc2
 (2.6)
La prise en compte d’un champ électromagnétique (e.g. l’interaction entre électrons et noyau)
se fait par les changements suivants :
i~
∂
∂t
→ i~ ∂
∂t
− eφ (2.7)
~p→ ~p− e
c
~A (2.8)
où φ et ~A sont respectivement le potentiel scalaire (e.g. interaction coulombienne électron-
électron ou électron-noyau) et le potentiel vecteur (champ magnétique).
Les atomes étudiés dans ce travail ont un numéro atomique Z ≤ 32. Les effets relativistes
sont donc faibles et l’équation de Schrödinger est alors bien adaptée à notre étude. La résolu-
tion de l’équation de Schrödinger peut être difficile en raison de l’interaction électron-électron
(en 1/rij) et des autres interactions qui risquent d’alourdir le calcul si elles sont toutes prises
en compte en même temps. On utilise donc souvent la méthode perturbative avec le modèle
du champ central que nous allons décrire dans la section suivante.
2.1.1.2 Modèle du champ central non perturbé
Méthode de résolution :
Le modèle du champ central consiste à considérer un champ moyen VCF(r), à symétrie
sphérique, auquel sont soumis tous les électrons (à cause de l’interaction noyau-électron et
électron-électron). Il s’agit donc d’une première approximation, car l’interaction entre les
électrons dépend aussi de θ et φ. On donne dans la section 2.1.1.2 quelques modèles utilisés
pour obtenir un tel champ central. Des corrections pour prendre en compte les caractères non
sphérique, relativistes (et autres) seront apportées par la méthode des perturbations dans
l’étape suivante (section 2.1.1.3).
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Dans le modèle du champ central, non-relativiste et stationnaire, l’équation de Schrödinger
prend la forme suivante :
HCFΨ = EΨ, (2.9)
avec
HCF =
∑
i
[
− ~
2
2m∇
2
i + VCF(ri)
]
(2.10)
et
VCF(ri) = − Ze
2
4pi0ri
+ Vie(ri), (2.11)
où (−~2/2m)∇2i et −Ze2/4pi0ri sont respectivement l’énergie cinétique de l’électron i et
l’énergie d’interaction coulombienne entre l’électron i et le noyau. Vie(ri) est la partie radiale
de l’interaction électron-électron qui ne dépend que de la distance au noyau. Ainsi, deux
électrons différents situés à la même distance du noyau, seront soumis au même potentiel
VCF.
On peut écrire la fonction d’onde Ψ du système comme le produit des fonctions d’onde
individuelles de chaque électron :
Ψ =
N∏
i=1
ψi(~ri). (2.12)
L’équation 2.9 s’écrit dans ce cas :
− ~
2
2m∆ψ(~r) + VCF(r)ψ(~r) = ψ(~r). (2.13)
La symétrie sphérique du potentiel permet de décomposer la fonction d’onde Ψ en une partie
radiale et une partie angulaire :
ψ(~r) = R(r)f(θ, φ). (2.14)
Si on définit P (r) par P (r) = rR(r), alors P (r) sera solution de l’équation :[
− ~
2
2m
d2
dr2
+ l(l + 1) ~
2
2mr2 + VCF(r)
]
P (r) = P (r).
La partie angulaire f peut être développée sur la base des harmoniques sphériques {Y mll }.
On montre alors que la fonction d’onde monoélectronique s’exprime comme :
ψnlml(~r) =
Pnl(r)
r
Y mll (θ, φ) = Rnl(r)Y
ml
l (θ, φ), (2.15)
où ml est le nombre quantique magnétique (−l ≤ ml ≤ l). Si on prend en compte l’état de
spin de l’électron, on aura
ψnlmlms(~r, σ) = Rnl(r)Y
ml
l (θ, φ)χ
ms
s (s), (2.16)
où s = 1/2 et ms = ±1/2.
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Déterminants de Slater :
Une façon plus précise d’exprimer Ψ consiste à l’écrire sous la forme du déterminant de
Slater :
Ψ(ξ1, ξ2..., ξN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
ψk1(ξ1) ψk2(ξ1) . . . ψkN (ξ1)
ψk1(ξ2) ψk2(ξ2) . . . ψkN (ξ2)
...
... . . .
...
ψk1(ξN ) ψk2(ξN ) . . . ψkN (ξN )
∣∣∣∣∣∣∣∣∣∣
(2.17)
La spin-orbitale ψki(ξj) est donnée par l’équation 2.16. ki = (nilimlimsi) désigne donc un état
mono-électronique et ξj = (~rj , sj) désigne les coordonnées spatiales et de spin de l’électron j.
ψki(ξj) correspond donc au cas où l’électron j de coordonnées d’espace et de spin ξj occupe
l’état ki.
Ecrire Ψ sous la forme d’un déterminant de Slater permet de tenir compte du principe d’ex-
clusion de Pauli (si deux électrons occupent le même état, la fonction d’onde Ψ est nulle) et
de l’antisymétrie (si on permute deux électrons, Ψ change de signe).
Exemples de champ central VCF(r) :
Nous venons de décrire la méthode de résolution de l’équation de Schrödinger pour un po-
tentiel VCF(r) quelconque. La seule condition à satisfaire est que ce potentiel doit uniquement
dépendre de r, la distance au noyau. On décrit ci-dessous quelques modèles souvent utilisés
pour générer un tel potentiel.
Modèle de Thomas-Fermi :
Le modèle de Thomas-Fermi est l’approche la plus simple de la Théorie de Fonctionnelle
de la Densité (TFD). Dans les méthodes traditionnelles (e.g. méthode Hartree-Fock, voir
plus loin la section 2.1.1.4), la quantité fondamentale qu’on cherche à calculer est la fonction
d’onde multiélectronique, écrite sous la forme d’un déterminant de Slater. Dans le cas de la
TFD, la quantité qu’on cherche à calculer est la densité électronique, à partir de laquelle
sont calculées les énergies cinétique des électrons et d’interaction coulombienne. La densité
électronique est supposée uniforme à l’intérieur d’un volume ∆V suffisamment petit. L’atome
est assimilé à une sphère neutre et de rayon R0 déterminé par la densité ionique. Aucune
distinction n’est faite entre les électrons liés et les électrons libres se trouvant dans la sphère,
et c’est la statistique de Fermi qui leur est appliquée :
n(E) ∝ 1
1 + e(E−µ)/kBTe
, où n(E) est le nombre d’électrons par unité de volume dont l’énergie est comprise entre E
et E + dE. µ désigne le potentiel chimique. La densité électronique s’écrit :
ρ(r) =
∫ ∞
0
n(E)dE. (2.18)
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On fait l’hypothèse de la symétrie sphérique, compatible avec un potentiel central, de sorte
que la densité dépend uniquement de la distance r au centre de la sphère 1. La condition de
neutralité à l’intérieur de la sphère s’écrit :
Z =
∫ R0
0
4pir2ρ(r)dr (2.19)
où Z est le numéro atomique. Cette condition fixe le potentiel chimique µ. La méthode consiste
à appliquer le principe variationnel à l’énergie totale Etot de l’atome :
Etot =
∫ R0
0
[
3
5[3pi
2ρ(r1)]2/3 − 2Z
r1
+ 12
∫ R0
0
2
r>
ρ(r2)4pir22dr2
]
ρ(r1)4pir21dr1 (2.20)
Dans cette équation, l’intégrale de ρ2/3 représente l’énergie cinétique de tous les électrons. La
minimisation de l’énergie totale se fait à nombre d’électrons constant. La condition à remplir
est donc
δ(Etot − λN) = 0, (2.21)
où λ un multiplicateur de Lagrange. L’application du principe variationnel permet d’obtenir
le potentiel de Thomas-Fermi VTF(r). Si on pose x = r/u, où u = (1/4)(9pi2/2Z)1/3, VTF(r)
est donné par
VTF(r) = −2Z
r
χ(x)− 2
R0
(Z −N), (2.22)
où la fonction χ est solution de l’équation différentielle
χ′′(x) = χ3/2/x1/2 (2.23)
et doit vérifier les conditions au bord de la sphère :
χ(x0) = 0,
x0χ
′(x0) = −(Z −N)/Z,
où x0 = R0/u.
Le modèle de Thomas-Fermi permet de décrire les propriétés thermodynamiques (énergie
interne et pression) des plasmas denses et chauds. Cependant, il présente plusieurs limitations
dont l’absence de l’interaction d’échange, qui consiste en une "force" (différente d’une vraie
force où il y a un échange de particules, comme les photons pour la force électromagnétique) de
répulsion (aussi appelée répulsion de Pauli). Cette interaction est la conséquence du principe
d’exclusion de Pauli, selon lequel deux fermions indiscernables se repoussent quand leurs
fonctions d’onde se chevauchent. Dirac a ajouté un terme d’interaction d’échange à VTF pour
tenir compte de l’échange. Dans ce deuxième modèle connu sous le nom du modèle de Thomas-
Fermi-Dirac [6], le potentiel est donné par :
VTFD(r) = −2Z
r
Υ(x) + 116pi2 −
2
R0
(Z −N), (2.24)
1. E dépend de r à travers le terme d’énergie potentielle.
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où Υ est solution de l’équation
Υ′′(x) = x
[(Υ
x
)1/2
+ β0
]3
, (2.25)
où β0 = (3/25pi2Z2)1/3. La fonction Υ satisfait les conditions :
Υ(0) = 1
Υ(x0) = β20x0/16
x0Υ′(x0)−Υ(x0) = −(Z −N)/Z.
Les termes 1/16pi2 et β0 proviennent de l’énergie d’échange. Si on les annule, l’équation 2.24
est alors identique à l’equation 2.22. Malgré la faible précision de cette méthode, elle est
couramment utilisée pour approcher les valeurs en énergie des niveaux, car elle est rapide en
temps machine.
Une deuxième limitation est liée à l’absence des corrélations entre les électrons, c’est-à-dire
les effets qu’a chaque électron sur les autres.
La troisème limitation est que le potentiel moyen VTF(r) n’a pas les bons comportements
asymptotiques. En effet, quand r tend vers 0, la densité électronique tend vers l’infini comme
r−3/2 au lieu de rester finie, et quand r tend vers l’infini, la densité électronique tend vers 0
comme r−6 pour les atomes neutres et s’annule en une valeur finie r0 pour les ions, au lieu de
tendre vers 0 comme une exponentielle [7].
L’avantage de ce modèle est qu’il n’est pas nécessaire de faire des itérations avec des
fonctions d’essai comme pour la méthode Hartree-Fock (HF). Cependant, la méthode TF
peut être utilisée pour générer des fonctions d’essai à utiliser avec la méthode HF. De plus, la
condition d’orthogonalisation des Pnili(r) pour une valeur donnée de li est automatiquement
satisfaite.
Modèle de l’atome moyen (Average Atom) :
Le modèle de l’atome moyen est une extension du modèle de Thomas-Fermi dans la mesure
où il ne fait pas non plus la différence entre les électrons liés et les électrons libres mais inclut
le caractère quantique de ceux-ci. Il utilise en effet l’équation de Schrödinger avec un potentiel
moyen auto-cohérent V (r) pour l’ensemble des électrons mais, comme dans le modèle TF, il
utilise la statistique de Fermi pour calculer la distribution des électrons liés sur les différentes
sous-couches nl [8].
Les électrons liés satisfont l’équation de Schrödinger suivante [9] :
d2Rnl
dr2
+ 2
(
Enl − V (r)− l(l + 1)2r2
)
Rnl = 0 (2.26)
Les électrons libres obéissent à la même équation mais en remplaçant nl par l. Le potentiel
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V (r) est composé d’un terme direct et d’un terme d’échange :
V (r) = Vex + Vdir. (2.27)
Le terme d’échange s’écrit :
Vex(r) = −
[24
pi
ρ(r)
]
. (2.28)
Le terme direct est calculé grâce à l’équation de Poisson :
∆Vdir = 4pi (−ρ(r) + Zδ(r)) . (2.29)
La densité électronique ρ(r) incluent les électrons liés et libres :
ρ(r) = ρb(r) + ρf(r) (2.30)
avec
ρb(r) =
1
4pir2
∑
n,l
2(2l + 1)Rn,l(r)2
1 + e(E−µ)/kBTe
. (2.31)
ρf(r) a la même expression que ρb(r) mais en remplaçant nl par l. Le potentiel chimique µ
est calculé comme précédemment, en imposant la neutralité électrique de la sphère.
Ce modèle permet de générer des profils spectraux d’absorption ou d’émission, mais comme
il fait intervenir un atome moyen, les profils représentent ce que donnerait un atome fictif ayant
pour propriétés les moyennes statistiques des vraies propriétés du plasma.
Potentiels paramétriques :
Il est possible de définir des potentiels paramétriques comme première estimation de VCF.
Ces potentiels ne sont que des objets mathématiques flexibles qu’il est possible d’optimiser
tout au long des itérations jusqu’à tendre vers un potentiel physique. Un potentiel paramé-
trique peut s’écrire sous la forme suivante :
V (r) = Z
r
m∑
n=0
anr
n exp(−bnr). (2.32)
L’optimisation des paramètres an et bn peut se faire par exemple par rapport à des mesures
expérimentales de niveaux d’énergie, ou d’autres quantités comme l’énergie moyenne d’une
configuration électronique (méthode Hartree-Fock). On impose à ces potentiels paramétriques
certaines conditions, e.g. [8] :
- V (r) → −(Z − N + 1)e2/4pi0r quand r → ∞, ce qui correspond au potentiel coulombien
vu par un électron loin du noyau, qui est donc écranté par un nuage de N − 1 électrons.
- V (r)→ − (Ze2/4pi0r)+C quand r → 0, où C est le potentiel d’interaction entre l’électron
situé en r = 0 et le nuage de N − 1 électrons.
Ces contraintes servent à rapprocher le potentiel mathématique le plus possible du poten-
tiel physique pour réduire le temps nécessaire à l’optimisation (adaptation des paramètres par
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la méthode non-linéaire de Nelder-Mead [10] par exemple) et à la convergence de l’algorithme.
Dans le code FAC (Flexible Atomic Code)[11], le potentiel paramétrique est de la forme :
VFAC(r) = − Ze
2
4pi0r
+ (N − 1)e
2
4pi0r
(
1− e
−λr
1 + ar
)
. (2.33)
Le lecteur intéressé pourra consulter la référence [12] dans laquelle Iglesias, Rogers et
Wilson détaillent le potentiel paramétrique utilisé dans le code OPAL (code de calcul d’opacité
du Lawrence Livermore National Laboratory). Les résultats obtenus sont comparés à des
mesures expérimentales et à d’autres calculs théoriques (modèle à champ autocohérent). Dans
la référence [13], Klapisch décrit également le programme MAPPAC de calcul des fonctions
d’onde avec la méthode des potentiels paramétriques.
2.1.1.3 Perturbations du champ central
Perturbation par l’interaction coulombienne électron-électron :
Pour faire tendre l’Hamiltonien HCF vu plus haut vers un Hamiltonien plus physique H,
on peut utiliser la méthode des perturbations. On écrit la perturbation sous la forme :
Hie = H −HCF = −
N∑
i=1
Ze2
4pi0ri
−
N∑
i=1
VCF(ri) +
∑
i
N∑
j>i
(
e2
4pi0rij
)
. (2.34)
Le nouvel Hamiltonien résultant est :
H =
N∑
i=1
(
− ~
2
2m∇
2
i −
Ze2
4pi0ri
)
+
N∑
i=1
N∑
j>i
(
e2
4pi0rij
)
. (2.35)
On retrouve le terme d’énergie cinétique (−~2/2m)∇2i et le terme d’énergie d’interaction
entre l’électron i et le noyau, −Ze2/4pi0ri. Le nouveau terme qui apparaît est celui de la
répulsion coulombienne entre les électrons ∑i∑j>i (e2/4pi0rij), où rij est la distance entre
les électrons i et j. Pour chaque électron i, la somme se fait sur tous les autres électrons j.
On remarque qu’il y a un signe − devant le terme d’interaction entre l’électron et le noyau, ce
qui indique que cette interaction renforce la liaison de l’électron et le noyau, contrairement au
terme de répulsion entre les électrons, qui s’oppose à cette liaison. En effet, tous les électrons
j écrantent la charge du noyau vue par l’électron i, ce qui a pour effet une liaison moins forte.
Perturbation par l’interaction Spin-Orbite :
En se déplaçant autour du noyau, les électrons voient une charge positive leur orbiter
autour. Ceci a pour effet la création d’un champ magnétique ~B = −~v × ~E/c2 ressenti par
chacun des électrons, où ~v est le vecteur vitesse de l’électron et ~E le champ électrique auquel il
est soumis. Ce champ magnétique interagit avec le moment magnétique de spin ~µ de l’électron
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et engendre une perturbation HSO à l’Hamiltonien H vu plus haut (voir annexe B pour une
démonstration semi-classique simplifiée) :
HSO =
~2
2m2c2
N∑
i=1
1
ri
dV (ri)
dri
(~si · ~li) =
N∑
i=1
ξ(ri)(~si · ~li) (2.36)
V (ri) est l’énergie potentielle de l’électron i dans le champ du noyau, ~si et ~li sont respecti-
vement le moment angulaire de spin (ou spin) et le moment cinétique orbital de l’électron i.
Cette perturbation, de nature relativiste, est appelé "interaction spin-orbite". Elle explique
la structure fine de l’atome. En effet, sans cette interaction, les niveaux atomiques ayant les
mêmes valeur de L (nombre quantique de moment angulaire orbital total) et de S (nombre
quantique de moment angulaire total de spin) sont dégénérés et ont donc la même énergie.
La perturbation de H par HSO lève la dégénérescence de ces niveaux. Ainsi, de tels niveaux
vont se séparer en 2J + 1 sous-niveaux, où J est le nombre quantique de moment angulaire
total ~J .
L’interaction coulombienne électron-élctron d’une part et l’interaction spin-orbite d’autre
part couplent les moments angulaires orbitaux et de spin de tous les électrons, de telle sorte
que le moment angulaire total ~J reste constant. Il y a deux façons de coupler les moments
angulaires :
Le couplage L− S :
~J = ~L+ ~S = ∑i ~li +∑i ~si
ou le couplage j − j :
~J = ∑i ~ji = ∑i (~li + ~si)
Couplage LS (Russel-Saunders) :
On couple les ~li :
∑~li = ~L et les ~si :∑ ~si = ~S. Enfin, on couple ~L et ~S : ~L+ ~S = ~J . C’est le
couplage LS, appelé aussi couplage de Russel-Saunders. Ce couplage est valable quand l’inter-
action spin-orbit est suffisamment faible devant l’interaction coulombienne électron-électron,
i.e. quand HSO << Hie. Plus l’atome est léger, plus ce type de couplage est valable, car dans
ce cas, le champ électrique ~E et donc le champ magnétique ~B ressentis par chaque électron
(à cause de son orbite autour du noyau) est plus faible. Il s’agit donc d’un cas limite où les
électrons sont peu rapides devant la vitesse de la lumière.
Dans le cadre du couplage LS, chaque niveau d’énergie est identifié par :
- la configuration électronique à laquelle il appartient, qui décrit la distributions des électrons
liés sur les différentes sous-couches nl.
- le terme spectroscopique auquel il appartient, sous la forme 2S+1L. S et L sont respective-
ment le moment angulaire total de spin et le moment angulaire orbital total. Par exemple, si
L = 1 et S = 1, le terme s’écrit 3P . L = 0 et L = 2 sont représentés par les termes 2S+1S
et 2S+1D). 2S + 1 est appelé la multiplicité, car chaque terme 2S+1L donne 2S + 1 niveaux
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Figure 2.1 – S-splitting, L-splitting et J-splitting
ayant chacun sa propre valeur de J 2.
- son nombre quantique J . Comme vu au point précédent, la levée de dégénérescence du
terme 3P (par exemple) donne 3P0,3P1 et 3P2. La génération des 2S + 1 valeurs de J se fait
en utilisant J = |L− S|, |L− S|+ 1, ..., L+ S. Chaque niveau peut donc être représenté par
le symbole 2S+1LJ . La dégénérescence du niveau 2S+1LJ est égal à 2J + 1, car comme on le
verra dans 2.1.1.3, un champ magnétique suffisamment important lèvera la dégénérescence en
J pour donner naissance à 2J + 1 états ayant chacun sa propre valeur de MJ .
- son énergie.
Couplage jj :
On couple ~li et ~si pour chaque électron avec comme résultat ~ji = ~li+ ~si. On couple ensuite
tous les ~ji :
∑
i
~ji = ~J . Ce couplage est valable quand l’interaction spin-orbite est importante
devant l’interaction électron-électron, i.e. quand HSO ∝ Z4 >> Hie. Il s’agit là aussi d’un cas
limite, où l’atome est assez lourd. La figure 2.1 correspond au couplage LS, mais le couplage
jj donne les mêmes niveaux atomiques, avec un certain décalage dans l’énergie de chaque
niveau. La figure 2.2 montre la correspondance des niveaux entre les deux couplages LS et jj.
En couplage jj pur, les niveaux atomiques peuvent être notés de deux façons :
-
(
4p21/2 4p3/2
)
3/2
: ce qui veut dire qu’il y a deux électrons sur la sous-couche 4p ayant chacun
j = 1/2, et un électron sur la même sous-couche 4p ayant j = 3/2. Le couplage des 3 électrons
donne J = 3/2 (l’indice à droite de la parenthèse).
- 4d35/24d23/2 (9/2, 2)11/2 : le 9/2 entre parenthèses signifie que le couplage des 3 premiers
électrons 4d35/2 donne J = 9/2, le 2 entre parenthèses signifie que le couplage des 2 électrons
4d23/2 donne J = 2. Enfin, l’indice 11/2 signifie que le couplage de tous les électrons donne
J = 11/2. En couplage jj, un niveau atomique est identifié de la même façon qu’en couplage
LS, seule la notation 2S+1L est remplacée par la notation jj.
2. Si L < S, on a 2L+ 1 niveaux.
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Figure 2.2 – Correspondance couplage LS-couplage jj
Autres couplages :
Il existe d’autres types de couplages, comme le couplage jl (adapté au calcul de spectre des
gaz inertes) et le couplage Jj (adapté aux configurations fms dans les lanthanides). Ces deux
nouveaux couplages s’appliquent généralement dans le cas d’un électron optique suffisamment
excité, pour que son interaction électrostatique avec le reste des électrons (proches du noyau,
qu’on appelle électrons résiduels) soit faible devant l’interaction spin-orbite. On désigne par
L, S, J , l et s les moments angulaires. H est l’Hamiltonien de spin-orbite et F et G sont
respectivement l’intégrale radiale directe (ou de Coulomb) et d’échange. Les indices 0 et ′ se
rapportent respectivement aux électrons résiduels et à l’électron optique. F et G sont définis
par :
F k(nala, nblb) = Rk(nalanblb, nalanblb) (2.37)
Gk(nala, nblb) = Rk(nalanblb, nblbnala) (2.38)
avec
Rk(nalanblb, nclcndld) =
∫ ∞
0
∫ ∞
0
rk<
rk+1>
Rnala(r1)Rnblb(r2)Rnclc(r1)Rndld(r2)dr1dr2 (2.39)
où Rnl(r)/r est la partie radiale de la fonction d’onde d’un électron sur la sous-couche nl à la
distance r du noyau (voir 2.14) et r< = min(r1, r2). Les intégrales Rk, F k et Gk sont appelées
intégrales de Slater. Le tableau 2.1 montre les différents types de couplage [14].
En prenant pour exemple la quatrième ligne du tableau, on a : Jj | ((S0L0)J0(s′l′)j′)J .
Il s’agit du couplage Jj, où on commence d’abord par coupler S0 et L0 pour obtenir J0, on
couple ensuite s′ et l′ pour obtenir j′, qu’on couple avec J0 pour obtenir J .
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Couplage Ordre de couplage Validité
LS ((S0s’)S(L0l’)L)J GH0+H’ ; F0 H0
LS0 ((S0(L0l’)L)Ks’)J FH0 G+H’ ; F0 H0
Jl (((S0L0)J0l’)Ks’)J H0 FG+H’ ; F0 H0
Jj ((S0L0)J0(s’l’)j’)J H’F’+G ; F0 H0
jjl (((jj. . .)J0l’Ks’)J FH’+G ; H0 F0
jj ((jj. . .)J0(s’l’)j’)J H’F+G ; H0 F0
Table 2.1 – Autres types de couplages
Perturbation par un champ magnétique externe (Effet Zeeman) :
De la même façon qu’un champ électrique extérieur lève la dégénérescence d’une sous-
couche nl, un champ magnétique extérieur ~B suffisamment important lève la dégénérescence
d’un niveau atomique associé à une valeur de J, pour faire apparaître 2J+1 états ayant chacun
une valeur différente de MJ (−J ≤ MJ ≤ +J). MJ est le nombre quantique secondaire du
moment angulaire total. C’est la raison pour laquelle la dégénérescence d’un niveau J est
2J + 1. Ainsi, en l’absence d’un champ magnétique, seule la raie principale apparaît dans le
Figure 2.3 – Levée de dégénérescence en présence d’un champ magnétique externe
spectre, et au fur et à mesure que ~B augmente, de nouvelles raies correspondant aux états du
niveau dégénéré apparaissent. Le champ magnétique ne "crée" pas ces nouveaux états, il fait
apparaître des états déjà existants.
C’est grâce à cet effet que G.E. Hale a mesuré les champs magnétiques des tâches solaires.
Aujourd’hui, on est capable de mesurer le champ magnétique d’objets lointains (galaxies,
étoiles, etc). Il existe aussi des applications de cet effet dans l’industrie, e.g. l’instrumentation
ou la sidérurgie (four à effet Zeeman, spectrométrie d’absorption atomique, etc.).
L’interaction entre le champ ~B et le moment magnétique s’écrit au premier ordre :
HB = −~µ · ~B. (2.40)
~µ = −gLµB~L est le moment magnétique de l’électron, gL ≈ 1 est le facteur de Landé, et µB
est le magnéton de Bohr.
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Interaction hyperfine :
Le noyau atomique étant composé de protons et de neutrons ayant chacun son spin, il
en résulte un spin nucléaire total noté ~I, et donc un moment magnétique relatif au noyau
~µI = gIµN ~I, où gI et µN sont respectivement le g-Factor et le magnéton nucléaire.
Le moment magnétique nucléaire interagit avec le champ magnétique ~B qui est dû aux
moments cinétiques orbitaux et de spin des électrons. Il en résulte une interaction HHFS =
− ~µI · ~B. Quand l’interaction de structure hyperfine est suffisamment faible, on peut écrire
HHFS = A~J · ~I avec A le coefficient de dipôle magnétique [7].
2.1.1.4 Autres méthodes
Hartree-Fock :
Considérons une configuration électronique quelconque C (constituée de q sous-couches) :
(n1l1)w1(n2l2)w2 ...(nqlq)wq avec N =
∑q
i=1wi le nombre d’électrons liés. Ecrivons la fonction
d’onde du système à N électrons sous la forme d’un déterminant de Slater (2.1.1.2). On rap-
pelle que l’utilisation d’un déterminant de Slater suppose que les électrons sont indépendants
les uns des autres. Cependant, dans ce qui suit, cette hypothèse sera corrigée en incluant le
terme d’interaction coulombienne entre électrons dans l’Hamiltonien. Les spin-orbitales mo-
noélectroniques résultantes tiendront donc compte des échanges entre les différents électrons.
Ψ(ξ1, ξ2..., ξq) =
1√
q!
∣∣∣∣∣∣∣∣∣∣
ψk1(ξ1) ψk2(ξ1) . . . ψkq(ξ1)
ψk1(ξ2) ψk2(ξ2) . . . ψkq(ξ2)
...
... . . .
...
ψk1(ξq) ψk2(ξq) . . . ψkq(ξq)
∣∣∣∣∣∣∣∣∣∣
. (2.41)
D’après le principe variationnel, les q fonctions ψk sont optimales quand l’énergie moyenne
EC de la configuration C est minimale. En d’autres termes, une transformation de ψki en
ψki + δψki , doit laisser EC invariante (i.e. δEC = 0). Ceci revient à résoudre :
Fψki = kiψki . (2.42)
Il existe q équations, une pour chaque sous-couche de la configuration C. Elles sont appelées
équations de Fock [15, 16]. On définit l’opérateur de Fock F : F = Hmono +
∑
i (Ji −Ki) où
Hmono = − ~
2
2m∆ −
Ze2
4pi0r
est l’opérateur mono-électronique décrivant l’énergie cinétique et
l’interaction noyau-électron, Ji l’intégrale de Coulomb et Ki l’intégrale d’échange :
Ji(~r1) =
∫∞
0 ψ
∗
ki
(~r2)
e2
4pi0r12
ψki(~r2)d~r2
Ki(~r1) |ψntlt(~r1)〉 = ψki(~r1)
∫∞
0 ψ
∗
ki
(~r2)
e2
4pi0r12
ψkt(~r2)d~r2
ki est un multiplicateur de Lagrange inséré pour permettre l’orthogonalité entre les différents
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ψki et la normalisation de chaque ψkj . Le théorème de Koopman’s [17] permet de donner un
sens physique à ki , qui est l’énergie d’ionisation d’un électron sur la sous-couche ki = nili. On
reconnaît dans l’expression de Hmono les deux premiers termes de l’équation de Schrödinger,
équation sur laquelle est basée la méthode Hartree-Fock. On peut aussi appliquer la méthode
perturbative à l’opérateur de Fock, de la même façon qu’on a perturbé l’hamiltonien HCF
dans le modèle du champ central (2.1.1.3).
On remarque que l’opérateur de Fock F dépend explicitement (à travers les opérateurs Ji et
Ki) de sa solution ψki . Il faut donc suivre une démarche itérative pour aboutir à la solution
physique :
1. Pour la première itération, on commence par q fonctions d’essai ψ, en supposant par
exemple que l’atome est hydrogénoïde avec un noyau écranté par N -1 électrons.
2. A l’aide des fonctions d’essai, on calcule les opérateurs Ji et Ki.
3. On résout l’équation 2.42 ; ce qui donne un nouvel ensemble de q fonctions d’onde ψ.
4. On prépare les fonctions d’onde pour l’itération suivante selon : ψ(n+1)(entrée) =
cψ(n)(sortie) + (1− c)ψ(n)(entrée).
Ces 3 opérations sont renouvelées autant de fois que nécessaire jusqu’à ce que ψ(n+1)(sortie) '
ψ(n+1)(entrée). La valeur de c (entre 0.05 et 1.1, généralement égale à 0.5 [7]) est choisie pour
obtenir une vitesse de convergence optimale. Le critère d’orthogonalité entre les fonctions
ayant une valeur donnée de l doit aussi être vérifiée, car il ne l’est pas systématiquement.
C’est l’utilisateur qui définit les seuils pour vérifier chacun des deux critères. La condition de
cohérence entre les fonctions d’onde d’entrée et de sortie fait de la méthode de Hartree-Fock
une méthode autocohérente (self-consistent-field method ou SCF).
Corrections de corrélation de Coulomb et interaction de configuration :
La méthode Hartree-Fock (HF) néglige le fait que quand un électron est en mouvement,
il repousse et déforme le nuage électronique des N -1 autres électrons. Cette répulsion dy-
namique fait diminuer l’écrantage du noyau par les N -1 électrons et fait donc augmenter
l’énergie de liaison entre l’électron et le noyau. Par conséquent, la méthode Hartree-Fock,
qui néglige cette corrélation dynamique (également appelée corrélation de Coulomb), sous-
estime la liaison entre le noyau et les électrons. Une solution pour corriger cette erreur est
de considérer la fonction d’onde du système Ψ comme une combinaison linéaire de plusieurs
déterminants de Slater, chacun correspondant à une configuration électronique donnée. En
effet, quand l’électron se déplace, les N-1 autres électrons sont repoussés pour "former" de
nouvelles configurations électroniques. Inclure deux configurations électroniques ou plus dans
un même calcul, permet de prendre en compte l’existence de celles-ci, ce qui revient à prendre
en compte la corrélation dynamique. Cette méthode est appelée Multi-Configuration-Hartee-
Fock (MCHF).
Dans ce cas, la matrice de l’Hamiltonien se présente sous une forme où elle peut être décom-
posée en 4 sous-matrices (voir figure 2.4).
Les deux sous-matrices occupant les coins en haut à gauche et en bas à droite correspondent
aux configurations C1 et C2 pures et sont toujours carrées. Chacune de ces deux sous-matrices
est similaire à la matrice hamiltonienne qu’on obtiendrait en considérant chaque configuration
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Figure 2.4 – Matrice de l’Hamiltonien dans un calcul Multi-Configuration.
séparément.
Les deux sous-matrices restantes décrivent les effets d’interaction entre les deux configurations
C1 et C2 et sont rectangulaires.
L’interaction de configuration peut jouer un rôle très important dans la génération de la
structure atomique, et donc aussi dans le calcul de l’opacité et de l’émissivité des plasmas.
En effet, les niveaux d’énergie, les énergies de transitions et les forces d’oscillateur peuvent
varier selon si l’interaction de configuration est prise en compte ou non.
Dirac-Hartree-Fock :
La méthode Dirac-Hartree-Fock (aussi appelé Dirac-Fock) est l’analogue de la méthode
Hartree-Fock, mais elle utilise l’équation de Dirac à la place de l’équation de Schrödinger. La
méthode DHF ([18]) prend naturellement en compte les effets relativistes (grâce à l’équation
de Dirac), elle n’a donc pas besoin de corrections relativistes, contrairement à la méthode HF.
Cependant, ses équations sont beaucoup plus lourdes [7].
2.1.2 Force d’oscillateur
Les propriétés radiatives des plasmas chauds nécessitent la connaissance de la structure
atomique, c’est-à-dire les énergies des niveaux ainsi les taux d’émission spontanée Aji. Ces
taux sont très importants dans la cinétique de population et donc dans le calcul de l’opacité
et de l’émissivité.
Dans ce qui suit, on considère une transition dipolaire électrique (E1) entre le niveau
supérieur j et le niveau inférieur i. La transition n’est possible que si les règles de sélection
2.1. Structures atomiques 35
suivantes sont respectées :
- Les niveaux i et j doivent être de parités différentes. Si le niveau i appartient à une confi-
guration paire, alors la configuration du niveau j doit être impaire, et vice-versa.
- ∆J = Ji − Jj = 0,±1
- La transition vérifiant Ji = Jj = 0 est interdite.
- ∆MJ = 0,±1.
Figure 2.5 – Emission spontanée
Le taux d’émission spontanée du niveau j au niveau i s’écrit [7] :
gjAji =
64pi4e2a20
3h σ
3
jiSij , (2.43)
où gj = 2Jj + 1 est le degré de dégénérescence du niveau j et σji =
Ej − Ei
hc
. Sij est la force
de raie. Elle est telle que Sij = Sji et s’écrit :
Sij ≡| 〈Ψi|P(1) | Ψj〉 |2 (2.44)
où P(1) est l’opérateur moment dipolaire électrique, exprimé en unités de −ea0.
On définit aussi la force d’oscillateur par la relation :
gifij =
mec
8pi2e2σ2ji
gjAji =
hc
3 σjiSij (2.45)
A l’approximation de Kramers [19], la force d’oscillateur s’exprime facilement pour une
transition n→ m(n < m) :
fnm =
32
3
√
3pi
1
n5m3
[ 1
n2
− 1
m2
]3 (2.46)
L’intensité Iji de la transition j → i est telle que Iji ∝ σjigjAji ∝ fij/σ3ji ∝ σ4jiSij . D’un
point de vue numérique, il peut être plus pratique d’utiliser fij (qui est de l’ordre de l’unité),
plutôt que Aji.
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Le calcul de fij peut être généralisé au cas où l’état final j est un état libre d’énergie
E > 0, ce qui correspond à un électron éjecté par ionisation, dont l’énergie cinétique est
E. En effet, certaines méthodes de calcul des processus d’ionisation font intervenir la forme
différentielle de la force d’oscillateur dfij(E)/dE. Dans ce cas, dfij/dE se calcule (à travers
Sij) en remplaçant P(1) ≡ P(1)i,j ≡ P(1)nl,n′l′ par P(1)nl,El′ . On en déduit la force d’oscillateur
généralisée. Souvent, on a besoin de connaître la valeur de df/dE pour plusieurs valeurs de
E, ce qui peut engendrer des temps de calcul assez longs.
2.1.3 Récapitulatif
La résolution de l’équation de Schrödinger (Dirac) avec prise en compte du couplage LS
(jj) pour différents états d’ionisation permet de générer un certain nombre Nlev de niveaux
atomiques, qui décrivent tous les états liés possibles de l’atome. Pour chaque état d’ionisation,
le niveau de plus faible énergie est appelé niveau fondamental, et les niveaux de plus haute
énergie sont les niveaux excités. Théoriquement, Nlev tend vers l’infini, mais en pratique, on
effectue une coupure à partir d’une certaine valeur du nombre quantique principal n = ncrit.
Cette coupure est justifiée par les effets de densité. En effet, le continuum composé d’électrons
libres et d’ions fournit (par les collisions) suffisamment d’énergie aux niveaux liés les plus
excités (à partir de ncrit) pour qu’ils deviennent libres.
L’objectif de cette première section a donc été de décrire succinctement les différentes
méthodes de génération d’une base atomique. Cette base atomique doit être la plus complète
possible pour décrire correctement la structure atomique des différents ions présents. En effet,
elle constitue le point de départ de tout calcul d’opacité et d’émissivité, et une erreur ou un
oubli (par exemple une base atomique incomplète) se constateront obligatoirement dans les
résultats finaux (profil d’opacité, distribution des fractions ioniques, etc.). On reviendra à ce
point dans le chapitre Modélisation et Outils.
2.2 Populations des niveaux atomiques
Une fois les niveaux atomiques connus, il est indispensable de connaître les populations
respectives. Plus la population d’un niveau est importante, plus l’amplitude de l’absorption
(ou de l’émissivité) au départ de ce niveau sera grande. Selon les conditions de température
et de densité, on distingue plusieurs régimes pour estimer ces populations, dont l’équilibre
thermodynamique local ou l’équilibre coronal.
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2.2.1 Equilibre Thermodynamique Local
2.2.1.1 Validité
Les collisions ont un effet équilibrant, elles réduisent les disparités d’énergie entre les
particules en redistribuant les excès d’énergie des particules excités aux particules qui le sont
moins. Cependant, il y a une compétition entre les collisions (entre les électrons libres et les
électrons liés) et l’émission spontanée. En effet, si son taux Aji est très grand, alors l’électron
qui se désexcite en émettant un photon n’a pas le temps d’échanger son excès d’énergie avec les
électrons environnants. Cet excès est emporté par le photon qui s’échappe sans être réabsorbé.
Son énergie est donc perdue et l’équilibre d’énergie entre les atomes et les électrons libres n’a
pas lieu.
On estime qu’un niveau atomique j est en équilibre thermodynamique local s’il vérifie :
ne
∑
i,i<j
qCDji > 10
∑
i,i<j
Aji, (2.47)
où neqCDji est le taux de désexcitation collisionnelle. Le niveau j est alors en équilibre avec
le continuum constitué des ions voisins et des électrons libres. Il arrive que cette relation
ne soit vérifiée qu’à partir d’un certain nombre quantique principal ncrit. On parle dans ce
cas d’équilibre thermodynamique local partiel (ETLP ou PLTE). Il existe une relation qui
permet d’estimer la densité électronique minimale ne,crit, à partir de laquelle l’ETLP (et donc
la statistique de Saha-Boltzmann) peut être appliquée [F. Rosmej 2012, Taylor et Francis
2012] :
ne,crit > 6.1019Z7
(ncrit − 1)2ncrit−2
n3crit(ncrit + 1)2ncrit+2
(
Te(eV)
Z2Ry
)0.5
[cm−3]
Considérons par exemple le cas de l’hydrogène (Z = 1), à Te = 1 eV. Si on veut appliquer
la statistique de Saha-Bolzmann du régime LTE à partir du nombre quantique principal
n = ncrit = 1 ( i.e tous les niveaux, fondamental inclus), il faut que ne & 1018cm−3. On
remarque ici que plus la densité électronique ne est élevée, plus on se rapproche de l’ETL.
Ceci est intuitif car un grand nombre de particules confinées dans un petit espace favorise les
collisions. On remarque aussi que plus la température électronique Te est importante, plus
ne doit être grand. Ceci peut s’expliquer par le fait que la température exprime la vitesse
thermique des particules. Plus celle-ci est grande, moins les particules ont le temps de se
voir et d’entrer en collision. De même, plus ncrit est petit, plus ne doit être important pour
thermaliser les électrons les plus liés, jusqu’au niveau fondamental (n = 1).
2.2.1.2 Distribution de Saha-Boltzmann
A l’équilibre thermodynamique local, la population nzi du niveau atomique i appartenant à
l’état d’ionisation z, et la fraction ionique de l’ion de charge ze peuvent s’exprimer facilement
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à l’aide des équations de Boltzmann et Saha respectivement. Une troisième équation, celle de
Saha-Boltzmann permet de calculer le rapport des populations de deux niveaux atomiques
appartenant à deux états d’ionisation différents nz+1j /nzi .
L’équation de Saha s’écrit [8]
ne
pz+1
pz
= 2Q
z+1
Qz
(2pimekBT
h2
) 3
2
exp
(
−E
z+1
g − Ezg
kBTe
)
(2.48)
où pz = nz/nions avec nz la densité volumique des ions de charge +ze et nions la densité
volumique totale des ions (tous états d’ionisation confondus). Qz est la fonction de partition
de l’ion de charge ze, connue grâce au calcul de structure atomique et s’écrit :
Qz =
∑
i∈z
gzi exp
(
−E
z
i − Ezg
kBTe
)
(2.49)
La somme implique tous les niveaux atomiques i de l’ion de charge ze. gzi est le degré de
dégénérescence du niveau i : gzi = 2Jzi + 1. Ezi et Ezg sont respectivement les énergies du
niveau i et du niveau fondamental g.
On a de plus ∑z pz = 1 qui traduit la conservation du nombre total d’ions. La résolution
du système d’équations ci-dessus nous permet de connaître tous les pz, ce qui nous permet
aussi de calculer l’état d’ionisation moyen Z défini par :
Z =
∑
z
z pz (2.50)
L’équation de Boltzmann s’écrit :
nzi
pznions
=
gzi exp(−
Ezi − Ezg
kBT
)
Qz
(2.51)
La population nzi dépend donc de la structure atomique et de la densité ionique. Celle-ci est
définie par nions = ρ/M , où ρ est la masse volumique et M la masse d’un atome. nions vérifie
aussi nions = ne/Z.
Si on combine l’équation de Boltzmann et l’équation de Saha, on obtient :
nz+1j ne
nzi
= 2(2pimekBTe)
3/2
h3
gz+1j
gzi
exp
[
−E
z+1
j − Ezi
kBTe
]
(2.52)
2.2.2 Equilibre coronal
Si on suppose que les populations des niveaux excités sont négligeables devant les popula-
tions des niveaux fondamentaux, l’évolution temporelle des populations nz des ions de charge
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ze est donnée par :
dnz
dt
=− nz(n2eT z,z−1 + neDZ,Z−1 + neRz,z−1 + neIz,z+1)
+ nz+1(n2eT z+1,z + neDz+1,z + neRz+1,z)
+ nZ−1(neIz−1,z)
(2.53)
n2eT
z,z−1, neDZ,Z−1, neRz,z−1 sont respectivement les taux de la recombinaison à 3 corps,
de la recombinaison diélectronique, et de la recombinaison radiative de l’état d’ionisation
Z à l’état d’ionisation Z − 1. neIz,z+1 est le taux de l’ionisation (collisionnelle voire aussi
autoionisation) de Z à Z + 1. En régime stationnaire, la solution de cette équation s’écrit :
nz+1
nz
= I
z,z+1
Rz+1,z +Dz+1,z + neT z+1,z
(2.54)
Quand ne est suffisamment élevé, le résultat ci-dessus redonne l’équation de Saha (Eq. 2.48).
Quand ne est suffisamment faible, le terme de la recombinaison à 3 corps, neT z+1,z devient
négligeable devant les autres termes, on obtient alors la distribution coronale :
nz+1
nz
= I
z,z+1
Rz+1,z +Dz+1,z (2.55)
Cette distribution décrit très bien les populations des ions dans la couronne solaire (d’où son
nom) ainsi que les impuretés dans les plasmas de tokamaks.
On rappelle que dans ce modèle, on a fait l’hypothèse que les populations des niveaux
excités sont négligeables devant les populations des niveaux fondamentaux. Ceci permet de
négliger les processus dont l’état initial ou final est un niveau excité. Physiquement, ceci re-
vient à dire que l’émission spontanée est suffisamment rapide devant l’excitation collisionnelle
pour qu’un niveau excité j se désexcite instantanément vers le fondamental :∑
i,i<j
Aji >> ne
∑
i,i<j
RCEij , (2.56)
où RCEij est le coefficient de taux d’excitation collisionnelle. On peut estimer la densité élec-
tronique critique au-dessous de laquelle le modèle coronal peut être appliqué aux ions hydro-
génoïdes [8] :
ne ≤ 5.9× 1010Z6
√
kBTe exp
(
0.1Z2
kBTe
)
cm−3 (2.57)
Z est le numéro atomique de l’ion considéré. La formule ci-dessus peut être utilisée pour
les ions non-hydrogénoïdes en remplaçant Z par une charge de noyau effective, c’est-à-dire
écrantée par les électrons liés.
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2.2.3 Modèle collisionnel radiatif
Quand la condition 2.47 n’est pas vérifiée et qu’on ne peut donc pas appliquer la dis-
tribution statistique de Saha-Boltzmann, il faut étudier les processus élémentaires entre les
différents niveaux atomiques en régime NLTE (Non-LTE).
Prenons l’exemple d’une émission spontanée : un électron du niveau j se désexcite vers
le niveau d’énergie inférieure i. Ainsi, le niveau j est dépeuplé (il a perdu un atome de sa
population) et le niveau i est au contraire peuplé. L’émission spontannée est en compétition
avec l’excitation collisionnelle : en effet, un électron libre peut entrer en collision avec un
électron du niveau i et lui donner suffisamment d’énergie pour qu’il se retrouve à l’état j de
plus haute énergie. Le transfert de population est donc ici inversé par rapport à l’émission
spontannée.
L’équation qui régit la population nzi est :
dnzi
dt
=
∑
i′,z′
[
nz
′
i′W(i′,z′)→(i,z) − nziW(i,z)→(i′,z′)
]
(2.58)
Le terme de gauche représente la variation par unité de temps de la population de (i,Z).
En régime stationnaire, ce terme est nul.
Le terme de droite représente l’ensemble des processus qui peuplent et dépeuplent le
niveau considéré : nz′i′W(i′,z′)→(i,z) est le taux de transfert d’atomes (atomes par seconde) du
niveau (i′, z′) au niveau (i, z). Ces processus peuvent être classés en processus collisionnels et
en processus radiatifs.
Cette équation est vraie pour chaque niveau. En supposant qu’il y a Nlev niveaux ato-
miques (tous états d’ionisation confondus), ce système comporte alors Nlev − 1 équations
indépendantes pour Nlev populations atomiques inconnues. La dernière équation, de ferme-
ture, est l’équation de conservation du nombre total d’ions :∑
z
∑
i∈z
nzi = nions (2.59)
Remarque :
Le régime ETL n’est qu’un cas particulier du régime hors ETL. Si les conditions de tempéra-
ture et de densité sont telles que le modèle ETL peut être appliqué, alors un calcul hors ETL
devrait donner les mêmes résultats que le calcul ETL.
2.2.3.1 Principe d’équilibre détaillé
Chaque processus élémentaire P a son processus inverse P−1, et leurs sections efficaces
respectives σP et σP−1 sont reliées par une relation f (qu’on cherche à trouver) qui est toujours
vraie quelles que soient les conditions de température et de densité :
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σP−1 = f(σP )
Le principe d’équilibre détaillé implique qu’à l’ETL, le taux du processus direct P est égal au
taux du processus inverse R−1.
RETLP = RETLP−1
On peut déduire de cette équation d’égalité entre les taux (valable seulement en ETL) une
nouvelle relation f ′ entre les sections efficaces :
σP−1 = f ′(σP )
Il est vrai que la fonction f ′ a été déduite à partir de l’hypothèse ETL. Cependant, la re-
lation entre σP et σP−1 est unique et valable aussi bien en ETL que hors ETL. On a alors
f = f ′. Ainsi, si on connaît σP , on peut en déduire σP−1 = f(σP ) et calculer le taux du
processus inverse Rhors ETLP−1 . On donne dans l’annexe "Application du principe d’équilibre dé-
taillé à la désexcitation collisionnelle" la démonstration du calcul de f pour la désexcitation
collisionnelle.
Les différents processus élémentaires peuvent être classés en processus collisionels (collision
entre l’ion et un électron libre) et en processus radiatifs (interaction entre l’ion et un photon).
2.2.3.2 Processus collisionnels
Les processus collisionnels ne mettent pas en jeu de photons. On distingue, en particulier,
l’excitation collisionnelle et son processus inverse (désexcitation), et l’ionisation collisionnelle
et son processus inverse (recombinaison à 3 corps). D’autres processus collisionnels tel que
l’échange de charge peuvent se produire, mais ils ne seront pas étudiés ici car ils sont moins
importants que ceux cités ci-dessus.
Nous pouvons traiter ces processus collisionnels avec une approche détaillée utilisant une
équation de type Schrödinger pour décrire l’interaction entre l’ion et l’électron. Il existe deux
méthodes : la méthode Plane-Wave (onde plane) et Distorted-Wave (onde distordue). Elles
peuvent être associées à l’approximation de Born (BA) pour donner ce que l’on appelle les
méthodes PW-BA et DW-BA.
Plane-Wave et Distorted-Wave Born Approximation :
Afin de simplifier la description des deux méthodes, nous allons considérer le cas d’une
collision élastique, même si les processus d’excitation et d’ionisation collisionnelles sont des
collisions inélastiques.
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La diffusion d’un électron par un potentiel central V (r) est régie par l’équation de Schrö-
dinger :
Hψ(~r) = (H0 + V (r))ψ(~r) = Eψ(~r), (2.60)
où H0 = p2/2me = −~2/2me∇2 est l’Hamiltonien d’un électron libre. V (~r) est supposé non
nul seulement dans une région localisée autour de l’ion. La fonction d’onde de l’électron
incident loin de la cible, ψinc, vérifie :
H0ψinc = Eψinc, (2.61)
où E = ~2k2/2me est l’énergie de l’électron incident, avec ~k désignant le vecteur d’onde.
L’équation de Schrödinger dans la région de diffusion est la suivante :
(H0 + V )ψ = Eψ. (2.62)
La solution doit vérifier la condition :
ψ → ψinc (2.63)
lorsque r →∞ avant la diffusion.
La solution de l’équation de Schrödinger s’écrit :
ψ(~r) = ψinc(~r)− 2me~2
∫
eik|~r−~r′|
4pi|~r − ~r′|V (r
′)ψ(~r′)d3r′ (2.64)
La méthode Plane-Wave consiste à remplacer ψinc par une onde plane :
ψinc(~r) =
√
n ei
~k·~r (2.65)
où n est la densité des électrons incidents.
Loin de la cible, après diffusion par le potentiel (r » r’), on peut écrire :
ψ(~r) ' √n
(
ei
~k·~r + e
ikr
r
f(~k, ~k′)
)
, (2.66)
où f(~k, ~k′ = k~r), appelée amplitude de diffusion, est donnée par :
f(~k, ~k′) = − me2pi√n~2
∫
e−i~k′·~r′V (r′)ψ(~r′)d3r′ (2.67)
ψ(~r) est la somme d’une onde incidente ψinc(~r) =
√
nei
~k·~r et d’une onde diffusée sphérique(
eikr/r
)
f(~k, ~k′).
La méthode distorted wave consiste à calculer ψinc dans le même potentiel central qui a
servi à calculer l’état initial de l’ion. ψinc ne sera donc pas une onde plane mais une onde
distordue par le champ de l’ion diffuseur [8]. De même, pour la fonction d’onde de l’électron
diffusé : elle est calculée dans le même potentiel central qui a servi à calculer l’état final de
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l’ion.
Calculer les fonctions d’onde asymptotiques du projectile en présence du champ créé par
la cible est plus réaliste, surtout si le nombre de niveaux atomiques et de transitions par
excitation et ionisation collisionnelles devient important. Cela implique un temps de calcul
de l’amplitude de diffusion plus long.
La difficulté avec ces deux méthodes est que f dépend de la solution Ψ. Sous certaines
conditions, on suppose que ψ ' ψinc, c’est-à-dire que la fonction d’onde totale est peu diffé-
rente de l’onde incidente. En remplaçant ψ(~r) par ψinc(~r) =
√
nei
~k·~r dans l’expression de f
(Eq. 2.67), on obtient
f(~k, ~k′) ' me2pi~2
∫
ei(
~k−~k′)·~r′V (~r′)d3r′, (2.68)
qui est, à un facteur près, la transformée de Fourier du potentiel V (r). Cette approximation
est connue sous le nom de approximation de Born.
Section efficace différentielle :
La section efficace différentielle dσ
dΩ est définie comme le nombre de particules diffusées
dans la direction ~Ω + d~Ω par unité de temps, par unité d’angle solide, divisé par le flux de
particules incidentes, ce qui donne [20] :
dσ
dΩ = |f(
~k, ~k′)|2, (2.69)
En utilisant l’approximation Plane-Wave Born et le potentiel de Coulomb V (r) = ze
2
4pi0r
, on
obtient la section efficace différentielle de diffusion élastique :
dσ
dΩ '
(
Ze2
16pi0E
)2 1
sin4(θ/2) , (2.70)
connue sous le nom de formule de Rutherford.
Le potentiel de Coulomb peut aussi être vu comme une limite du potentiel de Yukawa :
V (r) = V0e
−r/λ
r/λ
(2.71)
lorsque la longueur caractéristique λ (qui décrit la portée du potentiel) tend vers l’infini
(λ→∞) et la constante V0 → − Ze
2
4piλ0
.
On rappelle que la condition nécessaire pour la validité de l’approximation de Born est
ψ(~r)→ ψinc(~r) au voisinage de r = 0, l’équation 2.64 donne alors quand r → 0 :∣∣∣∣∣ me2pi~2
∫
eikr
′
r′
V (r′)d3r′
∣∣∣∣∣ 1 (2.72)
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Si on se limite aux basses énergies (k  1/λ), cette condition devient :
2me
~2
|V0|λ2  1 (2.73)
Pour les hautes énergies, la condition s’écrit :
2me
~2
|V0| λ
k
 1. (2.74)
L’approximation de Born est justifiée lorsque l’énergie cinétique du projectile est grande
devant son énergie potentielle.
Les deux méthodes PWBA et DWBA que nous venons de décrire peuvent être utilisées
pour décrire l’excitation et l’ionisation collisionnelles. Elles offrent un niveau de précision
élevé, mais elles nécessitent des temps de calculs qui peuvent être très longs. Des méthodes
moins détaillées mais plus rapides et plus simples à utiliser existent. Nous allons maintenant
les voir séparément dans l’étude de l’excitation et de l’ionisation collisionnelles.
Excitation et désexcitation collisionnelles :
On appelle Xi et Xj les états initial et final de l’ion, respectivement. Les énergies respec-
tives sont notées Ei et Ej . Le processus d’excitation est représenté par :
Xi + e− → Xj + e− (2.75)
Les énergies cinétiques initiale et finale de l’électron sont notées i et j . La conservation de
l’énergie nécessite de poser la condition :
Ei + i = Ej + j (2.76)
Lorsque Ei < Ej , on a une excitation collisionnelle. Dans ce cas, l’énergie cinétique de l’élec-
tron diminue (j < i). j doit être positive ou nulle. Si elle est négative, cela signifie que
l’électron a été capturé par l’ion, et on ne parlerait plus d’excitation collisionnelle mais d’une
capture. Par conséquent, i ≥ ∆Eji = Ej − Ei, l’électron incident doit avoir une énergie
supérieure ou égale à l’énergie de transition Ej − Ei.
Le processus inverse est une collision où l’énergie est transférée de l’électron lié à l’électron
libre. Il s’agit de la désexcitation collisionnelle. Dans ce cas, Ei > Ej et j > i. Contrairement
à l’excitation, il n’existe pas de seuil pour la désexcitation, car la condition de conservation
de l’énergie y est toujours vérifiée quelle que soit i.
H. Van Regemorter [21, 22], A. [23] et M. J. Seaton [24] ont proposé une formule semi-
empirique de la section efficace de Van Regemorter :
σij =
8pi√
3
( 1
i(Ry)
)2 fij
∆Eji(Ry)
gpia20, (2.77)
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où g est le facteur de Gaunt. La section efficace proportionnelle à la force d’oscillateur fij . Ceci
est une première approximation, où on traite l’excitation collisionnelle comme une transition
optique. Or les deux processus n’ont pas les mêmes règles de sélection. Si on utilise un code de
physique atomique pour générer les forces d’oscillateur entre les différents niveaux, on risque
d’avoir une force fij = 0 pour une transition optique i → j interdite, alors que l’excitation
collisionnelle est tout à fait possible. On peut dans ce cas utiliser l’approximation de Kramers
de fij (voir équation 2.46).
Quand l’énergie initiale de l’électron libre i et l’énergie de la transition ∆Eji sont telles
que i  ∆Eji, le facteur de Gaunt g est alors donné par :
g =
√
3
2pi ln(i(Ry)) (2.78)
Pour les valeurs plus faibles de i, H. Van Regemorter propose [21, 22] des valeurs du facteur
de Gaunt. C’est dans cette région que les électrons libres contribuent le plus efficacement à
l’excitation collisionnelle, étant donné que σij ∝ 1/2i .
On donne, à titre indicatif, les facteurs de Gaunt proposés par Mewe [25]. Ceux-ci res-
tent peu précis mais permettent d’estimer comment évolue la section efficace d’excitation
collisionnelle en fonction de l’énergie de l’électron incident i :
Facteur de Gaunt Transition concernée
0.15 + 0.28 ln(i/∆Eji) ∆n 6= 0
0.6 + 0.28 ln(i/∆Eji) ∆n = 0
ln(i/∆Eji) ∆S = 0
0.15 Transition interdite
Table 2.2 – Facteurs de Gaunt de Mewe.
Sampson et Zhang font une critique de la formule semi-empirique de Van Regemorter et
démontrent les limites de celle-ci [26, 27]. Selon les deux auteurs, l’erreur engendrée par cette
formule est due à deux causes : (1) l’absence des transitions optiquement interdites et (2) le
manque de précision dans le traitement des transitions optiquement permises.
Pour les transitions vérifiant ∆n = 0, celles qui sont optiquement permises dominent.
L’erreur est donc principalement due à la cause (2). Sampson et Zhang proposent l’utilisation
d’un facteur de Gaunt g ' 0.8 au seuil et au voisinage du seuil (quand x & 1), et qui tend vers
la formule 2.78 quand l’énergie i augmente. Ceci permet d’avoir une erreur relative entre 30
et 40%.
Pour les transitions vérifiant ∆n ≥ 1, l’erreur est cette fois due aux causes (1) et (2). De
plus, l’erreur due à la cause (2) n’est pas toujours dans le même sens contrairement au cas
∆n = 0. En effet, la formule semi-empirique de Van Regemorter peut donner des résultats
au voisinage du seuil (ei & ∆Eji) 10 fois plus petits pour certaines transitions et 10 fois
plus grands pour d’autres. Sampson et Zhang proposent, pour ces transitions et pour les ions
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hydrogénoïdes (pour lesquels toutes les transitions sont optiquement permises), le facteur de
Gaunt suivant [27] :
gCE(x) =
√
3
2pi
{
ln x+Hn
(
1− 1
x
)[(∆Eji
χi
)r′n
+An
(∆Eji
χi
− 1
)]
+ 1.12n
(∆Eji
χi
) 1
x
}
,
(2.79)
où χi est l’énergie d’ionisation de l’électron lié qui subit l’excitation collisionnelle. Ceci permet
d’assurer la continuité entre les facteurs de Gaunt relatifs à l’excitation et à l’ionisation
collisionnelle (notée CI). En effet, plus le niveau final f est excité et proche de la limite
d’ionisation (i.e quand ∆Efi → χi), plus l’excitation se rapproche de l’ionisation. La continuité
des facteurs de Gaunt s’écrit :
∆Eji → χi ⇒ gCE(x)→ gCI(x)
Les paramètres Hn, An et r′n sont données dans la table ci-dessous :
Paramètre n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 n=10
Hn 1.48 3.64 5.93 8.32 2.15n 2.15n 2.15n 2.15n 2.15n 2.15n
An 1.3 0.59 0.38 0.286 0.229 0.192 0.164 0.141 0.121 0.105
r′n 2.2 1.9 1.73 1.65 1.6 1.56 1.54 1.52 1.52 1.52
Table 2.3 – Paramètres de la formule de Sampson et Zhang.
Enfin, Sampson et Zhang démontrent que la somme des forces de collision des transi-
tions optiquement interdites est plus grande que celle des forces de collision des transitions
optiquement permises pour toutes les transitions nlj → n′l′j′ sauf quand l = n − 1. Ainsi,
l’erreur due à la cause (1) devient plus importante pour les transitions n(l < n− 1)j → n′l′j′.
On remarque aussi que plus n est grand, plus le nombre de valeurs possibles de l devient
important, et plus le nombre de transitions pour lesquelles la formule de Van Regemorter est
incorrecte devient important.
Le taux d’excitation collisionnelle du niveau i vers le niveau j est donnée par :
RCEij = ne
∫ ∞
∆Eji
v(E)σij(E)f(E)dE, (2.80)
où f représente la distribution en énergie des électrons libres. On considère souvent que
les électrons libres se thermalisent suffisamment rapidement entre eux, ce qui donne une
distribution maxwellienne. Ce point est repris dans le chapitre 3. v(E) =
√
2i
me
représente la
vitesse de l’électron incident.
Le principe d’équilibre détaillé permet d’exprimer facilement le taux de désexcitation
collisionnelle du niveau j vers le niveau i à l’aide du taux du processus inverse (voir en
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annexe A la méthode pour calculer σji avec le principe d’équilibre détaillé) :
RCDji =
gi
gj
RCEij exp
(
−Ei − Ej
kBTe
)
(2.81)
Ionisation collisionnelle (CI) et recombinaison à 3 corps :
Lors d’une collision d’un électron libre avec un électron lié d’un ion de charge ze, ce dernier
peut gagner suffisamment d’énergie pour se détacher de l’attraction du noyau et devenir ainsi
un électron libre. C’est l’ionisation collisionnelle (CI). Ce processus est schématisé par :
Xzi + e− → Xz+1j + e− + e− (2.82)
Le processus inverse, la recombinaison à 3 corps implique la présence de deux électrons libres
et d’un ion. Il est schématisé par :
Xz+1j + e− + e− → Xzi + e− (2.83)
Un des deux électrons libres est capturé par l’ion et devient ainsi lié. La différence d’énergie
de cet électron avant et après la capture est transférée au deuxième électron libre. Le principe
de conservation de l’énergie est respecté.
La formule de Lotz [28] pour la section efficace de l’ionisation collisionnelle s’écrit :
σCIij () = Cpia20Ry2Nelec,ij
ln(/χij)
χij
, (2.84)
où  désigne encore l’énergie de l’électron libre avant l’ionisation. C = 2.77, χij est l’énergie
d’ionisation de i à j, c’est-à-dire Ej − Ei si Ej et Ei sont définies relativement à la même
énergie de référence, qui peut être l’énergie du niveau fondamental de l’état d’ionisation z
par exemple (voir figure 2.6). Nelec,i→j est le nombre d’électrons équivalents de la sous-couche
à laquelle appartient l’électron arraché. Imaginons par exemple une ionisation collisionnelle
entre les configurations électroniques 1s2 2p et 1s 2p. C’est donc un des deux électrons de la
sous-couche 1s2 qui est arraché. Dans ce cas, Nelec,ij = 2.
D’autres auteurs [29] ont donné des formules pour le coefficient de taux d’ionisation col-
lisionnelle (tels que McWhirter (1965), Drawin (1968) et Landshoff et Perez (1976)) sous la
forme suivante :
qCIij (cm3/s) = CNelec,ij(kBTe)−
3
2
e−y
yq
F (y) (2.85)
où y = χij/kBTe. Les valeurs des paramètres C, q et F sont reportées dans la table 2.4 ([29]) :
La fonction F (u) = Ei(u) exp(u) proposée dans la première ligne du tableau ci-dessus est
la conséquence de l’intégrale de σCIij sur une distribution f(E) de l’énergie des électrons libres
supposée maxwellienne. L’expression de cette intégrale est donnée par l’équation 2.89.
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Figure 2.6 – Définition de χij .
C (cm3/eV3/2s) q F(u)
Lotz 3× 10−6 1 Ei(u) exp(u), Ei est l’intégrale exponentielle
Seaton 2.2× 10−6 1 1
Drawin 2.9× 10−6 1 ψ(u) exp(u), ψ(u) est définie dans Drawin, 1968
McWhirter 2.34× 10−7 7/2 1
Landshodd-Perez 1.24× 10−6 2 0.915(1 + 0.64/u)−2 + 0.42(1 + 0.5/u)−2
Table 2.4 – Valeurs des paramètres C, q et F (u).
Dans un article publié en 2000 [28], Bernshtam, Ralchenko et Maron donnent une section
efficace qui dépend de la sous-couche de laquelle l’électron est arraché :
σCIij () = Cl
(
Ry
χij
)2−δl
Nelec,i→j
ln(/χij)
/χij
. (2.86)
Cl et δl sont des paramètres qui dépendent du nombre quantique orbital l de l’électron qui
est arraché :
l Cl(cm2) δl
s 1.7794× 10−16 0.0471
p 2.1597× 10−16 0.0910
d 1.2131× 10−16 0.3319
Table 2.5 – Valeurs de Cl et δl pour différentes sous-couches.
Une autre méthode présentant un meilleur compromis entre précision des résultats et
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temps de calcul est due à Y. K. Kim et M. E. Rudd [30]. Elle est connue sous le nom
de Binary-Encounter-Dipole (BED). Elle fait l’hypothèse de collisions binaires et a comme
limites les collisions fortes (à petit paramètre d’impact et décrites par la théorie de Mott
[31]) et les collisions faibles, où l’interaction dipolaire domine. La section efficace différentielle
d’ionisation collisionnelle s’écrit :
dσBED
def
= S
χ(ei + u+ 1)
[
f/Nelec − 2
ei + 1
(
1
ef + 1
+ 1
ei − ef
)
+ (2− f/Nelec)
(
1
(ef + 1)2
+ 1(ei − ef )2
)
+ ln ei
Nelec(ef + 1)
df(ef )
def
]
(2.87)
avec
ei =
i
χ
, ef =
f
χ
, u = U
χ
, S = 4pia20Nelec
(Ry
χ
)2
et f =
∫ ∞
0
df(w)
dw
dw (2.88)
où χ est l’énergie d’ionisation, i l’énergie cinétique de l’électron incident, f l’énergie cinétique
de l’électron éjecté, U l’énergie cinétique moyenne de l’électron à ioniser et Nelec est le nombre
d’électrons équivalents de la sous-couche à ioniser. On voit que σBED dépend de la différentielle
de la force d’oscillateur et de l’énergie d’ionisation χ. La précision de cette section efficace
dépend donc de la précision de χ et de la méthode de calcul de df(ef )/def . χ peut être donnée
par des calculs théoriques précis ou par des mesures expérimentales et df(ef )/def peut être
calculé comme vu dans la section "Force d’oscillateur").
Calcul des taux d’ionisation collisionnelle et de la recombinaison à 3 corps :
Le coefficient de taux qCI s’exprime en fonction de σCI de la façon suivante :
qCIij (cm3/s) =
∫ ∞
χij
V (E)σCIij (E)f(E)dE (2.89)
Le taux d’ionisation collisionnelle est donné par :
RCIij = neqCIij (2.90)
Le principe d’équilibre détaillé entre l’ionisation collisionnelle et la recombinaison à 3 corps
donne :
(ni)ETLRCIij = (nj)ETLR3BRji (2.91)
où (ni)ETL (6= ni) et (nj)ETL (6= nj) sont les populations des niveaux i et j obtenues à l’ETL.
En utilisant l’équation de Saha-Boltzmann, on a alors l’expression suivante pour le taux de
recombinaison radiative [8] :
R3brji =
neh3
2(2pimekBTe)3/2
gi
gj
exp (χij/kBTe)RCIij . (2.92)
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2.2.3.3 Processus radiatifs
Les processus radiatifs sont tous les processus qui font intervenir un photon. On peut
citer, l’émission spontanée, l’émission induite et son processus inverse, l’absorption (ou photo-
absorption), la photoionisation et son processus inverse, la recombinaison radiative (RR) et
l’autoionisation (AI) et son processus inverse, la recombinaison diélectronique (RD). Le cas
de l’AI et de la RD est particulier, car le photon émis durant chacun des deux processus est
absorbé sans quitter l’ion, l’observateur ne peut donc pas le voir, contrairement aux autres
processus radiatifs où le photon se trouve à un moment donné dans le continuum.
L’émission spontanée, l’absorption et l’émission induite entre un niveau supérieur d’énergie
Ej = hνj et un niveau inférieur d’énergie Ei = hνi sont caractérisées par les coefficients
d’Einstein respectifs Aji, Bij et Bji. Aji est un taux. Il s’exprime en s−1. Bji et Bij s’expriment
en J−1cm3s−1. On a les relations :
Aji = Bji
8pihν3ji
c3
(2.93)
gjBji = giBij (2.94)
La deuxième relation découle du principe de microréversibilité.
La connaissance de Aji par un calcul de structure atomique (§2.1.2) permet de déterminer
les coefficients Bij et Bji. Les taux de photo-absorption et d’émission induite sont alors donnés
par :
RPA = Bij(νji)ρ(νji) (2.95)
REI = Bji(νji)ρ(νji) (2.96)
où ρ(ν) est la densité d’énergie (J/cm3), c’est-à-dire le nombre de photons ayant une énergie
hν par unité de volume multiplié par l’énergie d’un photon (hν).
Les deux formules ci-dessus supposent que seuls les photons ayant une énergie hν21 contribuent
à la photo-absorption et à l’émission stimulée. Or, des mécanismes d’élargissement existent
et les photons ayant une énergie voisine à hν21 contribuent aussi aux deux processus. Dans
ce cas, les taux s’écrivent sous la forme :
RPA =
∫ ν21+δ
ν21−δ
B21(ν21)Φ(ν)ρ(ν)dν (2.97)
RES =
∫ ν21+δ
ν21−δ
B12(ν21)Φ(ν)ρ(ν)dν (2.98)
où Φ(ν) est le profil d’élargissement relatif aux processus étudié (voir la section "Mécanismes
d’élargissement") vérifiant : ∫ ∞
0
Φ(ν)dν = 1 (2.99)
et δ définit l’intervalle d’intégration en dehors duquel Φ(ν) devient négligeable.
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Photo-ionisation et recombinaison radiative :
Figure 2.7 – Schéma de la photo-ionisation
La photo-ionisation (PI) d’un ion à l’état initial i vers l’état final j consiste en l’absorption
d’un photon incident d’énergie Eγ par un électron lié d’énergie i, et la libération de celui-ci
de l’attraction du noyau. L’énergie cinétique de l’électron libre est f . La condition nécessaire
est que le photon doit avoir une énergie supérieure à l’énergie de liaison χi de l’électron à
ioniser. L’excédent d’énergie est converti en l’énergie cinétique f . χi est connu grâce au calcul
de structure atomique.
Cette condition s’écrit :
Eγ = χi + f . (2.100)
Le processus inverse s’appelle recombinaison radiative (RR). Il consiste en la capture d’un
électron libre d’énergie initiale i > 0 par l’ion. Une fois lié, l’électron a une énergie finale
f = −χi < 0. Un photon d’énergie Eγ = i − f = i + χi > 0 est émis.
La photo-ionisation par un photon d’énergie Eγ , à partir d’un état initial i vers un état
final j constitué d’un électron libre (appelé photo-électron) et d’un ion est décrite par la
section efficace [7] :
σPIij (Eγ) =
pie2h
mec
dfij
dEγ
(Eγ) (2.101)
où dfij/dEγ est la forme différentielle de la force d’oscillateur pour l’ionisation (voir section
"Force d’oscillateur").
Remarques : La recombinaison radiative stimulée est souvent négligée.
La section efficace de photo-ionisation peut aussi être obtenue de façon moins détaillée, en
utilisant la formule de Kramers, voir la section "Opacité lié-libre".
Le principe de micro-réversibilité donne la relation de Milne qui exprime la section efficace
de recombinaison radiative σRR() en fonction de σPI(Eγ) [8] :
σRRji () =
E2γ
2mec2
gi
gj
σPIij (Eγ) (2.102)
avec, comme vu plus haut, Eγ = χi + .
Le taux de photo-ionisation est donné par :
RPIij =
∫ ∞
χi→j
J(E)σPI(E)dE (2.103)
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où J(E) est le nombre de photons incidents d’énergie E par unité de surface par unité de
temps par unité d’énergie (en photons · cm−2 · s−1 · J−1).
Autoionisation, capture résonante et recombinaison diélectronique :
Figure 2.8 – L’auto-ionisation vue comme une émission spontanée suivie d’une photo-
ionisation
Un ion doublement excité (i.e. ayant deux électrons excités) peut, s’il se trouve dans la
limite d’ionisation (on dit qu’il occupe un état auto-ionisant ou quasi-lié [32]), voir un de ses
deux électrons excités se dés-exciter par émission spontanée en émettant un photon Auger
d’énergie Eγ . Ce photon est tout de suite réabsorbé par le deuxième électron excité. Cette
absorption lui permet d’être photo-ionisé (PI) et de se retrouver à l’état libre. Ce processus
s’appelle auto-ionisation (AI). La condition est que l’énergie Eγ doit être supérieure à l’énergie
d’ionisation χij du deuxième électron.
Le processus inverse s’appelle capture résonante (CR). Dans une première étape, un ion
capture un électron libre d’énergie . Celui-ci occupe un nouvel état lié d’énergie −χi. Dans
une seconde étape, la différence d’énergie de l’électron (avant et après la capture) est emportée
par un photon d’énergie Eγ = +χi. Ce même photon est ensuite absorbé par un autre électron
lié qui devient ainsi excité, mais sans être ionisé. L’ensemble des deux étapes 1 (capture) et
2 (excitation du deuxième électron) constitue la capture résonnante.
Claire Bauche, Jacques Bauche et Olivier Peyrusse proposent une formule pour calculer
le taux d’auto-ionisation d’une configuration C = lnαα l
nα′
α′ l
nβ
β . . . à une configuration C ′ =
lnα−1α l
nα′−1
α′ l
nβ+1
β . . . , en supposant que celle-ci est une émission radiative de la configuration
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C à la configuration C0 = lnα−1α l
nα′
α′ l
nβ+1
β . . . (AC→C0(s−1)) suivie d’une photo-ionisation
σPIC0→C′ de C0 à C
′ [8] :
RAIC→C′ ≈ 1.5× 1024(1−
δαα′
2 )
1
Z2eff
AC→C0σ
PI
C0→C′(∆ECC0) (2.104)
où Zeff est la charge effective de l’ion, qui peut être calculée à l’aide du modèle du noyau
écranté (voir 2.2.3.4), ∆ECC0 est la différence d’énergie entre les deux configurations C et C0
et δ est le symbôle de Kronecker.
Figure 2.9 – Diagramme des processus d’auto-ionisation (AI) et de capture résonnante (CR)
Les 3 auteurs donnent aussi une expression du taux d’auto-ionisation entre le niveau i de
l’ion de charge z et le niveau j de l’ion de charge z + 1.
Le taux de capture résonante de j à i est déduit de RAI , grâce au principe de micro-
réversibilité :
RCRji =
neh3
2(2pimekBTe)3/2
gi
gj
e−(Ei−Ej)/kBTeRAIij (2.105)
Après une capture résonante (j → i), l’état auto-ionisant i obtenu peut soit s’auto-ioniser
(i → j) soit subir une émission spontanée vers un nouvel état lié k (Aik). Une capture
résonante suivie d’une émission spontanée est appelée recombinaison di-électronique (RD).
Le taux correspondant est donné par :
RRDjk = Br RCRji (2.106)
où Br =
Aik
Aik +RAIij
est le rapport de branchement qui traduit la probabilité qu’une recombi-
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naison di-électronique se produise plutôt qu’une auto-ionisation.
Remarque : Une capture résonnante suivie d’une dés-excitation collisionnelle peut aussi être
considérée comme une recombinaison di-électronique, mais ce processus est négligé devant
l’émission spontanée.
L’auto-ionisation et la capture résonnante/recombinaison di-électronique peuvent jouer
des rôles importants dans le calcul des populations en régime NLTE et par conséquent dans
celui des opacités et émissivités des plasmas. L’émission spontanée qui constitue la deuxième
étape de la recombinaison di-électronique émet un photon auquel correspondent des raies
satellite. Celles-ci peuvent permettre un diagnostic de la densité électronique.
2.2.3.4 Abaissement du potentiel d’ionisation et écrantage du noyau
Quand l’interaction entre les ions actifs et le reste du plasma n’est pas incluse dans l’Ha-
miltonien, il est nécessaire d’apporter des corrections à la structure atomique. En effet, à
cause du micro-champ électrique créé par les ions voisins et des collisions avec les électrons
libres, les énergies d’ionisation des électrons liés sont abaissées. Plus la densité électronique
est élevée, plus l’énergie d’ionisation est basse. Certains états liés peuvent même se retrouver
dans le continuum. On appelle cet effet abaissement du potentiel d’ionisation (ou IPD pour
Ionization Potential Depression).
La prise en compte de cet effet est extrêmement importante, car l’énergie d’ionisation
intervient dans le calcul des taux de tous les processus atomiques (excitation/dés-excitation
collisionnelles et toutes les ionisations et recombinaisons). Une bonne connaissance des éner-
gies d’ionisation conduit à des valeurs plus précises des populations et donc de l’opacité.
Ecker et Kröll [33] proposent l’abaissement du potentiel d’ionisation [34] pour un ion de
charge z et de numéro atomique Z :
∆EEK(z) = (z + 1)e2
1/λD ncr ≥ nions(1 + Z)C × (1 + Z)1/3 /r0 ncr < nions(1 + Z) (2.107)
où Z est l’état d’ionisation moyen du plasma et r0 le rayon de la sphère ionique donné par
4pinionsr30/3 = 1. λD est la longueur de Debye généralisée :
λD =
√
kBT
4pi(nions + ne)e2
, (2.108)
où ncr est une densité critique définie par :
ncr =
3
4pi
(
kBT
Z2e2
)3
. (2.109)
La constante C est introduite de manière à assurer la continuité de ∆EEK à la densité critique
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ncr :
C =
 r0(
1 + Z
)1/3
λD

ncr
(2.110)
Stewart et Pyatt [35] proposent un autre modèle (SP) basée sur un potentiel de Thomas-
Fermi à température finie, une distribution de Maxwell-Boltzmann pour les ions et une dis-
tribution de Fermi-Dirac pour les électrons libres. Dans ce modèle [34], l’abaissement du
potentiel d’ionisation s’écrit :
∆ESP (z) =
3(z + 1)e2
2r0

[
1 +
(
λD
r0
)3]2/3
−
(
λD
r0
)2 (2.111)
Aujourd’hui, aucun des deux modèles n’est capable de décrire correctement l’abaissement
du potentiel d’ionisation dans toutes les situations, c’est-à-dire pour tout élément chimique,
toute température et toute densité. En effet, Ciricosta et al. [36] démontrent par une expé-
rience sur un plasma d’aluminium que le modèle d’Ecker et Kröll donne de meilleurs résultats
que le modèle de Stewart et Pyatt. Dans une autre étude, Calisi et al. [34] démontrent que le
modèle EK donne de meilleures prédictions pour un système simulé avec des ions à tempéra-
ture ambiante alors que le modèle SP décrit mieux la variation de l’IPD avec la température.
Son et al. [37] ont montré que l’on ne pouvait pas trancher entre les modèles EK et SP et
que, dans certains cas, les deux modèles donnent des écarts importants avec l’expérience.
Il semble que le meilleur moyen de prendre en compte l’abaissement du potentiel d’ioni-
sation est d’inclure le potentiel plasma créé par les électrons libres et les ions voisins dans
l’Hamiltonien lors du calcul de structure atomique. Cependant, cette méthode requiert la
modification du code de physique atomique et nécessite des calculs numériques plus lourds.
Les électrons liés écrantent la charge du noyau. Intéressons-nous à un ion de numéro
atomique Z, avec les couches K, L et M remplies et un électron sur la couche n = 4. Cet
électron subira un champ électrique moins intense que s’il était le seul électron lié.
La charge du noyau écranté, ressentie par l’électron sur la couche n peut être approximée de
la façon suivante :
Zeff(n) = Z − 12σ(n, n)Pn −
∑
m<n
σ(n,m)Pm (2.112)
où σ(n,m) est un coefficient d’écrantage et Pm le nombre d’électrons occupant la couche m.
La table 2.6 donne les coefficients d’écrantage proposés par More [38].
Marchand et al. [38] proposent une version améliorée des coefficients de More .
Il est possible de calculer la charge écrantée avec plus de précision en considérant des
coefficients différents pour les sous-couches nl d’une même couche n [39].
Cette charge effective peut être utilisée pour estimer les énergies d’excitation et d’ioni-
sation ainsi que dans les expressions qui font intervenir la charge du noyau (e.g. la section
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m\n 1 2 3 4
1 0.3125 0.9380 0.9840 0.9954
2 0.2345 0.6038 0.9040 0.9722
3 0.1093 0.4018 0.6800 0.9155
4 0.0622 0.2430 0.5150 0.7100
Table 2.6 – Coefficients d’écrantage de More.
efficace de photo-ionisation de Kramers, . . .).
2.3 Opacités
L’opacité consiste en l’absorption d’un photon d’une énergie Eγ = hν par un électron
lié ou libre. L’énergie de ce dernier va obligatoirement augmenter à cause du principe de
conservation d’énergie. On définit 3 types d’opacité selon l’état initial ou final de l’électron :
- Opacité lié-lié (bound-bound),
- Opacité lié-libre (bound-free),
- Opacité libre-libre (free-free).
On rappelle que l’opacité s’exprime en fonction du coefficient d’absorption k et de la masse
volumique ρ de la façon suivante :
κ(cm2/g) = k(cm
−1)
ρ(g · cm3) (2.113)
avec
kij = niσij (2.114)
où ni est la population de l’état initial et σi→j la section efficace. Dans la suite, nous verrons
comment calculer chacune des trois composantes de l’opacité.
2.3.1 Opacité lié-lié
Un électron dans l’état lié i d’énergie Ei, absorbe un photon d’énergie Eγ et transite vers
un état lié f d’énergie Ef = Ei +Eγ . Le processus élémentaire en jeu est la photo-absorption
(voir 2.2.3.3).
La section efficace de l’absorption lié-lié est donnée par [40] :
σbbij (E) =
pihe2
mec
fijφij(E) (2.115)
où fij est la force d’oscillateur (voir 2.1.2), φij(E) le profil d’élargissement propre à la tran-
sition i→ j et E l’énergie du photon incident.
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Remarque : La force d’oscillateur fij est définie entre deux niveaux atomiques i et j. C’est
ce que l’on appelle la méthode Detailed-Line-Accounting ou DLA. f peut aussi être calcu-
lée entre deux configurations électroniques, ce que l’on appelle alors la méthode Detailed-
Configuration-Accounting ou DCA.
Le coefficient d’absorption kbbij est obtenu en multipliant σbbij par la population du niveau
atomique initial ni :
kbbij = niσbbij (2.116)
2.3.1.1 Mécanismes d’élargissement
En l’absence des mécanismes d’élargissement spectral, une transition n’est possible qu’en
une seule valeur de l’énergie (pic de Dirac), ce qui rend sa probabilité très faible, car le
photon doit avoir exactement cette valeur de l’énergie. Plusieurs mécanismes d’élargissement
existent :
Élargissement naturel :
Le principe d’incertitude de Heisenberg stipule que l’on ne peut pas connaître à la fois
la position et l’impulsion d’une particule avec une précision infinie. L’amélioration de la
précision de mesure d’une grandeur se fait au détriment de l’autre grandeur. Converti en
termes d’énergie et de durée de vie, ce principe implique que l’existence d’une durée de vie
finie ∆t d’un niveau atomique implique une incertitude sur l’énergie ∆E. Le produit de ces
deux quantités vérifie :
∆E ·∆t > ~2 (2.117)
Soit un niveau i d’énergie Ei et de durée de vie ∆ti = ~/ΓnatL,i = 1/
∑
k<iAik où A est
le coefficient d’Einstein de l’émission spontanée. La somme est faite sur tous les niveaux k
d’énergie Ek < Ei. Ainsi, le profil spectral associé à une transition entre le niveau i (Ei,Γi)
vers le niveau j (Ej > Ei,Γj) est centrée en E0 = Ej − Ei > 0. Le profil est donné par une
fonction Lorentzienne [41] :
φnatij (E) =
ΓnatL /(4pi2)
(E − E0)2 + (ΓnatL /4pi)2
, (2.118)
où ΓnatL = ΓnatL,i + ΓnatL,j . Dans notre étude, l’élargissement naturel est négligeable devant les
autres mécanismes.
Élargissement électronique (Stark électronique) :
Les collisions entre l’ion absorbant et les électrons libres affectent les énergies des niveaux
liés et sont ainsi responsables d’un élargissement supplémentaire. Dans le cadre de la théorie
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des impacts électroniques, cet élargissement est caractérisé par un profil Lorentzien :
φelctrij (E) =
ΓelctrL /(4pi2)
(E − E0)2 + (ΓelctrL /4pi)2
. (2.119)
Une formule semi-empirique très utilisée, due à Dimitrijević et Konjević [42], donne ΓelctrL
pour un ion de charge z :
ΓelctrL
2 =
4pi
3
√
2pi
3
~3
m
3/2
e (kBTe)1/2
ne
(
0.9− 1.1
z + 1
) ∑
k=i,j
3nk
2(z + 1)
(
n2k − l2k − lk − 1
)
(2.120)
où ni, li et nj , lj sont les nombres quantiques associés aux sous-couches initiale et finale res-
pectivement.
Cette formule semi-empirique présente l’avantage d’être simple et très pratique à utiliser. Elle
est donc adaptée aux calculs d’opacité avec un très grand nombre de transitions. Cependant,
elle peut sous-estimer ou surestimer l’élargissement par impact électronique. Il existe d’autres
méthodes plus précises et plus sophistiquées, basées sur la fonction de corrélation du mo-
ment dipolaire [43], mais elles sont beaucoup trop lourdes pour une application impliquant
un très grand nombre de transitions. Une autre méthode consiste à exprimer ΓelctrL de manière
analogue à l’élargissement naturel, soit :
ΓelctrL = ΓelctrL,i + ΓelctrL,j , (2.121)
avec ΓelctrL,i = 2~νcoll,i où νcoll,i est la fréquence de dés-excitation collisionnelle entre i et tous
les niveaux inférieurs :
νcoll,i =
∑
k<i
RCDik (2.122)
RCDik peut être calculé en utilisant par exemple la formule de Van Regemorter (voir 2.2.3.2).
Cette méthode peut devenir prohibitive en termes de temps de calcul si le nombre de transi-
tions est grand.
Elargissement Doppler :
L’élargissement Doppler est dû à l’agitation thermique des ions qui absorbent ou qui
émettent un rayonnement. Cet élargissement augmente avec la température des ions et peut
devenir important devant d’autres mécanismes d’élargissement notamment lorsque la densité
est basse et la charge ionique modérée. Si on admet que la vitesse des ions est représentée par
une distribution Maxwellienne, le profil spectral est Gaussien. Il s’écrit :
φdoppij (E) =
1
ΓD
√
pi
e−(E−E0)
2/Γ2D , (2.123)
où
ΓD = E0
√
2kBTi
Mc2
, (2.124)
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avec Ti la température ionique et M la masse de l’ion.
Élargissement ionique :
Contrairement aux électrons libres, les ions sont supposés fixes en raison de leur masse.
On fait alors l’hypothèse quasi-statique, selon laquelle l’ion absorbant est perturbé par un
micro-champ électrique indépendant du temps. Griem [41] propose une relation simple pour
estimer la demi-largeur associée à une transition ni → nf :
Γ1/2 '
12Zp~2
Zme
(
n2i − n2f
)
n2/3p (2.125)
où Zp et np sont respectivement la charge et la densité d’ions perturbateurs. Il propose aussi
dans la même référence une expression pour la demi-largeur totale, impliquant à la fois les
collisions avec les électrons et le microchamp ionique :
Γtotal = Γelec impact + 1.75α(1− 0.75R)Γelec impact (2.126)
où α est un paramètre tabulé [41], R = 61/3pi1/6
(
e2/kBT
)1/2
n
1/6
e et Γelec impact est une largeur
d’élargissement d’impact électronique, à calculer par exemple avec la formule de Dimitrijeviç
et Konjeviç (voir 2.3.1.1).
B.F. Rozsnyai [44] a étudié l’élargissement Stark (collisions et microchamp ionique) dans
un plasma suffisamment dense pour que l’approximation dite binaire ou du voisin le plus
proche (nearest neighbor) soit valide. En effet, dans ce cas, l’approximation de Holtsmark
donnant la distribution du micro champ ionique ne s’applique plus.
Convolution des élargissements Doppler et électronique - Profil de Voigt :
Quand aucun mécanisme ne peut être négligé, il faut exprimer le profil spectral en convo-
luant le profil Doppler (Gaussien) et le profil (Lorentzien) associé à l’élargissement électro-
nique. Le profil résultant est connu sous le nom de profil de Voigt :
φ(x) = 1√
pi
1
ΓD
y
pi
∫ +∞
−∞
e−t2
y2 + (x− t)2dt (2.127)
où x = E − E0ΓD et y =
ΓL√
ln 2ΓD
.
Sapar et Kuusik [45–47] donnent pour les ions hydrogénoïdes un développement du profil
complet qui prend également en compte l’élargissement ionique, obtenu par convolution d’un
profil de Holtsmark (élargissement ionique) et du profil de Voigt :
φ(β) = χ(β) + Λ(β) + ∆(β) (2.128)
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avec
χ(β) = 2
pi
∫ +∞
0
βx sin(βx)(x)dx (2.129)
Λ(β) = 2L
pi
∫ +∞
0
x cos(βx)(x)dx (2.130)
∆(β) = 4D
2
pi
∫ +∞
0
x2 cos(βx)(x)dx (2.131)
Ici, (x) = exp(−x3/2 − Lx−D2x2), D = ΓD/2ΓS, L = ΓL/ΓS et β = (E −E0)/ΓS. ΓS est la
largeur ionique.
L’avantage de cette formule est qu’elle fait apparaître les composantes Stark de la tran-
sition étudiée. Ceci se fait au prix d’un calcul très lourd. En effet, les 3 intégrales ci-dessus
doivent être calculées pour chaque énergie, ce qui nécessite des temps et des ressources de
calcul importants, même s’il existe des algorithmes optimisés [45]. Dans la figure 2.10, on a
représenté le profil obtenu par le modèle de Sapar et Kuusik. On observe les composantes
Stark. Il s’agit ici d’un exemple mathématique (et non physique) dans lequel on a posé
ΓL = ΓS = ΓD = 1.
Figure 2.10 – Profil de Sapar et Kuusik avec ΓL = ΓS = ΓD = 1
Élargissement expérimental :
L’élargissement expérimental prend en compte tous les facteurs liés au matériel de mesure
comme par exemple la résolution finie du cristal du spectromètre. Le profil correspondant à ce
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mécanisme peut être choisi Gaussien ou Lorentzien, avec une largeur Γexp. Etant donné que
le spectromètre mesure une transmission et non un coefficient d’absorption, l’élargissement
doit être calculé sur la transmission Tr(E) = e−k∆x où ∆x est l’épaisseur du plasma traversé
par le rayonnement mesuré.
Le profil mesuré, peut être obtenu en convoluant le profil obtenu précédemment avec une
Gaussienne (qui décrit l’élargissement expérimental) :
Trexp(E) =
∫ ∞
0
Tr(E − t) 1√
2pi
1
Γexp
exp(− t
2
2Γ2exp
)dt (2.132)
La largeur Γexp dépend du pouvoir de résolution du matériel de mesure.
2.3.1.2 Déplacement des raies spectrales
Le micro-champ électrique créé par les ions et les collisions avec les électrons libres est
responsable d’un déplcament spectral des raies. Une première méthode pour calculer le dépla-
cement consiste à inclure le potentiel créé par le plasma environnant dans l’Hamiltonien, lors
du calcul de la structure atomique. De cette façon, cet effet est pris en compte en amont, et il
n’est plus nécessaire d’apporter des corrections en aval. L’inconvénient de cette méthode est
qu’elle peut être lourde et nécessite l’établisement d’un modèle pour estimer le potentiel créé
par le plasma lors de chaque calcul de structure atomique. La deuxième méthode consiste à
utiliser une expression générale et simple afin d’estimer le déplacement spectral sans avoir à
inclure le potentiel plasma à chaque calcul. Massacrier et Dubau [48] ont calculé le déplace-
ment spectral en incluant le potentiel plasma dans le code SUPERSTRUCTURE développé à
University College, London. L’interaction de configurations et les corrections relativistes ont
été négligées.
Dans ce modèle, si on s’intéresse à une transition dipolaire électrique n′l′ → nl dans un
ion hydrogénoïde, le déplacement spectral est donné par la formule simple :
∆E(nl − n′l′) = −23pine
(
〈r2〉0n′l′ − 〈r2〉
0
nl
)
(2.133)
où la moyenne du carré du rayon de l’orbitale nl, à une densité nulle (ion isolé), est donné
par :
〈r2〉0nl =
n2
[
5n2 + 1− 3l(l + 1)]
2z2 (2.134)
où z est la charge de l’ion.
Pour les ions hydrogénoïdes, les transitions les plus importantes ont lieu entre deux couches
telles que n′ > n. Etant donné que 〈r2〉0nl < 〈r2〉0n′l′ , ∆E est toujours négatif, ce qui donne un
déplacement vers le rouge.
Pour les ions non hydrogénoïdes, la relation 2.133 peut être utilisée si l’interaction de
configuration est négligeable. Contrairement aux ions hydrogénoïdes, ∆E peut être positif, à
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cause de l’interaction coulombienne entre les électrons liés.
2.3.2 Opacité lié-libre
Un électron lié, d’énergie Ei, absorbe un photon d’énergie Eγ supérieure à son énergie
d’ionisation χif . Il passe à un état libre d’énergie Ef = Eγ − χif . Ce processus de photo-
ionisation (2.2.3.3) est à l’origine de l’opacité lié-libre.
Pour les calculs d’opacité, il est plus commode d’utiliser une formule approchée plutôt
que la formule vue dans la section "Photo-ionisation et recombinaison radiative", qui certes
est plus précise, mais est très gourmande en temps de calcul, surtout quand le nombre de
niveaux atomiques devient très important. Pour cette raison, on utilise souvent la méthode
Detailed-Configuration-Accounting (DCA) avec la section efficace de Kramers [49]. Il s’agit
ici de la photo-ionisation d’un électron sur la sous-couche nl de la configuration C vers le
continuum noté ∞ :
σbfCnl→∞(E) =
64piαa20
3
√
3
√
Ry(χCnl→∞)2.5
Zeff,CnlE
3 Nelec,Cnlg
bf (2.135)
E est l’énergie du photon incident, χCnl→∞ est l’énergie d’ionisation d’un électron sur la
sous-couche nl appartenant à la configuration C, Nelec,Cnl est le nombre d’électrons occupant
la sous-couche nl (appartenant à C) et Zeff,Cnl est la charge du noyau effectivement ressentie
par l’électron (Cnl) à cause de l’écrantage par les autres électrons liés de C (voir 2.2.3.4). gbf
est le facteur de Gaunt associée à la photo-ionisation.
Remarque :
Pour obtenir le coefficient d’absorption kbf en DCA, il faut multiplier σbf par la population
de l’état initial, qui est ici une configuration électronique et non un niveau atomique. La
population d’une configuration C est la somme des populations de tous les niveaux atomiques
appartenant à C :
kbfCnl→∞(E) = nCσ
bf
Cnl→∞(E), (2.136)
avec
nC =
∑
i∈C
ni. (2.137)
2.3.3 Opacité libre-libre
Un électron initialement libre, oscillant dans un champ électrique entre en collision avec
un ion. Cette collision induit un déphasage entre l’oscillation de l’électron et le champ élec-
trique. Une partie de l’énergie d’oscillation est convertie en énergie thermique et l’électron est
ainsi accéléré après avoir absorbé un photon. Ce processus est connu sous le nom de l’effet
bremsstrahlung inverse. La section efficace s’écrit pour un ion de charge z [40] :
σff(E) = nions
16pi2e2h2
3
√
3
c(2pime)
3
2
z3negff
(kBTe)1/2E3
. (2.138)
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Le facteur de Gaunt gff est souvent pris égal à 1. Pour obtenir le coefficient d’absorption kff ,
il suffit de multiplier σff par la densité des particules cibles, c’est-à-dire la densité des ions
nions :
kff(E) = nionsσff(E). (2.139)
2.3.4 Diffusion Thomson
Figure 2.11 – Diffusion d’un photon par un électron libre
Un photon peut être diffusé par un électron libre de manière élastique, c’est-à-dire sans
échange d’énergie : seule la direction du photon change. Il s’agit bel et bien d’une source
d’opacité même si le photon n’est pas absorbé. En effet, si on calcule l’opacité dans la direction
des photons incidents (axe horizontal sur l’image ci-dessus), on a bien une diminution du
nombre de photons dans la direction incidente. Ce mécanisme d’opacité est souvent négligée
relativement aux opacités lié-lié, lié-libre et libre-libre. La section efficace de la diffusion
Thomson est constante et est donnée par :
σTh = 8pi3 r
2
e , (2.140)
où re =
e2
4pi0mec2
est le rayon classique de l’électron. Le coefficient d’absorption est donné
par :
kTh = neσTh. (2.141)
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Le calcul de l’opacité d’un plasma chaud et dense présente plusieurs difficultés. En ef-
fet, l’opacité fait intervenir plusieurs grandeurs : structure atomique, taux des processus
atomiques, élargissement, . . ., qu’il faut calculer avant de résoudre le système d’équations
différentielles et d’atteindre l’opacité. Chacune de ces quantités apporte sa part d’erreur qui
se propage et se cumule d’une étape à l’autre. Il devient ainsi très difficile de quantifier chaque
erreur et d’en identifier la cause avec beaucoup de précision. On a donc choisi de se concentrer
dans ce chapitre sur les taux des processus atomiques. La connaissance de ces taux est cruciale
dans le calcul des propriétés radiatives du plasma.
3.1 Cadre du calcul et hypothèses
On admet que le plasma a atteint le régime stationnaire. Ainsi, toutes les grandeurs le
caractérisant (température, densité et populations des niveaux atomiques) ne dépendent pas
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du temps. On suppose aussi que la température et la densité sont spatialement homogènes,
que les électrons libres sont tous thermalisés entre eux (absence d’électrons rapides) et qu’ils
sont décrits par une distribution maxwellienne à la température électronique Te égale à la
température ionique, Ti = Te. Ceci est en réalité une approximation car les ions sont beaucoup
plus lourds que les électrons. Ainsi, ils ne peuvent pas être thermalisés à la même température
que ces derniers. Les grandeurs qui dépendent explicitement de Ti sont la largeur Doppler, la
longueur de Debye (qui intervient dans le calcul de l’abaissement du potentiel d’ionisation.
On néglige la réabsorption par le plasma d’un photon qui a été émis par le plasma lui-
même. Seul le rayonnement émis par le hohlraum peut être absorbé par l’ablateur.
L’abaissement du potentiel d’ionisation est calculé en utilisant la formule de Stewart et
Pyatt. Celle-ci présente l’avantage d’être facile à utiliser et d’avoir une utilisation répandue,
ce qui permet de comparer des résultats obtenus avec une estimation identique de l’IPD. Nous
avons généré les énergies d’ionisation des ions isolés sous formes de tables, avec la version en
ligne de la suite de codes du Los Alamos National Laboratory 1. Pour chaque configuration
électronique C prise en compte dans le calcul de structure atomique, il y a autant d’énergies
d’ionisation à calculer que de sous-couches non vides de C. Par exemple, si dans notre calcul
on prend en compte les configurations 1s2, 1s 2s et 1s 2p pour l’ion héliumnoïde, alors il
y a 5 énergies d’ionisation différentes à calculer. Il en est de même pour les configurations
électroniques des autres états d’ionisation. Ces énergies seront utilisées pour calculer les taux
d’ionisation, de recombinaison ainsi que les seuils de photo-ionisation.
Remarque :
L’énergie d’ionisation de l’électron 1s dans chacune des configurations 1s2, 1s 2s et 1s 2p est
différente, car les électrons spectateurs 1s, 2s et 2p écrantent différemment le noyau atomique.
Afin d’avoir la plus grande précision possible lors du calcul des taux, et donc des populations,
on a pris en compte l’effet d’écran lors de la génération des tables d’énergies d’ionisation. Pour
tous les autres mécanismes où l’effet d’écran intervient, on a utilisé les coefficients d’écran
proposés par More (voir 2.2.3.4).
Seules les transitions dipolaires électriques (E1) seront prises en compte.
3.2 Structures atomiques
Comme on l’a vu plus haut, la connaissance de l’opacité ou de l’émissivité requiert le
calcul préalable de la base atomique. On rappelle que celle-ci contient :
- L’ensemble des niveaux atomiques, avec toutes les caractéristiques les identifiant : configu-
ration électronique, énergie, moment angulaire total . . .
- Les forces d’oscillateur entre tous les niveaux lorsque les règles de sélection le permettent.
Le code FAC fournit également les sections efficaces de plusieurs processus atomiques
dans un format user-friendly. Cependant, le temps de calcul peut devenir extrêmement long,
surtout en régime transitoire et quand le nombre de niveaux atomiques devient très grand.
1. http ://aphysics2.lanl.gov/cgi-bin/ION/runlanl08f.pl
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Nous allons maintenant décrire notre procédure pour générer les structures atomiques.
3.2.1 Génération des configurations électroniques
Un code de physique atomique requiert en données d’entrée les configurations électroniques
pertinentes. Théoriquement, le nombre de ces configurations peut être infini. Cependant, en
pratique, on se restreint à un nombre limité de configurations. En effet, selon la température
et la densité, certaines configurations sont dominantes, alors que d’autres peuvent être né-
gligées, car les populations des niveaux correspondants sont faibles. La contribution de ces
configurations à l’opacité est donc négligeable.
Le choix des configurations est d’une importance cruciale. En effet, considérons à titre
d’exemple la transition 2p → 1s d’un ion hydrogénoïde qui présente expérimentalement une
raie très importante. Si l’une ou l’autre des configurations 1s et 2p est ignorée dans les données
d’entrée du code de physique atomique, les niveaux correspondants seront aussi absents, et la
transition n’apparaîtra pas dans le profil calculé d’opacité. La base atomique doit donc être
la plus complète et la plus optimisée possible.
Le deuxième critère important est la consistance et la cohérence de la base atomique.
Considérons par exemple la configuration Cz = 1s2 2s2 2p appartenant à l’état d’ionisation z
et une configuration Cz+1 = 1s2 2s 3s appartenant à l’état d’ionisation z + 1. On remarque
que toute ionisation (ou recombinaison) directe est impossible entre ces deux configurations,
car il faudrait une ionisation d’un électron 2s suivie d’une excitation 2p → 3s. Ainsi, si
seule la configuration Cz+1 est présente dans les données de l’ion z + 1, aucun échange de
population par ionisation ou recombinaison entre les ions z et z + 1, ne pourra avoir lieu, et
le calcul de populations atomiques serait incomplet. Il faudrait alors compléter la base avec
de nouvelles configurations : Cz+1 = 1s2 2s2, / 1s2 2s 2p, 1s 2s2 2p, par exemple, pour assurer
la continuité entre les ions z et z+ 1. Il est très difficile d’assurer la continuité pour la totalité
des configurations, il faut donc trouver un compromis entre la continuité et le temps de calcul.
Le troisème critère est la précision des données atomiques, c’est-à-dire la capacité du code
de physique atomique à donner des résultats suffisamment proches des mesures expérimen-
tales. Plusieurs facteurs entrent en jeu, comme par exemple la prise en compte de l’interaction
de configurations [50], de l’effet de relaxation des orbitales [51] et des effets relativistes.
Les configurations électroniques respectant les trois critères décrits ci-dessus nous ont été
fournies par J.-C. Pain (CEA DAM, Bruyères-Les-Chatels). Elles sont générées à l’aide de
la méthode de l’atome moyen où les électrons liés sont traités de façon complètement quan-
tique alors que les électrons libres sont pris en compte à l’aide du modèle de Thomas-Fermi
2.1.1.2 dans lequel l’atome est remplacé par un atome moyen avec des nombres d’occupa-
tion moyens ni non entiers (e.g. 1s1.2 2s0.9 2p3.2) et des variances associées à chaque ni [52]
σ2i = ni (1− ni/gi). On considère alors toutes les configurations électroniques dans l’intervalle
[−3σi, 3σi]. Dans l’exemple ci-dessus, on aurait alors :
1s1.2± 3σ1s 2s0.9± 3σ2s 2p3.2± 3σ2p (3.1)
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On peut se retreindre à un intervalle plus petit, couvrant seulement 1 ou 2σi, par exemple.
Ceci permet de générer un nombre plus réduit de configurations électroniques, ce qui peut
être pratique pour les atomes lourds, pouvant impliquer un nombre très grand de niveaux
atomiques. Mais, on risque alors de négliger des configurations importantes.
Dans certains codes récents, on peut fournir à la place d’une longue liste de configu-
rations une liste beaucoup plus courte de super-configurations (SC). Les SC sont notées :
(1)n1(2)n2(3)n3 . . . . Cette SC contient toutes les configurations ayant n1 électrons sur la couche
K, n2 électrons sur la couche L et n3 électrons sur la couche M. Par exemple, la SC [1]2 [3]1
est équivalente à la liste de configurations 1s2 3s, 1s2 3p et 1s2 3d. Outre une concision sur la
forme, les SC présentent l’avantage de ne pas omettre de configurations.
3.2.2 Calcul de la Structure atomique
Les calculs de structure atomique ont été faits à l’aide de la version modifiée par A.
Kramida 2 du code Cowan [7]. Le code Cowan est composé de 4 modules :
1. RCN : sert à calculer les fonctions d’onde radiales mono-électroniques en utilisant la
méthode Hartree-Fock 3 (voir 2.1.1.4) pour chaque configuration électronique donnée
en entrée du programme. RCN donne en sortie l’énergie moyenne de chaque configurai-
ton Eav, les intégrales radiales de Coulomb (Fk et Gk) et de spin-orbit (ζ) nécessaires
pour calculer les énergies des niveaux atomiques.
2. RCN2 : utilise les sorties de RCN pour calculer les intégrales de Coulomb d’interaction
de configuration (Rk) ainsi que les intégrales radiales de transitions dipolaires (E1) et
quadrupolaires (E2).
3. RCG : sert à calculer les énergies des niveaux atomiques, les forces d’oscillateur, les
énergies de transitions, les coefficients d’Einstein d’émission spontanée, etc.
4. RCE : Ce module est optionnel. Il permet grâce à un fitting par la méthode des
moindres carrés impliquant des valeurs mesurées, d’améliorer la précision des calculs.
Après un certain nombre d’itérations, les paramètres Eav, Fk, Gk, Rk et ζ sont modifiés
de telle façon à améliorer l’accord entre valeurs calculées et mesurées.
3.2.3 Comparaison des codes Cowan et FAC
Le code FAC (Flexible Atomic Code) a été développé par M. F. Gu [11]. Il utilise la
méthode Dirac-Hartree-Fock (voir 2.1.1.4). Il présente l’avantage d’être relativiste : les effets
relativistes ne sont pas traités comme une perturbation. De plus, il fournit les sections efficaces
de nombreux processus microscopiques. Il constitue donc une alternative très intéressante
pour de futurs travaux. On se propose ici de comparer quelques énergies obtenues par les
codes COWAN et FAC. On rappelle que les codes COWAN et FAC utilisent respectivement
l’équation de Schrödinger et l’équation de Dirac (voir §Equations de Schrödinger et de Dirac).
2. http ://das101.isan.troitsk.ru/COWAN.HTM
3. On rappelle que la méthode Hartree-Fock traite les effets relativistes comme des perturbations.
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Niveau COWAN (eV) FAC (eV)
1s2(1S0) 0 0
1s 2p(3P2) 1795.998 1854.679
1s 2p(1P1) 1804.743 1865.025
2p2(3P2) 3715.688 3837.946
2p2(1D2) 3721.73184 3845.071
Table 3.1 – Energies de Si12+
Transition COWAN (eV - s−1) FAC (eV - s−1)
1s 2p(3P2)-2p2(3P2) 1919.690 - 3.412 · 1013 1983.267 - 3.461977 · 1013
1s2(1S0)-1s 2p1(1P1) 1804.743 - 4.01 · 1013 1865.025 - 3.8798 · 1013
1s 2p(1P1)-2p2(1D2) 1916.988 - 4.388 · 1013 1980.047 - 4.60826 · 1013
Table 3.2 – Energies de transitions et taux d’émission spontanée de Si12+
Niveau COWAN (eV) FAC (eV)
1s22s(2S1/2) 0 0
1s2 3p(2P1/2) 293.646 302.814
1s 2s 2p(2P3/2) 1785.967 1785.967
1s 2s 3p(2P1/2) 2068.954 2134.835
Table 3.3 – Energies de Si11+
Transition COWAN (eV - s−1) FAC (eV - s−1)
1s22s(2S1/2) -1s2 3p(2P1/2) 293.646 - 4.5605 · 1011 302.814 - 4.76634 · 1011
1s22s(2S1/2)-1s 2s 2p(2P3/2) 1785.967 - 3.4975 · 1013 1826.006 - 3.262573 · 1013
1s22s(2S1/2)-1s 2s 3p(2P1/2) 2068.95492 - 5.795 · 1012 2134.83581 - 4.996654 · 1012
Table 3.4 – Energies de transitions et taux d’émission spontanée de Si11+
Dans la table 3.1, on donne les énergies de quelques niveaux de l’ion Si12+ obtenues à
l’aide du code COWAN et du code FAC. L’écart entre les deux calculs est de l’ordre de 3%.
Dans la table 3.2, on donne le taux d’émission spontanée de quelques transitions dans
Si12+. L’écart entre les valeurs obtenues par les deux codes est compris entre 2 et 15%.
Ces écarts peuvent être expliqués par le fait que Cowan et FAC utilisent respectivement
le couplage LS et le couplage jj, qui sont deux cas limites de l’interaction spin-orbite (voir
paragraphes 2.1.1.3 et 2.1.1.3). De plus, comme on l’a dit plus haut, FAC est un code relativiste
alors que COWAN traite les effets relativistes comme des perturbations.
Les écarts peuvent sembler faibles mais une différence de ±60 eV peut avoir des effets
importants sur le spectre d’opacité et les opacités moyennes de Planck et Rosseland.
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3.3 Modèle d’opacité
3.3.1 Contribution des transitions lié-lié
La contribution des transitions entre deux états liés est évaluée dans le cadre de la DLA
(Detailed Line Accounting). Chaque transition est traitée individuellement, même si la sépa-
ration entre deux raies voisines est inférieure à l’élargissement de chacune d’elle. L’avantage
de cette méthode est une meilleure précision et un traitement satisfaisant de l’élargissement
et du déplacement spectral. Étant donné que les opacités moyennes de Planck et de Rosseland
peuvent être très sensibles au profil d’élargissement, un traitement raie par raie semble plus
adapté.
D’autres approches existent [8]. On distingue la DCA (Detailed Configuration Accounting,
où les transitions sont calculées entre configurations et non entre niveaux atomiques. On dis-
tingue aussi les méthodes statistiques. Dans ces méthodes, quand des raies sont suffisamment
proches les unes des autres, elles finissent par coalescer, et on ne les considère plus indivi-
duellement mais en tant que paquets, appelés faisceaux de transition. On appelle faisceau
de transitions (Transition Array) l’ensemble des transitions entre deux configurations. Par
exemple, (n1l1)N1 (n2l2)N2 (n3l3)N3 → (n1l1)N1−1 (n2l2)N2+1 (n3l3)N3 est un faisceau de tran-
sitions. Lorsqu’il y a recouvrement de faisceaux de transition, chaque faisceau est représenté
par une Gaussienne caractérisée par son amplitude, son centre et sa variance. D’autres pro-
fils plus sophistiqués que la Gaussienne peuvent aussi être utilisés. Ces méthodes permettent
de gagner un temps de calcul considérable, au prix d’une précision et d’un niveau de détail
abaissés.
On a vu dans le paragraphe 2.3.1 que pour une transition d’un niveau lié i à un niveau
lié j, le coefficient d’absorption s’écrivait :
kbbij = niσbbij , (3.2)
avec
σbbij (E) =
pihe2
mec
fijφij(E). (3.3)
Pour obtenir le coefficient d’absorption lié-lié kbb, il faut sommer sur toutes les transitions
possibles :
kbb =
∑
i
∑
j
kbbij . (3.4)
Remarque :
La densité de population d’une espèce ionique de charge ze est obtenue en sommant les
populations des états liés appartenant à cette espèce, c’est-à-dire nz =
∑
i∈z ni. La densité
ionique s’écrit nions =
∑
pznz où pz est la fraction d’ions de charge ze.
On a calculé l’élargissement électronique en utilisant la formule de Dimitrijević et Konjević
(2.3.1.1), qui est bien adaptée aux cas où le nombre de transitions est très élevé (de l’ordre du
million). Elle est simple d’utilisation. Le fait qu’elle soit utilisée dans de nombreux calculs des
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propriétés radiatives permet de comparer les performances des divers codes d’opacité, rendant
ainsi l’identification des causes d’erreurs plus facile. L’élargissement ionique est traité dans
le cadre du modèle de Griem. On a vu précédemment que ces mécanismes d’élargissement
interviennent en même temps, et que par conséquence, le profil final d’élargissement est un
profil de Voigt. Dans une optique d’optimisation du temps de calcul, le profil de Voigt n’est
calculé que si les largeurs Gaussienne (Doppler) et Lorentzienne (électronique, naturel, etc.)
sont comparables et nécessitent ainsi un calcul plus complet et plus lourd du profil de Voigt
correspondant. Si, par exemple, l’élargissement Doppler est 10 (paramètre modifiable) fois
inférieur à l’élargissement électronique, alors on calcule un profil Lorentzien.
Dans la figure 3.1, on compare le profil optimisé et le profil de Voigt de l’absorption lié-lié du
Si12+ pour Te = 300 eV et ne = 6 × 1023cm−3 calculée en LTE. Dans ces conditions, l’état
d’ionisation moyen est Z = 11.2415 et la fraction ionique du Si12+ est 0.469734. Le coefficient
d’absorption tracé inclut cette fraction ionique.
Figure 3.1 – Coefficient d’absorption lié-lié de Si12+ à Te = 300 eV et ne = 6 × 1023cm−3.
Profil non optimisé : profil de Voigt. Profil optimisé : Gaussienne ou Lorentzienne.
L’accord entre les deux calculs est bon.
Une deuxième optimisation, plus importante que la première, consiste à calculer les ailes
de chaque transition en se limitant à une certaine distance à droite et à gauche du centre de la
raie. Il faut cependant respecter une largeur d’intervalle minimale pour éviter une troncature
beaucoup trop importante. Dans la figure 3.2, on voit l’effet d’une troncature trop importante.
En effet, si on tronque chaque raie à 20 eV de part et d’autre du centre, l’écart par rapport
au profil de Voigt est important. Dans cet exemple, on estime qu’il faut choisir une distance
plus grande que 20 eV pour obtenir un profil suffisamment complet, particulièrement pour les
raies isolées.
Remarque :
L’opacité moyenne de Rosseland peut être très sensible à la façon de modéliser les ailes de
raies. Il faut donc trouver un compromis entre le temps de calcul (troncature) et la précision
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Figure 3.2 – Coefficient d’absorption lié-lié de Si12+ à Te = 300 eV et ne = 6 × 1023cm−3.
Troncature à 20 eV.
des résultats.
Comme vu plus haut, les électrons libres et les ions voisins perturbent les niveaux ato-
miques liés et font ainsi varier les positions des raies d’absorption. Les énergies des transitions
(c’est-à-dire les centres de raies) sont donc décalées vers le rouge ou vers le bleu. Les dépla-
cements sont pris en compte dans nos calculs. Nous avons utilisé la formule de Massacrier et
Dubau (§2.3.1.2).
3.3.2 Contribution des transitions lié-libre
Le code Cowan n’étant pas adapté au calcul intensif et automatisé des sections efficaces
de photo-ionisation, nous avons utilisé la formule de Kramers en DCA. On rappelle que le
coefficient d’absorption lié-libre correspondant à l’ionisation d’un électron sur une sous-couche
nl appartenant à une configuration C de l’état d’ionisation Z s’écrit :
kbfCnl→∞ = nCσ
bf
Cnl→∞, (3.5)
où σ est la section efficace de Kramers :
σbfCnl→∞(E) =
64piαa20
3
√
3
√
Ry(χCnl→∞)2.5
Zeff,CnlE
3 Nelec,Cnlg
bf . (3.6)
Menzel et Pekeris ont proposé dans un article publié en 1935 [53] des valeurs pour le facteur
de Gaunt de photo-ionisation gbf . Cependant, dans un premier temps, on posera gbf = 1. On
rediscutera ce choix dans la section "Nouvelles sections efficaces".
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Le coefficient d’absorption lié-libre pour un plasma impliquant plusieurs états d’ionisation
s’écrit :
kbf =
∑
z
∑
C∈z
∑
nl∈C
kbfCnl→∞. (3.7)
La somme se fait donc sur toutes les sous-couches peuplées de toutes les configurations élec-
troniques de tous les états d’ionisation.
La photo-ionisation étant un processus à seuil (la section efficace est nulle au-dessous de
l’énergie d’ionisation), elle présente un profil en dent de scie, où l’opacité augmente bruta-
lement au niveau du seuil. Expérimentalement, le profil n’est pas aussi abrupt que dans les
calculs. Une solution pour remédier à ce problème est de convoluer le profil en dent de scie avec
une gaussienne d’une certaine largeur à fixer. Malgré l’aspect esthétique de cette solution, on
a choisi de ne pas l’utiliser dans un premier temps, car on cherchait d’abord à valider le code
d’un point de vue informatique et physique avec le minimum possible de traitement en aval.
En effet, la convolution avec la gaussienne risque de provoquer la coalescence de certaines
transitions et les rendre difficiles à comparer.
3.3.3 Contribution des transitions libre-libre
Le connaissance de l’opacité libre-libre ne nécessite pas de calcul de structure atomique,
et se fait de façon assez simple. On a vu dans la section "Opacité libre-libre" que pour un
plasma contenant uniquement des ions de charge ze et de densité nions,z, on avait :
kff,z(E) = nions,zσff,z(E) (3.8)
avec
σff,z(E) = nions,z
16pi2e2h2
3
√
3
c(2pime)
3
2
z3negff
(kBTe)1/2E3
(3.9)
Pour un plasma réel de densité nions contenant des ions de différents états d’ionisation, ayant
chacun une fraction (en nombre) pz, on a :
kff =
∑
z
kff,z (3.10)
avec
nions,z = pznions (3.11)
3.3.4 Pré-validation du modèle d’opacité en LTE
Dans une première validation de notre modèle, nous avons calculé l’opacité d’un mélange
C+Si, à Te = 300 eV et ne = 6× 1023 cm−3. La fraction de Si a été fixée à 5%, ce qui signifie
que pour 5 ions Si, nous avons 95 ions C. Ces conditions sont celles Hill et Rose [54]. Elles
correspondent à un plasma à l’équilibre thermodynamique local.
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Figure 3.3 – Coefficient d’absorption d’un mélange de carbone et de silicum (5% en nombre)
@ Te = 300 eV et ne = 6×1023cm−3 en régime LTE. La courbe grise représente la contribution
du silicium seul multipliée par sa fraction (5%).
On se propose ici de comparer nos résultats (figure 3.3) à ceux de Hill et Rose (figure 3.4)
afin de valider, dans un premier temps le module LTE de notre code d’opacité.
La valeur de l’état de charge moyen que l’on obtient (Z ' 11.2415) est très proche de
celle obtenue par Hill et Rose (Z ' 11.4). Notre valeur de Z est obtenue à partir des fractions
ioniques contenues dans la table 3.5. La comparaison de l’amplitude des raies les plus intenses
Etat d’ionisation Fraction ionique
Si6+ 8.66465e-5
Si7+ 1.04284e-3
Si8+ 6.81599e-3
Si9+ 4.13764e-2
Si10+ 1.32687e-1
Si11+ 3.42107e-1
Si12+ 4.69734e-1
Si13+ 6.15072e-3
Table 3.5 – Fractions ioniques du silicium dans un plasma de température Te = 300 eV et
ne = 6× 1023cm−3.
nous permet d’estimer l’écart entre les deux calculs. La comparaison des figures 3.3 et 3.4
nous permet de dire que les raies à 361 eV du carbone et les raies à 1845 eV, 1871 eV et 2230
eV du silicium sont similaires dans les deux calculs. Cependant, on remarque que notre calcul
donne des amplitudes plus grandes de 50% pour les raies à 2014 eV et 2294 eV (silicium), et
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Figure 3.4 – Opacité d’un mélange de carbone et de silicum (5% en nombre) en régime LTE,
obtenue par Hill et Rose (à l’aide du code ALICE II). Te = 300 eV et ne = 6× 1023cm−3.
une amplitude plus petite pour la raie à 2266 eV (4 fois plus petite). Plusieurs causes peuvent
expliquer ces écarts : nous n’avons pas utilisé exactement le même ensemble de configurations
électroniques, ce qui a pour conséquence l’absence ou la présence de certaines raies. Le calcul
des populations atomiques en LTE fait intervenir les fonctions de partition des ions, et dépend
donc des configurations prises en compte. Lors du calcul du profil d’élargissement, Hill et
Rose négligent l’élargissement ionique pour réduire le temps de calcul. Il est pris en compte
dans notre calcul, et peut expliquer pourquoi certaines amplitudes sont trop faibles (car trop
élargies). Dans cette comparaison, le déplacement des raies joue un rôle négligeable puisque
les positions des raies sont identiques dans les deux calculs.
Cette comparaison nous permet de valider dans un premier temps le module LTE de
notre code d’opacité. Nous allons maintenant nous intéresser au régime NLTE, plus général
et capable de décrire toutes conditions de température et de densité.
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3.4 Modèle collisionnel radiatif
3.4.1 Développement d’un code NLTE
Le modèle LTE étant souvent trop restreint et inutilisable dans bon nombre de situations,
on a décidé de développer un module NLTE capable de calculer les populations dans des
conditions hors-ETL. On rappelle que ces conditions sont les plus universelles possibles, et que
les régimes LTE et Corona n’en sont que des cas particuliers. Ce nouveau module permet de
lire les niveaux atomiques (dans le format du code Cowan), de calculer les taux des processus
atomiques (voir le tableau suivant 3.6) entre tous les niveaux et d’en déduire la matrice de
population (2.58)Mpop. Etant dans un régime stationnaire, l’inversion de cette matrice donne
directement le résultat voulu, c’est-à-dire les populations des niveaux atomiques. En régime
transitoire, il faudrait effectuer un certain nombre d’itérations avec un certain pas de temps
en utilisant à chaque fois le résultat de l’itération précédente, ce qui peut conduire à des
temps de calcul extrêmement longs. La dernière étape du module NLTE permet de calculer
l’opacité en utilisant les populations des niveaux atomiques obtenues à l’étape précédente.
Ceci permet, par comparaison des résultats obtenus à l’approximation ETL et les résultats
obtenus à l’aide du modèle collisionnel-radiatif, d’identifier plus facilement les causes d’erreur.
On rappelle dans le tableau suivant les processus atomiques pris en compte, et l’expression
utilisée pour calculer le taux de chacun :
Processus Relation utilisée
Em. spontanée (ém. stim. et photo-abs.) Cowan et relations d’Einstein (2.2.3.3)
(Dés)excitation coll. Zhang et Sampson/Regemorter (2.2.3.2)
Ionisation coll. (3br) Lotz/Bernshtam et al. (2.2.3.2)
Photo-ionisation (recomb. radiative) Kramers (2.2.3.3)
Auto-ionisation (capture di-élec.) Bauche (2.2.3.3)
Table 3.6 – Résumé des processus collisionnels et radiatifs
La photo-ionisation, la photo-absorption et l’émission stimulée nécessitent la présence d’un
champ radiatif extérieur. Celui-ci peut suivre la loi de Planck ou être imposé par l’utilisateur
en fournissant un fichier en entrée (le résultat d’un calcul d’émissivité de l’or par exemple).
On se propose ici de comparer les résultats obtenus hors-ETL avec ceux obtenus précé-
demment à l’ETL dans la section 3.3.4. On rappelle que les conditions de température et de
densité sont celles de Hill et Rose [54], i.e. Te = 300 eV et ne = 6 · 1023cm−3. On considère ici
que le régime ETL est la référence, ce qui est confirmé par Hill et Rose.
On constate ici qu’il y a des écarts assez importants entre les deux calculs. En effet, même si
les transitions s’organisent en structures similaires, leurs amplitudes sont très différentes, aussi
bien pour les transitions lié-lié entre 1750 et 2000 eV, que pour les transitions lié-libre (voir
par exemple le seuil de photo-ionisation du carbone au voisinage de 410 eV). Seul le calcul des
populations des niveaux atomiques diffère entre les deux modèles, les autres grandeurs sont
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Figure 3.5 – Comparaison des résultats à l’ETL et hors-ETL pour un plasma contenant 95%
de carbone et 5% de silicium en nombre. Te = 300 eV et ne = 6 · 1023cm−3
calculées de la même façon (mêmes configurations électroniques, base atomique, élargissement,
etc.). On en conclut que la différence d’amplitude des transitions lié-lié et lié-libre est due aux
taux des processus atomiques dont dépendent les populations des niveaux atomiques.
On représente dans les figures 3.6 et 3.7) les fractions ioniques du carbone et du silicium
obtenues à l’ETL et hors-ETL. Z est l’état d’ionisation moyen.
Figure 3.6 – Comparaison des fractions ioniques et de la charge ionique moyenne Z du
carbone obtenues à l’ETL et hors-ETL. Te = 300 eV, ne = 6× 1023cm−3.
On remarque que les écarts au niveau des fractions ioniques est assez important, surtout
78 Chapitre 3. Modélisation et Outils
Figure 3.7 – Comparaison des fractions ioniques et de la charge ionique moyenne Z du
silicium obtenues à l’ETL et hors-ETL. Te = 300 eV, ne = 6× 1023cm−3.
pour le silicium (∆Z ' 0.85), ce qui traduit un écart au niveau des populations atomiques.
Remarque : Deux valeurs identiques de Z n’impliquent pas systématiquement des populations
atomiques égales, car les erreurs au sein d’un même état d’ionisation peuvent se compenser
entre elles pour donner des fractions ioniques similaires.
L’écart entre les deux calculs est trop important. Il nécessite une autre approche dans laquelle
les taux des divers procesus atomiques sont calculés de manière plus précise.
3.4.2 Nouvelles sections efficaces
3.4.2.1 Facteurs de correction
Les formules donnant les sections efficaces des processus atomiques vues plus haut sont peu
préceises et génèrent donc des erreurs. Dans la suite, nous utiliserons des sections efficaces plus
précises, obtenues à l’aide d’une correction. Les anciennes sections efficaces sont multipliées
par de nouveaux facteurs de Gaunt.
Dans un premier temps, on a supposé que les méthodes Distorted Wave (DW) (voir 2.2.3.2)
et generalized line strength (GLS)(voir 2.2.3.3) étaient suffisamment précises pour traiter
respectivement les processus collisionnels (excitation, ionisation et processus inverses) et la
photo-ionisation. Les méthodes DW et GLS sont donc nos références. On a ensuite comparé
les sections efficaces approchées (voir table 3.6) à celles obtenues par les méthodes DW et
GLS, calculées à l’aide du code FAC [11].
Dans la figure 3.8, on a représenté la section efficace d’excitation collisionnelle 3p-4s dans
Si13+. On compare la section efficace de Sampson et Zhang, σVRSZ, à la section efficace, σDW,
obtenue à l’aide du code FAC (méthode DW).
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Figure 3.8 – Excitation collisionnelle 3p-4s de Si13+ en fonction de l’énergie de l’électron
incident.
L’abscisse x = e/∆E3p−4s est le rapport de l’énergie de l’électron incident e et de l’éner-
gie de transition ∆E3p−4s. L’excitation collisionnelle étant un processus à seuil, x ≥ 1. On
remarque que plus x est proche de 1, plus l’écart est important. Un grand nombre d’électrons
libres peuvent se situer autour de cette énergie, ce qui peut se traduire par des erreurs im-
portantes.
On a donc défini un nouveau facteur de Gaunt :
gCE = σDW
σVRSZ
(3.12)
Il s’agit alors de trouver l’expression de gCE qui permet d’avoir une section efficace très proche
de celle qui est fournie par le code FAC. Dans le cas de l’excitation, on trouve :
gCE(x) = A ln x+B (3.13)
où A et B sont des paramètres calculés sur un grand nombre de transitions. Ces paramètres
dépendent du numéro atomique de l’ion excité et de l’état initial (sous couche nl). Remarquons
que tous les ions non hydrogénoïdes d’un même élément chimique ont les mêmes valeurs de
A et de B (à sous-couche nl constante).
Nous avons construit des tables de A et de B pour le carbone, le silicium et le germanium,
pour les ions hydrogénoïdes et non hydrogénoïdes, et pour toutes les sous-couches de 1s à 4f .
L’avantage de gCE est qu’il est facile à implémenter, et qu’il n’induit pas une augmentation
du temps de calcul, comparativement à l’utilisation de la méthode DW de manière intense.
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On a appliqué la même procédure à l’ionisation collisionnelle. On donne dans la figure
3.9 la section efficace d’ionisation 1s 3s → 1s dans Si13+. On compare la section efficace de
Bernshtam et al. (voir 2.2.3.2) à la section efficace obtenue par la méthode DW du code FAC.
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Figure 3.9 – Ionisation collisionnelle 1s3s-1s dans Si12+ en fonction de l’énergie de l’électron
incident.
Comme précédemment, nous avons défini un nouveau facteur de Gaunt pour l’ionisation
collisionnelle permettant d’avoir un bon accord avec la section efficace calculée par le code
FAC. Le nouveau facteur de Gaunt est défini par :
gCI = σDW
σBernshtam
(3.14)
Dans le cas de l’ionisation collisionnelle, il s’écrit sous la forme :
gCI(x) = Cx3 +Dx2 + Ex+ F (3.15)
Même si dans les conditions de Hill et Rose, le champ radiatif joue un rôle très faible [54],
on a calculé un nouveau facteur de Gaunt pour la photo-ionisation en comparant les résultats
obtenus par FAC, à l’aide de la méthode generalized line strength (2.2.3.3), à la formule de
Kramers (2.135). Ce facteur est donnée par :
gPI = σ
GLS
σKramers
= Gx3 +Hx2 + Ix+ J (3.16)
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Les paramètres C à J dépendent des mêmes grandeurs que A et B.
3.4.2.2 Premiers résultats des facteurs de correction
L’intégration de ces nouveaux facteurs de Gaunt au modèle NLTE déjà existant donne
naissance à un nouveau modèle NLTE que l’on va appeler NLTE-2. Dans la figure 3.10,
on compare les nouveaux résultats à ceux obtenus précédemment, c’est-à-dire avec l’ancien
modèle NLTE et avec le modèle LTE qu’on considère toujours comme référence.
Figure 3.10 – Coefficient d’absorption du mélange C + Si (5%), Te = 300 eV et ne =
6× 1023cm−3.
On constate que globalement la courbe verte (NLTE-2), est beaucoup plus proche des
résultats ETL (courbe noire). On présente dans les figures suivantes (3.11 et 3.12) les contri-
butions lié-lié et lié-libre du carbone pour mieux apprécier l’effet des nouveaux facteurs de
Gaunt.
On remarque que cette correction apporte de nettes améliorations dans les amplitudes des
transitions lié-lié du carbone (figure 3.11). On rappelle que seules les populations atomiques
sont corrigées. Les élargissements et les données atomiques sont les mêmes pour LTE, NLTE
et NLTE-2.
L’opacité lié-libre du carbone (figure 3.12) est elle aussi améliorée, même s’il subsiste
encore quelques écarts entre 10 et 20 eV et entre 300 et 330 eV. Globalement, l’amélioration
est satisfaisante. Il est vrai que dans ces conditions de température et de densité, le carbone
présente peu de transitions (relativement au silicium) mais sa fraction élevée (95%) fait que
sa contribution à l’opacité totale du mélange C + Si est importante, particulièrement entre
300 et 500 eV.
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Figure 3.11 – Opacité lié-lié du carbone. Te = 300 eV, ne = 6× 1023cm−3.
Figure 3.12 – Opacité lié-libre du carbone. Te = 300 eV, ne = 6× 1023cm−3.
Dans les figures 3.13 et 3.14, on représente les contributions lié-lié et lié-libre du silicium
incluant les nouveaux facteurs de correction. L’amélioration de l’opacité lié-lié du silicium est
très satisfaisante, particulièrement entre 1700 et 2500 eV, où la contribution du carbone est
quasi inexistante (seule sa faible contribution libre-libre est présente).
La contribution lié-libre est plus précise lorsqu’on utilise le modèle NLTE-2. L’accord avec le
modèle LTE est meilleur que pour le carbone.
On présente dans les figures 3.15 et 3.16 les distributions des fractions ioniques obtenues
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Figure 3.13 – Opacité lié-lié du silicium. Te = 300 eV, ne = 6× 1023cm−3.
Figure 3.14 – Opacité lié-libre du silicium. Te = 300 eV, ne = 6× 1023cm−3.
avec les nouveaux facteurs de Gaunt. En effet, l’écart entre les valeurs de Z à l’ETL et hors
ETL est considérablement réduit lorsqu’on utilise le modèle NLTE-2. En ce qui concerne le
carbone, l’écart passe 0.29 à 0.13, et pour le silicium, l’écart passe de 0.85 à 0.06.
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Figure 3.15 – Distributions des fractions ioniques du carbone. Te = 300 eV, ne = 6 ×
1023cm−3.
Figure 3.16 – Distributions des fractions ioniques du silicium. Te = 300 eV, ne = 6 ×
1023cm−3.
3.4.2.3 Amélioration par l’ETLP
Il est possible d’apporter une amélioration supplémentaire au modèle NLTE-2, en utilisant
le modèle d’équilibre thermodynamique local partiel ou ETLP (§2.2.1.1). L’ETLP consiste
à appliquer la statistique de Saha-Boltzmann à un niveau j s’il satisfait la condition (voir
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équation 2.47) :
ne
∑
i,i<j
Cdeji > 10
∑
i,i<j
Aji (3.17)
Dans les figures 3.17 et 3.18, on a représenté les opacités totales du carbone et du silicium
avec les modèles LTE, NLTE-2 et NLTE-3 qui est la combinaison de NLTE-2 avec le critère
ETLP (Eq. 3.17).
Figure 3.17 – Opacité totale du carbone calculée à l’aide des modèles LTE, NLTE-2 et
NLTE-3 (critère ETLP). Te = 300 eV, ne = 6× 1023cm−3.
Pour le carbone, le critère ci-dessus concerne surtout l’opacité lié-libre à 323, 386 et 407
eV, et dans une moindre mesure, l’opacité lié-lié à 355 et 361 eV. Concernant le silicium, on
remarque d’après le zoom sur la région 1920-2020 eV (figure 3.18), que le modèle NLTE-3
améliore aussi nettement l’opacité lié-lié, l’opacité lié-libre étant déjà corrigée par les nouveaux
facteurs de Gaunt (figure 3.14).
Enfin, on représente dans la figure 3.19 l’opacité totale du mélange carbone-silicium (5%
en nombre) obtenue avec les modèles NLTE-2 et NLTE-3.
Le modèle NLTE-3 (NLTE-2 + critère ETLP) donne des résultats très satisfaisants. Cepen-
dant, dans une optique de validation et de vérification des limites du modèle Collisionnel-
Radiatif impliquant les nouveaux facteurs de correction, on va ignorer le critère ETLP. En
effet, l’ETLP revient à "forcer" la statistique de Saha-Boltzmann, ce qui risque de gommer
les erreurs du modèle CR.
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Figure 3.18 – Opacité totale du silicium obtenue à l’aide du mode NLTE-3. Te = 300 eV,
ne = 6× 1023cm−3.
Figure 3.19 – Opacité totale du mélange carbone-silicium (5%) avec le modèle NLTE-3.
3.5 Ressources informatiques et méthodes numériques
Dans une optique d’optimisation du temps et des ressources de calcul, on a parallélisé cer-
taines parties du code, particulièrement l’inversion de la matrice de population. Cette matrice
est toujours carrée, de dimension n égale au nombre total de niveaux atomiques, tous ions
confondus d’un seul et même élément chimique : c’est-à-dire qu’un calcul de populations ato-
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miques est effectué par élément chimique. Pour cela, on a utilisé la librairie MKL (Math Kernel
Library) d’Intel R©, plus particulièrement les fonctions lapacke_dgetrf et lapacke_dgetri. La
première sert à calculer la factorisation en LU de la matrice de population, et la deuxième
sert à inverser la matrice factorisée. La librairie MKL fait partie d’Intel Parallel Studio XE.
On a effectué les calculs sur deux machines différentes : La Machine 1 (voir table 3.7) fait
Machine 1 Machine 2
CPU 2x [Intel Xeon E5-2670 v3, 2x [Intel Xeon E5-2697 v4,
12 cœurs (24 threads), 18 cœurs (36 threads)
2.3 Ghz (3.1 Ghz boosted), 2.3 Ghz (3.6 Ghz boosted),
30 Mo de cache] 45 Mo de cache]
RAM 128 Go 256 Go
Intel MKL Oui Oui
Table 3.7 – Principales caractéristiques des machines de calcul
partie de la grappe de calcul du Mésocentre LUmière Matière (MésoLUM) - Fédération de
Recherche LUmière MATière (FR LUMAT 2764) de l’Université Paris-Sud. La machine 2 est
une station de travail locale (Dell Precision 7910 avec une configuration personnalisée). La
quantité de RAM de la Machine 1 dépasse les 128 Go. La quantité minimale de RAM néces-
saire pour le bon fonctionnement de notre code correspond à la taille des matrices stockées
en même temps. Dans certaines parties du code, il y a 3 matrices de taille n × n présentes
simultanément. Pour une étude du germanium (environ ∼ 55000 niveaux atomiques), ces 3
matrices occupent approximativement 80 Go de RAM, il faut ajouter à cela d’autres tableaux
nécessaires pour le fonctionnement du programme. On estime la quantité de RAM nécessaire
à 96 Go approximativement. Une quantité disponible plus grande n’améliore pas le temps de
calcul.
On a comparé les temps de calcul pour le silicium et le germanium avec Te = 300 eV et ne =
6×1023cm−3. Le nombre de threads représente le nombre de tâches (ou fil d’instruction) créées
parallèlement pour effectuer le calcul. Un cœur d’un processeur Intel doté de la technologie
Hyper-Threading peut exécuter deux threads en même temps. La durée totale représente le
temps (en secondes) nécessaire pour l’exécution complète de calcul, et la durée MKL le temps
nécessaire seulement pour l’inversion de la matrice de population avec lapacke_dgetri et
lapacke_dgetrf .
Silicium (19759 niveaux)
Nombre de threads Durée totale (s) Durée MKL
32 2520 42
16 2545 47
8 2588 79
Table 3.8 – Effet du nombre de threads sur le temps de calcul du silicium.
En multipliant le nombre de niveaux par 2.5, la durée totale est multipliée par 3.3. Le
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Germanium (50770 niveaux)
Nombre de threads Durée totale Durée MKL
32 8382 724
16 8746 848
8 9555 1355
Table 3.9 – Effet du nombre de threads sur le temps de calcul de germanium.
gain de temps entre 16 et 32 threads ne justifie pas l’utilisation d’autant de cœurs. On estime
que le meilleur compromis est de 16 threads, c’est-à-dire 8 cœurs. L’inversion de la matrice
par la librairie MKL consomme au maximum 10% du temps de calcul total. En effet, c’est le
calcul des différents processus atomiques qui est le plus lourd. Une amélioration permettant
de gagner un temps appréciable consiste à remplacer dans le calcul d’intégrale la méthode des
trapèzes par la méthode de Gauss-Laguerre.
Remarque : Avec une version non optimisée de la méthode LU d’inversion de matrice, c’est-
à-dire sans Intel MKL, le calcul du germanium (50770 niveaux) demande 6 jours au lieu de
quelques heures.
Le langage principalement utilisé est le C++ avec quelques parties écrites en Fortran. Les
environnements de développement utilisés sont NetBeans IDE 8.0.2 (avec le compilateur g++
et gfortran) et Microsoft Visual Studio Community (avec le compilateur Intel C++ Compiler).
La somme des opacités des différents ions et éléments chimiques ainsi que le calcul des opacités
moyennes de Planck et de Rosseland sont effectués avec le logiciel Matlab R2008a.
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4.1 Mélange carbone-silicium
Dans la suite, nous présentons des résultats relatifs à des conditions NLTE. Nous nous
intéressons également à l’effet du champ radiatif sur l’opacité dans ces nouvelles conditions.
4.1.1 Variation de la température et de la densité
Nous avons fait varier la température entre 250 et 350 eV et la densité électronique entre
2×1023 et 8×1023cm−3. Certaines conditions correspondent alors à un plasma hors ETL. En
effet, si on fixe la température à 300 eV et la densité électronique à 2 × 1023cm−3, l’opacité
du mélange à 5% de silicium montre un petit écart par rapport à l’opacité ETL (voir figure
4.1).
Figure 4.1 – Absorption d’un mélange de C-Si (5%). Te = 300 eV et ne = 2× 1023cm−3.
En effet, des différences apparaissent pour les contributions lié-lié et lié-libre, entre 2300
et 2400 eV.
Nous faisons le même constat en comparant les fractions ioniques et l’état d’ionisation moyen
du silicium (4.2). On constate en effet que la charge moyenne varie de 0.25. On rappelle que
la variation était de ' 0.06 dans les conditions LTE : Te = 300 eV et ne = 6× 1023cm−3.
4.1.1.1 Effet du champ radiatif
Hill et Rose ont montré qu’à Te = 300 eV et ne = 6 × 1023cm−3, un champ radiatif
suivant la loi de Planck à la température radiative Tr = 300 eV a très peu d’effet sur les
populations atomiques, et que le modèle LTE reste valable. On se propose de vérifier dans
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Figure 4.2 – Fractions ioniques du silicium, avec Te = 300 eV et ne = 2× 1023cm−3.
un premier temps que notre modèle collisionnel-radiatif aboutit à la même conclusion. On
étudiera ensuite l’effet d’un tel champ dans des conditions NLTE.
Rappelons l’expression de la loi de Planck qui donne l’énergie par unité de surface par unité
de temps, par unité d’angle solide, par unité d’énergie :
B(E) = 2E
3
h3c2
[ 1
eE/kBTr − 1
]
(4.1)
Remarque :
Les conditions Te = Tr = 300 eV et ne = 6 × 1023cm−3 sont des conditions typiques de la
fusion par confinement inertiel durant la phase d’expansion de l’ablateur. Le champ radiatif
émis par les parois du Hohlraum est souvent décrit par une loi de Planck à la température
radiative Tr = 300 eV [55].
La figure 4.3 montre que le champ radiatif a effectivement très peu d’effet sur les po-
pulations atomiques. Ceci s’explique par une température électronique relativement basse
et une densité électronique relativement haute. Une température basse implique une vitesse
thermique suffisamment basse pour que les particules aient assez de temps pour collisionner
et se thermaliser entre elles. Une densité importante signifie une petite distance entre deux
particules voisines, ce qui favorise les collisions et la thermalisation. En conséquent, on en
déduit que le champ radiatif n’a pas non plus d’effet quand ne = 8× 1023cm−3
Dans la phase d’ablation, le plasma est rarement homogène à cause de la présence d’in-
stabilités, d’obstacles à la propagation des rayons et d’asymétries dues à la géométrie du
Hohlraum [56]. On se propose donc de faire varier légèrement la densité et la température
pour étudier les effets du champ radiatif dans des conditions légèrement hors-ETL.
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Figure 4.3 – Effet d’un champ radiatif à Tr = Te = 300 eV et ne = 6× 1023cm−3.
Dans les figures 4.4 et 4.5, on fait varier la température électronique entre 250 et 350 eV, en
fixant la densité électronique à 6× 1023cm−3. On constate que le champ radiatif n’a toujours
pas d’effet significatif avec cette légère variation de Te. Cependant, à la densité électronique
ne = 2×1023cm−3 et à la température Te = 300 eV (figure 4.6), des variations liées au champ
radiatif apparaissent au niveau des transitions lié-lié dans l’intervalle [1950,1980] eV.
Figure 4.4 – Effet d’un champ radiatif sur l’opacité du mélange C-Si (5%). Te = 250 eV,
ne = 6× 1023cm−3 et Tr = 300 eV.
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Figure 4.5 – Effet d’un champ radiatif sur l’opacité du mélange C-Si (5%). Te = 350 eV,
ne = 6× 1023 cm−3 et Tr = 300 eV.
Figure 4.6 – Effet d’un champ radiatif sur l’opacité du mélange C-Si (5%). Tr = Te = 300
eV, ne = 2× 1023 cm−3.
4.1.1.2 Effets de Te et ne sur l’absorption
Nous avons vu dans le paragraphe précédent que le champ radiatif n’a pas d’effet sur
l’absorption quand 250eV < Te < 350 eV et peu d’effet quand 2 × 1023 cm−3 < ne < 8 ×
1023 cm−3.
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Nous allons maintenant nous intéresser aux effets que peuvent avoir ne et Te sur l’absorp-
tion et plus particulièrement sur les moyennes de Planck et de Rosseland. Nous avons pour
cela fait varier la densité ne de 2 à 8× 1023 cm−3 par pas de 2× 1023 cm−3 et la température
Te de 250 à 350 eV par pas de 10 eV. Nous avons tracé les résultats obtenus sur les figures
4.7 et 4.10. Pour des raisons de clarté, seules les températures 250, 300 et 350 eV sont tracées
quand on a fait varier Te. On donne aussi les contributions lié-lié et lié-libre seules dans les
figures 4.8, 4.9, 4.11 et 4.12.
Variation de ne :
On donne dans la table 4.1 l’évolution de la densité ionique nions et du degré d’ionisation
moyen Z en fonction de ne. On remarque que plus ne augmente, plus Z diminue, et plus
ne (cm-3) 2.1023 4.1023 6.1023 8.1023
C Z 5.84535 5.7112 5.58451 5.47528
nions 3.42× 1022 7.003× 1022 1.07× 1023 1.4611× 1023
Si Z 11.7414 11.478 11.2415 11.0319
nions 1.7× 1022 3.48× 1022 5.337× 1022 7.25× 1022
Table 4.1 – nions et Z en fonction de ne pour Te = 300 eV
nions = ne/Z augmente. On en constate que dans cet intervalle de ne et nions, une densité
plus grande favorise la recombinaison plutôt que l’ionisation (car Z diminue quand nions aug-
mente.) malgré un abaissement du potentiel d’ionisation qui augmente avec ne (voir tableau
4.2). Ceci peut sembler contre-intuitif, car quand ne augmente, les seuils d’ionisation de-
viennent plus accessibles, et on s’attend à ce que Z augmente en conséquence. Cependant, un
potentiel d’ionisation abaissé favorise l’ionisation mais aussi la recombinaison. A cela, s’ajoute
le fait que la recombinaison à 3 corps est proportionnelle à n2e , elle finit donc par l’emporter
sur l’ionisation collisionnelle qui est seulement proportionnelle à ne. Une autre explication
plus intuitive est qu’il est plus difficile d’ioniser un plasma plus dense.
On remarque aussi d’après la figure 4.7 que quand on augmente la densité, l’absorption
augmente aussi globalement, ce qui est intuitif car il est plus difficile pour la lumière de tra-
verser un milieu plus dense. Comme vu plus haut, une densité plus élevée implique aussi un
abaissement du potentiel d’ionisation plus grand, ce qui a pour conséquence le décalage des
seuils d’ionisation vers la gauche, par exemple l’ionisation du C4+,5+ entre 400 et 500 eV, et
du Si11,12,13+ entre 2300 et 2400 eV dans la figure 4.9. On remarque aussi dans la figure 4.8
que les structures de transitions lié-lié sont encore présentes mais décalées vers la droite quand
ne augmente, par exemple entre 350 et 500 eV pour les transitions du carbone et entre 1700
et 2300 eV pour le silicium. Ceci est dû au déplacement spectral qui augmente avec la densité,
il est de l’ordre de 30 eV pour le carbone et 20 eV pour le silicium. Cependant, quand cer-
taines transitions ont tendance à devenir faibles voire à disparaître, d’autres deviennent plus
présentes, ce qui s’explique par la diminution ou l’augmentation des populations atomiques
initiales correspondantes.
4.1. Mélange carbone-silicium 95
Figure 4.7 – Absorption (totale) d’un mélange de C+5% Si pour Te = 300 eV en fonction
de ne
Figure 4.8 – Absorption lié-lié d’un mélange de C+5% Si pour Te = 300 eV en fonction de
ne
Effet de ne sur l’élargissement et l’IPD :
Un autre effet auquel on peut s’attendre est un élargissement électronique et ionique plus
important des transitions lié-lié quand on augmente ne. On observe en effet des raies plus
"arrondies" et on les distingue moins les unes par rapport aux autres à cause de la coalescence.
On donne dans le tableau 4.2 les largeurs Doppler et électronique moyennes, et l’IPD moyen
96 Chapitre 4. Résultats
Figure 4.9 – Absorption lié-libre d’un mélange de C+5% Si pour Te = 300 eV en fonction
de ne.
pour le Si12+ en fonction de ne.
ne (cm-3) 2.1023 4.1023 6.1023 8.1023
Doppler (eV) 0.159602 0.159753 0.159904 0.160055
Electronique (eV) 2.09 4.18 6.27 8.36
IPD (eV) 106.32 136.98 158.97 176.79
Table 4.2 – Elargissement et IPD moyens du Si12+ en fonction de ne.
Contrairement à ce qui est prévu par l’expression de la largeur Doppler D ∝ E0T 0.5e ,
celle-ci n’est pas tout à fait constante en variant ne. En effet, l’énergie E0 de la transition
considérée dépend de la densité, à cause du déplacement spectral, qui lui est proportionnel à
ne. La formule 2.133 du déplacement spectral nous permet d’écrire E0 = E0(ne) = E0(ne =
0) +A×ne où A×ne représente le déplacement spectral et E0(ne = 0) l’énergie de transition
de l’ion isolé. En supposant deux couples différents de densité et de température (ne,0, Te,0)
et (ne,1, Te,1), on peut calculer le ratio :
D(ne,1)
D(ne,0)
= E0(ne = 0) +A× ne,1
E0(ne = 0) +A× ne,0
(
Te,1
Te,0
)0.5
(4.2)
En mesurant expérimentalement (par exemple) Te,1, Te,0, D(ne,1) et D(ne,0) et en calculant
théoriquement E0(ne = 0) et A, on peut déduire ne,1 à partir de ne,0. Cette méthode permet
de diagnostiquer la densité ou la température en fonction des données dont on dispose.
On remarque qu’à ces densités relativement élevées et à cette température relativement
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basse, la largeur Doppler est faible devant la largeur électronique, qui elle varie linéairement
avec ne comme prévu par la formule 2.120. La largeur d’élargissement ionique est quant à elle
la plus faible de toutes et est de l’ordre de 0.01-0.05 eV. Le profil résultant se rapproche donc
généralement du profil de Lorentz avec comme largeur la largeur électronique.
On constate enfin que l’IPD évolue tel que IPD = 3 × 10−7n0.3667e avec un coefficient
de détermination R2 = 1. L’effet de la densité sur l’IPD peut donc avoir un impact non
négligeable quand ne varie.
Les valeurs d’élargissement et d’IPD du tableau 4.2 sont celles du Si12+, c’est-à-dire l’ion
dont la fraction est la plus importante dans les densités et température considérées. Les
valeurs sont très sensibles à l’ion étudié, mais les conclusions tirées dans ce paragraphe ne
changent pas pour les autres états d’ionisation. On a par exemple pour le Si6+ à Te = 300 eV
et ne = 6× 1023cm−3 une largeur électronique de 25.29 eV (6.27 eV pour le Si12+) et un IPD
de 85.60 eV (158.97 eV pour le Si12+).
Variation de Te :
On donne dans la table 4.3 l’évolution de la densité ionique nions et du degré d’ionisation
moyen Z en fonction de Te. On voit ici qu’une augmentation de Te fait augmenter Z et
Te (eV) 250 300 350
C Z 5.38026 5.58451 5.70379
nions 1.11× 1023 1.07× 1023 1.05× 1023
Si Z 10.7989 11.2415 11.5126
nions 5.56× 1022 5.34× 1022 5.21× 1022
Table 4.3 – nions et Z en fonction de Te, avec ne = 6× 1023 cm−3.
qu’elle favorise donc l’ionisation plutôt que la recombinaison. Cette tendance peut s’inverser
au-dessus ou au-dessous d’une certaine valeur de Te.
D’après la figure 4.10, on constate qu’une augmentation de Te fait globalement diminuer
l’absorption. Ceci peut partiellement s’expliquer par le fait qu’une augmentation de Te à ne
constant fait diminuer nions (voir tableau 4.3) d’où une absorption moins importante. L’im-
pact sur le déplacement spectral et sur l’abaissement du potentiel d’ionisation reste limité,
les transitions lié-lié et lié-libre se situent en effet aux mêmes valeurs de l’énergie (voir les
contributions lié-lié et lié-libre dans les figures 4.11 et 4.12). On remarque que les élargisse-
ments varient faiblement avec l’augmentation de Te, contrairement à quand on a augmenté
ne, où les effets sont plus marqués (sauf pour Doppler). Ceci peut s’expliquer par le fait que
Te a été variée de seulement ±50 eV alors que la densité s’étend de 2× 1023 à 8× 1023 cm−3.
Les populations atomiques sont elles aussi affectées par l’augmentation de Te, où on voit que
l’amplitude de certaines transitions augmentent alors que d’autres diminuent.
Effet de Te sur l’élargissement et l’IPD :
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Figure 4.10 – Absorption (totale) d’un mélange de C-Si (5%) en fonction de Te, avec ne =
6× 1023cm−3.
Figure 4.11 – Absorption (lié-lié) d’un mélange de C-Si (5%) en fonction de Te, avec ne =
6× 1023cm−3 .
Tous ces effets sont difficilement discernables car ils se combinent avec d’autres mécanismes
comme l’élargissement. On donne dans le tableau 4.4 les largeurs Doppler et électronique
moyennes, et l’IPD moyen pour le Si12+ en fonction de Te.
On constate d’après les valeurs calculées que la largeur Doppler D obéit à D = 0.0088×
T 0.5074e avec un coefficient de détermination R2 = 1, ce qui est en accord avec la formule théo-
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Figure 4.12 – Absorption (lié-libre) d’un mélange de C-Si (5%) en fonction de Te, avec
ne = 6× 1023cm−3.
Te (eV) 250 300 350
Doppler D (eV) 0.145 0.159 0.172
Electronique L (eV) 6.87 6.27 5.81
IPD (eV) 162.27 158.97 156.49
Table 4.4 – Elargissement et IPD moyens du Si12+ en fonction de Te
rique. L’élargissement Doppler est là encore faible relativement à l’élargissement électronique
L. Ce dernier obéit à la loi L = 107.51T−0.498e avec R2 = 1, ce qui est en accord avec la
formule 2.120. La largeur d’élargissement ionique est encore la plus faible de toutes et est de
l’ordre de 0.01-0.05 eV.
L’IPD quant à lui suit la loi IPD = 0.0002T 2e−0.1562Te+191.07 avecR2 = 1. Etant donné
que les énergies d’ionisation interviennent dans un grand nombre de processus atomiques, cette
dépendance de l’IPD à Te peut jouer un rôle important dans le calcul des populations.
Moyennes de Planck et de Rosseland :
Nous avons tracé dans les figures 4.13 et 4.14 les opacités moyennes de Planck et de
Rosseland pour un plasma composé de carbone et de 5% de silicium en fonction de ne et de
Te.
Les moyennes de Planck et de Rosseland augmentent avec ne, ce qui est en accord avec
l’observation faite plus haut, où l’absorption augmente globalement avec la densité électro-
nique. On constate aussi que ces moyennes peuvent être décrites en fonction de ne par des
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Figure 4.13 – Moyennes de Planck et de Rosseland d’un mélange C + 5% Si en fonction de
ne.
polynômes d’ordre 2. Ces polynômes permettent un gain de temps considérable, car il n’est
plus nécessaire de refaire la totalité des calculs (structure atomique, populations et opacités)
quand on varie légèrement ne. Cependant, si ne dépasse (ou passe au-dessous d’un) un certain
seuil, les configurations électroniques utilisées pour générer la structure atomique risquent de
changer considérablement, et il faut dans ce cas refaire l’ensemble des calculs.
Figure 4.14 – Moyennes de Planck et de Rosseland d’un mélange C + 5% Si en fonction de
Te.
De même, on remarque que les moyennes de Planck et de Rosseland baissent avec Te et
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qu’elles peuvent être approchées par des polynômes d’ordre 2.
Une autre application intéressante de ces polynômes est la génération de tables d’opacités
pour les héliophysiciens, qui pour décrire l’intérieur du Soleil ont besoin des opacités moyennes
de Rosseland.
4.1.2 Conditions d’un ablateur en phase d’expansion
On s’est aussi intéressé à un plasma dont la température et la densité sont 1000 eV et
6× 1021cm−3 respectivement. Ces conditions sont celles d’un ablateur en phase d’expansion.
La composition du plasma restant inchangée : 95% de carbone et 5% de silicium.
Dans la figure 4.15, nous comparons les opacités du mélange à l’ETL et hors-ETL (NLTE-
2), en l’abscence de champ radiatif.
Figure 4.15 – Absorption du mélange C-Si (5%). Te = 1000 eV et ne = 6× 1021cm−3.
On constate la présence d’écarts très importants entre les deux modèles, ce qui était attendu.
En effet, à cause de la haute température, les particules ont une vitesse thermique élevée, elles
ont donc moins de temps pour interagir entre elles par collision. Cet effet est renforcé par la
faible densité. On en conclut que ce cas nécessite un calcul à l’aide du code collisionnel-radiatif.
On a vu précédemment (4.1.1.1) qu’un champ radiatif Planckien avec une température
radiative de 300 eV a un effet négligeable sur l’opacité d’un plasma à Te = 300 eV et ne =
6 × 1023cm−3. En effet, ces conditions favorisent les processus collisionnels par rapport aux
processus radiatifs. Dans la figure 4.16, nous comparons les opacités hors-ETL avec et sans
champ radiatif. La température radiative est fixée à 300 eV.
On remarque que le champ radiatif affecte les populations atomiques et induit un léger
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Figure 4.16 – Effet du champ radiatif sur l’absorption totale. Tr = 300 eV, Te = 1000 eV et
ne = 6× 1021cm−3.
décalage des raies d’absorption lié-lié. Pour illustrer ces deux effets, on a représenté dans les
figures 4.17 et 4.18 les contributions lié-lié et lié-libre.
Figure 4.17 – Effet du champ radiatif sur l’absorption lié-lié. Tr = 300 eV, Te = 1000 eV et
ne = 6× 1021cm−3.
On remarque que le champ radiatif induit une augmentation de l’amplitude des transitions
lié-lié en agissant sur la population du niveau initial. Cependant, à cause de la conservation
du nombre d’atomes, si une population augmente, une autre doit diminuer. Ici, la diminution
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porte sur des niveaux qui impliquent des transitions lié-lié peu intenses (faible taux d’émission
spontanée). Ceci explique pourquoi l’absorption augmente globalement avec le champ radiatif.
Figure 4.18 – Effet du champ radiatif sur l’absorption lié-libre. Tr = 300 eV, Te = 1000 eV
et ne = 6× 1021cm−3.
La figure 4.18 montre que le champ radiatif fait varier l’amplitude des transitions lié-libre
en affectant la population de la configuration électronique initiale. Globalement, l’absorption
lié-libre augmente avec le champ radiatif, à quelques exceptions, par exemple la transition à
2420 eV. L’abaissement du potentiel d’ionisation (IPD) est aussi affecté. En effet, les seuils
d’ionisation sont décalés vers la gauche, ce qui signifie un IPD plus important. On rappelle
que l’IPD est fonction de l’état d’ionisation moyen. On voit dans la table 4.5 que l’effet d’un
champ radiatif sur Z est très faible.
C Si
Tr (eV) 0 300 0 300
Z 5.97721 5.97777 13.9257 13.9345
Table 4.5 – Effet du champ radiatif sur l’état d’ionisation moyen Z du carbone et du silicium.
La comparaison entre nos calculs de l’absorption du mélange C+Si et ceux de Hill et
Rose (figure 6 de [54]) est satisfaisante. On note cependant quelques écarts autour de 2500
eV. Les écarts, faibles, peuvent être dus à l’intégration dans notre calcul d’une configuration
électronique absente dans celui de H&R, au calcul des sections efficaces des différents processus
atomiques ou à la valeur du potentiel d’ionisation.
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4.2 Comparaison avec l’expérience
Dans la section précédente, nous avons comparé les résultats de notre calcul collisionnel-
radiatif (CR) à ceux obtenus par Hill et Rose avec le code ALICE II. Nous allons maintenant
nous intéresser aux résultats expérimentaux menés par Xiong et al. [57]. Il s’agit ici d’un
plasma de silicium à la température Te = 72± 5 eV et à la densité ρ = 6.0± 1.2 mg.cm−3. La
densité électronique est ne ' 1.3×1021cm−3. Xiong et al. ont également calculé la transmission
à l’aide du code ATOMIC et d’un autre code qui utilise la méthode DTA (Detailed Term
Accounting). Les mesures de Xiong et al. sont notre meilleure référence pour tester la validité
du code et du modèle CR que nous avons développés.
4.2.1 Résultats
Xiong et al. affirment que les conditions de température et densité de l’expérience font
que le modèle LTE est valable et peut être utilisé pour calculer les populations atomiques.
On se propose ici de comparer les mesures expérimentales de la transmission à nos résultats
de calcul en LTE et en NLTE-2.
On montre dans la figure 4.19 les fractions ioniques du silicium obtenues par Xiong et al.,
dans notre modèle NLTE-2 et à l’aide du code SCO-RCG [58] développé au CEA.
Figure 4.19 – Fractions ioniques d’un plasma de silicium à Te = 72 eV et ne = 1.3×1021cm−3.
Les fractions ioniques que nous avons obtenues sont en bon accord avec celles de Xiong
et al. malgré l’existence de petits écarts. Par exemple, Xiong et al. obtiennent 46.85% pour
Si10+ alors que notre calcul donne 42%. L’état d’ionisation moyen présente également un bon
accord. On a en effet Z = 9.88076 alors que Xiong et al. obtiennent Z = 10.0693.
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Dans la figure 4.20, on compare la transmission aux mesures expérimentales et au cal-
cul SCO-RCG. On a aussi représenté les intervalles spectraux dans lesquels les divers ions
absorbent le rayonnement.
Figure 4.20 – Transmission d’un plasma de silicium Te = 72 eV et ne = 1.3× 1021cm−3.
On constate qu’on arrive à reproduire les structures principales avec un bon accord au
niveau des amplitudes et des positions des raies. Cependant, on remarque la présence de
certains écarts entre nos calculs et les valeurs mesurées, notamment autour de 1829 et 1853
eV, où l’on sur-estime l’amplitude des raies d’absorption, et à 1819 eV où le pic calculé est
décalé vers la droite.
Le second écart que l’on relève est dû à une sous-estimation de l’absorption entre 1800
et 1810 eV. Cet écart peut s’expliquer par l’absence, dans nos calculs, des configurations
électroniques qui expliquent ces raies absentes. Dans la figure 10 de la Réf. [57], on constate
que les auteurs rencontrent le même problème, que ce soit avec le code ATOMIC ou leur
calcul avec la méthode DTA.
On note que les résultats obtenues avec le code SCO-RCG sont aussi en bon accord
avec le spectre mesuré avec quelques écarts, par exemple à 1824 et 1845 eV où l’absorption
lié-lié est surestimée. SCO-RCG sous-estime également l’absorption entre 1800 et 1810 eV,
probablement pour les mêmes raisons : l’absence de certaines configurations électroniques.
Il est difficile d’identifier la ou les causes exactes de ces écarts, car le calcul de transmission
fait intervenir tous les mécanismes (élargissement, déplacement spectral, populations, etc.).
Tous ces effets se combinent et l’impact de chaque mécanisme dans l’erreur commise devient
très difficile à quantifier. Notons que les nouveaux facteurs de Gaunt que nous avons déve-
loppés améliorent globalement les résultats, mais qu’ils sous ou sur-estiment les populations
de certains niveaux atomiques. On rappelle que ces facteurs de Gaunt sont constants pour
tous les états d’ionisation non hydrogénoïdes d’un même élément chimique et pour une même
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sous-couche concernée 1. Une solution pour améliorer cet aspect est de développer de nouveaux
facteurs de Gaunt propres à chaque état d’ionisation pour en augmenter la précision.
Xiong et al. ont montré que pour obtenir un résultat théorique assez proche de la transmis-
sion mesurée, il a fallu faire varier la température dans l’intervalle 72±5 eV pour tenir compte
des erreurs expérimentales, des variations spatiale et temporelle des propriétés du plasma ainsi
que l’erreur due à l’utilisation du modèle LTE. Dans notre cas, seule la température Te = 72
eV a été considérée.
On se propose maintenant d’examiner les effets de relaxation d’orbitales sur les centres et
les amplitudes des raies d’absorption. Ce mécanisme consiste à calculer des orbitales mono-
électroniques différentes pour chacun des états initial et final lors d’une transition optique. En
effet, lors d’une transition, l’électron optique change de sous-couche et n’exerce plus la même
répulsion sur les autres électrons. Il faudrait théoriquement recalculer les orbitales mono-
électroniques avant et après la transition. Ceci prend évidemment plus de temps à calculer
mais peut avoir des effets non négligeables sur les niveaux d’énergie et les forces d’oscillateur
[51].
On présente dans la figure 4.21 la transmission obtenue avec et sans la relaxation d’or-
bitales. Le calcul a été fait à l’aide du code SCO-RCG. Les conditions de température et de
densité sont inchangées : Te = 72 eV et ρ = 6mg/cm3 ce qui correspond à ne = 1.3×1021cm−3.
Notons tout d’abord que le code SCO-RCG prend en compte les effets de densité sur les
niveaux d’énergie, les forces d’oscillateur et les potentiels d’ionisation par une perturbation à
l’Hamiltonien qui a servi à générer la base de données atomiques. Il n’est donc pas nécessaire
d’apporter des corrections supplémentaires. On constate d’après la figure 4.21 que la relaxation
d’orbitales a des effets importants, aussi bien sur la position des raies que sur leur amplitude.
Elle améliore l’accord théorie-expérience.
Dans nos résultats des figures 4.19 et 4.20, ces effets de relaxation d’orbitales sont pris
en compte (par le code Cowan). Cependant, contrairement au code SCO-RCG, les effets de
densités sur le déplacement spectral ne sont pas pris en compte en tant que perturbation de
l’Hamiltonien (cas de SCO-RCG) mais en tant que correction par la formule de Massacrier et
Dubau (2.133). Malheureusement, cette formule estime mal le déplacement spectral dans le
cas actuel. Il a donc fallu imposer un déplacement spectral propre à chaque état d’ionisation,
de façon à se rapprocher le plus possible du spectre mesuré, voir tableau 4.6.
Nos résultats de la figure 4.20 incluent les valeurs du tableau 4.6. Une limite évidente
de cette approche est qu’ici, la valeur du déplacement spectral ne dépend pas des nombres
quantiques initiaux et finaux de la transition lié-lié concernée, et est donc constante pour
toutes les raies d’un même état d’ionisation. Ceci est une approximation qu’on est obligé
d’utiliser, car il est très difficile d’imposer une valeur du déplacement spectral propre à chaque
transition. Ce manque de précision peut expliquer les écarts qu’on a constatés dans la figure
1. Le facteur de Gaunt pour l’excitation collisionnelle 1s→ 2p est le même pour tous les ions silicium sauf
le Si13+.
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Figure 4.21 – Transmission d’un plasma de silicium à Te = 72 eV et ρ = 6mg/cm3 - Effets
de relaxation d’orbitales avec SCO-RCG.
Ion Valeur expérimentale imposée (eV)
Si8+ 74
Si9+ 77
Si10+ 58
Si11+ 59
Si12+ 59
Table 4.6 – Valeurs expérimentales imposées au déplacement spectral pour un plasma de
silicium à Te = 72 eV et ρ = 6mg/cm3.
4.20.
4.3 Mélange carbone-germanium
Un autre dopant intéressant à utiliser dans les ablateurs en carbone est le germanium.
Ayant un numéro atomique Z = 32, le germanium a des bandes d’absorption permettant de
bloquer les rayons X, et ainsi de chauffer l’ablateur et d’éviter que le mélange DT ne soit
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préchauffé avant le début de la compression.
4.3.1 Génération des configurations électroniques
Une difficulté majeure qu’on a rencontrée en traitant le cas du germanium est le très
grand nombre de configurations électroniques à prendre en compte dans le calcul de structure
atomique 2. Le code Cowan n’étant pas adapté au calcul impliquant un grand nombre de
configurations, il a fallu se restreindre à un certain nombre de configurations électroniques par
état d’ionisation, qui est de l’ordre de la centaine. De plus, la saisie de certaines configurations,
souvent celles avec un grand nombre de sous-couches ouvertes, fait boguer le code Cowan ou
aboutit à des fichiers de sortie vides. L’identification de ces configurations nécessite beaucoup
de temps car elles sont à tester une par une. Tester une configuration prend en moyenne une
heure, la durée au bout de laquelle le code Cowan bogue. Malheureusement, restreindre le
nombre de de configurations a pour conséquence l’absence de certaines transitions.
4.3.2 Comparaison avec le code SCO-RCG
Figure 4.22 – Absorption du germanium à Te = 300 eV et ne = 6 × 1023cm−3 obtenue à
l’aide de SCO-RCG (courbe noire) et notre code d’opacité (courbe verte).
Dans la figure 4.22, on compare les profils d’absorption du germanium à Te = 300 eV
et ne = 6 × 1023cm−3, calculés à l’ETL avec le code SCO-RCG, et à l’aide de notre code.
Le modèle hybride (SCO-RCG) inclut plus de 1000 configurations électroniques initiales,
chacune de ces configurations pouvant générer un certain nombre de configurations finales.
Le nombre total de configurations électroniques incluses dans le calcul de SCO-RCG est
donc très important. Malheureusement, le code Cowan ne permet pas de traiter autant de
2. Plus Z est élevé, plus le nombre de configurations électroniques est important.
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configurations. Il a fallu se limiter à entre 20 et 50 configurations par état d’ionisation, pour
une dizaine d’états d’ionisation au total.
Les populations des niveaux atomiques (à l’ETL) et les mécanismes d’élargissement sont
traités de la même manière dans SCO-RCG et dans notre code d’opacité. On pense donc que
c’est l’absence de certaines configurations électroniques dans notre calcul LTE qui explique
l’écart entre les deux profils SCO-RCG et LTE, particulièrement entre 1100 et 2000 eV.
On donne dans la table 4.7 les fractions ioniques des ions dominants, et dans la figure 4.23
les profils d’absorption lié-lié des ions Ge18+, Ge19+, Ge20+ et Ge21+ pour Te = 300 eV et
ne = 6× 1023cm−3. Le calcul est fait, on le rappelle, à l’approximation ETL.
Ion Fraction ionique (%)
Ge18+ 9.8
Ge19+ 21.1
Ge20+ 28.5
Ge21+ 23.6
Ge22+ 11
Table 4.7 – Fractions ioniques du germanium pour Te = 300 eV et ne = 6 × 1023cm−3 à
l’ETL.
Figure 4.23 – Absorption lié-lié d’ions du germanium. Te = 300 eV et ne = 6× 1023cm−3.
Les ions dominants et présentant l’absorption la plus importante entre 1100 et 2000 eV
sont Ge18+, Ge19+, Ge20+ et Ge21+. L’absence de certaines configurations dans ces ions peut
être résolue lorsqu’on utilise le code FAC. En effet, il est alors possible de traiter un nombre
plus grand de configurations via les super-configurations. Ce travail est en cours de réalisation.
Le code SCO-RCG ne prend pas en compte l’effet d’interaction de configuration, contrai-
rement à notre code. Pour illustrer cet effet sur l’opacité, nous nous sommes intéressés au
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Ge22+ avec un nombre réduit de configurations électroniques, c’est-à-dire : 1s2 2s2 2p6, 1s2
2s2 2p5 3p, 1s2 2s 2p6 3p, 1s2 2s2 2p5 3s et 1s 2s2 2p6 3p. On a représenté dans la figure 4.24
les profils d’absorption lié-lié du Ge22+ à l’ETL, à Te = 300 eV et ne = 6× 1023cm−3, avec et
sans effet d’interaction de configurations.
Figure 4.24 – Absorption lié-lié du Ge22+ à l’ETL avec et sans interaction de configurations.
Te = 300 eV et ne = 6× 1023 cm−3.
On remarque que l’interaction de configurations peut avoir des effets non négligeables,
malgré le petit nombre de configurations incluses dans le calcul. Cet effet affecte les énergies de
transition, les forces d’oscillateur, et par conséquent l’amplitude des transitions. L’interaction
de configuration peut être plus ou moins importante selon les configurations entre lesquelles
elle est calculée. Il est possible que les configurations mentionnées plus haut interagissent très
peu. Il faudrait donc réaliser une étude plus complète en incluant toutes les configurations,
chose plus facilement réalisable avec le code FAC.
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4.3.3 Effets hors-ETL
Le calcul hors-ETL des populations des niveaux atomiques peut être lourd et demander
un temps de calcul assez conséquent. Il est donc important de déterminer si un tel traitement
est indispensable, ou si l’approximation d’ETL est justifiée. On se propose donc dans cette
section d’étudier les effets hors-ETL induits par une variation de la température ou de la
densité.
4.3.3.1 Effet de la densité
On montre dans la figure 4.25 le profil d’absorption du germanium à Te = 300 eV et
ne = 6× 1023 cm−3 calculé à l’ETL et hors-ETL, à l’aide de notre code d’opacité.
Figure 4.25 – Absorption du germanium à Te = 300 eV et ne = 6 × 1023 cm−3 obtenue à
l’aide de notre code d’opacité à l’ETL (courbe verte) et hors-ETL (courbe rouge).
On remarque que pour un tel plasma, les effets hors-ETL sont conséquents. On donne dans
la table 4.8 les moyennes de Planck et de Rosseland et l’écart relatif (E.R.) correspondants.
Planck (103 cm−1) Rosseland (103 cm−1)
LTE 4.952 0.9589
NLTE 5.784 1.012
E.R. -14.38% -5.24%
Table 4.8 – Moyennes de Planck et de Rosseland du germanium à Te = 300 eV et ne =
6× 1023 cm−3 à l’ETL et hors-ETL.
Selon la précision requise par l’utilisateur, un traitement hors-ETL peut être nécessaire
vu les écarts relatifs sur les moyennes de Planck et de Rosseland (14.38% et 5.24% respecti-
vement).
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On se propose ensuite d’abaisser la densité électronique à 2× 1023 cm−3. Ce cas implique
moins de collisions électron-ion, et peut donc invalider un calcul ETL. On donne dans la figure
4.26 le profil d’absorption du germanium à Te = 300 eV et ne = 2×1023 cm−3 calculé à l’ETL
et hors-ETL, à l’aide de notre code d’opacité.
Figure 4.26 – Absorption du germanium à Te = 300 eV et ne = 2 × 1023cm−3 obtenue à
l’aide de notre code d’opacité à l’ETL (courbe verte) et hors-ETL (courbe rouge).
Les effets hors-ETL sont ici plus importants que dans le premier cas de haute densité,
comme attendu. On donne dans la table 4.8 les moyennes de Planck et de Rosseland et l’écart
relatif (E.R.) correspondant. Un écart relatif de 11.34% sur la moyenne de Rosseland peut
Planck (103 cm−1) Rosseland (103 cm−1)
LTE 1.325 0.268
NLTE 1.481 0.302
E.R. -10.53% -11.34%
Table 4.9 – Moyennes de Planck et de Rosseland du germanium à Te = 300 eV et ne =
2× 1023 cm−3 à l’ETL et hors-ETL.
avoir des effets importants sur des quantités telles que le flux thermique radiatif. Il est donc
clair que le traitement hors-ETL est nécessaire à basse densité.
On se propose maintenant d’examiner l’effet d’une variation de température, de 300 à
350 eV. On donne dans la figure 4.27 le profil d’absorption du germanium à Te = 350 eV et
ne = 6× 1023 cm−3 calculé à l’ETL et hors-ETL, à l’aide de notre code d’opacité.
On donne dans la table 4.10 les moyennes de Planck et de Rosseland et l’écart relatif.
On a représenté dans la figure 4.28 le profil d’absorption du germanium à Te = 350 eV et
ne = 2× 1023 cm−3 calculé à l’ETL et hors-ETL, à l’aide de notre code d’opacité.
On donne dans la table 4.11 les moyennes de Planck et de Rosseland et l’écart relatif
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Figure 4.27 – Absorption du germanium à Te = 350 eV et ne = 6 × 1023 cm−3 à l’ETL
(courbe verte) et hors-ETL (courbe rouge).
Planck (103 cm−1) Rosseland (103 cm−1)
LTE 3.788 0.979
NLTE 5.171 1.145
E.R. -26.74% -14.49%
Table 4.10 – Moyennes de Planck et de Rosseland du germanium à Te = 350 eV et ne =
6× 1023 cm−3 à l’ETL et hors-ETL.
Figure 4.28 – Absorption du germanium à Te = 350 eV et ne = 2 × 1023 cm−3 à l’ETL
(courbe verte) et hors-ETL (courbe rouge).
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correspondant.
Planck (103 cm−1) Rosseland (103 cm−1)
LTE 0.283 0.038
NLTE 0.673 0.067
E.R. -57.95% -43.28%
Table 4.11 – Moyennes de Planck et de Rosseland du germanium à Te = 350 eV et ne =
2× 1023 cm−3 à l’ETL et hors-ETL.
En comparant les tables 4.9 et 4.11, on constate que l’abaissement de la densité élec-
tronique fait apparaître beaucoup plus d’effet hors-ETL à 350 eV qu’à 300 eV. Ceci peut
s’expliquer par le fait qu’une température plus élevée défavorise les collisions et favorise ainsi
les effets hors-ETL. Nous allons étudier l’impact de la température dans le paragraphe suivant.
On vérifie que les raies sont beaucoup moins élargies à basse densité. En effet, la largeur
électronique est proportionnelle à la densité électronique.
4.3.3.2 Effet de la température
En comparant les figures 4.25, 4.27 et 4.29, on constate que pour la même densité électro-
nique ne = 6× 1023cm−3, une variation de température (300 ± 50 eV) peut induire des effets
hors-ETL plus ou moins importants. Ces effets sont plus apparents dans le cas de haute tem-
pérature électronique Te = 350 eV. Ceci s’explique par les taux des processus collisionnelles
qui diminuent quand la température augmente.
Figure 4.29 – Absorption du germanium à Te = 250 eV et ne = 6 × 1023 cm−3 à l’ETL
(courbe verte) et hors-ETL (courbe rouge).
On constate aussi que l’élargissement augmente quand la température diminue. Ceci in-
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dique que l’élargissement électronique domine l’élargissement Doppler. En effet, la largeur
électronique est proportionnelle à T−1/2e alors que la largeur Doppler est proportionnelle à
T
1/2
i .
On donne dans la table 4.12 les moyennes de Planck et de Rosseland et l’écart relatif
correspondant.
Planck (103 cm−1) Rosseland (103 cm−1)
LTE 4.687 1.070
NLTE 4.245 0.830
E.R. 10.41% 28.91%
Table 4.12 – Moyennes de Planck et de Rosseland du germanium à Te = 250 eV et ne =
6× 1023 cm−3 à l’ETL et hors-ETL.
Contrairement au cas précédent, le profil d’absorption à l’ETL est supérieur à celui cal-
culé hors-ETL, sur tout l’intervalle spectral. En conséquent, les moyennes de Planck et de
Rosseland calculées à l’ETL sont supérieures à celles calculées hors-ETL.
4.3.4 Effet du champ radiatif
La prise en compte du champ radiatif implique le calcul d’intégrales supplémentaires
pour chaque couple de niveaux atomiques respectant les règles de sélection et pour chaque
processus impliquant ce champ radiatif, c’est-à-dire la photoabsorbtion, l’émission stimulée
et la photoionisation. Le temps nécessaire pour calculer ces intégrales peut vite devenir très
important. C’est la raison pour laquelle on se propose ici de vérifier si le champ radiatif joue un
rôle dans l’opacité. On se place dans le cas où les processus collisionnels sont moins importants,
c’est-à-dire à la densité ne = 2 × 1023 cm−3. On peut alors s’attendre à observer un effet du
champ radiatif. Ce dernier est traité à l’aide d’une distribution de Planck à la température
radiative Tr = 300 eV. C’est la distribution qui décrit le mieux et le plus simplement le spectre
des rayons X émis par le Hohlraum.
On donne dans la figure 4.30 le coefficient d’absorption du germanium à Te = 300 eV et
ne = 2× 1023 cm−3, pour les deux températures radiatives Tr = 0 et 300 eV.
On constate que le champ radiatif a très peu d’effet sur l’absorption dans ces conditions
de température et de densité. Cependant, cette conclusion risque de changer pour des tem-
pératures et densités électroniques plus basses et pour une température radiative plus élevée.
D’autres études sur l’effet du champ radiatif sont en cours.
On donne, dans la table 4.13 et à titre indicatif, les moyennes de Planck et de Rosseland
correspondantes.
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Figure 4.30 – Absorption du germanium à Te = 300 eV et ne = 2 × 1023 cm−3 pour Tr = 0
eV (courbe verte) et Tr = 300 eV (courbe rouge).
Planck (103 cm−1) Rosseland (103 cm−1)
Tr = 0 eV 1.481 0.302
Tr = 300 eV 1.540 0.302
E.R. 3.98% ∼ 0%
Table 4.13 – Moyennes de Planck et de Rosseland du germanium à Te = 300 eV et ne =
2× 1023 cm−3, pour Tr = 0 et 300 eV.
4.3.5 L’absorption en fonction de Te et ne
La température et la densité d’un plasma de fusion inertielle varient en fonction du temps
et de l’espace. On se propose maintenant d’étudier la variation de l’opacité avec la température
et la densité.
Faisons varier la température. La figure 4.31 montre le profil d’absorption du germanium
pour une température électronique variant de 250 à 350 eV, à densité électronique constante
ne = 6 × 1023 cm−3. Le champ radiatif n’est pas pris en compte. En effet, à cette densité,
il est négligeable. On constate que l’absorption augmente globalement avec la température,
particulièrement entre 1100 et 1700 eV. L’effet s’inverse entre 250 et 700 eV.
Examinons les contributions à l’opacité : libre-libre (4.32), lié-libre (4.33) et lié-lié (4.34). On
constate que l’absorption libre-libre varie peu avec la température. En effet, elle ne dépend
que des fractions ioniques. Elle ignore les populations des niveaux atomiques, qui sont plus
susceptibles de varier avec la température 3. L’absorption lié-libre montre, quant à elle, une
dépendance plus forte avec la température, car elle dépend des populations des configurations
3. La population d’une espèce ionique est définie comme la somme des populations de toutes les configu-
rations électroniques qui la constituent. Les populations des configurations peuvent varier individuellement de
telle façon que la population totale de l’espèce ionique reste inchangée.
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Figure 4.31 – Absorption du germanium à différentes températures électroniques et à ne =
6× 1023 cm−3.
Figure 4.32 – Absorption libre-libre du germanium à différentes températures électroniques
et à ne = 6× 1023 cm−3.
électroniques, qui sont plus sensibles à la température 4. Globalement, l’absorption lié-libre
augmente quand la température diminue. L’absorption lié-lié est la composante qui dépend le
plus de la température. En effet, elle fait intervenir explicitement les populations des niveaux
atomiques. Ces populations dépendent fortement des taux des processus, qui sont des fonctions
explicites de la température.
4. La population d’une configuration électronique est définie comme la somme des populations de tous les
niveaux atomiques qui la constituent. Les populations des niveaux peuvent varier individuellement de telle
façon que la variation totale nette de la configuration électronique reste inchangée.
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Figure 4.33 – Absorption lié-libre du germanium à différentes températures électroniques et
à ne = 6× 1023 cm−3.
Figure 4.34 – Absorption lié-lié du germanium à différentes températures électroniques et à
ne = 6× 1023 cm−3.
Faisons maintenant varier la densité. La température est fixée à 300 eV. La figure 4.35
montre le profil d’absorption du germanium pour une densité électronique variant de 2 à
8× 1023 cm−3. Là encore, le champ radiatif n’est pas pris en compte.
Comme attendu, l’absorption augmente avec la densité. On constate aussi la disparition et
l’apparition de nouvelles structures d’absorption lié-lié, particulièrement entre 300 et 500
eV, et 1100 et 1800 eV. La disparition de certaines raies s’explique par la diminution de la
population de leurs niveaux atomiques initiaux, ainsi que par un élargissement électronique
plus important.
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Figure 4.35 – Absorption du germanium à différentes densités électroniques et à Te = 300
eV.
On présente respectivement dans les figures 4.36, 4.37 et 4.38 les composantes libre-libre,
lié-libre et lié-lié de l’absorption du germanium à Te = 300 eV.
Figure 4.36 – Absorption libre-libre du germanium à différentes densités électroniques et à
Te = 300 eV.
Comme on l’a vu plus haut, plus la densité est grande, plus les absorptions libre-libre et
lié-libre sont importantes. On remarque de plus que les seuils de photoionisation sont décalés
vers les basses énergies quand la densité augmente. En effet, à cause de l’abaissement du
potentiel d’ionisation, ces seuils sont diminués quand les électrons libres sont plus nombreux.
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Figure 4.37 – Absorption lié-libre du germanium à différentes densités électroniques et à
Te = 300 eV.
Figure 4.38 – Absorption lié-lié du germanium à différentes densités électroniques et à Te =
300 eV.
Comme avec le cas de variation de la température, on constate la disparition et l’apparition
de structures d’absorption lié-lié. Ceci est dû à un élargissement électronique plus important
quand la densité augmente, et à des variations dans les populations des niveaux atomiques
initiaux.
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4.3.6 Mélange C-Ge
Comme on l’a dit plus haut, le germanium est un dopant intéressant pour fabriquer un
ablateur à base de carbone pour la FCI, aussi bien d’un point de vue hydrodynamique que
d’un point de vue radiatif, c’est-à-dire sa capacité à absorber les rayons X.
On donne dans la figure 4.39 le coefficient d’absorption totale d’un mélange de carbone
et de germanium, dont la concentration en nombre est de 5%, à différentes températures
électroniques et à ne = 6× 1023 cm−3.
Figure 4.39 – Coefficient d’absorption totale d’un mélange de carbone + 5% de germanium
à différentes températures électroniques et à ne = 6× 1023 cm−3.
On présente dans la figure 4.40 les moyennes de Planck et de Rosseland du coefficient
d’absorption totale.
On constate qu’il est possible d’extraire une loi permettant de calculer rapidement et
simplement les moyennes de Planck et de Rosseland par interpolation et extrapolation des
valeurs calculées à l’aide de notre code d’opacité. Cette loi prend la forme d’un polynôme
d’ordre 3. y représente la moyenne de Planck ou de Rosseland en cm−1 et x la densité en
1023 cm−3. Cependant, il faut faire attention à ne l’utiliser que dans un intervalle restreint
de température (entre 250 et 350 eV) et de densité (autour de ne = 6× 1023 cm−3). En effet,
plus on s’écarte de ces conditions, plus la nécessité de recalculer la structure atomique avec
de nouvelles configurations électroniques se fait sentir.
Nous avons appliqué la même approche pour déduire une loi en fonction de la densité
électronique à Te = 300 eV (Figure 4.41 et 4.42).
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Figure 4.40 – Absorptions moyennes de Planck et de Rosseland d’un mélange de carbone +
5% de germanium à différentes températures électroniques et à ne = 6× 1023 cm−3.
Figure 4.41 – Absorption totale d’un mélange de carbone + 5% de germanium à différentes
densités électroniques et à Te = 300 eV.
4.4 Résumé
La comparaison avec les calculs de Hill et Rose, a montré un bon accord pour un plasma
de carbone et de silicium dans des conditions d’ETL, c’est-à-dire Te = 300 eV et ne =
6 × 1023 cm−3. Les résultats peuvent être améliorés par l’utilisation du critère de l’ETLP
(ETL-Partiel). Nous avons aussi constaté qu’un champ radiatif à Tr = 300 eV avait peu
d’effet. Cependant, certains effets dus au champ radiatif apparaissent quand la densité passe
4.4. Résumé 123
Figure 4.42 – Absorptions moyennes de Planck et de Rosseland d’un mélange de carbone +
5% de germanium à différentes densités électroniques et à Te = 300 eV.
au-dessous d’un certain seuil, proche de 2 × 1023 cm−3. Dans des conditions d’expansion de
l’ablateur, c’est-à-dire, Te = 1000 eV et ne = 6 × 1021 cm−3, le champ radiatif joue un rôle
important, et l’utilisation d’un code collisionnel-radiatif devient indispensable.
Nous avons aussi comparé nos résultats aux mesures expérimentales de Xiong et al. [57],
pour un plasma de silicium à Te = 72 eV et ne = 1.3 × 1021 cm−3. Cette comparaison nous
a permis de valider encore une fois le module NLTE de notre code, avec des résultats très
satisfaisants, aussi bien au niveau des fractions ioniques que du profil de transmission.
La difficulté majeure que nous avons rencontrée est le traitement du plus grand nombre
possible de configurations électroniques. En effet, nous avons été obligés de restreindre le calcul
de la structure atomique à un nombre limité de configurations, particulièrement pour le calcul
de germanium. Cette restriction a pour conséquence l’absence de certaines transitions, et donc
une sous-estimation de l’absorption.
Grâce aux comparaisons avec des résultats théoriques ou expérimentaux, nous avons pu
valider les modules LTE et NLTE de notre code. Les nouveaux facteurs de Gaunt que nous
avons développés permettent effectivement d’améliorer la précision des sections efficaces, sans
augmenter le temps de calcul. Nous avons aussi obtenu des lois qui décrivent les opacités
moyennes de Planck et de Rosseland. Elles permettent un gain de temps considérable, à
condition qu’elles soient utilisées dans l’intervalle correcte de température et de densité.
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Conclusion et perspectives
Dans ce travail de thèse, nous nous sommes intéressés à l’opacité des plasmas de fusion par
confinement inertiel. Plus particulièrement, nous avons calculé l’opacité de mélanges composés
de C-Si et de C-Ge, dans les conditions les plus générales possibles, c’est-à-dire dans des
conditions hors-ETL.
Pour cela, nous avons développé un modèle collisionnel-radiatif capable de calculer les
populations des niveaux atomiques pour toutes conditions de température et de densité. Ce
modèle intègre de nouveaux facteurs de Gaunt développés par nous même.
Ces facteurs permettent d’obtenir des sections efficaces de processus atomiques plus précises
que celles obtenues à l’aide des formules classiques et semi-empiriques, telles que les formules
de Lotz ou de Van Regemorter. Cette amélioration de la précision ne requiert pas de temps de
calcul supplémentaire, contrairement aux méthodes plus sophistiquées telles que les méthodes
distorted-wave et generalized line strength.
Dans une optique de validation du modèle collisionnel-radiatif, nous avons comparé nos
calculs à ceux de Hill et Rose (mélange C-Si) et aux mesures expérimentales de Xiong et al (Si).
Ces deux premières validations sont très satisfaisantes, bien qu’il existe quelques différences
liées à l’ensemble de configurations électroniques, au décalage spectral et aux mécanismes
d’élargissement.
Le calcul de l’opacité hors-ETL des mélanges C-Si et C-Ge et d’un plasma de silicium
pur, nous a permis de déduire de nouvelles lois. Ces lois permettant de calculer aisément les
opacités moyennes de Planck et de Rosseland, sans avoir à calculer la structure atomique et
les populations des niveaux atomiques. A ce stade, les lois concernent le carbone, le silicium et
le germanium, pour une température comprise entre 250 et 350 eV, et une densité électronique
dans l’intervalle 2-8 ×1023 cm−3, avec la possibilité d’élargir ce domaine de validité.
En ce qui concerne les outils et méthodes de calcul, nous avons utilisé les codes Cowan
et FAC pour déterminer les structures atomiques du carbone, du silicium et du germanium.
Le code FAC a également été utilisé, à l’approximation distorted-wave et generalized line
strength, pour calculer les sections efficaces des divers processus microscopiques. Nous avons
développé notre propre code d’opacité et d’émissivité, et avons écrit un programme en C++
compatible avec le code Cowan. Ce programme a l’avantage d’être un code "maison", c’est-à-
dire que les méthodes, les algorithmes et le code source sont facilement accessibles, flexibles
et donc modifiables. Nous avons également débogué le code, et rendu sensible aux données
entrées par l’utilisateur, pour demander une correction dans le cas d’une erreur. Nous avons
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aussi optimisé la lecture et l’écriture des données, la gestion et le calcul des matrices, et
parallélisé l’inversion de celles-ci à l’aide de la librairie MKL d’Intel. Ce code intègre un
module LTE et un module NLTE (hors-ETL), utilisables au choix par l’utilisateur.
La principale difficulté durant ce travail de thèse a été d’inclure un maximum de confi-
gurations électroniques dans les calculs effectués à l’aide du code Cowan. Malheureusement,
ce code est ancien et peu adapté au calcul d’un très grand nombre de configurations électro-
niques, qui sont toutes requises pour obtenir des résultats précis. Son format de sortie étant
peu "user-friendly", nous avons consacré une longue période à l’élaboration d’une interface
permettant la lecture de ses fichiers de sortie. Malheureusement, par manque de temps, nous
n’avons pas pu récrire l’intégralité du code d’opacité pour l’adapter à FAC. Ceci permettra
d’inclure autant de configurations électroniques que nécessaire, pour générer des bases ato-
miques complètes, particulièrement pour les atomes lourds et moyennement lourds.
Nous projetons de développer de nouveaux facteurs de Gaunt, plus précis et plus complets.
En effet, l’utilisation des formules classiques et semi-empiriques est très peu satisfaisante, et
l’utilisation de méthodes telles que la méthode distorted-wave nécessitent un temps de cal-
cul prohibitif. Des nouveaux facteurs de Gaunt pour le béryllium et le cuivre permettront
d’étudier un autre ablateur : mélange Be-Cu, où le cuivre est utilisé comme un dopant.
Les mécanismes d’élargissement peuvent être traités avec un meilleur compromis précision-
temps de calcul. Pour l’élargissement ionique, l’utilisation du modèle de Sapar et Kuusik (SK)
ou du modèle de Rosznyai peut augmenter la précision, moyennant un temps de calcul plus
long, particulièrement pour le modèle de SK. L’amélioration du taux d’excitation collisionnelle
par nos nouveaux facteurs de Gaunt, nous incite à remplacer la formule de Dimitrijević
et Konjević par l’inverse de ce taux pour calculer l’élargissement électronique. Nous avons
aussi constaté que la formule de Massacrier et Dubau était peu satisfaisante pour calculer le
décalage spectral, particulièrement quand on veut calculer des opacités moyennes de Planck
et de Rosseland. En effet, dans certains cas, elle sous-estime le décalage spectral, et le sur-
estime dans d’autres. Une solution intéressante est d’introduire le potentiel lié au plasma dans
l’Hamiltonien, nous évitant ainsi l’obligation d’avoir recours à des formules de correction. Le
désavantage de cette méthode est un temps de calcul des structures atomiques plus long.
De plus, un tel calcul n’est valable que pour une température et une densité données. Une
variation de la température ou de la densité nécessite de refaire le calcul de structure atomique,
car le potentiel de plasma peut varier fortement.
Annexe A
Application du principe d’équilibre
détaillé à la désexcitation
collisionnelle
Le processus d’excitation collisionnelle peut être écrit sous la forme suivante :
Xi + e(E)→ Xj + e(E′)
où Xi(j) est un ion dans l’état interne i (j) et e un électron libre d’énergie E avant la collision,
et E’ après la collision.
La conservation de l’énergie implique :
E = E′ + ∆Eij ,
où ∆Eij est l’énergie de transition.
Le principe d’équilibre détaillé implique à l’ETL :
niC
ex
ij = njCde−exji
où ni(j) est le nombre d’ions par unité de volume dans l’état i (j). Cexij et Cde−exji désignent les
coefficients de taux d’excitation et désexcitation, respectivement. Cette équation s’écrit aussi
en fonction des sections efficaces σ :
nine
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En supposant une distribution maxwellienne pour les électrons libres et une distribution de
Saha-Boltzmann pour les niveaux i et j, soit :
f(E) = 2√
pi
√
E
(kBTe)
3
2
exp
(
− EkBTe
)
,
ni
nj
= gi
gj
exp
(
−Ei−EjkBTe
)
,
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Annexe A. Application du principe d’équilibre détaillé à la désexcitation
collisionnelle
et en remplaçant E par E′ + ∆Eij , on obtient la formule de Klein-Rosseland :
σde−exji (E′) =
gi
gj
σexij (E′ + ∆Eij)
E′ + ∆Eij
E′
.
On remarque que si E′ > 0 alors σexij (E′+ ∆Eij) > 0 (σexij (E) = 0 seulement si E < ∆Eij), ce
qui implique σde−exji (E′) > 0. Ceci signifie que la désexcitation collisionnelle n’a pas de seuil,
contrairement à son processus inverse.
Il est vrai que la formule de Klein-Rosseland a été obtenue en supposant une distribu-
tion maxwellienne pour les électrons libres et une distribution de Saha-Boltzmann pour les
population des niveaux atomiques, mais elle est vérifiée pour toute distribution (électrons
libres et niveaux atomiques). En effet, elle peut être démontrée à l’aide du principe de micro-
réversibilité qui est une conséquence de l’invariance CPT (charge-parité-temps) de l’opérateur
Hamiltonien.
Annexe B
Interaction Spin-Orbite
Considérons un noyau atomique autour duquel orbite un électron. Le moment magnétique
(de spin) de l’électron ~µ et son moment angulaire de spin ~s sont reliés par :
~µs = −gsµB~s
gs ≈ 2.002 est le rapport gyromagnétique de l’électron relatif au spin (i.e. qu’il relie ~µs à ~s, il
existe aussi gl et gj qui relient ~µ à ~l et ~j respectivement). µB =
e~
2me
est appelé magnéton de
Bohr.
Le champ magnétique dû au mouvement de l’électron dans le champ électrostatique ~E du
noyau s’écrit lorsque la vitesse v de l’électron est faible devant la vitesse de la lumière c :
~B =
~E × ~v
c2
En faisant l’hypothèse d’un champ ~E radial et à symétrie sphérique : ~E =| E | ~r
r
=| dV
dr
|
~r
er
où V est l’énergie potentielle de l’électron. En utilisant ~~l = ~r ×me~v, on écrit :
~B = ~
emec2
1
r
| dV
dr
| ~l.
L’interaction spin-orbite est donnée par :
HSO = − ~µs · ~B = gsµB~
emec2
1
r
dV
dr
(~l · ~s).
La prise en compte du fait que le mouvement de l’électron soit accéléré (son référentiel n’est
donc pas galiléen) fait apparaître le facteur de correction de Thomas-Frenkel qui est égal à
2. En incluant ce facteur de correction et en remplaçant ~µ par son expression et gs par sa
valeur, on trouve :
HSO =
~2
2m2ec2
1
r
dV
dr
(~l · ~s)
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Titre : Calcul de structures atomiques et des propriétés radiatives des plasmas de fusion
Mots clefs : Opacité, plasma, hors-ETL, Fusion par Confinement Inertiel, données atomiques.
Résumé : Les propriétés radiatives sont d’une impor-
tance cruciale lors de l’étude des plasmas astrophysiques
et de fusion, particulièrement dans des conditions hors
équilibre thermodynamique local (hors-ETL). C’est
pourquoi nous avons développé un modèle collisionnel-
radiatif, capable de calculer les propriétés radiatives en
toutes conditions de température et de densité. Nous
avons intégré à ce modèle de nouveaux facteurs de
Gaunt développés par nous-mêmes. Ces facteurs per-
mettent d’obtenir des sections efficaces des processus
atomiques plus précis que les formules classiques et
semi-empiriques, nécessaires au calcul des populations
atomiques. Ils ont été obtenus en utilisant des méthodes
sophistiquées, telles que les méthodes distorted-wave et
generelized-line-strength, à l’aide du code FAC [11].
Dans le but de valider nos résultats, nous les
avons comparés dans un premier temps, aux cal-
culs de Hill et Rose [54] d’un plasma com-
posé d’un mélange de carbone et de 5% de
silicium, avec
[
Te = 300 eV, ne = 6× 1023 cm−3
]
et
[
Te = 1000 eV, ne = 6× 1021 cm−3
]
. Les résultats sont
très satisfaisants, aussi bien à l’ETL qu’hors-ETL.
Nous avons aussi comparé nos résultats à la transmis-
sion mesurée par Xiong et al. [57] d’un plasma de sili-
cium à Te = 72 eV et ne = 1.3× 1021 cm−3. Là encore,
nous obtenons un bon accord. Cependant, on constate
la présence de quelques écarts au niveau du décalage
spectral de certaines raies, ainsi que l’absence de cer-
taines transitions. Cette absence peut s’expliquer par
certaines configurations électroniques manquantes dans
le calcul de structure atomique.
Nous nous sommes aussi intéressés à l’absorption d’un
mélange de carbone et de 5% de germanium avec un
nombre restreint de configurations électroniques. Nous
avons exploré l’effet d’interaction de configurations ainsi
que l’effet d’un champ radiatif. Nous avons également
déduit des lois permettant de calculer rapidement les
lois de Planck et de Rosseland, pour Te entre 250 et 350
eV et ne entre 2 et 8× 1023 cm−3.
Title : Calcul de structures atomiques et des propriétés radiatives des plasmas de fusion
Keywords : Opacity, plasma, NLTE, ICF, atomic data.
Abstract : The radiative properties are of utmost im-
portance when studying astrophysical and ICF plasmas,
particularly in non local thermodynamic equilibrium
conditions. This is the reason why we have developed a
collisional-radiative model, that enables us to calculate
the radiative properties of plasmas under any tempe-
rature and density conditions. We developped and im-
plemented new Gaunt factors to the CR model. These
factors greatly improve the precision when calculating
the cross sections of the microscopic processes. These
cross sections are required to calculate the populations
of the atomic levels. We obtained these new factors by
using the distorted-wave and generalized line strength
methods of the Flexible Atomic Code (FAC).
In order to validate our new-developed CR model, we
compared our results to those of Hill and Rose, of a
plasma composed of carbon and 5% silicon, in LTE and
NLTE conditions. We obtained satisfactory results in
both conditions.
We also compared our results to the experimental trans-
mission measured by Xiong et al., of a pure silicon
plasma, with Te = 72 eV and ne = 1.3 × 1021 cm−3.
Again, we obtained results that are in good agreement
with the measured spectrum. However, we noticed some
discrepancies in the line shift of some lines, and some
missing transitions. This can be explained by the ab-
sence of certain electronic configurations in the calcu-
lation of the atomic structure with the Cowan atomic
code.
We also explored the absorption of a plasma composed
of carbon and 5% germanium with a restricted number
of electronic configurations. We investigated the effect
of configuration interaction and the effect of the radia-
tive field. We also developed new laws that predict the
Planck and Rosseland mean opacities very quickly. For
the time being, these laws work for carbon, silicon and
germanium, with Te between 250 and 350 eV, and Ne
between 2 and 8× 1023 cm−3.
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