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Abstract 
 
Delivered information systems are an integral part of 
many organisations’ information technology 
infrastructure. Their dynamic nature creates new 
challenges, not the least of which is the need to measure 
the quality/effectiveness of these systems. Given the size of 
investment in these systems, it would be invaluable for 
business to formulate a fresh, simple, easy to administer, 
multi-dimensional instrument capable of measuring the 
quality of delivered information systems or applications. 
Such an instrument would provide a practical and 
efficient means to pinpoint areas that key stakeholders, 
ranging from end-users to managers, perceive as 
requiring attention. In this paper, we report on the 
development of one such instrument. This instrument 
addresses key areas of performance and uses multiple 
statements to enhance stakeholders’ understanding of 
these areas. 
 
 
1.  Introduction 
Innovation over the past decade, such as the move from 
batch computing to the Internet, has seen Information 
Technology (IT) become a new driver for economic 
growth. In particular, information systems’ (IS) capability 
of increasing productivity, achieving a competitive 
advantage, and building a more responsive organisation, 
have fuelled change for industries as diverse as 
warehousing and travel. Technologies that have enabled 
this change include telecommunication, computing and 
video. Such change has generated pressure to improve IT 
performance by establishing and measuring the business 
value of IT. This merits a fresh appraisal of IS 
assessment.  
 
Implementing a quality IS costs both time and money, yet 
such systems on their own don’t have any inherent value. 
A system’s value lies in the solution it provides to a 
business problem, its use as a competitive weapon, a 
reduction in information overload, fast communication, 
and its support for decision making [1]. A failure costs 
time, money, customers and reputation [2]. Hence the 
need to provide an instrument by which business can 
evaluate the merit of their delivered IS. In this paper we 
outline the construction of such an instrument which is 
based on a respecification of DeLone and McLean’s [3] 
IS Success Model. 
 
This paper describes an empirical study that led to the 
development of a new instrument (QUALIT), where key 
dimensions of the three core components were identified 
and indicators related to each of these dimensions were 
derived. The framework puts the measurement of quality 
at its core. Quality is an issue at three levels: the system 
itself; the information generated by the system; and the 
service function/unit related to these. Such a technique 
offers the ability for organisations to manage their IS 
function better. It achieves this using a quantitative 
yardstick to gauge stakeholder perceptions on aspects of 
the business system/application. By measuring these 
factors collectively and comprehensively, the extent to 
which they affect the quality of a delivered information 
system/application, and contribute, if that is the case, to 
business effectiveness, can be determined. 
 
2.  Approaches to Measuring IS Effectiveness 
There are persistent difficulties in measuring the quality 
of delivered information systems [4]. Problems arise 
because in many cases subjective assessments are used, 
which do not accurately reflect the quality of the system. 
A user’s lack of experience or training may compromise 
their ability to make an objective judgment. 
 
In the IT industry, technological change and its 
application are evolving very rapidly. Since the 
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publication of DeLone and McLean’s [3] model, their 
paradigm has formed a foundation for research in the area 
of IS Success, and so it is a useful starting point for any 
forward movement.  
 
2.1.  Respecification of the DeLone and McLean 
Model 
Following the paradigm established by DeLone and 
McLean [3], our model conceptualises IS Success as IS 
Effectiveness. In this model, stakeholders in an 
organisation evaluate IS Effectiveness in terms of the net 
benefits of an information system to the performance of 
their job. A number of problems with using DeLone and 
McLean’s [3] IS Success Model to arrive at an 
understanding of IS Effectiveness/Success have been 
documented. These include: 
• Interpretation of the term Use [5, 6, 7, 8, 9, 10]. 
• A focus on User Satisfaction emphasizing 
subjective/emotional evaluation by users, as 
exemplified in the Bailey and Pearson [11] 
Instrument, rather than effectiveness of the IS. 
Hence, such measurement relates more to 
support for users rather than output [12, 13, 5, 
14, 15, 16]. 
• Depiction of Use and User Satisfaction as 
interdependent [17, 7, 18, 19, 20, 21, 10, 5, 16]. 
• Deficiencies with the User Satisfaction 
instruments [22, 12, 5, 14, 23, 24, 16]. 
 
How can we refocus this model and make quality a key? 
DeLone and McLean [3] themselves conceptualised 
System Quality (not System) and Information Quality 
(not Information) in their model. Despite the complexity 
and technical nature of some IT products, in order to 
achieve success, we need to look beyond the process and 
delivery of the product, to the system as a whole, and ask 
whether benefits can be gained by focusing on customer 
views of the quality of the product, product delivery and 
associated concerns [25]. 
 
Quality has many elements. For a delivered IS, these 
elements are the system itself (System Quality), the 
information generated by the system (Information 
Quality), and the service function/unit related to these 
(Service Quality). In light of this and the work of DeLone 
and McLean [3], we can conceptualise a model as shown 
in Figure 1. Note this new model removes some of the 
interdependent constructs at the core of the old model, 
namely Use and User Satisfaction. Further, a focus in the 
five-year study was to generate definitions of System 
Quality, Information Quality and Service Quality that 
provided clear distinction of their function and eliminated 
overlap. Focus groups and judgment panels were used 
extensively for this. 
 
System
Quality
Individual and
Organisational
Impact
Quality of Delivered
IS Application as
a Function of
Stakeholders'
Perceptions
Information
Quality
Service
Quality
 
 
Figure 1.  A New IS Success Model 
 
Taking this model as a foundation, we will now explore 
the relevance and place of each component that is integral 
to the quality of a delivered IS. 
• System Quality is taken to mean a global 
judgment of the degree to which the technical 
components (including hardware, software, help 
screens and user manuals) of delivered IS 
provide the quality of information and service as 
required by stakeholders.  
• Information Quality is taken to mean a global 
judgment of the degree to which these 
stakeholders are provided with information of 
excellent quality, with regard to their defined 
needs excluding user manuals and help screens 
(features of System Quality). 
• Service Quality is taken to mean a global 
judgment or attitude relating to an assessment of 
the level of superiority or excellence of service, 
provided by the IS department and support 
personnel. Although missing from DeLone and 
McLean’s [3] IS Success Model, in an IS, 
service is provided by both the information 
system itself and by the IS unit that facilitates 
this system. It is both of these that provide the 
service to customers and stakeholders. 
 
Based on these components, how do we measure quality? 
The central mechanism (see Figure 1) is concerned with 
an assessment of quality of the components of a delivered 
IS (System, Information and Service) as a function of 
stakeholders’ perceptions of their common dimensions. 
One could extend this to include expectations which 
might provide fresh insight, but a simple evaluation of 
stakeholders’ perceptions of the quality/effectiveness of a 
delivered IS is the focus of this paper [26-29]. The next 
step is to identify these common dimensions. 
 
Assessment of ‘Individual and Organisational Impact’ is 
beyond the scope of this study, but this factor in the 
model acknowledges the implications of the audience’s 
assessed level of quality of the delivered system in the 
organisational environment. 
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2.2.  Quality as a Measure of IS Effectiveness 
In identifying quality as the determinant of IS 
effectiveness, the new evaluative instrument outlined here 
incorporates three core components into a ‘Quality-based’ 
framework. These components are: the system itself 
(System Quality); the information generated by the 
system (Information Quality); and the service 
function/unit related to these (Service Quality). 
Movement over the last twenty years towards 
improvement in overall quality [30] suggests the pursuit 
of quality is closely linked to service and customers (i.e. 
end-user stakeholders including system operators, 
managers and in-house service personnel) are increasingly 
seen to be the driving force [31, 32, 33, 34, 35, 36, 37, 38, 
39, 40, 41].  
 
A definition of quality could have many contradictory 
functions: sometimes implicit/sometimes explicit; at times 
mechanistic/at times humanistic; and sometimes 
conceptually/sometimes operationally understood. In an 
IT context, there isn’t any single understanding of the 
term. Quality, being concerned with the totality of 
features, is best evaluated as a multi-dimensional 
construct using multiple statements to capture the quality 
of each dimension. It seemed logical therefore that in 
constructing an instrument, that instrument was framed in 
terms of dimensions. Possible dimensions for System 
Quality included Reliability and Useability, for 
Information Quality, Accuracy and Availability, and for 
Service Quality, Expertise and Supportiveness. Further, a 
number of statements would be required to properly 
capture stakeholders’ views of the quality of such a 
dimension. 
 
In summary, the framework proposed in Figure 1 places 
quality as a central component in assessment of delivered 
IS effectiveness. What remains is to test this structure and 
generate key material for inclusion in QUALIT (the 
instrument). The intention (and outcome) was to use a 
Likert scale requiring respondents to indicate their 
agreement or disagreement with each monotone item 
(statement) on a continuum of 1 to 7 (strongly agree to 
strongly disagree). 
 
3.  Study Approach and Method 
Validation of the framework and generation of key 
material was achieved in this study using focus groups, 
interviews and judgment panels (see Table 1 and Figure 2 
on the next page). The participants in all three approaches 
comprised key stakeholders of delivered IS/applications 
with diverse backgrounds. The sample was chosen to 
incorporate people with a range of experience and 
expertise. People who were accessible and likely to 
participate were included in this convenience sample, an 
acceptable approach providing the limitations of the data 
are acknowledged [42].  
 
As the focus of this research was on general IS issues, 
questions related to this rather than to experience with 
particular systems, although this inevitably shaped 
individuals’ responses. Analysis of responses from all 
methods was documented by summarising 
themes/ideas/statements, coding each and assessing 
frequencies. Those with the highest frequencies were 
included. 
 
The study used an iterative series of focus groups, 
interviews and judgment panels, in a structure imposed by 
Churchill’s Methodology [43]. This meant material was 
obtained and crosschecked using different sources. The 
focus group and interview series were continued until a 
broad consensus was reached and reiteration of very 
similar themes/ideas/statements emerged.  
 
4.  Development of the Instrument 
The empirical phase of the research had four basic 
purposes: 
• To test the understanding that a delivered system 
comprised three components: System Quality, 
Information Quality and Service Quality; 
• To ascertain who constituted the stakeholders i.e. 
those whose views would be sought for 
evaluation of the effectiveness of a delivered IS; 
• To develop an understanding of what was meant 
by quality in the context of delivered IS 
effectiveness, in particular whether it was multi-
dimensional; and  
• If multi-dimensionality was established, to 
determine the key dimensions and indicators for 
evaluating the quality/effectiveness of each 
component of a delivered IS. 
 
4.1.  QUALIT Version One and Two 
A range of dimensions derived from the literature was 
tested by an initial judgment panel of six experienced 
computer users of a range of administrative type systems 
to look at their applicability to a delivered IS. The 
purpose was to provide some structure to material 
collected from the literature without imposing bias. 
 
The next stage was to explore the four purposes outlined 
above. A discussion/interview guide was formulated to 
structure the interviews and focus groups. 
 
Focus Group One 
This session involved five participants from a range of 
positions and levels of seniority within an educational 
institution.  
Proceedings of the 36th Hawaii International Conference on System Sciences (HICSS’03) 
0-7695-1874-5/03 $17.00 © 2002 IEEE 
 
Table 1.  Summary of the Study Approach and Method 
 
 
 
 
Method Description of the 
Method 
Audience Coverage 
Focus 
Groups 
Discussion on topics 
introduced by the 
discussion leader. Used 
to validate the framework 
and to generate material 
for inclusion in the 
instrument. 
• 15 end-users in total. 
• Range of experience. 
• Array from Executive 
Planning Support 
Officer, Laboratory 
Manager to a CEO of a 
Financial Institution. 
• Time taken: 1½ - 2 hours. 
• Topics covered: IT as a service, the meaning of quality; 
issues regarding acceptance; components of delivered IS; 
critical aspects/common themes capable of measuring these; 
important functions/aspects from the customer’s perspective; 
measurement issues; and critical issues of relevance. 
• Some adjustment between focus groups to cater for 
unresolved issues, but generally common themes. 
• Noted and tape-recorded. 
Semi-
structured 
interviews 
Opportunity for specific 
questions, but some 
freedom for both parties. 
Used to delve deeper, 
crosscheck and extend 
material in the focus 
groups. 
• 10 individual interviews. 
• All system developers. 
• Array from CIO, 
Corporate Technic-al IT 
Co-ordinator to an IT 
Generalist. 
• Time take: around 45 minutes. 
• Centred on 21 questions. 
• Groundwork established in Focus Groups One and Two – 
coverage was the same as the focus groups. 
• Conducted personally, via phone and one via email. 
• Noted and tape-recorded. 
Judgment 
Panels 
Consultation with 
individuals from diverse 
backgrounds for 
information/ 
judgments concerning 
statements in QUALIT. 
• Panellists ranged from a 
Company Director, 
Academic, to an IT 
Consultant. 
• Different approaches depending on what was sought. 
• One-on-one and group discussion resulted in verbal 
feedback/input. 
• Set tasks like ranking and categorising statements assisted 
refinement of the instrument. 
 
 
 
Initial statements generated using
literature findings
(around 300 sample statements)
Refinement to eliminate duplication
(40 per component)
Judgment panel to refine statements
Judgment panel to rank and categorise
Further refinement focusing on the
relationship between statement and
definition
Version One of QUALIT
Reformulation of the statements in light
of Focus Groups One and Two
Interviews and focus groups explored
the structure of the instrument
(i.e. issues and dimensions)
Focus group explored the structure and
approach to measuring quality
Judgment panel reviewed the
definitions and refined statements
Interviews revised and cross-checked
focus group findings
Version Three of QUALIT
Version Two of QUALIT used a
separate trial investigating the approach
 
 
Figure 2.  Overview of the Approach 
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Overwhelming endorsement for the components of the 
model emerged, although the concepts ‘System’, 
‘Information’ and ‘Service’ Quality were referenced as 
Processor, Support, Training, Engine, Output and Input. 
 
It was agreed that the clearest understanding of the 
effectiveness of delivered IS was achieved by ascertaining 
the views of those whose job performance was directly 
related to the performance of the IS. Key stakeholders 
included end-users, managers and CEOs. Endorsement 
was such that no further exploration of the issue was 
undertaken. 
 
Focussing on how an evaluation of quality was derived, 
the general consensus was that aspects of quality were 
internally measured by comparison of reality with an 
ideal. This related to marketing research [44] where 
quality was evaluated by measuring stakeholders’ 
expectations of the quality of an ideal service at the same 
time as their perceptions of the delivered service, and then 
calculating the disconformity. 
 
Encouragement to explore their understanding of the 
quality of the three components, “Nowadays you ring the 
support line and you get these … people [interstate] that 
don’t have a clue on what’s going on. So support’s pretty 
average”, revealed a number of aspects/dimensions. 
Capacity, ease of navigation and reliability, were all 
considered significant dimensions of system quality.  
Moreover, there was endorsement for quality as a multi-
dimensional construct.  
 
Participants were asked to evaluate the common 
characteristics (dimensions) of the three components that 
are listed in Table 2. Whilst not formally ranked, the 
dimensions considered most appropriate were reliability, 
accuracy, relevance, user friendliness and responsiveness. 
Other dimensions judged as significant were verifiability, 
aesthetics and serviceability. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2.  Focus Group One Dimensions 
 
Dimension Dimension Dimension Dimension 
Accuracy Features Physical 
Presentation 
Tangibles 
Aesthetics Format Portability Understand-
ability 
Assurance Helpfulness Readability Usefulness 
Conformance Information 
Quality 
Reasonable-
ness 
User 
Friendliness 
Content Maintainab-
ility 
Reliability Verifiability 
Durability Meaningful-
ness 
Responsive-
ness 
Ease of Use Perceived 
Quality 
Serviceab-
ility 
Empathy Performance Significance 
 
 
Focus Group Two 
This session had a similar structure to Focus Group One, 
with four participants of varying seniority, all end-user 
stakeholders at an educational institution. Their 
discussion featured terms like ‘Hub of the System’, ‘Input 
and Output’, and ‘Support’ to describe the three 
components of a delivered IS, but their understanding 
aligned with Focus Group One results. For example, 
“Backup and Training, all part of the same thing”. 
“Would you like to give it a name?” “Support”. Given 
endorsement from the focus groups for the three 
components, that part of the model was accepted.  
 
Again what evolved from encouragement to explore an 
understanding of the quality of three components was that 
a number of aspects/dimensions were considered in 
ascertaining the overall quality of a component. For 
example, maintenance, design, and accuracy were all 
considered significant dimensions of system quality. “I 
see the hub as being the design of it. That it’s going to be 
accurate, reliable, it’s got good design, it’s flexible”. 
Again there was also support for the concept of quality as 
a multi-dimensional construct. 
 
A ranking instrument was used to explore the key 
dimensions for each component given the problems in 
Focus Group One with disjointed and partially incomplete 
discussion. The twenty-one dimensions drawn from the 
literature were provided with generic dictionary 
definitions to avoid bias. Results are shown in Table 3 
below. Focus Groups One and Two led to formulation of 
Version Two of QUALIT, which was used in the trialing 
of Perceptions and Expectations [26-29]. 
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Table 3.  Ranking Results by Dimension for Focus Group 
Two 
 
Dimension Average 
Ranking 
Overall 
Ranking 
Accuracy 
Usefulness 
Reliability 
User Friendliness 
Verifiability 
Maintainability 
Meaningfulness 
Helpfulness 
Durability 
Understandability 
Assurance 
Serviceability 
Responsiveness 
Readability 
Significance 
Features 
Physical Presentation 
Empathy 
Aesthetics 
Portability 
Tangibles 
1.50 
3.25 
3.75 
5.00 
7.00 
7.75 
7.75 
8.25 
8.50 
8.75 
9.00 
9.50 
9.50 
10.00 
11.50 
14.75 
16.50 
17.00 
17.50 
17.75 
18.50 
1 
2 
3 
4 
5 
6 
6 
8 
9 
10 
11 
12 
12 
14 
15 
16 
17 
18 
19 
20 
21 
 
Key: 1 = Most Important in Assessing IS quality; Same Ranking = 
Considered to Measure the Same Construct 
 
Interviews 
The next stage involved a series of 10 semi-structured 
interviews with system developers. Participants included 
self-employed consultants, managers and corporate 
technical consultants, with a diversity of backgrounds and 
significantly different areas of expertise.  
 
Results revealed a consensus that ‘System’, ‘Information’ 
and ‘Service’ Quality were the three components of a 
delivered IS. Further, quality essentially meant something 
that met expectations, was dependable, easy to use, and 
produced accurate and reliable outcomes. Through 
investigation of their understanding of what constituted 
systems of high and low quality, strong support was found 
for the concept that quality/effectiveness was multi-
dimensional and should be defined in terms of the 
perceived capacity to meet the needs of end-user 
stakeholders. Briefly, descriptions of high quality systems 
ranged from “easy to use by the operator”, “delivers 
business benefit”, to “meets users’ expectations and has a 
support structure”: while for low quality systems 
descriptions ranged from “hard to input data”, “provided 
but doesn’t do the job users want”, to “little benefit in 
terms of business”. There were 19 dimensions considered 
relevant to understanding the quality/effectiveness of one 
or more of the three components. In alphabetical order 
they were: Accessibility, Accuracy, Assurance, 
Availability, Consistency, Empathy, Functionality, 
Helpfulness/User Friendliness, Integration, 
Knowledgeability, Navigation, Presentation, Promptness, 
Readability, Relevance, Reliability/Dependability, 
Responsiveness, Timeliness and Useability. These were 
refined through Focus Group Three and Fours ranking 
instrument.  
 
A large number of indicators were suggested in the 
interviews. These were revisited in Focus Groups Three 
and Four, with many finally being included in Version 
Three of QUALIT.  
 
4.2.  QUALIT Version Three 
Focus Group Three 
This session involved three participants from a range of 
areas and positions in a large multi-national food 
organisation. Again there was support for the three 
components: processor/application (which translated to 
the System); data input/output (which translates to 
Information); and training/serviceability (which translates 
to Service).  
 
As with Focus Group Two, a ranking instrument was 
used. The dimensions comprising this instrument were 
drawn from Interview findings and generic dictionary 
definitions were again provided to avoid bias. Results are 
shown in Table 4 (see the next page). 
 
Indicators were many and varied: ‘it works’ 
(Reliability/Dependability – System Quality) to ‘don’t 
have to go away to use it’ (Availability – Information 
Quality). Stimulating discussion and justification of 
dimension rankings took place, which included 
justification for the inappropriateness of some dimensions 
(i.e. Integration - Service Quality). The theoretical 
understanding of each dimension was tailored to the IT 
context by the indicators that were elicited. 
 
Again there was evidence of a movement away from 
generic dimensions developed by Marketing Researchers 
[44] and merit in evaluating quality as a comparison of 
reality with ideal. 
 
Focus Group Four 
This session involved three participants from a range of 
areas and positions at a financial institution. Whilst not as 
clear as the previous focus groups, there was support for 
the three components: ability to manage or manipulate 
data (Information) in a way that was relevant, correct and 
reliable; interface; access/retrieve; extraction; and 
provision of IT services and development of IT products 
(Service). 
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Table 4.  Focus Group Three Ranking Results by Dimension for System, Information and Service Quality 
Note: The results are presented alphabetically which was the same order used on the ranking instrument. 
 
System Quality Information Quality Service Quality Dimension 
Average 
Ranking 
Overall 
Ranking 
Average 
Ranking 
Overall 
Ranking 
Average 
Ranking 
Overall 
Ranking 
Accessibility 5.33 8 6.66 5 7.00 8 
Accuracy 1.33 2 3.00 2 12.33 15 
Assurance 8.00 16 11.66 15 2.66 1 
Availability 6.33 12 9.00 10 5.00 5 
Consistency 9.00 17 13.33 18 12.66 16 
Empathy 9.00 17 15.33 19 6.33 7 
Functionality 1.00 1 11.33 14 4.66 4 
Helpfulness/User  
Friendliness 5.00 6 7.00 6 8.33 10 
Integration 7.00 13 12.00 16 16.66 19 
Knowledgeability 6.00 10 13.00 17 2.66 1 
Navigation 5.00 6 10.33 11 11.33 13 
Presentation 7.66 15 8.33 9 15.66 18 
Promptness 4.00 4 7.33 7 7.33 9 
Readability 9.00 17 10.33 11 15.33 17 
Relevance 5.33 8 3.00 2 9.66 11 
Reliability/Dependability 3.00 3 2.00 1 11.33 13 
Responsiveness 7.33 14 10.33 11 5.66 6 
Timeliness 6.00 10 7.66 8 4.00 3 
Useability 4.33 5 6.00 4 10.00 12 
Key: 1 = Most Important in Assessing IS Quality; Same Ranking = Considered to be of Equal Weighting 
 
 
Table 5 Focus Group Four Ranking Results by Dimension for System, Information and Service Quality 
 Note: The results are presented alphabetically which was the same order used on the ranking instrument. 
 
System Quality Information Quality Service Quality Dimension 
Average 
Ranking 
Overall 
Ranking 
Average 
Ranking 
Overall 
Ranking 
Average 
Ranking 
Overall 
Ranking 
Accessibility 4.00 7 3.00 8 2.00 3 
Accuracy 1.00 1 1.00 1 1.50 1 
Assurance 2.00 2 2.00 4 2.00 3 
Availability 4.00 7 2.50 6 2.00 3 
Consistency 2.00 2 1.50 3 2.00 3 
Empathy 6.50 16 5.00 16 3.00 10 
Functionality 5.00 10 5.00 16 3.00 10 
Helpfulness/User 
Friendliness 6.50 16 5.00 16 3.50 13 
Integration 2.00 2 4.50 15 3.00 10 
Knowledgeability 5.50 11 4.00 10 2.00 3 
Navigation 3.50 6 2.50 6 1.50 1 
Presentation 8.50 19 5.00 16 6.50 19 
Promptness 6.00 13 4.00 10 3.50 13 
Readability 8.00 18 4.00 10 3.50 13 
Relevance 4.00 7 2.00 4 2.50 9 
Reliability/Dependability 2.00 2 1.00 1 2.00 3 
Responsiveness 6.00 13 3.50 9 3.50 13 
Timeliness 6.00 13 4.00 10 3.50 13 
Useability 5.50 11 4.00 10 4.00 18 
Key: 1 = Most Important in Assessing IS Quality; Same Ranking = Considered to be of Equal Weighting 
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The same ranking instrument used in Focus Group Three 
was applied, with the results contained in Table 5 (see the 
previous page). 
 
Indicators were many and varied from ‘convenient and 
easy to get data into’ (System Quality) to ‘ease of 
extraction’ (Information Quality), and ‘comfort level’ 
(Service Quality). Regarding a measure, again there was 
support for comparison of reality with ideal.  
 
A final judgment panel involving 24 IT professionals 
tested the application of indicators to dimensions, 
clarified ambiguities in meanings and eliminated 
duplication. 
 
4.3.  Summary of the Findings 
The final instrument comprised three sections (System 
Quality, Information Quality and Service Quality) with 
five dimensions for each section and five indicators to 
evaluate each dimension. The dimensions comprising 
each version are detailed in Table 6 below. Reliability 
remained consistent for all three versions of the System 
Quality component; Responsiveness remained consistent 
for all three version of the Service Quality component, 
while there were no consistent dimensions for the 
Information Quality component. 
 
Table 6.  Dimensions which Indicated Effective 
Performance of that Component of the IS 
 
Component QUALIT Version One 
QUALIT 
Version Two 
QUALIT 
Version Three 
Tangibles  Functionality 
Reliability Reliability Integration 
Responsiveness Responsiveness Useability 
Assurance Assurance Reliability 
System 
Quality 
Empathy Empathy Security 
Tangibles  Accuracy 
Reliability Reliability Availability 
Responsiveness Responsiveness Relevance 
Assurance Assurance Presentation 
Information 
Quality 
Empathy Empathy Promptness 
Tangibles  Expertise 
Reliability Reliability Credibility 
Responsiveness Responsiveness Availability 
Assurance Assurance Responsiveness 
Service 
Quality 
Empathy Empathy Supportiveness 
 
 
Note: “Tangibles” was eliminated from the list in 
QUALIT Version Two, as there were a number of 
questions raised about the dimension. 
 
With regard to the four basic purposes outlined earlier, 
there was support for: 
• Conceptualising a delivered IS as comprising 
three components: System Quality, Information 
Quality and Service Quality; 
• Evaluating the quality/effectiveness of a delivered 
IS through a variety of end-user stakeholders at 
various levels of seniority; and 
• Evaluation of the quality/effectiveness of each 
component of a delivered IS through a variety of 
dimensions. 
 
Furthermore, multi-dimensionality, where multiple 
dimensions and statements were used to evaluate the 
quality/effectiveness of delivered IS, was unanimously 
endorsed as providing the most meaningful insights. 
 
As shown in Tables 4 and 5, there are many dimensions 
considered appropriate in assessing IS quality. This 
correlates with findings from related disciplines, reviews of 
related instrument, and with Holbrook and Corfman’s [45 
p40] point that quality should be regarded as an “extrinsic 
self oriented passive value”. Dimensions in this study that 
overlapped with those reported in the literature included 
Accuracy and Reliability. However, there were many 
differences. These differences can be partly attributed to 
the fact that this study conceptualised three components of 
IS and measured quality rather than User Satisfaction. 
 
One final point that needs to be clarified is how the ratings 
for the various quality aspects derived from application of 
the instrument are deployed. The overall ranking, ‘1’, ‘2’ 
and so on provide interested parties with aspects of the 
business system/application which stakeholders perceive as 
being problematic. In conjunction with viewing 
organisational goals and objectives, the rankings can 
facilitate the establishment of priorities. 
 
5.  Conclusion 
This work has led to the development of a multi-item 
instrument for measuring the quality of delivered IS. The 
merit of this approach is the ease and simplicity with which 
insight into the quality of a delivered system is acquired. 
Unlike previous instruments that have captured quality or 
surrogates for quality in one statement, this instrument 
captures quality using multiple statements per dimension, 
thereby providing greater insight into problematic areas. 
The virtue of this approach is the quality-based framework 
that QUALIT is built on comprising components, 
dimensions and indicators. However, until the reliability 
(coefficient alpha and cronbach’s alpha) and validity 
(corrected item-to-total correlation, coefficient alpha and 
judgment panel) tests are undertaken, QUALIT’s accuracy 
in assessing the quality of a delivered information system is 
not confirmed. Furthermore, development has only 
focussed on formulating an instrument to measure the 
quality of a delivered system: it does not take account of 
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the effects of the system development approach or 
economic factors, nor the problem of misinvesting in IT. 
 
The next step is to trial QUALIT to assess its reliability 
and validity. This would result in refinement and 
tightening of the instrument. The unique yet diverse 
nature of delivered IS makes this a potentially rich area of 
research. It would be interesting to explore the economic 
factors shaping the quality of the delivered system and the 
effects of system development approaches on the quality 
of the final system. 
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