In this paper, the logarithmically complete monotonicity of the function e x Γ (x + β)/x x+β−α in (0, ∞) for α ∈ R and β 0 is considered and the corresponding result by G.D. Anderson, R.W. Barnard, K.C. Richards, M.K. Vamanamurthy and M. Vuorinen is generalized. As applications of these results, some inequalities between identric mean and ratio of two gamma functions by J.D. Kečkić and P.M. Vasić are extended.
Introduction
A function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and
for x ∈ I and n 0. Let C denote the set of completely monotonic functions.
A positive function f is said to be logarithmically completely monotonic on an interval I if its logarithm ln f satisfies
for k ∈ N on I . Let L on (0, ∞) stand for the set of logarithmically completely monotonic functions.
A function f on (0, ∞) is called a Stieltjes transform if it can be written in the form
where a is a nonnegative number and μ a nonnegative measure on [0, ∞) satisfying
The set of Stieltjes transforms is denoted by S.
The notion "logarithmically completely monotonic function" was posed explicitly in [25] and published formally in [24] and a much useful and meaningful relation L ⊂ C between the completely monotonic functions and the logarithmically completely monotonic functions was proved in [24, 25] . Motivated by the papers [25, 26] , among other things, it is proved in [9] that S \ {0} ⊂ L ⊂ C. An anonymous referee of this paper points out that the relation L ⊂ C is an old result and can be found in [12] . The class of logarithmically completely monotonic functions can be characterized as the infinitely divisible completely monotonic functions which are established by Horn in [17, Theorem 4.4] and restated in [9, Theorem 1.1]. There have been a lot of literature about the (logarithmically) completely monotonic functions, for example, [5, 6, [8] [9] [10] [11] 15, 16, 19, [24] [25] [26] 29] and the references therein.
It is well known that the classical Euler gamma function Γ (x) is defined by Γ (z) = ∞ 0 t z−1 e −t dt for Re z > 0, which is one of the most important special functions [1, 14, 27, 28] and has much extensive applications in many branches, for example, statistics, physics, engineering, and other mathematical sciences, and the logarithmic derivative of
, is called psi or digamma function. There exists a very extensive literature on these functions. In particular, inequalities, monotonicity and complete monotonicity properties for these functions have been published. Please refer to the papers [2] [3] [4] and the references therein.
In [7] it is proved that the function x 1/2−x e x Γ (x) is decreasing and logarithmically convex from (0, ∞) onto ( √ 2π, ∞) and the function x 1−x e x Γ (x) is increasing and logarithmically concave from (0, ∞) onto (1, ∞).
Let α ∈ R and β 0 be real numbers, define
in (0, ∞). In this article, as a generalization of some results of [7] , we are about to consider the logarithmically complete monotonicity property of the function f α,β (x) in (0, ∞). Our main results are as follows. 
Theorem 1. The function f α,β (x) defined by (4) is logarithmically completely monotonic in
for positive numbers a and b with a = b the so-called identric mean [13, 23] . It was proved in [2] that the inequality
is valid for all real numbers b > a 1 if and only if r 1/2 and s γ , where γ = 0.577 . . . stands for the Euler-Mascheroni constant. From inequality (5), it is not difficult to obtain an analogous of inequality (7) as follows:
Proofs of the theorems
Proof of Theorem 1. It is clear that it is obtained that for n 2,
where
It is easy to see that for 2α 1 = β,
Now we are in a position to prove δ α,β (t) > 0 for 2α 1 < β. It is sufficient to show that
for k 3 and 2α 1 < β, which is equivalent to
where J r (a, b) denotes the one-parameter mean [13, 20, 23] of two positive numbers a and b, which is defined by
for a = b and J r (a, a) = a. Since J r (a, b) is strictly increasing in r when a = b and
then the sequence {J k (β − 1, β)} k∈N is strictly increasing and lim k→∞ J k (β − 1, β) = β, therefore, it is enough to prove that β (k − 1)(β − α) for k 3 and 2α 1 < β, which implies 2α β. Hence, δ α,β (t) > 0 in (0, ∞) for 2α 1 β, this means by considering (9) that when n 2,
hence, for 2α 1 β and n ∈ N, 
