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We present a simple, one-dimensional model of an atom exposed to a time-dependent intense,
short-pulse EM field with the objective of teaching undergraduates how to apply various numerical
methods to study the behavior of this system as it evolves in time using several time propagation
schemes.
In this model, the exact coulomb potential is replaced by a soft-core interaction to avoid the
singularity at the origin. While the model has some drawbacks, it has been shown to be a reasonable
representation of what occurs in the fully three-dimensional hydrogen atom.
The model can be used as a tool to train undergraduate physics majors in the art of computation
and software development.
I. INTRODUCTION
Simulation and data analytics have become increas-
ingly important to all areas of physics as problems be-
come more complex and less amenable to analytic solu-
tions. Advanced undergraduates in physics would greatly
benefit from solving a realistic physical problem and one
that exposes them to some of the computational tech-
niques that physicists use to solve such problems from
scratch. This helps the students to simultaneously learn
numerical analysis and hone their programming skills.
While high level applications, such as Matlab and
Mathematica, provide students with useful computa-
tional toolkits, it is often the case that students use these
as “black boxes”, having little understanding of what is
really going on “under the hood”. Furthermore, students
learning experience could be greatly enhanced if they
study and implement numerical methods in the context
of a physical simulation.
This study is the result of collaboration of H.G. and
B.I.S with two undergraduates M.L and H.J.S., who
were participating in NIST’s summer internship program,
SURF. Neither students had any experience with finite
difference methods or the solution of differential equa-
tions. Both received training to understand the quantum
mechanics underlying the study and to guide them in
programming the model. The senior investigators helped
the students in implementing the codes in Fortran. The
students were quick in picking up the skills required to
produce code which was both bug-free and efficient.
The goal of this study is to examine a one-dimensional
model of the hydrogen atom exposed to a strong, time
dependent electromagnetic (EM) field. In this model, the
exact coulomb potential is replaced by a soft-core interac-
tion to avoid the singularity at the core. This model has
been the subject of numerous papers in the literature [1–
4] and has been shown to be a reasonable representation
of what occurs in the fully three-dimensional hydrogen
atom. While similar time independent models have been
the subject of many pedagogical studies [5–7], atoms ex-
posed to a time-dependent, intense, short-pulse EM field
are of significant current interest [8–10] and the perfor-
mance of various time-propagation methods are a subject
of renewed attention in the theoretical AMO community.
Several of the time-propagation schemes we discuss in
this paper have been compared in a classic paper by
Leforestier et. al. [11], using a spectral method. Here
we present a detailed comparison of a number of time-
propagation methods in the context of a problem employ-
ing a finite-difference method. The goal is to have a more
accessible and easily programmable set of instructions for
students. For completeness, the senior authors used a
few higher order finite difference schemes to demonstrate
how these can dramatically increase accuracy and per-
formance.
The paper contains nine sections and two appendices.
The appendices were added to give the reader some foun-
dational information on the time-dependent Schro¨dinger
equation (TDSE) and the short-time approximation to
evolving the Schro¨dinger equation in time.
The paper is organized as follows: Section II discusses
the fundamental assumptions for the TDSE. This sec-
tion is complemented with the lengthier derivations of
Appendices A and B.
Section III contains a brief introduction to the classical
electromagnetic field (EM) and gauge invariance.
In section IV we discuss the general properties of a
quantum mechanical Hamiltonian that involves the in-
teraction of an electromagnetic field (EM) with an atom,
emphasizing the question of the choice of gauge.
In section V, we explain the 1-D model of hydrogen
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2atom that we used as a test case for propagating the
time-dependent TDSE. Here, we also detail the length
and velocity gauge forms of the model, discuss its dis-
cretization scheme, and mention the computational pa-
rameters used throughout the paper.
In section VI, we examine the computational methods
used for propagating the solutions to the TDSE.
In section VII, the methods are compared to one an-
other in terms of their relative performance. The com-
parisons and results are shown for bound-state excita-
tions as well as above threshold ionization (ATI). The
results indicate that while many numerically simple (low
order in time) propagation schemes work, they often re-
quire quite small time steps for high accuracy. Compar-
ing them against more accurate methods, requiring more
work per time step but allowing larger time steps, is il-
luminating. In cases where comparisons with published
results could be made, the agreement was quite good and
gave the students confidence in what they were doing.
Finally, we present our conclusions in section VIII.
II. TIME-DEPENDENT SCHRO¨DINGER
EQUATION (TDSE)
Atomic units ( e = ~ = m = 1 ) are used throughout
the article. ∗
The time-dependent Schro¨dinger equation in quantum
mechanics is represented by the differential equation (see
Appendix A)
i
∂ψ
∂t
= Hψ , (1)
where H is the Hamiltonian of the system and ψ is the
wavefunction.
As shown in Appendix B, the solutions to the TDSE for
a general time dependent Hamiltonian is quite complex.
The usual procedure is to:
1. Make a short-time approximation to the time or-
dered exponential by ignoring the time-ordering for
very short times.
2. Introduce some discretization in space via a finite-
difference or basis set expansion.
3. Develop a time evolution scheme for what is now a
large matrix exponential.
Converging the solution to sufficient accuracy is achieved
by increasing the number of spatial basis functions - or
grid points - and decreasing the size of the time-step
so that the propagated wavefunction is essentially un-
changed. Short-time propagation requires the action of
∗Atomic units are units most appropriate at the scale of an electron,
for more details see [12]
the exponentiated matrix on a known vector. Here we
investigate a number of methods that perform this prop-
agation with the goal of quantifying their accuracy and
computational efficiency.
III. GAUGE CONSIDERATIONS
We begin discussion of gauges by writing Maxwell’s
equations (in Gaussian units)
B = ∇×A , (2a)
E = −∇φ− 1
c
∂A
∂t
, (2b)
∇2φ+ 1
c
∂
∂t
(
∇ ·A
)
= −4piρ , (2c)(
∇2 − 1
c2
∂2
∂t2
)
A−∇
(
∇ ·A+ 1
c
∂
∂t
φ
)
= − 4pi
c
J . (2d)
Here E and B are the EM fields, A and φ are the vector
and scalar potentials, ρ is the charge density and J is the
current density.
The observable EM fields, E and B, are said to be
gauge invariant under the transformations,
A→ A′ = A+∇χ , (3a)
φ→ φ′ = φ− 1
c
∂χ
∂t
, (3b)
where χ is any twice-differentiable function. Gauge in-
variance can be quite useful in simplifying the mathe-
matical equations. Here we consider two types of gauge
representations for a given electric field of the form
E = E0 sin(kz − ωt)xˆ . (4)
One may choose the scalar and vector potentials to be,
φ = 0 , (5a)
A = E0
cos(kz − ωt)
k
xˆ , (5b)
∇ ·A = 0. (5c)
Here the electric field is propagating in the z direction
and is polarized along the x axis. We used the rela-
tion c/ω = 1/k and Eq.(2c) to derive Eq.(5b). These
equations are consistent with (2) and (3) and represent
a particular choice of gauge, called the Coulomb-velocity
gauge.
We will now make a gauge transformation by choosing
the function
χ = −x E0 cos(ωt)
k
, (6)
which, in the limit that kz << 1, yields
φ = −xE0 sin(ωt) ≈ −x ·E , (7a)
A = E0
cos(kz − ωt)− cos(ωt)
k
xˆ ≈ 0 . (7b)
3This second choice is known as the Coulomb-length
gauge. In what follows we often refer to these two gauge
representations as the velocity and length gauge. We re-
strict our treatment to these two gauges even though in
the dipole approximation regime an acceleration gauge is
also often used [13].
The argument that kz << 1 is justified by noting that
in the dipole approximation the size of the atomic system
is much smaller than the wavelength of the radiation, so
one may replace eiknˆ·x−iωt by e−iωt. (see, for example,
Peskin and Moiseyev[14].)
IV. GENERAL HAMILTONIAN
The Hamiltonian for a hydrogen-like atom in an EM
field may be written as [15]
H =
1
2
[
p− 1
c
A
]2
+ V + φ , (8a)
H =
1
2
p2 − 1
2c
[A · p+ p ·A]
+
A2
c2
+ V + φ , (8b)
where V is the Coulomb interaction of the proton and
the electron, depending on space, and φ is any scalar
field associated with the external EM field, depending
on time and space. The earliest incarnation of a Hamil-
tonian of the form in (8) appears to go back to Karl
Schwarzschild [16] in 1903. He did not consider the issue
of EM gauges, let alone quantum mechanics, but here it is
worthwhile to ask the questions about the EM gauge be-
ing used in writing Eqs. (8) and how it might be changed
via a gauge transformation.
For low intensity light( ≤ 1015 W/cm2 ), A2 in Eq.(8b)
may be neglected. Care is required to ensure this approx-
imation is valid when dealing with very high intensity
laser fields.
Using the chain-rule one can see
p ·Aψ = (p ·A)ψ +A · pψ. (9)
If we take advantage of the Coulomb gauge condition,
∇ · A = 0 as well as p = −i∇, we can simplify the
Hamiltonian of Eq.(8b) to
H =
1
2
p2 − 1
c
A · p+ V + φ . (10)
Therefore, Eqs. (5) and (7) lead to two different but
mathematically equivalent forms of the Hamiltonian; one
containing the vector potential and momentum and the
other containing the electric field and coordinate . The
question of whether they are equivalent numerically is a
different matter. For example, the length form gets quite
large in the limit of x going to infinity and could possibly
lead to unreliable numerical results.
It has also been found that a gauge which emphasizes
parts of an approximate wavefunction may give poor
results when the gauge used depends more heavily on
the wavefunction in that region of space [13, 17, 18].
Also, some gauges tend to be more accurate at certain
wavelengths or intensities and going beyond the dipole
approximation.[19]
For the numerical studies in this paper we have ex-
plicitly verified that our results are independent of the
two gauges employed in the studies. This gives us con-
fidence in our conclusions and justifies that we have not
explicitly examined the acceleration gauge. We have no
reason to believe the results obtained in the acceleration
gauge or for that matter any gauge would produce some-
thing different from what is in the paper. In addition,
the added numerical complexity does not justify the ad-
ditional work.
In the next section we look in more detail at the Hamil-
tonian of the 1-D system we are going to be discussing
throughout this article in the length and velocity.
V. THE ONE DIMENSIONAL HYDROGEN
ATOM
A. Outline in Length Gauge
The model we use throughout this paper is of a particle
in a 1-D attractive potential and under the influence of
an external potential that changes over time. In what
follows we always assume that the system is prepared in
its ground state.
The Hamiltonian for the one-dimensional model of the
hydrogen atom in an external EM field is given in the
length form as,
H(t) = H0 − x ·E(t) sin(ωt) , (11)
with the time-independent part
H0 = −1
2
d2
dx2
+ V (x) , (12a)
V (x) = − 1√
1 + x2
. (12b)
The soft-core potential in Eq. (12b) is identical to that
used in Refs. [3, 20]. The model has both virtues and
faults. On the positive side,it preserves the qualitative
aspects of the Rydberg and continuous spectrum of the
true hydrogen atom. This is important in seeing how
discrete and above threshold ionization peaks behave.
However, its failing is that it does not contain the an-
gular momentum coupling inherent in the 3-D hydrogen
atom.
The 1-D model has been widely used in applications
ranging from high magnetic field interaction with hydro-
gen to semiconductor quantum wires, carbon nanotubes,
and polymers [4]. In retrospect, the s-wave physical H-
atom Hamiltonian, which is defined on the half interval,
could also have been chosen, but since we wanted to make
contact with the work in [3], we did not employ it.
4In what follows we consider laser field interaction terms
with both a smooth pulse envelope,
E(t) =

E0 sin
2
[
pit
T
]
, 0 ≤ t ≤ T
0 otherwise ,
(13)
as well as a square pulse,
E(t) =

E0, 0 ≤ t ≤ T
0 otherwise ,
(14)
over a time interval T . There is a detailed discussion
about the use of each of these laser pulse types in Ref.
[3].
In order to study the convergence of the excitation of
low-lying bound states with respect to the size of the
time-step for various methods, we employed a smooth
pulse. For the above threshold ionization (ATI) continu-
ous spectrum, we used a square pulse in order to compare
with Ref. [3]. We emphasize that our findings concerning
the relative timings of the methods and their convergence
with step size are independent of the type of pulse em-
ployed. This will be discussed in more detail in section
VII.
B. The Velocity Gauge
Javanainen et al. [3] suggest that the dipole length form
of the time-dependent interaction could cause problems
at large distances. In reality, the interaction is turned
off at T , so there is no formal problem. However, if the
computational region is large, as it may need to be in
order to study ionization, there could be numerical issues.
To ensure the accuracy of the numerical results, we
have performed most of the calculations in both length
and velocity gauge. We have found no differences in the
converged results. In the the length gauge, the inter-
action with the external EM field is local, producing a
Hamiltonian which is a real operator and that makes the
calculation more straightforward. In the velocity gauge,
the Hamiltonian is Hermitian and the interaction is non-
local. In more realistic problems, the choice of gauge can
make significant differences depending on the wavelength
of the radiation. This is a consequence of the presence
of high angular momenta in the coupling of the radia-
tion field to the electrons. A detailed discussion of this
remains outside the scope of the present study, but has
been commented on in the literature (see for example,
Refs. [13, 17, 18] and references therein).
In the velocity gauge, for the square pulse (φ = 0 ),
A(t) = −c
∫ t
0
E(t′)dt′ = −2cE0
sin2(ωt/2)
ω
, (15)
and for the smooth pulse,
A(t) = cE0
(
sin2(a+t/2)
2a+
− sin
2(a−t/2)
2a−
− sin
2(ωt/2)
ω
)
,
(16)
where
a+ = 2pi/T + ω , (17)
a− = 2pi/T − ω . (18)
To go from ψ in the length gauge to ψ′ in the velocity
gauge, we use the transformation,
ψ(x, t) = e−ixA(t)ψ′(x, t). (19)
C. Discretization
To solve Eq.(11), we divide space into a set of (2N+1)
equidistant points (xn = nδx) centered at the origin and
apply the lowest order central difference formula to dis-
cretize the first and second derivatives of the Hamilto-
nian. In the length gauge this yields,
(Hψ)n = − 1
2(δx)2
(ψn+1 − 2ψn + ψn−1) + V (xn)ψn
−xnE(t) sin(ωt+ φ)ψn , (20)
and in the velocity gauge,
(Hψ)n = − 1
2(δx)2
(ψn+1 − 2ψn + ψn−1) + V (xn)ψn
+
iA(t)
2c δx
(ψn+1 − ψn−1) . (21)
In both gauges the discretization of the Hamiltonian
gives rise to a tridiagonal matrix. The length gauge
produces a real symmetric-tridiagonal matrix and the
velocity-gauge results in a Hermitian-tridiagonal matrix.
The boundary conditions set the wavefunction to zero
outside the computational region. Consequently it is
important to ensure that this region is sufficiently large
to extract the probabilities of excitation and ionization
without any spurious reflections that would compromise
the numerical results.
We also examined the central finite difference (CFD)
discretization of the grid using 5, 7 and 9 point formu-
las. An l point CFD discretization is (δxl−1) accurate
for the derivatives with respect to x. Matrix vector mul-
tiplication operations, which are the most time consum-
ing part of several time-propagation schemes, could scale
better by using higher orders of CFD. As an example,
an n× n tridiagonal Hamiltonian matrix needs 3n oper-
ations for matrix-vector multiplications while an m×m
9 point CFD matrix requires 9m operations. However,
for a given accuracy, the number of points m could be
much smaller than n, tipping the balance in favor of the
higher order formula. In the end, its the total number
of floating point operations that determine the solution
5time. In addition, there is an advantage in using higher
order CFD’s in combination with coarser grids in that
that the spectral range of the resulting matrices, i.e. the
difference between highest and lowest eigenvalues of the
matrix, could be significantly reduced. The impact of
the spectral range on explicit propagation methods will
be discussed in subsection VII A 2.
Finally, it is worthwhile pointing out that the Nu-
merov method, which also produces tridiagonal matri-
ces, is two orders of magnitude more accurate than the
three point finite difference method and has been used
with the lowest order Crank-Nicolson method for time
propagation [21–24].
D. Computational Implementation
In this study we began by examining the convergence
of the probabilities of excitation to a few of the lower
lying bound states. It is sufficient in this case to employ
a box of ≈ 200 a.u. on each side of the origin. However,
to obtain converged results for the continuum states, a
box of ≈ 800 a.u. on either side of the origin is necessary.
A spatial step of δx = 0.1 was employed, resulting in
matrix sizes of n = 4001 to n = 16001. Laser interaction
times varied for the tests but on average were about 1200
a.u.. The time-steps were varied from 1 to 0.001 a.u.,
according to the propagation method used. We chose
a laser amplitude of E0=0.1 and an angular frequency
ω=0.148. The value ω=0.148 corresponds to five photon
ionization. This is somewhat arbitrary, but is chosen here
to show correspondence with the results obtained in [3].
These choices of parameters enabled us to perform all
of the computational experiments on a desktop PC with
Intel 3.4GHz Xeon(R) CPU’s† in a practical amount of
time. The code was written in FORTRAN and compiled
using the Intel-Fortran compiler with -Ofast optimiza-
tion The Intel MKL libraries were used in scalar mode to
deliberately avoid any questions of the capabilities of the
individual methods to employ OpenMP parallelization.
We should emphasize that due to the variety and
performance capabilities of platforms, compilers and li-
braries, the timings presented in this paper should be
only regarded as an indication of the relative performance
of the methods.
†Certain commercial equipment, instruments, or materials are iden-
tified in this paper in order to specify the experimental procedure
adequately. Such identification is not intended to imply recommen-
dation or endorsement by the National Institute of Standards and
Technology, nor is it intended to imply that the materials or equip-
ment identified are necessarily the best available for the purpose.
VI. COMPUTATIONAL METHODS
A. Crank-Nicolson
The Crank-Nicolson (CN) method [25] is an implicit
propagation/diffusion numerical method as the calcula-
tion of the solution at Nth time-step requires the solu-
tion of a set of linear algebraic equations. Employing the
second-order accurate version of the CN approximation
in time, yields,
e−iH(x,t)δt =
e−iH(x,t)δt/2
eiH(x,t)δt/2
≈ [1− iδt/2H(x, t)]
[1 + iδt/2H(x, t)]
, (22)
[1 + i
δt
2
H(x, t)]ψ(x, t+ δt) = [1− i δt
2
H(x, t)]ψ(x, t).
(23)
If we insert either of the finite-difference formulas of
Eqs.(20) or (21) into Eq.(23) , we obtain a tridiagonal
set of linear equations. These equations may be solved
by a method which scales linearly with the number of
unknowns.
In higher dimensions, the coupling destroys the tridiag-
onal nature of the one-dimensional CN method, but it is
still possible to derive second-order methods which scale
reasonably well with matrix size [26]. We also note, that
there are a number of methods which can solve a tridi-
agonal system faster than O(n) in parallel. The reader is
referred to Refs. [27–29] for more details.
B. Split Operator
Since the Hamiltonian can be split into a sum of time-
independent and time-dependent parts, it is natural to
consider propagation methods employing operator split-
ting to simplify the numerics. In all these methods one
is neglecting the commutator of operators that do not
exactly commute. The non-commuting parts are pro-
portional to some power of the time step. Thus, given
small enough times steps, it is always possible to write
the exponential as a simple exponential product, one for
each operator in the Hamiltonian. In practice, the size of
the time step limits the accuracy and various nth order
approximations are employed to make the approach nu-
merically tractable, efficient and still sufficiently accurate
for the time step chosen.
A well known, second-order accurate split operator
(SO) method for the time evolution of the wavefunction
is [30–37]
ψ(x, t+ δt) = exp[
iδtV (x, t)
2
] exp[−iδtH0(x)]
exp[
iδtV (x, t)
2
]ψ(x, t).
(24)
Higher-order approximations could be derived by the
method of fractal decomposition [33]. The 4th-order split
6operator, for example, is the more complicated operator
[38] ‡
Uˆ(t+ δt; t) =
e
i
2SδtV (x,t+
2−S
2 δt)e−iSδtH0(x)e
i
2SδtV (x,t+
2−S
2 δt)
e
i
2SδtV (x,t+
2−3S
2 δt)e−iSδtH0(x)e
i
2SδtV (x,t+
2−3S
2 δt)
e
i
2 (1−4S)δtV (x,t+ 12 δt)e−i(1−4S)δtH0(x)e
i
2 (1−4S)δtV (x,t+ 12 δt)
e
i
2SδtV (x,t+
3S
2 δt)e−iSδtH0(x)e
i
2SδtV (x,t+
3S
2 δt)
e
i
2SδtV (x,t+
S
2 δt)e−iSδtH0(x)e
i
2SδtV (x,t+
S
2 δt) ,
(25)
where S = 1
4− 3√4 . However, while the 4th-order split-
ting affords larger time-steps to be taken, the number
of operations has increased five-fold as compared to the
2nd-order splitting. The trade-off between larger time-
steps and larger number of operations did not lead to a
performance advantage in our model problem.
A significant advantage of the SO approach is that it is
an explicit time propagation method and does not require
the solution of a set of linear algebraic equations to find
the wavefunction at the next step. As is the case with
CN, SO is more efficient in the length gauge, given that
the matrix V (x, t) is a local, diagonal matrix in configu-
ration space. The remaining challenge is how to treat the
exponential operator involving H0. This is the computa-
tional bottleneck because a full diagonalization of H0 can
be quite expensive if the matrix is large. Even though
our model enables the eigenvalues to be found quite effi-
ciently, the eigenvectors are another matter and they are
required to represent the exponential. The eigenvector
matrix is not only dense but is, in principle, required for
all the eigenvalues.
A viable alternative is to treat the exponentiation of
H0 with either CN, fast Fourier transformation (FFT)
or Lanczos iteration. The CN method leads to a set of
tri-diagonal linear equations just as before. In the FFT
approach, H0 is split into its kinetic energy and potential
energy parts and FFT is used to treat the kinetic energy
essentially exactly. For the current problem we saw no
computational advantage in using the FFT over CN. Ei-
ther the direct use of CN or Lanczos is computationally
easier and potentially more accurate. We describe the
Lanczos method in some detail in the next section.
We mention a third approach, called the real space
split operator method [31], where splitting the second
derivative in real space has been used to bypass the use
of the fast Fourier transform [39] of the kinetic energy.
This does not destroy the second order accuracy of the
method. Since the Hamiltonian in question is tridiagonal,
the splitting leads to an expression where the exponential
‡Hatano and Suzuki [38] have made a typo error in their equation
(63); the factor of the middle term’s exponentials remains (1−4S2),
not S2.
can be written as a sum of overlapping “even” and “odd”
2× 2 matrices.
a1 b1
b1 a2 b2
b2 a3 b3
b3 a4 b5
b5 a5
 =

a1 b1
b1 a2/2
a3/2 b3
b3 a4/2 0
0 0
+

0 0
0 a2/2 b2
b2 a3/2
a4/2 b5
b5 a5
 .
If we now insert this into the exponential and employ a
2nd order accurate splitting of the exponential we obtain,
exp[−iδtH0] = exp[ iδt
2
Hodd0 ] exp[−iδtHeven0 ]
exp[
iδt
2
Hodd0 ],
(26)
Since H“even”0 and H
“odd”
0 each consist of non-overlapping
2×2 matrices, it is easy to diagonalize them and to then
propagate the solution using operations that only require
the successive action of a set of 2×2 matrices on a vector.
By employing this even-odd splitting approach we are
neglecting commutators between different parts of the
discretized kinetic energy operator. We have found that
this approach only becomes reasonable for quite small
time-steps compared to other techniques.
A time comparison for the various splitting methods
will be shown in section VII.
C. Lanczos Iteration
The Lanczos Iteration method was initially developed
to find the smallest and largest eigenpairs of a large,
sparse, n × n symmetric matrix [40–42]. Lanczos-type
solvers have also been used to deal with non-symmetric
matrices (see, for example, [43] and references therein).
It has been demonstrated that these eigenvalues converge
in far fewer than n steps. A significant advantage of the
method is that the major computational step involves
the multiplication of the matrix on a known vector plus
a few scalar products. For a sparse matrix, this can be
done in O(M) multiplications, where M is the number
of non-zero matrix elements.
In effect, the Lanczos method may be viewed as re-
ducing the large, Hn×n matrix to a smaller, H
(Λ)
m×m tridi-
agonal matrix, where ideally m  n for the eigenpairs
of interest. If the iteration continues until m = n, the
eigenvalues and eigenvectors of H(Λ) would be identical
to those of the Hn×n. A naive implementation of the
Lanczos iteration can lead to linear dependence which
has a number of undesired side effects [42, 43]. To cir-
cumvent linear dependence often requires additional and
expensive mathematical operations.
7The transformation between the two representations is
given by:
H(Λ) = QTHQ , (27)
where Qn×m=[|q1〉 |q2〉 ... |qm〉] are the Lanczos vectors at
the mth step of the process. One can view these vectors
as linear combinations of the so-called Krylov subspace
vectors-
K(H, q,m) = span{|q1〉,H|q1〉,H2|q2〉, ...,Hm−1|q1〉}
= span{|q1〉, |q2〉, |q3〉, ..., |qm〉}, (28)
where,
βk+1|qk+1〉 = (H− αkI)|qk〉 − βk−1|qk−1〉. (29)
The vectors in Eq.(29) form an orthonormal set. The
recursion relation may be started with any vector and
continued until the desired eigenvalues are found to suf-
ficient accuracy.
The application of the Lanczos method to time propa-
gation is not directly related to the question of determin-
ing the eigenvalues [11, 44]. The process may be stated
as follows; let the first Lanczos vector, |q1〉 = |ψ(x, t)〉.
How can we determine a small set of additional vectors,
|q2〉 . . . |qm〉, which effectively span the new subspace de-
fined by |ψ(x, t+ δt)〉 and provide a representation of the
exponential function over the time-step? We assume the
time-step is small enough that we can approximate the
interaction of the electrons with the field by using the
field’s value at the midpoint of the time-step. Then the
time evolution operator, Uˆ, may be approximated as
Uˆ(t+ δt|t) = exp [−iHˆ(x, t+ δt
2
)δt]. (30)
The size of the the Krylov subspace matrix, Q, is de-
termined by the sufficiently accurate approximation of H
by the tridiagonal matrix
H(Λ) =

α1 β2
β2 α2
. . .
αm−1 βm
βm αm
 . (31)
The most computationally demanding step in the pro-
cess involves the multiplication of H onto the previously
computed Lanczos vector. In our case of the 1-D prop-
agation, this comes down to multiplying a tridiagonal
matrix by a vector which is an O(3n) process.
To compute the wavefunction at the next time using
the Lanczos iterations we replace the time evolution op-
erator of H by its approximation in the Krylov subspace,
Uˆ
L
= exp(−i Hˆ(Λ)δt). (32)
Therefore, Uˆ
L
is restricted to the (hopefully) smaller di-
mensional Krylov subspace and is evaluated by direct
diagonalization of the tridiagonal matrix produced by
transforming H to the Lanczos basis,
Uˆ
L
=
∑
i
|λi〉 exp(−iλiδt)〈λi| , (33)
where |λi〉 denotes the eigenvector of H(Λ) with eigen-
value λi. The propagated wave is then
|Ψ(x, t+ δt)〉 =
∑
i
|λi〉 exp(−iλiδt)〈λi|Ψ(x, t)〉 . (34)
In matrix notation this is equivalent to
Ψ(t+ δt) = QΛT exp(−iδt diag[λ1 ... λm])ΛQTΨ(t) ,
(35)
where Λ = [ |λ1〉 |λ2〉 ... |λm〉 ].
1. Algorithm
Algorithm for Lanczos Propagation
initialize: |q0〉 = 0; β1 = 0; k = 1
nmax = Lanczos maximum vector number/iteration
 = error threshold
N =
√〈Ψ(x, t)|Ψ(x, t)〉
|q1〉 = |Ψ(x, t)〉/N
do while k < nmax
αk = 〈qk|H|qk〉
Calculate eigenvalues (λi) and eigenvectors (|λi〉)
of tridiagonal matrix H(Λ) (i ∈ {1, . . . , k});
|Ψ′k〉 =
∑
ij |λi〉 exp(−iλiδt) 〈λi|qj〉〈qj |Ψ(x, t)〉
if (|| |Ψ′k〉 − |Ψ′k−1〉 ||2 < )
converged = True
break
|rk〉 = (H− αkI)|qk〉 − βk−1|qk−1〉
βk+1 =
√〈rk|rk〉
|qk+1〉 = |rk〉/βk+1
k = k + 1
end 1st while loop
while .not. converged
δt = δt/2
recalculate Ψ′k and Ψ
′
k−1
end 2nd while loop
ψ(x, t+ δt) =
∑
j〈qj |Ψ′k〉
TABLE I.
In our application of the Lanczos method, we adjusted
the size of the time-step during the propagation to yield
accurate results using the smallest number Krylov space
vectors. For simplicity, this variable time-step approach
is still referred to as Lanczos propagation in this paper.
A brief description is as follows; we start the process by
setting
|q1〉 = N−1|Ψ(x, t)〉 , (36)
N =
√
〈Ψ(x, t)|Ψ(x, t)〉 .
8This is a normalized version of the wavefunction from the
previous time-step. The Lanczos vectors are generated
from the three-term recursion relationship,
|rk〉 = βk+1|qk+1〉 = (H− αk)|qk〉 − βk−1|qk−1〉 . (37)
Due to the orthonormality of the |qk〉’s,
αk = 〈qk|H|qk〉. (38)
Having found αk, from Eq.(38) we can find βk from
βk+1 =
√
〈rk|rk〉
|qk+1〉 = |rk〉
βk+1
. (39)
In setting the maximum number of Lanczos vectors to
a modest value, for example, 20 vectors, the iteration
process will or will not converge for the selected time-
step. If it converges, we continue to the next step. If it
does not converge, the time-step is halved and the con-
vergence is again tested. This process is repeated until
the propagated vector is sufficiently accurate to continue.
Note that one does not need to compute any new Lanczos
vectors for the reduced time-step. All that needs to be
done is to re-evaluate the exponential on the vector, a nu-
merically cheap operation. Pseudocode of the algorithm
we implemented is given in Table I.
As with all applications of the Lanczos method, one
needs to pay attention to the possible loss of orthonor-
mality during the iteration process. This loss of lin-
ear independence can lead to disastrous results. We
found that if the initial time-step is taken too small,
the first and second Lanczos vectors are not sufficiently
linearly independent to produce stable results. By re-
orthogonalizing those two vectors, the rest of the pro-
cess proceeds smoothly, without any need for additional
Gram-Schmidt steps.
The algorithm as described here is robust and self-
correcting. However, a slightly faster algorithm could be
written for a fixed number of Lanczos vectors associated
with a time scale, δt, known in advance to converge. This
would not only eliminate the need to check convergence
at every step but would also reduce the need to tridiago-
nalize the Lanczos matrix multiple times. Such a scheme
would necessarily need to be tested for convergence by
an a priori adjustment of δt; the same statement can be
made about the operator splitting and Crank-Nicolson
methods.
2. Split-Operator+Lanczos
It is possible to combine the splitting techniques of
subsection VI B with the time-adjusting Lanczos scheme
described above. The Hamiltonian in the length-gauge
in our 1-D model problem lends itself to such a splitting.
By splitting the time evolution operator in the length-
gauge into time independent and time-dependent expo-
nentials, one produces, in second order, an expression
consisting of a single, time independent, tridiagonal ma-
trix sandwiched between two diagonal time-dependent
exponentials. The time independent, tridiagonal matrix
is treated via the Lanczos propagator and its diagonal
scaling used to compute the required vector. We call this
the Split-Operator+Lanczos method.
Even with this tact, the number of Lanczos vectors
needed for convergence at a given time-step may change
due to the diagonal, time-dependent scaling. The conse-
quence is still a time-adjusting scheme. The time-step at
each time iteration, for a fixed maximum number of Lanc-
zos vectors, has to be adjusted to ensure convergence.
As mentioned before, one could employ a fixed number
of Lanczos vectors for all time-steps, if that could be de-
termined prior to the propagation. Finally, higher order
splittings could be used to allow larger time-steps, but
the number of operations will also increase, which could
result in overall longer run-times for the same accuracy.
D. Chebychev propagator
The final method we examined was the so-called
Chebychev propagator [45, 46]. This approach has been
used in the chemical physics community to treat a num-
ber of problems but, to our knowledge, has not seen
widespread use in the atomic and molecular physics lit-
erature. The basic idea is to expand the short time evo-
lution operator Uˆ = exp(−iHdt) in terms of a com-
plex version of the Chebychev polynomials of the first
kind. Since the Chebychev polynomials are defined on
the interval x ∈ [−1, 1], this requires the Hamiltonian
to have eigenvalues inside the unit circle. This can
be accomplished if we can estimate the spectral range,
∆ = Emax−Emin of H, where Emax and Emin are respec-
tively, the largest and smallest eigenvalues of H. Then
using,
Hˆnorm = 2
Hˆ − EminI
∆
− I, (40)
the expansion coefficients can be shown [45] to be
ak = (2− δ0k) exp[(−i∆
2
+ Emin)dt]Jk(
∆
2
dt) . (41)
where Jk are the Bessel functions of the first kind. If
the spectrum of the Hamiltonian does not vary greatly
in time, as is the case for the 1-D problem we discuss
here, then a single set of coefficients ak can be obtained
and truncated to a desired threshold limit for all time-
steps. The propagation is performed in this case with the
Hˆnorm and a normalized ψ0, using the recursive relation-
ship between Chebychev polynomials. Below is a quick
outline for the Chebychev propagator which follows the
more detailed explanation given in Goerz [47].
In Table II we present pseudocode for the propagation
using Chebychev expansion. Here it is assumed that the
coefficients of Eq.(41) are already calculated for the time-
step.
9Algorithm for Chebychev Propagation
initialize: ∆ = spectral range of Hˆ
Emin = minimum eigenvalue of Hˆ
β = ∆
2
+ Emin
[a0...an] = Coefficients (see Eq.41)
d = ∆
2
; β = d+ Emin
|v0〉 = |ψ(x, t = t0)〉
|ω0〉 = a0|v0〉
|v1〉 = − id (Hˆ|v0〉 − β|v0〉)|ω1〉 = |ω0〉 − a1|v0〉
for k = 2 : n
|vk〉 = − id (Hˆ|vk−1〉 − β|vk−1〉) + |vk−2〉|ωk〉 = |ωk−1〉 − ak|vk〉
end for
return |ψ(x, t+ dt)〉 = |ωn〉
TABLE II.
In the next sections, we analyze the performance and
results of the method comparisons.
VII. RESULTS
A. Performance
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FIG. 1. Convergence of the population of the ground state
over time using the Crank-Nicolson method, in the length
gauge, for a smooth laser pulse with E0=0.1, ω=0.148,
T=1200. There are 2000 points on either side of x = 0.
In this section we examine the numerical performance,
accuracy and timing of the propagation methods men-
tioned in section VI. Low-order methods can often be
quite efficient for a given time-step but might require very
small time-steps to achieve high accuracy. Note also that
performance and accuracy can depend on both the spa-
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FIG. 2. A magnified view of a section of Fig. 1. The region
encompassed by the small square in the upper figure is en-
larged in the lower figure. Here CN refers to Crank-Nicolson
method, fexp refers to full diagonalization of the exponential
at each time step, and LNZ refers to Lanczos propagation.
tial and temporal discretization and the balance between
the two. Consequently, it is important to examine both
parameters before drawing any conclusions.
In the present context, the term accuracy is measured
by the convergence of the populations of the bound and
continuum states as a function of time for some fixed
spatial and time-step.
1. Excitation Results for a Spatial Grid x = 0.1
For the ground and low-lying bound states examined
in section, it is sufficient to use a computational region
that is 200 a.u. to either side of the origin and a spatial
grid of 0.1 a.u. This spatial grid is sufficient to ensure
that the populations of the ground and low lying excited
states would not change at the end of the pulse if the grid
was refined further. This grid results in a 4001 × 4001
tridiagonal matrix. As a baseline, we first examined the
evolution of the ground state population, |〈ψ|ψ0〉|2, in
time using the CN method for a smooth pulse in the
length gauge.
In Fig. 1 the CN results are shown for three different
time-step sizes. The time-steps in this graph increase
top to bottom and are written next to each curve. Any
line with δt < 0.01 will lie on top of the upper most
curve (blue curve online). We are using a solid black
line for δt=1, a solid thick (red online) for δt=0.1 and
a dashed thin line (blue online) for δt=0.01. The figure
indicates that for the CN method converged results for
the probabilities require a δt = 0.01 or smaller.
Physically, the oscillations in Fig. 1 are a consequence
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of the change in the population of the ground state of
the system as the intensity of the laser field oscillates
in time over a period. In the absence of ionization the
overall population of the ground state will decrease and
the excited states increase over time until the populations
equilibrate.
The upper panel of Fig. 2 displays a magnified portion
of Fig. 1 while the lower panel displays two new plots
using the Lanczos and Chebychev methods. The Lanc-
zos calculations used a maximum of 20 vectors (i.e., |vk〉
in Eq. 37 for k ∈ {1, . . . , 20}), with an initial δt = 1.0.
Two different convergence limits were used. The dash-
dot line (green online) used a tolerance to 10−4, while
the solid line (purple online) used a tolerance of 10−5.
The adaptive time-step technique employed in the Lanc-
zos method reduced the initial δt = 1.0 to δt = 0.0625 to
attain or exceed convergence with this number of Lanc-
zos steps. For completeness, we also show a plot of the
result of applying the fully diagonalized time-dependent
Hamiltonian Eq. 30, using a δt = 0.1 (black scattered
dots) and the result of the Chebychev propagator(thin
solid line, orange online) using 34 vectors with tolerance
of 10−9 and time-step of δt = 0.1.
In Table III, we have listed the average propagation
times for each of the methods, as performed serially on
a desktop PC with CPU of 3.4 GHz and with an Intel-
Fortran compiler with -Ofast optimization flag. The tim-
ings are for a spatial grid δx = 0.1 a.u., in a box of size
4001 grid points, centered at zero. All other parameters
are as in Fig. 1. The total time of propagation is 1200 a.u.
For Lanczos iteration a maximum iteration number of 20
was used and the error threshold was set to 10−5. Note,
other settings can also effect the timing of Lanczos and
Chebychev iterations, but again the purpose here is to
achieve convergence in the probability of the populations
of the ground and excited states.
Method Time-Step Avg. propagation
δt time (sec.)
Crank-Nicolson 0.01 29
Split-Operator2nd 0.5 32
Split-Operator4th 1.0 100
Even-Odd-Split-Operator 0.001 180
Lanczos 1.0 - 0.0625 14
Split-Operator2nd+Lanczos 1.0 - 0.125 10
Split-Operator4th+Lanczos 1.0 - 0.25 24
Chebychev 0.16 8
TABLE III. Average propagation times using different prop-
agation methods. In all of the test cases the spatial grid was
fixed at δx = 0.1, which results in a Hamiltonian matrix of
size N = 4001 having 2000 points on either side of x = 0. δt
was chosen so the probability of the ground state converged
to a consistent profile as δt→ 0.
We have also tested the influence of a square wave
pulse Eq. (14) on the convergence of the probabilities of
low-lying states in time. The square wave pulse shows an
even greater dependence of the Crank-Nicolson needing
small time-steps for high accuracy. Figure 4 shows that
a square wave pulse drives down the population of the
ground state even more rapidly than a smooth pulse and
it is necessary to choose δt = 0.001 in the CN method
to achieve satisfactory convergence. On the other hand,
the Lanczos method remains as accurate and as efficient
as in the smooth pulse.
2. Reducing the Spatial Grid
Although it is not necessary to reduce the spatial grid
to below δx = 0.1 to achieve converged results in time
for this problem, we felt it was important to show data
illustrating the performance of the methods with smaller
spatial grid sizes. As the grid is refined for the tridi-
agonal matrix, the spectral radius ∗ of the discretized
Hamiltonian can become quite large. The size of the
spectral radius influences many explicit time propagation
schemes. There are ways to ameliorate these effects using
preconditioning [43]. Combining higher order discretiza-
tion methods with a coarser grid that preserves accuracy
could also help in reduction of the spectral range †. As
we discussed earlier in section V C, utilizing higher order
finite difference discretization could boost performance.
Here we make a brief comparison between different
spatial grid sizes made with l-point central finite dif-
ference (CFD) discretization methods, where l=3 or 9.
In Fig.3 we show the convergence of the same proba-
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FIG. 3. Comparison of a three and nine point finite difference
method for different δx while using fixed δt=0.01 a.u.
∗spectral radius of a matrix is the largest absolute value of its eigen-
values.
†spectral range is the difference between lowest and highest eigen-
values of a matrix.
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bility as in previous figures for spatial grids made with
higher order central finite difference (CFD) discretization
scheme. Here only the last 100 seconds of smooth-pulse
on is shown and all the curves have been made using spa-
tial grids with δx ranging from 0.5 to 0.05, but a fixed
δt=0.01. The thick solid gray curve is the result of time
propagation with tridiagonal Hamiltonian and δx=0.1,
the scheme that has been the focus of this paper. In or-
der to better distinguish the 3 bottom curves, the bottom
half of the plot is log scaled in probabilities. The ground
state population probability is essentially converged to
≈0.001 by using either tridiagonal with δx=0.1 or a 9-
point CFD’s (nonu-diagonal) with δx =0.5. However,
the size and the spectral range of matrices made with
higher order CFD’s could be smaller. This results in
better performance of explicit propagation methods such
as Lanczos and Chebychev.
We emphasize that both spatial and temporal grids
are important in convergence of a TDSE problem. How-
ever, in this paper our goal is mostly to compare meth-
ods of time propagation. Thus for the sake of simplicity
we only restrict ourselves to mainly tridiagonal matrices.
Additionally, we have focused primarily on the temporal
aspects of the convergence criteria, given a fixed spatial
grid accuracy. That said, we next examine the effects
that the grid size and the matrix sizes have on the Split-
Operator + Lanczos, which could be the fastest and most
efficient method.
In Table IV we display what happens if δx is reduced,
using the tridiagonal matrices. Here we apply the split-
operator+Lanczos approach, using an adaptive time-step
with a fixed maximum number of vectors. Notice that
a smaller δx requires a larger number of Lanczos itera-
tions and a smaller δt to achieve convergence. This is
a direct consequence of the larger spectral radius of the
discretized Hamiltonian. The numbers displayed for δt in
column two are representative of the minimum time-step
automatically chosen by the Lanczos propagation algo-
rithm. At each time-step the method will automatically
choose δt to converge and it is impossible to predict in
advance what the size of that step would be. The Lanc-
zos method is more efficient than CN at the larger spatial
steps and comparable to it at the smaller steps.
In Table V we fix both the time-step and the maxi-
mum number of Lanczos iterations. Again, the Lanczos
and CN methods are comparable at the larger spatial step
but the spectral range of the Hamiltonian matrix for the
smaller spatial step sizes slows down the Lanczos con-
siderably if we do not employ an adaptive time-stepping
scheme. The Chebychev propagator also suffers from de-
pendence on the spectral range of the Hamiltonian for
small step sizes.
One might wonder whether the slowing down of the
Lanczos propagation with the decrease of spatial step
size, δx, is intrinsically due to the need to include terms
associated with the large eigenvalues in the exponential
sums. Recall that the time-evolution operator of the
Timings for Split-Operator + Lanczos with fixed maximum
number of Lanczos Iterations and an adaptive time-step
δx/N δt Iterations computation time
0.0625 15 11 sec.
0.1/4001 0.125 20 10 sec.
0.25 50 14 sec.
0.03125 15 62 sec.
0.05/8001 0.03125 20 63 sec.
0.125 50 85 sec.
TABLE IV. Column one displays the size of the spatial grid,
δx and the matrix N . The initial time-step is δt = 1.0 but
is automatically reduced (column two) according to the con-
vergence criterion (see Fig. 1) and the maximum number of
Lanczos iterations (column three) allowed in the computa-
tions. The propagated solution is converged to a tolerance =
10−5. The computation times illustrate the sensitivity to the
spectral range of the matrices.
Timings for Split-Operator + Lanczos with a fixed number
of Lanczos iterations and a fixed time-step.
δx/N δt Iterations computation time
1 106 43 sec.
0.5 54 24 sec.
0.1/4001 0.25 30 25 sec.
0.1 15 35.5 sec.
0.05 10 1.2 min.
0.5 380 16 min.
0.25 94 2.8 min.
0.05/8001 0.1 38 3.2 min.
0.05 20 5 min.
0.025 13 8.5 min.
TABLE V. First and second columns as in Table IV. The
third column shows the number Lanczos iterations required
to converge the results to the same profile as in Fig. 1. The
last column displays the computation times.
Lanczos propagator is:
Uˆ
L
=
∑
k
|λk〉 exp(−iλkδt)〈λk| . (42)
The eigen-pairs λk and |λk〉 change with each Lanczos
iteration, k. In contrast to what one might expect, the
tests show that the convergence of this operator is actu-
ally more dependent on the accuracy of the lower-lying
eigen-pairs rather than the high-lying ones. Indeed our
tests show that when the wave-function convergence is
achieved, for a given k number of iterations , the terms
associated with higher eigenvalues in the exponential sum
above have negligible effect on the convergence of UˆL.
This strongly suggests that other strategies employing a
larger initial vector space, such as block Lanczos [48] or
Davidson [49], might be profitably employed to increase
efficiency.
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FIG. 4. Same as Fig. 1 but using a square pulse. Here the
time-step is shown for the Crank-Nicolson method.
B. Above Threshold Ionization Spectrum
If the laser field is sufficiently strong, the electron may
be ionized by the absorption of more than one photon
of light, even if the fundamental laser frequency is insuf-
ficient to photoionize the electron. In addition, as the
ionized electron moves away from its ionic core, it may
absorb additional photons, elevating its kinetic energy.
This process, known as above threshold ionization, can
lead to other interesting physical effects. The interested
reader should consult the references for more details [50–
52].
Once the electron is freed from the binding energy of
the core, it moves away from the center with a velocity
= - E0 cos(ωt)/ω
††. This oscillating velocity is called
the quiver velocity and is fundamental to the motion
of a charged particle in an electric field. As shown by
Keldysh [53], the square root of the ratio of the ioniza-
tion potential to the average kinetic energy of the electron
in the field can be used to estimate when the motion in
the field may be treated as a perturbation or not.
Experiments with high-intensity photoionization of
atoms have verified these basic ideas. They show a se-
quence of peaks in the electron energy spectrum that are
separated by photon energies that are related to ω; the
hallmark of multi-photon ionization [54, 55].
As a final test of the propagation methods discussed in
the previous sections, we reproduce some of the results
of Javanainen et al.[3] for the above threshold ioniza-
tion (ATI) spectrum. As a consequence of the spatial
††remember that F = qE, but in atomic units q=1 for an electron.
Newton’s second law states F = ma, but again in atomic units
m=1. Therefore
∫
a(t)dt = v(t) = −(E0/ω) cosωt
discretization inherent in the numerical method, the au-
thors of [3] take the approach of finding probabilities of
the photo-electron spectrum by averaging over the odd
and even eigenstates of the atom.
Using this approach the photo-electron spectrum prob-
ability is defined as,
P (E1/4) =
|〈φk|ψ||〉2
Ek+1 − Ek−1 +
|〈φk+1|ψ||〉2
Ek+2 − Ek (43)
where
E1/4 =
1
4
(Ek−1 + Ek + Ek+1 + Ek+2). (44)
Here k = 0, 1, ..., φk and Ek are the k
th eigenstate and
eigenvalue of the undisturbed atom, H0.
As can be seen in Fig. 5, convergence of the ionization
probabilities can depend on the size of the computational
region and the energy of electrons ionized. This is not too
surprising since the true continuum states do not vanish
at the boundaries of the box and the higher the energy,
the larger the box size needed for convergence. Here a
box of 800 a.u., or larger, on either side of the origin
produces converged spectra.
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FIG. 5. Graphs show the convergence of the ionization spec-
trum of our model problem with respect to size of the compu-
tational region using the Crank-Nicolson method. The results
are for a square pulse with E0=0.1, ω=0.148 and at a pulse
length of 16+1/4 cycles. The other approaches discussed in
the paper give similar results as long as the time-steps used
conform to Table III. The results are independent of gauge.
If one defines the probabilities as in Eq.(44), the re-
sult depends critically on whether the wavefunction is in
13
the length or velocity gauge. In the length gauge, the
quiver motion of the electron is generally non-zero ex-
cept at times t = n+ 1/4 or n+ 3/4 of the laser cycle. If
the spectra are computed at other times, they show dif-
ferent features. In the velocity gauge, the quiver motion
is always zero so the spectra are stationary.
It is legitimate to ask which gauge is “correct”, how-
ever, the widely adopted answer (which we use) is to per-
form the computation in either gauge and convert back
to the length gauge before computing the probabilities.
But, we always compute those probabilities at that point
in the laser cycle where the quiver velocity is zero. In
reality, the measurement of the probabilities should be
made by propagating the wavepacket a few cycles after
the pulse has been turned off. If that is done, the issue
of the quiver velocity is irrelevant.
In one computational experiment we examined the
probabilities when the quiver motion was non-zero. The
quiver velocity adds kinetic energy to the electrons mov-
ing to the right and to the left of the origin. This results
in a doubling of the peaks at times when quiver velocity is
not exactly zero. Any method which employs a variable
δt needs to ensure at the end of the propagation when
the probabilities are measured that the quiver velocity is
zero.
VIII. CONCLUSIONS
We presented a study of the soft-core, one-dimensional
hydrogen atom in a strong electromagnetic field [3, 20].
This model has been shown to be a reasonable approx-
imation of the full hydrogen atom but does not include
any effects due to angular momentum coupling. The so-
lution was propagated in time using a number of meth-
ods; Crank-Nicholson [25], various flavors of Split Op-
erator [30–37], the short iterative Lanczos [40–42, 44],
Chebychev propagator [45], and a combination of Lanc-
zos and split operator. The study examined the effects of
the temporal and spatial step sizes on the efficiency of the
propagation method as well as the question of using the
length vs. velocity gauge. For this study, both gauges
produced identical results. In more realistic problems,
the velocity gauge might be more efficient for calcula-
tions requiring propgation to very large distances. [3].
Our conclusions demonstrate the efficiency of a method
can depend heavily on the spatial step size and how one
propagates in time. In addition, and counterintuitive to
established lore, we found that explicit methods can be
used with larger time-steps than implicit ones, as long as
the spatial grid is not too fine.
Section VI outlined performance of each technique. As
seen in Table III, Crank-Nicolson excels in computation
involving small δt. The differences between convergence
of CN and Lanczos were displayed in Fig 2. Additional
computational experiments proved the flexibility of Lanz-
cos and Chebychev iterations in various sizes of spatial
grid combined with Split-Operator propagation.
Table V indicates that other methods (block Lanc-
zos, Davidson, etc.) may further improve computa-
tion time and accuracy given the convergence of Split-
Operator+Lanczos method. The results also match the
above-threshold ionization of Javanainen et al. [3].
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Appendix A: Time Dependent Schro¨dinger Equation
The eigenkets of a quantum mechanical system at two
different times, t and t′, are related to each other through
a time-evolution operator, Uˆ, [56]
|ψ(t′)〉 = Uˆ(t′; t)|ψ(t)〉 . (A1)
Since the eigenkets of the system are normalized at any
time, the time-evolution operator is unitary,
Uˆ
†
(t′; t) Uˆ(t′; t) = 1 . (A2)
In addition,
Uˆ(t2; t0) = Uˆ(t2; t1) Uˆ(t1; t0) (A3)
It is clear that time-evolution operator satisfies,
lim
t′→t
Uˆ(t′; t) = 1 . (A4)
For an infinitesimal dt, an operator Uˆ, having all the
above properties, satisfies,
Uˆ(t+ dt; t) = 1− iΩ dt , (A5)
where Ω is any Hermitian operator having the dimension
of inverse time. Replacing Ω by H yields,
Uˆ(t+ dt; t) = 1− iH dt . (A6)
The time-dependent Schro¨dinger Equation is then de-
rived by using (A6) and (A3) where t2 → t + dt and
t1 → t:
Uˆ(t+ dt; t0) = Uˆ(t+ dt; t) Uˆ(t; t0)
= (1− iH dt) Uˆ(t; t0) . (A7)
Uˆ(t+ dt; t0)− Uˆ(t; t0) = −iH dt Uˆ(t; t0) . (A8)
i
∂
∂t
Uˆ(t; t0) = H Uˆ(t; t0) . (A9)
Multiplying from left by |ψ(t0)〉 yields,
i
∂
∂t
ψ(t) = H ψ(t) . (A10)
the time dependent Schro¨dinger equation.
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Appendix B: Solutions to TDSE
There are three distinct solutions to the TDSE (A8)
depending on the properties of the Hamiltonian in-
volved [56]:
1. If the Hamiltonian is time-independent the time-
evolution operator is
Uˆ(t; t0) = exp (−iH(t− t0)) . (B1)
2. If the Hamiltonian is time-dependent, but the
Hamiltonians at different times commute with each
other,
Uˆ(t; t0) = exp
(
−i
∫ t
t0
H(t′) dt′
)
. (B2)
3. If the Hamiltonian is time-dependent and the
Hamiltonians at different times do not commute
with each other,
Uˆ(t; t0) = 1 +
∞∑
n=1
(−i)n
∫ t
t0
dt1
∫ t1
t0
dt2 · · ·
∫ tn−1
t0
dtn H(t1)H(t2) · · ·H(tn) , (B3)
which is known as a Dyson series and is ordered in time.
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