Measuring the vulnerability of communities in complex network has become an important topic in the research of complex system. Numerous existing vulnerability measures have been proposed to solve such problems, however, most of these methods have their own shortcomings and limitations. Therefore, a new entropy-based approach is proposed in this paper to address such problems. This measure combines the internal factors and external factors for each communities which can give the quantitative description of vulnerability of community. The internal factors contain the complexity degree of community and the number of edges inside the community, and the external factors contain the similarity degree between chosen community and other communities and the number of nodes outside the community. Considering community vulnerability from the perspective of entropy provides a new solution to such problem. Due to sufficient consideration of community information, more reasonable vulnerability result can be obtained. In order to * show the performance and effectiveness of this proposed method, one example network and three real-world complex network is used to compare with some exiting methods, and the sensitivity of weight factors is analysed by Sobol' indices. The experiment results demonstrate the reasonableness and superiority of this proposed method.
detecting overlapping community [20] , and dynamic changes of community in evolving network [21] . Another one is the property of community, including measuring the reliance of community [22] [23] [24] , reconfiguring network [25] , quantifying the reliability of community [26, 27] , and measuring community vulnerability [28] . The vulnerability of community in network gradually aroused researchers' interest recently. For example, Rocco et al. [29] defined vulnerability set and value for different community, and proposed relative vulnerability value to compare with remaining communities. Wei et al. [30] proposed a measure which consider more information about community itself, and used non-linear weighted function to combine these factors. Aniko et al. [31] proposed a topological index (distance-based fragmentation) to quantify the structural vulnerability in plant-visitation network. Alim et al. [32] assessed the community vulnerability through social-based forwarding and routing methods in opportunistic networks, which shows significant contribution about some devices on the performance of entire network. Che et al. [33] modified original evolution method, and proposed a nondimensionalized scoring standard to form a complete assessment system to measure the vulnerability of urban power grid. Chen et al. [34] explored the relationship between vulnerability of complex network and fractal dimension.
These methods have their own limitations, like computational complexity, inaccurate measurements, and not suitable for certain scenarios.
Since entropy is an useful tool to measure the uncertain of information [35, 36] , it has been wildly in the network theory, like dimension presentation [37] [38] [39] , evidence theory [40, 41] , influential nodes identification [42, 43] , time series prediction [44, 45] . In addition, the structure and property of communities can be expressed by probability sets, entropy-based method has gradually been an reasonable and effective method to quantify the property of network [46, 47] . Therefore, an entropy approach is applied in this paper to measure the vulnerability of community which can overcome the shortcomings and limitations of previous method.
In this paper, an entropy-based measure is proposed to quantify the vulnerability degree of community structure. This proposed method can combine two parts of information, i.e., internal factors and external factors, which can consider more information about community and give a reasonable vulnerability result of each community. The internal factors contains the number of edges inside the community and the complexity degree of community which is measured by Tsallis structure entropy, and the external factors contains the number of edges outside the community and the similarity degree between chosen community and other communities which is measured by relative entropy. These two entropy can quantify the property of community more reasonable and effective. Finally, the vulnerability and relative vulnerability result can be obtained by this proposed method to quantitatively describe vulnerability of different community. In order to show the performance and effectiveness of this proposed method, one example network and three realworld complex network are applied in this paper. In addition, the sensitive of four weight factors are analysed by Sobol' indices in Manzi network, and the vulnerability order obtained by different method are compared in Italian 380KV power grid network. The experiments results show the superiority and reasonableness of this proposed method, meanwhile, this proposed method can overcome the shortcomings and limitations of previous method, The organization of the rest of this paper is as follows. Section 2 presents some basic properties about node and detecting community methods. This novel entropy-based method is proposed in Section 3 to measure the vulnerability of community. Meanwhile, numerical experiments are performed to illustrate the reasonableness and effectiveness of the proposed method in Section 4. Conclusion is conducted in Section 5.
Preliminaries
In this section, some basic concepts about complex network are introduced.
In addition, a community detection algorithm and classical community vulnerability measure are described in this section.
Node properties in network
A given complex network can be denoted as G(N, E), where N = (1, 2, · · · , n) and E = (1, 2, · · · , m) is the set of nodes and edges respectively, and n and m is the number of nodes and edges in the complex network respectively. A is the adjacency matrix of complex network whose size is n×n, where a ij = 1 represents there is an edge between node i and node j, and a ij = 0 is the opposite.
Definition 2.1. (Node Degree). The degree of node i in the complex network is denoted as d i and defined as follows,
where a ij is one element of adjacency matrix A. The degree distribution of node i is defined as follows,
Definition 2.2. (Node Betweenness). The betweenness distribution of node i in the complex network is denoted as p i ′ and defined as follows,
where g se is the total number of shortest paths between node s and node e, and g se (i) is the number of shortest paths between node s and node e which pass through node i.
Community detection algorithm
Lots of measures have been proposed to detect the community structure in complex network. In order to find the community structure of network, Newman's modularity method [48] is applied in this paper.
Definition 2.3. (Newman's modularity). For a given complex network G
with k communities, the modularity is denoted as Q and defined as follows,
where k is the number of communities, m is the total number of edges in complex network, e c k is the number of edges in community c k , and Deg c k is the total degree of nodes in community c k which is defined as follows,
where c k is the set of nodes in community, and d i is the degree of node i.
The value of Q can measure the difference of different communities which can show the presence of community structure in complex network. Different value of Q represents different situation. Q = 0 means all of the nodes in the network are in one single community and there is no community structure in the network. Q > 0 represents there are some kinds of community structure, and Q = 1 means the community structure is strong in the network. Meanwhile, Newman and Girvan [49] suggested the value of Q should fall in the range 0.2 ∼ 0.7, and this value of Q would show the existence of community structures.
The main idea of this method is to find the changes in Q, and the step to detect community structure is shown as follows,
Step 1: Each node in the complex network is divided in a single community.
Step 2: Every two communities are integrated into one community in turn, and the value of modularity change ∆Q ij can obtained from the community structure.
Step 3: Community i and community j are integrated into one community with the highest ∆Q ij .
Step 4: Repeat Step 2 and Step 3 until ∆Q ij < 0.
Classical community vulnerability measure
To measure the vulnerability of community, lots of measures have been proposed. One classical measure is introduced in this section. 
where V x is the set of communities which are connected with community x,
and |V x | is the number of links which are connected with community x.
The relative vulnerability of community x is denoted as R x and defined as follows,
3. The proposed method
Basic method
In this section, a novel method is proposed to measure community vulnerability via entropy approach. This proposed method focuses two parts of 
Complexity measure
Firstly, the complexity degree of community is measured by Tsallis structure entropy which combines the degree distribution and betweenness distribution. Because degree distribution focuses on the local topological information of central node and betweenness distribution considers the global topological information, Tsallis structure entropy which combines these two topological information can give a reasonable measure for community complexity. The complexity degree of community c k is denoted as T c k and defined as follows,
where |c k | is the number of nodes in community c k , p i is the degree distribution node i which can be obtained by Eq. (2), q i can be obtained from betweenness distribution, and the relationship between q i and p i ′ is shown as follows,
where p i ′ can be obtained from Eq. (3), p max ′ is the maximum value of be-
The purpose of Eq. (9) is to make the index q i bigger than 1 which can show the influence of subnetwork to community c k .
When each node's q i equals to 1, Tsallis entropy would degenerate to Shannon entropy which is shown as follows,
This form of entropy would only focuses on the local topological structure information.
The degree distribution is based on the local topological structure around central node i. The betweenness distribution focuses on the whole topological structure which can describe the global properties of community. Most of time, q i would be bigger than 1 which can show the influence of subnetwork.
When each nodes's q i equals to 1, the Tsallis entropy would degenerate to Shannon entropy based on degree distribution which only focuses on the local structure. Using betweenness distribution to replace the constant parameter q can describe the information about the network itself which is more reasonable for measuring the communities' complexity. This method's property also obeys the classical Tsallis entropy.
Similarity measure
Then, relative entropy is used in this section to obtain the similarity degree of chosen community and other communities. The relative entropy (Kullback−Leibler divergence) was wildly used in information theory and probability theory which is proposed by Kullback and Leibler et al. [50] . In general, the relative entropy is used to measure the difference between two probability set. In this section, the relative entropy is based on Shannon entropy and degree distribution which can measure the similarity between two community structure.
For two community c i and c j , the community structure is denoted as
and L c j (N j , D j ) respectively, where N i and D i is the set of nodes and set of degree of nodes in community c i . |N i | is the number of nodes in community c i and max |N i | is the maximum size of community in the network. The probability set of community i is denoted as P (i) and obtained by degree distribution. The scale of every probability set s would be same which equals to max |N i |. So the probability set of community c i can be shown as follows,
The element in probability set is based on degree distribution. When the size |N i | of community c i equals to max |N i |, all of the elements would be obtained by nodes' degree, but when |N i | < max |N i |, some elements would equal to zero to make the probability set complete. The detail of p(i, k) is defined as follows,
where d k is the degree of node k, |N i | is the number of nods in community
To measure the similarity between community c i and c j , the relative entropy is used in this section and it is defined as follows, 
Because the order of element would affect the relative entropy and similarity result, p ′ (i, k) and p ′ (j, k) are the decreasing order of p(i, k) and p(j, k) in Eq. (11) . s ′ can be obtained as follows,
The adjustment of s ′ is to avoid p ′ (i,k) p ′ (j,k) being 0 or positive infinity, which would be beneficial for calculation. The relative entropy' property is not symmetry, so the following changes are needed to make it symmetrical,
Thus, r ij = r ji holds, and the relative entropy between two communities are symmetry. Because the relative entropy measure the difference between two probability set, the difference between two communities are obtained in this situation. The bigger r ij , the greater the difference between two communities structure is. So the similarity index is obtained based on relative entropy to show the similarity between two communities, and it is denoted as s ij and defined as follows,
where s ij is also symmetry, and shows the similarity between two communities structure. The more similar the two communities, the less the difference between them is, the closer r ij is to max(r ij ) and the closer s ij is to zero.
So the similarity between two communities structure can be measured by the relative entropy, which can give a novel approach to this problem. The relative entropy focuses on the local structure topological information in the community structure, which is more reasonable.
Edges in the network
The number of edges inside and outside the community are also important for community vulnerability measuring. In this section, the number of edges is considered. 
where node i and node j are within the community c k , a ij is the element of adjacency matrix A. Thus, a ij is entirely inside the community. 
where node i is within the community c k , and node j is outside the community c k , a ij is the element of adjacency matrix A. Thus, a ij connects the chosen community and other communities which can show the relationship between them.
Community vulnerability measure
Lastly, all of the factors defined in 
where α, β, λ, η are the weight factors of different parameters, and all of them are bigger than zero. D in x and D out
x is the number of edges inside and outside the community x respectively, T x is the complexity degree of community
x, and S x represents the similarity degree between community x and other communities (exclude community x itself ) which can be shown as follows,
where s xj can be obtained by Eq. (16) The relative vulnerability of community x is denoted as RV x and defined as follows,
In order for these parameters to be considered on the same scale, all of these four parameters s xj , D out x , D in x , T x are normalized firstly. The weight factors α, β, λ, η can give the weight to consider different parameters, which can be adjusted in different situation. This setting of weight factor makes this proposed method more reasonable. Some special cases of this proposed method V ul x are shown as follows, 1) When α=β=λ=η, this four parameters are considered equally.
2) When β=1, and α=λ=η=0, this proposed method V ul x would degenerate to the classical vulnerability measure v x in Eq. (6).
3) When α=β= 0, this proposed method V ul x would consider the external factors, which is the communities connected with chosen community. 
ST
where Y represents the output of system, X i is the ith independent input X, 
An illustrative example
In this section, an example network is given to show the difference between this proposed method V ul x and classical measure v x . The network structure is shown in Fig. 2 . Observing from Fig. 2 , this network has 9 nodes and 14 edges, and the community structure of network is detected by Newman's modularity in Eq. (4). The network is divided into three communities (Q = 0.2857) and each of the community is a fully-connected subnetwork. All of these four weight factors α, β, λ, η equal to one which make four parameters equally important. According to this proposed method in Eq. (19), (21) and classical measure in Eq. (6), (7) , four parameters and the vulnerability of three communities are shown in Table 1 .
From Table 1 when α=β=λ=η= 1, it can be found that the vulnerability of community C is the lowest, which is the same as the classical measure, but the vulnerability of community A and B is different with classical measure. Community It can be found from Table 1 that the classical measure of the vulnerability v x of community A and B is same and it is 2 because of the same number of edges outside of chosen community. However, this classical method is not reasonable, because the vulnerability of one chosen community is determined not only by external factors but also by internal factors. From Fig. 2 , community A is a fully-connected subnetwork with only two nodes, but community B is a fully-connected subnetwork with three nodes. When the network' structure is similar, i.e., fully-connected, the network with more nodes would be more robust, so community B is more robust than community A. The similar vulnerability result can be obtained by this proposed method (V ul B = 2.1696 < V ul C = 24), which is more reasonable for real-world application. The relative vulnerability RV x can be more obvious to show the vulnerability difference between different community. From the comparison result of example network, this proposed vulnerability measure V ul x outperforms classical method, and can distinguish the vulnerability level of community that the classical method cannot distinguish.
Experimental study
In this section, three real-world complex networks are applied to show the performance and effectiveness of this proposed method. These three networks are namely as Manzi network [51] , Karate network [52] , Italian power Table 2 . Observing from Table 2 , n and m is the number of nodes and edges respectively. k and k max is the average and maximum value of degree respectively, and d and d max is the average and maximum value of shortest distance respectively in the network.
Manzi network
Firstly, the telephone network in Belgium [51] which was analyzed for reliability purposes is used in this section. The topological structure of this network and the community structure obtained by Newman's modularity [48] is shown in Fig. 3 . Observing from Fig. 3 , Manzi network is divided into seven communities (Q = 0.6316), and the detail nodes in each community is shown in Table 3 .
The vulnerability of each community can guide the identification of critical community in the network. The vulnerability V ul x and relative vulnerability RV x of each community are given in Table 4 , the classical comparing vulnerability measure v x and R x are also shown in Table 4 . It can be found that community 3 is also the most robust community in the network which is same as the classical method. The value of RV x in community 4 and community 7 is close, which are more vulnerable than other communities. The rest of communities can get close but different RV x , which can give a vulnerable order of this community (community 6 > community 5 > community 2 > community 1). The vulnerable order of community in the network is community 4 > community 7 > community 6 > community 5 > community 2 > community 1 > community 3. So this proposed method can consider more information in the network and give a detail vulnerable order for these communities which can overcome some limitations of classical method. Table   5 . Some conclusions can be obtained as follows,
1) The value of first-order Sobol' index can show the sensitivity of different wight factors. For instance, the vulnerability of community 1 is most sensitive to weight factor α, followed by λ, the other two factors β and η are less sensitive.
2) When the parameters of community equals to one, the first-order Sobol'
index and total effect index would equal to 1. That is because no matter how weight factor change, the influence parameter would remain the same, i.e., equal to 1. For example, T x and D in x equal to 1 in community 6, so SI(η), ST (η), SI(λ) and ST (λ) equal to 0. Thus, the variability of these two weight factors would not affect the vulnerability measure of community 6. The same situation can occur in S x of community 4 and D out x of community 3.
3)
In most of communities, the first-order Sobol' index SI(β) and SI(η) are smaller than SI(α) and SI(λ), which means the vulnerability measure of community is more sensitive with α and λ. The similarity degree and the number of edges within community are more influential to the vulnerability results.
4) The first-order Sobol' index SI(β), SI(λ), SI(η) would be smaller when the value of parameters T x , D in x , and D out x are bigger, and SI(α) is different situation which is bigger with bigger parameters S x . The situation occurs because V ul x is positively correlated with S x , but negatively correlated with Hence the value trend of these parameters would have different impact on the vulnerability of communities. These patterns can be observed from all of these communities vulnerability sensitivity analysis in Table 5 .
5)
The sum of the first-order Sobol' index over these four weight factors in different communities are less than 1, which means there is an interaction between these four parameters. But this situation does not occur in total effect index.
6)
Because of the interaction between these parameters, there would be a huge difference between first-order Sobol' index and total effect index. But it is interesting to find that the order of total effect index would be the same as first-order Sobol' index. For instance, the order of first-order Sobol' index in community 1 is SI(η) < SI(β) < SI(λ) < SI(α), the order of total effect index is ST (η) < ST (β) < ST (λ) < ST (α), which is same as previous order. community k Nodes in community k 1 1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 17, 18, 20, 22 2 9, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34 Because Sobol' indices is convenient to obtained, and similar results can be obtained from differen network, we only analyse the sensitivity of weight factors in Manzi network and don't analyse the subsequent network.
Karate network
Next, a social network is used in this section to show the performance of this proposed method. This social network is named as Karate club network, which describes the relationship between 34 members of one club in US university [52] . The topological structure and community structure divided by Newman's modularity is shown in Fig. 4 . Every nodes in the network denote a member in karate club, including the instructors and administrators, and the edges in the network represent the relationship between two members beyond their normal activities in the club. The network is divided into two communities (Q = 0.38), and it is same as the well-known community structure result because there has been disagreement between administrators and instructors [52] . The detail member in each communities is shown in Table   6 , and it can be found that the members are divided equally and each community have 17 members. The leader in each community is node 1 and node 34 respectively because of their largest degree.
The vulnerability measure result of Karate network is shown in Table 7 . Because there is only two communities, it can be found that the external factors (S x , D out x ) are determined by each other, and they are the same. Thus, the classical measure R x would obtain same result and cannot identify the vulnerability degree of each community. But the internal factors are determined by community itself, these parameters can get a different result. It is interesting to find that the number of edges inside the community D in x is also same and it is 34, but the edges between nodes are different which result in a different complexity degree. The complexity degree T x of two communities are 0.7060 and 1 respectively, which would get a different vulnerability measure for different communities. The relative vulnerability RV x of each communities are 1.4162 and 1 respectively, which can get conclusion that community 1 is more vulnerable than community 2. The main reason for their different vulnerability result is the complexity degree of each community, and the initial reason is the topological structure of each community. From this case, we can find that the vulnerability cannot be distinguished when the number of communities is too small. The topological structure inside the community is also important for the vulnerability result, and more factors should be considered to make a accurate identification for their vulnerability. So this proposed method can get a reasonable vulnerability comparison result 
Italian 380KV power grid
Lastly, the Italian 380KV power transmission grid network [53] is used in this section. This network has been frequently used to analyse the network vulnerability performance. The topological structure and community structure is shown in Fig. 5 . Observing from Fig. 5 , this network is divided into 10 communities (Q = 0.7596), and different communities have different number of components and the detail is shown in Table 8 . It can be found that community 9 and community 7 have the maximum and minimum number of components respectively.
The vulnerability results are shown in Table 9 . In this network, a novel method which is proposed by Wei et al. [30] is used as a comparing method, this method is also modified from Ref [29] . The detail parameters and vulnerability results of communities are shown in Table 9 . Observing from Table   9 , community 5 is the most robust community from RV x and R x , but R ′
x give a result that community 7 is the most robust. Community 7 only have 6 nodes which is the minimum number of nodes, so this conclusion (community 7 is the most robust) have low credibility, and it can be also seen from these four parameters (S x , T x , D in x , D out x ) in Table 9 . Community 10 is consider to be the most vulnerable from these three methods at the same Table 10 . From these orders, it can be found that the order obtained by this proposed method is more similar with classical method than Wei method. Specifically, community 9 is considered as the second to last vulnerable community in classical method and proposed method, but it is considered as second vulnerable community by Wei method. Community 3, 7, 8 is considered as the second vulnerable community by classical method at the same time, and this proposed method give a conclusion that community 7, 8, 3 is the second, third, forth vulnerable community respectively which is similar with classical method, but Wei method gives a dissimilar order. Other more detail information about the vulnerability order of communities can be obtained from Table 10 . So this proposed method would consider more information of community and give a certain vulnerability order, and is more reasonable than other methods.
Conclusion
The vulnerability measuring of community has already been a hot topic in the study of network theory. In this paper, a new entropy-based method is proposed to measure the vulnerability of communities which can over- Table 9 : The vulnerability of communities in Italian 380KV power network.
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