Verification of shielding effect predictions for large area field
  emitters by Rudra, Rashbihari & Biswas, Debabrata
Verification of shielding effect predictions for large area field emitters
Rashbihari Rudra1, 2 and Debabrata Biswas1, 2
1)Bhabha Atomic Research Centre, Mumbai 400 085, INDIA
2)Homi Bhabha National Institute, Mumbai 400 094, INDIA
A recent analytical model for large area field emitters, based on the line charge model (LCM), provides a
simple approximate formula for the field enhancement on hemiellipsoidal emitter tips in terms of the ratio
of emitter height and pairwise distance between neighbouring emitters. The formula, verified against the
exact solution of the linear LCM, was found to be adequate provided the mean separation between emitters
is larger than half the emitter height. In this paper, we subject the analytical predictions to a more stringent
test by simulating (i) an infinite regular array and (ii) an isolated cluster of 10 random emitters, using the
finite element software COMSOL. In case of the array, the error in apex field enhancement factor (AFEF)
is found to be less than 0.25% for an infinite array when the lattice constant c ≥ 1.5h, increasing to 2.9%
for c = h and 8.1% for c = 0.75h. For an isolated random cluster of 10 emitters, the error in large AFEF
values is found to be small. Thus, the error in net emitted current is small for a random cluster compared
to a regular infinite array with the same (mean) spacing. The line charge model thus provides a reasonable
analytical tool for optimizing a large area field emitter.
I. INTRODUCTION
Large area field emitters (LAFE) are promising as a
high brightness source of cold electrons. They have been
investigated for around four decades, as patterned arrays
of pointed emitters or clusters of nanotubes or nanorods.
They find applications in various vacuum devices such
as X-ray tubes, terahertz generators and even in space
navigation1–6.
The electron emission mechanism, at least in metals,
is fairly well understood7–10 and it is recognized that the
enhanced local electric10–12 field at a curved emitter tip
leads to an increase in the quantum transmission coef-
ficient. Thus, significant currents can be observed even
at moderate macroscopic fields. The problem in bringing
together a bunch of curved emitter tips is also well rec-
ognized. The proximity of emitters causes electrostatic
shielding and hence the local field enhancement on emit-
ter tips is not as much compared to isolated emitters13–16.
Thus, a LAFE must have an optimal packing density such
that the overall current density is maximum.
Knowing the degree of field enhancement for an iso-
lated emitter of given shape, height (h) and apex radius
of curvature (Ra) is in itself a formidable task. For a
LAFE, shielding makes this all the more complicated.
At present, a theory of LAFE exists for only the sim-
plest of emitters where the shape is hemiellipsoidal and
for which the apex field enhancement factor (AFEF) for
an isolated emitter is known analytically17,18. The the-
ory predicts the AFEF, γa of an (i
th) emitter in a given
LAFE environment in terms of distances from all other
emitters. Thus16,
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with δij = h/ρij , ρij = [(xi − xj)2 + (yi − yj)2]1/2 being
the distance between on the cathode plane (XY ) between
the ith and jth emitter. In the above, λ is the slope of
the line charge density Λ(z) (i.e. Λ(z) = λz), obtained
by projecting the surface charge density along the emitter
axis15.
Eq. (1) is approximate since αSi assumes the charge
distribution on the ith and jth emitter to be identical.
This is largely true when they are not too close so that
Eq. (1) serves as a useful first approximation. It can
however cause errors for separations smaller than the
emitter height. A second source of errors concerns the
nature of the charge distribution on the surface of the
hemi-ellipsoid. An isolated hemiellipsoid with its axis
aligned along an external macroscopic field E0zˆ, has a
projected line charge distribution (along the emitter (Z)
axis) that is linear15. However, when such emitters are
close together, the line charge distribution can develop
non-linear components. Since Eq. (1) is based on a linear
model, this may contribute to the error in AFEF when
emitters are close together.
Note that Eq. (1) compares well with the exact lin-
ear LCM model for an N -emitter random LAFE. For
mean spacings larger than h/2, the observed error was
< 6% while for mean spacings larger than h, the error
is less than 1.5%. This comparison however neglects the
non-linearity factor in the charge distribution. It is thus
necessary to subject Eq. (1), obtained using linear LCM,
to more stringent tests such as by comparing its predic-
tions with numerical (finite element) simulations where
the projected charge density does not have constraints of
linearity. Such a comparison is also required since LCM
predictions are reported to be at variance with other
models/numerical predictions19. A reasonable outcome
from the present study can pave the way for a greater
reliance on LCMs for analytical investigations of large
area field emitters where direct numerical methods are
difficult to implement due to computational constraints.
The paper is organized as follows. We shall first take
a look at the computational domain required to model a
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2large area field emitter using COMSOL with the ‘anode-
at-infinity’ and also study the number of neighbouring
emitters required for the convergence of the AFEF using
Eq. (1). Next, we shall compare the predictions of linear
LCM (i.e. Eq. (1)) with those of COMSOL for an infi-
nite square array. Finally, we shall also study a bunch of
random isolated emitters using COMSOL. Rather than
studying just the error in apex field enhancement factor
of individual emitters in the cluster, we shall also com-
pute the error in net emitted current so that emitters
in close proximity do not get a disproportionately large
weight in deciding the error in LCM prediction. Finally,
we shall discuss the implications of our results in design-
ing large area field emitters.
II. DOMAIN SIZE FOR COMSOL AND LCM
The array-at-infinity is an idealization that simplifies
the line charge model but is not essential to it. Compu-
tationally, an infinite square array with lattice constant
c can be simulated by imposing ‘zero surface charge den-
sity’ at x, y = ±c/2. Thus, ∂V/∂(x, y) = 0 at x = ±c/2
and y = ±c/2. The boundary condition at the anode
can be Dirichlet (V = VA, where VA is the anode poten-
tial) or Neumann20 (∂V/∂z = 0E0, E0 being the magni-
tude of the macroscopic field −E0zˆ) at z sufficiently far
from the emitter tip. A generally accepted guideline is
to place the anode at about 5 times the emitter height in
order to impose the Dirichlet boundary condition while
for the Neumann condition, the anode can be somewhat
closer. It is important however to test for convergence to
the anode-at-infinity result by pushing the anode further
away in both cases.
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FIG. 1. The apex enhancement factor evaluated using COM-
SOL with the anode plate having Dirichlet (V = VA) and
Neumann (∂V/∂z = 0E0). The anode-at-infinity is eas-
ily achievable with the Neumann boundary condition. The
emitter height h = 1500µm, lattice constant c = h while
Ra = 1.5µm .
Fig. 1 shows a convergence study for an infinite hemiel-
lipsoidal array with h = 1500 µm, Ra = 1.5µm and c = h
using COMSOL. The anode-cathode plane distance is in-
creased from D = 5h for both the Dirichlet and Neumann
boundary conditions and the apex field enhancement fac-
tor γa is plotted againstD. Clearly, the Neumann bound-
ary condition achieves the anode-at-infinity condition at
a much smaller D value while the Dirichlet condition in
this case requires the anode to be at D = 100h. We
shall henceforth use the Neumann boundary condition
for simulating the anode-at-infinity.
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FIG. 2. The apex enhancement factor evaluated using the
LCM prediction of Eq. (1). All shielding emitters within a cir-
cle of radius R are included. The emitter height h = 1500µm,
Ra = 1.5µm while c = h.
We shall next fix the question of the number of emit-
ters required for convergence of the LCM result, Eq. (1).
Figure 2 shows the apex field enhancement factor calcu-
lated by including all (jth) emitters in a circle of radius R.
The R = 0 limit corresponds to an isolated emitter while
at R/h = 5 and c = h, the number of emitters is 80. At
R/h = 60, where approximate convergence is achieved,
the number of shielding emitters is 11288. In all AFEF
calculations henceforth, we shall consider R/h = 100 to
ensure that convergence in AFEF has been achieved.
III. THE ERROR IN LCM PREDICTION
With the question of domain size settled, we are now in
a position to investigate the error in LCM prediction. As
mentioned earlier, we shall consider (a) an infinite square
array and (b) an isolated cluster of randomly placed emit-
ters.
A. Infinite square array
Consider an infinite square array with lattice constant
c and an emitter of height h = 1500µm and apex ra-
dius of curvature Ra = 1.5µm. The lattice constant c is
now varied and the apex field enhancement factor γa is
3calculated using (i) the LCM prediction of Eq. (1) with
R = 100h and (ii) COMSOL with Neumann boundary
condition at the anode with the anode-cathode separa-
tion fixed at D = 5h. The relative error
Error(%) =
|γLCMa − γCOMSOLa |
γCOMSOLa
× 100 (2)
is calculated at different values of lattice constant c. The
result is shown in Fig. 3.
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FIG. 3. The relative error in apex enhancement factor evalu-
ated using the LCM prediction of Eq. (1). The ‘exact’ result is
calculated using COMSOL. The emitter height h = 1500µm
while Ra = 1.5µm.
The error is about 2.9% for c = h and about 8.1%
for c = 0.75h. It falls to about 1% for c = 1.25h and
remains less than 0.5% for c ≥ 1.5h. For larger values of
c, the error becomes smaller than 0.1%. Note that in the
region where the optimal current density is expected to
lie, the error remains small. Thus, the analytical result
(Eq. (1)) based on the line charge model can be used to
calculate the net emitted current accurately for a large
array, provided the density of emitters is such that c ≥ h.
B. Cluster of random emitters
Randomly placed emitters pose a greater challenge in-
sofar as verification of Eq. (1) is concerned. It is difficult
to model these using a finite element software such as
COMSOL since, even for reasonable computational re-
sources, the number of emitters may be limited to about
25-30 depending on the h/Ra ratio. Note that the AFEF
calculation for an array or cluster requires 3-dimensional
modeling and the demands on resources increases as the
curvature at the apex increases. Thus, an analytical
model, if validated and found to be reasonably accurate,
can serve as a useful tool in optimizing the emitter den-
sity of a LAFE.
In the present context, an isolated cluster of randomly
placed emitters is sought to be modelled. The compu-
tational boundary must therefore be chosen to be suffi-
ciently far away if a standard Neumann boundary is to be
used in the X,Y directions. Typically, the domain con-
sidered is [−10h, 10h] in the X,Y directions and [0, 5h]
in the Z direction. The emitters are limited to a patch at
the centre in the X,Y plane such that the mean spacing
equals h. We have considered 2 such realizations, one
having 5 emitters and the other having 10. We present
here the results for 10 emitters.
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FIG. 4. A cluster of 10 randomly placed emitters in the XY
plane
The distribution of emitters in the XY plane is shown
in Fig. 4. The apex field enhancement factor calculated
using COMSOL and the line charge model is shown in
Table I along with the error. Clearly, the error is small
when the emitter has larger AFEF value (less shielding).
This suggests that the error in net emission current may
be smaller for a random cluster than a regular infinite
array with the same mean spacing.
The net field emission current can be calculated using
the apex field enhancement factor and the generalized
cosine law of local field variation21,22 around the emitter
apex as shown in [23] for emitters having Ra > 100nm.
For the random cluster under consideration, the error
in net emission current density is a nominal 15.5% at
a macroscopic field of 17.5 MV/m while for the infinite
array having c = h, the roughly 3% error in the LCM-
AFEF shifts the current density by a factor of 2. Both
results are acceptable (given the inherent uncertainties
in field emission theory predictions) though the random
distribution has an edge insofar as the current estimation
is concerned. These errors are likely to decrease as the
mean separation or lattice constant increases and also
with an increase in macroscopic field strengths.
4TABLE I. A comparison of apex field enhancement factors
using COMSOL and LCM at different emitter locations in a
cluster.
X (m) Y (m) γCOMSOLa γ
LCM
a Error (%)
−1.418× 10−3 1.867× 10−3 274.97 271.81 1.15
1.186× 10−4 −8.817× 10−4 258.35 250.64 2.98
−9.511× 10−4 −9.063× 10−4 262.71 255.78 2.63
−1.913× 10−3 9.696× 10−4 275.49 272.08 1.23
2.114× 10−3 1.839× 10−3 294.34 293.54 0.275
−1.384× 10−3 −3.521× 10−4 264.13 257.51 2.50
4.507× 10−4 −3.264× 10−4 254.63 246.74 3.10
−1.652× 10−4 2.220× 10−3 278.38 275.79 0.932
1.852× 10−3 −3.759× 10−4 285.85 283.91 0.677
5.022× 10−4 1.065× 10−3 268.47 263.78 1.75
IV. SUMMARY AND CONCLUSIONS
The analytical predictions of the line charge model for
large area field emitters has been the subject of investi-
gation in the paper. The model for LAFE uses hemi-
ellipsoid emitters as the basic building blocks. It al-
lows a computation of the apex field enhancement factor
(AFEF) for any emitter in terms of normalized pair-wise
distance to the emitters in its LAFE neighbourhood. As
a purely geometric model which ignores charge distri-
bution details, the approximate values of AFEF that it
provides has been the subject of scrutiny in this study.
Our results show that if emitters are separated by av-
erage distances approximately equal to or greater than
the height of the emitters, the errors in the prediction of
LCM model are small and the values of net emitted cur-
rent are acceptable. In the process of establishing this,
we also demonstrated the domain size necessary for sim-
ulating a large area field emitter, both from the point of
view of finite element methods and the line charge model.
The results are particularly encouraging for field emis-
sion since the line charge model performs well for emitters
that contribute significantly to the net current density. It
can thus be used to study large clusters of emitters which
are otherwise inaccessible to computations due to the re-
sources involved.
Practical emitter shapes used in field emission may
vary from cylindrical structures to cones with the added
possibility of differently shaped endcaps. The hemi-
ellipsoid can be used to approximate these keeping the
apex radius of curvature invariant. This will undoubtedly
lead to errors in the AFEF calculation of single emitters
since the emitter base plays an important role. For a
random LAFE however, it is worth investigating if such
finer points take a back seat.
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