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TIME OPTIMAL CONTROL OF A DOUBLE INTEGRATOR PLANT 
WITH FEEDBACK DYNAMICS 
C. S. Monk* and M. Karpenkot 
Optimal control solutions are typically implemented in open-loop based on nom-
inal system and environmental parameters. However, ignorance of the true val-
ues of system parameters can undermine the optimal control solution. While 
conventional feedback can compensate for significant levels of uncertainty, this 
comes at the expense .of optimality. This paper examines minimum time rota-
tional maneuvers for a double integrator plant, a canonical model for a variety of 
space systems, with a two degree-of-freedom control architecture consisting of a 
traditional proportional-derivative feedback loop combined with a feed-forward 
signal. A real-time optimal control approach is developed for computing the 
feed-forward signal using a combination of optimal control analysis and classi-
cal control analysis techniques. The performance of this strategy is evaluated. 
INTRODUCTION 
Optimal control solutions are commonly thought of - and therefore implemented - in open-
loop. The engineer will develop an optimal trajectory of the control variable (or variables) in a 
given problem which, when applied to the system or plant whose perfonnance is being optimized, 
produces the desired results. For example, in a spacecraft attitude maneuver problem, torque 
could be considered as the control variable; an optimal torque trajectory applied to the spacecraft 
would produce an optimal reorientation maneuver (i.e. minimum time maneuver or minimum 
effort, etc.). However, as with many engineering problems, some amount ofunce1iainty is always 
present in the definition of the nominal system and its parameters that form the basis of the opti-
mal solution. To continue the example of the spacecraft attitude maneuver, the spacecraft rota-
tional inertia is a fundamental system parameter that the optimal torque trajectory is based upon; 
errors in the ine1iia estimate will corrupt the optimal control torque solution, ultimately resulting 
in the actual spacecraft not following the expected, optimal attitude trajectory. Other sources of 
uncertainty, such as errors in the actual torque application, external disturbance forces/torques 
and sensor and processing noise, etc., can also negatively impact the practical implementation of 
an optimal control solution. 
Classical control concepts solve the challenge of uncertainty with feedback 1• Feedback 
control loops measure the state of the system, such as the attitude or position and produce a con-
trol signal based on those state measurements to drive the system to the desired end-state (i.e., to 
' C. S. Monk is an active duty officer in the U.S. Navy and a recent graduate from the Naval Postgraduate School, 
Monterey, California 93943, USA. This paper is derived from a portion of his Master's thesis. 
E-mail: colin.s.monk@navy.mil. 
t M. Karpenko is a Research Associate Professor with the Department of Mechanical and Aerospace Engineering, Na-
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reduce or eliminate the error). Due to their advantageous sensitivity reduction, closed-loop con-
trols are used in nearly all control systems across all engineering disciplines2• Thus, integrating 
the behavior of existing feedback control loops within an optimal control solution presents an 
opportunity to improve the performance of optimal control solutions when they are implemented 
in the presence of uncertainty and feedback system dynamics. 
This paper develops a closed-loop, real-time optimal control scheme for a one-
dimensional double integrator model. Spacecraft attitude maneuvers are commonly executed as 
eigenaxis maneuvers, which are effectively one-dimensional maneuvers; thus, a double-integrator 
model is appropriate. The real-time optimal control (RTOC) controller is based on a conventional 
closed-loop proportional-derivative (PD) controller with an added feed-forward control torque 
signal; the feed-forward torque signal is used as the insertion path for the derived optimal control 
solution. This control model is transformed into an RTOC controller by using a combination of 
optimal control analysis and classical control synthesis techniques to develop an analytical solu-
tion for the optimal feed-forward torque. The performance of the new approach is documented. 
SYSTEM AND CONTROL MODEL 
The spacecraft plant in this paper is modeled as a one-dimensional rigid body, and the classi-
cal rotational kinematics equations apply. For single degree of freedom systems (and spacecraft 
under the assumption of an eigenaxis constraint), the basic dynamic equation is simply 
r(t)=J·a(t) (1) 
where T is torque along the axis of rotation, J is the ine1iia about the axis of rotation, and a is 
the acceleration about the axis of rotation. Given T and J, or, equivalently, a, the angular posi-
tion and velocity of the system is determined through simple integration: 
I I 




0 ( t) = I 0) ( t) dt + 00 (3) 
0 
The control model of interest in this paper is a conventional PD controller with an added feed-
forward control torque path as shown in Figure 1. Such a control model has two inputs, the com-
manded position input to the PD controller and the feed-forward torque command. The com-
manded position is assumed to be a step-input, as is common with PD controllers. 
Deriv. 
Gain 




Figure 1. Block diagram of closed-loop control system with proportional derivative controller and an 
added feed-forward path. 
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The total torque as seen by the plant is the sum of the feed-forward control torque, rc11 , , and 
the output of the PD controller; the total torque is 
(4) 
The feed-forward torque (which is normally zero in a PD control scheme) provides a means of 
shaping the PD response, for example, to recover the optimal torque profile. In this formulation, 
the commanded velocity is assumed to always be zero, consistent with a unit step input for com-
manded position. A non-zero commanded velocity would not invalidate this approach to develop-
ing a real-time optimal control implementation, and the results of this paper could be extended in 
this direction if desired. 
MINIMUM TIME MANEUVER OPTIMIZATION 
The time-optimal solutions for this control system will be achieved by finding the optimal 
feed-forward control torque trajectory. Note that the PD controller is still active; consequently the 
feed-forward torque must compliment the PD controller feedback torque to achieve the optimal 
total torque trajectory for the maneuver. Such feedback dynamics are not normally considered as 
part of the optimal control design, as the optimal control is normally thought of as open-loop. The 
optimal control problem fonnulation for time optimal control with feedback dynamics is given as: 
States: Controls: ll = [ rc,rl] 
Minimize: J [ x ( •) , u ( •) , tr ] = tr 
subject to: 0 = OJ 
ciJ = ; [ k/,0Cllld - kp0- k\OOJ + rctrl] 
e 
t - t0 o-
f - tf f-
x; = [00 ,mo] 
X~ = [ 01 , OJI] 
0c111d = 0/ 
- rmax ::;; [ kp0c111d kp0 k\'cu + rclrl]::;; rmax 
(5) 
In this problem formulation, Je is the nominal rotational inertia, the control, u = rc1,.1 , is 
the feed-forward torque, and the commanded position, 0c,nd, is a step function which is always 
set to the desired final position. Note that this problem formulation assumes that the final velocity 
is desired to be zero; therefore the commanded velocity is omitted in the mathematical description 
of the problem. The final portion of the problem statement describes a total torque limit con-
straint. All real-world systems have torque output limitations, and this constraint plays a signifi-
cant role in solving the optimal control problem. 
For the problem formulation given in Eq. (5), the Hamiltonian and Endpoint Lagrangian3 are 
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H(}.,,x,u,t) = AgCiJ+A,,, J [ kp0cmd -kp0-kvw+rclrl] 
e 
(6) 
E =tr+ vie/+ V2CVr . . . (7) 
Due to the path constraints in this problem (i.e. the total torque limits), the Hamiltonian mini-
mization condition requires analysis of the Lagrangian of the Hamilton and the complementarity 
condition3• The Lagrangian of the Hamiltonian is 
H (µ, }.,, X,U, f) = A0 CiJ + Aw J [ kp0cmd -kp0-kvCiJ + Tctrl] + A,
0
, [lep0cmd -lep0-le"Ci) +Tell/] (8) 
e 
Analysis of the Hamiltonian minimization condition3 reveals 
where 
,,i 






µ,,o, < Q 
µ,,o, > Q 
(9) 
(10) 
Eq.(9) is in the familiar form of a switching structure which leads to the quintessential "bang-
bang" control solution that is well known for the minimum time double integrator problem 4. The 
key difference is that in this case, the control torque, 'cir! , must be modulated in response to the 
feedback action of the PD controller in order to produce the desired "bang-bang" total torque pro-
file at the input to the plant. 
The next step in analyzing the optimal control problem is to develop the adjoint equations 
which define the costate vector dynamics. Because of the path constraint, they are also derived 
from the Lagrangian of the Hamiltonian3• The adjoint equations are 
. ;tic 
A =---".'......£.+ l le 
0 J f r,01 p 
e 
;t le ,t = ~ - ;t + µ k J '0 r,01" 
e 
(11) 
Evaluation of the Hamiltonian value condition3 additionally reveals 
x[@tr]=-1 (12) 
where X [@tr] signifies the value of the minimized Hamiltonian at the final time. 
The Hamiltonian evolution equation3 describes the dynamics of the minimized Hamiltonian. 





The combination of the Hamiltonian value condition and the Hamiltonian evolution equation 
indicate that the minimized Hamiltonian should be constant at a value of 5C = -1 throughout the 
optimal maneuver, as is the case for all minimum time optimal control problems. 
finally, the evaluation of the transversality conditions in this problem yields 
J0 (tr)= u1 
J"' (tr)= u2 
(14) 
The transversality conditions provide a boundary value for the costate vector at the final time. 
In this problem, this condition indicates that the final value of the adjoint variables should be the 
same as yet unknown values (i.e. u1 and u2 ). While this is not helpful in developing the optimal 
control solution, it will provide a means of verifying the optimality of a candidate solution. 
In this paper, the various optimal control problems are solved using DIDO, a MATLAB 
toolbox for solving optimal control problems3. DIDO implements a guess-free5, adaptive spectral 
algorithm based on pseudospectral optimal control theory6. DIDO provides numerical solutions to 
optimal control problems wherein the dual space is reconstructed via the covector mapping theo-
rem6. Thus, the necessary conditions derived above can be utilized in order to check the numeri-
cal results. In addition propagation tests, where optimal controls are used to drive the plant dy-
namics, are employed to ensure the results are feasible for implementation. See Ross3 for addi-
tional details on the established standard procedures for validating optimal control solutions. The 
results obtained using DIDO are presented in Figures 2 through 6, based on the following as-
sumed system parameters and states: 00 = 0; fJcmd = 1; CV0 = 0; CVr = 0; Tmax = ±6ONm; 
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Figure 3. Optimal torque profiles for a double integrator plant with feedback dynamics. rc,rl is the 
feed-forward control torque; i PD is the feedback torque from the PD controller; and 1:
101 
is the total 
torque applied to the plant. 
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Figure 5. Switching function trajectory, along with control and total torque trajectories derived from 
















-0.15 -0.1 -0.05 
Value 
0 0.05 
Figure 6. One dimensional scatter plot of adjoint values at ff and endpoint covector values; this plot 
illustrates satisfaction of the transversality condition. 
The numerical solution results obtained using DIDO are shown in Figures 2 through 6. The 
state trajectories illustrated in Figure 2 and the total torque trajectory plotted in Figure 3 are con-
sistent with the expected "bang-bang" optimal control for the minimum time double integrator 
problem. Figure 3 illustrates how the control architecture accomplishes this minimum time ma-
neuver; the control variable, rc111 , is modulated in response to the PD feedback torque contribu-
tion such that the total applied torque is either the maximum positive or negative torque as neces-
sary to create the "bang-bang" torque profile at the plant input. 
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The Hamiltonian traject01y plotted in Figure 4 is approximately constant at a value of -1, 
demonstrating satisfaction of both the Hamiltonian evolution equation and the Hamiltonian value 
condition. 
Note also that the results in Figure 5 are consistent with the switching function described in 
Eq. (9), illustrating the satisfaction of the Hamiltonian minimization condition. While the path 
constraint covector, p , is positive, the feed-forward control torque is adjusted to JJroduce a 
Tio/ 
total torque that is at the maximum positive constraint; when the value of µ becomes negative, 
TIO/ 
the feed-forward control torque is adjusted to produce maximum negative total torque. 
Finally, Figure 6 shows that the final values of the adjoint vectors and the endpoint covectors 
satisfy the transversality condition. Satisfaction of the necessary conditions indicates that this 
numerical solution is indeed an optimal control solution to the minimum time maneuver of a dou-
ble integrator plant with feedback dynamics. 
DEVELOPING AN ANALYTICAL SOLUTION 
Real-time optimal control methods can be implemented in a variety of ways, some of which 
are more computationally taxing in implementation than others. A desirable approach is to devel-
op an analytical formula for the optimal control signal which can be continuously recomputed and 
updated, producing an optimal control signal that adapts in real-time to changes in the system's 
states. This paper takes such an approach. Development of the analytical solution to the minimum 
time maneuver of a double integrator system with feedback dynamics will rely on classical con-
trol analysis techniques, specifically Laplace transforms 1• 
The objective is to develop a formula for the control torque, rc
11
,, and the first step toward that 
objective is to analyze the total torque equation, Eq. (4). The Laplace transfo1m of the total 
torque equation yields 
(15) 
where T101 ( s) is the total torque response in the s-domain; Tc,r1 ( s) is the control torque profile in 
the s-domain; 0D is the scalar commanded position (recall that the commanded position is a step 
function in the time domain); 00 is the initial position; and 0 ( s) is the rotational position re-
sponse in the s-domain. 
In addition to the control torque, Eq. (15) contains two principle unknowns, T
101 
( s) and 
0 ( s). The position response in the s-domain can be solved using typical classical control analy-
sis. A complete expression of a system's response consists of both the response due to control 
inputs as well as the response due to the system's initial conditions, known as the zero-state re-
sponse and the zero-input response, respectively1• An advantage of working in the s-domain is 
that the total system response is simply the sum of the various individual responses (i.e. super-
position applies). Thus, the total system response can be described as 
(16) 
where 0 zs ( s) is the zero state response and 0 21 ( s) is the zero input response. 
154 
The control architecture examined in this paper has two control inputs, the conm1anded posi-
tion and the control torque. In a similar fashion to the expression of the overall system response, 
the zero state response is the sum of the response due to each of the control inputs individually. 
This expression is determined by developing the transfer function due to each input while taking 
the other input to be zero 1• Applying this concept and typical block diagram manipulation tech-
niques yields the following equation for the zero state response 
0z~(s)==[Js2 +;' +k ]·0cmc1(s)+[J: 2 +; +k J·rc1,.,(s) (17) 
,,s p s ,,s p 
The zero input response can be developed by examining the fundamental equation of motion 
in the time domain, which is given as 
J0(t) == re/II (t)+ kp ( ecmd (t)-0(t) )-kJJ(t) (18) 
Setting the control inputs to zero, taking the Laplace transform of Eq. (18) and conducting 
some algebraic reductions yields the following equation for the zero input response 
(s+~)e 
r.:;,. ( ) == t»o J o 
ICJ ZI S o k + o k 
s" +~s+ 1 s- +~s+ 1 J J J J 
(19) 
Substituting Eq. ( 17) and (19) into Eq. (16) yields the following equation for the overall sys-
tem response in the s-domain 
[ 
kp J [ 1 J % ( s + ~) 00 E>(s)== Js2+ks+k ·0c,,,,i(s)+ Js2+k +k ·rc11.,(s)+ 2 ~ ".L + 2 .'sc ".L (20) 
\' p ,,s p s + .I s + .I s + J s + J 
The next step toward developing an equation for the control torque is to derive an expression 
for the total torque in the s-domain. Fortunately, the preceding optimal control analysis provides 
some insight into what the total torque function should be for an optimal minimum time maneu-
ver. In the optimal maneuver, the total torque profile (in the time domain) is the "bang-bang" pro-
file. More specifically, the initial torque application is at the maximum torque limit for some 
amount of time; after the proper interval, torque is applied at the maximum negative torque limit 
until the maneuver is complete at which point the torque is reduced to zero. (See the total torque 
traject01y shown in Figure 3.) This is described mathematically as 
r1: 1 (t)==rmax ·u(t)-2r111a, ·u(t-fs11,)+rmax ·u(t-tf) (21) 
where r : 1 ( t) is the optimal total torque profile in the time domain; u ( t) is a step function; ts"' 
is the mid-maneuver switching time; and t I is the final maneuver time. The Laplace transform of 
Eq. (21) is simply 
* ( ) [ 1 2 -/ ·s 1 -I I ·S ] 
riot s == rmax - - - . e ·"' + - . e . 
s s s 
(22) 




•)- k/»o _k,,cv0 +kP(00 --0D) 











) +T -----'- -2T ------ ·e -"'" +T ------ ·e 1 
max Js3 max Js2 max Js2 
Taking the inverse Laplace transform ofEq. (23) yields 
Terri (t) = OJ0k/ + OJ0k,. + kp ( 00 -0D ) ... 
+Tmax [ ;~, /2 + ~ t +I] ... 
-2Tmax · u(t -fs11, )[ ;'.~ (t -t_,w )2 + ~(t-ts11 ) + 1 ] ... 
+Tmax · U ( f - ff) [ ;~ ( f - ff )2 + ~ ( f - ff) + 1] 
(24) 
Eq. (24) is almost complete, but still contains two unknowns, specifically the switch and final 
maneuver times, ts"· and t f, respectively. Given that the optimal maneuver consists of constant 
acceleration maneuver phases and that the initial and final conditions are known, the switch and 





f.:::: f Sl\' +t 
I S\1 1 - -a 
where 0Js
1
,, is the angular velocity of the system at the switching time and can be calculated as 
and 
w}-w; + 0r +00 
4a 2 
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Figure 7. Comparison of numerically and analytically derived control torque trajectories. 
A comparison of the control torque profile based on the analytical solution and the numerical 
solution is shown in Figure 7, demonstrating the validity of this formula. As is expected, the ana-
lytical solution produces sharp switches because of its infinite resolution in time. 
REAL-TIME OPTIMAL CONTROLLER 
The control torque formula, Eq. (24), can be transitioned to a real-time optimal control con-
troller with a few algorithmic additions and modifications. One of the principle additions is ac-
counting for the variety of maneuver types. Whereas this paper has only examined rest-to-rest 
maneuvers in the forward direction, there are also reverse maneuvers, over-shooting maneuvers 
and maneuvers in which only require a single application of torque; the variety of minimum time 
maneuver types is described in some detail by Athans and Falb 7. Reverse maneuvers can simply 
be accounted for algorithmically with a sign change. However, in an over-shooting condition, in 
which the system is rotating too fast for maximum deceleration to stop the system at the com-
manded position, the kinematic equations previously presented (Eqs. (25), (26), (27), and (28)) 
yield erroneous results. Algorithmically, this condition is detected by computing the switch veloc-
ity, m,w, for the non-overshoot condition (i.e. using Eq. (27)) and comparing that to the current 
velocity; if the current velocity is greater than the switch velocity, then an overshoot condition 
exists. In that case, the following kinematic equations are used instead: 
2 2 £J 0 
0 == @o - 0)1 + 
0 0 + t 
SIi' 4a 2 (29) 
(30) 
0) -0) 
f == SI\' 0 + f 
SIi' (-a) () (31) 
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OJ - OJ 
f :::;: f SIi' +t 
f a SW (32) 
Additionally, real-time variables must be substituted into the control torque formula, Eq. (24), 
to adjust for the shifting time and initial conditions throughout the maneuver. The real-time vari-
ables are defined as 
r* =t-t update 
i* -t -t · sw - sw update 
1* = t -t 
.f f update (33) 
e = 0(1 ) update update 
OJ = OJ (t ) update update 
Substituting the real-time variables into the control torque equation yields 
[ 
k ( * )2 k * ] +Tmax 2'.~ f + -j f + l ... 
( * * ) [ k ( * * )2 k ( * * ) ] -2 ·U -f _!!_ -f -"- -t + "max f s11• 2J f s11• + J f s11• l •" 
(34) 
+T ·u(r*-t)[kP (r*-() 2 +5:.(r*-r*)+J] max l 2J f J f 
Finally, a dead-band is applied to the feed-forward control torque, as would be done for any 
practical realization of a relay type controller. Real systems cannot apply infinitesimally small 
amounts of torque nor can they apply any amount of torque for an infinitesimally short duration 
of time. A dead-band is implemented in real systems to accommodate these limitations and pre-
vent chattering of actuators when the system is sufficiently close to the commanded end states; 
this is particularly impo1iant when considering applications of maximum torque. In the case of 
this RTOC implementation, the dead-band only applies to the feed-forward control torque. Within 
the constraints of the position and velocity dead-band, the feed-forward control torque application 
is not renewed, although the action of the PD controller continues. This is a key difference be-
tween the approach presented here and other approaches in the literature, such as relay control 7. 
The results presented in this paper are based on a dead band of IB-BDI :s; 0.05 and 
IOJ- mDI :s; 0.1 sec-1 • The choice of these parameters is up to the designer, and would vary by 
application. The designer may also consider applying a dead-band to the overshoot decision vari-
able. As described thus far in this paper, any amount of predicted overshoot would initiate the 
overshoot sequence of 'bang-bang' torque applications. Some scenarios resulting in minor over-
shoot may achieve sufficient end-state precision more quickly than if an overshoot sequence were 
initiated. See Monk8 for a more detailed examination and example of this phenomenon. 
The development of the RTOC controller is now complete. The overall control architecture is 
virtually the same as that depicted in Figure 1. However, instead of a static feed-forward control 
torque trajectory that was calculated a priori for a given maneuver, the RTOC controller provides 
state feedback to the feed-forward algoritlun to continuously compute the optimal feed-forward 
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, trol torque in response to the system's actual trajecto1y and can accommodate all varieties of 
~i::tional maneuvers from any set of initial conditions. The RTOC feed-forward torque algorithm 
is summarized as follows: 
1. Check update time interval (i.e. the frequency that the maneuver parameters and rc11.1 
are updated, as specified by the designer) 
2. Check dead-band 
3. Initiate calculation of maneuver parameters: 
a. Detennine maneuver direction (i.e. forward or reverse) 
b. Calculate switch and final times 
c. Check for overshoot condition; recalculate switch and final time if necessary 
4. Update rc
1
,.1 , accounting for direction of maneuver and overshoot conditions 
Notes on modeling the RTOC controller 
The RTOC controller described in this paper is modeled in MATLAB using a fixed step 
ODE4 solver. Fixed step solvers are typically less accurate and require more processing time than 
variable step solvers, and are not normally preferred for numerical solution development. Howev-
er, variable step solvers achieve their faster run times by attempting relatively large step sizes, 
comparing errors and re-calculating as necessary to reduce error; consequently, they tend to 
"jump around" in time through the course of their calculations. Because this RTOC algorithm 
involves computing and implementing the optimal control torque based on progressing system 
states, it is imperative that the calculations occur sequentially; thus a fixed step solver is preferred 
for modeling this system. This is also in line with the hardware implementation on a practical sys-
tem. 
RESULTS AND ANALYSIS OF RTOC CONTROLLER 
The performance of the RTOC controller will now be examined, for both a system with and 
without inertia error. The performance of the controller with inertia error will be compared to the 
performance of the controller with a static, open-loop optimal control torque traject01y in the 
presence of inertia error. 
Nominal System 
The first simulation of the RTOC controller is presented in Figures 8 and 9 for the nominal 
system (i.e. perfect system knowledge, no uncertainty or disturbances). This simulation is based 
on the same parameters used in the development of the numerical optimal control solution pre-
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Figure 8. State trajectories of nominal system with RTOC Controller. 








0 0,1 0,2 0,3 0.4 0.5 0,6 0,7 
Time (sec) 
Figure 9. Control torque trajectories for the nominal system with RTOC Controller. Tell! is the feed-
forward control torque; Tpn is the feedback from the PD controller; and TIOI is the total torque. 
The performance of the developed RTOC controller in the absence of uncertainty is consistent 
with the numerical solution to the problem given in Eq. (5). This validates the analytically de-
rived formula for calculating the optimal feed-forward control torque. An advantage of the analyt-
ically derived control torque is that the proper torque value can be defined at any arbitrary time; 
this benefit manifests in a slightly improved maneuver time as compared to the maneuver time 
predicted by the numerical solution due to the precision of the switch point. 
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Performance with inertia error 
An evaluation of how the RTOC controller responds to uncertainties will be much more inter-
esting, as this represents reality. Figures 10 and 11 present the results of the system with an actual 
inertia that is 150% greater than the assumed nominal. While inertia uncettainties are common in 
space applications, 50% uncertainty may be considered uncharacteristically high. However, using 
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Figure 10. Response of RTOC controller with 50% system inertia error. 
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Figure 11. Torque trajectories of RTOC controller with 50% system inertia error. 
The system modeled in these results has an actual ine1tia that is 150% of the nominal inertia 
(i.e. the inertia used in the control torque formula). With this amount of error, the system experi-
ences an over-speed condition twice, most evident in the velocity state excursions. Even with the-
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se uncertainties, the system reaches and remains within 1 % of the commanded final position in 
0.52 seconds. Note that even after the final application of feed-fotward torque, the controller's 
PD feedback loop continues to drive the remaining state errors to zero while the system is within 
the RTOC dead-band. 
Because the nominal inertia is a factor in calculating the control torque, the total torque plotted 
in Figure 11 exceeds the limit of ±60 Nm. However, since the RTOC algorithm regularly sam-
ples the current states and recalculates the control torque trajectory, the total torque excursions 
are limited, reaching extreme values of only ±61. 7 5 Nm. These excursions can be further re-
duced by increasing the sample and control torque recalculation rate. Thus the torque margin that 
must be reserved for feedback can be kept small. 
One-shot optimal control with inertia error 
For the purpose of comparison, the feed-forward control architecture with a static, one-shot 
optimal feed-forward control torque trajectory and a system inertia that is 150% of nominal will 
also be presented. The feed-forward control torque trajectory is computed using the analytical 
formula (i.e. Eq. (24) ), but the control torque trajectory is calculated at the beginning of the ma-
neuver based on the nominal inertia and initial conditions only (i.e. one-shot), and is not other-
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Figure 12. Response of feed-forward controller with embedded PD controller and one-shot optimal 
feed-forward control and 50% system inertia error. 
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Figure 10. Torque trajectories of feed-forward controller with embedded PD controller and one-shot 
optimal feed-forward control and 50% system inertia error. 
This system reaches and remains within 1 % of the commanded final position in 1.0 second. 
While the system is well shmt of the final commanded states when the feed-forward control 
torque is nulled, the PD controller continues to drive the system to the commanded final states. 
However, the settle time is quite long due to the low bandwidth of the PD controller. This exam-
ple illustrates the advantage of closing the loop on the optimal control calculation. 
The total torque profile in Figure 10 is obviously not the optimal "bang-bang" profile. The 
maximum torque limit of 60 Nm is well exceeded, reaching a maximum value greater than 80 
Nm. Unfortunately, because this system's actual ine1tia is 50% greater than the nominal inertia, 
which factors into the computation of the control torque, the control torque implemented is incor-
rect, resulting in a comparatively long maneuver time in spite of the torque limit violations. 
The comparison of the perfon11ance differences between the RTOC controller and the feed-
forward controller with a static, one-shot control torque for a plant with 50% ine1tia uncertainty is 
stark. The RTOC system completes the maneuver, using a 1 % settling metric, in 0.52 sec, while 
the one-shot feed-forward torque controller required 1.0 sec to settle at the same position. Anoth-
er important advantage of the RTOC system is that the total torque excursions beyond the nomi-
nal limit are much smaller, with a maximum excursion of 61.75 Nm compared to the one-shot 
feed-forward method which exceeded 80 Nm. This aspect of the RTOC controller would allow a 
designer to reduce the margin for feed-back and employ more of the system's torque capability 
without risking saturation. Alternatively, employment of a saturation mechanism preventing the 
torque application from actually exceeding 60 Nm would produce even longer settling times in 
the one-shot feed-forward controller whereas such a limit would have minimal impact on the per-
formance of the RTOC controller, which is an important practical advantage of the latter ap-
proach. 
CONCLUSION 
The closed-loop real-time optimal control system with an integrated PD controller developed 
in this paper has a variety of advantages, chiefly improved maneuver time performance in the 
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presence of uncertainty. While the one-shot optimal control solution integrated with the closed-
loop PD controller also reaches the desired terminal states, the presence of inertia e!Tor or other 
disturbances and errors has significant impacts on the performance of the system. In contrast, the 
RTOC controller senses the off-nominal state trajectory and actively adjusts the control torque 
profile in an attempt to preserve the optimality of the maneuver. Because the system inertia is a 
factor in the analytical control torque calculation, an optimal maneuver caimot be achieved for the 
off-nominal system, but the performance is dramatically improved over the case where the opti-
mal control torque loop is open. An unexpected advantage is that the RTOC controller remains 
closer to the specified torque limit, minimizing the torque envelope violations. This aspect allows 
the designer to reduce the control margins that would have otherwise been imposed, enabling the 
RTOC controller to more efficiently utilize the full system capability. 
A similar approach can be applied to three-dimensional systems employing quaternion error 
feedback to execute eigen-axis maneuvers. The nonlinear nature of three dimensional rotational 
dynamics and quaternions precludes the use of Laplace transforms, but the similarity of eigen-
axis maneuvers to the one-dimensional rotations examined in this paper informs an alternative 
approach that produces similar results with similar advantages8• 
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