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Abstract The ability to synchronise actions with envi-
ronmental events is a fundamental skill supporting a vari-
ety of group activities. In such situations, multiple sensory
cues are usually available for synchronisation, yet previous
studies have suggested that auditory cues dominate those
from other modalities. We examine the control of rhythmic
action on the basis of auditory and haptic cues and show
that performance is sensitive to both sources of information
for synchronisation. Participants were required to tap the
dominant hand index finger in synchrony with a metro-
nome defined by periodic auditory tones, imposed move-
ments of the non-dominant index finger, or both cues
together. Synchronisation was least variable with the
bimodal metronome as predicted by a maximum likelihood
estimation (MLE) model. However, increases in timing
variability of the auditory cue resulted in some departures
from the MLE model. Our findings indicate the need for
further investigation of the MLE account of the integration
of multisensory signals in the temporal control of action.
Keywords Movement timing  Action  Synchronisation 
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Introduction
Synchronisation is an ubiquitous aspect of human behav-
iour, important for skilled performance, social interaction
and ensemble behaviour. When executing rhythmic tasks
as diverse as dancing and rowing, a variety of cues to
timing are available (Maduell and Wing 2007; Wing and
Woodburn 1995). For instance, these cues may involve
haptic input from the hands and body due to partner
movements in dance or acceleration and deceleration sur-
ges of the boat in rowing, auditory information that comes
from dance music or the call of the coxswain, or visual
information that reflects movements of others engaged in
the activity. Given a multiplicity of sensory timing cues, a
key question is how does the central nervous system (CNS)
utilise the information?
A problem faced by the CNS in synchronisation with a
metronome is timing variance arising from variability in
sensory registration of each event, in timekeeping, and in
motor implementation (Wing 2002; Wing 1980; Wing and
Kristofferson 1973). Each of these sources of variance
affects participants’ ability to match the times of their
motor responses with the metronome events. Compensa-
tion for the asynchronies between motor responses and
metronome events is required to ensure that the responses
remain in phase and this has been modelled in terms of
first-order linear phase correction (Vorberg and Schulze
2002; Vorberg and Wing 1996). In this model, the time to
the next motor response is adjusted in proportion to the
asynchrony between the previous motor response and
corresponding metronome event. The mean and variance of
asynchrony are then functions of afferent and motor vari-
ances and the constant of proportionality (correction gain).
This model successfully accounts for action synchronisa-
tion in a variety of settings including synchronising with a
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periodic (Vorberg and Schulze 2002) or variable (Repp
2000, 2001) metronome.
The success of the linear phase correction model
emphasises the importance of sensory cues to synchroni-
sation in the control of timed behaviour. Synchronisation
tasks often afford multiple cues to asynchrony which
raises the important question of how are the various cues
utilised? Previously it has been shown that, when visual
and auditory pacing stimuli occur at different phases, syn-
chronisation responses are drawn to the auditory events.
This led to the suggestion that, in synchronisation, audi-
tory signals dominate visual timing cues (Aschersleben
and Bertelson 2003; Repp and Penel 2002). However, in
the identification of spatial attributes of a stimulus, such as
size or location, a model based on maximum likelihood
estimation (MLE) suggests that, when multiple sensory
cues are available, the CNS combines them by weighting
them according to their relative reliability (van Beers et al.
1999; Ernst and Bu¨lthoff 2004; Ernst and Banks 2002).
The effect of such combination of cues is a reduction
in variance of the underlying sensory representation,
as evidenced through improved discrimination perfor-
mance. The model also predicts a shift of the mean of
the underlying distribution towards the more strongly
weighted cue.
Could a cue combination model also apply to sensory
cues for timing? Suppose that presenting both auditory
and visual metronome cues gives rise to two perceived
asynchronies. The shift in mean asynchrony, previously
attributed to auditory dominance, might then reflect
combination of asynchrony information from both cues,
but weighted in favour of the auditory source. This
account has some plausibility given that the auditory
cue may be more reliable since the variance of tapping
has previously been shown to be more variable with a
visual metronome than with an auditory metronome
(Kolers and Brewster 1985). However, more conclusive
support for the cue combination model requires data on
the variance of asynchrony, as well as its mean, in the
paired metronome condition and this was the purpose of
the present study. Because haptic stimulation (imposed
movement) of one hand has previously been shown to
have a pronounced effect on voluntary timing of the
other hand (Ridderikhoff et al. 2005), we evaluated
synchronisation with haptic and auditory metronomes.
We wished to determine whether synchronisation vari-
ability would be less when haptic and auditory sensory
cues were both available than when just one cue alone
was provided. In addition we included conditions in
which variance was added to the timing of the auditory
cue to see if it would lead to greater dependence on the
haptic cue.
Materials and methods
Participants
Five male and three female right-handed volunteers (mean
age 33.7 years, standard deviation (SD) 10.7 years) took
part in the study. Participants had no formal musical train-
ing and reported no auditory or neurological impairments.
The experimental protocol conformed to the requirements
of the School of Psychology human ethics committee.
Apparatus
Participants sat at a table and rested their left arm on an
armrest. In the haptic condition, passive movements of the
left index finger were produced by a lightweight robot
(Phantom 1.5, SensAble Technologies, MA, USA) with
thimble enclosing the finger tip. The robot was programmed
to move the finger 20 mm vertically up and down, pro-
ducing alternating extension and flexion movements at the
metacarpophalangeal (MCP) joint. The trajectory of the
passive movement (Fig. 1a) comprised brisk depress and
release phases and approximated the form of finger-tapping
trajectories recorded in previous studies (Doumas and Wing
2007; Semjen and Summers 2002). Auditory tones (fre-
quency 1 kHz, duration 50 ms) were presented binaurally
through headphones. Both auditory and touch stimuli were
presented at an interstimulus interval of 600 ms. Partici-
pants tapped with the right index finger on a metal plate
mounted on a force transducer (F241, Novatech Measure-
ments, Sussex, UK). Force recordings made at 1 kHz yiel-
ded times of finger contact. The sound of tapping was not
audible while wearing the headphones.
Procedure
Participants were instructed to be as accurate as possible in
tapping their right index finger in synchrony with a met-
ronome provided by auditory signals, haptic signals or both
presented simultaneously. The auditory-alone metronome
consisted of a series of auditory pulses with mean inter-
stimulus interval (ISI) of 600 ms. The reliability of the
auditory metronome was manipulated by adding temporal
jitter (noise) drawn from a Gaussian distribution with mean
zero (so that the mean phase was unchanged) and SD of 0,
50 or 100 ms. The haptic-alone metronome consisted of a
series of regular passive flexion–extension movements of
the left index finger (ISI 600 ms). The combined metro-
nome consisted of a series of auditory pulses that coincided
(in the mean) with peak flexion (downward) velocity of
passive flexion–extension movements (ISI 600 ms)
imposed on the left index finger (Fig. 1a). As with the
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auditory-alone metronome, temporal jitter with 0, 50 or
100 ms SD was added to the auditory signal to produce
different combined metronome conditions. Participants
provided tapping responses in each of the seven experi-
mental conditions (three auditory alone; one haptic alone;
three auditory and haptic).
The experiment was carried out in one session of five
blocks. Each block included seven trials with 50 metro-
nome events spanning 30 s, one from each condition,
presented in random order. Two practice blocks were
performed to ensure that participants were familiar with the
tasks and, in the case of the haptic metronome, the
experimenter made sure that the movements were passive
by checking that no appreciable resistive forces were reg-
istered by the robot.
Results
We quantified synchronisation behaviour using the stimu-
lus–response asynchrony, i.e., the temporal offset between
each finger tap and the auditory and/or haptic pulse
defining the metronome. The distributions of asynchronies
produced by participants differed according to the type of
metronome (Fig. 1b–d). Large negative onset asynchronies
(NOAs) were observed in the auditory-alone metronome
conditions, i.e., finger taps tended to precede the metro-
nome by a considerable margin.
In contrast, synchronisation with the haptic metronome
resulted in smaller NOAs (Fig. 1b; F1,7 = 8.829, p = 0.021).
This difference in NOA is consistent with afferent conduction
delays that are shorter for auditory than haptic signals
(Aschersleben 2002).
Following expectations based on the MLE model, under
combined metronome conditions, the mean NOA lies
between the values observed for the auditory and haptic
conditions (Fig. 2b). Moreover, while the variability of the
NOAs was not different for auditory and haptic conditions
(F1,7 \ 1, p = 0.842), we observed (Fig. 2a) lower vari-
ability in the combined metronome condition compared with
either modality alone (haptic F1,7 = 4.438, p = 0.037;
auditory F1,7 = 3.464, p = 0.053), consistent with the MLE
model prediction of reduced variance through sensory
combination.
These results for the mean and SD of the asynchronies
suggest that, when temporal information is available from
two modalities, the CNS combines the available signals
rather than locking onto a dominant auditory channel.
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Fig. 1 a Synchronisation with the combined metronome. Passive
movement trajectories presented to the left hand (grey line) and auditory
tones (blue line). The finger-tapping responses are depicted by green
downward arrows. We quantified tapping responses by the temporal
asynchrony (An) between the tap and the stimulus at a given motor
response (n). In the case of conditions involving the haptic and
combined metronomes, asynchronies were defined as the temporal
offset between the tap and the point of maximum velocity of passive
movement in the flexion (downward) phase. b Probability density
functions (mean of all subjects) of the asynchrony for the auditory
metronome with no external noise (red line), haptic (blue line) and
combined (black line) metronome tasks. c, d Asynchrony probability
density functions for the corresponding conditions with noise intro-
duced to the auditory metronome (c: SD = 50 ms; d: SD = 100 ms)
(color figure online)
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We further assessed the MLE model by experimentally
adding temporal noise to the auditory metronome to reduce
its reliability (Fig. 1c, d). Figure 2b shows that, after
adding noise, variability of synchronisation increased as a
function of noise level (F1,7 = 41.511, p \ 0.01). Perfor-
mance in the auditory condition was more variable than in
the combined condition (F1,7 = 47.747, p \ 0.01) and the
difference in variability between auditory and combined
conditions increased with temporal noise level as shown by
a significant noise by task interaction (F2,14 = 12.857,
p \ 0.01), reflecting greater variability reduction at higher
noise levels in the combined condition, thus providing
further evidence for improved timing in synchronisation
with multiple cues. However, estimates of variability in the
combined conditions when external noise was added to the
auditory metronome were not reliably lower than in the
haptic condition (F1,7 \ 1, p = 0.384; F1,7 = 1.309
p = 0.290). Moreover, the temporal noise had no effect on
mean asynchrony (Fig. 2b; F1,7 = 2.307, p = 0.173),
contrasting with the expectation, based on the MLE model,
that adding noise to the auditory metronome would
increase the weight assigned to the haptic signal and result
in a reduction of the mean asynchrony relative to the haptic
modality.
In assuming weights are assigned in proportion to the
reliability of the sensory channels being combined, the
MLE model assumes that subjects are in possession of full
information about channel reliability. However, in the
present study, conditions were randomised. Thus, it might
be thought that subjects would have required time to
establish channel reliability. However, an analysis in which
trials were analysed separately for first and second halves
of each trial revealed the same effects as in the combined
data. There was no tendency for the data later in the trial to
be more strongly supportive of the MLE model.
Discussion
In the perception of spatial attributes, the accuracy of
sensory estimation is improved by the combination of
information from haptic and visual modalities. Thus, it has
been shown that judgments of position (van Beers et al.
1999) and size (Ernst and Banks 2002) are more accurate
when information is available from touch and vision, and
positional judgments improve by combining auditory and
visual information (Alais and Burr 2004). Such findings
have led to the suggestion of a statistically optimal account
of sensory integration, based on MLE, which assumes the
sensory sources are independent and assigns them differ-
ential relative weights according to their reliability (i.e.,
inverse of the variability). If the variability of one infor-
mation source increases, the relative weight shifts to the
other. In such combination of sensory cues, the variability
of the combined estimate is lower than that of either
individual source. Moreover, if the estimates from the two
sources differ in the mean, the average of the combined
estimate lies between the two separate estimates, tending
towards the more reliable one of the two sources.
In this paper, we have provided evidence for improved
synchronisation resulting from the combination of different
sensory cues to timing. Participants synchronised right
index finger taps with auditory (brief tone pulses) and
haptic (imposed movement of the left index finger) stimuli
presented separately or concurrently. The mean asynchrony
in the basic combined condition (haptic and audio without
temporal jitter) lay between the asynchrony observed in
each of the individual cue conditions, approximating pre-
dictions of the MLE model made from performance based
on each cue alone. Also in agreement with the MLE model,
the asynchrony variance was reduced in the basic com-
bined condition compared to the variance in either of the
single metronome conditions.
Although the results from the basic condition were
consistent with the MLE model, a discrepancy was apparent
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Fig. 2 SD (a) and mean (b) asynchrony for unimodal auditory, touch
conditions and bimodal concurrent auditory and tactile conditions,
where the audio cue was subject to 0, 50 or 100 ms jitter
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when temporal jitter was added to the auditory stimulus.
Under the MLE model, it was expected that the addition of
jitter would result in the mean asynchrony converging on
the haptic stimulus and the variance would move towards
the value seen when synchronising with the haptic stimulus
alone. Against this prediction, in the combined metronome
conditions, the addition of jitter resulted in the mean
asynchrony moving towards that for the auditory metro-
nome, rather than that for the haptic metronome. Moreover,
the variance of asynchrony tended to increase above (albeit
not significantly), that for the haptic metronome, which is
also not consistent with the MLE model. Taken together,
the findings for the jittered auditory metronome suggest that
the synchronisation was more sensitive to the manipulation
of the auditory modality than would have been expected
under the MLE model.
We suggest there are a number of possible reasons for
the discrepant variance findings. The first relates to the
assumption of independence of the timing cues being
combined. In the MLE model, if the cues are correlated, the
obtained reduction in variance is less than if they are
independent (Oruc et al. 2003). Thus, at the limit, if the
noise associated with each of two signals is identical
(correlation of ?1), there is no gain from using the com-
bined signals compared to either signal alone. In the
present case, there is reason to expect a correlation between
the auditory and haptic asynchronies, because the two
asynchronies have a single tap response as a common
boundary. Thus, any variability in the associated proprio-
ceptive afferent delay will result in common variance, and
hence correlation, between the two asynchronies.
A second interpretation of the discrepancy between the
effects of the jittered auditory cue and the prediction of the
MLE model is that the weight given to audition was greater
than under the model. Thus, the results could suggest that
equal weight was given to auditory and haptic events, instead
of weighting favouring the haptic modality. In effect, the
subject may have been judging response asynchrony relative
to a ‘‘virtual metronome’’ event defined by the midpoint of the
interval between auditory and haptic events. This might
indicate subjects have difficulty in rejecting the input from
audition reflecting a bias for using timing signals from the
auditory domain, established through long-term experience
(Aschersleben and Bertelson 2003; Repp and Penel 2002).
A third account of the discrepancy from the predicted
MLE effect relates to the costs and benefits associated with
responding too early or too late. In everyday settings,
movements are associated with a benefit (achieving the
goal by moving within a time window centred on the
synchronisation event) and a cost associated with moving
too early or too late. (The facility to make corrective
adjustments for early movements typically means that the
cost associated with being too late is considerably greater.)
This utility (cost–benefit) function should guide the par-
ticipant in making their response; however, the movement
chosen to maximise the gain will depend on the variability
associated with that movement. In particular, more vari-
ability in movement production will prompt the participant
to choose an earlier synchronisation point to avoid the
possibility of moving into the cost region of the utility
function. As variability increases, so the participant should
programme their movement earlier in time (Mamassian
2008). In our case, the variability associated with the
auditory metronome will cause synchronisation errors that
may prompt observers to move earlier to avoid responding
at time points normally associated with a cost.
While these various possibilities point to the need to
investigate further the application of the MLE model to cue
combination in synchronisation, our results do provide
clear evidence for multisensory integration. In our study,
the auditory stimulus involved a well-defined discrete
event, but the haptic stimulus was relatively smooth and
continuously varying in nature. In future research, it would
be interesting to determine whether the weighting for the
haptic stimulus might be increased if it included a more
clearly marked event. For example, it has been shown in
synchronising cyclic finger movements with an auditory
stimulus, that asynchrony variance in tapping is less with
contact compared to no contact during up–down finger
movements (Elliott et al. 2009).
In summary, we have shown that the CNS uses sensory
information from two modalities, auditory and touch, to
improve synchronisation performance when both signals
are available concurrently.
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