Let C be a plane curve defined over the algebraic closure K of a finite prime field p by a separated polynomial, that is C : A(Y) = B(X), where A(Y) is an additive polynomial of degree p n and the degree m of B(X) is coprime with p. Plane curves given by separated polynomials are widely studied; however, their automorphism groups are not completely determined. In this paper we compute the full automorphism group of C when m ̸ ≡ 1 mod p n and B(X) = X m . Moreover, some sufficient conditions for the automorphism group of C to imply that B(X) = X m are provided. Also, the full automorphism group of the norm-trace curve C :
In this paper we compute the full automorphism group of C when m ̸ ≡ 1 mod p n and B(X) = X m . Moreover, some sufficient conditions for Aut(C) to imply that B(X) = X m up to an affine transformation are provided. Also, the full automorphism group of the norm-trace curve C : X (q r −1)/(q−1) = Y q r−1 + Y q r−2 + ⋅ ⋅ ⋅ + Y is computed.
An important application of curves over finite fields is the construction of certain linear codes, called Algebraic Geometric codes (AG codes for short). The parameters of an AG code constructed from a curve C strictly depend on the geometry of C, and in particular on two fixed divisors on C. The norm-trace curve was used in the literature to construct one-point or two-point AG codes; see [1; 3; 11] . In this paper we determine explicitly the parameters of a class of one-point AG codes on the norm-trace curve, starting from divisors on C which are invariant under the whole automorphism group of the curve. Such codes turn out to inherit many automorphisms from the norm-trace curve.
Preliminary results

Curves given by separated polynomials
Throughout the paper, C is a projective plane curve defined over the algebraic closure K of a finite field p of prime order by an affine equation
satisfying the following conditions:
(1) deg(C) ≥ 4;
(2) A(Y) = a n Y p n + a n−1 Y p n−1 + ⋅ ⋅ ⋅ + a 0 Y, a j ∈ K, a 0 , a n ̸ = 0;
(4) m ̸ ≡ 0 mod p;
(5) n ≥ 1, m ≥ 2.
Note that (2) occurs if and only if A(Y + a) = A(Y) + A(a) for every a ∈ K, that is, the polynomial A(Y) is additive. The basic properties of C are collected in the following lemmas; see [6, Section 12.1] and [12] . In the following, the pair (X, Y) and the triple (Z, X, Y) are used to denote affine and homogeneous coordinates of points of C in ℙ 2 (K), respectively. Lemma 2.1. The curve C is an irreducible plane curve with at most one singular point.
(i) If |m − p n | = 1, then C is non-singular.
(c) In both cases, P ∞ is the centre of only one branch of C; also, P ∞ is the unique infinite point of C.
(iii) C has genus g = 1 2 (p n − 1)(m − 1); (iv) Let K(x, y) with A(y) = B(x) denote the function field of C.
(a) A transformation τ a : (x, y) → (x, y + a) preserves C if and only if A(a) = 0; (b) The set G = {τ a | A(a) = 0} is an elementary abelian subgroup of Aut K (K(x, y)) of order p n . Every nontrivial element of G fixes the unique place P ∞ centered at P ∞ , and G acts transitively on the zeros of x; (c) the sequence of ramification subgroups of G at P ∞ is
(d) {P ∞ } is the unique short orbit of G, and the different divisor in the Hilbert different formula (see [6, Theorem 11 .70]) applied to the extension K(x, y)/K(x, y) G is (p n − 1)(m + 1)P ∞ ; (e) K(x, y) G is rational, and C has p-rank zero.
An automorphism of the function field K(x, y) with A(y) = B(x) of C defined as in (iv)(a) will be referred to as a translation.
Lemma 2.2. Let M be a K-automorphism group of C, and let M
P ∞ | = p n when m ̸ ≡ 1 mod p n , and so g ̸ ≡ 0 mod p n ;
(iv) |M
P ∞ | = p n when m ≡ 1 mod p n , and so g ≡ 0 mod p n .
Lemma 2.3. The K-automorphism group Aut K (C) fixes the place P ∞ except in the following two cases.
(1) (a) Up to a linear substitution on X and Y, C is the curve Y p n + Y = X m , with m < p n , p n ≡ −1 mod m; (b) Aut K (C) contains a cyclic normal subgroup C m of order m such that Aut K (C)/C m ≅ PGL(2, p n );
(c) C m fixes each of the p n + 1 places with the same Weierstrass semigroup as P ∞ ; (d) Aut K (C)/C m acts on the set of such p n + 1 places as PGL(2, p n ).
(2) (a) Up to a linear substitution on X and Y, C is the Hermitian curve H p n :
acts on the set of all places with the same Weierstrass semigroup as P ∞ ; (d) Aut K (C) acts on the set of such places as PGU(3, q) on the Hermitian unital.
Algebraic Geometric codes
We introduce in this section some basic notions on AG codes; see to [13] for a detailed introduction. Let X be a curve of genus g over q , let q (X) be the field of q -rational functions on X, and let X( q ) be the set of q -rational places of X. For an q -rational divisor D = ∑ P∈X( q ) n P P on X, denote by
the Riemann-Roch space associated to D, whose dimension over q is denoted by ℓ(D). Consider a divisor D = P 1 + ⋅ ⋅ ⋅ + P n where P i ∈ X( q ) and P i ̸ = P j for i ̸ = j, and a second q -rational divisor G whose support is disjoint from the support of D. The functional AG code C L (D, G) is defined as the image of the linear evaluation map
. . , f(P n )).
The code C L (D, G) has length n, dimension k = ℓ(G) − ℓ(G − D), and minimum distance d ≥ d * = n − deg(G); d * is called the designed minimum distance (or Goppa minimum distance). If n > deg(G), then e D is injective
where
The linear code C Ω (D, G) has dimension n − deg(G) + g − 1 and minimum distance at least deg(G) − 2g + 2. Now we define the automorphism group of C L (D, G); see [4; 8] . Let M n,q ≤ GL(n, q) be the subgroup of matrices having exactly one non-zero element in each row and column. For γ ∈ Aut( q ) and M = (m i,j ) i,j ∈ GL(n, q), let M γ be the matrix (γ(m i,j )) i,j . Let W n,q be the semidirect product M n,q ⋊ Aut( q ) with multipli-
Let Aut q (X) be the q -automorphism group of X and let
where G ≈ D G if and only if there exists u ∈ q (X) such that G − G = (u) and u(P i ) = 1 for i = 1, . . . , n; note that σ(G) = G implies σ(G) ≈ D G. Then the following holds.
Proposition 2.4 ([2, Proposition 2.3]
). If any non-trivial element of Aut q (X) fixes less than n q -rational places of X, then Aut(C L (D, G)) contains a subgroup isomorphic to
In the construction of AG codes, the condition supp(D) ∩ supp(G) = 0 can be removed as follows; see [14, Sec. 3.1.1]. Let P 1 , . . . , P n be distinct q -rational places of X and let D = P 1 +⋅ ⋅ ⋅+ P n , G = ∑ n P P be q -rational divisors of X. For any i = 1, . . . , n let t i be a local parameter at P i . The map
is linear. We define the extended AG code C ext (D, G) := e (L(G)). Note that e D is not well-defined since it depends on the choice of the local parameters; yet, different choices yield extended AG codes which are equivalent. The code C ext is a lengthening of C L (D, G), whereD = ∑ P i :n P i =0 P i . The extended code C ext is an [n, k, d] q -code for which the following properties still hold:
3 The automorphism group of C First we consider the norm-trace curve N q,r with affine equation
where q is a p-power and r is a positive integer. For r = 2, this is the q 2 -maximal Hermitian curve, with automorphism group isomorphic to PGU (3, q) . For r > 2, we determine the automorphism group of N q,r .
Proof. Suppose that we have N q,r ≅ Hq for some p-powerq . By Lemma 2.1 (iii), g(N q,r ) = g(Hq) says that ( q r −1 q−1 − 1)(q r−1 − 1)/2 =q (q − 1)/2. This impliesq = q and r = 2, a contradiction to the assumption on r. Now suppose that N q,r is isomorphic to the curve X : Lemma 11.129 ]. Therefore q r−1 =q . Then g(N q,r ) = g(X) yields s = q r −1 q−1 =q + ⋅ ⋅ ⋅ + q + 1, which is a contradiction to s <q . From Lemma 2.3, this proves that Aut K (N q,r ) fixes P ∞ . By direct checking Aut K (N q,r ) contains the group G ⋊ C defined in the statement of the theorem. From Lemma 2.3, Aut K (N q,r ) = G ⋊ H, where H is a cyclic group. From the Schur-Zassenhaus Theorem, H contains C up to conjugation. By Lemma 2.1(e) the quotient curve N q,r /G is rational, and its function field is K(x). Hence the automorphism groupH ≅ H of N q,r /G induced by H has exactly two fixed places and acts semiregularly elsewhere; see [7, Hauptsatz 8.27 ]. Since C ≤ H, the two places fixed byH are the placeP ∞ under P ∞ and the zeroP 0 of x. Let Ω = {P (0,0) , P (0,a 2 ) , . . . , P (0,a q r−1 ) } be the orbit of G lying overP 0 , so that Aut K (N q,r ) acts on Ω; we denote by P (0,0) ∈ Ω the zero of y, centered at the origin (0, 0). The group H has a fixed point in Ω by the Orbit-Stabilizer theorem, and P (0,0) is the only fixed place of C other than P ∞ ; thus, H fixes P (0,0) . Therefore, H fixes the unique pole of x and y, fixes the unique zero of y, and acts on the q r−1 simple zeros of x. This implies that a generator h of H acts as h(x) = μx, h(y) = ρy for some μ, ρ ∈ K * . By direct computation, h is an automorphism of N q,r if and only if ρ = ρ q and μ (q r −1)/(q−1) = ρ. Hence H = C.
2
The following result generalizes Theorem 3.1. (i) m divides p n + 1 and A(Y) is p n -linearized, that is, A(Y) = a n Y p n + a 0 Y. In this case, C is projectively equivalent to the curve Q m with equation X m = Y p n + Y described in Case 1 of Lemma 2.3.
(ii) m does not divide p n + 1 or A(Y) is not p n -linearized. Let d = gcd(j ≥ 1 : a j ̸ = 0) be the largest integer such that A(Y) is p d -linearized. Then Aut K (C) has order p n m(p d − 1) and
Proof. Let S be the stabilizer of P ∞ in Aut K (C). By direct checking, S contains the semidirect product G ⋊ C. By Lemma 2.2, S = G ⋊ H, where H is a cyclic group of order coprime to p. By the Schur-Zassenhaus Theorem, H contains C up to conjugation. Arguing as in the proof of Theorem 3.1, we have that C/G is rational, and any nontrivial element of the induced automorphism groupH ≅ H ≤ Aut K (C/G) fixes the poleP ∞ and the zeroP 0 of x. Hence H acts on the p n distinct places of C lying overP , and H fixes one of them by the Orbit-Stabilizer theorem. The only fixed place of C different from P ∞ is the unique zero P 0 of y, centered at the origin (0, 0). Let h be a generator of H. We have shown that h fixes the zero and the pole of y, which implies h(y) = ρy for some ρ ∈ K. Also, h fixes the pole and acts on the simple zeros of x; this implies h(x) = μx for some μ ∈ K. By direct checking, h normalizes G if and only if A(μa) = 0 for all a ∈ K satisfying A(a) = 0. As A(Y) is separable, this happens if and only if A(μY) = A(Y). This is equivalent to μ ∈ * p d , with d defined as in the statement of the theorem. Then, in order for h to be an automorphism of C, we have ρ m = μ. We have shown that S = G ⋊ C.
By Lemma 2.3, either Aut K (C) = G ⋊ C and Case (ii) holds, or C is isomorphic to the curve Q s : X s = Yq + Y with s | (q + 1), s <q . Suppose that C ≅ Q s . By Lemma 2.2 the Sylow p-subgroups of Aut K (C) and Aut K (Q s ) have size p n andq respectively, so thatq = p n ; as g(C) = g(Q s ), we have s = m. The normalizer in Aut K (Q m ) of a Sylow p-subgroup contains a cyclic group of order p n − 1, by Lemma 2.3(b). Hence, the same holds in Aut K (C) and d = n; this means that C has equation X m = a n Y p n + a 0 Y.
Conversely, if C has equation X m = a n Y p n + a 0 Y, then C is isomorphic to Q m . In fact, define φ : (x, y) → (x , y ) := (γx, δa 0 y) with δ p n −1 = ab −p n and γ m = δ. Then K(x, y) = K(x , y ) and φ(C) = Q m . Now the proof is complete. Since α fixes the unique pole P ∞ of y and the Weierstrass semigroup H(P ∞ ) is generated by −v P ∞ (y) = p n and −v P ∞ (x) = m, we have that α(y) = ay + Q(x), where a ∈ K * and Q(X) is a polynomial satisfying either Q(X) = 0 or deg(Q(X)) ⋅ p n < m. Since α is an automorphism of C, the polynomial A(aY
with k 1 ∈ K * . As A is a separable polynomial, Equation (2) implies A(aY) = kA(Y) and hence k 1 = a p j for any j such that a j ̸ = 0; thus k 1 = a and a p d −1 = 1. Equation (2) also implies B(bX) = k 1 B(X) + A(Q(X)) and hence k 1 = b m ; thus (b m ) p d −1 = 1, which yields |H| = m(p d − 1). Note that β := α p d −1 has order m and that it acts as β(
with k 2 ∈ K * . Then k 2 = 1 and
We want to show that β(y) = y. Suppose by contradiction that
is a nonzero constant, then ord(β) is a multiple of p, which is a contradiction to ord(β) = m. If b p d −1 ̸ = 1 and deg(Q(b p d −2 X)) > 1, then the left-hand side and the right-hand side in Equation (3) have degree m and p n ⋅ deg(Q(b p d −2 X)), respectively; this is a contradiction to p ∤ m. Therefore β(x) = b p d −1 x and β(y) = y, with ord(b) = m(p d − 1). Since β ∈ Aut(C), B(X) = λX m for some λ ∈ K * , that is B(X) = X m up to scaling. • If B(X) has more than one root, but only one root with fixed multiplicity M > 1, then |H| divides either M or M − 1.
• If B(X) has more than one root, and all the roots have the same multiplicity M > 1, then H is trivial and Aut K (C) is a p-group of order p n .
One-point AG codes on the norm-trace curves
Let ℓ, r ∈ ℕ with r ≥ 3 and let N q,r be the norm-trace curve of genus g as defined in Section 3. Let Ω = {P (0,y 1 ) , . . . , P (0,y q r−1 ) } be the set of the q r−1 q r -rational places of N q,r which are the zeros of x; here P (a,b) denotes the unique place centered at the affine point (a, b) of N q,r . Let Θ := N q,r ( q r ) \ (Ω ∪ P ∞ ), where P ∞ is the place at infinity of N q,r . As pointed out in the proof of Theorem 3.1, the principal divisors of the coordinate functions are the following:
• (x) = ∑ P∈Ω P − q r−1 P ∞ ;
• (y) = q r −1 q−1 P (0,0) − q r −1 q−1 P ∞ . Define the q r -divisors G := ℓq r−1 P ∞ and D := ∑ P∈Θ P.
Since |N q,r ( q r )| = q 2r−1 + 1 (see [3, Lemma 2] ), D has degree q 2r−1 − q r−1 . Denote by C := C L (D, G) the associated functional one-point AG code over q r having length n = q 2r−1 − q r−1 , dimension k, and minimum distance d. The designed minimum distance is
The parameters of one-point AG codes on the norm-trace curves have been investigated by several authors, such as Miura and Kamiya [9] and Geil [3] . Now we determine the dimension of C. If q r −1 q−1 − 2 ≤ ℓ ≤ q r − 2, then n > deg(G) > 2g − 2 and the Riemann-Roch Theorem can be applied to conclude that
If ℓ < q r −1 q−1 − 2, then k can be computed via the Weierstrass semigroup H(P ∞ ) at P ∞ , which is known to be generated by q r−1 and q r −1 q−1 ; see [1] . In fact, k equals the number of non-gaps at P ∞ which are smaller than or equal to ℓq r−1 , as pointed out in [9, Theorem 5] . We provide an explicit formula for k.
Proof. Let c := (q r − 1)/(q − 1). By the assumption on ℓ we have deg(G) < n, hence k = ℓ(G). This means that k equals the number of non-gaps h ∈ H(P ∞ ) at P ∞ satisfying h ≤ ℓq r−1 . From [3] (see also [1] ), k is the number of pairs (i, j) ∈ ℕ 2 such that
By direct computation,
The assumption on ℓ implies that a ≤r−2 −1 q−1 , thus
For a given b = 1, . . . , q − 1, we have
In particular this implies that
Analogously,
The claim now follows writing k = ℓ + 1 + (q−1) 2 ⌊ ℓ q ⌋(⌊ ℓ q ⌋ + 1) + (q 2 −3q+2) 2 + A + B + C.
2
We show that the automorphism group of N q,r is inherited by the code C.
Proposition 4.3. The automorphism group of C has a subgroup isomorphic to (Aut K (N q,r ) ⋊ Aut K ( q r )) ⋊ * q r .
Proof. By Theorem 3.1, Aut K (N q,r ) is defined over q r , so that Aut q r (N q,r ) = Aut K (N q,r ) . The support supp(G) = {P ∞ } of G and Ω are two orbits of Aut K (N q,r ); hence Aut K (N q,r ) acts on the support supp(D) = N q,r ( q r ) \ (Ω ∪ {P ∞ }) of D. Also, all places contained in supp(D) have the same weight in D, which implies that σ(D) = D for any σ ∈ Aut K (N q,r ); analogously, σ(G) = G. Therefore Aut q r ,D,G (N q,r ) is isomorphic to Aut K (N q,r ).
From the proof of Theorem 3.1 it follows that Aut K (N q,r ) has exactly two short orbits on N q,r , namely the singleton {P ∞ } and the orbit Ω with size q r−1 . Hence any non-trivial element σ ∈ Aut K (N q,r ) fixes at most q r−1 +1 places on N q,r . Since the length n of C is bigger than q r−1 +1, the claim follows from Proposition 2.4. 2 The code C has the same dimension as C, since k depends on the divisor G, which is the same. Also, C attains the designed minimum distance d * = n + 1 − deg G = q 2r−1 + 1 − (ℓ + 1)q r−1 since C attains d * = n − deg(G); in fact, any codeword c ∈ C with weight d * extends to a codeword c ∈ C with weight d * .
By the monomial equivalence, the multi-point codeC has the same parameters as C .
