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ABSTRACT 
A procedure is presented by which it is possible to detect a known signal of unknown 
delay in a noisy medium contaminated by noise. From the results the characteristics of a 
sequency digital filter which would be required to remove the noise contamination is indi-
cated. The Walsh functions are discussed and the sequency domain, which is analogous to 
the continuous frequency domain, is used in the spectral analysis of signals. The binary 
nature of the Walsh functions and their ease of generation makes processing of signals 
easier than the Fourier analysis approach. The applications of fast forward and inverse Walsh 
transform routines are applied in the analysis of signals. The sequency domain appears to 
be a more natural approach to the design of digital filters because of the pulse-shaped 
characteristics of the Walsh functions. The introduction of low cost digital integrated cir-
cuits makes the sequency domain approach even more attractive. The application of the 
method to sonar, radar, and seismic signals is very feasible. 
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The prime concern of this dissertation is 1) determination of the delay time between 
otherwise identical time signals in the presence of noise and 2) using the results of this 
delay determination to calculate a Walsh function digital filter to rid the detected signal 
of noise. 
1 
In the past decade many new applications of communications theory have arisen in 
interdisciplinary engineering and scientific fields. Geophysics, engineering mechanics, and 
mechanical engineering for example, make reference to terms that only a few years ago 
were limited predominantly to the vocabulary of the electrical engineering field. Fourier 
series, Fourier spectral analysis, convolution filtering, Wiener filters, matched filters, digital 
filters, relationships between time and frequency domain quantities, noise reduction meth-
ods, fast transformation methods, and correlation techniques are just a few expressions 
used today by those in the geophysics and allied engineering fields. 
The June 1967 issue of Geophysics, for example, was devoted entirely to digital fil-
tering. The typical communications problem common to all signal processing fields is the 
detection of a signal in the presence of noise that is either generated as the result of trans-
mission through air, water, and/or solid structures. One of the main objectives is the detec-
tion of the signal in the presence of noise and once detected, applying filtering methods 
for the improvement of the signal-to-noise ratio in the recorded data. 
In the seismic field, for instance, there has always been difficulty in obtaining sensing 
reflections from boundary strata. The information obtained in this seismic process is used 
as a method of detection of the stratigraphic structure of the earth's crust. The propaga-
tion of the signal into the earth and the detection of multiple reflections with varying time 
delays in the presence of generated noise therefore becomes extremely important. It is, 
in fact, the heart of the seismic problem and certainly the material presented in this disser-
tation could be applied to its solution. 
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The processing of signals in today's world is a common occurrence. It is then 
natural that the electrical engineering field crosses interdisciplinary boundaries and 
electrical engineers are involved in signal processing in many diverse fields. The systems 
type engineering approach and the application of the tools developed in the communica-
tions area of electrical engineering are being used to solve many present day problems 
and hold the clues to the solution of future problems in signal transmission and detec-
tion. 
In the last decade digital computation has been the magic word in signal processing. 
Most engineers and scientists are familiar with continuous analog filtering where the cri-
terion for filter design is specified by the amplitude-phase characteristics in the frequency 
domain. The analog filter transforms a continuous input signal r(t) into a continuous time 
output signal c(t) which could be represented in block form as shown in Figure 1-1, where 
g(t) represents the time transformation performed on r(t). 
r(t) .. g(t) 1--....;j~~c(t) 
Figure 1-1. Analog Filter 
A discrete type of filter can also be specified which will produce a discrete output 
signal analogous to the output signal of the analog filter of Figure 1-1. This device is 
called a digital filter. The continuous time input signal r(t), upon entering the device, is 
first sampled by an analog to digital converter (A/D) having a sampling period T (seconds). 
The output of the A/0 converter is a sequence of digital words. Each word c(kT) is the 
digital equivalent of a corresponding sampled input value. This digital sequence of words 
then enters the digital filter which performs arithmetic operations and unit delays. The 
filter may consist of digital components and can, in fact, be a general purpose digital 
computer. The output sequence y(kT) of the digital filter is a discrete sequency of digi-
tal words representing some conversion of the corresponding sampled input values. To 
return to a time continuous output signal c(t), a converter is added to convert the discrete 
samples y(kT) back into a time continuous analog signal. This is accomplished by a digi-
tal to analog converter (D/A). Figure 1-2 represents in block form the entire process. 
DIGITAL FILTER 




Figure 1-2. Digital Filter 
In general it can be said that digital filtering is the computational process of shaping 
the frequency spectrum of a continuous signal by means of digital networks instead of 
frequency shaping by means of passive electrical components (analog filtering). Digital 
filters, or numerical filters as they are sometimes called, are synthesized either by frequency 
domain or time domain techniques. However, in the literature, more emphasis seems to 
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be placed on the frequency domain. rhe synthesis approach is an application of convolution, 
linear recursive equations, or fast Fourier transform methods. The actual design procedures, 
however, take on a multitude of techniques in the application of the above three approaches. 
J.F. Kaiser ( 1966) has presented an excellent account of numerous algorithms used in the 
design of digital filters. Gold and Rader ( 1969) have also presented up-to-date approaches to 
the design of digital filters. 
Because of the availability of digital computation, spectral analysis of signals is now 
relatively commonplace and, consequently, has increased the development of new comput-
erized processing techniques. The fast Fourier transform technique by Cooley and Tukey 
( 1965) has been the most significant software advance. The increased computation speed 
using the fast Fourier transform has had considerable impact on spectral analysis. 
One of the approaches used in communications theory is that of representing a time 
varying signal in other forms. Zadeh ( 1957) devoted considerable effort in the formation 
of a general series representation of nonlinear operators concerned with random processes. 
The nonlinear input-output relations followed the expansion described earlier by Volterra 
(1887). 
The Volterra expansion of a time function x(t) operated on by the nonlinear operator 
F is: 
00 
F[x (t)]= K0 + f K1 (r1 ) x (t-r 1 ) dr 1 
0 
00 
+ f f K2 ( T 1 , T 2 ) X ( t - T 1 ) X ( t - T 2 ) dr 1 dr 2 0 
00 




where the constant K0 and the kernel functions K1 , K2 , • • • Kn are analogous to the co-
efficients of the expansion of an n-place function of an n-variate power series. Later Frechet 
(1910) proved that every continuous nonlinear operator defined on the set of functions x(t) 
described by the Volterra expansion (Equation 1-1) which were continuous on a finite inter-
val (a, b) could also be represented similarly. For many applications the general series of 
Volterra is too complex and limitations to series expansions in terms of orthogonal func-
tions is more expeditious. 
That is, certain sets of functions [<I>i(O)] possess the property when expanded over a 
region [ex ex ] that: 
l 2 
ex 




The well known trigonometric Fourier series is probably the most commonly known 
engineering application of a set of such functions. It is this property that makes the func-
tions in this work (the Walsh functions) of use in signal processing. 
Within the last few years the signal processing industry has become interested in the 
application of the Walsh functions to spectral analysis. Harmuth ( 1968) has been primarily 
responsible for the introduction of the Walsh spectral analysis approach and indicated some 
very important Walsh function properties and applications. Because of their binary nature 
they seem to have considerable promise in signal processing synthesis methods. 
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The technological advances in the electronics industry have made available logical and 
digital circuitry which make sequency domain applications using Walsh functions more 
appealing. These particular functions have additional appeal because of their Fourier trans-
form properties when using them as the kernels. One who is familiar with ordinary Fourier 
trigonometric expansion methods is aware that the magnitude and phase are the most impor-
tant results of application of such a transformation. 
It is important to recognize that ordinarily in the processing of signals the phase spec-
tra is not usually available, but the power spectrum is F(jw)2. Therefore, since the magni-
tude spectrum of a time signal and the same signal displaced in time have the same compon-
ents, it is impossible to detect the delay time. Ordinarily if the phase spectra were available 
one could distinguish between identical time signals displaced in time. However, the Walsh-
Fourier transform of identical signals displaced in time produces magnitude spectra which 




REVIEW OF LITERATURE 
Before the advent of the digital computer, signal processing had been strictly a contin-
uous signal operation using analog or lumped parameter RLC networks. Many branches of 
engineering and science today are becoming more and more involved in communications 
theory applications and heavy emphasis had been placed on spectral analysis and filtering. 
As a result of the increased availability of digital computing facilities more and more empha-
sis is being placed on the digital processing of signals. 
Historically, the beginning of discrete time signal processing began centuries ago with 
Taylor, Newton, Euler, and others who introduced numerical methods for integration, 
interpolation, and differentiation. 
The demands of World War II, particularly in the applications area of radar and sonar, 
rapidly expanded the use of sampled data control systems; and consequently, the knowledge 
of discrete time system analysis was vastly accelerated. Ragazzini and Franklin (1958), Jury 
and Tou ( 1959), and Kuo ( 1963) were a few of the authors in this era who expanded the 
knowledge of discrete data control systems, particularly with the introduction of the Z 
transform. 
Blackman (1959), (1965), Tukey (1955), and Ormsby (1961), applied the methods of 
communications theory to the numerical processing for radar and sonar signals. 
In the area of signal filtering, the transition from continuous analog filtering to digital 
filtering was a natural transformation. Beginning with a great bulk of analog filter theory 
using frequency domain techniques, transformation came through the use of the Z transform, 
from which equivalent digital filters were developed. 
The most extensive work on digital filtering is that of Gold and Rader ( 1969). Pub-
lished material dealing with digital filter design is extensive. Numerous sources are now 
available. Kaiser and Kuo ( 1966) have collected an excellent series of these references and 
have presented an extremely good historical review of the development of digital filters as 
well as the basic approaches to the design and realization of filters and signal processing. 
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In the last few years the application of an orthogonal set of functions (the Walsh func-
tions) by Harmuth ( 1968), ( 1969) has introduced new thoughts on signal processing and 
digital filter design. Beginning with the prior work of Haar ( 191 0), Walsh ( 1923), and Fine 
( 1949), Harmuth has expressed a broader concept of generalized frequency. He has assem-
bled most adequately all of the accumulated knowledge of Walsh function applications and 
theory up to the time of publication of his book. Most of his work was carried out in West 
Germany and, in fact, most of the applications were developed there. Although he has indi-
cated the theory and limited design techniques for digital filters based on Walsh functions, 
the present subject matter is now being explored by data processing organizations. 
The demand for higher speed digital processing of signals by Fourier transform methods 
brought new methods of spectral calculations. Good ( 1958) published a method of imple-
menting such a technique and Cooley and Tukey ( 1965) introduced the fast Fourier trans-
form ( F FT). Prior to the development of the F FT, Fourier transforms were solved by using 
conventional digital methods based on data samples taken at discrete points. This was the 
so-called discrete Fourier transform (OFT). Although the OFT was well adapted to the 
arithmetic operations of digital machines, the time required to solve problems was apprec-
iable and hence not as efficient as desired. 
The IEEE in its Transactions on Audio and Electroacoustics (1967) devoted a special 
issue entirely to fast Fourier transforms where various algorithms were proposed for pro-
cessing of signals. 
Whetchel and Guinn (1968) introduced the fast Hadamard transform, (the forerunner 
of the fast Walsh transform). A generalized matrix approach using fast transforms in 1970 
by Andrews and Capari is unique where a pictorial transition from the fast Fourier transform 
to the fast Walsh transform is presented. 
The latest work on Walsh functions was carried out very recently by the Naval Research 
Laboratory ( 1970) which sponsored a workshop on "Applications of Walsh Functions". 
Papers in the areas of digital filter design, Walsh wave propagation and multiplexing, using 
the fast Walsh transformation were presented. 
In April 1971 the Naval Research Laboratory again hosted a second session on the 





A complete system of orthonormal functions [<P{e)] on the closed interval 0.:;;;; e.:;;;; 1 
was formulated by Walsh ( 1923) at Harvard University. Harr ( 191 0) and Rademacher ( 1922) 
previously introduced incomplete systems with very similar properties, but Walsh was respon-
sible for the expansion into a complete orthogonal set and the development of the basic 
properties of the functions. Fine ( 1949) expanded the studies of Walsh and was primarily 
responsible for the development of the transform properties of the Walsh functions. 
In each sub-interval taken over the main interval (0, 1), each Walsh function takes on 
values of either +1 or -1, except at a finite number of discontinuities. Walsh defined the 
functions at the discontinuities as having the average of the limits as approached from each 
side of the discontinuity. Because of the binary nature of the Walsh functions, the limit is 
taken to be zero. The number of subintervals is a function of the order of the Walsh function. 
Harmuth ( 1968) considered the Walsh functions on the open interval -% < e < %. The 
reason for considering the open interval is that the ordering of the Walsh functions becomes 
systemized according to the number of zero crossings the function possesses in this interval. 
The non-periodic nature of the Walsh functions has also resulted in the ordering of the 
functions according to the average number of zero crossings in the half-open interval 
-%.:;;;; () <%divided by 2. This quantity is termed "sequency" or zero crossings per second 
(ZPS). Figure 3-1 illustrates the first 16 Walsh functions. 
Appendix A contains the results and the digital computer program for the generation of 
the first 128 Walsh functions from the algorithm computed by the difference Equation (3-6) 
which will be introduced later. The value of the generated Walsh functions at the 128 inter-
val points is indicated by a plus sign when the value is equal to +1 or by a blank if the value 
is -1. The integer nature of the functions has been taken advantage of to reduce the digital 
computer storage requirements. 
WAL (0,8) 
SAL ( 1 ,8) 
WAL (1,8) 







I I I I R2R3 CAL (2,8) ---t-----1------4------&..--...: WAL (4,8) 
SAL (3,8) 
WAL (5,8) I I I I I R1R2R3 
I I I I I I R1R3 CAL (3,8) ---t---+---1----+---+----+--~ WAL (6,8) 
I I I I I I R3 
Figure 3-1. Walsh Functions 
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Harmuth ( 1968), in his development, previously indicated the order of the Walsh set as 
wal (n,8) and, in addition, introduced an additional notation cal (i,8) and sal (i,8) to disting-
uish between the even and odd characteristics of the functions. Their similarities to the trig-
onometric properties are thus emphasized to the sine and cosine functions. This relationship 
of the cal and sal notation to the Walsh ordering system is shown in Figure 3-1. 
The Walsh functions were originally defined by Walsh as the products of the Rademat:her 
functions R (n,8) where n indicates the order of the function and() the defining interval. The 
Rademacher functions are an incomplete set of binary square waves defined on the interval 
-Y:z <; 8 < %. The period of Rademacher functions is %(n-1) in the half-open interval. The 
Rademacher notation is also indicated in Figure 3-1. As an example of the relationship of 
the Walsh and Rademacher functions, consider cal (2,8) on the interval-%<; 8 < Y:z which is 
the product of R (2,8) and R(3,8). 
Where: 
and 
R(2,8) =sal (2,8) = wal (3,8) 
R(3,8) =sal (4,8) = wal (7,8) 
(3-1) 
(3-2) 
However, the ordering of the Walsh functions obtained in this fashion is not well suited for 
digital computation because of the indexing problem. This indexing problem of generating 
the Walsh functions from the Rademacher functions becomes apparent in Figure 3-1 (i.e., 
determining which Rademacher functions are multiplied together to obtain a given Walsh 
function). The usual procedure is the formation of a binary code. In general, if wal (k,8) is 
desired, one writes k as a binary number k=bm bm-1 • • ·b1. 
Then: 
m 
wal(k,O) =II bi R(i,8) 
i=1 
For example: 
war (11,8) k = 1011 
Then: 
wal (11,8) = R(4,8) R(2,8) R(1,8) 
(3-3) 
(3-4) 
Note however that the Walsh function obtained in this fashion is not wal ( 11,8) as Harmuth , , 
has defined (i.e., k =F n) in Figure 3-1 but actually wal ( 13,8). The functions obtained in this 
11 
fashon have no relationship to the number of zero crossings and, as mentioned before, are 
not very useful to the normal Walsh notation wal (n,e) where n represents the number of 
zero crossings. 
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Two other methods using modulo 2 addition as applied to the Rademacher functions 
R(n,e) have appeared; Henderson (1964) and Swick (1968). The most recent representation 
of the Walsh functions wal ( n,e) is due to Lackey and Meltzer ( 1971) who generated the set 
by forming the binary representation of n and then forming the reflected gray code version 
of n. The Walsh functions are thus obtained by multiplication of the Rademacher functions 
according to the 1 bits in the gray code. The Walsh functions obtained in this manner are 
ordered according to Harmuth. For example, to find wal (11 ,e): 
Write kin binary form as before k = 1011 
The gray code representation is n = 1110 
Hence: wal (11,e) = R(4,e) R(3,e) R(2,e) (3-5) 
Note that this gives the ordering according to the number of zero crossings in the open inter-
val-%< e < %. 
Harmuth ( 1968) has suggested the following difference equation as the algorithm for 
the generation of the Walsh function: 
wal (2k+q,e) = (-1)(k/2)+q [wal (k,2(e+~))+(-1)k+qwal (k,2(e-~))] 
Where: wal (2i-1,e) =sal (i,e) 
wal (2,e) =cal (i,e) 
(3-6) 
The ordering of the functions obtained from the difference Equation (3-6) is according 
to the previously stated numbering convention according to the number of zero crossings in 
the open interval. It is from this algorithm that the 128 Walsh functions generated in Appen-
dix A were obtained. It is sufficient to determine the value of the functions at 128 points 
only, not at the discontinuities but at points between zero crossings. This point by point 
description will suffice to accurately describe each function since each function is binary in 
nature. 
13 
On examining the difference equation (3-6) it can be seen that wal (k,8) must be shifted 
to the left by one-half unit and then compressed into the interval-%< 6<0.The shifting 
operation in the digital program (Appendix A) has been designated as "WSL ( __ , __ )". 
Compression has been designed as "WCL ( __ , __ )". Similarly wal (k,8) must be shifted 
to the right and compressed into the interval 0 < 8 < %. These operations are designated 
"WSR (_,_)"and "WCR (_, _)". An example of these shifting and compressing 
operations is indicated in Figure 3-2. 
Some important properties of the Walsh functions which become useful in the devel-
opment of signal processing and transmission using Walsh functions as related to this work 
follow. 
A. The multiplication of two Walsh functions results in another Walsh function: 
wal (a,8) wal (b,8) = wal (c,e) (3-7) 
However, the value of c turns out to be the exclusive or addition of a and b which is 
indicated with the symbol Ell. 
As an example: 
wal (5,8) wal (4,0) = wal (1,0) 
For the special case where a=b: 
wal (a,8) wal (a,8) = wal (0,8) 
And when a or b equal 0 
wal (O,e) wal (b,e) = wal (b,O) (3-8) 
If the above results for the Walsh notation are put in cal and sal notation the following 
forms are found: 
cal (a,O) cal (b,O) =cal (aEBb,O) 
sal (a,O) sal (b,8) =cal (a-1) Ell (b-1), 8) 
sal (a,O) cal (b,8) =sal ((bEBa-1)+1,8) 
sal (b,8) cal (a,e) =sal ( (aEBb-1 )+1 ,e) 
(3-9) 
Generation of wal (4,0) and W(5,J) from wal (2,9) 
WAL(2,0) 
WS! (? 0) WS FH 2 0 l 
-1 0 
WCL(2,8) WCR{2,J) 
_i=J ~' i~' L:: +Y:! 
I 
0 
k = 2, q = 0 
WAL (4,0) = (- 1)(1</2 ) + q [V'JCL (2,8) -:- (- 1)k+q ~VCR (2,9)] 
VVAL (4,e) =-V'JCL (2,0)- wen (2,6) 
'fJ A L(.f!.,e) 
I 
01 I I F I 
-% 0 +Y:! 
k = 2, q = 1 
WAL (5,0) = (-1) 1+1 [WCL (2,0) + (-1)2+1 VJCR (2,0)] 
WAL (5,6) = WCL (2,8)- \:JCR (2,3) 
V'.'AL(5,8) 
~ LJl F 
1/ I +% -;;:. ~ 
0 





B. The operation comparable to the sinusoidal operation of angular differences such as: 
sin (a - {3) = sin a cos {3 + cos a sin {3 
is of interest with Walsh functions and the result of this duality in the Walsh domain is: 
(3-10) 
This last property is one of extreme importance in the particular problem presented 
because of concern with the time delay of signals. 
Proofs for the foregoing equations and numerous other properties can be found in the 
original results of Fine (1949), (1950), and Walsh (1923) and in the text of Harmuth (1969). 
The proofs are not included here for reasons of brevity; only the properties useful to this 
project have been included. 
Figure 3-3 is presented to show the orthogonal properties of the Walsh functions as 
related to the circular functions. This figure clearly shows the difference between the con-
cept of frequency and sequency. The ordering of the Walsh functions is according to 
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GENERALIZED APPROACH TO SPECTRAL ANALYSIS 
Until recently real time spectral analysis was primarily restricted to continuous signals 
using analog equipment. With the continued advancement in the speed of digital computa-
tion methods, the spectral bandwidth increased and real time spectral analysis became feas-
ible. Real time spectral analysis is particularly adaptable to areas where the signals involved 
are bandwidth limited. Examples of these characteristics exist in areas such as chemical 
process control or in seismic exploration. In addition, recent software development schemes 
using fast Fourier transforms allow a major reduction in the transformation time. 
Many methods are available for the representation of time varying signals. Power series 
expansions and Fourier expansions are probably the most common and widely used repre-
sentations. In general, both methods often lead to an infinite summation of terms. The 
sinusoidal Fourier expansion is merely one of the simplest examples of many orthogonal 
representations which can be obtained. 
The functional expansion in terms of such a set is dependent upon the concept of linear 
independence and orthogonality. A set of n functions is said to be linearly independent 
upon an interval if no linear combination of these functions (with at least one non-zero 
coefficient) is identically zero over the interval. Orthogonal sets of functions are always 
linearly independent sets. 
It is important to establish a few basic properties concerning the general expansion of 
functions by orthogonal sets, Hildebrand ( 1952). 
1. A set of functions [ ct>(e)] is said to have the orthogonality properties on the 
interval [a a ] if: 
1 2 
a 





If the constant Cis unity, the set ['<P(t9)] is said to be an orthonormal set [<Pn{O)]. That is: 
a2 
J <Pi (e) <Pi (e) de= oij (4-2) 
In addition, any orthogonal set ( <P{O)] can be converted to an orthonormal set by normal-
ization. The set given in Equation (4-1) is normalized as follows: 
(4-3) 
2. The general form of the expansion of a function f(6) by an orthogonal set of 
functions is: 
n 
= ~ a· <I>· (8) I I 
i=t 
(4-4) 
By multiplying both sides of Equation (4-4) by <Pj(e) and integrating on the orthogonal 
interval [a 1 - a 2 ], the evaluation of a's is possible because of the orthogonality characteristic 





3. The orthogonality property alone is not sufficient to assure that the expression 
will converge to f(8), or perhaps even converge at all. The property of completeness of the 
set is equally as important as the orthogonality property. This is what Walsh accomplished 
beginning with the incomplete sets of Haar and Rademacher as mentioned in Chapter I. An 
orthogonal set is said to be complete if no function f(8) exists other than f(8) = 0 such that: 
a2 
f f(8) <Pn (8) d8 = 0 (4-6) 
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for all numbers of the set [ci>n(e)]. If it possesses this property the set is said to be complete. 
The completeness property necessitates that not all of the coefficients in Equation (4-4) are 
zero and hence this completeness assures that any non-trivial function f(e) will have an 
expansion. The completeness property guarantees convergence of the expansion to f(e). 
As previously indicated, many systems of orthogonal functions exist. Their use has 
been restricted primarily to sine and cosine functions because of the frequency concept used 
by engineers and scientists. A few of the more important orthogonal sets are the Legendre 
polynomials, Bessel functions, Rademacher functions, Harr functions, and recently, the sub-
ject of this work, the Walsh functions. This chapter is to be primarily concerned with the 
development of spectral analysis using Walsh functions. 
A recent article in this area is by Andrews and Gaspari ( 1970), where the transition from 
Fourier to Walsh spectrum is depicted graphically using a generalized transition matrix. 
The Walsh expansion of any general time function f(e) in the orthogonal interval 
[a -a ] is found from Equations (4-7) and (4-8). The set ci>(e) then becomes the Walsh 
1 2 
set, i.e., the Walsh coefficients become: 
0' 
2 










from which the approximate reconstituted signal can be obtained in the interval [a -a 1 by: 
1 2 
n-1 n 
f(e) = .1: Bi cal (i,e) + _1: Ai sal (i,e) 
1=o 1=1 
(4-9) 
The coefficient A and B are periodic with period [a -a 1 if f(e) is periodic with period 
1 2 
[0' - 0' ]. 
1 2 
The calculation of the Walsh-Fourier coefficients by normal numerical methods is 
inherently faster than the calculation of the normal trigometric Fourier coefficients. Even 
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so, the calculation of the Walsh Fourier coefficients can be made more efficient for com-
puter calculations by the use of a fast Walsh transform. Fast Fourier transforms have been 
known and used for some time Cooley ( 1966), and Bergland ( 1968); a very similar proced-
ure can be applied to the Walsh transformation. The computational procedure can take the 




STATEMENT OF THE PROBLEM 
It now becomes appropriate to state the problem precisely. The purpose of this study 
is to be able to detect a signal in the presence of noise with the following assumptions: 
1. The transmitted signal wave shape is precisely known. 
2. The transmitted signal is expected to be returned to receiver 
at some later time and in the presence of accumulated noise. 
3. The signal to noise ratio is such that cross correlation techniques apply. 
4. There may be an overlap of transmitted and received signal. 
One important aspect of the problem is that one can determine within limits the time 
delay between the transmission and returned signal. The accuracy becomes directly related 
to the order of the fast transform used. The sequency domain techniques will be used 
applying the Walsh functions to determine this time. Once the time delay is detected, an 
application of a digital filter will be used to remove the noise spectrum. 
To accomplish this the above solution outline is as follows: 
1. By application of a fast Walsh transformation, determine the sequency spectrum 
of the transmitted signal wave form. 
2. From this sequency spectrum predict, by using a transition matrix, what the 
sequency spectrum of the transmitted signal would be if delayed. The number of delay 
points possible is a function of the order of the fast transform. Theoretically, the number 
of discrete delays possible is unlimited (except for the increased complications of the com-
puter program and the compilation time required}. In order to keep the scope of the prob-
lem within reasonable bounds without utilizing enormous amounts of computer time, a 
limitation was imposed, namely to 16 points in the chosen time interval. However, the 
method is general and could be advanced in any number provided computation time is not 
a limitation. 
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3. Determine the sequency domain spectrum of the received time signal with accum-
ulated noise in the time interval. 
4. By use of cross correlation techniques in the sequency domain determine the 
delay time of the signal. 
5. From the sequency spectrum of the received time signal with noise and the pre-
dicted spectrum of the noise-free delayed transmitted signal, determine the digital filter char-
acteristics required to remove the noise. 
6. If the noise wave form is desired it can be found by applying an inverse fast Walsh 
transform to the sequency spectra. 
7. For completeness, an algorithm for obtaining an inverse fast Walsh transform using 
16 data points is indicated in Appendix D. The general procedure indicated can be carried 
out for higher orders. 
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CHAPTER VI 
CALCULATION OF THE SEQUENCY SPECTRUM 
To calculate the sequency spectrum most efficiently a fast Walsh transform (FWT) 
utilizing the campus computing facilities was used. The fast transform which was written 
consisted of breaking down the time interval into 2n equally spaced points exclusive of the 
zero crossover points of the Walsh functions. The time varying signal to be transformed is 
likewise sampled at the corresponding points. The signal is then approximated by a discrete 
series of sampled values constant over the spacing intervals. The signal is then approximated 
by a step-fashioned signal and, therefore, the greater the order of the transform the better 
the approximation. The approximation to the interval transform equation becomes a least 
squares fit to the true value. The Walsh transform pairs are repeated here: 
Then: 
a2 














The binary nature of the Walsh functions require multiplication of the signal samples by 
either +1 or -1. This, in essence, then is equivalent to addition or subtraction for the compu-
tation of the Walsh coefficients. Since some of the arithmetic operations are repeated, the 
process can be systemized and made more efficient. Referring to the 16 point transform 
approach scheme given in Figure 6-1, the calculation of two Walsh coefficients is indicated 
where the functions F (i) represent the 16 input samples and a(i) represent the 16 Walsh trans-
form coefficients. For example: 
a(8)= [F(1)-F(2)]- [F(3)-F(4)] +···, 
a(16) = [F(1)- F(2)] + [F(3)- F(4)] + ···, 
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It is noted that in the calculation of these two coefficients similar operations are per-
formed as indicated by the bracketed quantities. In the algorithm used, these partial addi-
tions and subtractions are performed only once. The procedure can be expanded to any 2n 
order by expansion of the method shown in Figure 6-1. 
As previously pointed out, the Walsh sequency spectrum differs from the familiar 
Fourier frequency spectrum in that the magnitude of the Fourier spectrum is independent 
of the time position of the analyzed signal. The Walsh spectrum on the other hand is very 
dependent upon the time position of the signal. It is this characteristic which will be used 
to determine the time delay of the signal. 
Figure 6-2 shows the spectrum of an undelayed pulse and the corresponding Fourier 
and Walsh spectra. Figures 6-3 through 6-6 show the results and changes in the Walsh 
sequency spectra for four other random positions. Figures 6-7 through 6-11 show the 
spectra of a different saw tooth wave form and its corresponding sequency and Fourier 
spectra. It seems very appropriate to include these at this point to show the drastically 
different spectral results. The data and computer program for Figures 6-2 through 6-11 
are shown in Appendix B. 
Note that no change in the Fourier spectra occurs for a pulse and its delayed image in 
both cases. This, of course, is known to be true of the Fourier spectrum regardless of pulse 
shape or position. The fast Fourier transform program is that of Dr. T.L. Noack of the Elec-
trical Engineering Department of the University of Missouri-Rolla. 
The problem now evolves into determining what correspondence, if any, exists between 
the various delayed sequency spectra and the corresponding undelayed pulse sequency 
spectrum. 
From analyzing the few previous examples showing different delay positions of each of 
the input pulse and their spectra, no definite correspondence is apparent. It became obvious 
at an early point in the work that, if a correspondence existed, the additional complexity of 
using 128 point Walsh spectra was not feasible. Any correspondence that seemed to exist for 
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Figure 6-1. Fast Walsh Transform (16 points). 
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Figure 6-11. Walsh-Fourier Coefficients of a Delayed Triangular Wave (r = 101) 
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evident very quickly that the input wave form was very important in restricting the problem 
to a large degree. It is not apparent from studying Figures 6-2 through 6-11 that anything 
but block forms of spectra result. This is misleading because radical looking spectra magni-
tudes can be obtained. In fact, to approach the problem more realistically, the old engineer-
ing hammer and tongs approach was used. That is, if you don't know what to do, "beat the 
problem to death". In order to initially simplify the problem, a 4-and 8-point transform was 
used instead of the proposed 128-point transform. The limited number of delay points pos-
sible in these transforms and the limited simplicity, however, proved to be the salvation of 
the problem, along with input wave form restrictions to pulses of unit amplitude. After run-
ning many programs, the following experiment patterns and conclusions began to evolve. 
1. The following was found to be true for any general pulse-shaped signal. The ratio 
of corresponding delay spectral components and the undelayed spectrum components always 
occurred as an integer ratio less than or equal to 1. The algebraic sign of the ratio, however, 
can either be plus or minus. These results become apparent by examination of the data found 
in Appendix 8 for the sequency spectra of Figures 6-2 through 6-11. This was later found to 
be true for any general wave shape which was analyzed. 
2. When the signal was a block pulse of unit amplitude, the first component of this 
block pulse delayed in time was always the same as the first component of the undelayed 
pulse. 
3. For certain specific delay positions and, particularly, chosen pulse widths, the 
absolute value of the magnitude spectrum and the undelayed pulse spectrum were the same. 
(It must be kept in mind that the spectral components can have positive as well as negative 
values). 
4. A form of spectral density function was constant for a given input regardless of 
position in time (i.e., the area of spectral diagram remains constant regardless of pulse 
position). This is the same as the Fourier spectra. 
5. If the sequency spectra of time functions of finite width are analyzed, the position 
in time and the width determine the magnitude of the low sequency components and the 
number of repeated constant spectral lines. 
6. Certain similarities between the Fourier and Walsh spectra occurred. For example 
the Walsh transform of an impulse is a constant. 
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7. Immediately adjacent spectral lines of constant value can be determined from the 
width of the time functions and their position in time. 
8. Wave forms having perfect symmetry about the mid-point in time have a magni-
tude spectra consisting of the odd Walsh coefficients. 
9. The following results appeared to be true when using a 128 point FWT for an 
undelayed signal (similar results were found to be true for the FWT with fewer points): 
(a) If the signal was 3 or 4 samples wide, the first 32 spectral components 
had the same value. 
(b) If the signal was between 5 and 8 samples wide, the first 16 spectral com-
ponents had the same value. 
(c) If the signal was between 9 and 16 samples wide, the first 8 spectral com-
ponents had the same value. 
(d) If the signal was between 17 and 32 samples wide, the first 4 spectral com-
ponents had the same value. 
(e) If the signal was between 33 and 64 samples wide, the first 2 spectral com-
ponents had the same value. 
As more programs were analyzed, it was felt that the correspondence to the absence of 
phase shift in the Walsh spectrum must in some way correspond to the phase shift of the 
Fourier spectrum. It seemed either time delay or the sign of the spectral components must 
be the connection to the Walsh spectrum and, therefore, must have some bearing on the 
problem. In fact, this was the connection, the major missing clue to the solution. 
The most important conclusions that arrived out of the experimental data were: 
1. The assumption that some correspondence of the spectrum of a delayed pulse and 
the undelayed pulse must exist. 
2. The connection between these spectra must lie in the analogy between the 
Fourier spectrum and the Walsh spectrum, namely phase shift, time delay and the sign of 




PROOF FOR DETERMINATION OF THE SEQUENCY SPECTRUM OF 
THE DELAYED PULSE IN TERMS OF THE UNDELAYED PULSE SPECTRUM 
Convinced that the relationship must be between the delayed Walsh spectrum and the 
undelayed Walsh spectrum, the analytical approach now follows: 
Consider a time signal f(e) defined on the interval-%<. 8 < %. Let the undelayed or 
transmitted signal be represented by the Walsh series of nth order as: 
f(e) =A wal (0,8) +A wal (1,8) +···+An wal (n,8) 
0 l 
(7-1) 
or in summation form: 
n 
f(8) = 1: Ai wal (i,8) (7-2) 
i=O 
Let the delayed or received signal be represented on the interval -% <. 8 <% in terms of a 
delayed Walsh series of nth order as: 
f(O-r) = 8 wal (0,8-r) + 8 wal (1,8-r) + •·• + Bn wal (n,8-r) 
0 l 
or in summation form: 




where r is the delay time. When using the fast transformation methods, the value ofT will 
be dependent on the order of the transformation (the possible delay times which are equally 
spaced will be 2n in number, where n is the transformation order). 
Equation (7-4) represents the expansion of a delayed pulse in terms of the delayed 
Walsh functions. Because of the identical time delay of the signal and that of the Walsh 
functions then it must necessarily be true that under this circumstance: 
40 
Equation (7-4) can then be rewritten by introducing Equation (7-5): 
f{e- r) == A 0 wal (0,8- r) +AI wal ( 1,8- r) + • • • + Anwal (n,8- r) 
== ~ Aj wal (j,8- r) 
j=o 
(7-6) 
Since an expression for f(e- r) in terms of the original spectrum is desired, some expression 
for each of the delayed Walsh functions is necessary. 
The delayed Walsh functions can, in turn, be expanded in terms of the undelayed Walsh 
functions as: 
wal (i,O- r) = Ciro wal (0,8) + CiTI wal (1 ,8) + • • • + Cirn wal (n,8) 
or writing as a summation: 
n 
wal (i,8- r = ~ Cirj wal (j,O 
j=o 
Equation (7-6) can now be rewritten as follows: 
n n 
f(e- r) = ~ Ak. ~ Cirj wal (j,8) 
k=o j=o 
i=o 
= A0 [C070 wal (0,8) + C0 TI wal (1,8) + • • • + C07n wal (n,8)] 
+AI [CI 70 wal (0,8) + CI TI wal (1,8) + · • • + CI rn wal (n,G)] 
+An [Cnro wal (0,8) + CnTI wal (1,8) + · • • + Cnrn wal (n,8)] 




f(B- r) = [Ao c OTO + Al cl TO + ••• +An cnro] wal (0,8) (7-9) 
or in summation form: 
n n 
f(O - r) =.I: ,I: A; Cirj wal (j,O) (7-10) 
J=o 1=o 
In general, however, the magnitude of r will correspond to some integer point in the 
fast transform, i.e., in a 128-point fast transform 128 different values of r are possible. 
Therefore, it can be seen that the new coefficients of the Walsh expansion of the delayed pulse 
correspond to the original undelayed pulse spectrum by the matrix C. 
The problem then becomes one of determining the C matrix which is of size 2nx2nx2n. 
This simply means that each of then Walsh functions (wal n,O) must be expanded in terms 
of the undelayed Walsh functions for 2n different delay points. This requires a matrix space 
of three dimensions and for n=7 this would require a matrix 128x128x128. 
It takes roughly 20 seconds to calculate the Walsh coefficients of a signal using the 
128-point FWT program. To calculate this matrix then would require approximately 100 
hours of computer time. It should be remembered that once calculated it need not be 
repeated again. If this procedure had been pursued, approximately 10,000 data cards with 
eight entries per card would have been required. The coefficients of the C matrix have con-
siderable variable symmetry and certain values could be predicted without calculation. How-
ever, the chore of punching the data cards or attempting to program the computer to accom-
plish this would be exceedingly time consuming. It would seem that the most logical way to 
obtain the matrix for a 128-point transform would be to spend the 100 hours computing 
time and use tape storage. 
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To reduce the computation time of 100 hours it was decided to reduce the order of 
the transformation to n=4. A 16-point transform was then used; however, 4 and 8 points 
were used in the testing experimental period. The C matrix for the 16-point transform, 
which in essence are the delayed Walsh coefficients for each order of the 16 Walsh 
functions, must also be evaluated at 16 delay points. The C matrix for the 16-point trans-
form is shown in Appendix C. It will be noted that the values are integer ratios and assume 
both signs. This is in line with the original experimental data indicated in Chapter VI. 
Figure 7-1 pictorially shows the three dimensional C matrix. With this matrix calcu-
lated, it becomes apparent from Equation (7-1 0) that the spectrum of any delayed wave 
form can be calculated for which we know the spectral components of the undelayed wave 
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DETERMINATION OF THE TIME DELAY BETWEEN 
THE TRANSMITTED AND RECEIVED SIGNAL 
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One of the assumptions has been that the sequency spectrum of the transmitted 
signal is known, therefore, it is now possible -using the results of Chapter VI and the appli-
cation of the C matrix obtained in Chapter VII -to calculate the spectra of the delayed 
pulse. This leaves a choice of 2n possible locations or values of r. Again, this is not a general 
restriction because a higher order FWT could be used rather than the 16-point transform 
proposed. The general procedure is indicated here. 
The delayed pulse can occur anywhere in the time interval chosen and the received 
signal can be considered continuous random variable. The use of cross-correlation is then 
ideally suited to this application. The cross-correlation function between two time func-
tions f 1 (e) and f2(8) can be expressed as follows: 
(8-1) 
If there is any correlation between the two functions at all then for some position in 
the time domain indicated by r the correlation function should peak. This result will be 
applied using the sequency spectrum of the functions to indicate this peak and thus deter-
mining the time delay. 
If the interval or period T is now 





(r) = f f 1 (e) f 2 {8-r) dO (8-2) 
-% 
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In this application let f 1(e) be the received or returned signal and f2(e) the transmitted 
signal. According to communications theory this would be called cross-correlation since 
f 1(e) and f 2{e-r) are not images of one another (i.e., the assumption is that f 1(e) consists 
of f2(e-r) plus additional noise). However, if f2{e-r) is present somewhere in the time func-
tion f 1(e), auto correlation might be indicated. For the sake of brevity the procedure 
will simply be called correlation. 
The function f 1 (e) can be transformed using a FWT and the sequency spectrum of the 
signal calculated. The representation off 1 (e) can then be represented as: 
f 1 (e)= 0 0 wal (O,e) + 0 1 wal (1,e) + ••· + Dn wal (n,e) (8-3) 
or, in summation form: 
p 
f 1 (e) = 1: Dpwal (p,8) (8-4) 
p=o 
Since it is assumed that f2(e) is known, it is then possible to calculate, using the FWT, the 
sequency spectrum of f2 (e), and knowing the C matrix, calculate the sequency spectrum of 





70 wal (O,e) + E71 wal (1,e) +···+Ern wal (n,e) 




{e-r) = 1: E7 k wal (k,e) 
k=o 
We are now in a position to calculate the correlation function R12(r), that is: 
% n n 
R12 (r) = J [ 1: DP wal (p,e) 1: E7 k wal (k,e)] de 
-% p=o k=o 
n n +% n n 
(r) = 1: DP 1: E7 k J [ 1: wal (p,e) 1: wal (k,8)] de 





Equation (8-8) can now be examined. The orthonormal property of the Walsh func-
tion now becomes important and it can be seen that the argument in the integral expres-
sion now becomes: 
n n 
~ wal (p,O) ~ wal (k,O) = 8 
p=o k=o pk 
hence the calculation of the correlation function now can be written: 
n 
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R12 (r) = ~ DP Erk 
p=o (8-9) 
k=o 
The correlation function expansion can now be expressed as: 
(8-1 0) 
A computer program can be written to accomplish these computations. Once the values 
of R 12(r) are calculated, a search can be programmed to find the maximum value of R 12(r) 
and therefore determiner. Once the delayed position of the transmitted signal has been 
located, the spectrum of the delayed pulse becomes known. Example applications of the 
method will be given in Chapter X. 
CHAPTER IX 
THE SPECTRUM OF THE NOISE AND DETERMINATION OF THE 
CHARACTERISTICS OF THE SEQUENCY DIGITAL FILTER 
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The spectrum of the delayed signal, plus accumulated noise f 1 (e) has been prev-
iously found in Chapter VIII. The procedure for calculating the spectrum of the delayed 
signal unadulterated by noise was indicated in Chapter VII. 
The approach to a signal processing problem may have many different ramifications. 
If the problem of determining when an occurrence of an event appears in the received data, 
assuming the transmitted signal is known (which has been the assumption throughout this 
work), the procedure up to this point in the presentation is sufficient. It has been indicated 
before that the detection of time delay is possible and a filter is not required here. 
The block diagram shown in Figure 9-1 indicates the integrated procedure as indicated 
in the previous chapters for determining the delay time of the transmitted signal. 
If, however, another situation exists, the material presented could be applied to digital 
filtering in the sequency domain. Assume a situation exists where the transmitted signal is 
known and other methods of detection of the received signal have been applied (i.e., the 
delay time of the received signal is known). An energy detector or some other means may 
have been used to accomplish this. The purpose is to remove the noise spectrum from the 
received data. 
Mathematically the representation of the received signal has been presented before in 
Chapter VIII as: 
f 
1 
(e) = D0 wal (0,8) + D1 wal ( 1 ,8) + · · · + Dn wal (n,8) (9-1) 
Filtering of this signal can be thought of as modifications to the D coefficients. That is: 
f 
1 
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Figure 9-1. Block Diagram for Determination of Delay Timer. 



















Where Li is the attenuation constant of the ith coefficient, a low pass sequency filter would 
then be indicative of one in which the larger values of L would be zero. The inverse pro-
cedure would produce a high pass sequency filter. Or, detecting all but a few in a mid-range 
would indicate a pass band sequency filter. 
The representation of the noise spectra can then be stated as follows by the symbolism 
of Chapter VII and VIII: 
(9-3) 
n 
=. ~ (Dr E7 i) wal (i,O) 
t=o 
Where f2 (8-r) is the time domain representation of the transmitted signal delayed by time 7. 
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APPLICATION OF THE METHOD 
The wave shapes to be considered in this chapter are pulse-shaped, having different 
widths. An attempt was made to have these pulses representative of a triangular wave, a 
pulse of finite width, and an impulse. However, the discrete nature of the FWT is such that 
these wave forms can only be represented in block form, hence a true representation of the 
impulse is not possible. Since the number of sample points is limited to 16, the type of 
wave forms are rather limited to those in the examples. The following statements apply to 
each example: 
1. A 16-point FWT is used for spectral calculations. 
2. A 16-point I FWT is used to obtain the time functions from the sequency spectra. 
3. Random noise has been introduced into the received signal. 
4. The data for the examples was calculated using the computer program in 
Appendix D. 
5. The sequency filter characteristics were obtained by applying Equation (9-3) to 
the spectral data. 
6. To differentiate between spectra in the figures which have the same absolute value, 
a dot has been added over the components which are positive. 
Since the detection of a signal in the presence of noise is generally limited in some 
manner by the signal-to-noise ratio it was necessary to formulate a figure of merit for the 
correlation methods. It must be pointed out that this work did not include a comprehensive 
study of the detection qualities of the correlation method. 
A time domain figure of merit (signal-to-noise ratio) has been defined for this study as: 
s 
Signal energy 
Noise energy (10-1) 
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EXAMPLE 1 -Triangular Wave 
Part A: The wave form of the transmitted signal has been considered to be a triangular wave 
shape. Figure 10-1 shows the wave form and the sequency spectrum of the signal. Note the 
transmitted signal has the value zero at the first sample point. Figure 10-3 shows the received 
signal containing a delayed image of the transmitted wave with random noise superimposed. 
The sequency spectrum of the signal is also shown in Figure 10-3. The wave form of the 
received signal was chosen so as to place the image signal beginning at data point 11. The 
correlation function confirms this (Table 10-1) at data point 11 where R 12 = 0.07. 
The spectra of the delayed images of the transmitted signal follow in Figures 10-2 and 
1 0-2(a). The signal-to-noise ratio for this example was calculated to be S = 0.65 using 
Equation ( 10-1). 
The digital filter characteristic and the sequency spectra of the digital output is also in 
Table 10-1. The application of the I FWT to the output spectra of the digital filter is shown 
in Figure 10-4. 
Part B: The signal correlation quality was checked by adding into the received time signal 
the true event (delayed transmitted signal) plus a slightly attenuated reflection of the event. 
The true event was considered to be the same triangular wave as in Part A and located at the 
11th and 12th data points and the reflected event at the 12th and 13th data points (Figure 
1 0-5). Hence, we have in the received signal the true delayed signal with a reflection of this 
signal overlapping one another. A small attenuation is necessary since there would be no way 
to detect the true signal from the reflected image. Note that the correlation function indi-
cates the true signal is still located at the 11th and 12th data points (Table 1 0-2). The signal-
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Walsh Coeff. =* 
Figure 10-3. Received Time Signal and Sequency Spectrum 
R1 R2 R3 R4 R5 R6 R7 R8 
0.04 -0.01 ... 0.03 0.01 0.03 0.02 -0.04 0.03 
R9 R10 R 11 R12 R13 R14 R15 R16 
0.04 -0.05 0.07 -o.03 0.03 -o.03 -0.00 -0.01 
CORRELATION FUNCTION 
N1 N2 N3 N4 N5 N6 N7 N8 
0.09 i-0.03 0.09 0.02 0.03 0.04 0.02 0.31 
N9 N10 N11 N12 N13 N14 N15 N16 
0.01 0.12 0.01 0.03 0.02 0.09 1-0.03 1-0.04 
NOISE SPECTRUM OF RECEIVED SIGNAL 
S1 S2 S3 S4 S5 S6 S7 SB 
0.03 0.03 0.09 0.09 -0.03 -0.03 -0.09 -0.09 
S9 S10 S11 S12 S13 S14 S15 S16 
0.03 0.03 0.09 0.09 0.03 -0.03 -0.09 -0.09 
OUTPUT SPECTRUM OF DIGITAL FILTER 
Table 10-1. Correlation Function, Noise Spectrum of Received Signal and Output 















OF RECEIVED SIGNAL 
0.2 
0.1 
1 I I I I 
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Walsh Coeff. => 
Figure 10-5. Received Time Signal and Sequency Spectrum for Example 1 B. 
R1 R2 R3 R4 R5 R6 R7 RB 
0.04 -0.01 -0.03 0.01 0.03 0.02 -0.04 0.03 
R9 R10 R11 R12 R13 R14 R15 R16 
0.04 1-0.06 0.05 0.04 -o.01 -0.03 -0.00 •0.01 
CORRELATION FUNCTION 
N1 N2 N3 N4 N5 N6 N7 NB 
0.11 -0.03 0.10 -0.01 0.02 0.04 0.01 0.30 
N9 N10 N11 N12 N13 N14 N15 N16 
0.10 0.21 -0.09 -0.05 -0.11 0.00 0.05 0.04 
NOISE SPECTRUM OF RECEIVED SIGNAL 
S1 S2 S3 S4 S5 S6 S7 SB 
0.03 0.03 0.09 0.09 -0.03 -0.03 -o.09 -o.09 
S9 S10 S11 S12 S13 S14 S15 S16 
0.03 0.03 0.09 0.09 -0.03 -0.03 0.09 -0.09 
OUTPUT SPECTRUM OF DIGITAL FILTER 
Table 10-2. Correlation Function, Noise Spectrum of Received Signal and Output 







Figure 10-6. Recovered Time Signal for Example 1 B. 
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EXAMPLE 2- Pulse 
Part A: The transmitted signal and the sequency spectrum of this signal are shown in Fig-
ure 10-7. Figures 10-8 and 10-8(a) are the calculated spectra of the pulse delayed at the 
16 possible interval points using the C matrix. Note that several of these figures look very 
much alike. Actually they are all different if the sign of the component is considered. 
Figure 10-9 shows received signal which includes a delayed image of the transmitted signal 
in Figure 10-7. The received wave form was assumed arbitrary and the data points were 
picked with the knowledge that the event was located at the 5th data point. Figure 10-9 
also shows the sequency spectrum of the received signal. Table 10-3 shows the computer 
calculations of the correlation function, the sequency filter coefficients, and the sequency 
filter output. The output time signal in Figure 10-10 is the result of applying an I FWT to 
the output spectrum of the digital sequency filter. The scheme for computing the I FWT is 
shown in Appendix D. Note that the correlation function indicates a maximum value at the 
5th data point. This is in correspondence with the assumed position in the received data. 
The calculated signal-to-noise ratio from Equation ( 10-1) is S=2.03. 
PART 8: Similarly to Part 8 of Example 1, an event and an overlapping image of the event 
were injected into the received time signal. The true received signal was assumed to be 
located at data points 7 and 8 with an image at data points 8 and 9. The correlation function 
peaks at R(7) and has, in fact, detected the presence of the wave shape. The signal-to-noise 
ratio was calculated to be S=0.29. 
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TRANSMITTED SIGNAL 
1.0 ,_ _ _, 
2 1 6 
Sample Points=> 
WALSH SPECTRUM 
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2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Walsh Coeff. => 
Figure 10-9. Received Time Signal and Sequency Spectrum (Example 2A). 
R1 R2 R3 R4 R5 R6 R7 R8 
0.02 0.02 0.04 0.10 0.13 0.09 0.04 0.03 
R9 R10 R 11 R12 R13 R14 R15 R16 
0.01 0.01 0.02 0.01 0.01 0.01 0.00 O.D1 
CORRELATION FUNCTION 
N1 N2 N3 N4 N5 N6 N7 N8 
0.15 -0.07 0.01 0.04 0.00 -0.03 0.06 -0.06 
N9 N10 N 11 N12 N13 N14 N15 N16 
0.03 0.0 -0.01 0.06 -0.03 0.05 0.04 -0.04 
NOISE SPECTRUM OF RECEIVED SIGNAL 
S1 S2 S3 S4 S5 S6 S7 S8 
0.13 -o.13 0.13 -o.13 -o.13 +0.13 -0.12 0.12 
S9 S10 S11 S12 S13 S14 S15 S16 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
OUTPUT SPECTRUM OF DIGITAL FILTER 
Table. 10-3. Correlation Function, Noise Spectrum of Received Signal and Output 











0.5 OF RECEIVED SIGNAL 
0.25 
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2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Walsh Coeff. => 
Figure 10-11. Received Time Signal and Sequency Spe~trum for Example 28. 
R1 R2 R3 R4 R5 R6 R7 R8 
0.04 0.04 0.01 -0.03 0.04 0.11 0.18 0.14 
R9 R10 R 11 R12 R13 R14 R15 R16 
0.07 -o.01 -o.02 0.06 0.07 0.07 0.07 0.06 
CORRELATION FUNCTION 
N1 N2 N3 N4 N5 N6 N7 N8 
0.34 0.04 -0.06 -0.14 0.15 0.05 0.07 0.10 
N9 N10 N11 N12 N13 N14 N15 N16 
0.01 0.09 0.09 0.04 0.07 -0.30 -0.02 -o.12 
NOISE SPECTRUM OF RECEIVED SIGNAL 
51 52 53 S4 S5 56 57 58 
0.13 ~O.i3 0.13 1-0.13 0.13 1-0.13 0.13 1-0.13 
59 510 S11 S12 513 514 515 516 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
OUTPUT SPECTRUM OF DIGITAL FILTER 
Table 10-4. Correlation Function, Noise Spectrum of Received Signal and Output 





Figure 10-12. Recovered Time Signal for Example 2B. 
EXAMPLE 3- Narrow Pulse 
The transmitted signal in this example is an attempt to represent an impulsive input. 
Figures 10-13 through 10-16 display the same general information as in the two previous 
examples. The signal-to-noise ratio is S=0.45. Note the constant sequency amplitude 
displayed here is the same as the constant amplitude spectrum of an impulse when formu-








OF TRANSMITTED SIGNAL 
0.25 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Walsh Coeff. =:> 
Figure 10-13. Transmitted Narrow Pulse and Sequency Spectrum (Example 3). 
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DELAY TIME (T= 01 DELAY TIME (T= 41 
0.25 • • • . " • • 0.25 
" . If • • •• • 
4 8 12 16 4 8 12 16 
Walsh Coeff. => Walsh Coeff. => 
DELAY TIME (T= 1) DELAY TIME (T= 51 
• • -. • • • • 0.25 0.25 • • • • • • • • 
4 8 12 16 4 8 12 16 
Walsh Coeff. => Walsh Coeff. => 
DELAY TIME (T= 21 DELAY TIME (T= 61 
0.25 • • • • • • • • 0.25 • • 
• • • • • 
4 8 12 
Walsh Coeff. => Walsh Coeff. => 
1 16 
DELAY TIME (T= 31 DELAY TIME (T= 71 
0.25 • • • • • • 
• • • • • • • • • • • • • • • • • • 0.25 
4 8 12 16 4 8 12 16 
Walsh Coeff. => Walsh Coaff. => 
Figure 10-14. Calculated Delayed Spectra of a Narrow Pulse (Example 3). 
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DELAY TIME (T= 8) DELAY TIME (T= 12) 
0.25 •••••••• 0.25 • • • • • • • • 
4 8 12 16 4 8 12 16 
Walsh Coeff. =? Walsh Coeff. =? 
DELAY TIME (T= 9) DELAY TIME (T= 13) 
•• • • • • • • • • • • • • • • 0.25 0.25 
4 8 1 6 4 8 12 16 
Walsh Coeff. =? Walsh Coeff. =? 
DELAY TIME T= 10) DELAY TIME(T= 14) 
• • • • • • • • •• • • • • • • 0.25 0.25 
4 8 12 16 4 8 12 16 
Walsh Coeff. =? Walsh Coeff. =? 
0.25 • • 
DELAY TIME (T= 11) 
• • • • • • 0.25 • • 
4 8 12 16 4 8 12 16 
Walsh Coeff. =? Walsh Coeff. =? 








1 .5 OF RECEIVED SIGNAL 
1.0 
0.5 
I I I r I 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Figure 10-15 Received Time Signal and Sequency Spectrum for Example 3. 
R1 R2 R3 R4 R5 R6 R7 R8 
f-0.25 0.50 0.00 0.75 0.25 0.00 0.25 0.50 
R9 R10 R 11 R12 R13 R14 R15 R16 
0.88 0.25 0.13 -0.13 0.50 0.75 0.25 1-0.50 
CORRELATION FUNCTION 
N1 N2 N3 N4 N5 N6 N7 N8 
0.78 0.28 0.22 -0.53 -0.34 0.66 i-0.03 -0.28 
N9 N10 N11 N12 N13 N14 N15 N16 
-0.16 l-0.16 0.78 0.03 0.22 0.22 0.03 0.28 
NOISE SPECTRUM OF RECEIVED SIGNAL 
S1 S2 S3 S4 S5 S6 S7 SB 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
S9 S10 S11 S12 S13 S14 S15 S16 
-0.25 -0.25 -0.25 -D.25 -0.25 -D.25 -D.25 -0.25 
OUTPUT SPECTRUM OF DIGITAL FILTER 
Table 10-5. Correlation Function, Noise Spectrum of Received Signal and Ouput 





Figure 10-16. Recovered Time Signal For Example 3. 
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CHAPTER XI 
CONCLUSIONS AND FUTURE CONSIDERATIONS 
The advantage of using the sequency domain technique is certainly apparent from the 
results of this study. Signal processing, by means of Walsh functions as the orthogonal trans-
formation set, has advantages not offered by the Fourier procedures. These are 1) faster 
speed of transformation, 2) variation in spectra for different signal time positions in the time 
domain, and 3) extreme ease in handling pulse-shaped signals because of the simplicity of the 
sequency spectra of such pulses. 
Conceivably a Walsh special purpose spectral analyzer could be constructed with sim-
plicity because of its binary characteristics using integrated digital logic circuits in a neat, 
small, and compact package, hopefully capable of real time spectral analysis. 
The examples illustrated in Chapter X, although limited by the number of data points, 
are convincing in that the procedure developed has merit and is applicable to many varied 
areas of communications systems. 
The main disadvantage is the concern over calculating the C transformation matrix 
because of the long computation times and the amount of storage required to store the data 
points. Perhaps it will be possible to circumvent some of the redundancy in the calculations 
in further investigations. 
Although the capability limits of the correlator have not been found in this work, it 
has demonstrated that it could be used to advantage in the detection of a signal in the 
presence of noise. The ability to detect an overlapping signal is also significant. 
Actual hardware applications using digital circuitry have been relatively few, most 
applications now use digital computer software techniques. 
Filtering by convolution seems also possible as the result of this investigation. Consider: 
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g (8) =Jf (8) h (() -r) dr 
It has been shown that the function h(8- r) can be expanded in terms of the undelayed 
Walsh spectrum. The form of the convolution integral and the correlation integral are of the 
same form. It has been shown that correlation functions can be expanded in terms of spec-
tral components, hence there must be an expansion of the convolution integral in terms of 
the special components of f(8) and h(8. 
BIBLIOGRAPHY 
Andrews, H.C., and K.L. Gaspari. "A Generalized Technique for Spectral Analysis", 
IEEE Transactions on Computers, Vol. C-19, No. 1, (January, 1970). 
81 
Bergland, G.D. "A Fast Fourier Transform Algorithm for Real-Valued Series", Communica-
tions of the ACM. Vol. 11, No. 10, (October, 1968). 
Blackman, R.B. Linear Data-Smoothing and Prediction in Theory and Practice. Reading, 
Massachusetts: Addison Wesley, 1965. 
Blackman, R.B., and J.W. Tukey. The Measurement of Power Spectra from the Point of View 
of Communications Engineering. New York: Dover, 1959. 
Cooley, J.W. "Applications of the Fast Fourier Transform Method", Proceedings of the IBM 
Scientific Computing Symposium on Digital Simulation of Continuous Systems, Thomas 
J. Watson Research Center, Yorktown Heights, New York, (1966). 
Cooley, J.W., and J.W. Tukey. "An Algorithm for the Machine Calculation of Complex 
Fourier Series", Mathematical Computation, Vol. 19, (April 1965), 297-301. 
Fine, N.J. "On the Walsh Functions", Transactions of American Mathematical Society, 
Vol. 65, (1949), 372-414. 
Fine, N.J. "The Generalized Walsh Functions", Transactions of American Mathematical 
Society, Vol. 69, (1950), 66-77. 
Frechet, M. "Surles fonctioneiles continues", Amm. Ec. Norm.,Sup. Va. 27, (1910). 
Gold, B., and C.M. Rader. "Digital Filter Design Techniques in the Frequency Domain", 
IEEE Proceedings, Vol. 55, No.2, (February, 1967). 
Gold, B., and C.M. Rader. Digital Processing of Signals. New York: McGraw Hill Book 
Company, 1969. 
Good, I.J. "The Interaction Algorithm and Practical Fourier Analysis", J. Roy Statistical 
Society (London), Vol. 820, ( 1958), 361. 
Haar, A. "Zur Theorie der Orthogonalen Funklionensysteme", Math Annalen, 69, (1910). 
331-371. 
Harmuth, H.F. "A Generalized Concept of Frequency and Some Applications", IEEE 
Transactions on Information Theory, (May, 1968), 375-381. 
Harmuth, H.F. "Applications of Walsh Functions in Communications", IEEE Spectrum, 
(November, 1969), 82-91. 
Harmuth, H.F. Transmission of Information by Orthogonal Functions. New York: 
Springer-Verlag, Inc., 1969. 
82 
Henderson, K.W. "Some Notes on the Walsh Functions", IEEE Transactions on Electronic 
Computers, (February, 1964), 50-52. 
Hildebrand, F .8. Methods of Applied Mathematics. Englewood Cliffs, New Jersey: Prentice-
Hall, Inc., 1952. 
Jury, E.l. Theory and Application of the Z Transform Method. New York: John Wiley and 
Sons, Inc., 1958. 
Jury, E.l. Sampled Data Control Systems. New York: John Wiley and Sons, Inc., 1958. 
Kaiser, J.F., and F.F. Kuo. Systems Analysis by Digital Computer. New York: John Wiley 
and Sons, Inc., 1966. 
Kuo, B.C. Analysis and Synthesis of Sampled Data Control Systems. Englewood Cliffs, 
New Jersey: Prentice Hall, Inc., 1963. 
83 
Naval Research Laboratory. "Applications of Walsh Functions", Symposium and Workshop, 
(March, 1970). 
Ormsby, J. "Design of Numerical Filters with Applications to Missile Data Processing", 
Journal ACM, Vol. 8, No.3, (July, 1961 ), 440-466. 
Paley, R.E., and Norbert Wiener, "Characters of Abelian Groups", Proceedings National 
Academy of Science, U.S.A., Vol. 19, (1933), 253-257. 
Rademacher, H.A. "Einige Sat Ze Uber Reihen Von Allegemeinen Orthogonal en funktionom", 
Mathematical Ann., Vol. 87, ( 1922), 112-138. 
Ragazzini, J.R., and G.F. Franklin. Sampled Data Control Systems. New York: McGraw 
Hill Book Company, 1958. 
Swick, D.A. "Walsh Function Generation", IEEE Transactions on Information Theory, 
Vol. 11-15, (January, 1969), 167. 
Tou, J.T. Digital and Sampled Data Control Systems. New York: McGraw Hill, 1959. 
Volterra, V. "Sopra le funzioni che dipendono da altre funzioni", Rend. Acc.,dei lincei 3, 
(1887). 
Walsh, J.L. "A Closed Set of Normal Orthogonal Functions", American Journal of 
Mathematics, ( 1923), 5-24. 
Whetchel, J.E. "The Fast Fourier-Hadamard Transform and its use in Signal Representation 
and Classifications", Eascon Convention Record, ( 1968), 561-573. 
Zadeh, L.A. "On the Representation of Non Linear Operators", I.R.E. Wescon Convention 
Record, Pt. 2, ( 1957), 105-113. 
84 
VITA 
Earl Frederick Richards was born on March 11, 1923 in Detroit, Michigan. After 
completion of his elementary and secondary education he enlisted in the U.S. Army Signal 
Corps in 1942. He was selected to pursue a course of study at the Illinois Institute of Tech-
nology, Chicago, Illinois for a period of one and a half years. Subsequently he served in the 
European Theater and was discharged in 1946. 
He enrolled at Wayne State University, Detroit, Michigan and received the degree of 
Bachelor of Science in Electrical Engineering in 1951. 
After 7 years of industrial experience he decided to enter the field of teaching and 
subsequently enrolled at the University of Missouri-Rolla (formerly Missouri School of 
Mines and Metallurgy) in 1958 and at the same time became a full-time member of the 
Electrical Engineering Department. He received his Master of Science Degree in Electrical 
Engineering in 1961. He began pursuit of the Doctoral Degree in 1963. 
While still a full-time member of the Electrical Engineering faculty, he spent his sum-
mers employed with Ford Motor Co., Detroit Edison, and Argonne National Laboratory and 
also attended a summer institute at Purdue University. 
He married the former Marjorie Phyllis Holt in 1946, they have two children, Dennis 
19, and Laura 16. 
His society memberships include: Eta Kappa Nu, Theta Xi social fraternity (presently 
the Faculty Advisor), and in 1966 and 1967 was recognized by the American Institute of 
Aeronautics and Astronautics as the outstanding Faculty Advisor of the year. 
85 
APPENDIX A 
GENERATION OF THE WALSH FUNCTIONS 
The algorithm used for the generation of the Walsh functions is given by Equation (3-6). 
The general procedure is a shifting and compressing operation of previously calculated Walsh 
functions in a recursive manner. This procedure is indicated in Chapter Ill. The computing 
time to obtain the first 128 Walsh functions was approximately 35 seconds on the IBM 360 
Model 50. In the print-out, a plus sign indicates a value of +1 and a blank indicates a 
value of -1. 
TNT EGFR* ? V/ 1 +'/,W I' 1 / 
1"4TFGE 0 '~., ~Ill C 11" , 1"30 1 , WS Lf6')tl ~0 ) , WSR f 6'1 tl '30 l 
T~T~~ER*? ~CL(6~ , h~ I, ~CR ( 65 , 65 ) 
1"\'1 I I= 1 , 1 2 A 
WAL (l , Il=l 
n n 2 o 1 = 1 , ') 1t 
20 W!\L(? ,YI = - 1 
TWI'"?l T = n'i , 1 z?l-
?1 "JALf2,I l =l 
OQ 2 2 T = 1 , ~? 
il'l ?? J:07 ,} ;>Q 
n, ?2 K=?~ , r:)f> 
\.ltd f.,, r 1 =-1 
W A L ( 3 , .J ) =- 1 
Wfll('3 , Kl=l 
on~~ ~1 = 1 , '>4 
WAL (4, ~ 1 =-WAL(3,~ l 
·~A L f 4 , M + 6 4 ) = W 1\ l ( "3 , M + 6 4 ) 
,, = ;> 
Dn ? r r = 1 , 12 o 
t-JS l ( K+l, T I) =~/1\L( K+ 1, T J) 
? WSP CK+l,TTI =WIIl (K+l,IJI 
11(1 3 N= 1 1 f-A 
--r-TC[Tlf + 1 , rJ J~ S L C ~1 ,..-,_ *N J 
3 WC: P('< + l , 1\l i=WSRfK•l , ?*N ) 
0=0 
7 KK'=!< /?+ 0 
l<l=?t<K +l+ Q 
Kl=K. +O 
0'1 4 l=l , 64 
't H 1\ l r K L , L ) = ( f - 1 ) * ~.cK K ) * ( ·~ C L ( !l + 1 1 L ) I 
-D () ~ M = 6 C) , 1 2 R 
t; WA I ( V l , '-1 ) = ( ( -1 ) *"*I<' I< ) * ( ( - 1 ) * * ( K 1 ) ) * ( II C R ( K .. 1 , M-6'• ) ) 
IF (t::'-11 6 , A , 8 
" 0=1 r;o rn 1 
R JF ( Kl-1 ?9 ) r:) , l0 , 10• 
n IC=Ktl 
Gn T Cl J 1 
OU~I= l , J"? q 
nn 40 .1 =1 .1 28 
IFfWlllfT,J l ol T~"• 
IF (WAI(I,Jl or0.,-J I 
IF(l~fll fl,J) .rT. O. l 
'tO Cf"'NT TNUF 
WAL f[,J) =W 
GO TO 1•0 
WfltO , ll = v 
WR J T !': C 3 ,1 "3 l ( W !\ l( 1 , J ) , J = 1 , l 2 8 I 
F f) fH1 AT ( I 1 • , ? X ' I () ' ' T 6 ' 1 ? Q " 1~·---
nn 4 1- Tc7 ,1 2 
,JJ-J-1 
t. l W R T T F ( 3 , 10 '•) J J , r ~·A l ( T , J I , J = 1 , 12 8 l 
l r4 r-QPM~T ( 1 'tl ~ tl X , l? 0 ~l) 
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WRT TF ( '3 , 1 C '5 ) 
105 f'=OPMAT (' ',13)( , 1 l 1 ,;)X ,' ? ', qX ,' 1 ', qX , 1 4 1 , 9X ,''i'~ 9X, ' f> 'J~X 
,. •7• ,qx, • R' , nx, ' 9 ' , ox ,• o• , ox ,• 1 ' , ox , ' 2 ' t 
<; T'1 p 
Figure A -1. Program for Generating 128 Walsh Functions. 
87 
0 ......... +- ....... + ............................... + ..................................................... ++++ ............................. ++++ +++ ++ ................ t •• + 
1 + + ++ t .... +++. ++ ++ + + ... + .... + ••• + ++. + ... + +. +. ++ +. + •• + t ..... + •• + +. + + ••• 
? .. + ++ ++++ ++ + ++. ++. + ..... +++ .. + ... + •• ++ .......... +++ ++ ...... ++++ + + t .. ..... + ++ 





































+. ++ ++ + + 
.... 
.... + + ++ •• + + 
.... . ..... 
• • •• ++ ++. + 
........ 
• +++ 
1J ... .. 



























.. . ... 



















I, ~ + ~ 







































.. . . .... . 
. ... . 
. .... 












































. . . .. . 
+ •• + ••• 
+ ++. 





••••• tt t •• 
• + ~ • • • + • • • + • t • + • • .. .. + .. .. .. .. .. .. 
............ + t + •• + t t + ....... t + 
t .. + •• + ••• t t. t + .... t .. ++ + •• + ... 
+ ••• + ••••• t t .. ••• + ••••••••••• t + 
t t. ++ + ••• +. t t. t •••• t ••• t t t ••• t. 
• + t ••• t t t + t ••• + •• t •• t • .... +. + t •• 
.... t t • 
..... t. •• + •• t. + + t ••• t t + t. t ++. t t t + t ++ t. + t + •••• t t. t •• +. + 
t .. t. t ++ t •• t •••• t t .. t t t ... + t t t + t .... t 
+ • t • ...... t + t • t t ••• t t + + t •• t. + 
+ t t •• + +. + +. ++ t +. t t + •• t •• •• t •• + •• + 
+ + ••• + + t t. t •• t t t t. t. t t t ••• +. 
+ + .... t t + + t •• t. t •• + t + •• t ++ + + +. 
• • t ••• + ++ •• t • t f •• t t t •• + t • t t •• 
+. + •• + + t + t •• + ...... t + t t + t. +. t ••• t + t 
t t + .... t t •• t t + •• t t • ; •• + t t + t t t t + + •• 
t t +. t t + •• t +. t + t t t. t + t ft •• t t t. 
+. t t. t t + •• + •• t • .... t t. t. t t t + t ••• •• 
t + t + + t + t t • + • t •• t •• + • t + + • t •• t t t + .. t 
t + t t •• + ••• + + f + t ••••• + + + •• t + +. + + •• 
•• + ••••••••••••• + •••• t + •• t + •• + + + + 
+ ... + + + .. + + •• + •• + + + + t + .. + • t + • t ••••• + • + •• t. + + • + .. ~ • + ...... + + .. + .. + t + .. + .. +.: 
• + + + t •• + •• + + +. + •• t + + + t + t. + + + ••• 
+ + + + + +. + t t ••• + + + t + ••• + 
l 1.. "' t· 
.. 
l 



























.. ...... . 



















. .. . . . 
I ++ + t t 
• + •••• 
...... 
. . . .. . 
. .. .. .. . 
• .. • •• • • + 





•• t + •• t .... •••••••• 
. .................. . 
. ............... . 
+ ............... . 
•••• + t .. + ••••••• 
• ~ + • • • • • + + • • • • • • • • • 
+ t •• t .. •••• + .. + ....... . 
....... + ..... . 
•• + + ...... ++. + ...... . 
••••• +. + •• t •• + ....... . 
t+ + + + t t + t t t I+ t t t t+ I+ + 
+ +. + ••• + + + ••• + ........ . 
: : : : : ••••• + ....... + ............... + + .... . 
• .. + •• + ••• + + ••• + •••••• 
••••••••• + •••••• 
• + ..... + ••• + ••• +. 
• + ••••• + + +... . ... 
+ + + + + ••• + + 
t 
APPENDIX 8 
DIGITAL PROGRAM DATA FOR COMPUTING 
SPECTRAL DATA OF CHAPTER VI 
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The FWT routine used to calculate the sequency spectrum and the data for sequency 
calculations in Chapter VI was obtained from the fast Walsh transform routine outlined in 
Figure 6-1. The computation time to calculate a set of 128 Walsh coefficients was approxi-
mately 20 seconds. The computer program (Figure B-1) includes a plot of the time function 
and a histogram of the Walsh spectrum of the time function. These plots are not included in 
the output data; only the values of the Walsh coefficients have been included. The program 
undoubtedly can be simplified by the use of sub-programs. However, during the develop-
ment of the program, successive additions and numbers of sample points were gradually 
increased so that the resulting program is not an example of programming sophistication. 
Tables B-1 through B-1 0 are the Walsh spectral data used to plot Figures 6-2 through 
6-11 in Chapter VI for the two examples. The computer program follows directly after the 
tables. 
. Jll2j. 
o. 019 1 
0. .. 0156_, 
0 . 0 156 
0 . 0078 
,.... ,.. 
o.o 
:-Q ~-0_0.7 8_ -
- 0 . 0078 
- ".QQ1B 
"1'2'8 W~ALSH COEFFIC I E~ TS 
- Ol!?32 1 - 0"' C-321 0,~ Q~ 9~- o. ('3 9 1_ -o. 0391 - 0 .0391 
- 0.03Ql - 0.0391 0.039 1 0.039 1 - 0 . 039 1 - 0.039 1 0 . 0 391 
- ,0_.0156 - - 0 . 0 156 _p _. _Ol 56 ~ _ 0 . _0156 . __ - 0.0156 - o. o 1 .~ -~ o . :ot 56 
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_Q,Jll56 _ e_. __ Ol56 - o .. _Ql .5.6 
--=...<h..O 15 6 _ 0.0156 _ 0 . 0 156 - - 0 . 0 156 
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- 0.0078 -0 .~007 8 __ {L. QO 78 
- o . oc7q - 0 .0078 0.00 78 0.007 8 - 0 . 00 78 - 0 . 0078 o. 00 78 
Q, O 0 J) Q_ • .Q o .~ -~_Q_. _g___ ~--o· o 
-
Q.o 
o. o o . o o. o o . o o.o o . o o.o 
9 ._.Q (' 7 8 n.,_oo7_H -o~ 0,0_78 _:_Q_. co 7 8 - _Q. 0078 Q. 0078 ---_0~0078 
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Table B-1. Walsh Coefficients for Pulse Wave shown in Chapter VI. 
(X) 
(0 
o . 0391 
0.0156 
- o. o3q 1 
- 0.0 156 
0 . 0156 
- 0 . 0078 
-0. 0 156 
0.0078 
o.o 
- o. 0078 
o. oo1e 
0 . 0078 
128 WALSH COEFFlC I ENTS 
- 0 . 0191 - O.C391 Oo039 1 - 0 . 039 1 0.039 1 0.0391 - u. o 3q1 
-0. 0 156 - r . 01'56 0.0156 - 0 . 0 156 0 .0156 0.0156 - 0.0 1 56 
---~ 
-0 . 039 1 0 . 039 1 - o. o 3st o . 039 1 - 0.0391 - c. 039 1 0 . 039 1 
0 . 0 151) 0 .0156 - 0 . 0 156 0.0156 - 0 . 0156 - 0.0 156 
- 0 . 0 156 - O. Cl56 c . o156 - 0.0 156 0.01 ';S 0.0 156 
0 . 0078 0.0(,78 - o. oo1s o .< r 78 - 0 . 00 7:3 - o.oo1a 0 . 00'78 
- 0.0156 0.0156 - 0 . 0 156 0.015'> - 0.0156 - 0 . 0 156 Oo0l56 
- O. C'C 78 - 0 . 00 7 8 c . oo 78 - 0.0078 o . 00 78 0.0078 
o . o ' c.o o. 0 o . 0 o.o o . o o. o 
0.0078 o.oo1e - O.OC78 0 . 00 78 - 0.0078 - 0.0078 0 . 00,78 
-- - ------ -- -- ~- -· ·---- ~- -----o. o o . o o. 0 o. o o. o o. o o. o 
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-~---. 
--- --- -o.oo1a 0 , 00 78 - 0.0078 O. 0078- - G.0078- - 0 .007 8 Oo0075 
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Table 8-1 (Continued). Walsh Coefficients for Pulse Wave shown in Chapter VI. 
<0 
0 
12q WALSH COEFFICIF~TS 
0 . 039 1 - o. 0391 0 .0391 - 0.0391 0 . 039 1 - 0.0391 0 . 0'391 - 0 . 0 391 
0 . 03 1.3 - 0 . 03 13 0 .• 0313 - 0 • . 0313 0 .0313 - 0.0313 0.0313 - 0.0313 
------- --~- ~- ~-~-- ---~~---....-- -------- ------.....----~ ~~ 
- 0 . 03 13 0 . 03 13 - 0 . 0313 0.0313 -0 ~ 03 1 3 0.0313 - 0.0313 0. 0313 
- 0 . 0?34 o. 0234· -0.0234 0.0234 - 0.0?34 0.0234 - 0.0234 0 . 0234 
o.o o.o o ~ o o.o o.o o. o o.o o.o 
. . 
- 0 . 0078 o·. oo1a - O.OC78 o. 007t - 0 . 0078 0. 0078 - 0.0078 0 .oo 78 
-~~ ---- -·- ------ -- --
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o . o o . o o.o o.o o. o o.o o. 0 o .• o 
0 . 0078 - o . oo 78 o.oo 78 - 0.0078 o . oo 1e -0. 0078 0.0078 - 0.0 078 
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--
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o. 0 o. o ~ o.o o.o o.o o.o o,o o.o 
Table 8-1 (Continued). Walsh Coefficients for PUlse Wave shown in Chapter VI. 
<0 
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128 WALSH CO EFF I C I E~ T ~ 
0 . 039 1 0 . 0391 0 . 039 1 0 ., 0 391 o . o o. o o.o o . o 
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Table B-1 (Continued) . Walsh Coefficients f or Pulse Wave shown in Chapter VI. 
co 
1\) 
128 WALSH COEFFICIENTS 
0 . 0391 0 . 0391 - 0 . 039 1 - O. C39l 0 . 0 156 0.0156 - 0.0156 
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Table B-1 (Continued). Walsh Coefficients for Pulse Wave shown in Chapter VI. 
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- 0.0156 o. ()1 56 Oe0156 - O. Ot5A - 0.0156 0 . 0156 Q. 0156 -O.Ql56 
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0.0311 0.0311 - 0.0113 0 . 03 13 -o .o 313 - 0 . 0'3 13 
o. o o~o 0~-- Q.._Q -- _Q& - -~ _Q~ .. ·- -· 
- 0.0313 - 0 . 0313 0 . 0113 - 0 .031":\ 0 . 0313 o. 0313 
o.o Q.O o. o f) . O o. o o.o 
o. 0 1'>"-__ _O_.D_L5 6 - 0...!_0_1 56 (2. 0126 -o. Q.l...'> r, - 0,1)12!-
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(hQ Q.Q Q.~Q 
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Oe(l o.o ot! Q Q. Q O, Q 0 
c.o o.o o.o o. o o.o o. o 
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:o.o (1!'0 ,_Q_ .. _ ()c -~ -~-0 !_,_Q 
-
Q!.P o. o 
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Table B-2 (Continued). Walsh Coefficients for Triangular Wave shown in Chapter VI 
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- 0 0 0 l_l_1~ --(l • 0 - ____ :: Q~ .. 0 1 l.~ 
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o.o ') . GJ56 o .. 0 0 . 01'5f:> o. o 0 , 0 156 
o.o 0.0156 o.o 0 .0156 o. o 0.0156 
o.o n.01'1f> r.o 0.0156 o. o 0.0156 
o.o 0.01')6 o .. o O.OlS6 o.o 0.0156 
0.0156 o.o 0 1 01'56 o.o Oo0l56 OoO 
0.1)1';6 r..o 0.01'16 o. G 0.0156 o. 0 
o. 01_~ o.o 0.0156 o. o _ _9 . 0 15'"> __ o~o 
o.o 1).0156 o.o 0.0156 o.o 0.0156 o. 0 
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Table B-2 (Continued). Walsh Coefficients for Triangular Wave shown in Chapter VI. 
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o. o 
o. c 
0!0 O.Q 01!0 OaO Qi!'Q Qi!' 
r..o o.c o. 0 o.o 0 . 0 o. o 
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0 .. 0313 - 0 . 0311 -0....!..0~3 1 '3 - 0 . 03 1 3 
- 0.0311 - 0.0313 - 0 .• 0113 0.0313 o.o-H3 o. 0113 
. 
- O .. fJ1'i6 - o .• ot"s6 - a. 0156 0 . 0 156 0 . 0 156 0 . 0 156 
0.0156 0~01'56 0.01?6 - 0 . 015'> - 0 .')156 - 0 . 01?6 
f)_. 0 o. o c. o o_. o o . o Q. O 
o.o c. c o. 0 o. o o.o o . o 
n.n 010 o.o o.o QtO OtQ 
o.o o ,.o o .. o o. o o. o o .. o 
- 0.0156 - O.C156 - 0.0 156 
--
0.0156 _ Q. 0 lS_q_ __ 0 ~ 0 15 6 
0.0156 o.rl5'> C • .f}lS6 - 0 . 0 156 -o . en C:.6 - 0 . 01'56 
G.O o.o 0!0 o. o o.o o.o 
o.o o.c o. 0 0 . 0 o . o 
• 
o.o 
o. o o.c o. o O. G a .a __ __._ o. o 
I 
o.o o.o o . o o . 0 o.o o.o 




- 0 . 03 13 
o . o31J 
1') . 0 156 





o . Ql56 
- 0 . 0 1S6 
o.o 






o. 0 o.o o.o c.o o. o o. o o. Q o_._n~ 
I 
'>.O :-H3 0 . 0313 - 0 . 03 13 -0.0313 - 0 . 0313 
__ , 
- 0 . 03 11 o. 03 13 0.0313 
o.,o o.o o.o o. o O. _Q ~ 
.Q ~ - . - - -· Q .• 
-o. o H 3 - ().0~11 0.0313 0 .. 0313 0 . 03 1~ 0 . 01 13 - 0 .0313 - 0 . 03 13 
01~2 Q.Ql5l2 
n.o o.o o.o o. 0 o. o o.o o. o o.o 
. 
-C'oCl52 - Q,Ql26 01»01'36 O!!Ql56 Q . Ql~6 0 ,J)J 56 - Q. Qj 56 
o.o o.o o.o o.o o. o o.o o. 0 o. o 
n.r Q.Q o.o Q.Q Q. n Q. Q Q. Q o.o 




c .. o o.o . o.o O,Q Q , Q -- __ __Q, 0 o. o 
0,')156 0.0156 -0.015h - 0.0156 - 0.0156 -o.o 15~> 0 .0156 0 . 0 156 
f')A() o.c o.o 
o. n o.o . o.o o.o o. o o. o o. o o. o 
. 
0~ .... ~----0..·.Q- . ~.- . Q~Q. Q .. Q. - _ _ __Q_. 0 O. Q ·- Q.. Q -~---O,.Q __ 
o.r c.o o.o o .• 0 o.o o. o o. o o. o 
-
~ 
Table B-2 {Continued). Walsh Coefficients for Triangular Wave shown in Chapter VI. 
CD 
(X) 
C PROGRA~ TO EVALUATr THE FAST FOUR I ER WALSH TRANSFORM ( l28PO I NTS I I Rf..AL\'A_l/ '+' / , ~Y~l /' •t, O~Siil'-'1 
REAL BLK/ 1 ' / , ASK/' * ' / 
OI~ENSION KS (l 2R ) 
DI~ENS I O~ Pl l(l28 1 
_ O_I ."iE NSI ON_ BJ 1_2A I 
- DIMENSif1N A( 12B, .? ) 







0() 20C.. 1=1 ,1 2R 
A(l ,l) =0.0 
A(J5 , 1 ) =0.5 
-" ( J 5+"5 ' 1 , =c. 5 
00201 1-=1, 4 
A( JS +I , l )=l.O 
riR I T E ( 3 1 0 2 I 
F"tfl{\fAT(• i 1 , 40X ,-,I NPUT 'F"UNC T I ON SAMPCfS ' I I I I) 
WRI T E(3 , 1CQ )( ~ ( l ,1l, I= 1,1 28 ) 
Fn R "'\AT ( • ' , 8 ( 3X , F 1 2. 4 I II l 
PLOT TIME FUNCT I ON 
SEA~CH FOR A( l , 1 l MAX AND ~ I N 
~~ ~ =AJ 1 ,l )L -
AMAX =A ( l tl) 
DO 10C I = 2 , 12 8 
IF (A (I, 1 1 .GT. A~I\X I AM~X -=A ( I ,ll 
_  ~~ _If ( A ( I , 1 )_ ,.I,J~o AMltJL..AMJlJ =A (I, 1) 
300 CONTINUF 
WRITE ( 1 , H'3 ) 
103 FORMAT ('l', 40.~ ,' PL OT OF . TI ~E FUNC TI ON '/) 
..__ W.R.l.lEJ.J.,_lC4 1 _ --- _ ~-o~·-
104 FORMAT (' ', 4JX ,' ~AXI..,U"'' VALUE= ') 
WRI TE(3 , 105 1 AMAX 
105 FORMAT ( 1 + 1 , 58X , F1G.5 /I 
__ _____ .SC.A LE. =: 50.~ I (.AM_AX_-~~1 IN I 
C CONVERT TO I~TEGER FORM 
0 0 10 1 I = 1 , 1 ?8 
l\ ( 1 , 2 1 =A(l ,ll l 3 0 LK5..UJ = A t l , ? I * SCA l.E... _ r _ 
~.__MW.A.:I::- =-A~AX-*S.CAL·F _ .. I 4 .. ~ 




DO 311 J=1,51 
310 00308 1=1 ,128 1 IF ( K5(1 J.E-O. MVAL lPLl(Il =VAL -
IF (K5(1) .NE. MVAL I PLl (l) =~VAL 
'308 CONTINUE 
1--3--o~z-,~~~~t~Wt L37v~~l -~c1PC~ 2 ( ~~3 , K=l , 128l 
304 FOR.~AT( ' C ' '1X,' 1 It 128A ll 
GO TO 30q 
303 WRITE (3 1 3051 (PLl ( M) ,\1=1 1 128) 
305 FOR'~AT(' •,1 X, 1 1 1 ,128Al ) 
30Q CONTINUF 
IF(MVAL .F.Q.O.O ) GO TO 108 
I IE ( MVI\L. "JE, 0~) _(!f) TQ 120 - . . -.-.,--.------..: 
108 00 306 1=1,128 
306 PLl(J) = OASH . 
- ""WR_I.lE < 1 , 3o7 r < PLl rn-;-r=-1, 1281 
307 FOP~AT ( 1 +1 ,1X, l28Al ) 
320 CONTINUE 
311 MVAL =~VAL-l 
WRTTf {3,3?51 
3 2 5 F 0 R. MAT ( I I ' 11 X ' I 1 I ' 9 X ' I 2 ' ' 9 X' ' 3 ' ' 9 X , • 4 I ' 9 X , I 5 . ' 9 X ' ' 6 I ' 9 X' 
c I 7 I ' 9X ' ' A I ' q X' ' g 1 ' 9 X ' I 0 I ' 9 X' I 1 ' ' 9 X' t 2 • ) 
2 POINT CALCULATIONS 
DO 1 1=1,128 , 2 
A( I , ?)=A ( J,l) +A(I + l ,l) 
1 Ari +1 , 21=-A(I ,U+A-(l+l,n 
0(1 ? I=l, 128 
2 A(I,l) =A(I,2) 
4 POINT CALCULAT I ONS 
l"'l'l 1 I = 1 , 12 6 , 4 
td I ,2l =A! I,l )+A( 1+2 ,1) 
ATT + 1 , 2 l -: - ,A! I, U +A ( 1 + 2tl l 
A( 1+2,21=A( I+l ,1 )-A( 1+.1, 1) 
3 A( I+3,2l=-fdl+l,ll-A(I+3,l) 
DO 4 1=1 128 _ . 1----'+A~!I.fl = A,h---;?~l -=~ -~-~= ~--~~-~ 




8 PO I NT CALCULATI ONS 
. - DD" 5 I = I ,-122 , 8 
A (J , 2 ) =A ( I,! )+A ( 1+4 , l) 
A ( I + 1 , 2 ) =- A ( I , 1 ) +A ( I +4 , 1 ) 
I-- A( I+2 , 2 1=h (l+li1)- A(l+ 5 , 1) 
--- A C I + 3 , 2 T =- A rr+ 9 1 l -A C I+ 5 , 1 ) 
A ( I+4 , 2 ) = - A tl+ 2 , 1 ) - A (I+6 ,1) 
A (I+ 5 , 2 1=A ( 1+2 ,l)-A(l+6 ,U 
.A C I + 6 , 2 I = - A C I + 3 , 1 ) + A ( I + 7 , 1 ) 
c 
c 
5 -A r I + 7 , 2 ) =A ( 1 + 3 , 1 T +-A"( I+ 7 9"1) 
DO 6 1= 1 ,1 28 
6 ACI ,l) =A (I, Z ) 
!._01 FOR~AT ('1', ~ ( ~X , F 1 2 .4)//l 
C 16 POINT'CALCIJLA TI ON S 
J =2 
- ·M= l 
f= l. 
DO 7 1=1,128 , 8 
K= J+l 
J J=J - r 
KK=K.-1 
ACI , 2 l =A (JJ,11+ A CJJ+ 8 ,1) 
A ( 1+1, 2 ) = - AC JJ,.l )+A (JJ+ 8 , l) 
l\{ I + 2 , 2 l =A ( KX , I J - A f"KK + 3 ,1 I 
ACI + 3 , 2 1= - A CKK ,l) - A ( KK+ 8 , 1) 
A CT+ 4 , 2 l = - A I KK +1,ll-A CKK +9 , 1) 
__ A ( I + 5 , 2 ) ==A ( KK + 1 , 1 ) - A ( KK + q , 1 ) 
A ( [+6 , 2 ) =- A(J J+ 3 , 1 )+ A(JJ+ll, l ) 
A <l+ 7 , Z I =A C)J+ 1 ,J )+ A (JJ+11~1J 
K l =M/ 2 -
D=E / 2. 
F=K 1 
IF ( D- F I q , 8 ,_9 
8 J =J+20 
GU TO 10 
9 J=J+l 2 
t----l O_fi= ~ + l 
"7 t:=f +l 
f)n 1 20 I = ltl 28 
I 120 A ( [ ' 1 ) =_fl_( I '2 ) 




C 32 POINT CALCULA TI ONS 
MM= l 
JJ=l ~----~DO ~0 1=1,16 
A(M~,2) = Afll,l ) t- A(JI+-1 6 ,1) 
tt ( ·A 'H 1 , 2 ) =-A ( 1 1 ,1 ) + A ( I I + 16 ,1 ) 
. t'1."1+ .2_ , 2J _=~t\ .LU_+~ 1, _ 1_)_-__ AJJ_I+l7 ll 
A ( MM + 3 , 2 ) =- A ( 1 I+ 1 ,1) -A ( I I+ 17 , 1 J 
A ( ~M +4, 2 )=- A tll+ 2 ,1l-A (Il+l 8 ,ll 
A( MM+5 , 2 ) = A (IJ+2 ,1)-Atll+1 8,l) 
1--- -AJ.M.M..±.-6 . 2 ) =_-A I I 1.+ 3 I 1 ) + A.Ll.I .+.l .9 ' 1 ) A( MM +7, 2 ) = A ( 11+3 ,1)+ Atll+l q ,l) 
I F (l.LT. 4 ) GO TO 8 1 
I F( I.EQ.4) GO TO 82 
.I.EJ I_. Gl,.,4_. AND_. _I..LI.8 l GQ TQ ~ l 
TFti. EQ.B ) GO TO 83 
IF(I.GT. 8 .ANO.I . LT.1 2 l GO TO 81 
IF( I.EO. l 2 l GO TO ?4 
~--~~.I£.U ... .G. r~J2J--GO TJJ e l-------~~--~~----8 1 MM=t-1M +8 
11=11+4 
GO TO 80 
M_M=.33 ~-. ~~ - _ 
11=33 
GO TO 80 
83 MM=65 
rt-----u~s __ ---~ ---------~ GO TO 80 
8't MM=<H 
11 =97 
8Q CON TINU !; _ 
no ~as · I = 1 , 12·a 




~-?-L:~T l = ~ '-~-~-N- , U + A f N + 32., 1 l 
A(t+l, 2 l =- A( N,l) + A·f'N'"32,"1l 
A(L+2 , 2 ) = A ( N+ltl)- A(N+33tll 
IL A(.L+-3,_2.._) =-A( N+ld)- li(N+33 ,J) 
Table B-3 (Continued). Program for Calculating 128 Point FWT. ~ 0 
1\J 
~ (L+ 4 , 2 ) =- A( N+2 , 1 )- ACN+34,1) . I 
1- _ A ( L + 5 , _2.)-=-..A_CN±2_, _l_)_~_.A t N + 3 4 , 1 1
1 
' -· ---__.. ACL+ 6 , 2 l = -A (~,l)+ A( N+35 ,1 -
c 
c 
ACL+7, 2 ) = ACN+3 ,1)+ A( N+35 ,1) 
I F C I • LT. 8 ) GO T 0 2 1 
I F ( I • E 0 . A I G 0 TO 2 2 
I FT l • cr·. 8 f G-0 - f n 2 1 
21 L= L+ 8 
N=N +4 
_ ~0 T.(L_ZQ 
- - L=65 
N=65 
20 CON TI NlJf 
00 2 5 I = 1 12 8 
2'5 A ( I~l r= ~ C } , 2 ) 
~ ~N= l 
LL= l 
DO 30 I = 1, 16 A( LL , 2 ) = ACNN ,ll + A(NN +64 ,tl 
ATL L + 19"2 I ~ - - A Ct-lN ; lT + A f NN +64 -,-1 l 
ACLL +2 , 2 l = ACNN +l,tl- A( NN ~ 6S ,ll 
~ ( LL+ 3 , 2 )= - Al NN +t,11- A(NN+65 ,ll 
A(L l +4, 2 l = - ACNN +2 ,1)- A( NN+66 ,1) I 
- A C L L+s ·,-z · I~A.('NI\f+z·;rr=-A~( NN+6""6~,~n----~=~~ 
Al ll+6 , 2 1= - Al NN t 3 ,11+ A(NN+67,1) 
A<LL +7 , 2 l=A ( NN+3 ,li+ACNN +67,l) 
LL-= LL+A 31'r -NN=NN+4- -
00 ~ 1 [ = 1' 1 2 8 • 
3 1 AII,I) =A CI, 2 l 
WR I TE ( 3 , 107 ) ~ • "1"':"'7-FUlf"lAT"('tT '~'X~,- q;rAiC'S"A-~CUEFF I'CTFNT s·•""I!Tf l ------ """i 
WR I TE C3 , 100 I ( A ( I tl l , I = 1 , 12 8 l 
no 32 t = 1, 12s 
32 fdl,1l = AU,LI/1 28. 
HR "ITE - f 3 -, 106 I 
106 ~ORMAT ('l', 30X ,'l 28 WA LSH COEFF ICIEN TS1 //) 
WR I Tf C 3 , 1 2 5 ) ( A < I , 1 ) , I = 1 , 12 8 ) 
, ..... 25 :FORMATJ' •, 8 ( F l O..s.:!tl.Ll 





C PLOT ~ALSH SEQUF.NCY SPECTRA 
C SFARCH FOP ~AX A(I ,ll 
'R f.! f\ X = A '3 S ( A fT , 1 rr 
no 800 1=2 ,1 28 
IF(ABSCA( I, 1) I .GT. BMAX I BMAX =ABS CA( I .11) 
900 CONTINUE 
CS'CAl.. = 5D". fRV.A"X -
0 08 0 1 l = 1 , 12 8 
H 01 A ( 1 , 2 ) =A ( I , 1 ) *C S CAL 
WRITE ( 3 , 8'04 ) 
8C4 FOR"1ATf' l ""', 40Xf"' WALSH SEQUENCY SPECTRA ' 71 
WR I TE C3, 806 } 
806 FOR~AT( ' ', 40X , ' MAX I~UM COMPONEN T = ') 
WR )TE ( 3 , Q07 I RMAX 
80 ? FOQ.J.tAT ( '+', 60X , F l 0 -a 5 ,!) 
• 
WR tT E ( 1_, 8. 0~n . . . _ . 809~FORMATt' ', 45X , ' SCALt FAcr=o~=--=~' ,--------------------------------------~ 
~RTTF. (3,8081 CSCA L 
80A FI"'R"1AT ('-+' , 60X , F10.5 //) 
ss =50. . 
00 802 J=lt?O 
DO 803 1=1,128 
IF t ABS( A ( 1 , 2 ) ) .LT. SS I B ( I I =B L K 
_ IE ( AR.S (A ( TJ 2.1 )..JiJ • .S.S .ORo AB_S ( A (I , 2.1 I. E_Q. SS I 11 ( J I =ASK 
803 CON TI NUf . _,~,!. ·----
WRITF (3,805)(13(11 1 1= 1,1?8 1 805 FOR'1AT( ' •, ?X,128A1 1 
B02 SS =SS- 1 .. , 
wo IT E <1, 810 ) 
RlO FnqMAT( • ', 11X ,'l', 9X, ' 2 ', 9X ,' 3 ', 9X ,• 4 •, qx ,• s •, 9X ,' 6 ', 9X , 
C ' 7 ' , 9X , ' q ' , q X, ' 9 ' , oX , ' 0 ' , Q X , ' 1 ' , 9 X , ' 2 ' I 
J.5.=.J5+2Q . ---~-- .. IF{ J ~- 120) 20~ , 205 , 206 
206 CONTINUF 
STOP 






C MATRIX DATA 
The C matrix data in this appendix (Tables C-1 through C-16) are the results of the 
computer program as indicated in Appendix D when applied to the first 16 delayed Walsh 
functions. The results are the Walsh coefficients for each of the 16 possible delay positions 
in time. It will be noted that 4,096 ( 163) values appear. 
0 '0 0 0 0 0 0 
• • • • • • • 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
• • • • • • • 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
~ . . . . . . . . 
0 ~ 0 0 0 0 0 0 0 0 
II 
l!.l 
0 0 0 
• • • 0 0 0 
0 0 0 
• • • 0 0 0 
0 
• • • • • 0 0 0 0 0 
~ ~ 0 0 c 0 ~ 0 u 0 0 0 0 0 0 0 Q 
...... ,._. . . . . . . . . . . . . . . . 
~ ~ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
> 
< 
~ N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
UJ ~ • • • • • • • • • • • • • • • 
0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
~ - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
z - • • • • • • • • • • • • • 









• • 0 0 
0 0 0 0 0 
• • • • 0 0 0 0 
0 0 0 0 0 0 0 0 
• • • • • • • • 0 0 0 0 0 0 0 0 
0 
• 0 
tl) (]' 0 0 0 0 
~ < • • • • 
<t 0 0 0 0 
X 
0 0 0 0 0 0 0 0 0 0 0 
c (X) 0 0 0 0 
w <t • • • • 
> 0 0 0 0 
< 
_, 
w ,.... 0 0 0 0 




0 0 0 0 
..(; 0 0 0 0 0 
. ~ . . . . . 




u ~ 0 0 0 (.) 0 
<1 • • • • • 
I 0 0 0 0 0 
V) 
_, 
<: ~ 4" 0 0 0 0 0 
<% • • • • • 
0 0 0 0 0 0 
LU 
>-
<r ~ "" 0 0 u 0 0 
w <l • • • • • 





• • • • • • • • • • 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
• • • • • • • • • • 0 0 0 0 0 0 0 0 0 0 
0 0 CJ 0 0 0 0 0 0 0 
• • • • • • • • • • 0 0 0 0 0 0 0 c.. 0 0 
0 0 0 0 0 0 0 0 0 
• • • • • • • • • • 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
• • • • • • • • • • 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
• • • • • • • • • • • 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
• • • • • • • • • • • 0 0 0 0 0 0 0 0 0 Q 
0 0 0 0 0 0 0 0 0 0 0 




UN DELAY EO W4 LSH <COEF F. FOR DE lA V1EO W ~LSH FUNCTIONS DELAY TIME= 1 
A2 A3 A4 A5 A6 A7 A8 --~'}~ Al~L ~U-- - ~1_2 All __ -~1~ - A15 A16 - ~-~--,::-- ---:----
-
-- _ _._ -
1.00 o. o c. o o. o c. 0 c .• o o.o o.o o. 0 o. o o. o o. o o. o 10. 0 - o.o 
0.75 -0. 25 o. o o.o -0 .• 25 -0. 25 o. o o. o -0. 2'5 -0. 25 o. o o. o -0. 2'5 -0.25 o. o 
-
o. c;o - 0. 50 o. o o.o -o .• so -o. so o. o o.o o. o o. o o.o o. o o. o o. o 
-o. 75 o .• 0 o .• o -0. 25 -0.2 5 o. o o.o 0. 25 0.25 o. 0 o. o -0. 25 - 0.-25 
-- -
--=---==- ---=-----=- ----=--- -=- - ---=------ ---- -
o. o -1. 00 o. 0 o.o o. c o.o o. o o.o o. o o. o o. o o.o o. o o. o 




-o. 5o - o. 5o o.o o. o 0.50 -0.50 o. o o. o o. o o. o o. o o. o o. o o. o 
-0.75 -0. 25 o.o o. o 0. 25 - 0. 25 o. o o. o 0. 25 -0. 25 o. o o. o 0. 25 -0. 25 
,. . . -
------== -~~-- - ...___...... _·_:_ __ ~-: --- =-~------=c--- _______:::_ - - =--~ -=- =- -- ~- - - ---~ _.:::::=_ -_ :;___-
-1.00 o. o o.o o. o o. o o. o o. o o. o o.o o.o o. 0 o. o o. o o.o 
-0.75 o. 2 ') o. 0 o. o o .• 25 0. 25 o. o o. o 0. 25 0. 25 o. o o.o 0. 25 0. 25 o. o 
- - -- - - -
--
-
-o. so o.so 0 . '0 o.o 0 . 50 o.so o. o o. o o. o o. o o. o o. o o. o o. o o.o 
o.o o.o 0. 25 0.2'1 o. o o.o -0. 25 -0. 25 o. o o. o 0. 25 0.25 o. o 
- -- . -- - . -- - - --=----=-~- ...:¥• ""€.. 
l. 00 o. o o. o o .• 0 o.o o. o o. o o. o o. o o. o o. o o. o 
o.o o .• 25 o. 75 o.o o .• o - 0 . 25 0. 25 o. o o.o 0. 25 -0. 25 o. o o. o - 0 . 25 
-· -
o. o 0.50 0. 50 o. o o. o -o. 5o 0. 50 o. o o. o o. o o. o o.o o.o o. o 
2.!j)" 0.75 0. 25 o. o o. c -0.25 G. 25 0. 0 o. o -0. 25 0.25 o. o o.o -0. 25 ~ 
- ~- - . 




16 POINT UN~ELAYED WALSH COEFF . ~oR DELAYED WALSH FU~CT T ONS DE LAY TIME= 2 
A l A2 A3 IJ.It A5 A6 A7 A8 A9 AlO All Al2 Al3 '\14 Al5 
·-- ---~ 
o.o o.o 1. 00 o. o o.o o.o o.o o. o o. o o. n o. 0 o. o o.o c. o Oe'O 
o.o 0.25 o. 75 o.o o. o - 0.25 0.25 o. o o. o c. 25 -o.2s o. o o. o - 0. 25 0. 25 o. o 
- --.-
- -· ... 





o.o 0 . 50 0.5(1 o.o o.o - o. so 0.50 o. o o. o o.o o. o o. o o. o o. e o.o 
o.o o.75 r.?5 o.o o.o -0.25 c.25 o.o o. o - 0. 25 0 .2 5 o.o o. o - 0.7 5 
-=- ~ ~ 
o. o 1. 00 o. o o. 0 o.o o. o o.o o. ca o.o C' . (l o. o o. o o. o o. o 
~ . o 0.75 -0.2') o. o o. o - c.?5 - r . zs o. o o. o -0. 25 -0.25 o. o o. o -o.?. 5 
-----
- -· '- -
- -··· -..---··- -- ~~ 
o.o o.so -o.so o. o o.o -0. 50 -0.50 o. o o. o o. o o. o o. o o. o o. 0 
o. z'> ;.!o. 75 o.o o.o -0.25 - 0.25 o. o o. o 0. 25 0.25 o. o o. c -0. 25 
.o -1.00 o.o OoO o.o o. o o. o o.o o. o o. o o. 0 o. o o. o 
o.o -0.25 -c. 75 o. 0 o,. 0 0.25 -0. 25 o. o o.o -0. 2 5 0.2'5 o. o o.G 0. 25 - 0.25 
--
- .... - - -
-
--- - - ~. 
-
_, 
- ..... ---· ..------- --. 
--
o. o - 0. 50 -o.so o.o o. o 0. 50 - 0. 50 o.o o.o o. o o. o o. 0 o. c o. o o. o 
o.o -0.75 -0.25 o.o y.o 0.25 -0.25 o. o o.o 0.25 -0.?5 o. o (' . Cr o.?'l - o. z5 -=-:=- --~-
= = 
.;;.... ..... _. 
o.o - 1.00 o. o r . r o.o o. 0 o. o o.o o. o o. 0 o. o o. o o.o n. o o. o 
o.o -0. 75 0.25 t..f"\ o.,o 0.25 0.25 o.c o.o 0. 25 0. 25 o. o o. c o. 2 5 0.25 
~ -
-- -- ------
. ---- . -- ------
- - . -




o·. o - o.so 0.50 o. o .o.o o. 50 o. 50 .o. 0 o.o o. o o. o o. o o. G o. o o. o 








16 POINT UNDEU~YfD WALSII COFFF. FOR DF LAYED WALSH FUNCTI ONS DELAY Tit~E= 3 
A2 A3 A4 AS A6 A7 AS A9 AlO All Al2 Al3 Al4 A15 
~--~~~=- - ~- __ _,_, -
o.o o. o 1.00 o. o o.o o. o o.o c. o o. o o. o o. o o. o o. o o. o 
o.o o. o 0 .50 - 0 .50 o.o o.o o.o o. o o. o o. o - 0. 50 - 0 . 50 o. o o. o 
o. o o. o o. o -1. 00 o.o c.o o.o a. o o. o o. o o. o o. o o. o o.o 
o. o o. o - 0.50 - 0. 50 o.o o. o o.o o.o o.o o. o 0. 50 - 0. 50 o. o o. o 
~--,..........--- - -- --- - .- --- ~- ··---....:....:::... -- .-.=-~- --
o.o o.o -1. 00 o. o o. o o. o o.o o.o o.o o.o o. o o. o o. o o.o o.o 
o. o o. o - 0 .50 o.so o. o o. o o. o o. o o.o o. o 0. 50 0. 50 o. o o. o o.o 
-=- - - r-.... ~ .. _ 
o.o o. o o. o o.o 1. 00 o.o o.o o.o o.o o.o o.o o. o o. o o.o o. o o. o 
o.o o.o o. o o.so o.so _o.o o. o o.o o.o o.o o.o -o. so o. so o. o o. o o .~ 
~- - ------ ---- -- -- - _-----~ - . _-::::::-~--::::::"'~ · 
o.o o. o o. o 1. 00 o. o o. o o.o o.o o. o o.o o. o o. o o.o o.o o. o o. o 
o.o o. o g. o o. 5o - o. so o.o o. o o.c o.o o.o o. o -o. 5o -o . so o. o o .9~ ,o_. o 
o.o o. o o. o -1. 00 o. c o. o o.o o.o o. o o. o o. o o. o o. o o ~ o b. o 
o.o o. o -o.so -o. so . o.o o. o o.o o.o o.o o.o o. 5o - o. so o. o o. o o. o 
~..:.....-~;.._- _;;_;;,._.;.._,_ •~ --~ - • - - - ~c • =--~- - - -
o.o o. o o. o -1. 00 o. o o.o o.o o.o o.o o. o o. o o. o o. o o. o 
o;D 0.0 0.0 - Oo5 0 ·0.59 Q• Q 0 . 0 0 .0 0.0 0.0 0.0 0.50 0.50 o. o o. o 
'" - - -
o.o o.o o. o o.o 1.00 o.o o.o o.o o. o o.o o. o o. o o.o o. o o. o 
o. o o.so o.5Q _ __Q~ ;Q ____ o._o o.o o.o o.o o. o -o. so 
--- ~- --




16 POINT UNDELAYED WALSH COEFF . FOR OELAYED ~ALSH FUNCTIONS DE LAY TIME= 4 
~ l A 2 A 1 A 4 t, 5 A 6 A 7 1\8 A 9 A 1 0 ~ 11 A 1 2 ____E2 A 14 
o. o o. o 1.00 o. o c. o o. o o. o o. o o. o o. o o. o o. o 
o.o o. so o.so o.o o. o o.o o. o o. o o. o -0.50 o. so o. o o. o 
---- ------ ---
o. o o .• o .lo. o 1.oo o. o o. o o. o o. o o. o o. o o. o o. o o. o o. o o. o 
~ ~ .... 
o. o o.o o. o o. so -o. so o. o o. o o. o o. o o. o o.o -o. so -o. so 
~ ----- -- .. .. ---- - ___ __, - ...... - . - .. --..,;...._ -- ---- --- . - ... - ., --- - ---. 
o.o o. o o.o o.o -1 .00 o. o o. o o. o o.o o. o o. o o. o o. o o. o 
o. o o. o o. o -o.so -o. so o. o o. o o. o o. o o. o o. o o. so -o. so o. n 
~ - - -- _ _. --- -- -- ---- --- - ~- - -- -
o. o o. o -1. 00 o. o o. o o. o o.o o.o o. o o. o o. o o. o o. o 
o. o o.o -0.50 o. so o. o o. o o. o o. o o. o o. o o. so o.so o. o o. o 
--.;.--- .:::::..... ~~- ... ------ ---.--_ 
o. o o.o o. o 1.00 o. o o. o o.o o. o o. o o. c o. o o.o o. o o. o 
o. o o. o 0.50 o. so o. o o. o o. o o. o o. o o. o -0. 50 o. so o.o o. o 
- -- • --- - • -- -- - =-- --- - • -- -
o. o o. o 1. 00 o. o o.o o. o o. o o. o o. o o. o o. c o. o o. o o.o o. o 
0•0 o. o o. o o. so -o.so o. o o.o o. o o. o o. o o. o - a. so -o. so o. o __ o. o o. o ~ ..--- --- ~ 
9. 0 o. o o. o o.o - 1.00 o. o o. o o. o o. o o. o o. o o. o o. o o. o o. o 
o. o o. o o. o -r.so -o.so o. o o. o o. o o. o o. o o. o o. so -o. so o. o o. o 
- --~ - -- -'---- ..::-
o. o -1. 00 O. Q 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 O. C 0 . 0 
o. o -o. so o.so o. n o. o o. o o. o c.o o.o o. 5o o. so o. o o.o 
--- - ----- -----:- - .... - ------=-=---=--- --- - - -- .- - - -
·- ---- -




UNOELAYED WALSH CP~FF . FO~ ~ELAYEO WA LSH FUNCT IONS DE LAY TIME= 5 
A3 A4 AS A6 A7 A8 A9 Al O Ail Al2 Al 3 Al4 Al5 Alb 
=- -~--. ---- -~ . ... .. . ._ ~-- -~ -- ._------- _, 
o. o o.o o. c 1.00 o.o o. o o. o o. o o. o o. o o. o o. o o.o 
-~ . 2~ 0.25 o.o o. o 0.25 -0. 25 o. o o. o - 0. 25 -0.75 o. o o. o 0.25 -0. 25 
-o. so o.so o.o o. o -o. so -o. so o. o c. o o. o o. o o.o o.o o.o o. o 
o~ o -o. 2s o. z5 o. o o. o -Q. 25 ___ _ o_. _25 o._Q___J)_. o o.1s 9. 25 o. o o. o -o. z5 o.-25 
 -.:... .=--= .. _-. - -.- ...... - _. ___ ------ -------- - --- ----=-~ - - - --
o.o o.o o. o o. o o. o o. o 1.00 o.o o.o o.o o. o o. c o.o o.o o. o 
o ~ ~ 0 . 25 0 . 25 C. O 0 . 0 0. 25 0. 25 0. 0 0. 0 - C.75 0. 25 o. o 0 . 0 0.25 0. 25 
-- ... -. 
o.·o o.6o o. r; o o.o o.o o. 5o -c. 5o o. o o.o o.o o. o o. o o. o o. o o. o 
. 0. 25 0.25 0 . 0 O. lJ - 0 .25 - 0. 25 0 . 0 0 . 0 0. ,25 - 0.75 0.0 0 . 0 -0. 25 •- 0 . 25 '0 e0 
- - - - = ==- ======------=- - - - - - -- ____:=--- --= - -- -- - .... 
0. 0 o. o o.o o.o - 1. 00 o. o o. o o. o o.o o. o o. o o. o o. o o. o o.o 
0. 25 -0. 25 0. 0 o. o -0. 25 0. 25 o. o o.o 0. 25 0.75 o.o o.o -0. 25 0. 25 o. o 
. . -
c. 50 -0. 50 o.o o. o o. so c. sc o. o o. o o. o o. o o. o o. o o. o o. o o. o 
o. zs -o. 2s o. o o. o o. z5 -a.2s o.o_ Q. o _-o.75 -0.25 o. o o.o o. 25 
~=~ - ~ ~ -- ....,..- - - -- ___.___ ---- ; ,;a_ - • • - -- -- - - --=--"-= =.:........:.._----;=------ ..:...._ =- - -
o. o o. o o. o -1. 00 o. o o.o o.o o. o o.o o. o o.o 
J.O -0. 25 -0.25 0.0 0 . 0 -0 . 25 -C . 25 0. 0 0.0 0.75 -0. 25 0! 0 0 . 0 - 0 . 25 -0. 25 
0•0 -o. 5o -o. 5o o. o o. o -o. ~o o.so o. o o.o o.o o.o o. o o.o o.o o.o 
-o. ?5 - 0 .25 c. o o. o o. 25 o. zs o. o n.o -o. zs 0.15 
~ --=---=- ..,.-- ~ -=- ~ - ----::-- -=- ::_-- -
........ ~-- -· ---




ALSH COEFF. fOP DELAYED WALSH FUNCTI ON S DELAY TI ME = 6 
A3 A4 A5 A6 A7 AJ:J A9 AlO All Al2 Al3 Al4 A15 
-~ -- ----- -·;., 
o. o o.o o. o o. o o. o 1. 00 o. o o.o o. o o. o o. o o.o o. o o. o o. o 





o. so o.5c o. o o. o o. ?O - o. so o. o o. o o.o o. o o.o o.o o.o o.o o. o 
0 . 25 0 .25 o.o o. o - 0 .25 - 0. 25 o. o o. o 0.25-0.75 o .. o o.o - 0.25 -0 . 25 o. o 
---- ...... ~-~-- - ------------ ~~-- -=-::::::::.::::_--:>._ 
o. o o. 0 o. 0 o. o -1. 00 o. o o. o o. o o. o o. o o. o o. o o. o o. o 
0 . 25 -0.25 o.o o. o - 0 . 2'5 0 .25 o.o o. o 0.25 o. 75 o.o o. o -0.?.'> 0 . 25 
--~~- -~---,-- - -~~~- =---- -==-:----=------ ---:-_:__ =-=-. - - -~ ------=_,__..--, 
o.o 0. 50 - 0. 50 o. o o. o 0.50 o.so o. o o.o o.o o.o o. o o.o o. o o. o 
o .o- 0.25 - Q. 25 o. o o. o 0.25 - 0.25 o. o o. o - 0.75 -0.25 o. o- o.o ~~~-
·---
o. '0 . 0 •. o o. o o.o o. o o. o -1. 00 o. o o. o o.o o.o o. 0 o.o o. o o. o 
o.o - 0 . 2'5 - 0.25_ o. 0 o. o - 0. 25 -0.2 5 o. o o. o 0.75 -0.25 o. o o. o - 0 . 25 - 0 . 25 
.- .... ~ - ~- --
- . - _-
- - -
o .• 'l -o. '>o -o. so c.o o. o -o. ?o o.so o. o o. o o. 0 o.o o.o o. o o. o o.o 
o. 0 - () . 2•5 .. :-0 . 2 5 o. o o. o 0. 25 0 .25 o. o o. o -0.25 0.15 o. o 
- ----"'-=---~---= - -· - - • -::. 
o.o o. o o. o o. o o. o !. 00 o. o o. o o. o o. o o.o o. o 
o . o_ -o . ~' Oo 25·· ~0 o.o 0 . 25 - 0.25 o. o o. o - 0.25 -0 . 75 o. o o. o 0.25 -0 . 25 
-
- ·-
- 0 . 50 o. so o.o G- . 0 - o. so -o. so o. o o. o o. 0 o. o o. o o.o o.o o. 
• 
o •. 2 5 o. Q. o.o 
. - - -- ---




16 PO I NT UNDELAYEO WA LSH COE FF . FOR DELAYED WALSH FUNCTIONS DF LAY TI~E= 7 
Al A2 A~ A4 AS A6 A7 AS A9 AlO Al l Al 2 Al3 Al4 
- -·- - -...... _ ~-- - --- -- ----- -- - .----.-- --=- - - . -
o. o o.o o. o o. o o. o o. o o. o 1. 00 o. o o. o o. o o. o o. o o. o 
0 • 0 0 • 0 0 • 0 0 !_ 0 0 • 0 9-.! 0 0 • 0 0 • G - 1 • 0 0 0 • 0 ____ 0 • Q 0 e 0 0 • 0 0 • 0 0 • 0 
o.o _o. o o. o o. o o. o o. o o. o -1. 00 o. o o. o o. o o. o o. o o. o o. o 
0 • 0 0 • 0 0 • 0 0 • 0 0 • 0 0 • 0 - Q_. _0- 0 ·-0_- _l • 0 0 0 . 0 0 • 0 .. 0 • . o 0 • 0 0 . c 0 • 0 
_..,....- - . .._ __ - -- ~~--~-- . __ - - -- __ .,_....-._ - ·-- · ---'- - - ...... -- --- ~-
o.o o. o o. o o. o o. o 1. cro.o . o o. o o. o o. o o. o o. o o. o 
o. o o. o o. o o. o o. o o. o -1. 00 o. o o. o o. o o. o 0.( o. o 
o. o o. o o.o o.o o. o -1. 00 c. o o. o o. o o.o o. o o. o o. c 
o. o o.o o. o o.o o. o o. o 1.00 o. o o. o o. o o. o o. o o. o 
-==- -- -~--- -- ... -- - - - --=- -=-·=-- -~ - - -- - ---~·--~ 
o.o o.o o.o o. o o. o 1. 00 o. o o. o o. o o. o o. o o. o o. o 
o. o o. o o.o o. o o. o o. o -1. 00 o. o o. o o. o o.o o. o o. o 
---:::--- -- - ------ - - ~ -~ 
o. o o. o o.o o.o o. c -1. 00 o. o o. o o. o o. o o. o o. o o.o 
o. o o.o o. o o. o o.o o. o t.oo o.o o. o o. o o. o o. o o; o 
~---~- ------ -- - . - - -- - -
o. o o.o o. o o. o o. o 1.00 o. o o. o o. o o. o o. o o. o o. o 
o.o o. o o. o o. o 0 . 0 o. o -1. 00 o.o o. o o. o o. o o. o 
---- - - __._____ ------- --
o. o o.o o.o o.o o. o - 1.00 c. o o. o o. o o. o o. o o. o 
o~o o.a o. o o. o _Q~o g.o __ c. o o. o 1. oo o. o o. o o.o o. o o. o 
- ----~~~-- -- --~ - .. --- - . 
-----




U~OELAYFD \{A.LSH· COEFF . FOR DELAYED WALSH FUNCTIONS O[L~Y TI ME= 3 
A2 A3 A4 A5 A6 A7 A8 A9 AlO All Al2 Al3 Al4 
~ --=-~ --- -_--:::::--_~---:== 
o. o o. o o. o o. o o.o o.o o. o 1. 00 o. o o. o o. o o. o o. o 
o. 0 o. o o. o o. o o. o o.o o. o 1.00 o. o o. o o. o o. o o. o o.c-
----
- -::..:__ ___ 
o. o o.o o. o c. o o. o o .• 0 o. 0 0 . 0 - l . OO 0 . 0 o. o o. o o.o o. o 
Q_.JJ~O~Q__ o .• () o. o o.o o.o o.o -1 . 00 o. o o. o o. o o. o o. o o. o 
- ---~ ~~--- -=c-_- -_-_--· ~-- ;::_-· _::... __ 
o. o o. 0 o. 0 o. 0 o. o o. o o. o lo OO 0.0 o. o o. o o. o o. o o. o o_._o 




o.o o. o o. o o. o o.o o. o o.o - 1.00 o. o o. o o. o o. o o. o o. o 9· Q 
o.o o. o o. o o. o o. o o. o - 1. 00 o. o o. o o. o o. o o. o o. o 
-----
--
L....;- -~·-;o:._ -- _ _;.,:::....=.. - - ----- - --=.=....::_ - .. 
-·· 
o.o o.o o. o o.o o. c o~ o o.o o. o 1.00 o. o o. o o. 0 o. o 
o.o o.o o. 0 o. o o. o o. o o. o 1 . 00 0 . 0 o. o o. o o. o o. o o. o o. o 
- . ~ -
o. o '0.0 o. o o. o o. o ·O. 0 o. o o. o -1. 00 o. o o. o o. 0 o. o o. o o. o 






o.o o .• 0 o. o o. o o. o o. o o. o 1.00 O. 0 o. o o. o o. c o. o o. o o. o 





o. o o.o o. o o. 0 o. o o. o -1. 00 o. o o. o o. o o. o O. G o. o o .• b 
o. o o. o o.o - 1 . 00 o. o o. o o. o o. o o. o o. o o. o o.o 








16 POI NT UNOELAYEO WALSH COEF F. FOR DELAYED WA LSH FUNC TI ON S DE LAY TI"1E= '9 
Al A2 A'3 A4 A5 A6 A7 AB A9 Al O A 11 A12 Al3 Al4 Al5 Al6 
-
. . - --- __ ...;...-'--- ~_----,-_- - -..- . 
-
~- _,. 
-=------- ._ r_ - -- -- -: ,. 
o. o 0 . '0 o. o o. o o. o o. o e. o o. o o. o 1. 00 o. o .o. 0 o. o o. o o. o o. o 
o. q_ -o . ~5 - o . 2 ~  o. o o. o - 0 . 25 0 .75 o. o o .• o ·-0.2 '5 - 0.25 o. o o. o -0. 2.5 - 0'. 7.5 o. o 
O .. t) o.o o. o o. o o. o o .• 0 o. o o. o o. o -0. '50 o.so o.o o. o 0. 50 0 . 50 o. o 
o. o ~o~·l.?~P-•. 2.~ _ o. o o. o 0 .75 - 0. 25 o. o o,. o 0. 25 0 .2~ o. o o. c - 0.25 -0.25 o. o - ---- -~ - . -;;.~ ~ --:::::- --=-=- - -~- ~-- --'--=- - ___::::-_-_- - - -- - - - --= = =-..:....-.....:=;,. -
o. o o. 0 o. 0 o. o o. 0 o. o o. o o. o o.o -1.00 o. o o.o o. o o. o 
- 0 • .?5 0 . 25 
--
o. o o. o 
-
- 0 .75 - 0 . 25 o. o o.o -o .• 2s 0. 25 o. 0 o. o o.zs - 0. 25 
,o. o o. o o. o o. o o. o o. o o. o o. o o.o o. so o.so o. o o. c -o. so 0. 50 
I - r.: o. o o. o 0. 25 0.75 o. o o.o 0. 25 - 0 .25 o.o o.o 
-- _q__-15-==. ~-:} 5 ,o .o ._!J.!_25 -Q - ~.> - ~-- ~-.--=-::=...;::--------== ::-- __ :__-c:= - ~ - =--
o. o o. o o. o· o,. o o. o o. o o. o o. o o. o -1. 00 o.o o. o o. c o. o o. o 0!0 
o.o 0 . 25 o. 2'1) o. o o. o 0. 25 - 0.7 5 o. o o. o 
7 
0.25 0 . 25 o. o o.o 0 . 2 1) 0. 25 o. o 
-
o. o o .• ,. o. o o. o o. u o. o o. o o. o o .• so -o. so o. o o. o -o.5o -o.so o.o 
-0. 25 - 0. 25 o. 0 o. o -o. ·75 0. 25 o. o G • 0 - 0 • 2 5 - 0 • 2 5 o. o o. o 0. 25 0. 2'> o.o 
--=-c _ _ ,...:::.Ao 
~- -.....-- . - ·-- - = -----=---:.·::.._- _:.o · o-•-• - ~=-
o. o o. o o. o o. o o. o o. o o. o o. o o. o 1. 00 o. o o. o o. o o. o o. o 
0 . 25 - 0. 25 o. o o. o a. 75 0 . 25 o.o o. o 0 . 2 5 -0.25 o. o o. o - 0 . 2 5 0. 25 
- -
----- -
o. o o. o o. o o. o o .. 0 o. o ·0 . 0 o. o - 0. 50 - 0 .50 o.o o. o o. so -o. ·so 
o. o o. o -0. 25 - 0.75 o . o o . o - 0.25 o. 2''> o. 0 o.o -0.25 
---
-; - -;--------.--- ~~ 
-




t NT UNDELAYED ~ALSH COEFF . FO~ DELA YED WA LSH FUNC TI ONS DE LAY TI ME= l O 
A4 A5 A6 A7 A8 A9 Al O All Al 2 Al 3 Al 4 Al5 Al6 
-- ~;:.:;::::- --- - ----~----: --- - . ---"'t"""""' .... ;_ 
o. o o. o o. o o. o o. o o. r o. o o. o o.o o. o 1. oo o. o o. o o. o o. o 
o. o o. 2s -o._25 o. o o.o o . 1~ o. 25 o. o o. o o. ?'.i -0. 25 o. o o. o -o. zs o . z~ 
o. o o.o o. o o.o o. o o. o o. o o. o o. o -o. 5o - 0. 50 o. o o.o o. 5o -o.so 
o. o _,. 2~ 0. 25 o. o o. c -0. 25 -0.75 o. o o. o -0. 25 0. 25 o. o o.o -0. 25 0. 25 
..-...-...~ "!'r .:_ - -. = ~- - . - - - • ___  .,..._ . - . -· - ~=------r-------=--===--- -~~ ~ _ ..... -- -- _.._ • ....,...._---=-_:___~--~ -,.- · ~ 
o. o o. o o. o o.o o. o o. o o. o o.o o. o 1. oo o. o o.o o.o o.o o. o o.e 
I 
o. o -0 . ?~ -0.25 o.o 0~0 -0. 25 0 .7 ~ o.o o. o -0. 25 -0. 25 o. o o. o -0. 25 - 0.2 5 o.o 
.... - -=-- :- - - --~ __._....._..--.__.. __ -.14-~ 
o. o o. o o. o o. o o. o c. o o.o o.o -o. 5o o. 5o o. o a.o o. so o. 5o o.o 
0. ?5 o.o o. o 0.7~ -0. 25 o. o o.o 0. 25 0. 25 o. o o.o -0 ~ 25 -0. 25 o.o 
-~--- - - --= ---=-=--==---=- -=- =- ..:;;;; --- . - ;-· - _ -_- - - ----:::::;;..-=-= - ~~ 
c.o o.o o.o o. o c. o o. o o.o o. o -1. 00 o. o o. o o. c o. o o.p 
-0 . 2~ 0 . 25 o.o o. a - 0 . 75 -0. 25 o. o o. o - 0. 25 0. 25 o.o o.o 0. 25 r 0.25 o.o 
- - -- - - - -:: .;:.,.- - =- ll.: -
o. o o.o o.o o.o o. o o. o o. c o.o c. '.io o. so o. o o. c -o. so o.so p.p 
. 0. 75 -0. 25 0. 0 0 . 0 0. 25 C. 75 0.0 0 . 0 0. 25 -0. 25 0.0 0.0 0. 25 -0. 2$ 0 . 0 
~ --=--~ - -- ---- - - = -=-------:::: .....:.. .-==c._ :....=.. ~---;... .1... ....:...--;;;. --
~ . 0 o. o o.o o . ~ c. o c. o o. o o. o -1. oo o. o o. o o. o o. o o. o o.o 
. . 
Q, ZS C. 2~ O.~ 0.0 0. 25 - 0. 75 0 . 0 0 . 0 C. 25 0. 25 Q. O 0. 0 0. 25 O. ?S 0 . 0 
o.o o.c o.o o. o o. o c. o o. o o. o o. so -0. 50 o. o o. c -0. 50 -0. 50 o.o 
-o! 75 c·· ?'> o .• o __ o._o -o. 2s - o_.2 s o. ~~_9_.._ o o •. 25 o. 2s o. ~o 
--·-- . -· -.- • - -· - - ---




i6 POINT UN~ELAVFD \oLA LSI-f COEF 'F• FOR DE-LAVED Wi~LSH FUNCTIONS OE'LAY TI ME= ll 
111-- A2 A'3 A4 . A'S A6 A7 A8 ,A9 hlO All Al2 A13 Al 4 Al5 
----- - -- .... ~--·· .. 
o.o· _o .• o o. o o. o o. o o. q o.o o. o o. o o. o o. o t. oo o. o o. o o. o 
o.n o.o o. o -o.so o. 5o o. o o. o o. o o. o o. o o. o -o. so -o. so o. o o. o 
o.o o.o o. o o. o o.o o. o c. o o. o o. o o. o o. o o. o t.oo 0. 0 o. o 
o. o o. o o.o o.so o. so o. o o. o o. o o.o o. o o. o o.so -0. 50 o.o 
--=----- - . ... ~ - - - - •. ::.... -- - --- -. 
o.o o. o o. o o.o o.o o. o o.o o.o o. o o. o o. o -1. 00 o. o c. c 
. 
o.o o. o 0.50 -0.50 o. o o. o o. o o. o o. o o. o 0 . 150 0. 50 c. o o •. o 
-- -·\; 
o.o o. o o. o o. o o.o o. o o. o o. o o. o o. o o. o -1. 00 o. o o. o 
o.o o.o -o.5o - o.~c o. o o. o o. o o.o o. o o. o -o. so o. so o. o o.o 
--- -- - - -=--------- -· __,.,....--=----------= - - -- --=---- - - ,- - -- - ....:;;;;...:- --- --;;;__ - - . 
0.0 0. 0 0. 0 0. 0 0. 0 0. 0 0.0 0.0 0. 0 0. 0 1.00 0. 0 G.O 0. 0 
o. o o_. o -o.5o o. so o.o o.o o. o _o. o o. o o.o -o. so -o. so -~ · c 
o. o o. o o. o o~ o o. o ~.o o.o o.o o.o o. o o. o 1. oo o. o 
o. o o. so o.so o.o o. u o.o o. o o. o o. o o. so -c.so o. o o. o 
-- - -- - . . - -· _ -----;;;;., - - - ------ - ~ --=-- - - -- .. _.___. - ...._ - - -
o. o o. o o. o o.o o. o o. o o. o o. o o. o -1 .00 o. o o. o o. o o. o 
o. o o. o o.so -0.50 o. o o. o o. o o. o o. o o. o o. so o. so 
0•0 o. o o. o o ~o o.o o.o o. o o. o o.o o. o o. o -t. oo o. o o. o 
o. o -0.50 -0.50 o.o o. o o.o o.o o. o o. o -0. 50 
-- .,...;;. - __:===--""'"-- ..... --- • -- - -




• 16 Pdi NT UNDELAYEO WALSH COEFF. FOR DE LAYED WALSH FUNC TIO~S DE L A Y T I ME·= 1 2 
Al A2 A~ ___ A_'• A5 A6 A7 A8 A9 Al O All Al 2 Al 3 Al l. Al5 
~--- ----- .-.:.._-...;_- .;.... - ;--_ - ,..:..._ -- --. - ~ .--. - --
o. o o. o o. o o .• c o. c o. o o.o o. o o. o o. o o. o 1. 00 o. o o. c 
0 . 5C o. o o. o o. o o. o o. o o. o 0 . 50 - 0 . 50 o.o o. o 
~ ~ 
-
OoO o. 0 o .• o o .• 0 o. o o. o o.o o. o o. o o. o -1. 00 o. o o. o o. o 
o. o 0 . 50 -0.50 o.o o. o o.o o. o o. o o. o o. so o. so o. o o.o 
- ------ ---
- ... --- -- - -
..... __;, .- - ....;., .,.;_-
--
o. o O. Q o. o o. o c. o o. o o. o o. o o. o o. o -1. 00 o. o o. o 
o. c o. o - 0. 50 - 0 .50 o. o o. o o.o o.o o. o o. o -o. so 0 . 50 o. c o. o 
- ==- -------. 
-
o.o o. o o. o o. o o.o o. o o. o o. o o.o o. o 1. co o. o o. o o. o 
o. o - C.5 0 O.?C 0 . 0 o.o c. o o. o o. o o. o - 0 . 50 - 0 . 50 o. o 
~--r------ -----
- --- -- - - --._ --
o. o o. o o. o o .• 0 o. o o. o o. o o. () o. o o. o 1 . 00 o.o 
o. o o. o 0 . 50 0 .50 o.o c .• o o. o o. o o. o o. o o. 5o - o. so o. o 
--- .._ --..--- -
----
- -
o.o o. 0 o. 0 o.o o .• 0 c.o o .• o o.o o. o o. o -1. 00 o.c c. o 
o. o o. o o.5o -o.so o. 0 o. o o. o o. o o. o o. o 0 . 50 0 . 50 o. o 
~ - _ - :::;..._ ::...._--
.. - ..... -~= ::-:-:-=--=- ~-
·0 . 0 o. o o. o o.o o.o o.o o. o o. o o. o o. o o. o - 1. 00 o. o o. o o. o 
o. o o. o -o. so ·-o. 'i o o. 0 o.o o. o o. o o. o o. o -o. 5o o. so o. o o. o o·.o 
- -
o. o o. o o. o o. o o.o o.o o.o c. a o.o o. o o. o 1. 00 o. o o. o o. o o.o 
o. o _Q_. o o. 0 - C. 50 0. 50 o. c o. o o. o c.o o. o o. o - 0 . 50 - 0 . 50 o. o o. o o.o 
- --
-.- r 




l6 POI NT UNOELAYED \-HlLSH COEfF . FOR DELAYED WA LSH FUNCT IONS 0 E LA Y T I M.E = 1 3 
Al A2_ - - -~ "!_- A4 AS A6 47 AB A9 AlO ...... 
·- -·- - -
o .• o o.o o.o o. o o. o o.o o. o o.o o. o 
0 . 25 o. o o. o o. 2.5 - 0.25 o. o o. o - 0 . 25 0 . 25 o. o o.o - 0 .75 -0 . 2~ 
- -
- -
o. o o.o o. o o. o o. o o. o o. o 0 .50 - 0 . 50 o. o o. o o. so 0. 50 
•• o. o o. o - 0 . 7.5 0 . 25 o. o o.o -o. 2 .5 0 . 2.5 o. o o.o 
-
--· -.~----~ ·-;;;;-- -- _;;:....;;;... -
-
--........ __... __ -
-
--
o. o c. o o. o G. O o. o o. o o. o o.o o. 0 o. o o. c 
0.2'5 0 .?.5 o.o o.o 0 . 25 0 . 25 o. o o.o 0 . 25 0 . 25 o. o o. o n. 2 '5 - o. 75 
-
. o o,. 0 o. o o. o o. o o. o o. o o. o - 0.50 - 0.50 o. o o. o - 0 . 50 0 . 50 
o. o o. o - 0 . 25 - 0 . 25 o. o o. o 0.2 5 o. ,25 o. 0 o. o 0.7 5 - 0.25 
~ ·--- ----- ~=-- - ..::.... ____;__ -~- ~ --~ - --- -..:::. --
-o.o o. c o. o o. o o. o o.o o. o o. o o. o o.o -1. 00 o. o o. o 
I 





o. o o. 0 o. 0 o. o o. o o. o o. o o.o - 0 . 50 0 . 50 o.o . o. o - o. 'io - o.5o o. o 
' 0 . 25 - 0 . 25 o. o o. o 0.25 - 0.2'5 o. o o.o 0 .25 - 0 .2'5 o.o o. o c. ? 5 0 . 75 o. o 
- -
--- ---- ·--~-- -- -- --- _,....,. -- .. - ___ _::__~ -~ - - --· - - - - - ~ --
o. o o. o o.o o. o o. o o. o o. o o.o o. o o. o o. o o. o o.o -t.oo o. ~o 





o. o o. o o. o o. o o. o o. o o. o o. o 0.50 o. 50 o. o o.o o. so -0.50 








16 POI NT U~DELAYCO ~ALSH COEFF. FOR DELAYED WALSH FUNC TI 0NS 
t _22_ f\., .6.4 1\5 A6 AI AB A9 AlO All ' ' 
_____::._::.;::_ -·· - --- ----
o. o o.o o. o o. c o. o o. o o. o o. o o. o o. o 
0. 25 0. 25 o. o o. o o. 25 
·= - --. 
0. 25 o. o o. o 0. 25 0. 2':\ 
o. o o.o o.o o. o o. o o. o o. o o. o -o. 5o -o. 5o 
o. o_ 0. 25 0. 2? o. 0 o. o -0. 25 -0. 25 o. o o.o 0. 25 0. 25 
. .--- .. - ----;;.. - - .- ·-
-----------:--
o. o o. o o. o o. o o. o o. o o. o o. o o. o o. o o. 0 




o .• o o. o o.o o. o o. o o. o o. o o. o o. o -0. 50 0. 50 
0 . 0 0.25 -0~25 o.o o. c o. 2s -c~ . 25 o. o o. o 0. 25 ~·~-=---- = 
o. o o. o o. o o. c. c. 0 o .• 0 o. o o. o o .• o o. o 
-o. 2 s -o •. zr; o. 0 o. o -0.25 -0. 25 o. o o. o - 0. 25 ·-0. 25 
-· 
< 
o. o o. 0 o. 0 o .• 0 o. o o. o o. o o.o 0. '50 0. 50 
-!h._2 .. 'J -o. 2 s o. o o. o 0. 25 0. 25 o. o o .• o -0. 25 -0. 25 ~ = ______,_-_-_......,.. --· --~- --- -- ~ ~ -- _-__ -
o .• 0 o.o o. o o. o o.o o. o c. o o . ~o o. o o. o o. o 




o. o o. c o. o o .• o o. o o. o o. o o.o o. o 0. 50 -0. 50 
". 25 o. 0 o. o -o .• 25 0. 25 o. o o. o -0. 25 1) . 25 
-_ ::-- ~ ~ .. -
-
Table C-1 (Continued). "C" Matrix. 
0 E LAY T 1 ME= 14 
6. 12 A1 3 t\ 14 Al5 
" . -· ... ___ -
o. o o. o o. o 1. 00 o. o 
o. o o. o 0. 25 -0.75 o.o 
--,. ---:--_----::-
o. 0 o. o -o. so o.so o.o 
o. o o.o 0.75 -0.25 o. o 
-- - -
o. 0 o. o -1. 00 
. 
o. o o. o 0.75 
-- -
-
o. o o. o -0.50 
o .• o o. c o. o -1.00 o .• o 




o. o o. o 0. 50 - .0. 50 o. o 
o. o o.·o -0.'75 0.25 o.o 
----- ~ -- _____::____~. ,.... .;-! ~ ... -~ 
o. o o. o 1. 00 o.o o. 0 
o. o o. o -a • 1 s ·- o • 2 s o. o 
-
.- ..,. •, .- I ~ 
o. ·o o. o o. so o.so o~o 





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































DIGITAL PROGRAM FOR COMPUTING THE SPECTRAL DATA IN CHAPTER X 
AND THE 16-POINT INVERSE WALSH TRANSFORM 
The complete program for calculating the data for example problems in Chapter X is 
given in Figure D-1. The computer program includes the necessary operations for plotting 
the input time sample, computing the sequency spectrum of the undelayed input time sample, 
and the spectral data for the input signal delayed in increments'of 1 unit. A 16-point FWT 
was used and a 16-point I FWT was used to return the signal back into the time domain. The 
algorithm for the I FWT is shown in Figure 0-2. 
A section of the program is used to determine the delayed position of the input signal 
using correlation techniques and the necessary digital filter sequency characteristics required 
to remove the noise. 
Rf~L VAL/'+'/, ~VAL /' 1 /, 0ASH/ 1 - 1 / 
~~t BtK/ 1 •t, ASKt •••~~~~~~~~~~~~~~~~~~~~~~~~~ 
OIMENSIOt<.J K5( 16) ,S( 16) 
Dt"ENS I ON Cfl6) , FF(l6 ,16) , O(l 6 ,t 6 ,16) 
OI~ENSION A(l6,?) 





DIMENSION Bf Hd 
DIMENSION R(l6),SNfl6) 
·RE"Ann ·,--to·<n- -n ·tn1 r-, J,K., , 1<.=1n·6ct , J-=1-,1i'fh· I-=tT1"6 ' 
lOQ FORI\1AH8r=9 . 5 ) · 
00 9 ~0 I = 1 , 1 6 
00930 J=l,l6 
CON VERT TO ACTUAl. WALSH DELAYED COEFF. BY OIVTSION BY 16 
DO 9'30 K=l , 16 
0( I ,J, K)=O( I ,J , K)/16 . 
H'>--~-tn}-J"NPttT~s-1--c-Ntrt.~-EC--t"f1fi-A·T-1-t}-s-A"M~l"'f"-Pfti~"S- B EG-I·f#tf#G-tn------1 
l/12 AND AT EACH 1/16 INTERVAL c 
c 
c REAfH i" ;SOO H A f I , ~H , J--=1~ t-:6 t 
500 ~OR~AT f AF10 . 3 ) 
K'3=1 
r;o TO '>01 
READ OELAYFD SIGNAL PLUS NO I S'E AT 16 S~MPLE POINTS AEGINNING 
AT 1/32 ANO fACH 1/16 INTERVAL 
--~-
Figure D-1. Program for Calculating 16 Point FWT. ~ IV 
w 
l. . ·-~ · -- PL'O'f----'f~J--t-1-E---FttNe-T-J-:ON- ~ · - --- --- - --- --- -· - --- -- ~--'o.-1 
C SfARCH FOR Atl,ll MAX AND "IN 
c 
At-HI\J =ACl,l ) 
m Aofo\AX· -=A1-lf"'l-) ' ' 
DO 300 I= 2 , 16 
IF (A (I , 1 ) • GT . AMAX ) AMAX =A ( 1(, 1) 
IF ( A ( I , 1 ) • LT. A~ I N l AM I N =A { I , 1 ) 3'0'0-CONTTNtJE· -~~- · - - · ·-· 
WRITE(3 ,1 03 l 
103 FORMAT( 'l',40X ,' PLOT OF TIME FUNCT I ON '/) 
WR I T E ("~ , 104 l 
If 1 0 4" F~·A'f·t·•- •-i"4"'0"X"7' '"MA'X"f'tttt1~-v At1.1f-=""•~t--------------------1 
WRITEI3 91 05 ) At.JAX .~*T-(-• .... --·~....,-fi"tr.-5/-)~---------------------_:_~ 
SCALE = 50./( AMAX - AM I Nl 
CONVERT TO INTEGfR FORM 
00 301 [ = 1' 16 
tr( I...,-? ) ~ ·=Al ·l", l l 
KS{I ) :A(J,2J*SCALE 
MWAL =AMAX*SCALE 
"1VAL =MWAIL 
. ~--flf~·- · 3·1-}' "J=+,·5~l' 
310 00308 1=1 , 16 
IF ( K5 (1). E0. MVAL l PLl(J) =VAL 
Jf CK5(IJ . NE . MVAL )Pl l(l) -=1\JVAL 
'"C-e-eetHlNUE - - - - · - , 
IF t MWAL-MVAL) 302 ,302 , 303 
102 ~JRITE ( "3 , 304 l t PL l (K) , K-= 1,16 ) 
~ 04 F n R..., A H • o • , 1 x , • 1 • • 1 6 A 2 l 
' Gfic---Tfi • -;'(7-q~- - ·- -- ~-- --- - , 
30'3 WRITE n , 30S t (Pll (to\) , M=l,l6) 
305 FrlRMAT( ' ' , l'X,' 1' , 16A2) 
109 CONiflNUf 
IF t-f.WAt • E(;). '0-. -o t ·no- T 0 U~B 
IF ( MVAL . ~E . O . O ) G~ TO 320 
00 306 1=1,12 
306 Pl l(l) =DASH 
---wR~t"'lf,4""3..,-'3-eTt-if)lTf"I·t·ti"=1-r3~2i -- - --· --------------'~ 
307 FOR~4 T( '+',1X,32Al) 
32.0 CllN TI NUE . 
,La: ... 31J ~VAL -=t-tV.U:-1 
Figure D-1 (Continued). Program for Calculating 16 Point FWT. _. ~ 
FAST FOURIER WALSH TRANSFORM 116 DATA POINTS) 
'004 4 l = 1 ' 1 5 ' 2 A·( I , 2 ~ -=A ( I, l )+A( 1+1 ,l) 
004 5 1 = 1 ' 16' 2 
-.qs--td·l;-i i li· =-A'f" ct,~··}-.:fd-1-+h l t 
0046 I=l, 16 
46 All,!)= A(l , ?) 
0047 1=1,13,4 
I 47 ~-(~[.,-'l t-=-1\· (-ITL-t·+-A· {-{~+zTl~t----------------------------f 
004 8 I = l , 14, 4 
4'3 Alt+l,Zl=- A'( J.l)+fdi+2,}) 
Drl49 1=1,1'5,4 
1---'4-q· A-i" f·-+2, 2i=A H ·+-1: d · i ·- trH+3 t li 
00 110 I= 1 , 16,4 
110 ~ (1+3, 2 l=- A il+l,lJ-AI1+3,1) 
DO 1 1 1 1{ = 1 , 1 6 
~-(-h--1-t ·=td+.-~·}-~---~-------------------------~ 
on 12 1 = 1 , 9 , 8 
12 A( I , 2 )=A( I ,1 )+A( 1+4,1) 
00 13 1=1,10 , 8 
13· A·H·+i: f ,2·)·=-A {-itl t+A+-J-+4 , l )· 
on 14 l=l,ll,A 
14 A(!+2 , 2 ) =A (l+l,l)-A(l+5 ,1) 
00 p; 1=1,12,q 
I l-5-·IH-l-+3~,-zi--A-i· :J-.+-1 .. ,+) -A+:I-+S·,-1 ···~----- ~--
• • [)0 16 I = 1 , 1 3 , 8 ~·-t-tf-A~ti~"4,Zi =-f\· {-l""t'"2.,-l-}-A· (-I-+tr,-l-)--------~-------------_j 
• 00 17 I = 1 , 14 , ~ 
17 A(I+5,2)=AII+2 tll-A(I+6,1) 
DO 18 '1 = 1 , 1 'i ., 8 
1----- 1~----A· ( "'l -¥6t'"2· t ·==A·~ t,..~. , 1 :l +A·'( I't-·7 , U 
Of) l 9 I = l ., 16 , 8 
lQ A(l+7,2l=AII+~,l)+AII + "7,1) 
00 24 I= 1, 16 
II ~ "ttA"1"1-;-t~ ) ""'=" ,~- ("":t-,2 ·)-· ......... -----~ 
AC1 , 2 )=Ail,l )+A( 9 ,1) 
A( ? , 2 )=- Ail,l)+Af9,1) 
-~ Al3 ·;2l-=A12,1) -A(lQ,l) 
IP "'d'Ftr. A•ftt~9..LL-a··t ··to, 1~» 







A ( q , 2 ) = ,\ ( 5, 1 ) +A ( 1 3 , 1 ) 
AC10 , 2 )=-A(5 ,l)+A(l 3 ,1) 
Alll , 2 )=A ( 6 ,1)-A(l4,l) 
1- --- --A:-( ·t2-, 2 )· =-A16,l"}~A1 -t4;-l)-. ~------· -- -~-~~-------~....,_.~ 
c 
-e 
fl 3 , 2 l=- A(7,1)-AC15,l) 
(l4,2)c:: A(7,1)-A(.l 5 ,ll 
AC1S , ? l =- A( 8 ,l)+A(l 6 ,1) . 
1 ·1-tr;-?1--=~A·t·~Tl" )-.."A·f'l"tl,..l ") ~ 
DO 50 J=l , l n 
50 A ( I , 2 ) =A f I , ? ) /1 A • 
WR£Tf ( 3 ,107) . 
FORMAT(' 1' ,40X ,' WALSH COEFFICIENTS'////) 
RITE(3, 106) I- -1 06 FORt.ttt-T-(-4-·'Tl"Z"X--,-A-trl...t.-,-J.·4~'1(- , .... · A-2"-.~.,··*3-J-Tl4-)(~,...J...A4.1Tl4 >Et I A 5 I • 14 x .• I A 6 I • 
c 14X t • A 7. _, 1.4X t I A8 . ) 
WRITE(3 ,10l ) f A(J,2),J=l,B) 
101 FORMAT(5X , 8 ( fl0 . 2 , 6 X)/) 
·-- -· WR-l-TE"-('9·, ·t55l 
15 5 - FO-RM h. T ( t 0 ' , l 2X , ' A 9 ' , 14 X, ' A l 0 ' , 13 X , ' A 1 1 1 , 13X, 1 A 12 ' , 1 3 X , 'A 1 '3 ' , 
c 1.3 x, 'A 14 • ,t 3 x, • A rs • .13 x, • A to • 1 
WR TT E(3,157l (A(T,2),1=9 ,1 6 l 
·s-=r -Ff}'R#:t\"'T·f'>-xTS·<·r-to.?.'T6·x-t·/ ·lf":f·t - ~------------------------1 
f)O 1?8 I=ld 6 
1'58 A(l ,l) =td l, 2 l 
JF ( K3 -l) ll ?. ,ll 2 ,.ll 3 
1'2- "0fH·l it I -=1· , 1 :6' 
114 C(! ) :A(J,l) 
11 ~ K3=K3 +l 
800 
PLOT WALSH SEOUENCY SPECTRA 
SEARCH FOR MAX AIJ,l) 
BMAX= ABS(A (J,1)) 
on aoo- I -=2·, to· 
lf(A~S(A(l,l)) . GT . BMAX 
CONTINUE' 
CAL = '50./BMAX 
BMAX -=ABS(AI.I,ll) 
Figure D-1 (Continued). Program for Calculating 16 Point FWT. ..... N 
0) 
' ~04 FOR~AT(t l 'r 40X , 1 WALSH SEOUENCY SPECTRA' /) 
WRITE ·( '3 , 806 ) 
~06 FORt.~AT ( 1 1 , 4ox ,• MAXI~u~ COMPONENT = '1 
-"WR I Tf ·(" 3 ; 00 7- t- -~-MM<- -- -- -
807 FORMAT ( '+', 60X , Fl 0 . 5 ,/J 
WRITE 1( '3 -, 809 ) 
ROQ FOR ... AT ( 1 ', 45X , ' ·SCALE FACTOR = 1 t 
I - -- WR-f-t-E- ---t-3·-.&fr8i ----£--s€'A-t- · -~~------------:----~-----~ 
BOq FPRMAT ( 1 + 1 , 60X , Fl0 . 5 //l 
SS =SO . 
Ofl '102 J=1 , 50 
i)tl $\ ()-3· f =·•· i 1"6- -~~ ~-
If ( llRS f A('f , 2 )). LT . SS ) B( I ) =8LK 
'I 'F (ARS (A(I, 2 )).-GT.SS. fJR-. A8S(A(I ., 2 )l. EO . SS. B(f ') =ASK 
C'lNTlNUE 
I· WR~J-T-E-=f"j-f8-6~:H~-{~f-t-,-I-~l-,.J·6·t ~ ---~= 
FORMAT ( 1 1 , 2X,l6A2 ) 
SS ·=SS-1 . 
WR I TE f 3-, 810 ) 
-FORM AT+ •· •-; 20X-, •- t-• · )-· 
lf(K3- 2 ) 503 , 503 , 504 
F=O .• 0 
00 130 J= l '1 6 - ~ ~ 
~~1~-1<-=-l ;""t·'6" - -~ ~- - --· ~ 
OQ _ -130 1=1,1 6 
F=F+CCil*D tl,J, Kl 
f F ( J, K ) =F 
. t F-t t·--"1 6·) 1S-o-,-l3t , 131 
131 F=O . O 
130 CONTINUE WR1TE(1 , 911l 
ffl'R-'•h\Ti -•·t~-1 
orn 32 J = 1 , 16 
ff! TE(3, 914 ) 
Ql4 FrJRt.1AT (' '.1 2X , 1 Al",l4X, 1 A2 '.1 4X , 1 A3 1 ,1 4X , 1 A4 1 ,l 4X ,' A5 1 ,l4X,' A6 ', . , f: l4"X, 4 A-7 • , 14-!<-, • Aa-• - t~-- -- ------- - ~ 
WR JTE1 3 , 915 ) (ff(J , Kl,K= l, R) 
9 1~ ~~R~AT ( 5X , S ( Fl0. 2 ,6X )/) 
W~l TFt"J,., $)16.) ~-~.~--
.4-)-tJ.,_ -· ~R~RR~tA+(:+·ft"'··rt"i'h"~Ti-4-X-,~~-t+=t'* r' J\ 11' t l ~)( t • 
. Cl"3X ,' Al 4 ', l3X ,' Al5 ',13X ,•At6'J 
.:.!32- WRI TE· ( -~J.!J ~l:- 7) c f ,-f~·d-· ,K. • K=Q._ '· 16 ) ~ .. - ..... _____ ...,r;...;z. . .. . ~~., ,,
Figure D-1 (Continued). Program for Calculating 16 Point FWT. .... 
"-> 
""" 
Pt..fn•\~A'L.SH SEQUENCY SPECTRA OF OEILAYED TIME FONCT l ONS 
SEARCH FOR MAX f (J, K) 
-.-es~-J-=-t:-t.t-n------------------------------...! 
~l\X=ABS(ff(J , l) l 
900 K=2 ,.1 6 
l~(ABS(iFF(J , K)) . GT . B'MAX ) Bt.\AX =ABS(F!F (J, K l ') 
qoe · CO~'f-Hfl:1 E-- ~ ---
f.SCA.:L = ~0 ./ BMAY 
00 oo 1· I= l , 16 
CI(J , 2 , -=FF ,(J,f ) *CSCAIL R-f~·E+·3t9f1"4·l--------- . --- - , ~ 
~OSMAT t'l',40X,'WALSH 
.:t't~l=l 
WRITEf3,911 l Qll f'1R~AT{ ' •, 4QX , 4 DELAY= '} 
WRITE(3 , Ql2 )Jl 0 
-qtz· f'ORHATt ·•·-+ '9 5"'0X· , 12·1 
W~I TE( 3,906 '1 qQ6 FOR~AT (' •, 40X ,• MAXIMUM COMPONFNT-= 1 1 
WRITE { 3 , 907 l BMAX I tJ o' "f~"A,......,. . . ....... t6--o'Xt"'Pt-o~.~4:os---~, 11~~ ------------------------J 
WR I T E ·( 3 , 909 ) ~09 fORMAT( ' •, 45X, • SCALE FACTOR =•• 
WRITE (~, q08 l CSCAL 
-qo-a...--.pQ'R1~AT t · • · +' ,6-ox-, FlO. "5-t"!") 
ss =50 . 
on 902 JJ=1 , 50 
00 903 I-=l ·tl 6 
' ~t"'f-t""'A'BSt ·.A· c-<t,-z , . ,~-r--;- s-s""1· --e1-:r-t-==f\"l"'K 1 
IF tAP.S tACI, 2 l). GT.SS . O~ .A BS ( A '( 1,21 l. EO . SS I Btl ) =ASIK 
901 C'1NTINUF: 
. WRITE (3, 905 l(Bfll ,1=1 , 16 l 
~ -q()-5· ~MA-l~( ''~'' 2·X ,~t1.f"A"21 
qQ2 SS -=SS-1 . WRITE f3,9l0) 
q•1o FOR·MAT 1 • • , 2ox , • 1 • > 
~-c-flNi~I'Nt:tr 




CALClH.AT'E nu: .A_UTOCORRELATION 'FUNCT ION OF TH E INPUT SIGNAIL 
l":l~~ftl_S:E: -- - - -- _, - - ~ - ~ -- ~- ____ _ 
Figure D-1 (Continued) . Program for Calculating 16 Point FWT. 
_. 
N (X) 
504 RR=O . O 
DO 135 J=l ,1 6 
AA13-t;--Koo:i"'rl6 -- ; 
RR=RR +ACK ,l) *FF(J , K) 
RLD-=RR 
JF(K-16} 135,133 , 133 
1., 3 c~o-. {1- -· 
1 "3 '5 CO"J TI NUE 
WRTTE0 , 400) 
400 fORMATI 'l' , 20X, ' AUTOCORRELATION FU~C~IONS •t 
-~wRi-Trt-:3.,-4-eT) _ - --~----~~-~- -~---------------.i 
401 FORMAT( ' ',1 2X ,' R l ', l4X ,' R2 ', 14X ,• R~ '•l 4X ,' R4 ',1 4X ,' R5 1 ,1 4X , 1 R6 ', 
Cl4X ,' R7 ' tl 'tX ,' ~8 ') 
R.tlf ( 3 , 402 t ( RC J) ,J=l , 8 ) 
2·· ·ffiRMAT-(-lJ·X· , 8 ·f-F"ji);-2 -, ·nX"ii )-
WRITE(3 , 403l 
. ~03 FOR"1AT( 1 0 '1 , l2X, • Rq ', 14X, ' RlO ', 13X , ' Rl l', 13X , 1 Rl2 1 d 3X,' Rl4' ,l.3X , 
C ' Rl'5' , l3'X , ' Rl6' , 
WR-J""i·E" f-3 ·,--4e'rt-:--i"~:{-Ji,-J:9-,--i·6· ) - ---------------i 
FORMATC5K~8C~l0~2 , 6XI// //I 
~- ~-cARCtf----F-QR- M-A--x- Vl\1l-tl"E" OF THE A"U"f6Ce-R*ELAT-:l-6N- FUNC--f-f-~----
At-1AX=R '( 1 I ~~ _ 
f. 00; lir":J=:ZTl tJ • ~~~ ,---. _-_ . j 
• 
TFCRfJ).Ll.AMAX) -- - -- ·- _-- _ "' 
..... 1·---=-·-~~ f:..t{-R-f-j_..,_ -.-m.-frl'tA--Xi 1 
.ID=J 
510 CJONT JNUE 
- WRITE("3 , 5ll) .........-.:..1 
')li: "fo-RMAT (-' ·0 •· •di!X , -•-AtiTOCORREl-A·li ON·· -fUNG f I ON-- J N£)-fCA J·fS~-oft-A 1'{-:-t -} - - -~ 
WRITH.J -. 512J JO _ -
512 FOR,.,AT( '+',60X , l~/// ) 
C· 
'""""(;:~---------~~- -
C COMPUTATION OF THE ~OISE SEQUENCV SPFCTRA c -
c 
.......,_______~eo 513 -K=l, t-6 -- ~ ·-
~11 SN<KI:~ ( K,li - FP( J D , K I 
WIU_ r£J3_, .Sllt. 1 
Figure D-1 (Continued). Program for Calculating 16 Point FWT. 
1\.) 
(0 
14 FOl{~A-T-(' 0--.-,2 0X , 1 TH f SEQUENCY DIGITAL FILTFR WALSH COEFF. •) 
I WRI-T-E+3-,l5-t-'Tt--- ~ -- -- - ----------~ 
515 F 0 R"'' AT ( , 0 I ' 12 X t • N 1 ' ' 14 X ' t N 2 ' ' 1 l-tX ' ' N3 I ' 14 X ' ' '14 ' ' 1 4 X t ' N 5 ' ' 14 X ' ' N 6 ' ' 
C 14X, 'N7', l4X, 'NS ') 
WR I TE ( 1, 516 I ( S N ( I ) , I-= 1 , 8 ) 
-51-6-fORf-tA-l (· 5 ~, 8 { -F·t-6. 2·, 6-X t·/ t 
WRITED ,517) 
511 Fn RMA T < • o • , 12 x , • NQ 1 , 14 x , • N 1 o 1 , 13 x , • N 1 l' , 1 3 x , • N 12 • , 13 x , 1 N 13 • , 13 x , 
C ' Nl4 'tl3X,'N15',13X, 1 Nl6') 
1-- -tHH-=r~1-3-r5i--e-t--t-s-N-H+t-I-=-9, i 6} 
518 FOR~AT(5X,S(Fl0.2,6Xl////) 
WRITE ( 3 ,51 9 ) 
~lQ FORMAT('0 ', 20X,'SEOUENCY DIGITAL FILTER OUTPUT '//) 
-- ~~- · -Dfl-52&- ·I·= 1---,- I-·6 - -·- - - ---~-
520 S(l)=-A(Itll -S N{I ) 
WRITE ( 3 , 521 ) 
5 21 fORt-, AT '( • 0 • , 12 X , ' S 1 ' , 14X, ' S 2' , 14 X, ' S 3 ' , 14¥, ' S 't • , 14 X., ' S 5 1 , 14 X , 
~ ="&'-str•-,·-1-4~~,- •-s-.;r-• ...,-+""*r-'··5-8 .. - l--- -- - - - ----------~ 
riR I TE ( 3 , 516 ) ( S (I), I= l, 8) 
WRITE0 , 522l 
522 'FOR.MAT( ' 0 ' ,12X,'S9 ',1JtX , ' Sl0 '.1 3X ,' Sll ', l3X, ' Sl2 1 ,1 3X,' Sl? •, 
C 13*, "'·S 14'·•-f 3X-,-• S-l-5· ' · , ·l3X, 'Sl-6·' i · - ~ - --- ----· - ------1 
WRITEt3 , 518) ( $(1 ),1=9 ,16) 
( 
c 
1-f. C-At. €-ttl-A T E Tllf-IttVf-R-5--E-T-HtE-fUNC-T-HJN---------------,__..:.___j 
c 
c 
[ 16 PO PIT C ~l CULAT I ONS 
660 2?1 ~~1~~ (j) l fr 
.12= 1 
,Jl= 1 
I DB 43-I----l · ,~---­
A(J?. , 21=A(Jld 1-A(Jl+ltl) 
ACJ2+J , 2)=A(Jl+2 ,1J-A(Jl+1,1) 
A (.J 2 + 2 , 2 ) =- - A ( J .1 + 4 ,l l +A ( J 1 + 5 ,1 ) 
t---·--A+-J 2+-3· , 2·) -=- A+J-t~+ 6--,l- ) · '+A t·J-l~t ·7, l )--
A(J2+8,2l~A (Jl,l) tA(Jl+l,l) 
A (.J 2+9, 2 I --~A ( J 1 + 2 , 1 l -A I J l+ 3, 1 I 
AlJ2+10,2) =~A(Jl+4 ,11 - A(Jl+~rll 
·-----:A*(-J.Z+ ·l~l:t;Z·>=A· 'f -J~r +tr,i-}··+:Af--.t±+-7-T-1-)-- ~-- -~-------------------1 












1)1") 36 l = 1 ' 16 
A(Itl )= /dl , 2 ) 
- - -~.__,- - .. --~ - ---- -- -- - ---
8 POINT CALCDLPTIONS 
_ DO 42 I= 1 , 9 , 3 
I------A-t-I-,""2'-)--=-A·t-I7l:-t-A·1~f·+-r,-tt-----------------------...:........l 
ACI +l, 2 l= Afl+?,1)-A(I+3,1) 
A(I+?. , ? l =-A(I+4,lt+A(l+5,ll 
A( 1+ 3 , 2 > =-A( I +6 , 1 )+A(1+7,1) 
:.A c-:r--,..-t.r-. 2 )- ·= ~ A c ~I ,l )· -+ A ( t+l, l )· -·-- -- ·~r- - ---
A! 1+'; ,2)=-A( 1+ 2 ,1} -At 1+3,1) 
_ _ A ( I +6 ., 2) -= - A ( I +4, 1 l -A ( l + 5 , l 1 
42 All+7,2} = A!I+6 , 1 ) + A(l+7,1) ~------eft - '4"t~t=·l,l-tJ,--------------------------------J 
41 A ( I _, l ) = A ( I , 2 ) 
~·~q- f>f.littT - C'AtEtiLA·T-HlNS- ~--
DO 40 i = 1 , 13 , 1• 
A ( I , 2 -, = A ( I , 1 I - A ( I + 1 , 1 l 
A(J +t, :U= A(l+2,li-A(l+3,ll 
1-----A·(;-•-2-rt·)=-A·t1-,- t·t-'"+*f-J-.·t~,'Tt- ----- · 
•40 A(l+3 , 2 l =- A(I+ 2,1)-A(I+3,l) 
00 "3Q { ·= 1 ' 16 
A, i(J,l)=A 1( ! , 2 } 
2 POINT CALCULATIO~S 
DO '38 1=1,15,2 
I · A·t-f· •fi-=~·(;- -,---t-;--A<tT•·t~,l-t 
A(l+1 , 2 )= A(l,l}+A(I+l,l) 
00 37 I =1 , 16 
3·7 A(J,l)=A(l , 2 ) 
'---~ ~-· ·WR l TEf'3 , 312 t-
"312 FORMAT ('l',40X ,'Ti ME FUNCTJ flN 
WRITE ( 3 ,1 00 ) ( A(l,l),l=l,l 6 ) 
~NI1_.____M 1 N 
SAMPLES '/1//t 










,--r,-t1 -- -- ~-
I =2 , 16 ' 
, l l • GT . AMA X l M-1AX =A(I ,1l 
,U .LT . Af~ IN) A"'1 IN =A ( I , 1 ) 
~-
t5 0 ) WRITE !3 
450 FORMAT ( 
_J - WRITE ( 3 . ', 40X ,' PLOT OF TIME FUNCTION '!) 
'r'34- F0Rf.1A'f {-
WP.I TE ( 





601 1<.5(1 ) 
t.1t.J A L =A 
MVAL =M 
t54) 
' i lftTX. , t-f~·A}( lMU~· -vA-ttJ-E- = •-l 
, 405 l AMAX 
1 +' , 5~X,Fl0 . 5!) 
-~ 
50 . /(AMAX - AMlN l 
fO INTEGER fORM 
=1 , 16 
l"d-fT.l-} 
td l ,?l*SCALE 




1[F ( KS 
IF ( K5 ( 
=b-51- -- ~---- ------- ______._-_ -
1.16 ' I).EO. MVA L ) Pl1 (f) =VAL 4[0 
l .NF. MVAL ) PL 1 ( I ) =NV A L 
-
602 , 602 , 603 






IF f MHA 
WRITE ( 
FORMAT( 




- MVAL ) 
3 ' 455 ) ( PLl ( K ) 
0 II ' 1 X ' t 1 ' ' 16A 2 ) 
, K= l,l 6 ) 
9 - - - --~ --
'456) ( P t. l( M l , M= 1 .16 ' 
' , 1 X , ' 1 ' , 16A 2 l 
I J-F-- (--f•W t~-E--eeee-->- s-a- -r-e-4-ca 
IF!MVAL 
00 406 1=1,32 
PL 1 ( I ) = DASH 
J---. ~--wR-t- Tf-(~-,'4·'5 -7+ H>ll f- H -, t-= i , 3-? t 
























I I WFU-T-E-(-3--,3-2'5-t---- ~~- - I 
sro:p 
~D----------------~ 














NOTE: Arrows indicate addit1on 
Figure D-2. Inverse Fast Walsh Transform ( 16 Points) 
