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 Landfalling tropical cyclones (TC) pose great threats to public safety. The recent 
decades have witnessed major advances of knowledge in TC dynamics and improvement 
in TC forecast models, however, occasionally inaccurate TC intensity and storm surge 
predictions remain a vital concern. Different representations of subgrid-scale physics by 
various atmospheric model parameterization schemes lead to uncertainty in predictions of 
TC’s intensity and associated surges. In a case study for Hurricane Arthur (2014), local 
closure scheme for planetary boundary layer turbulence produces lower equivalent 
potential temperature than non-local closure schemes, leading to under-predicted TC 
intensity and surge heights. On the other hand, higher-class cloud microphysics schemes 
over-predict TC intensity and surge heights. Without cumulus parameterization for coarse-
resolution grids, both TC intensity and surge heights are grossly under-predicted due to 
large precipitation decreases in the storm center. To avoid widespread predictions, the 
ensemble mean approach is shown to be effective. Another source of TC forecast error is 
inaccurate sea surface temperature (SST) prediction, and accurate SST prediction 
 
 
necessitates a better understanding of mixing processes in the coastal ocean. Previously, 
the importance of TC-induced near-inertial currents (NICs) to mixing in the coastal ocean 
was overlooked. With high-frequency radar and autonomous glider, long-lasting NICs with 
amplitudes of ~0.4 m s-1 were observed on the shelf during Arthur. With an atmosphere-
ocean model, we find the NICs were dominated by mode-1 vertical structure and were a 
major contributor to the shear spectrum. Therefore, NICs may be important in producing 
turbulent mixing and surface cooling during Arthur’s passage. In the future, with warmer 
SST, sea level rise, and possible hard shorelines in estuaries, increased storm surge hazard 
is expected. Using Isabel (2003) as a case study, we find storm intensification under 2100 
SST raises surge heights in Chesapeake Bay by 0.1-0.4 m given increased energy input. 
While sea level rise in 2100 reduces surge heights by 0-0.15 m through non-linear 
processes, it increases total water level by 0.4-1 m. Moreover, hard shoreline further 
increases surge heights by up to 0.5 m in the middle and upper Chesapeake Bay by 
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Table 2.1  The WRF physics parameterization schemes and the initial and boundary 
conditions selected for the control run. 
 
Table 2.2     A list of sensitivity-analysis numerical experiments for different physics 
parameterizations and different configurations of the initial and boundary 




Table 4.1     Projected SST increase in tropical Atlantic Ocean and relative sea level rise 
in Chesapeake Bay. The projected SST increase is based on Figure 4.1 of 
Villarini and Vecchi (2012) which summarizes 17 global climate models 
under CMIP5 scenarios. Estimation of relative sea level rise in Chesapeake 
Bay is based on global mean sea level rise from Table 13.5 of IPCC 2014 
report, rates of sea level rise due to regional ocean dynamics from Yin et al. 












Figure 2.1  (a) WRF’s triple-nested domains (thick black rectangles) at resolutions of 
12, 4 and 1.33 km. (b) FVCOM’s model domain covering the eastern U.S. 
continental shelf and adjacent estuaries. Yellow dots mark the tidal stations 
used for the model-data comparison. (c) Map of the study area showing 
geographical locations such as Albemarle-Pamlico Sound, Outer Banks, 
Chesapeake Bay and Delaware Bay. The contours represent isobaths at 
depths of 50, 200 and 3000 m. The outer limits in (b) give a subdomain of 
the WRF 4 km domain. The thick black rectangles in (b) and (c) indicate 
the WRF 1.33 km domain. 
 
Figure 2.2  (a) A comparison between the predicted (solid) and observed (NHC best 
track, dashed) track of Hurricane Arthur (2014). Time stamps (in LST) are 
marked by solid dots on the tracks. (b) Time series of the predicted (solid) 
and observed (dashed) minimum sea level pressure (MSLP, blue lines) and 
maximum sustained winds (MSW, red lines) at 10 m height. 
 
Figure 2.3  Time series of the predicted (black) and observed (magenta) (a) surface air 
pressure, (b) wind speed vector at 2-m height, the (c) total and (d) subtidal 
water level at six tidal gauge stations whose locations are marked in 
Figure 2.1b.  
 
Figure 2.4  Sensitivity analysis of PBL (planetary boundary layer) parameterizations. 
(a) Storm track, (b) MSLP, and (c) MSW at 10 m height from Runs PBL-
YSU (black), PBL-ACM2 (green), and PBL-MYJ (red). NHC best track 
data are marked as “Obs” (dashed). The insert in (a) shows a zoomed-in 
view of the storm track near the northern arc of the Outer Banks and the 
numbers mark hours on 4 July. Southwest to northeast cross-sectional 
distributions of the averaged equivalent potential temperature through the 
storm’s center from Runs (d) PBL-YSU, (e) PBL-ACM2, and (f) PBL-
MYJ. (g) The area-averaged net surface heat flux within 150 km radius of 
the storm center. 
 
Figure 2.5  A comparison of wind speed and storm surge predictions between Runs 
PBL-YSU (top row) and PBL-MYJ (bottom row). (a)/(e) Wind speed 
magnitude (color) and vectors (arrow) and (b)/(f) subtidal sea level around 
the Outer Banks at 0500 LST 4 July (PBL-YSU) or 0600 LST 4 July (PBL-
MYJ). (c)/(g) Wind speed (color) and vectors (arrow) and (d)/(h) subtidal 
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sea level over Chesapeake Bay at 1500 LST 4 July (PBL-YSU) or 1600 
LST 4 July (PBL-MYJ).  
 
Figure 2.6  Sensitivity analysis of CM (cloud microphysics) parameterizations. (a) 
MSLP and (b) MSW at 10 m height from Runs CM-WSM3 (black), CM-
WSM5 (green), CM-WSM6 (red), and CM-WDM6 (yellow). The black 
dashed lines represent the observations. The vertical distribution of 
temperature anomaly at the storm’s center averaged over two periods: (c) 
1200 LST 2 July to 1200 LST 3 July; (d) 1200 LST 3 July to 1200 4 July. 
Cross-sectional distributions of temperature anomaly through the storm 
center, averaged between 1200 LST 2 July and 1200 LST 3 July: (e) Runs 
CM-WSM3, (f) CM-WSM5, (g) CM-WSM6, and (h) CM-WDM6.  
 
Figure 2.7  A comparison of (a-c) wind speed magnitude (color) and vectors (arrows) 
and (d-f) storm surge between Runs CM-WSM3 (left column), CM-
WSM6 (mid-column), and CM-WDM6 (right column) around 0500 LST 4 
July.  
 
Figure 2.8  Sensitivity analysis of CP (cumulus parameterization). Time series of (a) 
MSLP, (b) MSW at 10 m height, and (c) the averaged total precipitation 
within 200 km radius of the storm center from Runs CP-ON12_OFF4 
(black), CP-OFF12_OFF4 (green), and CP-ON12_ON4 (red). A 
comparison of storm surge between Runs (d) CP-ON12_OFF4, (e) CP-
OFF12_OFF4, and (f) CP-ON12_ON4 at 0500 LST 4 July.  
 
Figure 2.9  (a)-(e) SST (sea surface temperature) distribution on 3 July 2014 from the 
five model runs used for examining the sensitivity to SST products. (f) 
Surface pressure time series at Buoy 41004 from National Data Buoy Center. 
(g) SST observed at the Buoy 41004 and obtained from the five SST 
products. The open circles in (a)-(e) mark the positions of the storm center 
at 1900 LST 2 July and 1900 LST 3 July while the white triangle marks the 
buoy’s location. 
 
Figure 2.10  Sensitivity analysis to SST products. Time series of (a) MSLP, (b) MSW at 
10 m height, (c) the averaged surface latent heat flux within 200 km radius 
of the storm center, (d) storm track, and the subtidal water level at (e) 
Oregon Inlet and (f) Duck, North Carolina from Runs SST-RTG_low 
(black), SST-GFS (green), SST-RTG_high (red), SST-HYCOM (yellow), 
and SST-AVHRR (purple).  
 
Figure 2.11  Sensitive analysis to IBC (initial and boundary conditions) of WRF. (a) 
Storm track, (b) MSLP, and (c) MSW at 10 m height from Runs IBC-GFS 
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(black), IBC-NAM (green), and IBC-ERA (red). Surface winds at (d-f) 
1900 LST 1 July and (g-i) 2200 LST 2 July from Runs IBC-GFS (d, g), 
IBC-NAM (e, h) and IBC-ERA (f, i). The white lines in (g-i) mark the 
ambient pressure field at the height of 500 mb level (unit of mb). The 
ambient pressure from Run IBC-ERA is shown as the pink-dashed lines in 
(g)/(f) for comparison. 
 
Figure 2.12  A comparison of wind stress vector (arrows), surge heights (color) and 
storm’s track (thick black line) between Runs (a) IBC-GFS (0500 LST 4 
July), (b) IBC-NAM (0700 LST 4 July), and (c) IBC-ERA (0600 LST 4 
July).  
 
Figure 2.13  (a) Taylor and (b) Target diagrams for the storm surge at six tidal stations. 
The black symbols represent the ensemble mean predictions and the pink 





Figure 3.1  (a) Map and bathymetry of the MAB. Water depth drops sharply beyond the 
200-m isobath. (b) Time series of the WRF predicted (solid) and observed 
(dashed) maximum sustained winds (MSW) at 10 m height during the 
passage of Hurricane Arthur. The shaded area indicates the time period of 
Arthur’s passage over the MAB. (c) Predicted surface winds at 1300 LST 4 
July. Wind speeds lower than 10 m s-1 are not shown. The black solid line 
with timestamps (red dots spaced at the interval of 1 hour) represents the 
predicted storm track, and the black dashed line represents the observed 
track. The magenta triangle marks Buoy 44066, the magenta star marks the 
approximate location of the glider, and magenta dot and square mark the 
third and fourth location used for the rotary spectrum analysis in Figure 3.3, 
respectively. 
 
Figure 3.2  Surface subtidal currents observed by HF radar at (a) 0700 LST 4 July, (b) 
1100 LST 4 July, (c) 1500 LST 4 July, and (d) 1900 LST 4 July. (e)-(h) 
Surface NICs at the same times as (a)-(d). The red circle marks the storm 
center in each snapshot. 
 
Figure 3.3  (a)/(c)/(e)/(g) Rotary spectra and (b)/(d)/(f)/(h) variance preserving spectra 
for the surface currents at three locations in a northern MAB section and 
one location in southern MAB (their locations marked by large magenta 
symbols in Figure 3.1c). The spectra are calculated from the HF radar time 




Figure 3.4  (a) Zoomed-in view of the glider track (red line). (b) Time series of the wind 
speed vector measured at the Buoy 44066. Time-depth distributions of 
(c)/(d) temperature, (e)/(f) zonal and (g)/(h) meridional baroclinic velocity 
components obtained from the glider measurements (left column) and from 
the FVCOM model (right column). 
 
Figure 3.5  (a) FVCOM model grids over MAB. (b) Five representative cross-shelf 
sections (marked as A-E, red lines) used to investigate the spatial variability 
of NICs over MAB. In each section, six points (numbered 1-6) are selected 
for detailed analysis in Figures 3.7 and 3.11. The blue line with solid dots 
marks the storm’s track and the bathymetry is shown as gray contour lines. 
 
Figure 3.6  WRF-predicted wind speed vectors at 10-m height at (a) 0700 LST, (b) 1100 
LST, (c) 1500 LST, and (d) 1900 LST 4 July. FVCOM-predicted (e)-(h) 
surface subtidal currents and (i)-(l) surface NICs at the same times as (a)-
(d). 
 
Figure 3.7  Time series of the cross-shelf component of the surface NICs at six virtual 
sampling stations (numbered 1-6) along the cross-shelf sections A-E over 
MAB: HF radar observations (black) and FVCOM model result (red). The 
dashed black lines in Column 6 indicate the times when Arthur was closest 
to each section. 
 
Figure 3.8  (a) Depth-integrated kinetic energy of the near-inertial waves and (b) wind 
energy input into the near-inertial waves. Both are averaged between 2 and 
12 July. The five cross-shelf sections as well as the virtual sampling points 
used in Figure 3.7 are shown. The thick black line in (b) represents the 
predicted storm’s track. Color-bars are in logarithmic scale. 
 
Figure 3.9  (a)/(d)/(g) Surface wind stress, (b)/(e)/(h) surface NICs, and (c)/(f)/(i) wind 
energy input obtained from the WRF-FVCOM models: D6 (left column), 
D5 (middle column); B5 (right column). In the right column the red-dashed 
lines indicate the time of peak positive wind work, and the blue-dashed lines 
indicate the time for peak negative wind work. 
 
Figure 3.10  Wind energy input (red), the depth-integrated water-column dissipation of 
NICs kinetic energy (ε, green), bottom friction work (blue), and depth-
integrated dKE/dt averaged over the inertial period for (a) A4 and (b) D4. 
Zoomed-in view of dKE/dt for (c) A4 and (d) D4. 
 
 
Figure 3.11  Time-depth distributions of NICs (cross-shelf component) along the 5 
cross-shelf sections. The black dashed lines in column 6 indicate the 
passage of the storm’s center, and the thin gray lines indicate the depth of 
maximum density gradient (the pycnocline separating the surface and 




Figure 3.12  Percentage of the NICs kinetic energy in (a) mode-1 and (b) mode-2. 
 
Figure 3.13  Depth-averaged shear spectra/variance-preserving spectra at (a)/(c) D4 
and (b)/(d) 
 





Figure 4.1  (a) Triple-nested WRF model domains with resolutions of 12, 4, and 1.33 
km. (b) FVCOM model grids (red). (c) Zoomed-in view of FVCOM grids 
for Chesapeake Bay.  
 
Figure 4.2  (a) Storm track, (b) minimum sea level pressure (MSLP), and (c) maximum 
sustained wind speed (MSW) for hindcasted Isabel in 2003 (black) and 
predicted Isabel in 2050 (green and red). (d)-(f), same as (a)-(c), but for 
Isabel in 2100. The shaded green (red) areas in the right two columns are 
the envelope of MSLP and MSW of Isabel from all RCP 4.5 (RCP 8.5) 
scenarios including min, mean, and max in Table 4.1. The solid green (red) 
lines are results from mean RCP 4.5 (RCP 8.5) scenarios. 
 
Figure 4.3  Storm surge (de-tided, referenced to the mean sea level in corresponding 
climate projection) time series for Chesapeake Bay Bridge Tunnel (CBBT), 
Virginia. The thick green and red lines represent ‘mean’ scenario and the 
shaded areas are bounded by results from ‘min’ and ‘max’ scenarios. 
 
Figure 4.4  Same as Figure 4.3, but for Cambridge, MD. 
 
Figure 4.5  Same as Figure 4.3, but for Baltimore, MD. 
 
Figure 4.6  Maximum water levels (referenced to present mean sea level/land 
elevation) during Isabel-like storms from hindcast and future scenarios. 
 
Figure 4.7  Storm surge time series for Baltimore, Cambridge, and CBBT from 
different scenarios. The black dashed lines represent results from hindcast, 
the blue lines are for 2100 RCP 8.5 soft SLR only, the green lines are for 
2100 RCP 8.5 soft SST only, the yellow lines are for 2100 RCP 8.5 soft 





Figure 4.8  Volume-integrated energetics within present shoreline (i.e. control 
volume; see text for details) for different scenarios in Figure 4.7. 1 
MW=106 W. 
 
Figure 4.9  Volume-integrated kinetic energy and potential energy within present 
shoreline. 1 TJ=1012 J. 
 
Figure 4.10  (a)-(b) Zoomed-in view of Figures 4.8b and 4.8c for selected energetics. 




Figure A1  Storm tide at nine tidal gauge stations in Chesapeake Bay during 
Hurricane Isabel (2003). The black lines represent observational data and 
the red lines are results from FVCOM. 
 
Figure A2  Same as Figure A1, but for storm surge. 
 
Figure A3  Strom tracks of Isabel in hindcast (black) and 2100 RCP 8.5 (red). The 
star signs are plotted every six hours. The landfalling time for both 
scenarios are around 1200 LST 18 September. 
 
Figure A4  Differences of time-averaged surface velocity between 2100 RCP 8.5 soft 
SLR only and hindcast. The velocities are averaged over the flood stage of 

















Coastal oceans and estuaries around the world harbor many densely populated 
metropolitan cities and support substantial economic activities. Landfalling tropical 
cyclones can generate strong currents and storm surges in the coastal oceans and estuaries, 
posing great threats to public safety and economy. Tropical cyclones are non-frontal 
synoptic scale low-pressure systems with organized convection and definite cyclonic 
surface wind circulations. These tropical cyclones generally form over tropical water. Sea 
surface temperature (SST) over 26.5oC, weaker vertical wind shear, and higher relative 
humidity in the mid-atmosphere can facilitate their developments (e.g., Holland 1997). 
After they move poleward to higher latitudes, with a favorable synoptic scale steering force, 
they turn landward, march over the coastal ocean and finally hit an estuary or an open coast. 
Even though, only 1/5 of tropical cyclones make landfall as hurricanes (Woodruff 2013), 
coastal impacts by storms are largely due to this small subset of tropical cyclones. 
 
1.1 Storm surge induced by tropical cyclones 
Most damages related to tropical cyclones are caused by storm surge. Based on 
momentum equation, storm surge height is proportional to the pressure deficit and wind 
stress of tropical cyclones. While in an air-sea coupled context, on the atmospheric side, 
storm surge is sensitive to the track, intensity, radius of maximum wind and translation 
speed of tropical cyclones (Zhong et al. 2010; Weisberg and Zheng 2006; Irish et al. 2008; 
Rego and Li 2009); on the ocean side, it is sensitive to the geometry of coast and estuary, 




To minimize the potential damage from surges, accurate forecasts for storm surges 
are required. One-way coupled air-sea model is widely used for regional storm surge 
forecast. In this regime, atmospheric model downscales synoptic features from global 
model and is then ran in a higher resolution to better capture important fine-scale tropical 
cyclone dynamics. The ocean model is driven by the wind stress and sea surface pressure 
from the atmospheric model. Since storm surge is mainly controlled by barotropic 
processes, it is relatively easy for an ocean model to capture the essential hydrodynamics. 
In contrast, the atmospheric modeling of the tropical cyclone dynamics is more challenging 
and is an active area of research. For example, parameterizations for sub-grid scale physical 
processes (planetary boundary layer dynamics, hydrometer phase changes, etc.), which 
play important roles in tropical cyclone development, are needed. Numerous schemes have 
been developed for each of these processes. As a result, tropical cyclone prediction can 
have significant divergences in intensities and tracks because of different choices of 
parameterization schemes. While a large body of literature has explored the sensitivity of 
tropical cyclone prediction to sub-grid parameterization schemes, few has examined the 
sensitivity of storm surge prediction to parameterization schemes in meso-scale 
atmospheric models.   
 
1.2 Near inertial currents induced by tropical cyclones 
As the primary energy source for tropical cyclones is the enthalpy flux from ocean 
surface to the atmosphere. A good understanding of the mixing process in the upper ocean 
during tropical cyclones, which affect SST, is essential for accurate tropical cyclone 
prediction. When tropical cyclones are in the open ocean, the forced stage response of the 
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upper ocean is characterized by rightward-biased mixed-layer currents. This asymmetry 
arises due to wind stress vectors of tropical cyclone rotate anticyclonic on the right side of 
the track and are parallel with near inertial currents (NICs; Price et al. 1994). These NICs 
are induced by the Rossby adjustment process of the surface mixed layer in response to the 
injected potential vorticity from cyclonic wind stresses (Gill 1984). In fact, most of the 
energy in this process goes into NICs and up to 2/3 of mixed layer kinetic energy is at near 
inertial frequencies in the power spectrum (Pollard 1980). These storm-induced NICs in 
the open ocean have been widely discussed in the literature (e.g., Pollard 1980; Price 1981; 
Shay and Elsberry 1987; Shay and Elsberry 1989; Shay et al. 1998). Generally, they are 
highly intermittently in both space and time; the horizontal scale can be up to hundreds of 
kilometers, albeit the strongest response is typically found just below the storm track.  
 
These storm-induced NICs can persist for several days, while the horizontal and 
vertical scale decrease with time after storm has passed. This decay of local mixed-layer 
NICs energy is due to the combination of equatorward horizontal energy flux, downward 
vertical energy flux towards deeper ocean, and dissipation within the mixed layer.  
 
D’Asaro et al. (1995) found the equatorward propagation of low-mode near inertial 
wave is responsible for the reduced depth-integrated near inertial energy in the mixed layer, 
based on a two-dimensional (2D) nearly inviscid, nonlinear layer model. Mooers (1975) 
introduced an effective Corilolis frequency concept, which was further elucidated by 
Kunze (1985), that near inertial wave frequency feff is modified by the local mean flow 
vorticity ζ: feff=f+ζ/2. Therefore, negative mean flow vorticity can trap NICs energy and 
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affect the horizontal near inertial wave energy propagation. For example, Jamies and Shay 
(2010) found that the NICs energy induced by Hurricane Katrina and Rita was trapped by 
anticyclonic eddies related to Loop Current. 
 
The vertical group velocity of near inertial wave is substantially smaller than 
horizontal group velocity. Price (1983) reported a 0.12 cm/s vertical group velocity near 
Hurricane Eloise’s track, based on an inviscid, multi-layered model. Brooks (1983) 
estimated the vertical group velocity to be 0.07 cm/s during Hurricane Allen, based on 
observations. The horizontal group velocity is typically 2 or 3 orders of magnitudes larger 
(Price 1983; Brooks 1983; Shay and Elsberry 1987). Therefore, NICs are mostly surface 
intensified and the energy lost to the deeper ocean is relatively small. 
 
As NICs energy propagates downward, their phase propagates upward. This phase 
difference within the mixed-layer can generate strong vertical shear and induce significant 
mixing. Based on cruise data, Cuypers et al. (2013) found that the total dissipation rate is 
8 times larger with NICs-induced shear than without it. Therefore, a large proportion of 
NICs energy eventually contributes to turbulent mixing within the mixed-layer. Zhai et al. 
(2009) estimated that 70% of wind-induced NICs energy is dissipated in the surface layer 
using a realistic 1/12o model of the north Atlantic Ocean. Cuypers et al. (2013) found only 
10% of the tropical cyclone wind power input reaches the thermocline, indicative of strong 




In addition, cold water from the deeper ocean can also penetrate into the mixed-
layer due to NICs-induced shear. This mechanism accounts for most of the surface mixed-
layer cooling and deepening during storm passage (Price 1981). The colder SST can reduce 
the enthalpy flux from ocean surface to tropical cyclones and provide negative feedbacks 
to storms and potentially reduce their intensities. 
 
When tropical cyclones are closer to the coast, they can continue generating NICs 
on the shelf. These NICs share a lot of commonalities with those in the open ocean. 
However, due to the existence of coastal boundary, they possess some distinct 
characteristics. The most striking feature of shelf NICs is that they have opposite phases 
between surface and bottom layers, with a zero-crossing in the mid-column (Pettigrew 
1981; Millot 1981; Shearman 2005; Mackinnon and Gregg 2005). This phase difference is 
due to an offshore barotropic wave excited by divergence at the coastal boundary (Millot 
1981; Shearman 2005). This vertical structure of shelf NICs implies strong shear and shear-
induced mixing which can cause surface cooling during storm passage and affect storm 
intensity during landfall stage. This has been barely discussed in the literature and needs 
further study. 
 
1.3 Impact of climate change on storm surge 
If we look into the future, storm surges can be worse under climate change, due to 
storm intensification over warmer ocean and sea level rise. Lowe et al. (2001) and Lowe 
and Gregory (2005) downscaled a global atmospheric model to a regional one; then they 
used the latter to force a hydrodynamic model of the UK shelf seas from pre-industrial era 
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to 2100. The global atmospheric model used greenhouse gas concentrations based on the 
Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions 
Scenarios (SRES) A2 and B2 emissions scenarios for the period from 1990 to 2100. In 
addition, global sea level rise estimated from the coupled global model was added to the 
hydrodynamic part. They found an increase in the present day 1%-occurrence flood level 
in the North Sea to a 50%-occurrence flood level by the end of the century. However, 
limited by computational power, in order to capture century-scale evolution of surges, they 
have to sacrifice the spatial resolutions in the models. The 50 km resolution regional 
atmospheric model was not sufficiently to resolve fine scale tropical cyclone dynamics, 
and 35 km resolution hydrodynamic model could barely capture estuary scale shoreline 
changes due to sea level rise.  
 
By contrast, Mousavi et al. (2011) used a fine resolution hydrodynamic model (up 
to 70m in the channels) to study the impacts of sea level rise and warmer SST to surges at 
Corpus Christi Bay, Texas. They found the flood elevation can raise by up to 1.8 m during 
catastrophic-type hurricane surge events. To consider the impact of future warmer SST on 
storm intensity, they assumed linear decrease in tropical cyclone central pressure with SST 
increase, then fitted the higher intensity into a parametric wind model (Holland 1980) and 
used it to drive the hydrodynamic model. Nevertheless, this rather simple parametric wind 
approach is not convincing in resolving storm dynamics under climate change, as the SST–
intensity empirical relationship was developed based on current climate and may fail in the 
future, considering changing mid-level humidity and upper-level wind shear with climate 
change. Therefore, to understand the impact of climate change on storm surges in the 
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estuary, a high resolution atmospheric model, which considers storm dynamics more 
comprehensively than a parametric one, and a high resolution hydrodynamic model, which 
can capture fine scale shoreline changes, are needed.  
 
Moreover, in such study, the estuary-scale regional sea level rise should be 
accounted in the model instead of global sea level rise. Global sea level rise is mainly 
controlled by thermal expansion of seawater, melting of glaciers and polar ice caps, and 
ice loss from Greenland and Antarctica (Church et al. 2013). Regional sea level rise is more 
complicated. For example, in Southern Mid-Atlantic-Bight, at least three more factors can 
further enhance sea level rise in this region: the land subsidence associated with glacial 
isostatic adjustment (Engelhart et al. 2011; Miller et al. 2013); the weakening of the Gulf 
Stream (Ezer et al. 2013; Kopp 2013), and the weakening of the Atlantic Meridional 
Overturning Current (Yin et al. 2010; Yin and Goddard 2013; Rahmstorf et al. 2015).  
 
Motivated by these gaps, we seek to better understand the response of the coastal 
ocean and estuaries to tropical cyclones. This dissertation is organized as follows: 
sensitivity analyses of storm surge simulations to atmospheric model parameterization 
schemes and model configurations is presented in Chapter 2, followed by study of NICs 
induced by tropical cyclones in the coastal ocean in Chapter 3; Chapter 4 investigates the 
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Storm surge represents a major threat to coastal communities. Many efforts have 
been devoted to predicting storm surge. In a recent Coastal and Ocean Modeling Testbed 
(COMT) project, Kerr et al. (2013a) found that unstructured-grid coastal models Advanced 
Circulation (ADCIRC) model (Luettich et al. 1992), Finite Volume Community Ocean 
Model (FVCOM, Chen et al. 2003), and Semi-implicit Eulerian Lagrangian Finite Element 
(SELFE) model (Zhang and Baptista 2008) had better predictive skill than the official 
National Oceanic and Atmospheric Administration (NOAA)’s operational model SLOSH 
(Sea, Lake, and Overland Surges from Hurricanes), when used to hindcast storm surges 
generated by Hurricane Ike (2008) and Rita (2005) in the Gulf of Mexico. A parallel study 
by Chen et al. (2013) showed that the same three unstructured-grid models achieved similar 
skill to each other in hindcasting storm surges generated by extratropical storms when the 
same mesh, meteorological forcing, and initial/boundary conditions were used. These 
modeling studies typically focused on improving the hydrodynamic model prediction of 
tides, storm surge and waves. For example, Kerr et al. (2013b) found that the storm surge 
generated by Ike was sensitive to the bottom friction parameterization, especially in shelf 
waters where a strong shore-parallel coastal current was a key to the storm’s geostrophic 
setup. In order to obtain accurate predictions of surge water levels overland and in inland 
waters, Bunya et al. (2010) and Dietrich et al. (2010) employed a spatially varying bottom 
friction coefficient to account for different types of land surfaces such as salt marshes. 
Furthermore, studies by Chen et al. (2013) and Beardsley et al. (2013) showed that wave-
current interactions could change the direction of storm-induced currents and increase 
11 
 
onshore water transport and overland inundation even though they only had moderate 
effects on the peak surge height. 
 
Storm surge prediction has also been shown to be sensitive to atmospheric forcing 
(Peng et al. 2004; Weisberg and Zheng 2006; Irish et al. 2008; Rego and Li 2009). Earlier 
studies used idealized wind models such as parametric surface winds that assume an 
idealized stationary, symmetric cyclone (Peng et al. 2004), or the planetary boundary layer 
(PBL) hurricane wind model (Scheffner and Fitzpatrick 1997). In a numerical study of 
storm surges in the Albemarle-Pamlico Sound for 10 hypothetical hurricanes, Peng et al. 
(2004) showed that the storm surge was sensitive to both the minimum sea-level pressure 
(MSLP) and the radius of maximum wind (RMW). Using a high-resolution FVCOM model 
of Tampa Bay, Florida, Weisberg and Zheng (2006) found that the storm surge height was 
highly dependent on the storm’s track, intensity and forward propagation speed. Later, Irish 
et al. (2008) underlined the importance of the storm size, and showed that the peak surge 
height over mild sloping coastal regions could vary by 30% for a reasonable range of the 
storm size. In another study, Rego and Li (2009) noted the importance of the hurricane 
forward speed in storm surge prediction and found that resonance amplified the peak surge 
when the hurricane’s forward speed was comparable to the shallow-water wave 
propagation speed. However, neither the parametric surface wind model nor the PBL wind 
model could capture mesoscale wind structures in hurricanes and provide realistic wind 
fields needed to predict storm surge along complex coastlines. Therefore, sensitivity 
analyses using the idealized hurricane models are of limited value for improving the storm 
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surge forecast for a specific storm, even though their computational efficiency makes them 
well suited for producing flood hazard maps in coastal areas.  
 
 To obtain accurate storm surge predictions, realistic meteorological forcing fields 
are needed to drive the hydrodynamic models. NOAA Hurricane Research Division used 
to generate real-time hurricane winds (H*WIND) from surface wind observations on buoys, 
automated observation platforms, ships, etc. (Powell et al. 1998), but the H*WIND winds 
were only available prior to landfall. Consequently, surface wind and air pressure 
predictions from mesoscale atmospheric models such as the fifth-generation Pennsylvania 
State University-National Center for Atmospheric Research mesoscale model (MM5) and 
Weather Research and Forecasting model (WRF) have been used to drive the storm surge 
models (Lin et al. 2010; Zhong et al. 2010; Di Liberto et al. 2011; Chen et al. 2013; Georgas 
et al. 2014; Wang et al. 2014; Zambon et al. 2014). Most of these models were run in 
hindcast mode. Typically, the meteorological forecast that provided the best storm surge 
prediction was used to drive the hydrodynamic model. Given the large number of 
parameterization schemes used in the mesoscale atmospheric models, however, it is not 
clear which parameterization schemes should be used when making forecasts for storm 
surge. Moreover, little is known how uncertainties in the atmospheric model prediction 
affect the hydrodynamic model prediction of storm surge.  
 
 The WRF model has emerged as a preferred mesoscale atmospheric model for 
hurricane prediction (e.g., Liu et al. 1997; Davis et al. 2008; Li and Pu 2008; Nolan et al. 
2009a, b; Lin et al. 2010; Zambon et al. 2014). Many of the important physical processes 
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in tropical cyclones, however, cannot be resolved in WRF and must be parameterized. On 
the smallest scales, these include the transfer of heat, moisture, and momentum at the air–
sea interface, and the microphysics of cloud formation and precipitation. Several schemes 
have been developed to calculate the surface fluxes and vertical mixing within the PBL, 
including the classic Mellor-Yamada scheme (Mellor and Yamada 1982; Janjic 1994) and 
non-local schemes (Zhang and Anthes 1982; Hong et al. 2006; Hong and Kim 2008). Each 
PBL scheme includes a surface layer scheme which parameterizes the momentum, 
moisture, and heat fluxes within the lowest 10% of the PBL (e.g., Pleim 2006; Jimenez et 
al. 2012). Various cloud microphysics (CM) schemes are used to simulate hydrometeor 
phase changes, differing in their complexity and hydrometeor species (Hong et al. 2004; 
Hong and Lim 2006). Braun and Tao (2000) found pronounced sensitivities of high-
resolution intensity simulations of Hurricane Bob (1991) to four different PBL schemes. 
Nolan et al. (2009a, b) investigated how PBL schemes affected the prediction of Hurricane 
Isabel (2003)’s intensity and forward propagation speed, and suggested the modifications 
that significantly improved the intensity prediction. Using a diagnostic tropical cyclone 
PBL model, Kepert (2012) tested a number of PBL schemes and found that Louis and 
Mellor-Yamada schemes performed best. Li and Pu (2008) showed that numerical 
simulations of the early intensification of Hurricane Emily (2005) were very sensitive to 
the choice of CM and PBL schemes. Similarly, Zhu and Zhang (2006a) highlighted the 
possible sensitivity of inner-core structures to changes in CM. Other studies have shown 
that hurricane prediction is sensitive to the configurations of initial and boundary 
conditions in WRF (e.g., Davis et al. 2008; Lin et al. 2010). Kilic and Raible (2013) showed 
that hurricane tracks and intensities were affected by mesoscale differences in the sea 
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surface temperature (SST) used as the WRF bottom boundary condition. Recently, Glenn 
et al. (2016) and Seroka et al. (2016) demonstrated that resolving spatiotemporal changes 
in SST was the key to avoid the intensity over-prediction for Hurricane Irene (2011) over 
the Mid-Atlantic Bight. Glenn et al. (2016) further showed that ahead-of-eye-center 
cooling in the coastal ocean was an important factor influencing the intensity of landfalling 
hurricanes and tropical storms.  
 
 Most of the previous sensitivity analyses focused on the effects of physics 
parameterizations on hurricane simulation in the atmosphere (Kepert 2012; Zhu et al. 2014; 
Zhu and Zhu 2015; Zhang et al. 2015; Zhang and Marks 2015; Penny et al. 2016). Little 
research has been done to investigate how storm surge prediction depends on the physics 
parameterizations in the mesoscale atmospheric model. It remains unclear how 
uncertainties in the atmospheric model forecast propagate to the ocean model and produce 
uncertainties in the storm surge forecast. In this study we use an atmosphere-ocean model 
to conduct sensitivity analyses of the storm surge prediction. By running experiments with 
different physics parameterizations and different configurations of the initial and boundary 
conditions in the regional atmospheric model, we will examine how they affect the storm 
surge prediction. Hurricane Arthur, which made landfall in North Carolina as a Category 
2 hurricane on 4 July 2014, is selected for this case study. Arthur produced substantial 
flooding in North Carolina and other Mid-Atlantic states. Before Arthur’s landfall, a multi-
institutional team of researchers from Woods Hole Oceanographic Institution, Rutgers 
University, University of Maryland Center for Environmental Science, University of 
Maine and Gulf of Maine Research Institute deployed an array of storm gliders and storm 
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data buoys in the Mid-Atlantic Bight, in order to investigate the impact of the shelf 
condition on the storm intensity. This paper is part of that larger group effort to evaluate 
the storm surge prediction for Hurricane Arthur. 
 
This paper is organized as follows. Section 2 describes the regional atmosphere and 
ocean models as well as the design of the sensitivity analyses experiments. Section 3 
presents the storm surge prediction from the control model run. Section 4 shows the 
sensitivity analyses of storm surge prediction to physics parameterizations in WRF, and 
Section 5 shows the sensitivity analyses of storm surge prediction to initial and boundary 
conditions in WRF. Section 6 presents discussion and conclusion.  
 
2.2 Description of atmosphere-ocean models and numerical experiment 
To predict the storm surge generated by Hurricane Arthur, we use the Advanced 
Research WRF model version 3.8 (Skamarock et al. 2008) to simulate the hurricane 
dynamics in the atmosphere, and FVCOM to simulate the oceanic response to the hurricane 
forcing. In this atmosphere-ocean model system, hourly outputs of surface wind and air 
pressure fields from WRF are used to force FVCOM.  
 
We have configured triple-nested model domains for WRF (Figure 2.1a). The 
outermost domain has a coarse resolution of 12 km, and covers the western Atlantic such 
that WRF simulates most of the storm’s life cycle, starting from its initial formation off 
southeastern Florida to its eventual transition to an extratropical storm off the Gulf of 
Maine. The middle domain covers the south and middle Atlantic regions at a resolution of 
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4 km. The innermost domain uses a fine resolution of 1.33 km to resolve the region most 
affected by the storm surge, extending from the Outer Banks, North Carolina to 
Chesapeake Bay, Virginia-Maryland. WRF hourly outputs of surface wind and air pressure 
from all the three domains are used to force FVCOM, but the analysis of storm dynamics 
is based on the results from WRF’s outermost domain. After testing 35, 40, and 50 vertical 
sigma levels in WRF, 40-levels was chosen because it had the best agreement with the 
National Hurricane Center (NHC) best track storm intensity. At the lateral boundaries of 
its outermost domain, WRF is forced by the 0.5° Global Forecast System (GFS) products 
(http://www.emc.ncep.noaa.gov/GFS/.php) issued at 1900 LST 1 July with updates at 3-
hour intervals for the 5-day forecast period (i.e. a single cycle). At the ocean surface, WRF 
is forced by outputs from 0.5° real-time global SST (http://polar.ncep.noaa.gov/sst/) at 1-
day intervals. GFS is used to initialize WRF at 1900 LST 1 July 2014, approximately 48 
hours prior to Arthur’s landfall at the Outer Banks, North Carolina. This provides sufficient 
time for Hurricane Arthur to spin up from its initial vortex state downscaled from GFS.  
 
FVCOM is used to configure a coupled estuary-shelf model that includes 
Albemarle-Pamlico Sound, Chesapeake Bay, Delaware Bay and the eastern U.S. 
continental shelf (Figure 2.1b). The eastern boundary is placed several hundred kilometers 
from the coast while the southern and northern boundaries are roughly perpendicular to the 
coast, located at 34°N and 41°N, respectively. The horizontal resolution ranges from ~1 
km in the inner shelf to ~10 km near the open boundaries. Three sub-model domains 
extending from the western boundary resolve Albemarle-Pamlico Sound, Chesapeake Bay 
and Delaware Bay at a resolution of 0.2-1.0 km. The model is run in a two-dimensional 
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barotropic mode in which temperature and salinity are kept constant. At the offshore open 
boundary, the sea level is prescribed using ten tidal constituents according to the Oregon 
State University global tidal model TOPEX/POSEIDON (TPXO) 7.1 (Egbert and Erofeeva 
2002). River discharges in the upper tributaries of the two estuaries are prescribed using 
data from U.S. Geological Survey water gauge stations. A quadratic stress is exerted at the 
bed, with the drag coefficient calculated from a spatially-uniform Manning coefficient of 
0.02 (Arcement and Schneider 1989). FVCOM is hot-started at 1900 LST 1 July 2014 from 
a hindcast simulation that began from 0000 LST 1 May 2014, in order to allow tides to 
ramp up before the arrival of Hurricane Arthur and produce sufficiently long sea level time 
series that can be used for the tidal harmonic analysis later.  
 
A series of numerical experiments has been conducted to investigate how the 
physics parameterizations and model configurations in WRF affect the storm surge 
prediction. Table 2.1 lists the physics parameterization schemes and initial and boundary 
condition configurations in the control run. The sensitivity analysis runs explore three PBL 
schemes, four CM parameterizations, three options of CPs, five SST products, and three 
different large-scale atmospheric forecasting products for prescribing the initial and lateral 
boundary conditions of WRF (Table 2.2). In each sensitivity analysis run, only one 
parameterization scheme or one model configuration is changed from the control run while 











































































































































































































































































































Table 2.1 The WRF physics parameterization schemes and the initial and boundary conditions 
selected for the control run. 
 
Model Configuration Option 
Grid resolution 12 km – 4 km – 1.33 km 
Vertical levels 40 levels 
PBL (planetary boundary layer) Yonsei-University scheme 
CM (cloud microphysics) WRF single-moment 3 class scheme 
Longwave radiation Rapid radiative transfer model 
Shortwave radiation Dudhia scheme 
CP (cumulus parameterization) Kain-Fritsch scheme for 12 km domain only 
Initial/lateral boundary condition Global Forecast System 0.5° product 
SST (sea surface temperature) Real-time global SST low resolution 





Table 2.2 A list of sensitivity-analysis numerical experiments for different physics 
parameterizations and different configurations of the initial and boundary conditions for the WRF 
model. 
 
Experiments Option Run Name Option Run Name 




























On for 12 km 
domain and off for 4 
km domain 
CP-ON12_OFF4 
Off for 12 km 
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On for 12 km 
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Advanced very high 
resolution 
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SST-AVHRR   
    









2.3 Storm surge prediction 
Results from the control run are presented and compared against the atmospheric 
and oceanic observations. The predicted track compares well to the best track provided by 
NHC (Figure 2.2a). Hurricane Arthur moved northeastward in the South Atlantic Bight on 
2-3 July. It made landfall near Beaufort on the Outer Banks of North Carolina around 2200 
LST 3 July, and exited Albemarle-Pamlico Sound several hours later. Arthur continued on 
its northeastward path over the Mid-Atlantic Bight on 4 July but moved at a much faster 
speed. WRF accurately predicts Arthur’s track and forward propagation speed. The root-
mean-square error (RMSE) between the predicted and observed tracks is 63.9 km, which 
is mainly due to a westward bias originating from the westward shift of the large-scale 
atmospheric circulation in GFS. Although the westward bias could affect the intensity 
prediction by increasing the time the storm spends over land, Figure 2.2b shows that the 
predicted MSLP closely matches the observation. The observed MSLP dropped from 995 
mb on 2 July to about 970 mb on 4 July, indicating a rapid intensification of the storm 
intensity over this period. WRF essentially captures this intensification process. It also 
reproduces Arthur’s subsequent weakening over the Mid-Atlantic Bight as it encountered 
colder water. Arthur attained a maximum sustained wind (MSW) of 45 m s-1 at 10 m above 
the sea surface. This is well simulated by WRF, although the predicted peak speed of MSW 
lags the observed peak wind by several hours (Figure 2.2b). The RMSE for MSLP and 





Figure 2.2 (a) A comparison between the predicted (solid) and observed (NHC best track, dashed) 
track of Hurricane Arthur (2014). Time stamps (in LST) are marked by solid dots on the tracks. (b) 
Time series of the predicted (solid) and observed (dashed) minimum sea level pressure (MSLP, 
blue lines) and maximum sustained winds (MSW, red lines) at 10 m height. 
 
Additional model-data comparisons are made using the measurements of surface 
pressure and wind speed at six tidal stations (Figures 2.3a and 2.3b). These stations are 
selected because the Outer Banks of North Carolina and Virginia Coast encountered the 
highest storm surges whereas the mid-to-upper Chesapeake Bay experienced the largest 
sea level drop (Berg 2015). WRF generally captures the observed rapid drop of surface air 
pressure at Hatteras, Oregon Inlet, Duck and CBBT, although it over-predicts the air 
pressure drop at Duck and under-predicts the air pressure drops at Oregon Inlet and 
Hatteras. Since Hurricane Arthur’s path cut through Albemarle-Pamlico Sound, winds 
blew northeastward at Hatteras and Oregon Inlet but southwestward at Duck and CBBT 
(Figure 2.3b). WRF reproduces this regional difference in the wind direction. Farther north 
in Chesapeake Bay (e.g., Baltimore and Annapolis), the surface air pressure slowly 
increased as Arthur moved away toward the northeast. The lower than observed pressure 
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at Baltimore and Annapolis, as well as the offsets in surface air pressure at Duck, Oregon 
Inlet, and Hatteras, are related to WRF’s westward bias in the track prediction. Winds at 
the northern Chesapeake Bay locations primarily blew in the southward direction, and their 
magnitudes and directions are well predicted by WRF.  
 
To examine how well WRF-FVCOM forecasts the storm surge generated by 
Hurricane Arthur, we compare the time series of the total and subtidal sea levels at the six 
tidal gauge stations (Figures 2.3c and 2.3d). Stations Hatteras and Oregon Inlet are located 
just inside the Pamlico Sound and have weak tides. Thus the storm surge dominated the 
sea level response at these sites. In contrast, sea level at Duck and CBBT included both 
tidal and storm surge components. The southward winds blowing down Chesapeake Bay 
drove water level down at Baltimore and Annapolis. FVCOM captures these diverse sea 
level responses. Figure 2.3d compares the predicted and observed storm surge after tidal 
signals are removed through harmonic analysis. Hurricane Arthur caused a storm surge of 
about 1.5 m at Oregon Inlet and a sea-level drop of 0.5 m at Baltimore. The RMSE averaged 
for the total and subtidal sea levels at the six tidal gauge stations are 0.15 m and 0.14 m, 
























































































































2.4 Sensitivity of storm surge prediction to WRF physics parameterizations 
 Now we explore the sensitivity of the storm surge prediction to the physics 
parameterization schemes in WRF.  
 
2.4.1 The planetary boundary layer 
Three widely used PBL schemes in WRF are tested in this study: (i) the Yonsei 
University (YSU) scheme in Run PBL-YSU (i.e. the control run) (Hong et al. 2006); (ii) 
the Asymmetric Convective Model version 2 (ACM2) scheme in Run PBL-ACM2 (Pleim 
2007); and (iii) the Mellor-Yamada-Janjic 1.5 order (MYJ) scheme in Run PBL-MYJ 
(Janjic 1994). MYJ is a local closure scheme. In contrast, YSU and ACM2 are non-local 
closure schemes. YSU parameterizes the non-local fluxes implicitly via a parameterized 
non-local term, while ACM2 treats the non-local fluxes explicitly.  
 
The predicted storm tracks are very similar to each other among the three model 
runs, all exhibiting a slight westward bias from the observed track (Figure 2.4a). However, 
the predicted storm intensities are quite different. Runs PBL-YSU and PBL-ACM2 predict 
significantly lower values of MSLP on 3-4 July than Run PBL-MYJ (Figure 2.4b). 
Similarly, MSW reaches ~44 m s-1 at the peak intensity of the storm in Runs PBL-YSU 
and PBL-ACM2 versus ~36 m s-1 in Run PBL-MYJ (Figure 2.4c). MSLP in Run PBL-
MYJ increases between 1200 LST and 2200 LST 3 July, indicating a weakening of the 
storm, whereas MSLP in the other two runs remains the same. To understand this intensity 
difference between Run PBL-YSU/PBL-ACM2 and Run PBL-MYJ, we calculate the 
equivalent potential temperature θe inside the PBL because the moist entropy flux was 
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previously shown to affect storm intensity (Malkus and Riehl 1960; Holland 1997). We 
choose a cross-section through the storm’s center and average θe between 1200 LST and 
2200 LST 3 July. The cross-section is chosen to be in the southwest-to-northeast direction 
to capture the left-right and the front-back asymmetries in the hurricane field. As shown in 
Figures 2.4d-f, θe in Run PBL-MYJ is about 4 K lower than that in the other two runs. This 
result is consistent with that of Zhang and Zheng (2004), who showed that the MYJ PBL 
scheme tends to produce colder PBL than that produced by the Blackadar (Zhang and 
Anthes 1982) and the Medium-Range Forecast (MRF; Hong and Pan 1996) PBL schemes, 
on which the ACM2 and the YSU PBL schemes are based, respectively. The colder PBL 
with the MYJ scheme may be attributed partly to less upward transfer of the net surface 
heat fluxes (Figure 2.4g), possibly through the paired Eta similarity surface layer scheme, 
and partly to the lack of countergradient heat fluxes from the capped inversion in the MYJ 
scheme (Zhang and Zheng 2004). Starting from late 4 July, a rapid weakening process was 
initiated in all three model runs as Arthur encountered colder SST at higher latitudes over 






































































































































































































































































































































As a result of the intensity difference, the surge heights are different between the 
runs with the local and non-local PBL closure schemes. The storm surge predicted by Run 
PBL-ACM2 is similar to that in Run PBL-YSU and will not be discussed further. Figure 
2.5 compares two snapshots of the wind field and non-tidal sea level distribution between 
Run PBL-YSU and Run PBL-MYJ. Due to a slight difference in the forward propagation 
speed, the storm position in Run PBL-MYJ lags behind that in Run PBL-YSU by about 1 
hour (see the insert in Figure 2.4a). The snapshots in Figure 2.5 are taken when the storm 
simulated in the two model runs was at roughly the same geographic location rather than 
at an identical clock time. In the first snapshot taken around 0500 LST 4 July (Figures 
2.5a,b,e,f), Hurricane Arthur had just moved out of Albemarle-Pamlico Sound through the 
northern arc of the Outer Banks. Run PBL-YSU predicts strong onshore winds ahead of 
the storm’s center, thus producing high sea levels along the Virginia coast and its adjacent 
shelf (Figures 2.5a and 2.5b). The onshore winds predicted by Run PBL-MYJ are weaker 
and the resulting storm surges are weaker (Figures 2.5e and 2.5f). On the back of the storm, 
the winds and storm surge between the two model runs have relatively smaller differences 
than those ahead of the storm’s center. 
 
In the second snapshot taken around 1500 LST 4 July, Hurricane Arthur moved 
past 39°N, at the same latitude as the northern end of Chesapeake Bay (Figures 2.5c,d,g,h). 
The southward winds to the left of the storm drove water away from the upper part of the 
estuary. Large differences in the wind speed magnitude (up to 6 m s-1) are found between 
Runs PBL-YSU and PBL-MYJ, particularly in the middle and lower parts of the estuary 
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(Figures 2.5c and 2.5g). This results in larger sea-level depression in the upper Chesapeake 
Bay in Run PBL-YSU than in Run PBL-MYJ (Figures 2.5d and 2.5h).  
Figure 2.5 A comparison of wind speed and storm surge predictions between Runs PBL-YSU (top 
row) and PBL-MYJ (bottom row). (a)/(e) Wind speed magnitude (color) and vectors (arrow) and 
(b)/(f) subtidal sea level around the Outer Banks at 0500 LST 4 July (PBL-YSU) or 0600 LST 4 
July (PBL-MYJ). (c)/(g) Wind speed (color) and vectors (arrow) and (d)/(h) subtidal sea level over 
Chesapeake Bay at 1500 LST 4 July (PBL-YSU) or 1600 LST 4 July (PBL-MYJ).  
 
In WRF, the PBL schemes are paired with specific surface physics 
parameterizations. YSU and ACM2 are paired with the revised MM5 similarity surface 
layer scheme (Jimenez et al. 2012), while MYJ is paired with the Eta similarity surface 
layer scheme (Janjic 1996). It is possible that the surface layer parameterization may have 
contributed to the differences in the Arthur simulations between Runs PBL-YSU/PBL-
ACM2 and PBL-MYJ. As a step towards discerning the effect of the surface physics 
parameterization, we explored two surface layer parameterization schemes in PBL-YSU: 
the revised MM5 similarity scheme and the old MM5 similarity scheme (Grell et al. 1994). 
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There were virtually no differences in storm track and MSLP between the two model runs. 
The differences in the storm surge heights were within a few cm. 
 
2.4.2 Cloud microphysics 
The four CM schemes used for the sensitivity analysis are WRF single-moment 3 
class (WSM3) scheme in Run CM-WSM3 (i.e. the control run), WRF single-moment 5 
class (WSM5) scheme in Run CM-WSM5, WRF single-moment 6 class (WSM6) scheme 
in Run CM-WSM6, and WRF double-moment 6 class (WDM6) scheme in Run CM-
WDM6. WSM3 considers three categories of hydrometeors: vapor, cloud water/rain, and 
ice/snow. In WSM3, cloud water/rain turns into ice/snow instantly at 0°C, prohibiting the 
formation of super-cooled water (Hong et al. 2004). WSM5 is a mixed-phase scheme, 
including vapor, cloud water, rain, ice, and snow (Hong et al. 2004). WSM6 extends 
WSM5 by including graupel (Hong and Lim 2006). Both WSM5 and WSM6 account for 
the behavior of super-cooled water. In addition to predicting the mixing ratios of the six 
hydrometeors as in WSM6, WDM6 includes prognostic number concentrations of cloud, 
rain water, and cloud condensation nuclei (double moment) to improve the representation 
of warm-phase processes (Lim and Hong 2010).  
 
All four CM sensitivity runs produce nearly identical storm tracks (not shown). 
Overall, the higher-class CM schemes produce a stronger hurricane, but the MSLP and 
MSW predicted by Run CM-WSM3 are in better agreement with the observations (Figures 
2.6a and 2.6b). The minimum MSLP is 963 mb in Run CM-WSM6, 964 mb in Run CM-
WSM5, 966 mb in Run CM-WDM6, and 974 mb in Run CM-WSM3 while the observed 
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minimum MSLP is 972 mb. The MSW is 45 m s-1 in Run CM-WSM3 versus 50 m s-1 in 
Run CM-WSM6, amounting to 11% difference. To understand what caused these different 
intensity predictions, we compare the cross-sectional distribution (in the southwest-to-
northeast direction) of temperature anomaly among Runs CM-WSM3, CM-WSM5, CM-
WSM6 and CM-WDM6 across the troposphere, up to 200 mb (Figures 2.6e-h). The 
temperature anomaly is calculated by removing the mean temperature at each pressure 
level and averaging between 1200 LST 2 July and 1200 LST 3 July. The warm core at the 
storm’s center is located around 400 mb or roughly 7.5 km. It is smaller and colder in Run 
CM-WSM3 than in the other runs. The maximum temperature anomaly is 10 K in Runs 
CM-WSM5, CM-WSM6, and CM-WDM6, but less than 9 K in Run CM-WSM3. The 8 K 
anomaly contour extends from 600 to 200 mb in Runs CM-WSM5, CM-WSM6, and CM-
WDM6, but is limited between 520 and 320 mb in Run CM-WSM3. The weak temperature 
anomaly is an indication that less latent heat is released in the storm simulated with the 
CM-WSM3 scheme (e.g. Li and Pu 2008). Due to its relatively simple representation of 
cloud physics, WSM3 predicts less precipitation, less snow production, and hence less 
latent heat release to fuel the storm. In contrast, the higher-class CM schemes (Runs CM-
WSM5, CM-WSM6, and CM-WDM6) predict a much faster rate of intensification and a 
lower minimum value of MSLP (Figure 2.6a). Compared to Run CM-WSM6, Run CM-
WDM6 has more realistic simulation of the storm intensity and MSW after 1200 LST 3 
July. To understand this difference, we calculate the vertical distribution of the temperature 
anomaly through the storm’s center and average it over two periods: one between 1200 
LST 2 July and 1200 LST 3 July (before the lowest MSLP) and one between 1200 LST 3 
July and 1200 LST 4 July (after the lowest MSLP). Although the temperature anomaly 
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predicted in Run CM-WDM6 is nearly the same as in Run CM-WSM6 during the former 
period (Figure 2.6c), it lies halfway between the temperature anomalies in Run CM-WSM6 
and Run CM-WSM3 during the later period (Figure 2.6d). This explains why the MSLP 
and MSW predicted in Run CM-WDM6 are in better agreement with the observations than 
Run CM-WSM6 during the decelerating phase of the storm. 
 
The over-prediction of the storm intensity in Run CM-WSM6 leads to the over-
prediction of the storm surge (Figure 2.7). The storm surge produced in Run CM-WSM5 
is the nearly the same to that in Run CM-WSM6 and not shown. At 0500 LST 4 July when 
Arthur just left Albemarle-Pamlico Sound through the northern arc of the Outer Banks, 
Run CM-WSM6 predicts a larger storm size and stronger winds than Run CM-WSM3 
(Figures 2.7a and 2.7b). Compared to Run CM-WSM6, winds in Run CM-WDM6 are 
weaker, a result of the rapid weakening that started from 1200 LST 3 July. The winds in 
the southeast and northwest quadrants of the storm are up to 10 m s-1 stronger in Run CM-
WSM6 than in Runs CM-WSM3 and CM-WDM6. Consequently, the storm surges at the 
Virginia Coast and northern Outer Banks are much higher in Run CM-WSM6 (Figures 
2.7d-f). For example, the peak surge height at Duck, North Carolina is 0.65 m in Run CM-
WSM3, 0.88 m in Run CM-WDM6 and 0.97 m in Run CM-WSM6 while the observed 
surge height was 0.61 m. Hence, Run CM-WSM6 over-predicts the surge height at Duck 
by ~60%. Inside Albemarle-Pamlico Sound and around the southern arc of the Outer Banks, 
the predicted sea level heights show smaller differences among the three model runs. The 
peak surge height at Oregon Inlet, North Carolina is 1.52 m in Run CM-WSM3, 1.48 m in 



















































































































































































































































































































Figure 2.7 A comparison of (a-c) wind speed magnitude (color) and vectors (arrows) and (d-f) 
storm surge between Runs CM-WSM3 (left column), CM-WSM6 (mid-column), and CM-
WDM6 (right column) around 0500 LST 4 July.  
 
 
2.4.3 Cumulus parameterization 
A cumulus parameterization scheme assumes the generation of sub-grid scale 
clouds that transport vertically heat and water vapor without requiring the presence of grid-
box saturation (Zhang et al. 1988; Molinari and Dudek 1992). It is one of the key 
parameters controlling the storm intensification process, especially when grid spacing is 
several kilometers or larger (Smith 2000). In the control run (Run CP-ON12_OFF4), WRF 
employs the Kain-Fritsch CP scheme (Kain 2004) for the 12 km WRF domain because it 
assumes that the model is unable to resolve cumulus convection at this coarse spatial scale 
(Weisman et al. 1997), but CP is not activated in the 4 km WRF domain. To examine if CP 
affects the storm and storm surge prediction, we conduct two model runs: Run CP-
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OFF12_OFF4 in which CP is turned off in all domains; Run CP-ON12-ON4 in which CP 
is turned on in both 12 km and 4 km WRF domains. No CP is applied to 1.33 km WRF 
domain in either of these runs.  
 
All CP sensitivity analysis runs produce nearly identical storm tracks (not shown). 
Switching off CP in the 12 km domain results in a dramatic reduction in the storm intensity: 
the minimum MSLP increases from 972 to 990 mb while the maximum MSW decreases 
from 44 to 32 m s-1 (29% reduction) (Figures 2.8a and 2.8b). This large reduction in the 
storm intensity can be attributed to the decreased or delayed latent heat release associated 
with rainbands in the outer regions. Specifically, the activation of a CM scheme requires 
the presence of grid-box saturation. On the other hand, the Kain-Fritsch scheme would be 
activated in atmospheric columns where both conditional instability and reasonable upward 
lifting of the PBL are present (Kain 2004). Once activated, it would facilitate organized 
mass and moist convergence, leading to the formation of grid-box saturation and the 
activation of a CM scheme. In fact, the total precipitation within the 200 km radius of the 
storm center decreases by approximately 30% in Run CP-OFF12_OFF4 between 1200 
LST 2 July and 1700 LST 4 July (Figure 2.8c). Suppressed latent heat release causes this 
significant reduction in precipitation as well as resulting storm intensity. On the other hand, 
switching on or off CP in the 4 km domain has a minor effect on the storm intensity (Figures 
2.8a and 2.8b). The response of the storm surge to CP in the 12 km domain is strong, with 
the surge off the Virginia Coast and the Outer Banks significantly weakened in Run CP-
OFF12_OFF4 (Figures 2.8d-f). At Duck, North Carolina, the peak surge height is 0.65 m 
in Run CP-ON12_OFF4 versus 0.45 m in Run CP-OFF12_OFF4, while at Oregon Inlet, 
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North Carolina, the peak surge height is 1.52 m in Run CP-ON12_OFF4 versus 1.31 m in 
Run CP-OFF12_OFF4. Hence, switching off CP in the 12 km WRF domain reduces the 
surge heights by 13%-31%. In contrast, the surge response to CP in the 4 km domain is 
weak, with the sea-level differences less than 0.02 m at the two sites. 
Figure 2.8 Sensitivity analysis of CP (cumulus parameterization). Time series of (a) MSLP, (b) 
MSW at 10 m height, and (c) the averaged total precipitation within 200 km radius of the storm 
center from Runs CP-ON12_OFF4 (black), CP-OFF12_OFF4 (green), and CP-ON12_ON4 (red). 
A comparison of storm surge between Runs (d) CP-ON12_OFF4, (e) CP-OFF12_OFF4, and (f) 
CP-ON12_ON4 at 0500 LST 4 July.  
 
 
2.5 Sensitivity of storm surge prediction to WRF initial and boundary conditions 
 Next we explore if and to what extent the configurations of the initial and boundary 




2.5.1 Sea Surface Temperature 
Previous studies have highlighted the crucial roles of SST in determining the storm 
intensity (Emanuel 1999; Zhu and Zhang 2006b). Several SST products are routinely 
available and have been used to provide the oceanic boundary condition to WRF: (i) daily 
updated real-time global SST used in Run SST-RTG_low (i.e. the control run) at 0.5° 
resolution (approximately 45 km in mid-latitudes); (ii) weekly updated GFS skin 
temperature (Run SST-GFS) produced by GFS using optimum interpolation of satellite 
measurements of SST at 1° resolution (90 km); (iii) daily updated 0.083° resolution (7.5 
km) real-time global SST used in Run SST-RTG_high; (iv) daily updated global analysis 
of SST obtained from Hybrid Coordinate Ocean Model (HYCOM) and Navy Coupled 
Ocean Data Assimilation (NCODA) systems (Run SST-HYCOM) at 0.08° resolution (7.2 
km); and (v) daily updated advanced very high resolution radiometer (AVHRR) SST (Run 
SST-AVHRR) at 0.018° resolution (1.6 km), acquired using the ‘coldest-dark-pixel’ 
composite technique (Glenn et al. 2016). We conduct five model runs to examine the 
effects of SST on the storm surge prediction. SST data are updated daily in Runs SST-
RTG_low, SST-RTG_high, SST-HYCOM, and SST-AVHRR, whereas SST is held 
constant in Run SST-GFS. They are used as static SST conditions to WRF and no oceanic 
feedback is considered. Figure 2.9 shows a snapshot of these SST products in the path of 
Hurricane Arthur on 3 July. As expected, higher-resolution products from SST-HYCOM 
and SST-AVHRR depict fine-scale temperature structures that are not captured in SST-




Figure 2.9 (a)-(e) SST (sea surface temperature) distribution on 3 July 2014 from the five model 
runs used for examining the sensitivity to SST products. (f) Surface pressure time series at Buoy 
41004 from National Data Buoy Center. (g) SST observed at the Buoy 41004 and obtained from 
the five SST products. The open circles in (a)-(e) mark the positions of the storm center at 1900 
LST 2 July and 1900 LST 3 July while the white triangle marks the buoy’s location. 
 
Runs SST-RTG_low and SST-GFS, which have the coarse spatial resolutions, 
produce similar predictions for the MSLP and MSW. Run SST-AVHRR predicts stronger 
MSLP and MSW while Run SST-HYCOM predicts weaker MSLP and MSW (Figures 
2.10a and 2.10b). Larger differences are found on 3 July when Arthur was over the 
Southern Atlantic Bight and the five SST products display large differences in SST. After 
Arthur’s landfall on 4 July, the intensity predictions among the five runs are similar. 
Because the high resolution AVHRR SST produced a less accurate prediction of storm 
intensity than the coarse resolution SST products, further investigations were performed, 
revealing that the AVHRR SST used to force WRF on 3 July was mostly obtained from a 
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satellite scan at 1354 LST 2 July. AVHRR SST is a multi-channel SST product and consists 
of the coldest pixels from several satellite scans within a 3-day time window after cloud 
shields are removed (Glenn et al. 2016). The ocean surface cooled by ~1 K between the 
time of the satellite scan and the time when Arthur reached a buoy off South Carolina coast 
(its location shown in Figure 2.9a). Hence AVHRR SST was warmer than the observed 
SST on 3 July (Figure 2.9g), resulting in a stronger storm in Run SST-AVHRR. 
 
 The divergence in the intensity prediction among the five model runs is consistent 
with the divergence in the surface latent heat flux (Figure 2.10c). When the storm moved 
over the ocean (on 3 July), the latent heat flux within a radius of 200 km of the storm center 
is on average 50 W m-2 higher in Run SST-AVHRR than that in Run SST-HYCOM. During 
the storm’s transit over Albemarle-Pamlico Sound, however, the differences in the latent 
heat flux are much smaller. The widening divergence of MSLP and the surface latent flux 
on 4 July are a manifestation of Arthur’s re-entry to the North Atlantic at higher latitudes, 
owing to differences in SST products over this region. Figure 2.10d shows small 
differences in the storm track among the five model runs.  
 
Due to the relatively small differences in the intensity prediction around the time 
of Arthur’s landfall, the surge heights predicted by the five models have minor differences 
(Figures 2.10e and 2.10f). At Oregon Inlet, North Carolina on the southern arc of the Outer 
Banks, the peak surge heights between Runs SST-RTG and SST-HYCOM are almost 
identical while the differences in the peak surge heights between Runs SST-AVHRR and 
SST-GFS are less than 0.2 m. At Duck, North Carolina on the northern arc of the Outer 
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Banks, the differences in the peak surge heights are even smaller. All five models predict 
a peak surge height of around 0.7 m. However, the peak surge height arrives 1 hour later 
in Runs SST-HYCOM, SST-RTG_low and SST-RTG_high than in Runs SST-GFS and 
SST-AVHRR due to differences in the storm’s forward propagation speed (Figure 2.10d).  
 
Figure 2.10 Sensitivity analysis to SST products. Time series of (a) MSLP, (b) MSW at 10 m 
height, (c) the averaged surface latent heat flux within 200 km radius of the storm center, (d) storm 
track, and the subtidal water level at (e) Oregon Inlet and (f) Duck, North Carolina from Runs SST-
RTG_low (black), SST-GFS (green), SST-RTG_high (red), SST-HYCOM (yellow), and SST-
AVHRR (purple).  
 
 
2.5.2 Initial and lateral boundary conditions 
Large-scale atmospheric models, which provide the initial and lateral boundary 
conditions (IBC) to regional WRF models, are not always in good agreement due to their 
different algorithms and grid resolutions. It is of interest to examine how the discrepancies 
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in the large scale model predictions propagate to the regional WRF predictions, and 
eventually to the storm surge predictions. Three commonly used synoptic scale 
atmospheric models are tested here: (i) the GFS data used in Run IBC-GFS; (ii) the data 
from the North American Mesoscale model (NAM) used in Run IBC-NAM; and (iii) the 
data from ERA-Interim used in Run IBC-ERA. GFS has a resolution of 0.5°, which is 
approximately 45 km in mid-latitudes. NAM has a grid resolution of 12 km and is based 
on the WRF Non-hydrostatic Mesoscale Model (WRF-NMM). ERA is based on the 
reanalysis of European Centre for Medium-Range Weather Forecasts model (ECMWF), 
with 0.7° resolution (63 km). Preliminary numerical experiments showed that the GFS and 
NAM simulations generated initial conditions similar to those observed but the ERA 
simulation poorly resolved the initial vortex. To circumvent this initialization problem, the 
initial vortex from the GFS is superimposed on the ERA field to initialize Run IBC-ERA. 
The 0.5° resolution real-time global SST is used in this group of model runs. 
 
Unlike the previous model runs which show negligible differences in the storm 
track, the tracks predicted in Runs IBC-GFS, IBC-NAM and IBC-ERA begin to diverge 
north of 30°N, reflecting the influence of the synoptic scale weather patterns on the storm’s 
trajectory (Figure 2.11a). The track in Run IBC-ERA shifts eastward from the other two 
tracks early on 3 July. This is likely related to the longitudinal position of the subtropical 
ridge, as indicated by the 511 mb pressure contour. This pressure ridge in Run IBC-ERA 
lies over 100 km to the east of the same ridge in Runs IBC-GFS and IBC-NAM (Figures 
2.11g-i). After Arthur’s exit from Albemarle-Pamlico Sound and its re-entry into the North 
Atlantic, the track in Run IBC-NAM shifts eastward off the track in Run IBC-GFS, for the 
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same reason that the large-scale atmospheric circulation fields diverge between the two 
runs.  
 
Figure 2.11 Sensitive analysis to IBC (initial and boundary conditions) of WRF. (a) Storm track, 
(b) MSLP, and (c) MSW at 10 m height from Runs IBC-GFS (black), IBC-NAM (green), and IBC-
ERA (red). Surface winds at (d-f) 1900 LST 1 July and (g-i) 2200 LST 2 July from Runs IBC-GFS 
(d, g), IBC-NAM (e, h) and IBC-ERA (f, i). The white lines in (g-i) mark the ambient pressure field 
at the height of 500 mb level (unit of mb). The ambient pressure from Run IBC-ERA is shown as 
the pink-dashed lines in (g)/(f) for comparison. 
 
There are also notable differences in the intensity prediction among the three runs 
(Figures 2.11b and 2.11c). The storm in Run IBC-NAM has a much slower rate of 
intensification prior to landfall and is probably related to its initial conditions displaying a 
weaker and distorted storm vortex (Figure 2.11e). On the other hand, Runs IBC-GFS and 
IBC-ERA are initialized with the same fully developed vortex (Figure 2.11d, f) and predict 
43 
 
similar storm intensity prior to landfall. During this pre-landfall period, Runs IBC-GFS 
and IBC-ERA predict almost identical MSWs while Run IBC-NAM predicts lower MSW. 
After exiting Albemarle-Pamlico Sound and re-entering the North Atlantic, the storm in 
Run IBC-ERA propagates over the warm water west of the Gulf Stream and experiences 
further intensification absent in the other two runs (Figure 2.11b). The MSW in Run IBC-
ERA becomes 10 m s-1 stronger while Runs IBC-GFS and IBC-NAM predict similar values 
(Figure 2.11c).  
 
The storm surge generated in Run IBC-NAM is somewhat weaker than that in Run 
IBC-GFS (Figure 2.12). Run IBC-NAM predicts a slower forward propagation speed and 
exits the northern arc of the Outer Banks at 0700 LST 4 July, 2 hours later than that in Run 
IBC-GFS. The predicted wind speeds in Run IBC-NAM are only moderately weaker than 
those in Run IBC-GFS, so only minor differences are seen in the storm surge between the 
two model runs. Due to its easterly track, the storm surge predicted in Run IBC-ERA is 
very different from the other two runs (Figures 2.12a-c). The maximum surge region along 
the northern arc of the Outer Banks shifts southward. The sea-level depression along the 
southern arc of the Outer Banks is also much larger, as strong eastward winds on the back 
of the storm drive the water offshore. Moreover, the water-level distribution inside 
Albemarle-Pamlico Sound is very different between Run IBC-ERA and the other two runs. 
The winds are predominately northeastward in Runs IBC-GFS and IBC-NAM such that 
surges are highest in the northeast corner of the Pamlico Sound. The winds are mostly 
eastward in Run IBC-ERA so that the surges are higher along most of the eastern boundary 




Figure 2.12 A comparison of wind stress vector (arrows), surge heights (color) and storm’s track 
(thick black line) between Runs (a) IBC-GFS (0500 LST 4 July), (b) IBC-NAM (0700 LST 4 July), 
and (c) IBC-ERA (0600 LST 4 July).  
 
2.6 Discussion and conclusion 
In this study we have systematically investigated the sensitivity of storm surge 
prediction to physics parameterizations and configurations of the initial and boundary 
conditions in the WRF model. These sensitivity analyses provide useful guidance for 
selecting certain WRF physics parameterization schemes in storm surge forecasts. For 
example, the local closure scheme MYJ produces lower equivalent potential temperature 
than the non-local schemes YSU and ACM2, leading to significant under-prediction of 
wind speeds and surge heights. Another result of this study is the demonstrated need for 
cumulus parameterization in the outermost 12-km domain. Without it, the storm intensity 
is grossly underestimated, leading to significant under-prediction of storm surge. On the 
other hand, cumulus parameterization does not make much difference in the 4-km WRF 
domain. It is also interesting to note that none of the choices for the WRF parameterization 




Other results from the sensitivity analyses are somewhat counter-intuitive and do 
not lead to obvious recommendations for a specific parameterization scheme or a particular 
choice for the SST, lateral boundary and initial conditions. Higher-class cloud 
microphysics schemes WSM5 and WSM6 provide more sophisticated representations of 
cloud processes but over-predict the wind speed in Hurricane Arthur and result in large 
over-prediction of storm surge at some coastal locations. In contrast, the lower-class 
WSM3 produces a more accurate prediction of the storm intensity and storm surge. As 
demonstrated in the comparison between Runs CM-WSM6 and CM-WDM6, the storm 
prediction can be quite different even in the same class of microphysics schemes, 
depending on whether single moment is used to predict the mixing ratio for each species 
or multiple moments are used to predict additional quantities such as number concentration. 
Another lesson that has been learned from this study is that high resolution SST products 
do not necessarily lead to improved predictions of the storm intensity and storm surge. In 
particular, we need to examine if these SST products capture the pre-storm cooling which 
has been shown to be a key factor in determining storm intensity on the continental shelf 
(Glenn et al. 2016; Seroka et al. 2016). It is also worth pointing out that the sensitivity 
analyses may be different for different storms. Previous sensitivity analyses of hurricane 
simulations did not yield a unique optimal choice for the physics parameterization schemes 
(e.g. Li and Pu 2008; Kepert 2012; Zhu and Zhu 2015, Penny et al. 2016). 
 
This leads to our recommendation for using an ensemble approach in storm surge 
forecasts. Although the ensemble approach is widely used in weather forecasts, it has been 
rarely used in storm surge modeling. Zou et al. (2013) presented a general modeling 
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framework to predict coastal flood risk due to wave overtopping by linking meteorological 
forecasts, wave–tide–surge predictions, nearshore wave models and surf zone models. 
Colle et al. (2015) used 11-members from an atmospheric Ensemble Kalman Filter system 
to drive the ADCIRC model and found that the storm surge generated by Hurricane Sandy 
(2012) in the Metropolitan New York (NYC) area was sensitive to moderate changes in 
storm track and wind speed. Figure 2.13 summarizes the WRF-FVCOM’s skill in 
predicting the storm surge generated by Hurricane Arthur. Our skill assessment focuses on 
six tidal gauge stations shown in Figure 2.1b. The pink symbols represent the fifteen 
individual model runs for different choices of physics parameterization schemes and model 
configurations. The black symbols represent the ensemble mean prediction for the storm 
surge. In the Taylor diagram, the correlation coefficient r, the centered-RMSE, and the 
ratio σn of the standard deviations of the model-predicted field (i.e., the test field) and the 
observed field (i.e., the reference field) are displayed by the location of one point 
(representing the model field) in relation to the reference point (representing the observed 
field) (Taylor 2001). Figure 2.13a shows a wide spread in r and σn among the individual 
model runs: r varies between 0.2 and 0.95 and σn varies between 0.6 and 1.25. The 
ensemble mean prediction varies between different tidal stations but falls within much 
narrow ranges of r=(0.8, 0.95) and σn=(0.7, 1.05). The Target diagram provides summary 
information about the pattern statistics as well as the bias, thus allowing for an assessment 
of their respective contributions to the total RMSE (Jolliff et al. 2009). Although the 
normalized biases and center-RMSE in the individual model runs extend to a circle of 
radius of 1, the ensemble mean prediction falls within a circle of radius of 0.65. Therefore, 
the ensemble mean prediction substantially improves the prediction of storm surge 
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generated by Hurricane Arthur. In future studies, it might be interesting to use a larger 
number of member runs in the model ensemble, including different surface layer 
parameterization schemes, different numbers of vertical levels, different grid resolutions 
in WRF, and using 3-dimensional baroclinic FVCOM.  
 
Figure 2.13 (a) Taylor and (b) Target diagrams for the storm surge at six tidal stations. The black 
symbols represent the ensemble mean predictions and the pink symbols represent results from 15 
individual model runs.  
 
The modeling experiments in this study do not consider the oceanic feedback. Chen 
et al. (2007) showed that high-resolution coupled atmosphere-wave-ocean models were 
able to capture the complex hurricane structure and intensity change observed in Hurricane 
Frances (2004). Zambon et al. (2014) used the uncoupled atmospheric model forced by 
static SST, two-way coupled atmosphere and ocean models and three-way coupled 
atmosphere, wave and ocean models to simulate Hurricane Sandy (2012) but found 
relatively minor differences in the predicted track and intensity between the uncoupled and 
coupled models. Future modeling studies of storm surge should consider using fully 
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coupled atmosphere and ocean models because they can directly simulate the air-sea fluxes 
and may provide more accurate predictions of storm intensity and storm surge. 
 
Another factor to consider in storm surge models is the possible effect of 
baroclinicity on the storm surge prediction. Although several previous studies found minor 
differences in the sea-level prediction between 3D barotropic and 3D baroclinic ocean 
models (e.g. Zhong and Li 2006; Ma et al. 2015), Staneva et al. (2016) found up to 20% 
differences in the surge heights between a 2D barotropic model and a 3D baroclinic model 
that is coupled to a surface wave model. Some of these differences could be attributed to 
the effect of wave-current interactions on storm surge (Beardsley et al. 2013). However, 
the vertical stratification may affect vertical current shear and possibly bottom friction 
which could indirectly affect the storm surge prediction. 
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When a tropical or an extratropical storm moves over the deep ocean, wind stress 
fluctuations at frequencies in the near-inertial band can resonantly force inertial currents in 
the surface mixed layer. Pollard and Millard (1970) and Pollard (1980) found that up to 
two-thirds of the kinetic energy in the mixed layer is contained within the near-inertial band 
during storms. The ocean response to a hurricane can be separated into two stages. The 
“forced” stage response during the storm passage includes strong mixed-layer currents and 
rapid cooling of the sea surface temperature (D’Asaro et al. 2007; Sanford et al. 2007; 
Sanford et al. 2011; Cuypers et al. 2013). Price et al. (1994) used a three-dimensional model 
to simulate the forced stage response to three hurricanes and found that the near-inertial 
currents (NICs) have a rightward bias due to the coupling between the clockwise-rotating 
wind stress and mixed-layer currents on the right side of the track. The “relaxation stage” 
response after the storm passage involves the dispersion of near-inertial frequency internal 
waves into the stratified interior of the ocean (Price 1983; Gill 1984). Gill (1984) developed 
a modal model to describe the excitation of sub-mixed-layer motions by a passing storm 
and found that the energy projects predominantly on the lowest modes. The horizontal scale 
of the near-inertial waves is initially set by the scales of wind stress in the storm (Price 
1983; Gill 1984). Several processes act to decrease the horizontal scales of the mixed-layer 
motions, generating shorter waves that can propagate into the stratified interior (Alford et 
al. 2016). In particular, D’Asaro et al. (1995) and D’Asaro (1995a, b) demonstrated the 
role of the latitude-dependent Coriolis parameter or the β effect in reducing the horizontal 




When a storm moves over the continental shelf, however, its wind stress and wind 
stress curl may excite several different modes of oceanic variability besides the near-
inertial waves. Longshore winds could generate upwelling or downwelling along the coast. 
Onshore winds may drive onshore surface currents and offshore bottom currents, and the 
resulting shear-induced mixing could lead to rapid ahead-of-eye center cooling of the 
surface mixed layer (Glenn et al. 2016; Seroka et al. 2016; 2017). Nevertheless, Chen et al. 
(1996) and Chant (2001) reported observations of low-mode near-inertial internal waves 
that are consistent with local wind forcing. Shearman (2005) analyzed one-year long 
observations from the Coastal Mixing and Optics moored array on the New England shelf, 
and found that a mode-1 baroclinic structure was coherent across the entire shelf, with a 
magnitude that decreased onshore. This onshore decrease of NICs is consistent with the 
theoretical prediction of a two-dimensional, linear, flat-bottom, two-layer, coastal wall 
model by Pettigrew (1981). The presence of a coastal boundary causes divergence in the 
surface mixed layer, generating NICs below it and leading to low modal wave structure. 
Shearman (2005) also observed that the near-inertial waves were stronger in the summer 
and weaker in the winter, following the seasonal cycle in vertical stratification but opposite 
to the seasonal change in wind stress. MacKinnon and Gregg (2005) analyzed the mooring 
data collected during the spring stratification period and tracked the generation, evolution 
and decay of the near-inertial waves. They found that the wave evolution was controlled 
by the balance among wind stress, bottom drag and turbulent dissipation. Moreover, they 
observed a switch from mode-1 to mode-2 waves as the stratification evolved, and 
attributed the switch to nonlinear coupling of the waves through bottom stress.  
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Although these previous studies have yielded important insights into the structure 
and dynamics of near-inertial waves on the continental shelf, the coastal ocean response to 
a passing storm is not completely understood. The mooring observations described above 
provided detailed time series at a few sites but could not provide a synoptic picture of the 
shelf-wide response to a storm. It is not clear if the NICs, which dominate the ocean 
response to storms in the deep ocean, remain to be an important part of the storm-induced 
currents on the shelf. Neither is it clear if the shear associated with NICs contributes to 
turbulent mixing and the cooling of the surface mixed layer that may reduce the storm 
intensity.  
 
Hurricane Arthur (2014) provides a unique opportunity to document and analyze 
the coastal ocean response to a tropical storm. Arthur moved over the Mid-Atlantic Bight 
(MAB) on July 4 of 2014, after making landfall in North Carolina and re-entering the North 
Atlantic (Figure 3.1). Arthur attained a maximum sustained wind (MSW) of over 40 m s-
1 at 10 m above the sea surface just before its reentry to MAB (Figure 3.1b). Strong 
cyclonic winds blew across the entire MAB and the adjacent deep ocean (Figure 3.1c). 
MSW decreased to about 32 m/s when the center of the storm reached the New England 
shelf. A network of High-frequency (HF) radars recorded the surface currents generated 
by Arthur as it propagated northeastward from the Outer Banks of North Carolina to the 
New England Shelf. A Slocum glider was deployed off the New Jersey Coast prior to the 
arrival of Hurricane Arthur. It obtained vertical profiles of temperature, salinity and 
currents in the water column during Arthur’s passage over the MAB. These observations, 
along with hindcast simulations from a three-dimensional numerical model, can be pieced 
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together to produce a detailed three-dimensional view of the MAB’s response to Hurricane 
Arthur. The numerical model, once validated against the observations, can be used to probe 
mechanisms driving the spatial and temporal variabilities of the NICs on the shelf. 
 
This paper is organized as follows. Section 2 reports observations of the NICs 
generated by Hurricane Arthur. Section 3 describes the numerical model. Section 4 shows 
the model results and the analysis of the near-inertial wave dynamics. Finally, conclusions 
are made in Section 5. 
Figure 3.1 (a) Map and bathymetry of the MAB. Water depth drops sharply beyond the 200-m 
isobath. (b) Time series of the WRF predicted (solid) and observed (dashed) maximum sustained 
winds (MSW) at 10 m height during the passage of Hurricane Arthur. The shaded area indicates 
the time period of Arthur’s passage over the MAB. (c) Predicted surface winds at 1300 LST 4 July. 
Wind speeds lower than 10 m s-1 are not shown. The black solid line with timestamps (red dots 
spaced at the interval of 1 hour) represents the predicted storm track, and the black dashed line 
represents the observed track. The magenta triangle marks Buoy 44066, the magenta star marks the 
approximate location of the glider, and magenta dot and square mark the third and fourth location 







3.2 Observations of near-inertial currents 
3.2.1 Surface currents from High Frequency Radars 
HF radar surface currents were mapped using a network of CODAR SeaSonde 
stations distributed across the MAB. HF radar measures the radial component of ocean 
surface currents using the Doppler shift of backscattered radio frequencies from surface 
waves (Barrick 1971a, 1971b; Teague 1971). Total surface current vectors are determined 
by combining overlapping radials using an optimal interpolation method to produce hourly 
surface current maps (Kohut et al. 2012). Kohut et al. (2012) conducted a detailed analysis 
on the uncertainty of HF radar velocity measurements. They compared the HF radar 
velocities against the velocities measured by Acoustic Doppler Current Profilers (ADCPs). 
The root-mean-square differences between the two measurement techniques were typically 
below 10 cm/s, on the same order of magnitude as the differences between the spatially 
separated ADCPs themselves. The measurement discrepancies were attributed to 
differences in the spatial sampling resolution (~6 km resolution in the 5 Mhz HF radar 
versus point measurements in ADCP) as well as possible mismatches in the measurement 
depth for the ocean surface layer (~2.4 m for HF radar versus the upper bin width of the 
ADCP). The HF radar network used in this study sampled across the continental shelf from 
the shore out to the shelf-break in ideal wave conditions (Roarty et al. 2010). This system 
is operated by the Mid Atlantic Regional Association Coastal Ocean Observing System 
(MARACOOS https://maracoos.org/) and was recently repaired and hardened for tropical 




The HF radars produced a sequence of maps of the surface currents as Hurricane 
Arthur made its way northeastward from Outer Banks of North Carolina to New England 
Shelf (Figures 3.2a-d). To focus on the currents generated by the storm, harmonic analysis 
was applied to extract and remove tidal signals from the HF radar data. At 0700 LST 4 July 
(Figure 3.2a), Arthur’s center was off the mouth of Chesapeake Bay. A cyclonic current 
pattern developed in southern MAB, mirroring the wind stress curl generated by the storm 
(Figure 3.6a). The currents were much stronger (over 1 m s-1) on the right-hand-side of the 
storm track than those on the left-hand-side (~ 0.5 m s-1). Farther north, the surface currents 
were weak (~0.2 m s-1) and mostly directed onshore, likely driven by the easterly winds in 
the front quadrants of the storm. As Arthur moved northward and further offshore (Figure 
3.2b), southward currents occupied the southern and middle parts of the MAB shelf (New 
Jersey Coast to Outer Banks of North Carolina) while the currents off Cape Hatteras were 
offshore. At 1500 LST 4 July when the storm center was located off the New Jersey Coast 
(Figure 3.2c), the southward currents spread across the entire MAB shelf. Noticeably, the 
surface currents in the middle part of MAB (off New Jersey Coast and Long Island Coast) 
increased from ~0.2 m s-1 to ~0.7 m s-1, while the currents on the southern MAB decreased 
slightly. At 1900 LST 4 July (Figure 3.2d), Arthur was located over the shelf-break south 





Figure 3.2 Surface subtidal currents observed by HF radar at (a) 0700 LST 4 July, (b) 1100 LST 4 
July, (c) 1500 LST 4 July, and (d) 1900 LST 4 July. (e)-(h) Surface NICs at the same times as (a)-
(d). The red circle marks the storm center in each snapshot. 
 
NICs were a major component of the storm-driven currents and were extracted from 
the detided currents using a 6th-order bandpass Butterworth filter set at (0.8 – 1.2) f (local 
inertial frequency). HF radar data with less than 90% temporal coverage were excluded 
from the analysis, and other smaller data gaps were patched using linear interpolation. At 
0700 LST 4 July the surface NICs showed strong cyclonic currents (>0.5 m s-1) on the right 
side of the storm’s center but weak currents (<0.2 m s-1) on the inner shelf (Figure 3.2e). 
As Arthur continued its path northward and off to the deep ocean, the HF radar could only 
provide a partial view of the surface currents up to the shelf-break (Figures 3.2f-h). 
Nonetheless, NICs, rotating clockwise in time with a velocity magnitude of 0.1-0.3 m s-1, 
were observed throughout the MAB shelf. At 1900 LST 4 July, strongest NICs were still 
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seen in southern MAB even though the storm’s center had already moved to the New 
England Shelf (Figure 3.2h).  
 
When a hurricane moves over the deep ocean, the dominant oceanic response is the 
NICs (Price 1983; Price et al. 1994; Sanford et al. 2007; Sanford et al. 2011). When a 
hurricane moves over the continental shelf, however, other types of currents could be 
generated (Glenn et al. 2016). To discern the role of NICs on the shelf, we calculated the 
rotary spectra using the HF radar total velocity time series between 2 and 12 July at four 
locations: an inshore location (~30 m isobath, near the glider track), a mid-shore location 
(~50 m isobath, mid-point between the glider and buoy) and an offshore location (~80 m 
isobath, Buoy 44066) along a cross-shelf section off New Jersey Coast; a location off the 
Virginia Coast (Figure 3.3). At the inshore location with strong semi-diurnal tides, the 
NICs only had less than one half of the M2 tidal energy, although it was still higher than 
K1 tide (Figures 3.3a and 3.3b). At the mid-shore and offshore locations (Figures 3.3c-f), 
however, NICs had much higher energy content than the tidal components and dominated 
the energy spectrum. At the southern station off the Outer Banks, the spectrum had a peak 
at 1 day-1 frequency, but diurnal tides are weak there (Lentz et al. 2001). The peak probably 
represented the wind-driven longshore currents in this region (see Figures 3.2a-d). Figure 
3.2 clearly shows large differences between the total subtidal currents and the NICs in the 
southern MAB (compare the top and bottom panels). Overall, NICs were a major 




Figure 3.3 (a)/(c)/(e)/(g) Rotary spectra and (b)/(d)/(f)/(h) variance preserving spectra for the 
surface currents at three locations in a northern MAB section and one location in southern MAB 
(their locations marked by large magenta symbols in Figure 3.1c). The spectra are calculated from 
the HF radar time series between 2 and 12 July. 
 
3.2.2 Glider observations 
Autonomous underwater gliders have become reliable storm sampling platforms 
(Miles et al. 2013, 2015, 2017; Glenn et al. 2016) capable of obtaining high vertical 
resolution data at ~2 Hz with fall speeds on the order of 0.1 m s-1. The glider uses a 
combination of adjustable buoyancy and a set pitch angle to achieve forward motion at 
nearly 20 km day-1. The data used in this study was collected by a Slocum glider, RU30, 
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operated by Rutgers University. This system was equipped with a suite of oceanographic 
sensors, including (1) a Seabird Scientific pumped conductivity-temperature-depth (CTD) 
sensor, (2) a Wetlabs Inc. eco-triplet measuring chlorophyll fluorescence (chl), colored 
dissolved organic matter (CDOM), and optical backscatter at 700 nm wavelength (bb700), 
(3) an Aandera oxygen optode in the aft section measuring oxygen concentration and 
saturation, and (4) an externally mounted upward looking Nortek 1 Mhz Aquadopp current 
profiler. The Aquadopp was designed to collect data on downcasts at a nominal pitch angle 
of 26.5°, which oriented the three-beam transducers vertically upward. The Aquadopp was 
configured to collect data at 1 Hz with 10 bins. Compass calibration was performed prior 
to deployment, including a 24-point check with a hand compass to provide post-
deployment corrections for known elliptical biases exaggerated in the eastward and 
westward direction. Absolute current velocities were calculated following standard 
LADCP procedures that had been adapted to use on shallow Slocum glider platforms 
(Miles et al. 2017). 
 
The glider was deployed off the New Jersey Coast prior to the arrival of Hurricane 
Arthur. The glider moved around (73.6ºW, 39.7ºN) between 4 and 8 July and trespassed 
an area no larger than 60 km2 (Figure 3.4a). Figure 3.4b showed the time series of the wind 
speed vector measured at a buoy further offshore (Buoy 44066 of the National Data Buoy 
Center). The winds there rotated counter-clockwise during Arthur’s passage, switching 
from northeasterly on July 4 to southwesterly on July 7. The peak wind speed reached over 
20 m s-1 on July 4. The glider observed strong stratification on the shelf, with a sharp 
thermocline separating the warm surface water from the cold bottom water as shown in 
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Figure 3.4c (the density field displays essentially the same vertical structure). On the MAB 
a band of cold bottom water occupies the shelf from spring to fall (Houghton et al. 1982; 
Castelao et al. 2010; Lentz 2017). Prior to the arrival of Arthur, temperature in the surface 
layer was nearly uniform and at 24ºC whereas temperature in the bottom Cold Pool was 
around 11ºC. These compare with the long-term averaged surface layer temperature of 
~22ºC and bottom water temperature of ~11ºC in July (Castelao et al. 2010; Fleming 2016), 
indicating that the stratification on the MAB prior to Arthur’s arrival was slightly stronger 
than the average. In addition, the thermocline depth was at ~13 m, shallower than the ~17 
m found in the monthly climatology for July. Wind-induced mixing caused the surface 
mixed layer to deepen from ~13 m to ~18 m. In the mean time, temperature in the surface 
mixed layer decreased from 24ºC to 20ºC. After Arthur’s departure surface layer 
temperature bounced back to 22ºC.  
 
The glider made repeated profiling of currents in the water column over the four-
day deployment period. After the depth-averaged current was removed, both the zonal and 
meridional velocities displayed a mode-1 baroclinic structure, reminiscent of the mode-1 
near-inertial waves as observed by MacKinnon and Gregg (2005) and Shearman (2005) on 
the New England shelf (Figures 3.4e and 3.4g). These baroclinic currents oscillated at a 
period of about 18 hours and were essentially the NICs. The surface and bottom NICs had 
a similar velocity magnitude (~0.2 m s-1).  
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Figure 3.4 (a) Zoomed-in view of the glider track (red line). (b) Time series of the wind speed 
vector measured at the Buoy 44066. Time-depth distributions of (c)/(d) temperature, (e)/(f) zonal 
and (g)/(h) meridional baroclinic velocity components obtained from the glider measurements (left 
column) and from the FVCOM model (right column). 
 
 
3.3 Model description 
To interpret the observed spatial and temporal variabilities of NICs, a 3-
dimensional hydrodynamic model based on the unstructured-grid Finite Volume Coastal 
Ocean Model (FVCOM) (Chen et al. 2003) was configured for the MAB and adjacent 
estuaries including Chesapeake Bay, Delaware Bay and Long Island Sound (Figure 3.5a). 
The eastern boundary is placed about 300 km from the coast while the southern and 
northern boundaries are roughly perpendicular to the coast, located at 34°N and 42°N, 
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respectively. The model domain covers the entire MAB shelf from Cape Hatteras, North 
Carolina, to Cape Cod, Massachusetts with a horizontal resolution of ~5 km. The 
bathymetry data were extracted from the 1 arc-minute ETOPO1 Global Relief Model 
(Amante and Eakins 2009). In the vertical direction, a hybrid coordinate system is used. 
The water column is evenly divided into 30 levels when water depth is less than 150 m. 
When water depth exceeds 150 m, however, both the surface mixed layer and bottom 
boundary layer are discretized into 5 layers with a thickness of 5 m in each layer while the 
rest of the water column is evenly divided into 20 levels. The horizontal eddy viscosity and 
diffusivity are set to 0.1 m2 s-1 and 1 m2 s-1, respectively. The vertical eddy viscosity and 
diffusivity are computed using the k – ε turbulence closure scheme incorporated into the 
General Ocean Turbulent Model (Burchard 2002; Warner et al. 2005), and the background 
diffusivity and viscosity are 10-5 m2 s-1 and 5×10-6 m2 s-1, respectively. A quadratic stress 
is applied at the sea bed, assuming that the bottom boundary layer is logarithmic with a 
roughness height of 2 cm (Churchill et al. 1994), same as that used in Experimental System 
for Predicting Shelf and Slope Optics (ESPreSSO, http://www.myroms.org/espresso/). A 
barotropic version of this model was used to study tides and storm surge in Lee et al. (2017) 
and Zhang et al. (2017). 
 
For the baroclinic version used in this study, the FVCOM model is initialized on 1 
January 2014 with fine-resolution predictions of temperature, salinity and sea level from 
the ESPreSSO. At the offshore open boundary, the tidal variation of sea level is prescribed 
using five tidal constitutes (M2, S2, N2, K1, and O1) from the Oregon State University 
global tidal model TPXO 7.1 (Egbert and Erofeeva 2002). In order to simulate the effects 
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of the Gulf Stream and large-scale currents on the MAB shelf, the regional FVCOM model 
is nested into Hybrid Coordinate Ocean Model and Navy Coupled Ocean Data 
Assimilation systems (HYCOM-NCODA, http://hycom.org) using one-way nesting, for 
which the inner model receives its boundary values from the outer model at the inner model 
open boundaries. This is consistent with the configuration of the initial condition since 
ESPreSSO is also forced by HYCOM-NCODA at its open boundaries. The daily data of 
sea surface height, salinity, temperature, and current velocities are extracted from the 
HYCOM-NCODA database and interpolated to the open boundary nodes of the regional 
FVCOM model. They provide the subtidal component of the open boundary conditions 
while the tidal component is obtained by running the regional model with tidal forcing only. 
The two components are then added together to prescribe the open boundary conditions for 
the regional FVCOM model. The surface momentum and heat fluxes are prescribed using 
hourly outputs from the Weather Research and Forecasting (WRF) model that was 
developed to predict Hurricane Arthur between 2 and 6 July (Zhang et al. 2017), and using 
the outputs from the North American Regional Reanalysis (NARR, 
https://www.esrl.noaa.gov/psd/data/gridded/data.narr.html) at 3-hour intervals during 
other times of the model integration. The freshwater flows from Susquehanna River, 
Delaware River, Hudson River and other small tributaries are prescribed according to 




Figure 3.5 (a) FVCOM model grids over MAB. (b) Five representative cross-shelf sections 
(marked as A-E, red lines) used to investigate the spatial variability of NICs over MAB. In each 
section, six points (numbered 1-6) are selected for detailed analysis in Figures 3.7 and 3.11. The 
blue line with solid dots marks the storm’s track and the bathymetry is shown as gray contour lines. 
 
3.4 Model results 
3.4.1 Spatial and temporal variabilities of NICs 
 Since its range was limited to the shelf-break, HF radars only provided a partial 
view of the surface currents generated by Hurricane Arthur. On the other hand, the regional 
FVCOM model provided a complete view of the current field (Figure 3.6). To help 
understand the storm-driven currents, surface winds from the WRF model are shown in 
Figures 3.6a-d. The FVCOM model did a good job in capturing the dominant current 
patterns observed during Arthur’s passage over the MAB shelf (compare Figures 3.2a-d 
and Figures 3.6e-h): cyclonic currents around the storm’s center at 0700 LST 4 July and 
strong southward currents over the entire shelf over the next 12 hours. The model also 
showed that strong cyclonic currents continued to develop underneath the storm’s center 
as Arthur moved northeastward, and tracked the patterns of wind stress curl produced by 
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the storm (Figures 3.6a-d). The currents had strong left-to-right asymmetry across the 
storm’s track: the currents on the right side of the storm’s center were over twice stronger 
than those on the left side. The currents in the near-inertial frequency range (0.8 – 1.2 f), 
namely NICs, also displayed the strong left-to-right asymmetry (Figures 3.6i-l). However, 
NICs did not show strong cyclonic currents underneath the storm’s center. The NICs at any 
particular location were initially generated by the strong winds in the right front quadrant 
and then rotated clockwise due to the action of the Coriolis force. One can clearly see the 
stronger NICs in the deep ocean to the right of the shelf-break (Figures 3.6i-l). On the MAB 
shelf the NICs were considerably weaker.  
Figure 3.6 WRF-predicted wind speed vectors at 10-m height at (a) 0700 LST, (b) 1100 LST, (c) 
1500 LST, and (d) 1900 LST 4 July. FVCOM-predicted (e)-(h) surface subtidal currents and (i)-(l) 




The above snapshots describe the spatial variations of NICs at four different times 
during Arthur’s transit over MAB. To further investigate the temporal evolution of NICs, 
we plot 14-day time series of NICs at a number of virtual sampling stations (Figure 3.7). 
Five cross-shelf sections are selected to represent the southern, middle and northern regions 
of MAB (Figure 3.5b): Section A extends offshore from the Outer Banks of North Carolina 
where Arthur re-entered the North Atlantic; Section B extends offshore from the Delmarva 
Peninsula (mid-point between the mouths of Chesapeake and Delaware Bays); Section C 
is placed off the southern New Jersey Coast (north of Delaware Bay); Section D is located 
in the Hudson Shelf Valley which has the deepest bathymetry on the MAB; and Section E 
is positioned east of Long Island Sound to cover the New England Shelf. Along each cross-
shelf section, five stations are evenly spaced out on the shelf and one station is located 
offshore of the shelf-break. The time series of NICs were extracted from both the HF radar 
observations and the FVCOM model outputs using harmonic analysis and bandpass filter 
described in Section 2. Velocities in the zonal and meridional directions were rotated to 
the cross-shelf and along-shelf directions. Since the cross-shelf and along-channel 
velocities showed similar temporal variabilities and were of similar magnitude, our 
































































































































































At each cross-shelf section, the NICs on the shelf were about one fourth to one third 
of those (about 1.2 m s-1) in the deep ocean and decreased from the shelf-break to the inner 
shelf (Figure 3.7). The NICs had a peak magnitude of 0.3 m s-1 in southern MAB (Section 
A) but decreased to 0.2 m s-1 in the middle part of MAB (Sections B and C). They 
rebounded to 0.3 m s-1 in northern MAB (Sections D and E), even though the maximum 
surface winds decreased from ~40 m s-1 in southern MAB to ~30 m s-1 in the northern 
MAB (Figure 3.1b). One also notices interesting differences in the temporal evolution of 
the NICs between the southern and northern parts of MAB. The NICs in the southern MAB 
shelf attenuated quickly and lasted for 3-4 days (Figure 3.7a). In contrast, the NICs in the 
northern MAB shelf persisted for ~10 days. They are in general good agreements on the 
spatial and temporal variabilities of NICs between the model predictions and HF radar 
observations. Averaged over all stations, the correlation coefficient between the predicted 
and observed NICs is 0.48 and the root-mean-square error is 0.09 m s-1. One exception is 
E5 where the observed NICs displayed a rapid decay after July 11 but the predicted NICs 
persisted. A possible cause for the discrepancy is that E5 was the farthest station from the 
coast (at the shelf-break) and the HF radar measurements there may be inaccurate. 
Observations at nearby stations such as E4, D5 and D4 showed sustained NICs consistent 
with the model results. The observed and predicted NICs show phase differences at some 
locations such as C5 and D5. Given their close proximity to the storm track, a small 
difference between the predicted and observed tracks (about 50 km, see Figure 3.1c and 





3.4.2 Energy budget analysis 
As a step towards understanding the spatial variability of the NICs generated by 
Hurricane Arthur, we mapped out the spatial distribution of the depth-integrated kinetic 
energy (KE) of the near-inertial waves and compared it with the wind energy input to the 
near-inertial frequency band. The depth-integrated KE is given by 




−𝐻𝐻         (3.1) 
where H is the water depth, ρ is the density, and 𝑈𝑈′����⃗  is the horizontal velocity vector in the 
near-inertial frequency bands. KE is averaged over the 10-day period (2 to 12 July) when 
the NICs were affected by Arthur. KE was much larger in the deep ocean than on the shelf, 
and was low near the coast but increased in the offshore direction (Figure 3.8a). There was 
a band of relatively high KE in the mid-shelf region between the Nantucket Shoals and 
Atlantic City, New Jersey. In contrast, KE was considerably lower in the mid part of MAB 
(Section B and C) between Ocean City, Maryland and Atlantic City, New Jersey (see 
Figure 3.1a for a map of these geographic locations).  
 
Much of the KE differences between the MAB shelf and the deep ocean may be 
explained by the asymmetry in the wind energy input to the near-inertial waves,  
 𝑊𝑊𝜏𝜏𝜏𝜏 = 𝜏𝜏𝜏𝜏���⃗ ∙ 𝑈𝑈𝜏𝜏′����⃗          (3.2) 
where 𝜏𝜏𝜏𝜏���⃗  is the surface wind stress vector and 𝑈𝑈𝜏𝜏′����⃗  is the surface NICs velocity vector, 
following the approach of D’Asaro (1985). 𝑊𝑊𝜏𝜏𝜏𝜏 was averaged over the same 10-day period 
as for KE. The wind energy input showed strong left to right asymmetry with respect to the 
storm’s track (Figure 3.8b). Therefore, a large part of the KE differences between the shelf 
and the deep ocean was simply due to the left to right asymmetry in 𝑊𝑊𝜏𝜏𝜏𝜏. On the MAB shelf 
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itself, the band of relatively high KE in the mid-shelf region between the Nantucket Shoals 
and Atlantic City was also associated with higher wind energy input into the near-inertial 
waves. However, there was no one-to-one correspondence between KE and 𝑊𝑊𝜏𝜏𝜏𝜏 . In 
southern MAB (including the cross-shelf section A), the time averaged KE was low but 
𝑊𝑊𝜏𝜏𝜏𝜏 was high there (compare Figures 3.8a and 3.8b).  
 
Figure 3.8 (a) Depth-integrated kinetic energy of the near-inertial waves and (b) wind energy input 
into the near-inertial waves. Both are averaged between 2 and 12 July. The five cross-shelf sections 
as well as the virtual sampling points used in Figure 3.7 are shown. The thick black line in (b) 
represents the predicted storm’s track. Color-bars are in logarithmic scale. 
 
Further insights into the wind generation of NICs can be obtained by comparing 
the time series of the wind energy input at different locations. At station D6 in the deep 
ocean, which lay on the right side of the storm’s track, the wind stress vector rotated 
clockwise and remained nearly parallel with the clockwise-rotating NICs (Figures 3.9a and 
3.9b). This resulted in a large flux (a maximum of ~3 W m-2) of wind energy to the NICs 
(Figure 3.9c) and rapid increase of surface NICs from 0.3 m s-1 on early 4 July to 1.2 m s-
1 on 5 July (Figure 3.9b). At the shelf station D5 on the left side of the track, the wind stress 
was 50% smaller and rotated counter-clockwise (Figure 3.9d) while the NICs rotated 
clockwise (Figure 3.9e). Consequently, the coupling between the wind stress and inertial 
currents was much less efficient and produced an energy flux (a maximum of ~0.3 Wm-2) 
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that was only 10% of that at station D6 (Figure 3.9f). The surface NICs at D5 only reached 
about 0.2-0.3 m s-1, approximately one-fourth of the NICs speed at D6. At the shelf station 
B5 further south, which was located closer to the storm’s center, the magnitude of the wind 
stress was larger than that at D5 (compare Figures 3.9g and 3.9d). Initially the 
northwestward wind stress coincided with the northwestward NICs, producing a pulse of 
wind energy to NICs. Later on, however, the wind direction shifted by 180° and became 
southwestward while the NICs were still directed in the northwest directions (Figures 3.9g-
h). This resulted in negative wind work because the wind stress vector and the NICs vector 
varied out of the phase (Figures 3.9i). When integrated over time, the net wind energy input 
to NICs was much lower at B5. This explains the low KE level in the middle part of MAB 
(between Ocean City, Maryland and Atlantic City, New Jersey).  
Figure 3.9 (a)/(d)/(g) Surface wind stress, (b)/(e)/(h) surface NICs, and (c)/(f)/(i) wind energy input 
obtained from the WRF-FVCOM models: D6 (left column), D5 (middle column); B5 (right 
column). In the right column the red-dashed lines indicate the time of peak positive wind work, and 




 An understanding of the discrepancy between KE and 𝑊𝑊𝜏𝜏𝜏𝜏 in southern MAB 
requires us to examine other terms in the energy budget for the near-inertial waves (e.g., 
Chant 2001; Zhai et al. 2009): 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
= 𝑊𝑊𝜏𝜏𝜏𝜏 −𝑊𝑊𝜏𝜏𝜏𝜏 − 𝜀𝜀 − ∫ 𝑃𝑃𝐾𝐾𝑃𝑃 𝑑𝑑𝑑𝑑
0
−𝐻𝐻 − ∫ ∇ ∙ 𝐾𝐾𝐾𝐾𝑎𝑎𝑑𝑑𝑎𝑎 𝑑𝑑𝑑𝑑
0
−𝐻𝐻 − ∫ ∇ ∙ 𝐹𝐹 𝑑𝑑𝑑𝑑
0
−𝐻𝐻 + 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒   (3.3) 
where 𝑊𝑊𝜏𝜏𝜏𝜏  is the bottom friction work, 𝜀𝜀  is the depth-integrated dissipation of KE 
associated with vertical viscosity, PEC is the conversion rate of KE into potential energy 
of near-inertial waves, KEadv is the advection of KE, F is the near-inertial wave energy flux, 
and others include non-linear energy transfer to other frequency band and the depth-
integrated dissipation of KE associated with horizontal viscosity. The bottom friction work 
can be written as  
𝑊𝑊𝜏𝜏𝜏𝜏 = 𝜏𝜏𝜏𝜏���⃗ ∙ 𝑈𝑈𝜏𝜏′����⃗         (3.4) 
where 𝜏𝜏𝜏𝜏���⃗  is the bottom stress and 𝑈𝑈𝜏𝜏′����⃗  is the bottom NICs velocity. The depth-integrated 
dissipation of KE due to vertical viscosity is calculated by 






�0−𝐻𝐻        (3.5) 
where 𝐾𝐾𝑎𝑎  is the vertical eddy viscosity and u’ and v’ are zonal and meridional NICs 
velocity components, respectively.  
 
We compared the energy budget balance at two locations on the MAB shelf: station 
A4 where NICs were strong initially but damped out quickly (Figure 3.7a) such that the 
time-averaged KE was low (Figure 3.8a); station D4 where NICs were strong and persisted 
for ~10 days (Figures 3.7d and 3.8a). Figure 3.10 shows that the primary balance in the 
kinetic energy budget was between the wind energy input and energy dissipation. At station 
A4 in the southern MAB, the wind energy input was high due to its closeness to the storm’s 
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center and strong winds. It was counter-balanced by strong energy dissipation. In contrast, 
both the wind energy input and dissipation were much smaller at D4 in the northern MAB. 
Therefore, in the southern MAB the strong energy dissipation constrained the growth of 
NICs energy even though the wind work was larger there. The frictional dissipation in the 
bottom log layer was less than 10% of 𝜀𝜀. The energy dissipation ramped up quickly at the 
southern station A4 to balance the wind work such that dKE/dt switched from positive sign 
to negative sign in early July 5 (Figure 3.10c). This explains the rapid damping of NICs 
seen in Figure 3.7 (first row). On the other hand, there was a delay for the dissipation to 
catch up with the wind input at the northern station D4 such that dKE/dt>0 until 7 July 
(Figure 3.10d). Hence the NICs at D4 persisted for up to 10 days.  
Figure 3.10 Wind energy input (red), the depth-integrated water-column dissipation of NICs 
kinetic energy (ε, green), bottom friction work (blue), and depth-integrated dKE/dt averaged over 




3.4.3 Vertical modal structure 
The glider deployed in the inner shelf off the New Jersey Coast observed two-layer 
baroclinic currents during the passage of Hurricane Arthur (Figures 3.4e and 3.4g). The 
FVCOM model reproduced this two-layer current structure that oscillated at the local 
inertial frequency (~ 19 hours) (Figures 3.4f and 3.4h). Both the amplitude and phase of 
the observed current fluctuations were reasonably simulated. The model also captured the 
observed two-layer stratification, with the warm surface water separated from the cold pool 
water by a sharp thermocline (compare Figures 3.4c-d). However, there were model-data 
discrepancies. The predicted surface mixed-layer depth prior to Arthur’s arrival was about 
~8 m, and was shallower than the observed depth of ~13 m. Turbulent closure schemes 
(such as the k- model used in this study) do not fully account for the mixing processes in 
the surface mixed layer such as Langmuir circulation and breaking waves, and tend to 
under-predict the mixed-layer depth (e.g., Mellor 2001; Burchard and Bolding 2001; 
Belcher et al. 2012). Our model was initialized using the outputs from ESPreSSO. While 
data assimilation in EsPreSSO should significantly reduce the model-data misfit, it is 
possible that part of our model discrepancies with the observations may have originated 
from possible misfit in the initial condition. Nevertheless, the model and glider showed 
similar rates of the mixed-layer deepening and temperature decrease due to the storm-
induced entrainment: the mixed layer deepened by 6 m in the model and by 5 m in the 
glider observations. 
 
To investigate the vertical structure of NICs over the entire MAB shelf, we plot the 
time-depth distribution of NICs at the stations spaced along the five cross-shelf sections 
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(Figure 3.11) as indicated in Figure 3.5b. The pycnocline, defined to be the location of 
maximum density gradient, is added, in order to highlight the connection between the 
stratification and vertical modal structure of the NICs. A comparison of the current 
structure between the deep ocean and shelf stations showed a marked difference. Strong 
NICs in the deep ocean penetrated down to ~100 m and exhibited a vertical profile typical 
of the NICs observed in deep water (e.g., Sanford et al. 2011). The currents were strongest 
near the ocean surface and decayed with depth. In contrast, the NICs on the shelf displayed 
a two-layer baroclinic structure. The upper- and lower-layer currents were separated at the 
pycnocline depth, indicating a mode-1 wave structure.  
 
The NICs were weakest near the coast and got stronger in the offshore direction. 
This result is in agreement with Pettigrew’s (1981) theoretical prediction based on a linear, 
two-layer, flat bottom, cross-sectional model with a coastal wall boundary. He showed that 
a mode-1 current structure developed on the shelf and the current magnitude increased 
away from the coast. In addition to this strong cross-shelf variation, the detailed vertical 
structure of NICs varied among the stations and appeared to be set mainly by the vertical 
stratification profile. At the shallow sites such as C3-E3 and C4-D4, the surface and bottom 
layers were of similar depths such that the currents in the two layers were of comparable 
magnitude even though they always varied out of the phase. At the deeper shelf sites such 
as B5-E5 and E4, the surface mixed layer was much thinner than the bottom layer. 
Consequently, the currents were much stronger in the surface layer. Such differences are 
expected since the ratio of surface to bottom NICs was shown to be inversely proportional 


















































































































































Figures 3.4 and 3.11 suggest that most of the NICs on the MAB shelf were mode-
1 waves. To provide a quantitative description of the modal structure of the near-inertial 
waves, empirical orthogonal analysis was performed. The NICs were decomposed to five 
orthogonal vertical modes. The shape of each mode 𝑑𝑑𝜓𝜓𝑛𝑛(𝑑𝑑)
𝑑𝑑𝑑𝑑
 (n=1 to 5) is determined by the 






]𝜓𝜓𝑛𝑛(𝑑𝑑)       (3.6) 
where N(z) is buoyancy frequency, cn is the eigen velocity of each mode, and 𝜓𝜓𝑛𝑛(𝑑𝑑)=0 at 
both the ocean surface and the sea floor (e.g., MacKinnon and Gregg 2005; Alford and 
Zhao 2007). N(z) was averaged between 2 and 12 July. The eigen value and eigen vector 
of Equation 3.6 are cn and 𝜓𝜓𝑛𝑛(𝑑𝑑) for each vertical mode, respectively. The NICs velocity 
of each vertical mode was then obtained by fitting NICs vertical profiles to 𝑑𝑑𝜓𝜓𝑛𝑛(𝑑𝑑)
𝑑𝑑𝑑𝑑
 of the 
first 5 modes with the least squares method, assuming no NICs at higher vertical modes. 
To assess the energy content in each mode, we calculate the percentage of the NICs kinetic 










× 100%      (3.7) 
where < > denotes the time-averaging between 2 and 12 July, the numerator denotes the 
kinetic energy in mode n, and the denominator denotes the sum of the kinetic energy in all 
the five modes. Overall, mode-1 contained 76% of the total kinetic energy in the near-
inertial waves on the MAB shelf, mode-2 accounted for 12% (Figure 3.12), and the 
remainder was split among the three higher modes (not shown). In the cross-shelf direction, 
P1 increased from ~60% in the near-shore region to over 80% near the shelf-break. In the 
shelf area between the mouths of Chesapeake and Delaware Bays (between 37°N and 
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38.5°N), P1 decreased to 50% and P2 increased to 40%, consistent with previous vertical 
profiles at B3 and B4 (second row in Figure 3.11).  
Figure 3.12 Percentage of the NICs kinetic energy in (a) mode-1 and (b) mode-2. 
 
3.5 Conclusion and discussion 
This paper presented a combined observational and modeling investigation into the 
near-inertial waves generated by Hurricane Arthur during its passage over the MAB. Both 
the HF radars and the numerical model showed that the NICs decreased substantially from 
the deep ocean to the MAB shelf. Due to the presence of a coastline as well as weaker wind 
stress away from the storm center, the NICs on the MAB shelf decreased onshore. The 
glider and the numerical model showed that the NICs had a two-layer baroclinic structure. 
The mode-1 near-inertial waves contained over 70% of the NICs kinetic energy over the 




Our findings of the mode-1 wave structure and onshore decrease of the NICs 
amplitude are consistent with previous observations (Shearman 2005; MacKinnon and 
Gregg 2005) and theoretical predictions (Millot and Crepon 1981; Pettigrew 1981; Kundu 
et al. 1983). In the mooring records collected in New England shelf, Shearman (2005) 
found that the mode-1 baroclinic structure was coherent across the entire shelf, with a 
magnitude that decreased onshore. Using a 2-dimensional linear model of a flat-bottomed 
shelf, Pettigrew (1981) obtained a solution for the near-inertial currents and found that the 
mode-1 vertical structure was a result of a surface mixed layer response and barotropic 
wave emanating from the coastline. He also predicted that the NICs were zero at the coast 
and increased in the offshore direction. 
 
Most of the NICs differences between the MAB shelf and the deep ocean appear to 
be related to the asymmetry of the wind energy input between the left and right sides of the 
storm track. The wind energy input was relatively high in the mid-to-outer shelf region 
between the New Jersey Coast and New England Shelf, which corresponds to higher KE 
than other shelf areas. In the southern MAB, the time-averaged KE was weak even though 
the wind energy input was large. The analysis of the energy budget showed that the large 
wind work was quickly balanced by the energy dissipation, which led to the rapid damping 
of the NICs there. In the northern MAB, however, the energy dissipation lagged the wind 
energy input such that the NICs persisted. When analyzing the mooring data collected on 
the New England Shelf, MacKinnon and Gregg (2005) also found that the wave evolution 




With a predominant mode-1 vertical structure, the strongest shear in the NICs 
usually coincides with the pycnocline (see Figure 3.11), thus making NICs a potentially 
important mechanism for generating turbulent mixing on the shelf. We computed the 
depth-averaged shear spectra at two stations: station A2 in the inner shelf of southern MAB; 
station D4 in the mid-shelf (Figure 3.13). At A2 where the storm center was closest to the 
coast, the highest peak is found around 1 day-1 frequency and is probably related to the 
strong wind-driven longshore currents. However, at D4 the NICs were the largest 
contributor to the shear spectrum. Figure 3.14 shows the ratio of the NICs-induced shear 
to the total current shear over the entire model domain. In the deep ocean, the NICs-induced 
shear accounted for over 80% of the total shear. On the MAB shelf, the NICs accounted 
for 60-80% of the shear on the New England shelf and 30-50% farther south on the MAB. 
The NICs only contributed to about 20% of the total shear in the inner shelf region off the 
Outer Banks. Since turbulent mixing may cool the surface mixed layer and affect the storm 
intensity, it would be worthwhile to investigate the role of the NICs in generating mixing 
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 Storm surge induced by tropical cyclones poses great threats to densely populated 
coastal areas. Meanwhile, with predicted warmer ocean and storm intensification, and sea 
level rise in the future (e.g., Elsner et al. 2008; Rahmstorf 2012; Church et al. 2014; 
Jevrejeva et al. 2016), increased storm surge hazard is expected (e.g., Tebaldi et al. 2012; 
Reed et al. 2015; Lin et al. 2016).  
 
 The Intergovernmental Panel on Climate Change fifth assessment report (IPCC 
AR5) estimated 1-3oC increase of globally-averaged sea surface temperature (SST) by the 
end of 21st century based on different representative concentration pathways (RCPs), with 
significant spatial variability among different basins (Collins et al. 2013). Tropical Atlantic 
Ocean, which nurtures most landfalling tropical cyclones in the U.S. east coast, is predicted 
to experience 1.6oC warming under RCP 4.5, and 3.3oC warming under RCP 8.5 by the 
end of this century based on the ensemble mean of 17 climate models (Villarini and Vecchi 
2012). The warming climate suggests an increase in tropical cyclone intensity on the basis 
of both theories (e.g., Emanuel 1987; Holland 1997) and numerical evidences (e.g., 
Emanuel et al. 2008; Bender et al. 2010; Knutson et al. 2010; Villarini and Vecchi 2013). 
The warming ocean also leads to thermal expansion of seawater, which contributes to 
approximately 50% of global sea level rise according to IPCC AR5 (Church et al. 2013). 
In concert with other contributors inclusive of melting of glaciers and ice sheets, and 
changes in anthropogenic land water storage, the predicted global mean sea level rise by 
2100 ranges from 0.53 m under RCP 4.5 and 0.74 m under RCP 8.5 (Church et al. 2013). 
Moreover, regional dynamics can affect local relative sea level rise as well. For instance, 
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in Chesapeake Bay region, the predicted weakening of Atlantic Meridional Overturning 
Current, of which the Gulf Stream is a crucial portion, and land subsidence associated with 
glacial isostatic adjustment can further increase 2100 sea level by 0.17 m and 0.15 m, 
respectively, amounting to ~1 m relative sea level rise (Yin et al. 2010; Engelhart et al. 
2011; Ezer et al. 2013; Kopp 2013; Miller et al. 2013; Yin and Goddard 2013; Boesch et 
al. 2013; Rahmstorf et al. 2015). 
 
 Several studies have described how storm surge will change under these climate 
variabilities for different regions (e.g., Lowe et al. 2001; Lowe and Gregory 2005; Mousavi 
et al. 2011; Lin et al. 2012). Lowe et al. (2001) and Lowe and Gregory (2005) configured 
a regional hydrodynamic model for U.K. coast, which is continuously forced by Hadley 
Centre regional climate model from the beginning of industrial evolution to the end of 21st 
century. They found a sizeable proportion of U.K. coast will witness over 0.2 m higher 50-
year return period surge by 2100. Given the computational expense for large model domain 
and century-long integration, the atmosphere and ocean model resolutions were limited to 
35 and 50 km, respectively. Considering the size of the storm core (~5 km) and breadth of 
estuaries in U.K. (~ 20 km), storm dynamics and estuary scale surge were not well captured 
as indicated in their surge validation under present climate. To reconcile the computational 
cost and accuracy, a hybrid method was developed by Lin et al. (2012) to study changing 
surge in New York City. They coupled a parametric hurricane model which was driven by 
general circulation model (GCM) statistics (statistical/deterministic hurricane model, 
Emanuel et al. 2006; Emanuel et al. 2008) with a coarse resolution hydrodynamic model 
to identify the extreme surge events as a first step, then applied a high resolution (10-1000 
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m) hydrodynamic model to simulate the selected surge incidents more accurately. 
Depending on which GCM statistics was adopted, they found the surge height at Battery, 
New York City, will experience 3% reduction to 50% increase for the main range of the 
return period. Instead of investigating changes in surge height of specific return period, 
another approach to inspect the impact of climate change on surge height is to compare 
snapshots of storm surge between future and present. By downscaling climate model results 
at 2030/2080 to Corpus Christi Bay, Texas, Mousavi et al. (2011) prescribed 0.375/0.75 m 
sea level rise in the hydrodynamic model. Moreover, they hypothesized revisits of three 
historical tropical cyclones, and parameterized them with previous tracks, forward speeds, 
sizes, but stronger intensities increased linearly with 1o/2.5oC higher SST. They found 
17/26% increase in surge height in 2030/2080, and the increase in the downwind portion 
of the bay is significantly larger than that in the opposite side. 
 
 Idealized experiments were also performed to identify individual contribution of 
storm intensification and sea level rise to surge change (e.g., Lowe et al. 2001; Smith et al. 
2010; Mousavi et al. 2011; Lin et al. 2012). While storm intensification leads to higher 
surge in all studies, diverse responses of surge height to sea level rise were observed. Along 
the U.K. coast and at Battery, New York City, sea level rise shows little impacts on surge 
height (Lowe et al., 2001; Lin et al., 2012). In Corpus Christi Bay, sea level rise results in 
10% reduction in surge heights in shallow bay area (bathymetry: ~3.5 m), but has negligible 
effect in relatively deeper coastal region (bathymetry: ~30 m). By contrast, Smith et al. 
(2010) found substantial increase of peak surge height in Southeast Louisiana given 1 m 
sea level rise. The increase of surge height ranges from 1-3 m in wetland or wetland-fronted 
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areas to 5 m in isolated areas. These diverse responses of surge height to sea level rise 
imply the underlying physics is non-linear and caution that site-specific investigation is 
necessary when evaluating impacts of climate change on storm surge. 
 
 In this study, we investigate the impacts of climate change on storm surge in 
Chesapeake Bay. Following a similar approach as Mousavi et al. (2011), we use Hurricane 
Isabel (2003) as an example and compare the predicted surge in 2050/2100 with hindcast. 
Instead of using parametric winds, a high-resolution weather and research forecasting 
model (WRF; Skamarock et al. 2008) is used to resolve the storm intensification under 
warmer SST more realistically. Hurricane Isabel brought over 2 m storm surge to 
Chesapeake Bay on 18-19 September 2003, which is the highest in the recent decades, 
owing to its uncommon track west of the bay along with strong up-estuary winds (Pore 
1965; Li et al. 2006; Shen et al. 2006). Thus, it is well-suited for worst-case scenario study.  
 
 Moreover, Chesapeake Bay borders the surrounding highly populated states 
including several metropolitan cities (e.g., Washington D.C., Baltimore, Maryland, 
Norfolk, Virginia) with vast low-lying areas. Hardened shoreline was built to protect 
diminishing lands in this region (Schulte et al. 2015). Given a sizable proportion of these 
low-lying areas have elevations lower than predicted 1 m relative sea level rise in 2100, 
more seawall construction is expected in this region. Despite the provided protection, hard 
shorelines can also reduce possible pathways for storm water and may enhance surge. A 




 This paper is organized as follows: Section 2 describes model configurations and 
experimental design; Section 3 summarizes model results; Section 4 explores the impact 
of each factor (i.e., warmer SST, sea level rise, and hard shoreline) on storm surge with 
energy budget equation; and the final section presents discussion and conclusion. 
 
4.2 Methods 
4.2.1 Model configuration 
 To examine storm surge variations in Chesapeake Bay under climate change, we 
use the Advanced Research WRF model to simulate tropical cyclone dynamics in the 
atmosphere, and Finite Volume Community Ocean Model (FVCOM; Chen et al. 2003) to 
simulate storm surge in Chesapeake Bay. In this atmosphere-ocean model system, FVCOM 
is forced by hourly surface winds from WRF. The inverse barometer effect was estimated 
to be negligible for Isabel-induced surge in Chesapeake Bay and is not considered in this 
study (Zhong et al. 2010). 
 
 We have configured triple-nested model domains for WRF (Figure 4.1a). The 
outermost domain has a resolution of 12 km and covers a significant proportion of western 
Atlantic to support ramping up of storm vortex before landfall. The 4-km middle domain 
and 1.33-km innermost domain are placed over Mid-Atlantic Bight and Chesapeake Bay, 
respectively, to provide high resolution wind forcing for the hydrodynamic model. In the 
vertical direction, 40 sigma levels are used. WRF is initialized on 1900 LST 16 September 
2003, approximately 2 days before the landfall of Isabel in North Carolina, and ended on 
1900 LST 20 September 2003, after Isabel exited the study area. The initial and lateral 
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boundary conditions are from 6-hourly Final (FNL) operational global analysis data with 
1o resolution (https://rda.ucar.edu/datasets/ds083.2/), and the bottom boundary condition is 
from daily real-time global SST (RTG-SST, http://polar.ncep.noaa.gov/sst/rtg_low_res/) 
with 0.5o resolution. In terms of parameterization schemes for sub-grid scale physics, the 
Thompson scheme is used for microphysics (Thompson et al. 2008), the rapid radiative 
transfer model is used for both shortwave and longwave radiations (Iacono et al. 2008), the 
Yonsei University scheme is used for planetary boundary layer (Hong et al. 2006), the 
Kain-Fritsch scheme is used for cumulus parameterization (Kain 2004), and the MM5 
similarity is used for surface layer physics (Fairall et al. 2003). 
 
Figure 4.1 (a) Triple-nested WRF model domains with resolutions of 12, 4, and 1.33 km. (b) 
FVCOM model grids (red). (c) Zoomed-in view of FVCOM grids for Chesapeake Bay.  
 
 A 3-dimensional version of FVCOM is used to configure a coupled estuary-shelf 
model in this study. The model domain covers Chesapeake Bay, Delaware Bay, and 
adjacent shelf (Figure 4.1b). The open boundary is placed over 300 km away from 
Chesapeake Bay mouth to fully capture the incoming surge. Additional ~100,000 grids 
with resolution of 80-200 m are placed for low-lying areas around Chesapeake Bay (up to 
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5-m above the mean sea level) to capture flooding induced by relative sea level rise and 
storm surge (Figure 4.1c). In the vertical direction, 5 sigma layers are used. The 
bathymetry/elevation data is from National Oceanic and Atmospheric Administration (up 
to 3 arc second resolution) and U.S. Geological Survey (up to 10 m resolution), and a 
detailed description can be found in Lee et al. (2017). FVCOM simulation starts from 1900 
LST 11 September and ends at 1900 LST 20 September. Uniform temperature (25oC) and 
salinity (35 PSU) for the entire model domain are kept constant throughout the simulation. 
Bottom roughness height is set to be 10 mm for Chesapeake Bay and 20 mm for the 
adjacent shelf (Xu et al. 1994; Churchill et al. 1994). In the open boundary, the model is 
forced by 10 tidal constituents (M2, S2, N2, K2, K1, O1, P1, Q1, Mf, Mm) from the Oregon 
State University global tidal model TPXO 7.1 (Egbert and Erofeeva 2002). Preliminary 
experiment shows the impact of river discharge is small on storm surge during Isabel and 
thus neglected. 
 
4.2.2 Experimental design 
 An estimation of regional climate change by 2050 and 2100 in Chesapeake Bay is 
summarized in Table 4.1. Two RCPs from IPCC AR5 are used here: the middle emission 
scenario RCP 4.5, and the high emission scenario RCP 8.5. The estimated SST increase is 
based on Villarini and Vecchi (2012) who summarize results of 17 climate models from 
fifth Coupled Model Intercomparison Project (CMIP5). The SST increase in tropical 
Atlantic Ocean ranges from 0.75 to 2.75oC for 2050, and from 1.02 to 4.43oC for 2100. 
The estimated relative sea level rise for Chesapeake Bay includes both global and regional 
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components as stated in preceding review. The predicted relative sea level rise spans from 
0.33 to 0.57 m for 2050, and from 0.62 to 1.34 m for 2100.  
 
Table 4.1 Projected SST increase in tropical Atlantic Ocean and relative sea level rise in 
Chesapeake Bay. The projected SST increase is based on Figure 1 of Villarini and Vecchi (2012) 
which summarizes 17 global climate models under CMIP5 scenarios. Estimation of relative sea 
level rise in Chesapeake Bay is based on global mean sea level rise from Table 13.5 of IPCC 2014 
report, rates of sea level rise due to regional ocean dynamics from Yin et al. (2009), and regional 
vertical land movement data from Boesch et al. (2013). 
 
 To account for storm intensification by warmer ocean in the future, the predicted 
SST increase is superimposed to RTG-SST. A total of 12 WRF simulations are set up with 
these warmer SSTs in representation of different future projections. In the ocean part, the 
predicted relative sea level rises are prescribed at the open boundary of FVCOM, surface 
winds from corresponding WRF simulations are used to prescribe surface momentum flux. 
To investigate the impact of hard shoreline on storm surge, two extreme conditions are 
considered: one with no hard shorelines and the other with hard shorelines along the entire 
Chesapeake Bay. Therefore, we run a total of 24 FVCOM storm tide simulations. Similar 
 RCP 4.5 RCP 8.5 
2050 mean min max mean min max 
SST increase in North Atlantic 
Ocean (ºC) 1.15 0.75 1.97 1.45 0.98 2.75 
Relative sea level rise (m) 0.43 0.33 0.52 0.47 0.36 0.57 
2100     
SST increase in North Atlantic 
Ocean (ºC) 1.59 1.02 2.63 3.25 2.38 4.43 
Relative sea level rise (m) 0.85 0.62 1.07 1.06 0.78 1.34 
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to Lowe et al. (2001), additional 24 astronomical tidal simulations which include sea level 
rise and soft/hard shoreline are done, and storm surges in the following sections are the 
differences between these two sets of runs. 
 
4.3 Results 
 In this section, we describe Hurricane Isabel, Isabel-induced storm surge, and 
Isabel-induced maximum water level in Chesapeake Bay in 2003, 2050, and 2100. The 
hindcast (i.e. 2003) results (Figures 4.2a and 4.2c, Figures A1 and A2, and Table A1) 
compare favorably with observations and suggest the model is robust. Comparisons 
between future predictions and hindcast are then made to discern the changes. While we 
focus on results from ‘mean’ projections, results from ‘min’ and ‘max’ projections provide 
useful lower and upper bounds (Table 4.1).  
 
4.3.1 Hurricane Isabel under present and future climate 
 In 2003, Hurricane Isabel started to divert northwestward towards Mid-Atlantic on 
17 September with a minimum sea level pressure (MSLP) of 957 mb and a maximum 
sustained wind speed (MSW) of 48 m s-1 (MSLP and MSW are used to indicate storm 
intensity). The intensity was held until its landfall at Drum Inlet, North Carolina, at 1200 
LST 18 September. A rapid weakening process was observed after the landfall and the 
MSLP/MSW increased/decreased by 20 mb/30 m s-1 within 24 hours. Meanwhile, Isabel 
translated from North Carolina, U.S. to Canada, positioned Chesapeake Bay east of its 
track. Finally, at the beginning of 20 September, Isabel was absorbed by extratropical low 




Figure 4.2 (a) Storm track, (b) minimum sea level pressure (MSLP), and (c) maximum sustained 
wind speed (MSW) for hindcasted Isabel in 2003 (black) and predicted Isabel in 2050 (green and 
red). (d)-(f), same as (a)-(c), but for Isabel in 2100. The shaded green (red) areas in the right two 
columns are the envelope of MSLP and MSW of Isabel from all RCP 4.5 (RCP 8.5) scenarios 
including min, mean, and max in Table 4.1. The solid green (red) lines are results from mean RCP 
4.5 (RCP 8.5) scenarios. 
 
 In 2050, the storm track of Isabel shows very limited changes compared to hindcast 
given same initial and lateral boundary conditions (Figure 4.2a). Forced by SST of RCP 
4.5, the decrease in minimum MSLP is 8 mb, and the increase in MSW is around 5 m s-1 
compared to hindcast (Figures 4.2b and 4.2c). Conceivably, more pronounced 
intensification is observed in RCP 8.5 which has higher SST: the decrease in minimum 
MSLP is 13 mb and the increase in MSW is around 7 m s-1. In 2100, with even higher SSTs, 
the storm tracks show slightly westward drift (Figure 4.2d). Compared with hindcast, in 
RCP 4.5, the decrease in minimum MSLP is 13 mb and increase in MSW is around 8 m s-
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1; and in RCP 8.5, the decrease in minimum MSLP is 25 mb and the increase in MSW is 
around 12 m s-1 (Figures 4.2e and 4.2f).  
 
4.3.2 Storm surge under present and future climate 
 To examine changes of storm surge in Chesapeake Bay under future climate and 
capture possible diverse responses in different parts of the bay, three tidal gauge stations 
are chosen: Chesapeake Bay Bridge Tunnel (CBBT), Virginia, for the lower bay, 
Cambridge, Maryland, for the middle bay, and Baltimore, Maryland, for the upper bay. 
Their locations are marked in Figure 4.1.  
 
 In 2003, Isabel made landfall south of Chesapeake Bay mouth around 1200 LST 18 
September. Meanwhile, the westward winds ahead of the storm drove shelf water inside 
the bay and raise the water level in the lower bay. At CBBT, the storm surge peaked at 1.39 
m at 1600 LST 18 September as a result of the continuous westward wind forcing (Figure 
4.3). Following this peak surge, Isabel moved north of CBBT and winds became northward 
or northeastward in Chesapeake Bay. Concurrently, a rapid fall of storm surge was 
observed at CBBT which reduced the surge height from 1.39 m to zero within 6 hours. In 
tandem to the surge reduction in the lower bay, building surges were observed at 
Cambridge and Baltimore. The peak surge (1.63 m) at Cambridge occurred at 0500 LST 
19 September, succeeded by a 2.25 m peak surge at Baltimore in 2 hours (Figures 4.4 and 
4.5). After the peak surges, in contrast to the fast-falling surge at Baltimore, the surge at 
Cambridge experienced a slower decline. Particularly, the surge height stalled between 
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1100 and 1300 LST 19 September. This is due to eastward winds behind the storm drove 
water from main stem of the bay to the eastern shore where Cambridge situates. 
 
Figure 4.3 Storm surge (de-tided, referenced to the mean sea level in corresponding climate 
projection) time series for Chesapeake Bay Bridge Tunnel (CBBT), Virginia. The thick green and 
red lines represent ‘mean’ scenario and the shaded areas are bounded by results from ‘min’ and 
‘max’ scenarios. 
 
 In 2050, two idealized shoreline protection scenarios are considered as 
aforementioned: one with no hard shoreline completely (hereafter: soft shoreline) and the 
other with hard shoreline for the entire bay (hereafter: hard shoreline). Compared to 
hindcast, with soft shoreline, the peak surge height increases by 0.08 m at CBBT, decreases 
by 0.06 m at Cambridge, and increases by 0.13 m at Baltimore for RCP 4.5; or increases 
by 0.1 m at CBBT, is the same at Cambridge, and increases by 0.13 m at Baltimore for 
RCP 8.5. With hard shoreline, the peak surge height increases by 0.14 m at CBBT, 0.22 m 
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at Cambridge, and 0.43 m at Baltimore for RCP 4.5; or increases by 0.15 m at CBBT, 0.28 
m at Cambridge, and 0.45 m at Baltimore for RCP 8.5. 
 
 
Figure 4.4 Same as Figure 4.3, but for Cambridge, MD. 
 
 
 The two idealized shoreline scenarios are considered for 2100 as well. Comparing 
2100 to hindcast, with soft shoreline, the peak surge increases by 0.13 m at CBBT, 
decreases by 0.07 m at Cambridge, and increases by 0.14 m at Baltimore for RCP 4.5; or 
increases by 0.32 m at CBBT, is the same at Cambridge, and increases by 0.3 m at 
Baltimore for RCP 8.5. With hard shoreline, the peak surge increases by 0.16 m at CBBT, 
0.29 m at Cambridge, and 0.58 m at Baltimore for RCP 4.5; or increases by 0.37 m at 




Figure 4.5 Same as Figure 4.3, but for Baltimore, MD. 
 
 
 In summary, with soft shoreline, both lower and upper bay have higher surges, but 
the middle bay has the same or lower surges compared to hindcast. On the other hand, with 
hard shoreline, future surges increase through the entire bay, and the increase in surge 
height grows larger towards upper bay. Overall, hard shoreline scenarios have higher surge 
than soft shoreline scenarios.  
 
 In addition to surge height variations, the timing for peak surge presents divergence 
among different scenarios as well. The peak surges in future scenarios generally lag those 
in the hindcast. This is due to the translation speed of Isabel is slower in future scenarios 
after landfall (Figure A3). Furthermore, the peak surges arrive later with soft shoreline than 
with hard shoreline in the middle and upper bay. The inclusion of vast inundated area in 
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soft shoreline scenarios leads to shallower averaged depth for Chesapeake Bay compared 
to hard shoreline scenarios. Thus, storm surge propagates slower with soft shoreline given 
the celerity is proportional to square root of water depth. 
 
4.3.3 Maximum water level under climate change 
 In future scenarios, the aforementioned up to 0.85 m surge height increases are 
superimposed to relative sea level rise and changing tides. Therefore, total water levels, 
which include storm surges and tides and are referenced to present mean sea level, 
experience more increase. Here, we use the maximum value in total water level time series 
(i.e., maximum water level; MWL) at each location to describe this synthesized water level 
rise (Figure 4.6).  
 
 In 2003, the maximum MWL in Chesapeake Bay occurred in the lower bay 
tributaries (~3.5 m), given the proximity of this region to storm center. The MWLs between 
lower and middle bay were among the lowest, with higher west side (~1.2 m) and lower 
east side (~0.9 m). Such asymmetry coincides with the northwestward winds during 
Isabel’s passage. Farther north, MWLs increased monotonically to ~2.4 m in the upper bay. 
The flooded area in the western shore of lower bay and eastern shore of middle bay had 














































































 In 2050, the relative sea level rises in RCP 4.5 and RCP 8.5 are both around 0.45 
m (Table 4.1). The departure in storm intensities between two scenarios after landfall is 
also subtle. Conceivably, the MWLs are very similar between these two RCP scenarios. 
With soft shoreline, the maximum MWL in lower bay tributaries reaches over 4.1 m; the 
MWLs between lower bay and middle bay increase to ~1.6 m in the west side and ~1.3 m 
in the east side; and the upper bay has MWLs over 3.1 m. The flooded area in the western 
shore of lower bay and eastern shore of middle bay are submerged by ~2 m deep water. 
With hard shoreline, MWLs have additional ~0.05 m increases in the lower bay and ~0.3 
m increases in the middle and upper bay compared to soft shoreline scenarios. 
 
 In 2100, the relative sea level rise in RCP 8.5 is 0.2 m higher than that in RCP 4.5, 
and the storm intensity in RCP 8.5 is also significantly stronger. As such, MWLs in RCP 
8.5 are ~0.35 m higher than those in RCP 4.5. The hard shoreline further increases MWL 
by ~0.15 m in the lower bay, and ~0.5 m in the middle and upper bay, compared to soft 
shoreline scenarios. Therefore, 2100 RCP 8.5 with hard shoreline has the highest MWL 
among all scenarios: the maximum MWL in the lower bay tributaries is ~5.2 m, MWLs 
between lower and middle bay ranges from 2.2-2.5 m, and the upper bay has MWLs up to 
4.5 m. Moreover, in the soft shoreline scenario, the flooded areas are submerged by ~2.5 
m and ~2.7 m depth of water in RCP 4.5 and RCP 8.5, respectively. 
 
 In summary, unlike storm surge which may experience reductions in the future (e.g., 
RCP 4.5 with soft shoreline at Cambridge), MWLs increase under all future scenarios for 
the entire bay. With soft and hard shoreline, at least 60% and 40% of MWL increases in 
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Chesapeake Bay are attributed to relative sea level rise, respectively, while changes in 
storm surge and astronomical tides may contribute to the rest increases. 
 
4.4 Storm surge energetics 
 The preceding section shows that storm surge will change in the future given 
warmer SST and storm intensification, and relative sea level rise. Although warming 
climate and sea level rise have a causal relationship and happen simultaneously, they affect 
storm surge through different physical processes. To identify their individual contribution 
to storm surge change in Chesapeake Bay, two additional idealized runs: one with warmer 
SST only (labeled: 2100 RCP 8.5 soft SST only) and the other with sea level rise only 
(labeled: 2100 RCP 8.5 soft SLR only) are used. Moreover, the previous section has shown 
that implementation of hard shoreline can markedly increase storm surge. Therefore, we 
also compare 2100 RCP 8.5 soft and 2100 RCP 8.5 hard to investigate surge increase 
attributed to hard shoreline. Storm surge time series from these scenarios at the 
aforementioned three tidal gauge stations are plotted in Figure 4.7.  
 
 The comparison between 2100 RCP 8.5 soft SST only (solid green line) and 
hindcast (dashed black line) shows that the increase of surge in the future is mostly 
attributed to warmer SST. The increase in peak surge is substantial in the lower (CBBT) 
and upper (Baltimore) bay (~0.4 m), but less significant in the middle bay (Cambridge; 
~0.1 m). In addition, the ebb of surge at Cambridge is slower compared to hindcast, because 
of stronger eastward wind behind the storm, and the peak surge level is held for ~12 hours. 
By comparing 2100 RCP 8.5 soft SLR only (solid blue line) with hindcast, we find the 
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contribution of sea level rise to surge change is relatively small. Especially, the storm surge 
time series at CBBT are almost identical between two scenarios. While at the middle and 
upper bay station, sea level rise reduces peak surge height by ~0.14 m (i.e. ~7% reduction). 
Finally, with comparison between 2100 RCP 8.5 hard (solid red line) and 2100 RCP 8.5 
soft, we find hard shoreline increases peak surge height slightly at CBBT (0.05 m), but 
substantially at Cambridge (0.41 m) and Baltimore (0.55 m).  
Figure 4.7 Storm surge time series for Baltimore, Cambridge, and CBBT from different scenarios. 
The black dashed lines represent results from hindcast, the blue lines are for 2100 RCP 8.5 soft 
SLR only, the green lines are for 2100 RCP 8.5 soft SST only, the yellow lines are for 2100 RCP 




 The above comparisons show that storm surge responds to warmer SST, sea level 
rise, and hard shoreline diversely. This may due to these factors affect storm surge via 
different physical processes. Here, we adopt the energy equation from Gill (1982) to 
investigate how each factor affect storm surge. Assuming incompressible fluid with 
uniform density ρ: 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
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where kinetic energy 𝐾𝐾𝐾𝐾 = 1
2






) , p’ is pressure perturbation, 𝑢𝑢�⃗ =
(𝑢𝑢, 𝑣𝑣,𝑤𝑤) is velocity vector, and 𝜇𝜇 is viscosity. This equation states that kinetic energy is 
controlled by divergence of pressure work (𝑝𝑝′𝑢𝑢�⃗ ), divergence of kinetic energy advection 
(𝑢𝑢�⃗ 𝐾𝐾𝐾𝐾), and viscosity terms. It can be further simplified given the following rationale: 













), and advection of kinetic energy is neglectable compared to pressure work 
(Cummins and Oey 1997; Zhong and Li 2006). As such, Equation 4.1 becomes: 
𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
= −𝛻𝛻�⃗ ∙ �𝑝𝑝′𝑢𝑢�⃗ − 𝜇𝜇∇�⃗ �1
2




      (4.2) 
With Divergence Theorem and neglecting small terms which include horizontal shear, 
integrating Equation 4.2 over the control volume (V) bounded by present Chesapeake Bay 
shoreline, bay mouth, and corresponding mean sea level yields: 
∰  𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝑑𝑑𝑑𝑑𝑉𝑉 = ∯ 𝑝𝑝
′(𝑢𝑢, 𝑣𝑣) ∙ 𝑛𝑛1����⃗𝑆𝑆1 𝑑𝑑𝑑𝑑 −∯ 𝑝𝑝
′(𝑢𝑢, 𝑣𝑣) ∙ 𝑛𝑛2����⃗𝑆𝑆2 𝑑𝑑𝑑𝑑 −∯ 𝑝𝑝
′𝑤𝑤0𝑑𝑑𝑑𝑑𝑆𝑆3 +
∯ 𝑢𝑢𝜏𝜏����⃗ 𝜇𝜇 �
𝜕𝜕𝑢𝑢𝑠𝑠����⃗
𝜕𝜕𝑑𝑑
�𝑆𝑆3 𝑑𝑑𝑑𝑑 + ∯ 𝑢𝑢𝜏𝜏����⃗ 𝜇𝜇 �
𝜕𝜕𝑢𝑢𝑏𝑏�����⃗
𝜕𝜕𝑑𝑑





𝑑𝑑𝑑𝑑𝑉𝑉     (4.3) 
where S1 is the bay mouth cross-section and 𝑛𝑛1����⃗  is its normal vector pointing inside the bay, 
S2 is other lateral boundary along the present Chesapeake Bay shoreline and 𝑛𝑛2����⃗  is the 
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corresponding normal vectors pointing landward, S3 is present bay surface, w0 is vertical 
velocity at surface, and 𝑢𝑢𝜏𝜏����⃗  and 𝑢𝑢𝜏𝜏����⃗  are surface and bottom velocities, respectively. The left-
hand side describes the rate of change for kinetic energy within the control volume (dKEdt). 
On the right-hand side, the first term represents the incoming energy flux from adjacent 
shelf through bay mouth (Fluxmouth), and the second term represents energy flux through 





𝑑𝑑𝑑𝑑𝑆𝑆3  given hydrostatic assumption 𝑝𝑝




 (small advection terms are neglected). Moreover, since potential energy 
𝑃𝑃𝐾𝐾 = ∫ 𝜌𝜌𝜌𝜌𝑑𝑑𝜂𝜂−𝐻𝐻 𝑑𝑑𝑑𝑑, where H is bathymetry, the third term can be interpreted as the rate of 
change for potential energy (𝑑𝑑𝑃𝑃𝐾𝐾𝑑𝑑𝑜𝑜 = ∯ 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝑑𝑑𝑑𝑑𝑆𝑆3 ). Furthermore, given wind stress 𝜏𝜏𝜏𝜏���⃗ =
𝜇𝜇 𝜕𝜕𝑢𝑢𝑠𝑠����⃗
𝜕𝜕𝑑𝑑
, and bottom stress 𝜏𝜏𝜏𝜏���⃗ = −𝜇𝜇
𝜕𝜕𝑢𝑢𝑏𝑏�����⃗
𝜕𝜕𝑑𝑑
, the fourth term and fifth term represent wind energy 
input at surface (𝑊𝑊𝑊𝑊𝑛𝑛𝑑𝑑 𝐼𝐼𝑛𝑛𝑝𝑝𝑢𝑢𝑜𝑜 = ∯ 𝑢𝑢𝜏𝜏����⃗ ∙𝑆𝑆3 𝜏𝜏𝜏𝜏���⃗ 𝑑𝑑𝑑𝑑) and energy dissipation within bottom log 
layer, respectively. The latter can be combined with the final term and represents total 
energy dissipation (Dissipation). As such, Equation 4.3 can be rewritten as: 
𝑑𝑑𝐾𝐾𝐾𝐾𝑑𝑑𝑜𝑜 + 𝑑𝑑𝑃𝑃𝐾𝐾𝑑𝑑𝑜𝑜 = 𝐹𝐹𝐹𝐹𝑢𝑢𝐹𝐹𝑚𝑚𝑚𝑚𝑢𝑢𝜕𝜕ℎ − 𝐹𝐹𝐹𝐹𝑢𝑢𝐹𝐹𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑑𝑑 + 𝑊𝑊𝑊𝑊𝑛𝑛𝑑𝑑 𝐼𝐼𝑛𝑛𝑝𝑝𝑢𝑢𝑜𝑜 − 𝐷𝐷𝑊𝑊𝑒𝑒𝑒𝑒𝑊𝑊𝑝𝑝𝐷𝐷𝑜𝑜𝑊𝑊𝑜𝑜𝑛𝑛 +
𝑅𝑅𝑒𝑒𝑒𝑒𝑊𝑊𝑑𝑑𝑢𝑢𝐷𝐷𝐹𝐹           (4.4) 
where Residual is the sum of all neglected terms. The time series of each term in Equation 





Figure 4.8 Volume-integrated energetics within present shoreline (i.e. control volume; see text 
for details) for different scenarios in Figure 4.7. 1 MW=106 W. 
 
 First, we use Figure 4.8a (hindcast) to elucidate the relationship between energetics 
and surge dynamics. Fluxmouth (solid green line) is mostly attributed to incoming surges 
generated outside the bay mouth. The peak of Fluxmouth coincided with the peak surge at 
CBBT, suggesting the surge in the lower bay was mainly driven by incoming energy flux. 
Once Isabel passed bay mouth and moved farther north, Fluxmouth started to decline given 
reduced surge on the shelf under shore-parallel winds. However, Fluxmouth stayed above 
zero, indicating the incoming energy propagated inside the bay instead of returning to the 
shelf. In the meanwhile, northward winds over the bay surface also input energy to the 
surge. The peak in Wind Input (solid red line) coincided with maximum kinetic energy (or 
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zero dKEdt; solid black line) given its linear relationship with surface current velocity (𝜏𝜏𝜏𝜏���⃗ ∙
𝑢𝑢𝜏𝜏����⃗ ). After that, the fading winds and reduced surface current velocity resulted in a rapid 
decline of Wind Input, and Wind Input became zero around 0800 LST 19 September. 
Concurrently, potential energy began to decrease (dPEdt<0; dashed black line), 
corresponding to the falling surge at Baltimore (Figure 4.5). Eventually, both Fluxmouth and 
Wind Input were dissipated within the bay, while the dissipation lagged behind energy 
input as indicated by the tail (solid blue line) after 0800 LST 19 September. Fluxflood 
(dashed green line) was relatively small compared to other terms during Isabel in 2003. 
 
 To investigate the impact of warmer SST on storm surge, we compare Figures 4.8a 
and 4.8e. With stronger storm in 2100 RCP 8.5, Fluxmouth in Figure 4.8e is 300 MW larger 
due to higher offshore surge. The peak values of Wind Input in Figures 4.8a and 4.8e are 
comparable, given the future Isabel has slightly higher intensity after landfall but more 
westward track. However, due to slower storm translation speed in the future (Figure A3), 
the peak of Wind Input in Figure 4.8e is wider, resulting in more wind energy input. With 
the same rationale, the peak of Fluxmouth in Figure 4.8e is wider as well, leading to larger 
total incoming energy flux. The increased energy input through bay mouth and bay surface 
in Figure 4.8e lead to ~30 TJ higher potential energy in the bay (c.f. Figures 4.9a and 4.9e). 
This substantial increase in potential energy explains the higher surge with warmer SST, 





Figure 4.9 Volume-integrated kinetic energy and potential energy within present shoreline. 1 
TJ=1012 J. 
 
 Next, we investigate how sea level rise affects storm surge in Chesapeake Bay. In 




. Since bottom stress 𝜏𝜏𝜏𝜏���⃗  is a function 
of velocity, the relationship between 𝑑𝑑𝑢𝑢�⃗
𝑑𝑑𝜕𝜕
 and 1/H is non-linear. Numerical model results 
show that surface velocities are ~0.1 m s-1 smaller in the lower bay, east side of middle bay, 
and upper bay with increased H (Figure A4). Consequently, the peak of Wind Input (𝜏𝜏𝜏𝜏���⃗ ∙
𝑢𝑢𝜏𝜏����⃗ ) in Figure 4.8d is 850 MW lower than that in Figure 4.8a. On the other hand, bottom 
friction and vertical shear are altered as well given changes in velocity with sea level rise, 
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and the peak value of Dissipation reduces by 550 MW in 2100 RCP 8.5 soft SLR only 
compared with hindcast. Moreover, the peaks of incoming energy Fluxmouth and outgoing 
energy Fluxflood increase by 150 and 200 MW, respectively, given larger lateral areas with 
increased H. In summary, the decrease in energy source exceeds the decrease in energy 
sink with sea level rise. As a result, potential energy is ~10 TJ lower in Figure 4.9d than in 
Figure 4.9a, and the surge height decreases with sea level rise. 
 
 Finally, we investigate how hard shoreline affects storm surge. Given the 
fundamental difference between soft and hard shoreline is whether landward energy flux 
(Fluxflood) is allowed, a zoomed-in view of Figures 4.8b and 4.8c for dKEdt, dPEdt, and 
Fluxflood are presented in Figure 4.10 to provide clearer visual inspection. The stronger 
storm and higher mean sea level lead to significantly larger Fluxflood in 2100 RCP 8.5 soft 
compared to that in hindcast (c.f. Figures 4.8a and 4.10a). In Figure 4.10a, a peak of 800 
MW in Fluxflood occurs around 1600 LST 18 September, which is corresponding to the 
flooding around lower bay tributaries; a second peak of 400 MW in Fluxflood occurs around 
0500 LST 19 September, which is corresponding to the flooding in middle-bay wetlands. 
The positive value of Fluxflood during late 19 September represents returning energy from 
wetland to the control volume. Overall, energy flux towards wetland during flood stage is 
substantial in soft shoreline scenario: the wetlands receives up to 35 TJ energy, while 
potential energy integrated over the entire control volume is ~80 TJ (Figure 4.10c). 
Moreover, while 25 TJ energy returns to the control volume during ebb stage, 10 TJ energy 
is dissipated in the wetlands. On the other hand, the implementation of hard shoreline 
prohibits energy flux towards wetland (Figure 4.10b), leading to higher energy within the 
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present shoreline. Comparison between Figures 4.10c and 4.10d shows that although 
kinetic energy is almost the same, peak potential energy is ~30 TJ higher with hard 
shoreline than with soft shoreline, which matches the energy transferred to the wetlands in 
soft shoreline scenario. Therefore, higher surge with hard shoreline is mainly due to zero 
Fluxflood.  
 
Figure 4.10 (a)-(b) Zoomed-in view of Figures 4.8b and 4.8c for selected energetics. (c)-(d) 
Time-integrated energetics (absolute value). 
 
4.5 Conclusion and discussion 
 This study has investigated storm surges in Chesapeake Bay induced by Isabel-like 
tropical cyclones under future climate projections with an atmosphere-ocean model. In the 
110 
 
atmosphere, the projected warmer SST leads to stronger tropical cyclones. In the estuary, 
without shoreline protection, the increased surface momentum flux and sea level rise result 
in increased surge height in the lower and upper bay, but same or decreased surge height 
in the middle bay. Furthermore, with the addition of hard shoreline, future storm surge 
height increases substantially throughout the entire bay, especially in the upper portion.  
 
 Previous studies have shown that storm intensification can increase surge heights 
(Lowe et al. 2001; Mousavi et al. 2011; Lin et al. 2012), however, diverse responses of 
surge heights to sea level rise have been reported (Lowe et al. 2001; Smith et al. 2010; 
Mousavi et al. 2011; Lin et al. 2012). With two idealized runs: one with warmer SST only 
and the other with sea level rise only, we have identified that while storm intensification 
increases storm surge height significantly in the lower and upper bay, sea level rise reduces 
storm surge height slightly throughout the entire bay. The reduction of surge height due to 
sea level rise is consistent with Mousavi et al. (2011) who found ~10% decrease in surge 
height within Corpus Christi Bay given 0.75 m relative sea level rise, but in contrast to 
Smith et al. (2010) who identified substantial increase (up to 5 m) in surge height in 
southeast Louisiana due to 1 m sea level rise. On the other hand, both Mousavi et al. (2011) 
and Smith et al. (2010) found that the impact of sea level rise to storm surge is most 
significant in shallow areas where the sea level rise is a significant portion of bathymetry. 
Given the bathymetry of Chesapeake Bay (mean depth ~8 m) is generally deeper than both 
Corpus Christi Bay (~3.5 m) and southeast Louisiana wetlands (less than 5 m), the response 




 Moreover, the comparison between soft and hard shoreline scenarios has shown 
that hard shoreline increases storm surge slightly in the lower bay, but significantly in the 
middle and upper bay. A similar spatial pattern was observed by Lee et al. (2017) in 
Chesapeake Bay tides. They found the tidal ranges with hard shoreline are 2% smaller in 
the lower bay, but 20% larger in the middle and upper bay compared to those with soft 
shoreline. This implies hard shoreline increases storm surge height and tidal amplitude 
through similar physics processes. 
 
 Limited discussion of the underlying physics for the impact of climate change on 
storm surge was provided in preceding literature. In this study, we have applied energy 
budget equation to help identify how each climate factor affect storm surge in Chesapeake 
Bay. With warmer SST, both wind energy input over bay surface and incoming energy flux 
through bay mouth are larger compared to hindcast, leading to higher potential energy and 
higher storm surge. Sea level rise reduces current velocity in most part of the bay and 
results in smaller wind energy input and smaller dissipation. However, the decrease in 
dissipation is smaller than decrease in wind energy input. Consequently, the potential 
energy is lower compared to hindcast, leading to reduced storm surge. Moreover, the 
impact of hard shoreline on storm surge has also been investigated with the same equation: 
with zero landward energy flux, the potential energy within the main stem of the bay 
increases by over 40%, leading to substantial increase in surge height. In a future study, it 
would be worthwhile to investigate how other shoreline management plans affect storm 
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 In this dissertation, a high-resolution atmosphere-ocean model is used to investigate 
the response of the coastal ocean and estuaries to tropical cyclones, with support of 
observational data. While we focus on MAB and Chesapeake Bay, the findings of this 
study are applicable to many other coastal oceans where the water column is dominated by 
two-layer stratification during hurricane season and semi-enclosed bays which are 
surrounded by low-lying lands. A summary of major findings is provided in this section. 
 
 During Hurricane Arthur (2014), HF-radar observed ~ 0.4 m s-1 surface NICs on 
the MAB shelf, and glider ADCP observed mode-1 NICs around 30-m isobath off the New 
Jersey coast. The atmosphere-ocean model results compare favorably with these 
observations and enables the investigation of spatial variabilities of coastal NICs. In the 
cross-shore direction, the NICs were stronger offshore and weaker inshore; in the 
alongshore direction, NICs were strongest near Hudson Shelf Valley. With energy budget 
analysis, we find this horizontal spatial variability is mostly controlled by wind energy 
input. Moreover, these shelf NICs were dominated by mode-1 vertical structure, with 
comparable velocity magnitudes but opposite velocity directions between surface and 
bottom water column. As such, NICs accounted for 60-80% of the shear on the New 
England shelf and 30-50% farther south on the MAB.  
 
 Several tidal gauge stations along the MAB coast and in Chesapeake Bay also 
observed significant storm surge during Hurricane Arthur. Therefore, Arthur is used as a 
case study to investigate the impact of WRF physics parameterization schemes and model 
configurations on storm surge prediction. The turbulence closure scheme in the planetary 
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boundary layer affects the prediction of the storm intensity: the local closure scheme 
produces lower equivalent potential temperature than the non-local closure schemes, 
leading to significant reductions in the maximum surface wind speed and surge heights. 
On the other hand, higher-class cloud microphysics schemes over-predict the wind speed, 
resulting in large over-prediction of storm surge at some coastal locations. Without 
cumulus parameterization in the outermost domain, both the wind speed and storm surge 
are grossly under-predicted due to large precipitation decreases in the storm center. None 
of the choices for the WRF physics parameterization schemes significantly affect the 
prediction of Arthur’s track. Sea surface temperature affects the latent heat release from 
the ocean surface and thus storm intensity and storm surge predictions. The large-scale 
atmospheric circulation models provide the initial and boundary conditions for WRF, and 
influence both the track and intensity predictions, thereby changing the spatial distribution 
of storm surge along the coastline. Despite significant divergence in these storm surge 
predictions, their ensemble mean provides the best surge forecast. 
 
 In the future, warmer ocean and storm intensification, relative sea level rise, and 
implementation of hard shoreline can affect storm surge. By downscaling future climate to 
the regional atmosphere-ocean model, we find the revisits of Hurricane Isabel to 
Chesapeake Bay in 2050 and 2100 can induce increased storm surge in the lower and upper 
bay, but same or decreased storm surge in the middle bay compared to the hindcast. With 
the addition of hard shoreline, future storm surge height increases substantially throughout 
the entire bay, especially in the upper portion. To understand how each factor affects storm 
surge, energy budget equation is used. We find with warmer SST, both wind energy input 
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over bay surface and incoming energy flux through bay mouth are increased compared to 
hindcast, leading to higher storm surge. On the other hand, sea level rise reduces both wind 
energy input and dissipation. Nevertheless, the decrease in dissipation is less than decrease 
in wind energy input. As such, storm surge is lower with sea level rise. Moreover, with 
hard shoreline implemented, landward energy flux is prohibited, and potential energy 
within the main stem of the bay increases by over 40%, leading to substantial higher storm 
surge. 
 
 For future studies, as a step towards improving storm intensity prediction, it would 
be worthwhile to quantify how much surface cooling in the coastal ocean during tropical 
cyclones is caused by NICs-induced mixing. Meanwhile, a more sophisticated selection of 
ensemble members is needed for better storm surge prediction, which may require more 
sensitivity analysis. Furthermore, given the dilemma between the demand of protecting 
low-lying areas under sea level rise and the risk of increasing storm surge with hard 
shoreline, it would be beneficial to future shoreline management by examining storm surge 
under more hybrid shoreline scenarios (e.g., hard shoreline for metropolitan areas and soft 



















Figure A1 Storm tide at nine tidal gauge stations in Chesapeake Bay during Hurricane Isabel 







































































































































































































































































































































































































































Figure A3 Strom tracks of Isabel in hindcast (black) and 2100 RCP 8.5 (red). The star signs are 
plotted every six hours. The landfalling time for both scenarios are around 1200 LST 18 September. 
 
 
Figure A4 Differences of time-averaged surface velocity between 2100 RCP 8.5 soft SLR only 
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