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1. Introduction
1.1. Scope and presentation of the problem
The interaction between species has been widely studied with reactiondi®usion
models. Species may interact by a®ecting each other's demography and/or by
in°uencing each others' dispersal patterns. If one considers that most organisms are
neither simple di®users nor always move randomly, but can display preferential
directions of movement,2 then the underlying model could include a cross-di®usion
term, which will allow one to take into account the population pressures induced by
competing species. Shigesada and Kawasaki42 examined the invasion process in a
LotkaVolterra type competition with di®usion. In the studied phenomenon, the
entire domain is initially occupied by the resident species, and a few individuals of the
invading species arrive. The spread of the invading species turns out to be a traveling
wave and it is known that depending on the parameters of the model, the invading
species either completely displaces the resident, or the system reaches a coexistent
value. It is also known that, under certain conditions, if the invading species has only
a slight competitive advantage over the resident species, the displacement process
will be slower. In a related context, Okubo et al.39 investigated the invasion process
of grey squirrels (Sciurus carolinensis) after their introduction in Britain, which displaced
the red squirrel (Sciurus vulgaris). A two-species LotkaVolterra reactiondi®usion
competition system modeling the interaction between these squirrels was proposed by
Shigesada, Kawasaki and Teramoto in Ref. 43 (the well-known SKT system).
Of particular interest for us is the following strongly coupled nonlinear cross-
di®usion system
@tuD1u divðA11ðu; vÞruþA12ðu; vÞrvÞ ¼ uða1  b1u c1vÞ;
@tvD2v divðA21ðu; vÞruþA22ðu; vÞrvÞ ¼ vða2  b2u c2vÞ;
ðx; tÞ 2 QT :¼  ð0;T ;
@u
@
¼ @v
@
¼ 0; uðx; 0Þ ¼ u0ðxÞ; vðx; 0Þ ¼ v0ðxÞ;
ð1:1Þ
where A ¼ ðAijÞ1i;j2 is the cross-di®usion matrix that we take equal to
Aðu; vÞ ¼ uþ v u
v uþ v
 
: ð1:2Þ
Here   R l, l ¼ 2 or l ¼ 3, is a bounded open domain with piecewise smooth
boundary @. The quantities of interest uðx; tÞ; vðx; tÞ denote population densities in
ðx; tÞ of red and grey squirrels (resident and invading species respectively). The
change in distribution range is caused only by self-di®usion, cross-di®usion and
growth. In addition, a1; a2 are the Malthusian growth coe±cients, and b1; c2 and b2; c1
are the coe±cients of intra- and inter-species competition, respectively. We consider
that the di®usive constants D1, D2 are positive. Furthermore, it is convenient,
although not necessary, to assume that the intra-species competition coe±cients
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b1; c2 are also strictly positive. Written in matrix form with the unknown u :¼ ðu; vÞ
(understood as a column vector), (1.1) reads
@tu div
D1 0
0 D2
 
ru
 
 div½AðuÞru ¼ F ðuÞ
GðuÞ
 
;
where the reaction terms are given by
F ðu; vÞ :¼ uða1  b1u c1vÞ; Gðu; vÞ :¼ vða2  b2u c2vÞ: ð1:3Þ
A simpler model herein considered is given by the following LotkaVolterra two
species competition model with self-di®usion37,39:
@tuD1u ¼ uða1  b1u c1vÞ;
@tvD2v ¼ vða2  b2u c2vÞ:
ð1:4Þ
Such system is known to possess global smooth non-negative solution. Moreover, as
for the classical LotkaVolterra di®erential equations, it is known38 that (1.4) uni-
formly oscillates around a nontrivial, neutrally stable equilibrium point. Recent
studies dealing with systems of this type also include Refs. 7, 12, 30, 35, 40 and 41
(the list of references is far from being complete).
The more involved system (1.1), (1.2) has received a considerable attention as
well. Many works have been proposed to investigate the conditions for existence and
uniqueness of weak/global solutions, and stability/instability issues. Recent results
include for instance Ref. 15, where the method of \additional generating conditions"
is used to ¯nd exact solutions to the SKT model in the one-dimensional case. In
Refs. 16, 31, 36 and 44 precise conditions are given for the existence of unstable
equilibrium points for SKT-type systems, other works include analysis of weak sol-
utions of cross-di®usion systems,9 and global existence and uniform boundedness
of solution.45 From the numerical analysis viewpoint, the list of references is drasti-
cally narrowed. In Refs. 25 and 26 the authors prove the convergence of a semi-
discretization in time scheme in one space dimension by introducing a transformation
of the unknowns. Several results in one spatial dimension using a deterministic
particle method are presented in Ref. 27. In Ref. 6, the authors propose a fully
discrete ¯nite element scheme for a cross-di®usion system using an entropy
inequality, and also present one-dimensional examples. Using a ¯nite di®erence
scheme, global existence of a weak solution is obtained in Ref. 13, and the global
existence of a SKT-type model is established in Ref. 14 via a positivity-preserving
EulerGalerkin method. Our contribution aims to present a ¯nite volume scheme to
obtain approximate solutions to the SKT model (1.1), (1.2). These numerical ap-
proximations are shown to converge to the corresponding weak solutions, and we
provide two-dimensional numerical examples illustrating the accuracy and per-
formance of the scheme. Moreover, we report on the formation of nonuniform spatial
patterns following the analysis presented in Ref. 44.
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The method we apply works if the di®usion matrix AðuÞ in (1.2) is replaced by a
general matrix
Aðu; vÞ ¼ A11 A12A21 A22
 
satisfying the assumptions
8u; v  0; A12ð0; vÞ ¼ 0; and A21ðu; 0Þ ¼ 0; ð1:5Þ
8u; v  0; 8w 2 R2; ðAðu; vÞw;wÞ  1
C
jjAðu; vÞjj jjwjj2; ð1:6Þ
where ð; Þ is the usual scalar product on R2, and
8u; v  0; jjAðu; vÞjj  Cð1þ ur þ vrÞ with r < 4; if l ¼ 2;
10=3; if l ¼ 3:

ð1:7Þ
Note that (1.6) entails
8u; v  0; A11ðu; vÞ  0 and A22ðu; vÞ  0: ð1:8Þ
Assumptions (1.8), (1.5) allow for non-negative solutions; assumption (1.6) expresses
the positivity of the cross-di®usion matrix; and (1.7) is a kind of growth assumption
on A. Clearly, (1.2) satis¯es the above assumptions.
The analysis of this paper is restricted to the case of positive cross-di®usion
matrices A. This case is sometimes referred to as \weak cross-di®usion". It has been
shown by Chen and Jüngel13 that a class of cross-di®usion systems (1.1) with
matrices A generalizing (1.2) possesses an entropy that allows one to establish
existence without the positivity assumption on A. The numerical approximation of
such \strong cross-di®usion" problems will be the subject of a forthcoming paper.
1.2. Outline of the paper
The remaining part of this paper is organized as follows. In Sec. 2, we de¯ne weak
solutions to system (1.1), (1.2), and brie°y discuss the existence issue. In Sec. 3, we
introduce some notations for the ¯nite volume method, and we present our numerical
scheme and the main theorem of convergence. The proof of this convergence result is
divided into Sec. 4 (basic a priori estimates and existence of a solution to the scheme),
Secs. 5 (compactness for discrete solutions) and 6 (convergence to a weak solution).
Notice that the result of Sec. 5 is based upon a discrete analogue of the Kruzhkov L1
compactness lemma (cf. Ref. 32); the statement and the proof of the lemma are
postponed to Appendix A. This compactness result is of interest for a wide variety of
¯nite volume approximations of evolution equations; therefore Appendix A contains
the essential notation and it can be read independently of the rest of the paper.
Similarly, Appendix B is independent of the rest of the paper; it contains a proof
(adapted from the idea of Eymard, Gallouët and Herbin21) of the discrete Sobolev
embedding inequalities for the case of Neumann or mixed boundary conditions.
310 B. Andreianov, M. Bendahmane & R. Ruiz-Baier
Finally, in Sec. 7, we present numerical examples in two space dimensions, putting
into evidence the good performance of the scheme, and we provide the corresponding
error histories. In Sec. 8, we outline a stabilityinstability analysis to deduce su±-
cient conditions for spatial patterns to appear.
2. Weak Solutions
De¯nition 2.1. A pair u ¼ ðu; vÞ of functions is a weak solution of (1.1) if
u; v 2 L2ð0;T ;H 1ðÞÞ, and the following identities hold for all test functions
’;  2 Dð½0;T Þ  Þ:

ZZ
T
u@t’dxdtþD1
ZZ
T
ru  r’dxdt
þ
ZZ
T
½A11ðu; vÞruþA12ðu; vÞrv  r’dxdt
¼
ZZ
T
F ðu; vÞ’dxdt þ
Z

u0ðxÞ’ð0;xÞdx;

ZZ
T
v@tdxdtþD2
ZZ
T
rv  rdxdt
þ
ZZ
T
½A21ðu; vÞruþA22ðu; vÞrv  rdxdt
¼
ZZ
T
Gðu; vÞdxdt þ
Z

v0ðxÞð0;xÞdx:
In model (1.1), we are only interested in non-negative solutions, i.e. in ðu; vÞ such
that u  0, v  0 a.e. onQT . In fact, the existence of a weak non-negative solution for
system (1.1) will be shown by proving convergence of our numerical scheme; notice
that, at least in the case of the cross-di®usion (1.2), existence can be proved directly
(see Refs. 810 for details). Here we sketch a somewhat simpler convergence proof,
which is the one mimicked in Secs. 46.
Theorem 2.1. Assume that the cross-di®usion matrix A ful¯lls the requirements
(1.5)(1.7). Then for all u0; v0 2 L2ðÞ there exists a non-negative weak solution
of (1.1).
Proof. (Sketched) The proof of the existence result is based on introducing the
following penalized systems
@tuD1u divðAh11ðuþ; vþÞruþAh12ðuþ; vþÞrvÞ ¼ F hðuþ; vþÞ;
@tvD2v divðAh21ðuþ; vþÞruþAh22ðuþ; vþÞrvÞ ¼ Ghðuþ; vþÞ;
ðx; tÞ 2 QT :¼  ð0;T ;
@u
@
¼ @v
@
¼ 0; uðx; 0Þ ¼ u0ðxÞ; vðx; 0Þ ¼ v0ðxÞ:
ð2:1Þ
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Here for all h > 0, one can choose e.g. Ahðrþ; sþÞ ¼ Aðminfrþ; 1hg;minfsþ; 1hgÞ, and
apply the same truncation procedure to F ;G in order to obtain F h;Gh. In particular,
Ah and F h;Gh are L1 functions that approximate A and F ;G, respectively, in
C 2ðKÞ, for all compact K in R2. These approximate problems being uniformly
parabolic, and existence of an L2ð0;T ;H 1ðÞÞ solution is well known. Moreover,
since u0; v0  0, using the test functions u,v and assumptions (1.5), (1.8) one easily
shows the non-negativity of u and v solving (2.1).
Let us denote the solution of (2.1) by uh ¼ ðuh; vhÞ and sketch a version of the
passage to the limit argument that we will reproduce at the discrete level. We have
ðuh; vhÞ 2 ðL2ð0;T ;H 1ðÞÞ \ Cð0;T ;L2ðÞÞÞ2 with
jjAhðuh; vhÞjjðjruhj2 þ jrvhj2Þ 2 L1ðQT Þ
with a uniform estimate of the norms. Indeed, multiplication of the ¯rst and second
equations in (2.1) (where u and v are replaced by uh and vh respectively) by uh and
vh, respectively, gives
jjuhjjL1ð0;T ;L 2ðÞÞ þ jjvhjjL1ð0;T ;L2ðÞÞ  C;
jjruhjjL2ðQT Þ þ jjrvhjjL 2ðQT Þ  C;ZZ
QT
max
1i;j2
jAhijðuh; vhÞj
 
ðjruhj2 þ jrvhj2Þdxdt  C;
ð2:2Þ
where C is independent of h. Here assumption (1.6) is used (notice that Ah inherits
the structure properties of A). Then we use the following version of the compactness
lemma of Ref. 32.
Lemma 2.1. (Kruzhkov,32 see also Ref. 5) Let  be an open domain in R l, T > 0,
QT ¼ ð0;T Þ  . Assume that the families of functions ðwhÞh; ðF h Þh; are bounded in
L1ðQT Þ and satisfy @@t wh ¼
P
jjm DF h in D0ðQT Þ. Assume that wh can be
extended outside QT , and one has
sup
jdxj
ZZ
QT
jwhðt;xþ dxÞ  whðt;xÞjdxdt  !ðÞ; with lim
!0
!ðÞ ¼ 0;
where !ðÞ does not depend on h. Then ðwhÞh is relatively compact in L1ðQT Þ.
Clearly, one can apply this lemma locally inside ½0;T   .
From (2.2), it is easy to derive a uniform space translation estimate of the form
(A.8) for uh and vh. Further, using the sharp Sobolev embedding and the interp-
olation between L2ð0;T ;L2 ðÞÞ and L1ð0;T ;L2ðÞÞ, from the growth assumption
(1.7) we infer that the quantities Ahijðuh; vhÞ are bounded in L1ðQT Þ (moreover, they
are equi-integrable in QT ). Now uniform L
1 estimates on uh, vh, for the °uxes (in
particular, the estimates for the cross-di®usion AhðuhÞruh) and for the reaction
terms are easily obtained from (2.2) and from the CauchySchwarz inequality.
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Therefore, using the weak form of Eqs. (2.1), by Lemma 2.1 we infer that uh and vh
converge (up to extraction of a subsequence) to some limits u and v a.e. in QT . Now
by the Vitali theorem, from the aforementioned equi-integrability property, we infer
that Ahijðuh; vhÞ converges to Aijðu; vÞ strongly in L1ðQT Þ.
In order to conclude the proof, we rewrite the cross-di®usion terms under the formﬃﬃﬃﬃﬃﬃﬃﬃ
A11
p
ð
ﬃﬃﬃﬃﬃﬃﬃﬃ
A11
p
ruÞ; signA12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jA12j
p
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jA12j
p
rvÞ
and so on. Then we consider the termsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ah11ðuh; vhÞ
p
ruh;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jAh12ðuh; vhÞj
p
rvh;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jAh21ðuh; vhÞj
p
ruh;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ah22ðuh; vhÞ
p
rvh
in the approximate weak formulation; thanks to (2.2), these terms are all bounded in
L2ðQT Þ. Their weak L2 limits (along a subsequence) can be identi¯ed, via the weak
L1ðQT Þ convergence, with the termsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃA11ðu; vÞp ru; ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjA12ðu; vÞjp rv;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjA21ðu; vÞjp ru; ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃA22ðu; vÞp rv;
respectively; here we use the strong L2ðQT Þ compactness of ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃp
jAhijðuh; vhÞjÞh and the
weak L2ð0;T ;H 1ðÞÞ compactness of ðuhÞh, ðvhÞh. Using once again the strong L2
compactness of ðsignAhijðuh; vhÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃp
jAhijðuh; vhÞjÞh, we are in a position to pass to the
limit in the cross-di®usion terms of the weak formulation of (2.1). Finally, the a.e.
convergence of uh; vh to u; v and the L
rðQT Þ, r > 2, bound on uh; vh permit us to pass
to the strong limit in the reaction terms F hðuh; vhÞ andGhðuh; vhÞ. Thus we infer that
u :¼ ðu; vÞ is a non-negative weak solution of (1.1), (1.2).
Remark 2.1. In the case of space dimension l ¼ 3, the growth assumption (1.7) can
be relaxed in some particular cases. For instance, if the lower bound jjAðu; vÞjj 
1
C ður þ vrÞ holds with r ¼ 10=3, we can use estimates (2.2) to get L2ðQT Þ bounds of
rur=2þ1, rvr=2þ1. Using the optimal Sobolev embedding H 1ðÞ  L2 ðÞ, we infer a
uniform L2ð0;T ;Lðr=2þ1Þ2  ðÞÞ bound on uh, vh. Then the interpolation with L1ð0;
T ;L2ðÞÞ allows one to take a higher value of r in (1.7).
Bootstrapping this argument, eventually we can allow for jjAðu; vÞjj with poly-
nomial growth of order r < 4 at in¯nity, as in the case of dimension l ¼ 2.
3. Finite Volume Approximation
We assume that   R l, l ¼ 2 (resp., l ¼ 3) is an open bounded polygonal (resp.,
polyhedral) connected domain with boundary @. Following Ref. 19, we consider a
family Th of admissible meshes of the domain  consisting of disjoint open and convex
polygons (resp., polyhedra) called control volumes. The parameter h has the sense of
an upper bound for the maximum diameter of the control volumes in Th. Whenever Th
is ¯xed, we will drop the subscript h in the notation.
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A generic volume in T is denoted by K. Because we consider the zero-°ux
boundary condition, we do not need to distinguish between interior and exterior
control volumes; only inner interfaces between volumes are needed in order to
formulate the scheme.
For all K 2 T , we denote by jKj the l-dimensional Lebesgue measure of K. For
all K 2 T , we denote by NðKÞ the set of the neighbors of K (i.e. the set of control
volumes of T which have a common interface withK); a generic neighbor ofK is often
denoted byL. For allL 2 NðKÞ, we denote by K;L the interface betweenK andL; we
denote by K;L the unit normal vector to K;L outward to K. We have L;K ¼ K;L.
For an interface K;L, jK;Lj will denote its ðl 1Þ-dimensional measure.
By saying that T is admissible, we mean that there exists a family ðxKÞK2T such
that the straight line xKxL is orthogonal to the interface K;L. The point xK is referred
to as the center of K (notice that in general, xK need not belong to K). In the case
where T is a simplicial mesh of (a triangulation, in dimension l ¼ 2), one takes for xK
the center of the circumscribed ball ofK. We also require that K;L  ðxL  xKÞ > 0 (in
the case of simplicial meshes, this restriction amounts to the Delaunay condition, see
e.g. Ref. 19). The \diamond" constructed from the neighbor centers xK , xL and the
interface K;L is denoted by TK;L; e.g. in the case xK 2 K, xL 2 L, TK;L is the convex
hull of xK , xL and K;L (see Fig. 1). We have  ¼ [K2T ð[L2NðKÞTK;LÞ.
We denote by dK;L the distance between xK and xL. We require local regularity
restrictions on the family of meshes Th; namely,
9  > 0; 8h; 8K 2 Th; 8L 2 NðKÞ; diamðKÞ þ diamðLÞ  dK;L; ð3:1Þ
9  > 0; 8h; 8K 2 Th; 8L 2 NðKÞ jK;LjdK;L  jKj: ð3:2Þ
The ¯rst restriction is used in the proof of Lemma A.1 which ensures discrete L1
compactness. The second restriction is used in the proof of the discrete Sobolev
embeddings (Proposition B.1), and it can be bypassed (see Remark 5.1).
Fig. 1. Control volumes, centers and diamonds (in dashed lines).
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A discrete function on the mesh Th is a set ðwKÞK2Th . Whenever convenient, we
identify it with the piecewise constant functionwh on such thatwhjK ¼ wK . Finally,
the discrete gradient rhwh of a constant per control volume function wh is de¯ned as
the constant per diamond TK;L function, R
l-valued, with the values
ðrhwhÞjTK;L ¼ rK;Lwh :¼ l
wL  wK
dK;L
K;L: ð3:3Þ
3.1. Formulation of the scheme and the main result
To formulate the underlying scheme, we choose an admissible discretization of QT
consisting of an admissible mesh Th of  and of a time step sizeth > 0; bothth and
the size maxK2ThdiamðKÞ tend to zero as h! 0. We de¯ne Nh > 0 as the smallest
integer such that ðNh þ 1Þth  T , and set tn :¼ nth for n 2 f0; . . . ;Nhg. When-
ever th is ¯xed, we will drop the subscript h in the notation.
The terms F nþ1K ;G
nþ1
K will approximate the averages
1
jKj
Z
K
F ðuðx; tnÞ; vðx; tnÞÞdx; 1jKj
Z
K
Gðuðx; tnÞ; vðx; tnÞÞdx;
and are de¯ned by
F nþ1K ¼ F ðunþ1
þ
K ; v
nþ1þ
K Þ; Gnþ1K ¼ Gðunþ1
þ
K ; v
nþ1þ
K Þ: ð3:4Þ
In order to approximate the di®usive terms, we introduce the terms Anþ1ij;K . Herein, we
make the choice
Anþ1ij;K;L :¼ Aijðminfunþ1
þ
K ;u
nþ1þ
K g;minfvnþ1
þ
K ; v
nþ1þ
K gÞ: ð3:5Þ
Remark 3.1. Let us stress that the choice of the minimum in the discretization of
Anþ112;K;L, Anþ121;K;L is imposed in order to justify the non-negativity property (see
property (1.5) and the proof of Lemma 4.1 below). Then the choice of the diagonal
terms Anþ111;K;L, Anþ122;K;L is made in order to preserve, at the discrete level, the structure
of the cross-di®usion matrix A, namely the coercivity property (1.6). It should be
pointed out that the above scheme actually approximates the penalized system (2.1);
the non-negativity Lemma 4.1 is necessary in order to conclude that the scheme does
approximate (1.1).
In practice, if one takes e.g. the simple scheme with
Anþ112;K;L :¼
unþ1K þ unþ1L
2
; Anþ121;K;L :¼
vnþ1K þ vnþ1L
2
;
Anþ1ii;K;L :¼
unþ1K þ unþ1L þ vnþ1K þ vnþ1L
2
; i ¼ 1; 2;
then no negative values appear in the numerical studies that we have made.
The computation starts from the initial cell averages
u0K ¼
1
jKj
Z
K
u0ðxÞdx; v0K ¼
1
jKj
Z
K
v0ðxÞdx: ð3:6Þ
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To advance the numerical solution from tn to tnþ1 ¼ tn þt, we use the following
implicit ¯nite volume scheme: Determine ðunþ1K ÞK2Th , ðvnþ1K ÞK2Th such that
jKj u
nþ1
K  unK
t
D1
X
L2NðKÞ
jK;Lj
dK;L
ðunþ1L  unþ1K Þ

X
L2NðKÞ
jK;Lj
dK;L
½Anþ111;K;Lðunþ1L  unþ1K Þ þ Anþ112;K;Lðvnþ1L  vnþ1K Þ
¼ jKjF nþ1K ; ð3:7Þ
jKj v
nþ1
K  vnK
t
D2
X
L2NðKÞ
jK;Lj
dK;L
ðvnþ1L  vnþ1K Þ

X
L2NðKÞ
jK;Lj
dK;L
½Anþ121;K;Lðunþ1L  unþ1K Þ þ Anþ122;K;Lðvnþ1L  vnþ1K Þ
¼ jKjGnþ1K ; ð3:8Þ
for all K 2 Th and n 2 ½0;Nh. As usual, the homogeneous Neumann boundary
condition is taken into account implicitly. Indeed, the parts of @K that lie in @ do
not contribute to the
P
L2NðKÞ terms, which means that the °ux zero is imposed on
the external edges of the mesh.
The set of values ðunþ1K ; vnþ1K ÞK2T ;n2½0;Nh satisfying (3.6)(3.8) will be called a
discrete solution. Whenever convenient, we will assimilate a discrete solution of the
scheme at the time step n to the couple unþ1h ¼ ðunþ1h ; vnþ1h Þ of piecewise constant on
 functions given by
8K 2 Th; 8n 2 ½0;Nh; unþ1h jK ¼ unþ1K ; vnþ1h jK ¼ vnþ1K :
We will write uh for the discrete solution onQT , assimilated to the piecewise constant
function
X
K2Th;n2½0;Nh
unþ1K 1ðtn;tnþ1K ;
X
K2Th;n2½0;Nh
vnþ1K 1ðtn;tnþ1K
0
@
1
A:
As in practical computations, one does not let the discretization parameter go to zero
but ¯xes it to some small value, let us indicate the following mild restriction on the
time step:
t < sup
1
2a1
;
1
2a2
 
; ð3:9Þ
which will be used to prove the existence of solutions to the scheme.
Our main result is
Theorem 3.1. Assume that u0 2 ðL2ðÞÞþ and v0 2 ðL2ðÞÞþ. Assume that the
cross-di®usion matrix A ful¯lls (1.5)(1.7). Let uh be the discrete solution generated
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by the ¯nite volume scheme (3.6)(3.8) on a family of meshes satisfying (3.1), (3.2).
Then, as h! 0, uh converges (along a subsequence) a.e. on QT to a limit u ¼ ðu; vÞ
that is a weak solution u of (1.1), (1.2).
4. A priori Estimates and Existence
4.1. Non-negativity
We have the following lemma.
Lemma 4.1. Let ðunþ1K ; vnþ1K ÞK2T ;n2½0;Nh be a solution of the ¯nite volume scheme
(3.6)(3.8). Then, ðunþ1K ; vnþ1K ÞK2T ;n2½0;Nh is non-negative.
Proof. Let us prove, by induction, that for all n 2 ½0;Nh, minfunþ1K gK2Th  0. The
proof for the component v is completely analogous.
Recall that u0K  0 for allK. For n  0, we ¯xK such that unþ1K ¼ minfunþ1L gL2Th .
Multiplying Eq. (3.7) by tunþ1K , we deduce
jKjunþ1K ðunþ1K  unKÞ ¼ D1t
X
L2NðKÞ
jK;Lj
dK;L
ðunþ1L  unþ1K Þunþ1

K
t
X
L2NðKÞ
jK;Lj
dK;L
½Anþ111;K;Lðunþ1L  unþ1K Þ
þ Anþ112;K;Lðvnþ1L  vnþ1K Þunþ1

K
tjKjF nþ1K unþ1

K : ð4:1Þ
By the choice of K and the non-negativity of Anþ111;K;L, we have
t
X
L2NðKÞ
jK;Lj
dK;L
ðD1 þAnþ111;K;LÞðunþ1L  unþ1K Þunþ1

K  0:
In addition, due to assumption (1.5) and to the choice (3.5) of Anþ112;K;L, we have
t
X
L2NðKÞ
jK;Lj
dK;L
Anþ112;K;Lðvnþ1L  vnþ1K Þunþ1

K ¼ 0;
Similarly, by the de¯nition of F nþ1K we have
F nþ1K u
nþ1
K ¼ ða1  b1unþ1
þ
K  c1vnþ1
þ
K Þunþ1
þ
K u
nþ1
K ¼ 0: ð4:2Þ
Finally we use the identity unþ1K ¼ ðunþ1K Þþ  ðunþ1K Þ and the non-negativity of unK to
deduce from (4.1) and (4.2) that ðunþ1K Þ ¼ 0. By induction in n, we infer that
0  unþ1L for all n 2 ½0;Nh and L 2 Th:
Numerical Analysis of a Cross-Di®usion System 317
4.2. Discrete a priori estimates
Proposition 4.1. Let ðunþ1K ; vnþ1K ÞK2T ;n2½0;Nh, be a solution of the ¯nite volume
scheme (3.6)(3.8). Then there exist a constant C > 0, depending on , T , jju0jj2,
jjv0jj2, a1; a2, D1;D2 such that
max
½0;Nh
X
K2Th
jKjjunþ1K j2 þmax½0;Nh
X
K2Th
jKjjvnþ1K j2  C; ð4:3Þ
b1
XNh
n¼0
X
K2Th
jKjjunþ1K j3 þ c2
XNh
n¼0
X
K2Th
jKjjvnþ1K j3  C; ð4:4Þ
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
junþ1K  unþ1L j2
þ
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
jvnþ1K  vnþ1L j2  C ð4:5Þ
and
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
max
1i;j2
jAnþ111;K;Ljðjunþ1K  unþ1L j2 þ jvnþ1K  vnþ1L j2Þ  C:
ð4:6Þ
Proof. The estimates actually hold under the assumption (1.6) on A.
We multiply the ¯rst and second equations in (3.7) by tunþ1K and tv
nþ1
K ,
respectively, and add together the outcomes. Summing the resulting equation overK
and n yields
S1 þ S2 þ S3 þ S4 ¼ 0;
where
S1 ¼
XNh
n¼0
X
K2T
jKjððunþ1K  unKÞunþ1K þ ðvnþ1K  vnKÞvnþ1K Þ;
S2 ¼ 
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
ðD1ðunþ1L  unþ1K Þunþ1K
þD2ðvnþ1L  vnþ1K Þvnþ1K Þ;
S3 ¼ 
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
ð½Anþ111;K;Lðunþ1L  unþ1K Þ
þAnþ112;K;Lðvnþ1L  vnþ1K Þunþ1K þ ½Anþ121;K;Lðunþ1L  unþ1K Þ
þAnþ122;K;Lðvnþ1L  vnþ1K Þvnþ1K Þ;
S4 ¼ 
XNh
n¼0
t
X
K2T
jKjðF nþ1K unþ1K þGnþ1K vnþ1K Þ:
318 B. Andreianov, M. Bendahmane & R. Ruiz-Baier
From the inequality \aða bÞ  12ða2  b2Þ", we obtain
S1 ¼
XNh
n¼0
X
K2T
jKjððunþ1K  unKÞunþ1K þ ðvnþ1K  vnKÞvnþ1K Þ
 1
2
XNh
n¼0
X
K2T
jKjðjunþ1K j2  junK j2 þ jvnþ1K j2  jvnK j2Þ
¼ 1
2
X
K2T
jKjðjuNhþ1K j2  ju0K j2 þ jvNhþ1K j2  jv0K j2Þ:
Gathering by edges, we obtain
S2 ¼
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
D1
2
junþ1K  unþ1L j2 þ
D2
2
jvnþ1K  vnþ1L j2
 
:
Similarly, using the property (1.6) and the fact that Anþ1ij;L;K ¼ Anþ1ij;K;L, we infer
S3 ¼ 
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
ð½Anþ111;K;Lðunþ1L  unþ1K Þ
þAnþ112;K;Lðvnþ1L  vnþ1K Þunþ1K þ ½Anþ121;K;Lðunþ1L  unþ1K Þ
þAnþ122;K;Lðvnþ1L  vnþ1K Þvnþ1K Þ
 1
2C
XNh
n¼0
t
X
K2Th
X
L2NðKÞ
jK;Lj
dK;L
max
1i;j2
jAnþ1ij;K;Lj½junþ1L  unþ1K j2
þ jvnþ1L  vnþ1K j2:
Now we use the non-negativity of unþ1K and v
nþ1
K and the expressions (1.3) of F ;G to
deduce
S4  
XNh
n¼0
t
X
K2T
jKjða1junþ1K j2 þ a2jvnþ1K j2Þ
þ
XNh
n¼0
t
X
K2T
jKjðb1junþ1K j3 þ c2jvnþ1K j3Þ:
Collecting the previous inequalities we obtain
1
2
X
K2T
jKjðjuNhþ1K j2  ju0K j2 þ jvNhþ1K j2  jv0K j2Þ
þ
XNh
n¼0
t
X
K2T
jKjðb1junþ1K j3 þ c2jvnþ1K j3Þ
þ
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
D1
2
junþ1K  unþ1L j2 þ
D2
2
jvnþ1K  vnþ1L j2
 
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þ 1
2C
XNh
n¼0
t
X
K2Th
X
L2NðKÞ
jK;Lj
dK;L
max
1i;j2
jAnþ1ij;K;Lj
 ½junþ1L  unþ1K j2 þ jvnþ1L  vnþ1K j2

XNh
n¼0
t
X
K2Th
jKjða1junþ1K j2 þ a2jvnþ1K j2Þ: ð4:7Þ
In view of the discrete Gronwall inequality, (4.3) follows from (4.7). Consequently,
(4.7) entails the estimates (4.4)(4.6). This concludes the proof of Proposition 4.1.
4.3. Existence of a solution for the ¯nite volume scheme
The existence of a solution for the ¯nite volume scheme is given in the following
proposition.
Proposition 4.2. Let Th be an admissible discretization of QT and assume that
(3.9) holds. Then the discrete problem (3.6)(3.8) admits at least one solution
ðunþ1K ; vnþ1K ÞðK;nÞ2Th½0;Nh.
For a proof, which is by induction in the time step, the elliptic counterpart of the
coercivity estimates of the previous subsection is used. At this stage, we need an
upper bound on the time stept that permits to control the contribution of the terms
a1u, a2v on the right-hand side by the terms coming from the discrete time di®er-
encing of u and v, respectively. Condition (3.9) is su±cient to do this.
As soon as the estimates are achieved, a homotopy/topological degree argument
allows to deduce existence starting from the existence of a discrete solution for a
linear coercive system, see Ref. 19 for details. One can also deduce the existence by
applying the Brouwer ¯xed point theorem in the version of Ref. 34.a
5. Compactness Arguments
In this section, with the help of a discrete compactness tool inspired by Lemma 2.1 we
justify that the family uh of discrete solutions constructed in Proposition 4.2 is
relatively compact in L1ðQT Þ.
Denote by Ah the 2 2 matrix on QT with the entries Ahij given by
Ahij :¼
1
2
XNh
n¼0
X
K2Th
X
L2NðKÞ
Anþ1ij;K;L1ðtn;tnþ1TK;L :
aThe details of the proof are given in the preprint version of this paper, available from http://hal.archives-
ouvertes.fr/hal-00458737/en.
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We have the following convergence results along a subsequence:
Proposition 5.1. There exists a coupleu 2 ðLrðQT ÞÞ2 \ L2ð0;T ;H 1ðÞÞ2 (recall that
r is de¯ned in (1.7)) and a subsequence of uh ¼ ðuh; vhÞ, not labeled, such that, as h! 0,
ðiÞ uh ! u strongly in L1ðQT Þ and a:e: in QT ;
ðiiÞ rhuh ! ru weakly in ðL2ðQT ÞÞ2l;
ðiiiÞ Ahrhuh ! AðuÞru weakly in ðL1ðQT ÞÞ2l;
ðivÞ ðF ðuhÞ;GðuhÞÞ ! ðF ðuÞ;GðuÞÞ weakly in ðL1ðQT ÞÞ2:
The above convergence properties are the ones needed to conclude the conver-
gence proof; actually, strong LpðQT Þ convergences of uh and of the associated reac-
tion terms hold, for adequate values of p. On the contrary, the convergence of the
intra-species di®usion °uxes rhuh and of the cross-di®usion °uxes Ahrhuh cannot
be upgraded to a strong convergence. One possibility to ensure strong convergence of
discrete gradients is to replace the schemes used in this paper by schemes with more
careful construction of the discrete gradients (essentially, one needs that the discrete
gradients be consistent with a±ne functions). Another possibility is to perform an a
posteriori reconstruction of the gradients, e.g. as in Ref. 20.
Proof. We ¯rst apply Lemma A.1 (see Appendix A), using the estimates shown in
Proposition 4.1.
The discrete solution ðunþ1h Þn2½0;Nh being given, we may consider that the evol-
ution of the ¯rst component ðunþ1h Þn2½0;Nh of the solution is governed by the system of
discrete equations
unþ1K  unK
t
¼ 1jKj
X
L2NðKÞ
jK;LjF nþ1K;L  K;L þ f nþ1K ð5:1Þ
obtained from (3.7); here we have assigned
f nþ1K :¼ F ðunþ1K ; vnþ1K Þ ¼ unþ1K ða1  b1unþ1K  c1vnþ1K Þ;
F nþ1K;L :¼ D1
unþ1L  unþ1K
dK;L
K;L þAnþ111;K;L
unþ1L  unþ1K
dK;L
K;L
þAnþ112;K;L
vnþ1L  vnþ1K
dK;L
K;L
	 1
l
½D1rK;Lunþ1h þAnþ111;K;LrK;Lunþ1h þAnþ112;K;LrK;Lunþ1h :
Equations (5.1) have the form (A.5) required in Lemma A.1.
It remains to check that the local L1 bounds (A.6) and (A.7) are veri¯ed. We
actually have the global L1ðQT Þ uniform estimates on the families
uh :¼
XNh
n¼0
unþ1h 1ðtn;tnþ1; F h :¼
1
2
XNh
n¼0
X
K2Th
X
L2NðKÞ
F nþ1K;L1ðtn;tnþ1TK;L
f h :¼
XNh
n¼0
f nþ1h 1ðtn;tnþ1; rhuh :¼
1
2
XNh
n¼0
X
K2Th
X
L2NðKÞ
rK;Lunþ1h 1ðtn;tnþ1TK;L :
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Indeed, the quadratic growth of F ;G and the L2ðQT Þ estimate on the discrete sol-
utions, trivially derived from (4.3), ensures the L1ðQT Þ bound on ðf hÞh. Combined
with the CauchySchwarz inequality, the same bound yields the L1ðQT Þ estimate
of ðuhÞh.
As in the proof of Theorem 2.1, we now use the growth assumption (1.7) (here we
can take advantage of the choice of the min in formulas (3.5) for Anþ1ij;K;L). Using the
critical discrete Sobolev embedding (see Proposition B.1 in Appendix B) and the
interpolation between Lptð0;T ;LpxðÞÞ spaces, from the L1ð0;T ;L2ðÞÞ estimate
(4.3) and the discrete L2ð0;T ;H 1ðÞÞ estimate (4.5) we get a uniform LrðQT Þ bound
on uh and a uniform L1ðQT Þ bound on the terms Ahij.
Finally, the estimate (4.6) is exactly the L2ðQT Þ estimate of the productﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jAhj
p
rhuh (in this abusive notation, we mean that the square root of Ah is taken
componentwise). The two latter bounds permit one to control Ahuh in L1ðQT Þ.
Now, because F h is precisely the ¯rst component of the vector 1l ½D1rhuhþ
Ahrhuh, andD1rhuh isL2ðQT Þ bounded by estimate (4.5), by the CauchySchwarz
inequality we infer a uniform L1ðQT Þ estimate of F h and also the one of rhuh. Thus
(A.6) and (A.7) are veri¯ed; the uniformL1ðÞ bound on the initial data u0h is also clear
from (3.6), and Lemma A.1 can be applied to derive the L1ðQT Þ compactness of ðuhÞh.
The arguments for the second component of uh, denoted by v
h, is entirely
similar. Thus we can de¯ne the limit u ¼ ðu; vÞ of (a subsequence of) uh and obtain the
claim (i).
Further, the claim (ii) is deduced from the estimate (4.5). Indeed, one uses (4.5) to
bound rhuh in L2ðQT Þ. Upon extraction of a further subsequence, we have e.g.
uh ! u in L2ðQT Þ and rhuh !  in ðL2ðQT Þ l, where  has yet to be identi¯ed. For
this purpose, one takes a smooth compactly supported vector-function  on QT and
proves, using the de¯nition (3.3) together with the discrete summation-by-parts and
the consistency of the ¯nite volume approximation of div, thatZ T
0
Z

ru   ¼ 
Z T
0
Z

u div:
This shows that u 2 L2ð0;T ;H 1ðÞÞ and that  identi¯es with ru (cf. Ref. 21; our
discrete gradient is less elaborate than the one of Ref. 21, but the idea of the proof is
the same). The proof for rhvh is identical.
Finally, the claims (iii), (iv) follow because the uniform L2ðQT Þ estimates of uh
and of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃp
jAhijj (see the arguments above) can be upgraded to adequate LpðQT Þ
estimates with p > 2. Using in addition the quadratic growth of F and the a.e.
convergence of uh to u, by the Vitali theorem we get (iv). Similarly, we get the strong
L2ðQT Þ convergence of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃp
jAhijj to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjAijðuÞjp . Then, as in the proof of Theorem 2.1, we
pass to the limit ¯rst in
ﬃﬃﬃﬃﬃﬃﬃﬃﬃp
jAhijjrhuh and then in Ahrhuh; hence we get (iii).
Remark 5.1. In the above compactness proof, one can bypass the use of the discrete
Sobolev embeddings of Appendix B, if one uses the L3ðQT Þ estimate (4.4) (which is
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valid under the assumption b1; c2 > 0), and if the restriction r < 3 is taken in (1.7). In
this way, restriction (3.2) on the family of meshes can be dropped.
6. Convergence Analysis
Our ¯nal goal is to prove that the limit function u ¼ ðu; vÞ constructed in Proposition 5.1
constitute a weak solution of system (1.1). Let us pass to the limit in (3.7) to get the
¯rst equality in De¯nition 2.1; the arguments for the passage to the limit in (3.8) are
entirely similar.
Let ’ 2 Dð½0;T Þ  Þ. Set ’nK :¼ ’ðtn;xKÞ for all K 2 Th and n 2 ½0;Nh þ 1.
Multiply the discrete equation (3.7) byt’nþ1K and sum up inK 2 Th and n 2 ½0;Nh.
This yields
Sh1 þ Sh2 þ S h3 ¼ S h4 ;
where
S h1 ¼
XNh
n¼0
X
K2Th
jKjðunþ1K  unKÞ’nþ1K ;
S h2 ¼ 
XNh
n¼0
t
X
K2Th
X
L2NðKÞ
jK;Lj
dK;L
D1ðunþ1L  unþ1K Þ’nþ1K ;
S h3 ¼ 
XNh
n¼0
t
X
K2T
X
L2NðKÞ
jK;Lj
dK;L
½Anþ111;K;Lðunþ1L  unþ1K Þ
þ Anþ112;K;Lðvnþ1L  vnþ1K Þ’nþ1K ;
S h4 ¼
XNh
n¼0
t
X
K2T
jKjF nþ1K ’nþ1K :
Making summation by parts in time and keeping in mind that ’Nhþ1K ¼ 0 for
all K 2 Th, by classical arguments (cf. Ref. 19) we get from Proposition 5.1(i) the
convergence
lim
h!0
S h1 ¼ 
Z T
0
Z

u@t’
Z

u0’ð0; Þ;
along a subsequence. Indeed, the adaptation of the convergence argument of Ref. 19
starting from the L1 compactness of ðuhÞh, instead of the L2 compactness, is
straightforward.
Further, again along a subsequence, we have
lim
h!0
S h2 ¼ D1
ZZ
QT
ru  r’;
lim
h!0
S h3 ¼
ZZ
QT
ðA11ðu; vÞruþA12ðu; vÞrvÞ  r’:
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Our proof is slightly di®erent from the classical one (cf. Ref. 19), adapted to the
de¯nition (3.3) of the discrete gradient and to the associated weak convergence
statements of Proposition 5.1(ii) and (iii). Let us put forward the arguments for the
term Sh2 . Gathering by edges and using the de¯nition (3.3) of rh, we have
S h2 ¼
D1
2
XNh
n¼0
t
X
K2Th
X
L2NðKÞ
1
l
jK;LjdK;Ll
unþ1L  unþ1K
dK;L
’nþ1L  ’nþ1K
dK;L
¼ D1
2
XNh
n¼0
t
X
K2Th
X
L2NðKÞ
jTK;LjðrK;Lunþ1h  K;LÞðr’ðtnþ1;xK;LÞ  K;LÞ;
where xK;L is some point on the segment with the endpoints xK ;xL. Moreover,
because the values of rK;L are directed by K;L, we actually have
ðrK;Lunþ1h  K;LÞðr’ðtnþ1;xK;LÞ  K;LÞ 	 rK;Lunþ1h  r’ðtnþ1;xK;LÞ:
Since each term corresponding to TK;L appears twice in the above formula,
Sh2 ¼ D1
Z T
0
Z

rhuh  ðr’Þh;
where
ðr’Þhjðtn;tnþ1TK;L :¼ r’ðtnþ1;xK;LÞ:
Observe that from the continuity ofr’ we get ðr’Þh ! r’ in L1ðQT Þ. Hence using
the weak L1 convergence of rhuh to ru, we pass to the limit in S h2 , as h! 0. The
proof of the convergence claim for S h3 is entirely similar, using Proposition 5.1(iii) in
the place of Proposition 5.1(ii).
Finally, using Proposition 5.1(iv), we readily deduce that S h4 converges toRR
QT
F ðu; vÞ’ as h! 0. Gathering the obtained results, we justify the ¯rst equality in
De¯nition 2.1 and end the proof of Theorem 3.1.
7. Numerical Examples
Numerical results presented hereafter refer to systems (1.1)(1.2) and (1.4). In all
cases the computations correspond to simple square domains, and numerical simu-
lations are carried out using uniform meshes of N ¼ 65;536 control volumes.
Due to the lack of exact solutions for the forthcoming examples, we compute
errors in di®erent norms using a numerical solution on an extremely ¯ne mesh as
reference. To measure errors between such a reference solution zref and an approxi-
mate solution zh, at time t
n, we will use normalized Lp-errors:
enp ¼
jjznref  znhjjp
jjznref jjp
p ¼ 1; 2;1;
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where
jjznref  znhjj1 ¼ max
K2Th
jznref;K  znhKj;
jjznref  znhjjp ¼
1
jKj
X
K2Th
jznref;K  znh;K jp
 !
1=p
; p ¼ 1; 2:
Here znref;K stands for the projection of the reference solution onto the control volume
K. For the computation of convergence rates for the scalar ¯eld z, we herein use
rðzÞ ¼ logðeðzÞ=e
ðzÞÞ
logðh=hÞ ;
where eðzÞ and eðzÞ denote the respective errors computed for two consecutive
meshes of sizes h and h. For solving the corresponding nonlinear system arising from
the implicit ¯nite volume scheme, we have used the Newton method, where at each
time step, only a few iterations are required to achieve convergence. In addition, the
linear systems involved in Newton's method are solved by the GMRES method.
7.1. Example 1: Squirrel war without cross-di®usion
The ¯rst numerical test corresponds to the LotkaVolterra system with di®usion (1.4)
endowedwith zero-°ux boundary conditions. The spatial domain is  ¼ ½1; 12 and to
perform the numerical simulations we adopt a set of parameters used in Ref. 42: D1¼
1 km2=yr; D2 ¼ 18 km2=yr; a1 ¼ 0:61=yr; a2 ¼ 0:82=yr; b1¼ 0:4575; b2 ¼ 0:31; c1¼
9:5; c2 ¼ 8:2. The carrying capacities for both species are a1=b1 ¼ 0:75=ha and
a2=b2 ¼ 10=ha, respectively. The initial distribution corresponds to the u-species at
their constant carrying capacity u0ðxÞ ¼ 0:75=ha, and the v-species concentrated in
small pockets at two spatial points. The system is evolved and a snapshot of the cor-
responding numerical solution at time t ¼ 20 is shown in Fig. 2. It is observed that grey
Fig. 2. LotkaVolterra model: Spread of a population at time t ¼ 20 for species u; v (Example 1).
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squirrels had spread outward and red squirrels started to recede. A numerical rate of
convergence slightly under h2 for di®erent norms, is seen from Table 1 and Fig. 3(a).
7.2. Example 2: Squirrel war with cross-di®usion
As a second numerical example, consider model (1.1), (1.2), where we have chosen the
same coe±cients of intra- and inter-speci¯c competition as in Example 1. From
Fig. 4, it can be seen that the system behaves in a qualitatively similar fashion as in
Example 1. Notice, however, from the snapshot of the u-species, that the resident
species start to compete with the invading species, speci¯cally near the gradient of
density. A comparison of the species' behavior in both Examples 1 and 2 can be
analyzed from Fig. 5, where we display pro¯les of the numerical solutions at time
t ¼ 20 in a 1D slice of the domain, namely the level y ¼ 0. The asynchrony of both
species is clear from these plots. The concentration of resident species (a) in two small
regions driven by cross-di®usion suggest the creation of spatial niches that allows the
survival of residents that would otherwise be completely depleted.
The corresponding convergence history for Example 2 is given in Table 2 and
Fig. 3(b). It is clearly seen that the method provides an experimental rate of con-
vergence between h3=2 and h2.
Table 1. Number of control volumes N , meshsize h, approximate errors in di®erent norms for u
and observed convergence rates r at simulated time t ¼ 20 (Example 1).
N h L1-error r1ðuÞ L2-error r2ðuÞ L1-error r1ðuÞ
1024 3:90 103 1:24 103  2:60 103  1:10 102 
4096 9:77 104 9:65 105 1.8642 1:94 104 1.9874 8:43 104 1.8741
16,384 2:44 104 7:11 106 1.9106 1:45 105 1.9022 6:35 105 1.8963
65,536 6:10 105 4:99 107 1.8947 1:20 106 1.8659 4:67 106 1.9137
103 104 105
10-10
10-8
10-6
10-4
10-2
(a)
103 104 105
10-10
10-8
10-6
10-4
10-2
(b)
Fig. 3. Meshsize h and errors for u in (a) di®erent norms vs. the number of control volumes N , where the
simulated time is t ¼ 20 (Example 1); and (b) L1-norm vs. the number of control volumes N for di®erent
simulated times (Example 2).
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7.3. Example 3: Cross-di®usion and pattern formation
For the last example, all parameters are set as in Example 2, except for a2 ¼ 0:52=yr
and the initial distribution for the species, which is now chosen to be a normally
distributed random perturbation around the equilibrium state ðu; vÞ ¼ ð0:0769;
0:0605Þ on the entire domain, with a variance lower than the amplitude of the ¯nal
patterns. The approach of perturbing an equilibrium point and studying the
Fig. 4. Model with cross-di®usion: Spread of a population at time t ¼ 20 for species u; v (Example 2).
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Fig. 5. Pro¯les at time t ¼ 20 and y ¼ 0 for species u; v. The two cases correspond to the model without
(a) and with (b) cross-di®usion (Examples 1 and 2).
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formation of nonuniform spatial patterns is by now standard (see e.g. Ref. 33). The
choice for the parameters is such that the su±cient conditions for the development of
instabilities (see Sec. 8) are satis¯ed. Figure 9 displays the Turing spaces for the
parameter pairs a1; a2; b1; b2 and c1; c2. Inside the marked regions, obtained according
to conditions (i) and (ii) from Sec. 8, the system is expected to exhibit unstable
spatial patterns.
From Fig. 6 it is clearly seen that the system evolves from noise to spatial patterns
qualitatively similar as those produced in the previous examples (smooth interfaces
between both species). We also provide a pro¯le view of the same simulation in Fig. 7.
It consists of a cut of the numerical solution at the level y ¼ 0 (this is, a 1D slide of the
Table 2. Number of control volumes N , meshsize h, approximate L1-errors for u and observed conver-
gence rates r at di®erent simulated times (Example 2).
N h L1-error r1ðuÞ L1-error r1ðuÞ L1-error r1ðuÞ
Time t ¼ 20 t ¼ 10 t ¼ 1
1024 3:90 103 4:91 103  3:22 103  8:33 104 
4096 9:77 104 3:98 104 1.8162 2:65 104 1.8122 6:84 105 1.8065
16,384 2:44 104 3:29 105 1.8029 2:16 105 1.8077 5:67 106 1.7954
65,536 6:10 105 2:76 106 1.7841 1:74 106 1.8239 4:63 107 1.8125
Fig. 6. Model with cross-di®usion: Spread of a population at times t ¼ 1, t ¼ 5, and t ¼ 10 for species u
(top) and v (bottom) starting from random initial data (Example 3). The ¯gure for vðx; 10Þ has been
rotated only for visualization purposes.
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computational domain). It can be observed that even when the solution seems to fall
in the constant equilibrium state (at t ¼ 0:1), instabilities driven by cross-di®usion
lead the solution to a stationary nonuniform spatial pattern.
8. On the Formation of Spatial Patterns
The formation of spatial patterns through cross-di®usion in the long run has been
addressed numerically in Sec. 7.3. We have shown that there exist nonuniform
equilibrium solutions which exhibit spatial segregating patterns. The obtained state
of coexistence is known to take place due to cross-di®usion. Here we present a brief
study of the cross-di®usion driven instability of (1.1), (1.2). To this end, ¯rst note
that the nontrivial constant equilibrium point of (1.1), (1.2), i.e. the pair ðu; vÞ such
that uða1  b1u  c1vÞ ¼ 0 and vða2  b2u  c2vÞ ¼ 0, is given by (see Fig. 8)
u ¼ a2c1  a1c2
b2c1  b1c2
; v ¼ a2b1  a1b2
b1c2  b2c1
: ð8:1Þ
This solution in (8.1) is positive (which means that there exists a coexistence
state) if
b1
b2
>
a1
a2
>
c1
c2
or
b1
b2
<
a1
a2
<
c1
c2
:
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Fig. 7. Model with cross-di®usion: Pro¯le view at y ¼ 0 of the spread of a population at times t ¼ 0,
t ¼ 0:1, t ¼ 1, t ¼ 5, t ¼ 10 and t ¼ 20 for species u and v (Example 3).
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The state ðu; vÞ is also an equilibrium point for the following kinetic formulation
associated to (1.1), (1.2):
@tu ¼ uða1  b1u c1vÞ;
@tv ¼ vða2  b2u c2vÞ; ðx; tÞ 2 QT
ð8:2Þ
and ðu; vÞ is linearly stable with respect to this system if
trðJÞ < 0 and detðJÞ > 0; ð8:3Þ
where
J ¼ @uðuða1  b1u c1vÞÞ @vðuða1  b1u c1vÞÞ
@uðvða2  b2u c2vÞÞ @vðvða2  b2u c2vÞÞ
 
:
This yields to the condition
b1
b2
>
a1
a2
>
c1
c2
:
Obviously, there exist other equilibrium points, namely the trivial solution ð0; 0Þ and
the semi-trivial solutions ða1b1 ; 0Þ and ð0;
a2
c2
Þ, but these points are unstable with respect
to the ODE (8.2).
For the instability of ðu; vÞ with respect to (1.1), (1.2), Tian et al.44 recently
obtained the following result:
Lemma 8.1. Suppose that ðu; vÞ is a constant equilibrium of (8.2) satisfying (8.3),
trðDÞ > 0, detðDÞ > 0, and 0 < k1  m;n  k2. Then ðu; vÞ is an unstable
equilibrium solution with respect to (1.1), (1.2). Here
D ¼
@u u vþ
1
2
uþ 1
  
@v u vþ
1
2
uþ 1
  
@u v uþ
1
2
vþ 1
  
@v v uþ
1
2
vþ 1
  
2
66664
3
77775;
0.035 0.045 0.055 0.065
0
0.1
0.2
0.3
0.4
0.5
Fig. 8. Phase portrait for the ODE system (8.2). The system nullclines (in dashed lines) are the lines
u ¼ 0, v ¼ 0 (not shown), v ¼ a1=c1  b1=c1u, v ¼ a2=c2  b2=c2u. Three computed trajectories are dis-
played starting from the states A ¼ ð0:45; 0:06Þ, B ¼ ð0:3; 0:035Þ and C ¼ ð0:15; 0:047Þ. After 500 time
steps all of them reach the equilibrium point ðu; vÞ ¼ ð0:0769; 0:0605Þ. The used parameters are
a1 ¼ 0:61=yr; a2 ¼ 0:52=yr; b1 ¼ 0:4575; b2 ¼ 0:31; c1 ¼ 9:5; c2 ¼ 8:2.
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m;n ¼ 	 24 ðmþ nÞ2, m;n ¼ 1; 2; 3; . . . are the eigenvalues of the Neumann problem
w ¼ m;nw, @nw ¼ 0 on the square domain  ¼ ½1; 12, and
k1 ¼
detðJÞ þ detðDÞ  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðdetðJÞ  detðDÞÞ2  4 detðDÞ detðJÞp
2 detðDÞ ;
k2 ¼
detðJÞ þ detðDÞ þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðdetðJÞ  detðDÞÞ2  4 detðDÞ detðJÞp
2 detðDÞ :
A further analysis, following Refs. 3, 38, 44, allows us to conclude that the ful¯ll-
ment of the following conditions is su±cient for the positive equilibrium point ðu; vÞ
being linearly unstable with respect to the particular case of system (1.1), (1.2):
(i)
b1
b2
>
a1
a2
>
c1
c2
.
(ii) max
c1
b1
;
b2
c2
 
> max
u
v
;
v
u
 
.
Figure 9 sketches the parameter spaces where these conditions hold. The speci¯ed
curves separate the regions where unstable solutions to (1.1), (1.2) arise. In Fig. 9(a)
the following parameters are ¯xed: b1 ¼ 0:4575; b2 ¼ 0:31; c1 ¼ 9:5; c2 ¼ 8:2, while
in Figs. 9(b) and 9(c), the ¯xed parameters are a1 ¼ 0:61=yr; a2 ¼ 0:52=yr; c1 ¼
9:5; c2 ¼ 8:2 and a1 ¼ 0:61=yr; a2 ¼ 0:52=yr; b1 ¼ 0:4575; b2 ¼ 0:31, respectively.
Appendix A. A Discrete L1 Compactness Lemma
The spacetime compactness lemma stated and proved in this Appendix is a result
that can be used in many situations, yet in most cases simpler techniques apply. For
the case of non-degenerate parabolic equations, the L2 techniques of Ref. 19 have
been successfully used for many schemes and applications. These techniques gener-
alize to the degenerate parabolicelliptic and parabolichyperbolic problems, see
Refs. 22, 23 and 4, respectively. The argument of Ref. 4 is L1-based, and it works in
the case of a non-Lipschitz degeneracy. The below lemma is also L1-based; we state it
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Fig. 9. Sketched instability regions for the SKTmodel. The parameter spaces are determinate by ¯xing the
remaining parameters and varying only one parameter pair: (a) a1; a2, (b) b1; b2, and (c) c1; c2 (Example 3).
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for the non-degenerate parabolic case, the adaptation to the parabolicelliptic
degeneracy of the kind considered in Refs. 22 and 5 being straightforward. Notice
that the arguments of the lemma cannot apply to the parabolichyperbolic problems,
as the ones considered in Refs. 23 and 4.
In order to state the lemma so that it applies to a large class of ¯nite volume
schemes, let us recall and somewhat enrich the notation. Indeed, the result of the
lemma is valid for a wide class of ¯nite volume discretizations of evolution equations
(see Remark A.1 below), and the proof appears simpler when the general structure of
the discrete equations is exhibited.
As in Sec. 3, ðThÞh is a family of admissible meshes of   R l, l  1, and ðthÞh are
the associated time steps; both th and the size of the mesh Th tend to zero as h! 0.
We retain the notation K, xK for the volumes and their centers, and the notation
K;L for the interface associated with a volume K and its neighbor L 2 NðKÞ. Let us
mark as \boundary volumes" the volumes located adjacent to the boundary @.b
As previously, dK;L denotes the distance between the centers of neighbor volumes
and K;L, the unit normal vector to K;L that points from K towards L. In addition,
we introduce the notation FK;L for an arbitrary R l vector associated with the
interface K;L; we only require that FK;L ¼ FL;K . Therefore we denote by Eh the set
of all interfaces K;L ¼ L;K between neighbor volumes, and index the entries FK;L
by the interfaces K;L 2 Eh.
Further, a diamond TK;L is constructed upon the interface K;L, having xK , xL for
vertices (see Fig. 1). Both volumesK and diamonds TK;L ¼ TL;K form partitions of 
(up to a set of measure zero). Therefore we assimilate a discrete function ðwKÞK2Th on
 to the piecewise constant function wh :¼
P
K2Th wK1K ; a discrete function wh is
said to be null on @, if the entry wK is zero for all boundary volume K. Similarly, a
discrete ¯eld ðFK;LÞK;L2Eh is assimilated to the piecewise constant vector function
F h :¼
X
K;L2Eh
FK;L1TK;L :
The l-dimensional (respectively, the ðl 1Þ-dimensional) measures of K, TK;L
(respectively, K;L) are denoted by jKj, jTK;Lj (respectively, by jK;Lj). For  0  ,
the localized L1 norms of wh, F h are de¯ned as
jjwhjjL 1ð 0Þ :¼
X
K2Th:K\ 0 6¼;
jKjjwK j;
jjF hjjL 1ð 0Þ :¼
X
K;L2Eh:K;L\ 0 6¼;
jTK;LjjFK;Lj:
In particular, the above norms are used for discrete gradients; indeed, for a given discrete
function wh, its discrete gradient is a certain discrete ¯eld F h ¼ rhwh. In the case of
bThis convention is only used to state (A.4). While discretizing boundary conditions for the underlying
PDE, one can make di®erent choices, that are also re°ected in the de¯nition of the discrete gradient and
divergence operators in volumes adjacent to the boundary. Yet, the compactness result of Lemma A.1
being local, it does not depend on the way the boundary conditions are taken into account.
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classical two-point schemes on orthogonal meshes (cf. Ref. 19) that we consider in this
paper, rhwh is de¯ned by (3.3), that is,
rK;Lwh :¼ l
wL  wK
dK;L
K;L:
Remark that the local proportionality constraint (3.1) on the family of meshes ðThÞh
entails the following property of stability for the discrete gradient rh of functions in
W 1;1ðÞ discretized on the mesh Th:
whenever wh ¼ ðwKÞK2Th with wK ¼
1
jKj
Z
K
w for some w 2 W 1;1ðÞ;
one has max
K;L2Eh
jrK;Lwhj  Cjjrwjj1:
8><
>: ðA:1Þ
Finally, let us notice that for all discrete functions wh on ,
jwK  wLj
dK;L
 CjrK;Lwhj: ðA:2Þ
Here and in the sequel, C denotes a generic constant independent of the discretization
parameter h and of the discrete functions and ¯elds considered.
Further, for a given discrete ¯eld F h, its discrete divergence is de¯ned as the
discrete function wh ¼ divhF h with the entries
divK F h :¼
1
jKj
X
L2NðKÞ
jK;LjFK;L  K;L:
A key point of the mathematical analysis of the two-point ¯nite volume schemes on
admissible meshes is the following kind of discrete duality property:
for all discrete function wh on  which is null on @;
for all discrete field F h on ;X
K2Th
jKjwKðdivK F hÞ ¼ 1l
X
K;L2Eh
jK;LjFK;L  rK;Lwh:
8>><
>>:
ðA:3Þ
Formula (A.3) stems from the de¯nitions of the discrete operators rh, divh and
expresses, in a condensed way, the summation-by-parts procedure. For the purpose of
proving Lemma A.1 below, the only important consequence of the discrete duality
(A.3) is the following localized estimate:
for all discrete function wh on  which is null on @;
for all discrete field F h on ;X
K
jKjwKðdivK F hÞ

  C maxK;L2Eh jrK;Lwhj  jjF hjjL1ð 0Þ;
8>><
>>>:
ðA:4Þ
where  0 is the support of wh.
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Lemma A.1. Let  be an open domain in R l, T > 0, QT ¼ ð0;T Þ  . Let ðT hÞh be
an admissible family of meshes of  satisfying the restriction (3.1); let ðthÞh be the
associated time steps.
For all h > 0, assume that discrete functions ðunþ1h Þn2½0;Nh, ðf nþ1h Þn2½0;Nh and
discrete ¯elds ðF nþ1h Þn2½0;Nh satisfy the discrete evolution equations
for n 2 ½0;Nh;
unþ1h  unh
t
¼ divh½F nþ1h  þ f nþ1h ðA:5Þ
with a family ðu0hÞh of initial data. Assume that for all  0  , there exists a con-
stant Mð 0Þ such that
XNh
n¼0
tjjunþ1h jjL1ð 0Þ þ
XNh
n¼0
tjjf nþ1h jjL1ð 0Þ þ
XNh
n¼0
tjjF nþ1h jjL1ð 0Þ Mð 0Þ; ðA:6Þ
and, moreover,
XNh
n¼0
tjjrhunþ1h jjL1ð 0Þ Mð 0Þ: ðA:7Þ
Assume that the family ðuh0Þh is bounded in L1locðÞ. Then there exists a measurable
function u on QT such that, along a subsequence,
XNh
n¼0
X
K2Th
unþ1K 1ðtn;tnþ1K ! u in L1locð½0;T   Þ as h! 0:
Remark A.1. (i) The assumption on ðuh0Þh can be bypassed easily, but it is not
restrictive in practice.
(ii) The proof of the lemma does not use the speci¯c structure of the space mesh and
of the discrete gradient and divergence operators, but only the three properties
(A.1), (A.2) and (A.4) that are shared by many known schemes. Therefore
the lemma is not restricted to the ¯nite volume schemes on admissible (i.e.
orthogonal) meshes with the two-point gradient reconstruction, as considered in
this paper. For instance, for the \complementary volumes" schemes such as
those of A¯f and Amaziane1 and Handlovicova, Mikula and Sgallari,29 the
lemma can be stated in exactly the same way.
(iii) As it is stated, the lemma is a local result and does not depend on the boundary
conditions for the scheme. Clearly, the compactness of the family of discrete
solutions in the sense of the a.e. convergence follows by the diagonal extraction
argument. Moreover, if a uniform up-to-the-boundary Lp bound on the discrete
solutions is given, the strong LqðQT Þ convergence (along a subsequence) follows
by the Vitali theorem, for all q < p.
Proof. The proof of Lemma A.1 is divided into four steps, the heart of it being
Step 3.
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We will denote by uhðt;xÞ the discrete solutionPNhn¼0 unþ1h ðxÞ1ðtn;tnþ1ðtÞ; similarly,
we introduce the functions f h and F h in L1locðQT Þ.
Step 1. Assumption (A.2) and the uniform estimate (A.7) of the discrete gradient
imply the uniform local estimate of the space translates of uh:
sup
jdxj
Z T
0
Z
 0
juhðt;xþ dxÞ  uhðt;xÞjdxdt  CMð 0Þ ðA:8Þ
of space translates of uh. Here  0 :¼ fx 2  j distðx; 0Þ < jjg, and is assumed to
be smaller than the distance between @ and  0.
The technique of the proof of (A.8) is standard, following Eymard, Gallouët and
Herbin19; we give it here for the sake of completeness. Notice that we only need L1loc
translations, so that no geometric restriction on the mesh is needed (cf. the argument
in Appendix of Ref. 21, recalled in Appendix B of the present paper).
Denote by Vð 0;Þ the set of all interfaces K;L of the mesh T such that
K;L \  0 6¼ ;. For x 2  0, set  K;LðxÞ ¼ 1, in case the segment ½x;xþ dx crosses
K;L, and  K;LðxÞ ¼ 0 otherwise. Clearly,  K;L 	 0 if x 62  0. Also note thatR
 0
 K;LðxÞdx  jK;Lj. We haveZ T
0
Z
 0
juhðt;xÞ  uhðt;xþ dxÞjdxdt

XNh
n¼0
X
K;L2Eh
thjunþ1K  unþ1L j
Z
 0

 K;LðxÞdx
 
XNh
n¼0
X
K;L2Vð 0;Þ
thjK;Ljjunþ1K  unþ1L j
 C
XNh
n¼0
X
K;L2Vð 0;Þ
thjK;LjdK;LjrK;Luhj;
where we have used (A.2) at the last step. The right-hand side of the above inequality
is exactly
C l
XNh
n¼0
jjrhuh;njjL 1ð 0

Þ;
and we conclude using (A.7).
Step 2.We replace the study of discrete functions uh (constant per cylinder QnK) by
the study of functions uh piecewise continuous in t for all x, constant in x for all
volume K, de¯ned as
uhðt;xÞ ¼
XNh
n¼0
X
K2Th
1
th
ððt nthÞunþ1K þ ððnþ 1Þth  tÞunKÞ1QnK ðt;xÞ:
We also extend uh by the constant in time value uh;Nhþ1 on ½tðNh þ 1Þ;þ1Þ; as
to F h and f h, they are extended by zero values for t > tðNh þ 1Þ. The above
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de¯nitions permit us to rewrite Eq. (A.5) under the form
@
@t
uh ¼ divhF h þ f h; ðA:9Þ
where the equation is satis¯ed in W 1;1ðRþÞ in time, for a.e. x 2 .
In addition, we haveZ þ1
0
Z
 0
juhðt;xþ dxÞ  uhðt;xÞjdxdt
 2
Z T
0
Z
 0
juhðt;xþ dxÞ  uhðt;xÞjdxdtþ 2th
Z
 0

juh0ðxÞjdx:
By the result of Step 1, the assumption th ! 0 as h! 0 and the boundedness of
ðuh0Þh in L1ð 0Þ, the space translates of uh on  0 are estimated uniformly for all
sequence ðhiÞi convergent to zero. The boundedness of ðuhiÞi in L1locð½0;T   Þ is
shown in the same way. In the sequel, we drop the subscript i in the notation.
Step 3. Now we adapt the idea of Lemma 2.1. We show that, provided uh solves a
discrete evolution equation of the form (A.9) with terms bounded in L1loc and the
estimate (A.8) of the space translates of ðuhÞh is available, there is also a uniform
estimate of the time translates of ðuhÞh:
for all  2 ð0; 
 ;
Z þ1
0
Z

juhðtþ;xÞ  uhðt;xÞjdxdt  ~!ð
Þ ðA:10Þ
uniformly in h. Here ~! : Rþ ! Rþ is a modulus of continuity, i.e. lim
!0~!ð
Þ ¼ 0.
Let us construct ~!ðÞ verifying (A.10). First ¯x h and ¯x  2 ð0; 
 . Denote by
I hðÞ the left-hand side of (A.10). For t  0, set whðt; Þ ¼ uhðtþ; Þ  uhðt; Þ.
Notice that whðt; Þ 	 0 for large t.
Take a standard family ðÞ of molli¯ers on R l de¯ned as ðxÞ :¼ lðx=Þ,
where  is a Lipschitz continuous, non-negative function supported in the unit ball of
R l and
R
R l
ðxÞdx ¼ 1. In particular, we have
jrj 
C
 lþ1
:
Here and throughout the proof, C will denote a generic constant independent of h and
. For all t > 0, de¯ne the function ’ðt; Þ : R l ! R by ’ðtÞ :¼   ðsignwhðtÞ1 0 Þ. In
order to lighten the notation, we do not stress the dependence of ’ on h and .
Discretize ’ðt; Þ on the mesh Th by setting ’KðtÞ ¼ 1jKj
R
K
’ðt;xÞdx; we denote ’hðtÞ
the corresponding discrete function. Denote size ðThÞ :¼ maxK2ThdiamðKÞ. By the
de¯nition of ’ðt; Þ, the discrete function ’hðtÞ is null on the set fx 2  j distðx; 0Þ 
 þ sizeðThÞg, for all t. Thus for all su±ciently small h and , the support of ’hðtÞ is
included in some domain  00,  00 .
Now for all x 2 K, we multiply Eq. (A.9) by jKj’ðtÞK , integrate in t on ½s; sþ,
and make the summation over all K. Finally, we integrate the obtained equality in s
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over Rþ to get
Z þ1
0
X
K
jKj’KðsÞwKðsÞds
¼
Z þ1
0
Z sþ
s
X
K
jKj’KðtÞðdivK ½F hðtÞ þ ðf hðtÞÞKÞdtds: ðA:11Þ
Denote by I h ðÞ the left-hand side of (A.11). Denote Q 00 ¼ ð0; ðNh þ 1ÞtÞ   00.
Using hypothesis (A.4), the de¯nitions of discrete norms and the Fubini theorem,
we infer
I h ðÞ  CðjjF hjjL1ðQ 00Þmax
t>0
max
K;L
jrK;L’hðtÞj þ jj’hjjL1ðQ 00Þjjf hjjL1ðQ 00ÞÞ:
Now the L1locð½0;T   Þ bounds (A.6) on ðF hÞh, ðf hÞh, the bounds j’ðt; Þj  1,
jr’ðt; Þj  C= lþ1, and assumption (A.1) yield the estimate
I h ðÞ  Cð1þ l1Þ ðA:12Þ
for all h and  small enough, uniformly in h. Now, notice that by the de¯nition
of ’KðtÞ,
jKjðjwKðtÞj  wKðtÞ’KðtÞÞ ¼ jKjjwhðt;xÞj  wKðtÞ
Z
K
’ðt;xÞdx
¼
Z
K
ðjwhðt;xÞj  whðt;xÞ’ðt;xÞÞdx;
therefore
I hðÞ  I h ðÞ ¼
Z þ1
0
Z

ðjwhðt;xÞj  whðt;xÞ’ðt;xÞÞdxdt: ðA:13Þ
Starting from this point, the argument of Kruzhkov32 applies exactly as for the
\continuous" case of Lemma 2.1. Set U 0 :¼ fx 2 R l j distðx; @ 0Þ < g; notice that
U 0   00  for all  small enough. Notice that without loss of restriction, the boundary
of  0 can be chosen regular enough so that to ensure that measðU 0Þ goes to zero as
 ! 0. By the result of Step 1 of the lemma and the FrechetKolmogorov theorem, the
family ðR þ1
0
jwhðt; ÞjdtÞh is relatively compact in L1locðÞ. Therefore these functions
are equi-integrable on  00, so that
R þ1
0
R
U 0

jwhðt;xÞjdxdt  !^ðÞ uniformly in h, with
lim!0!^ðÞ ¼ 0. Now by the de¯nition of ’, from formula (A.13) we deduce that
jI hðÞ  I h ðÞj  2
Z þ1
0
Z
U 0

jwhðt;xÞjdxdtþ
Z þ1
0
Z
 0nU 0

jjwhðt;xÞj
 whðt;xÞð  sign whðtÞÞðxÞjdxdt;
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the ¯rst term on the right-hand side accounts for the action of the truncation 1 0 in the
de¯nition of ’. Using the standard properties of , we infer
jI hðÞ  I h ðÞj  2!^ðÞ þ
Z þ1
0
Z
 0nU 0

Z
R l
ðx yÞjjwhðt;xÞj
whðt;xÞ sign whðt; yÞjdydxdt:
Now note the key inequality:
8 a; b 2 R; jjaj  a sign bj  2 ja bj:
Setting  :¼ ðx yÞ=, we infer
jI hðÞ  I h ðÞj  2!^ðÞ þ 2
Z þ1
0
Z
 0
Z
R l
ðx yÞjwhðt;xÞ  whðt; yÞjdydxdt
 2!^ðÞ þ 2
Z
R l
ðÞ
Z þ1
0
Z
 0
juhðt;xÞ  uhðt;x Þjdxdtd
 2!^ðÞ þ 2!ðÞ; ðA:14Þ
where !ðÞ is the modulus of continuity controlling the space translates of uh in  0.
Indeed, by Steps 1 and 2 of the proof, one can choose !ðÞ independent of h. Combining
(A.12) with (A.14), we conclude that the function
~!ð
Þ :¼ inf
>0
C 
ð1þ l1Þ þ 2!^ðÞ þ 2!ðÞ	 

with upper bound the quantity I h. Because ~!ð
Þ tends to 0 as 
 ! 0, this proves (A.10).
Step 4. By the RieszFrechetKolmogorov compactness criterion, the relative
compactness of ðuhÞh in L1locð½0;T   Þ is a consequence of the estimates of Steps 2
and 3. In order to conclude, it su±ces to show that jjuh  uhjjL 1ð 0Þ ! 0 as h! 0.
An easy calculation shows that for all a; b 2 R, R 1
0
jaþ ð1 Þbjd  12 ðjaj þ jbjÞ.
Applying this inequality to a ¼ u ðnþ1Þh  unh, b ¼ unh  u ðn1Þh , from the de¯nition of
uh we deduceZ T
0
Z
 0
juhðt;xÞ  uhðt;xÞjdxdt  2
Z Tþth
0
Z
 0
juhðtþth;xÞ  uhðt;xÞjdxdt:
Since th tends to zero as h! 0, estimate (A.10) of Step 3 implies that the right-
hand side of the above inequality converges to zero as h tends to zero. This ends the
proof of the lemma.
Appendix B. Discrete Sobolev Embedding Inequalities
Under di®erent assumptions, discrete Sobolev embeddings with Neumann boundary
conditions in the case p ¼ 2 was recently derived by ChainaisHillairet and Droniou
in Ref. 11 (see also Filbet24) and by Glitzky and Griepentrog.28 Here we give a
straightforward adaptation to the case of Neumann or mixed boundary conditions of
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the proof of Eymard, Gallouët, Herbin (see the Appendix of Ref. 21), initially written
for the Dirichlet case. We look at a slightly more general ¯nite volume meshes than
those considered in the main part of the paper.
We consider an open polygonal domain  of R l, l  2. A mesh T of  is a ¯nite
volume mesh in the sense of Refs. 19 and 21 (without the orthogonality condition on
the mesh) and with the following two admissibility conditions:
For all neighbor volumes K;L; the angle K;L between xKxL
!
and the interface K;L is separated from 0 and 	; meaning that
regðT Þ cosK;L  1
8><
>: ðB:1Þ
(this condition replaces the mesh orthogonality assumption), and
For all volume K and interface K;L; jK;LjdK;L  regðT ÞjKj: ðB:2Þ
Here regðT Þ is a constant measuring the distortion of the mesh.
It is evident that the latter condition can replace the usual \commeasurability"
assumption on the two parts dK; and dL; of dK;L, used in Refs. 19 and 21. Notice
that the assumption (B.2) even allows xK to leave K (as it happens, e.g. if one takes
for K a triangle with an angle greater than or equal to 	=2, and picks for the center
xK of K the point equi-distant of the vertices of K). Notice that for the Poincare
inequality, even (B.2) can be relaxed (see the proof in Ref. 5)c; actually one merely
needs jK;LjdK;L  regðT ÞmaxfjKj; jLjg. For symplectic meshes with the choice
xK ¼ the point equi-distant from the vertices of K;
the latter assumption is ensured by the usual Delaunay condition.
A discrete function on T is the piecewise constant function
uðxÞ ¼
X
K2h
uK1KðxÞ;
the Lp norm of its discrete gradient can be de¯ned as
jjrhujjLpðÞ :¼
X
K;L2E
jK;LjdK;L
uL  uK
dK;L

p;
where the summation runs on the set E of all interfaces between neighbor volumes.
Notice that this de¯nition is most accurate for the case of meshes with the ortho-
gonality condition. In general, a more natural de¯nition would involve a constant
CðregðT ÞÞ on the left-hand side related to assumption (B.1).
The following result states the Sobolev embedding inequalities for discrete func-
tions with control by a mean value (either inside the domain, or on a part of the
boundary). The compactness of the subcritical embeddings is an easy consequence.
The key assumption we make is that the corresponding Poincare inequality is already
cActually, the hint of Ref. 5 also gives the discrete embedding of W 1;p into Lp
l
l1 ¼ Lp1 , but one cannot
attain exponents q 2 ðp1; p with the same technique.
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known. This is the case if p ¼ 2; we refer to Coudiere, Gallouët and Herbin17 (see also
Ref. 19) for l ¼ 2; 3 and to Glitzky and Griepentrog28 for an argument that allows for
general l. The proofs can be adapted to the case p 6¼ 2. Notice that the assumption
(B.2) is enough for these proofs to work.
Proposition B.1. Let u be a discrete function on the mesh T , !   be a ¯xed open
set and   @ be a ¯xed part of the boundary with positive ðl 1Þ-dimensional
measure. Set
either mu :¼
1
j!j
Z
!
u; or mu :¼
1
jj
Z

u
(with j  j representing the l and the ðl 1Þ-dimensional Lebesgue measures,
respectively).
Assume that the following Poincare inequality holds:
jjumujjLpðÞ  Cð; l; p; !;; regðT ÞÞjjrhujjLpðÞ; ðB:3Þ
where regðT Þ is the regularity constant of the mesh in the sense of (B.1) and (B.2).
Then also the Sobolev embedding inequalities hold:
jjujjLqðÞ  Cð; p; q; !;; regðT ÞÞðjjrhujjLpðÞ þmuÞ ðB:4Þ
for all q 2 ½1; p if p < l, p ¼ pllp, and for all q 2 ½1;þ1Þ if p  l.
The proof is based upon the following \BV version" of the W 1;1 compactness for
discrete functions:
Lemma B.1. For all discrete function u on a polygonal partition T of 
satisfying (B.1),
u 1jj
Z

u


L 1
ðÞ  Cð; regðT ÞÞjjrhujjL 1ðÞ;
where 1 :¼ ll1.
Lemma B.1 is deduced from the classical critical embedding inequality for
W 1;1ðÞ functions. In the ¯rst step, the variation on  of a discrete function u is
controlled by X
K;L2E
jK;LjjuL  uK j 	 jjrhujjL 1ðÞ
(see Lemma 5.1 in Ref. 21). Then u is extended in a small neighborhood of  with a
control on the variation; because  is polygonal, its boundary @ is Lipschitz, and we
can use a partition of unity on the boundary, recti¯cation and re°exion technique
(see e.g. Ref. 18) in order to construct the desired extension of u. Finally, the regu-
larization technique by convolution permits to go from the W 1;1ðÞ functions to the
BV functions (see the proof of Lemma 5.1 in Ref. 21).
From Proposition B.1 we readily get
Corollary B.1. Let ðuhÞh be a family of discrete functions on meshes with uniformly
bounded regularity constant regðT Þ. Assume that muh and jjrhuhjjLpðÞ are uniformly
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bounded. Then the family ðuhÞh is relatively compact in LqðÞ for all q < þ1
(if p  l) and for all q < p (if p < l).
Indeed, as indicated in the proof of Lemma B.1, the Lp bound of the discrete
gradients rhuh also yields the BV bound on uh. Then (using the uniform L1 bound
on uh coming from Proposition B.1) by the Helly theorem we deduce that the family
ðuhÞh is relatively compact in L1ðÞ. Then using the interpolation of Lebesgue spaces
and the uniform bounds of Proposition B.1, we prove the claim of Corollary B.1.
Now we turn to the proof of the Sobolev embedding inequalities of Proposition B.1.
The proof uses a bootstrap argument in q starting at q ¼ p (the Poincare case); the
technique is the one of Lemma 5.2 in Ref. 21, which in turn follows the original proof of
Nirenberg.
Proof. Thanks to the H€older inequality, without loss of generality we may assume
that p < l; thus p < þ1.
In the ¯rst step, we notice that (B.4) with q ¼ p follows from the Poincare
inequality (B.3). In particular, we derive the bound
1
jj
Z

juj  Cð; l; p; !;; regðT ÞÞððjjrhujjLpðÞÞ þ ðmuÞÞ ðB:5Þ
with, for the time being,  ¼ p.
Then we apply Lemma B.1 to the discrete function v :¼ juj with  ¼ p. As in the
proof of Lemma 5.2 of Ref. 21, using the fact that
juLj  juK j
dK;L

  CðÞ uL  uKdK;L

ðjuLj1 þ juK j1Þ; ðB:6Þ
using the H€older inequality on the above product and using hypothesis (B.2) to upper
bound jK;LjdK;L by jKj and by jLj (this replaces the mesh proportionality
assumption made in Ref. 21) we get the inequalityZ

juj1  Cð; l; p; !;; regðT ÞÞ jjrhujjLpðÞ 
Z

jujð1Þ pp1
 p1
p
 !1 (
þðjjrhujjLpðÞÞ1 þ ðmuÞ1 
)
: ðB:7Þ
Because we have  ¼ p, there holds
  pðl 1Þ
l p ¼
p
1
: ðB:8Þ
From (B.8) one easily deduces that there is a continuous embedding of L1
 ðÞ into
Lð1Þ
p
p1ðÞ. Using the weighted Young inequality, we deriveZ

juj1   Cð; l; p; !;; regðT ÞÞððjjrhujjLpðÞÞ1  þ ðmuÞ1  Þ þ
1
2
Z

juj1  :
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This yields the desired inequality (B.4) with q ¼ p1.
In the second step, we bootstrap the obtained estimate using the same technique.
Namely, we set  :¼ minfp1; p=1g. Notice that from the result of the previous
step, the bound (B.5) follows.
Using (B.7) and (B.8) once more, we get (B.4) either for q ¼ p (this would end the
proof), or for q ¼ pð1Þ2 (in which case we set  ¼ minfpð1Þ2; p=1g and bootstrap
the argument). Because pð1Þk goes to þ1 as k! þ1, in a ¯nite number of steps
(thus, keeping the constant C ¯nite) we get (B.4) for q ¼ p.
As a concluding remark, notice that the following more precise version of (B.4),
well known in the continuous case:
jjumujjLqðÞ  Cð; d; p; q; !;; regðT ÞÞjjrhujjLpðÞ ðB:9Þ
does not seem attainable with the above technique. Notice that Glitzky and
Griepentrog28 do prove the subcritical embeddings in the form (B.9), for p ¼ 2 and on
Voronoï meshes.
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