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Resumo
Os carros do futuro comunicara˜o entre si usando ligac¸o˜es sem fios para con-
seguirem cooperar em certas ocasio˜es. Esta cooperac¸a˜o tem subjacente requisitos
de pontualidade[11, 10]. Infelizmente, e´ bastante difı´cil desenvolver aplicac¸o˜es
com requisitos de pontualidade em ambientes mo´veis sem fios ou, mais generi-
camente, em ambientes de sincronia incerta. O modelo Timely Computing Base
(TCB)[12] visa precisamente oferecer uma soluc¸a˜o arquitectural que permita con-
ciliar os requisitos de pontualidade das aplicac¸o˜es com os problemas da incerteza
do ambiente. Neste artigo e´ descrito como uma concretizac¸a˜o do modelo TCB foi
usada na construc¸a˜o de um cena´rio de carros cooperantes num ambiente mo´vel
sem fios.
Palavras Chave: ambientes sem fios, dispositivos mo´veis, pontualidade,
qualidade de servic¸o
1 Introduc¸a˜o
Os carros do futuro comunicara˜o entre si usando ligac¸o˜es sem fios para conseguirem
cooperar em certas ocasio˜es. Por exemplo, ao aproximarem-se de um cruzamento na˜o
sinalizado, os carros tera˜o que se coordenar para garantir que na˜o acontecem acidentes.
Esta cooperac¸a˜o tem subjacente requisitos de pontualidade, nomeadamente cada carro
tem que conhecer, em cada instante, a posic¸a˜o de todos os carros na sua proximidade
com um erro limitado. So´ desta forma se conseguira´ garantir que os carros tomem
deciso˜es seguras. Para se conseguir garantir esta percepc¸a˜o da realidade com um erro
limitado, tem que se assegurar comunicac¸a˜o atempada. Infelizmente, e´ bastante difı´cil
dar garantias de pontualidade em ambientes mo´veis sem fios.
O modelo Timely Computing Base (TCB) visa, precisamente, oferecer uma soluc¸a˜o
arquitectural que permita conciliar os requisitos de pontualidade das aplicac¸o˜es com os
problemas da incerteza do ambiente. Um sistema com uma TCB dispo˜e de um con-
junto de servic¸os que podem ser usados por um carro para detectar e reagir a tempo
∗Faculdade de Cieˆncias da Universidade de Lisboa. Bloco C5, Campo Grande, 1749-016 Lisboa, Portu-
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a atrasos inesperados. Um carro pode assim conseguir parar antes que acontec¸a qual-
quer acidente - paragem segura - ou pode ainda adaptar-se continuamente ao ambiente
- adaptac¸a˜o a` Qualidade de Servic¸o (QdS) - para minimizar o nu´mero de paragens.
O artigo comec¸a por descrever o modelo TCB de uma forma resumida na secc¸a˜o 2.
Na secc¸a˜o 3 sa˜o descritos alguns dos problemas que enfrenta´mos na concretizac¸a˜o da
TCB num ambiente mo´vel sem fios e na secc¸a˜o 4 e´ apresentado um cena´rio de carros
cooperantes que desenvolvemos recentemente usando essa concretizac¸a˜o. Na secc¸a˜o 5
apresentamos uma avaliac¸a˜o preliminar do cena´rio concretizado. A secc¸a˜o 6 conclui o
artigo.
2 Modelo TCB
O modelo TCB propo˜e uma aproximac¸a˜o arquitectural para lidar de uma forma gene´rica
com o problema de programar aplicac¸o˜es com requisitos sı´ncronos em sistemas com
pontualidade incerta.
A figura 1 ilustra, segundo o modelo, a arquitectura de um sistema com uma TCB.
Um sistema com uma TCB esta´ dividido em duas partes bem definidas: parte gene´rica
e parte de controlo. A parte gene´rica representa o que e´ normalmente chamado de
“sistema” nas arquitecturas usuais. Funciona sobre uma rede global ou canal gene´rico
(por exemplo, Internet) e e´ onde as aplicac¸o˜es executam e comunicam. A parte de
controlo e´ constituı´da pelos mo´dulos locais da TCB. Os mo´dulos da TCB esta˜o liga-
dos por um canal de controlo. Os processos P representados na figura, executam em
diferentes locais, fazendo uso da TCB sempre que seja apropriado. A parte do sistema
correspondente a` TCB, incluindo o canal de controlo, possui propriedades sı´ncronas.
Figura 1: Arquitectura da TCB.
A TCB pode ser vista como um ora´culo, utilizado pelas aplicac¸o˜es para resolver os
seus problemas relacionados com tempo. Com este intuito, a TCB oferece servic¸os de
suporte simples como, a capacidade de detectar falhas temporais, de medir durac¸o˜es e
de executar atempadamente acc¸o˜es temporizadas. Enumeramos de seguida alguns dos
servic¸os oferecidos pela TCB, com uma breve explicac¸a˜o dos mesmos acompanhada
da respectiva assinatura:
Servic¸o de obtenc¸a˜o de estampilhas temporais Este servic¸o permite obter uma es-
tampilha temporal gerada dentro da TCB. Todos os outros servic¸os da TCB re-
querem como argumento uma estampilha temporal que deve ser obtida previa-
mente atrave´s deste servic¸o.
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estampilhaTemporal← obterEstampilhaTemporal()
Servic¸o de medic¸o˜es distribuı´das Este servic¸o permite medir a durac¸a˜o de execuc¸o˜es
distribuı´das. Correspondendo a execuc¸a˜o distribuı´da mais simples ao envio de
uma mensagem, o servic¸o oferece uma API semelhante a` dos sockets normais -
send(), receive() - e, no momento da recepc¸a˜o de uma mensagem, e´ retornada
na˜o so´ a informac¸a˜o recebida, mas tambe´m a durac¸a˜o da transmissa˜o da mesma.
send(estampilhaEnvio, ...)
durac¸a˜o← receive(...)
Servic¸o de detecc¸a˜o de falhas temporais Este servic¸o permite detectar se uma deter-
minada acc¸a˜o termina fora do prazo estipulado. No caso de acc¸o˜es distribuı´das,
a API e´ uma extensa˜o da do servic¸o de medic¸o˜es distribuı´das: no momento de
envio define-se adicionalmente qual o prazo para a entrega da informac¸a˜o e que
func¸a˜o deve ser executada no caso de ser detectada uma falha temporal.
send(estampilhaEnvio, prazo, handlerFalha, ...)
durac¸a˜o← receive(...)
A descric¸a˜o detalhada de todos os servic¸os, assim como exemplos do seu uso po-
dem ser encontrados em [13].
3 Concretizac¸a˜o de uma TCB num ambiente mo´vel sem
fios
O processo de concretizac¸a˜o de uma TCB num ambiente mo´vel sem fios foi enquadrado
por um conjunto de requisitos incontorna´veis:
• Os dispositivos mo´veis que estavam disponı´veis para a concretizac¸a˜o eram palmtops1
a correrem o sistema operativo Windows CE 3.0;
• O canal gene´rico, a ser utilizado pelas aplicac¸o˜es, deveria ser concretizado usando
uma rede IEEE 802.11b[6] em modo ad-hoc;
• Necessidade de utilizar componentes de baixo custo (COTS2) e software aberto
(na˜o comercial).
Comec¸a´mos por avaliar as caracterı´sticas tempo-real do sistema operativo Windows
CE 3.0. Em [3, 2] sa˜o referidas algumas dessas caracterı´sticas, nomeadamente: suporte
para interrupc¸o˜es encadeadas, bastantes nı´veis de prioridades de tarefas e escalonador
preemptivo. Concluı´mos portanto que seria possı´vel conseguir propriedades sı´ncronas
usando este sistema operativo.
Seguidamente, a questa˜o que se colocou foi a de como concretizar fisicamente o
canal de controlo com propriedades sı´ncronas. Em seguida, apresentamos as va´rias
hipo´teses que surgiram, enumerando as vantagens e desvantagens de cada uma:
1IPAQ 3870 (http://www.compaq.com/products/handhelds/pocketpc/H3870.html)
2Commercial Off-The-Shelf
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1. Partilhar o acesso ao meio (em termos pra´ticos, partilhar a mesma placa de rede)
com o canal gene´rico, usando um mecanismo para garantir os requisitos tempo-
rais do tra´fego do canal de controlo. Um mecanismo deste tipo deve ser con-
cretizado ao nı´vel do MAC (medium access control) para garantir um compor-
tamento tempo-real. Por exemplo, o protocolo TBMAC [9] constitui um bom
exemplo de um protocolo MAC que permite garantir tempo de acesso ao meio
limitado, numa rede ad-hoc sem fios. No entanto, dado na˜o existirem ainda
soluc¸o˜es de uso gene´rico que incorporem este, ou outros protocolos MAC deter-
minı´sticos, considerou-se na˜o ser via´vel a hipo´tese, na presente concretizac¸a˜o,
de usar um acesso ao meio partilhado;
2. Usar um acesso ao meio privado para o canal de controlo. Neste ponto, surgiram
duas hipo´teses em relac¸a˜o a que tecnologia utilizar para concretizar o acesso ao
meio privado:
Bluetooth[4] Dado que o Bluetooth estava disponı´vel no nosso ambiente de de-
senvolvimento, esta tornou-se uma hipo´tese bastante atractiva. No entanto,
verificou-se que o Windows CE 3.0 na˜o suportava a criac¸a˜o de sockets deste
tipo, estando essa funcionalidade disponı´vel apenas nas verso˜es mais re-
centes daquele sistema operativo - Windows CE 4.1 e seguintes. Desta
forma, as u´nicas vias para utilizar a tecnologia Bluetooth seriam:
(a) Usar uma biblioteca Bluetooth comercial, escolhida entre as va´rias
existentes na Internet[1]. No entanto, devido ao elevado custo do
software, esta soluc¸a˜o na˜o cumpria um dos requisitos enunciados;
(b) Programar ao nı´vel se´rie, isto e´, acedendo directamente ao driver Bluetooth.
No entanto, a realizac¸a˜o desta tarefa iria ter custos naturalmente ele-
vados em termos de tempo de concretizac¸a˜o, na˜o sendo via´vel em face
de outras possı´veis soluc¸o˜es.
IEEE 802.11b Uma outra hipo´tese seria utilizar uma rede privada IEEE 802.11b
em modo ad-hoc como canal de controlo. Um dos problemas desta hipo´tese
prendia-se com o facto de que estava definido, como referimos acima, que
o canal gene´rico (aquele que seria utilizado pelas aplicac¸o˜es) seria tambe´m
baseado em IEEE 802.11b. Desta forma, utilizando-se em simultaˆneo duas
redes IEEE 802.11b, ter-se-ia que encontrar uma forma de na˜o ocorrerem
sobreposic¸o˜es ao nı´vel das frequeˆncias de ra´dio utilizadas. O standard
IEEE 802.11b permite 11 frequeˆncias na maior parte dos paı´ses da Eu-
ropa3, incluindo Portugal, as quais distam 5 Mhz entre elas. No entanto,
uma transmissa˜o afecta uma largura-de-banda de 30 Mhz. Desta forma, 2
frequeˆncias na˜o se sobrepo˜em se estiverem distanciadas em mais do que 30
Mhz. Contudo, a concretizac¸a˜o deste esquema pode ainda levantar outros
problemas. Por exemplo, e´ necessa´rio que as placas de rede (ou os respec-
tivos device drivers) permitam a selecc¸a˜o do canal (frequeˆncia) a utilizar
por omissa˜o em modo ad-hoc. No caso do hardware que dispu´nhamos, esta
selecc¸a˜o era possı´vel apenas numa das duas interfaces, o que ainda assim
e´ suficiente para resolver o problema, desde que se saiba qual a frequeˆncia
usada pela interface na˜o configura´vel.
De acordo com os requisitos enunciados acima e considerando todas as hipo´teses
descritas, opta´mos por concretizar uma TCB sobre o sistema operativo Windows CE
3O nu´mero de frequeˆncias permitido varia entre continentes e por vezes entre paı´ses.
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3.0, usando uma rede IEEE 802.11b em modo ad-hoc como canal de controlo4. Esta
concretizac¸a˜o consistiu em grande parte na adaptac¸a˜o de uma versa˜o ja´ existente da
TCB para o sistema Real-Time Linux[7], na qual o canal de controlo e´ baseado numa
rede privada com Ethernet Comutada. A concretizac¸a˜o foi feita usando a linguagem
de programac¸a˜o C.
Observe-se que o facto de termos uma rede privada IEEE 802.11b para o canal de
controlo na˜o e´ suficiente para que o mesmo tenha um comportamento sı´ncrono. Dado
que o modo de funcionamento da TCB obriga a que cada mo´dulo local transmita pe-
riodicamente informac¸a˜o para todos os outros mo´dulos, a inexisteˆncia de um controlo
de acesso ao meio determinı´stico podera´ levar a` ocorreˆncia de coliso˜es entre os pacotes
enviados pelos diferentes mo´dulos locais. No IEEE 802.11b, cada pacote de dados
enviado ponto-a-ponto com sucesso e´ confirmado por um pacote especial - ACK - en-
viado pelo destinata´rio ao emissor: um emissor que na˜o receba um pacote ACK ate´
um determinado prazo apo´s o envio de um pacote de dados, retransmite este pacote.
Quando um pacote de dados e´ enviado em difusa˜o, na˜o existe qualquer mecanismo
de confirmac¸a˜o/retransmissa˜o. Desta forma, uma colisa˜o entre dois pacotes de dados
enviados em difusa˜o resulta na perca dos mesmos.
Tendo isto em conta, decidimos concretizar duas verso˜es da TCB, que comparamos
de seguida: i) uma versa˜o em que o envio em difusa˜o e´ emulado por envios ponto-a-
ponto para todos os no´s da rede e ii) uma versa˜o em que e´ utilizado o envio em difusa˜o
normal.
Na versa˜o i) cada mo´dulo local da TCB pode transmitir pacotes sempre que o
pretenda. Aproveitamos neste caso o mecanismo de ACKs para mascarar eventuais
omisso˜es.
Na versa˜o ii), dado que temos de evitar as coliso˜es, cada mo´dulo local da TCB
obedece a um protocolo de acesso ao meio do tipo “passagem de testemunho”. Os
mo´dulos locais da TCB formam um anel lo´gico e existe um testemunho que o per-
corre. ´E claro que esta soluc¸a˜o e´ comprometedora no que diz respeito a` mobilidade,
uma vez que exige o conhecimento da informac¸a˜o relativa aos processos que formam
o anel, o que implicaria, no mı´nimo, a utilizac¸a˜o de protocolos de gesta˜o e manutenc¸a˜o
desta informac¸a˜o. No entanto, para uma ana´lise e avaliac¸a˜o meramente dos aspectos
de toleraˆncia a faltas e omisso˜es da rede, consideramos legı´timo assumir um cena´rio
esta´tico, sem falhas dos pro´prios no´s. Cada mo´dulo local da TCB so´ pode transmi-
tir quando tem o testemunho e so´ pode transmitir um nu´mero ma´ximo de bytes pre-
definido. Apo´s a transmissa˜o, o testemunho e´ passado ao pro´ximo no´ no anel lo´gico.
Este modo de funcionamento e´ semelhante ao do Token Bus [5], sendo por isso possı´vel
obter determinismo.
A versa˜o ii) tem a grande desvantagem de deixar de funcionar se o testemunho se
perde. No entanto, dado que o testemunho e´ representado por poucos bytes e e´ enviado
ponto-a-ponto (beneficiando portanto do mecanismo de ACKs), a probabilidade de se
perder e´ considerada reduzida.
Em termos de desempenho, um envio em difusa˜o e´ obviamente mais escala´vel
que um envio ponto-a-ponto para todos os no´s. No entanto, para compararmos as
duas verso˜es da TCB, ha´ a considerar tambe´m na versa˜o ii) o tempo de passagem
do testemunho e o resultante tempo que cada no´ espera antes de poder enviar uma
mensagem. Dado que na˜o dispu´nhamos de mo´dulos locais da TCB suficientes para
poder averiguar sobre a escalabilidade de cada uma das verso˜es, na˜o podemos concluir
4Disponı´vel para download em http://www.navigators.di.fc.ul.pt/software/tcb/
downloads.htm
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sobre qual teria melhor desempenho.
Em termos de faltas omissivas (perda de pacotes), a tabela 1 apresenta os resulta-
dos de alguns testes que efectua´mos para averiguar o impacto da injecc¸a˜o contı´nua de
pacotes de diferentes tamanhos no canal de controlo de cada versa˜o da TCB. Os testes
foram efectuados usando a ferramenta ping no modo flood5 e demoraram 1 minuto
para cada tamanho de pacote - o que corresponde ao envio de cerca de 6000 pacotes.
Tendo em conta que o standard IEEE 802.11b define que um pacote de dados conte´m
no ma´ximo 2312 bytes, os tamanhos de pacote foram escolhidos de forma a analisar
o impacto da fragmentac¸a˜o. Desta forma, os pacotes de 64 e 2000 bytes na˜o sofrem
qualquer fragmentac¸a˜o, ao contra´rio do pacote de 3000 bytes que necessita de ser frag-
mentado.
Nu´mero de bytes injectados
Versa˜o da TCB 64 bytes 2000 bytes 3000 bytes
i) OK OK OK
ii) OK OK erro
Tabela 1: Impacto da injecc¸a˜o contı´nua de pacotes de diferentes tamanhos durante 1
minuto no canal de controlo de cada versa˜o da TCB
Como se pode observar, a versa˜o i) revelou ser mais fia´vel, dado que consegue
funcionar apesar da injecc¸a˜o contı´nua de pacotes de 3000 bytes, ao contra´rio do que
acontece na versa˜o ii). Concluı´mos que a versa˜o ii) se comporta desta forma porque
a colisa˜o de um pacote enviado em difusa˜o, com qualquer pacote que resulte de uma
interfereˆncia externa, conduz automaticamente a` perda dos pacotes envolvidos.
Por esta raza˜o, associada a`s desvantagens da versa˜o ii) descritas atra´s, opta´mos
pela versa˜o i) uma vez que e´ aquela que oferece maior cobertura dos pressupostos de
sincronia.
4 Cena´rio de carros cooperantes
4.1 Descric¸a˜o
No cena´rio que concebemos existem apenas ruas perpendiculares. Cada carro coope-
rante circula numa rua diferente e avanc¸a sempre na mesma direcc¸a˜o. Os carros teˆm
que se coordenar a` medida que se aproximam de cada cruzamento. Dado que os cruza-
mentos na˜o teˆm qualquer sinalizac¸a˜o, aplica-se a regra de dar prioridade ao veı´culo que
se apresenta pela direita.
4.2 Arquitectura
Cada carro e´ representado por um palmtop, cuja posic¸a˜o (que num cena´rio real seria
fornecida por um mecanismo de localizac¸a˜o como o GPS) e´ simulada, assim como a
sua velocidade e direcc¸a˜o. Tal como se pode observar na figura 2, os carros comunicam
usando placas de rede sem fios IEEE 802.11b em modo ad-hoc (uma para o canal
gene´rico e outra para o canal de controlo da TCB). Para ale´m dos palmtops, existe uma
aplicac¸a˜o monitor executada num porta´til, o qual tem tambe´m uma placa IEEE 802.11b
5envio de 100 pacotes por segundo
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para comunicar com os carros. Esta aplicac¸a˜o monitor permite observar a “realidade”,
ou seja, observar o comportamento dos carros e detectar quando acontecem acidentes.
Figura 2: Arquitectura de rede do cena´rio
Em cada palmtop corre uma TCB que concretiza´mos sobre o sistema operativo
Windows CE 3.0 (ver secc¸a˜o 3).
A lo´gica de controlo de cada carro cooperante baseia-se na informac¸a˜o recebida
sobre a localizac¸a˜o dos outros carros e e´ executada por uma aplicac¸a˜o concretizada
em Java. Esta aplicac¸a˜o tem acesso aos servic¸os da TCB atrave´s de uma biblioteca6
tambe´m concretizada em Java.
A arquitectura dos va´rios componentes de software descritos e´ ilustrada na figura 3.
Figura 3: Arquitectura em cada palmtop
4.3 Mecanismo de falha segura
Neste cena´rio, cada carro transmite periodicamente um evento com a sua posic¸a˜o, ve-
locidade e direcc¸a˜o para todos os outros carros, de forma a que cada um tente manter
6API esta´ disponı´vel em http://lasige.di.fc.ul.pt/˜pjsousa/tcb_javadoc/
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uma imagem tempo-real da realidade, isto e´, uma imagem com um erro ma´ximo bem
delimitado. Para tal, os eventos teˆm que ser entregues atempadamente: a cada evento e´
associado um prazo de entrega que esta´ relacionado com a velocidade do carro emissor
(quanto maior a velocidade, menor o prazo de entrega) e esse evento deve ser entregue
a todos os receptores dentro do prazo de entrega estipulado. ´E precisamente neste
aˆmbito que e´ usada a TCB: se um carro detectar (atrave´s do servic¸o de detecc¸a˜o de
falhas temporais da TCB) uma violac¸a˜o do prazo de entrega num evento que deveria
receber, entrara´ num estado de falha segura, parando de imediato, isto e´, antes de sofrer
qualquer acidente.
Observe-se que quando e´ detectada uma violac¸a˜o do prazo de entrega de um evento,
na˜o e´ o carro emissor que entra num estado de falha segura, mas sim o carro receptor.
Tal pode dar origem a que um carro que esteja a sofrer interfereˆncias de uma entidade
exterior e cujos eventos se atrasam constantemente, provoque a paragem de todos os
carros em seu redor. Na˜o e´ um esquema justo, mas e´ um esquema seguro. Se per-
mitı´ssemos que fosse o carro emissor a parar quando fosse detectada uma violac¸a˜o no
prazo de entrega, poderiam acontecer acidentes.
Para comprovar este facto, considere-se o seguinte exemplo ilustrado na figura 4,
em que o carro A e o carro B se aproximam de um cruzamento .
Figura 4: Exemplo do que acontece quando a detecc¸a˜o de uma violac¸a˜o no prazo de
entrega de um evento apenas provoca a paragem do carro emissor.
No momento em que o carro A esta´ a passar pelo cruzamento, envia um evento com
a sua nova posic¸a˜o mas este perde-se. Quando A detecta a violac¸a˜o no prazo de entrega
desse evento, entra num estado de falha segura, parando de imediato. No entanto, como
o carro B na˜o recebe o evento, na˜o consegue saber que A esta´ a` sua frente parado e
da´-se um acidente. Para agravar a situac¸a˜o, e´ o carro B que e´ declarado culpado, pois
o carro A apresentava-se pela direita!
De um ponto de vista teo´rico, cada carro cooperante mante´m uma base de dados
com as posic¸o˜es de todos os outros carros, em que o valor da posic¸a˜o de cada carro tem
uma validade associada. Sempre que essa validade seja ultrapassada, porque na˜o se
recebeu um novo evento desse carro com a (eventual) nova posic¸a˜o, a base de dados fica
incoerente (com a realidade) e, consequentemente, o carro deve entrar atempadamente
num modo de falha segura, parando, para evitar qualquer acidente.
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4.4 Adaptac¸a˜o a` QdS
Como se conclui da secc¸a˜o anterior, o mecanismo de falha segura e´ condic¸a˜o necessa´ria
e suficiente para que na˜o ocorra qualquer acidente. No entanto, num cena´rio de carros
cooperantes na˜o podemos raciocinar apenas numa base de seguranc¸a. Uma das prin-
cipais utilizac¸o˜es dos carros e´ o transporte de pessoas e queremos assegurar tambe´m
o ma´ximo conforto possı´vel para as mesmas. Desta forma, um outro objectivo, para
ale´m do da seguranc¸a, sera´ o de tentar garantir que os carros avancem a uma velocidade
constante, havendo apenas variac¸o˜es suaves da mesma. Na˜o queremos, desta forma,
que um carro esteja num instante a avanc¸ar muito depressa, para, no instante seguinte,
ser obrigado a parar porque o mecanismo de falha segura foi activado - resultado da
detecc¸a˜o de uma violac¸a˜o no prazo de entrega de um evento que lhe era destinado.
Assim sendo, no nosso cena´rio, cada carro adapta a sua velocidade, em cada ins-
tante, a` QdS providenciada pelo ambiente. O principal objectivo desta adaptac¸a˜o e´
evitar que o mecanismo de falha segura seja disparado.
A adaptac¸a˜o a` QdS baseia-se num histo´rico de medic¸o˜es das lateˆncias dos even-
tos recebidos por cada carro. As lateˆncias sa˜o obtidas usando o servic¸o de medic¸o˜es
distribuı´das da TCB.
Tendo por base este histo´rico, e´ calculada a probabilidade com que cada lateˆncia se
pode voltar a verificar no futuro. Mais concretamente, usando as fo´rmulas descritas em
[8], e´ construı´da uma func¸a˜o de distribuic¸a˜o de probabilidade p(l), em que para cada
l ∈ lateˆncias, p(l) representa a probabilidade de ocorrer uma lateˆncia inferior a l. A
figura 5 apresenta uma func¸a˜o deste tipo. A tı´tulo de exemplo, na func¸a˜o ilustrada a
probabilidade de ocorrer uma lateˆncia inferior a 30.0 unidades de tempo (ut) e´ de cerca
de 0.9.
Esta func¸a˜o evolui ao longo do tempo de acordo com o conteu´do do histo´rico, que
reflecte a QdS permitida pelo ambiente.
Figura 5: Exemplo da func¸a˜o de distribuic¸a˜o de probabilidade p(l)
Em cada instante, cada carro tem definida qual a probabilidade P de receber os
eventos atempadamente (quanto maior o valor de P , menor a probabilidade do me-
canismo de falha segura ser disparado). Usando esta informac¸a˜o, cada carro calcula
analiticamente qual a lateˆncia l (associada a` propagac¸a˜o dos eventos) tal que p(l) = P .
Por exemplo, se num determinado instante um carro tiver definido P = 0.9, e se a sua
func¸a˜o p(l) corresponder a`quela apresentada na figura 5, enta˜o a lateˆncia l resultante
sera´ 30.0 ut. A lateˆncia l calculada e´ depois usada para determinar, de acordo com uma
tabela (lateˆncia, velocidade) que e´ comum a todos os carros, qual a velocidade a que o
carro pode avanc¸ar.
Se um carro optar por manter sempre a mesma probabilidade P ao longo da sua
operac¸a˜o, a sua velocidade aumentara´ ou diminuira´ conforme o ambiente permita que
a entrega dos eventos seja, respectivamente, mais ra´pida ou mais lenta.
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5 Avaliac¸a˜o
O cena´rio de carros cooperantes descrito na secc¸a˜o anterior foi desenvolvido muito
recentemente e portanto ainda na˜o tivemos oportunidade de efectuar testes meto´dicos
aos mecanismos de falha segura e de adaptac¸a˜o a` QdS. Contudo, descrevemos nesta
secc¸a˜o alguns testes preliminares ao mecanismo de falha segura.
A aplicac¸a˜o monitor, descrita na secc¸a˜o anterior, para ale´m de permitir observar o
comportamento dos carros, possibilita a injecc¸a˜o daquilo a que chamamos nevoeiro
ele´ctrico no canal gene´rico. Quando este nevoeiro e´ injectado num determinado
carro, este deixa de ver os outros carros a avanc¸ar. Mais concretamente, o nevoeiro
ele´ctrico e´ um injector de omisso˜es.
A tabela 2 apresenta os resultados da injecc¸a˜o do nevoeiro ele´ctrico com e sem
o mecanismo de falha segura activado. Sem o mecanismo de falha segura activado, a
injecc¸a˜o de nevoeiro ele´ctrico provocou o acontecimento de acidentes. Com o me-
canismo de falha segura activado, a injecc¸a˜o de nevoeiro ele´ctrico nunca provocou
qualquer acidente dado que os carros pararam sempre atempadamente quando detec-
taram violac¸o˜es dos prazos de entrega dos eventos que deveriam receber.
Estado do mecanismo de falha segura Nu´mero de coliso˜es
Desactivado 30
Activado 0
Tabela 2: Nu´mero de coliso˜es de carros que se verificaram durante 5 minutos com
injecc¸a˜o de nevoeiro ele´ctrico
O mecanismo actual de adaptac¸a˜o a` QdS na˜o tem em conta as omisso˜es, apenas as
lateˆncias dos eventos que sa˜o efectivamente entregues. Desta forma, na˜o foi possı´vel
utilizar a injecc¸a˜o de nevoeiro ele´ctrico para testar este mecanismo. Estamos neste
momento a desenvolver um injector mais gene´rico de falhas temporais que permita
injectar na˜o so´ omisso˜es, mas tambe´m atrasos nos eventos entregues.
6 Conclusa˜o
Neste artigo descrevemos a construc¸a˜o de um cena´rio de carros cooperantes num am-
biente mo´vel sem fios, que envolveu a concretizac¸a˜o do modelo TCB sobre o sistema
operativo Windows CE. Debatemos a necessidade de se usar de forma complementar
os mecanismos de falha segura e de adaptac¸a˜o a` QdS do ambiente, para se garantir
seguranc¸a e conforto, respectivamente. Os testes que efectua´mos permitem-nos con-
cluir que os mecanismos funcionam como esperado, nomeadamente na˜o se verificando
acidentes, nem excessivas activac¸o˜es do mecanismo de falha segura.
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