Batch Learning Problem
• suppose we are given a training set of pairs (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x T , y T ), where -signals (examples, objects) x t come from a set X -outcomes y t are reals
• the task is to predict labels for new yet unseen signals x ∈ X K(x 1 , x 1 ) K(x 1 , x 2 ) . . . K(x 1 , x T ) K(x 2 , x 1 ) K(x 2 , x 2 ) . . . K(x 2 , x T ) . . . . . . . . . . . .
• a is a parameter called ridge and K is a kernel KRR Identity, Slide 6/44 CLRC and DCS, RHUL Kernels • a kernel is a function of two arguments K : X × X → R which is symmetric, i.e., K(x 1 , x 2 ) = K(x 2 , x 1 ) positive-semidefinite, i.e., -the matrix (K(x i , x j )) n i,j=1 is always positive-semidefinite, i.e., -for all n, all x 1 , x 2 , . . . , x n ∈ X and all u 1 , u 2 , . . . , u n ∈ R we have n i,j=1
if K is a kernel and a > 0, then the matrix K + aI is positive-definite and therefore nonsingular KRR Identity, Slide 7/44 CLRC and DCS, RHUL
Examples of Kernels
• let X = R n (or a subset of R n ); the following popular kernels are used:
(and other functions depending on x 1 − x 2 ) -ANOVA kernels -spline kernels -etc Justification • ridge regression always specifies a function on the set of signals X
• why use f RR ? A Covariance is a Kernel • a random field (random process) on X is a collection of random variables z x , x ∈ X -we need to postulate that any finite number of them has a joint distribution -let E z x = 0
• the covariance K(x 1 , x 2 ) = E z x 1 z x 2 is a kernel on X -symmetry: obvious -positive-semidefiniteness: • let us assume that outcomes y are a random process
• estimating y x given a sample (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x T , y T ) becomes a probabilistic task -note that xs are not stochastic: we just know the value of the process at some non-random points KRR Identity, Slide 23/44 CLRC and DCS, RHUL
Ridge Regression
• the conditional distribution of y x given that y x 1 = y 1 , y x 2 = y 2 , . . . , y x T = y T is -Gaussian -has the mean f RR (x) -has the variance Marginalisation (1)
• let us compress y x 1 , y x 2 , . . . , y x T to Y X T -the same for Z • the density is the integral of a joint density: 
A Determinant Identity
• it remains to take the logarithm and to apply the following identity to kill off extra terms: 
