deal with a class of control problems whose (uncertain) mathematical model is given by a linear differential equation with control parameters and perturbation parameters influencing the dynamics of an object under consideration.
INTRODUCTION
Consider the following control problem P: Minimize a given function g(z(.)) over all trajectories z(.) of the equation i(t)=
Ax(t)+ Bu(t)-Cv, z(0) = zo,O 5 i? 5 T,t E R",
where u(l) E P c RP is a control function and v(t) E & C R'J is an unknown perturbation function; no additional information on v(t) is available. Our goal is to find estimates, from below and above, of the value function of problem P, as well as explicit formulae for E-optimal strategies. Toward this end, we consider two cases articulated in assumptions (3i), (32) that represent different relationships between the sets BP and CQ. Using Theorems 1 and 2 one is able to find lower and upper estimates of the value function of problem P in terms of the value functions of problems PI, Pz, defined as follows. 
t)+ h(t), h(t) E Hi, w(O) = a,, 0 5 t 5 T (2)
where Hi obeys condition (31) listed at the very beginning of Section 2 (i = 1,2).
ASSUMPTIONS AND STRATEGIES
There exists a nonempty, bounded set HI c R" such that HI + CQ C BP,
There exists a nonempty, bounded set Hz such that Hz + CQ > BP.
Let us recall that the largest set HI satisfying condition (31), according to the terminology introduced by L.S. Pontryagin, is called the geometric difference of sets BP, CQ, and is usually denoted by BP 2 CQ.
The function g(z(.)), defined on the space C(0, T; R") of continuous mappings z(e) : [O,T] + R" equipped with the max norm, is continuous.
(4
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The sets P and Q are bounded subsets of Rp and RQ, respectively.
(5)
A is a stable matrix.
Having listed all our assumptions, let us recall that, since all eigenvalues of A have negative real parts, there exists a positive definite quadratic form L(z) = (zT,L*z), z E R", with the property that for each solution z(.) of equation (*)z?(t) = Ax(t), the derivative of L(z(t)) along equation (*) satisfies the relations [l, p. 3471.
&(t)),c*j = (-$~(t)~, L*z(t)) + (zT(t), L*Az(t)) = zCT(t)[ATL*
where L satisfies the Lyapunov equation ATL+ + L"A = I (identity matrix). To define strategies
+ L*A]z(t)
for the controller, let us introduce the following multifunctions defined on R" x R":
and, for any set Hz satisfying condition (32),
H2(z,w) = {ii E Hz : (L(t -w), i; -h) 2 0, h E Hz} (9)
It is obvious that all these multifunctions are upper semicontinuous, which follows from a known result concerning marginal maps [2] . As such, they admit Bore1 measurable selections ~(2, w), v(z,w), hz(z, W) from, respectively, U(t,z), V(t, z), H~(c, w). In this paper, however, we do not need any measurability of selections, which, by the way, makes our results more suitable for implementation in practice (see the definition below). DEFINITION 1. By a step-guided strategy we mean any triplet (u(z, w),A,wR(.)), where u : R" x R" + R is an arbitrary selection from U(z, W) (not necessarily measurable), A = (ri) is a finite partition of [O,T] , and WR(.) is a causal operator defined on the space of all trajectories of equation (1) .
It means the values of the function wn(.), playing the role of a guiding function, are chosen instantly in a nonanticipating fashion, according to a specified rule R. In a very particular case, when WR(.) does not depend on z(.) at all, WR(.) may be identified with a fixed function w(t). In such a case, a step-guided strategy is said to be simple.
Observe that each step-guided strategy, coupled with a perturbation function v(t) E Q, gives rise to the following trajectory of system (1)
: i(t) = At(t) + Bu(x(O)), w(O)) -Cv(t), z(O) = ~0, 0 5 t < ~1, and for t E [q,q+l), i(t) = At(t) -t-Bu(z(T~), w(T~)) -G(t).
Denote by U,, the space of all step-guided strategies.
In order to underline the dependence of a trajectory z(.) of system (1) on a step-guided strategy U,~ E USg, and a perturbation function v(.), we shall often write z(t) = z[t,t~,u,~,v(.)].
Thus, each u,~ E U,, ensures the cost to pay by the controller will not exceed the amount C(xo, hg) = SUPM4*, 20, uag, 4+)1) : v(t) E &I (10) and the value function of problem P equals V(q) = inf{C(zc,uSg)
: uJg E U,,}. Finally, let VI(Z) (resp. Vs(z)) be the minimal value of g(+(.)) over all trajectories z(s) of.equation (2) satisfying 'u)(O) = I with H being equal to HI (resp. Hz) satisfying condition (31) (resp. 32).
MAIN RESULTS
Let us start with the following observation.
REMARK 1. The spaces of the solutions of equations (1) and (2) are equibounded ([[z(t)]] 2 KT, 0 < t 5 T). They are also equicontinuous as subsets of their closures that are compact in C(0, T, Rn), the space of continuous mappings from [0, q into R" with the max norm [3] . Since A is a stable matrix, the equicontinuity and boundedness of solutions of (l), (2) do not actually depend on T. 
dtLs(t) = sT(t)[ATL* + L*A]s(t) + S(L*s(t), Bii(Z(ri), W(Ti)) -CE(t) -Jl(t)) = -s2(t) + 2(L*s(t), BG(t(Ti), W(T~)) -CE(t) -h(t)). By virtue of (3i), there exists a Lebesque measurable function G(t) E P for which BE(t) = C%(t) + h(t). This fact enables us to conclude d/dtL(S(t)) 5 -S2(t) + 2(L*S(t), B&(t))
where ui(t) = ti(t(ri),W(ri)) -ii(t),7 < t < Ti+l. To estimate the second term in (13), let us observe that by the choice of ii(z, w) (see (7)
), we have (L*s(Ti), Bui(t)) 5 0 and consequently (L*S(t),B&(t)) 5 (L*(S(t) -S(Ti)),BZli(t)).

If We Set p' = max{]]u]] : u E P} and P=(T) = max{P]]L*]] . I/s(t) -s(t')ll . llBll . p' : It -t'l < T we see that @T(T) tends to zero as T does } (independently of i and a perturbation function v(.)), which yields the inequality d/dtL(s(t)) 5 -s2(t) +&(a), 0 5 t 5 T. Since all eigenvalues of matrix A are negative, [Is(t) -s(t')ll does not
really depend on T, so the last inequality may be written as 
$L(s(t)) I -s2(t) + P(6), 0 5 t 5 T (14)
Setting D = {t E [O,T]: s2(t) 5 p(S)} we see that the theorem is proved for t E D. Observe that (O,T)\D
Bu(~)--Cc(~(ri), G(ri)))-2(L*s(t), hz(E(ri), 27r(ri))), with G(O) = Z(O) = ~0.
-S2(t) + 2(L*S(t),
To estimate the middle term in the right-hand side of (19), let us invoke (8) where &I(&) and ~~(52) tend to zero with the diameters 61,62 of the corresponding partitions Al,As, respectively; here E,, = (ti(z,~),Ai,~(.)) and Gss = (G(z,~),A~,w~(.)) are defined in Theorem 1 and Theorem 3, respectively. Putting the thought above in a little different terms, one may say that Theorems 1,2, and 3 enable one to obtain both lower and upper bounds for the value function of the original problem (P) assuming (31) and, clearly, the regularity conditions (4)-(6).
In fact, when (31) holds th en we have an upper bound by Theorem 1. On the other hand, one can always find an E > 0 (the smaller the better) with the property Hf + CQ > BP, where by Xc, X C R", we mean the set {Z E R" : IIf -~11 5 E for some 2 E X}. Condition (32) will be then satisfied with H2 = Hf, which will enable us to apply Theorem 2 in order to get a lower bound for V(Q).
Finally, based on Remark 1, we can extend the results above to the infinite horison setting
(T = +co).
Practically everything remains unchanged; small differences are needed, however. They refer to the definition of an admissible partition A = (ri) and assumption (4). Namely, by an admissible partition, we mean in this context any partition A = (ri) with the property that each segment [0, T] contains a finite number of partition points ri. As far as condition (4) is concerned, we require that g(z(.)) b e continuous on the space C(O,oo; R") equipped with the max norm.
