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We study stochastic particle transport between two reservoirs along a channel, where the particles
are pumped against a bias by a traveling wave potential. It is shown that phase transitions of
period-averaged densities or currents occur inside the channel when exclusion interactions between
the particles are taken into account. These transitions reflect those known for the asymmetric simple
exclusion process (ASEP). We argue that their occurrence is a generic feature of Brownian motors
operating in open systems.
PACS numbers: 05.70.Ln, 05.40.-a, 05.60.-k
In connection with directed transport on the molecular
level, two research areas have attracted great attention
in the past: Brownian motors [1–6], and driven diffusion
systems under a static bias [7–11]. Brownian motors are
operated by a periodic process in time, where, in con-
trast to classical engines, fluctuations caused by thermal
noise and thermally assisted overcoming of energy barri-
ers are important [4, 12]. They exhibit some sort of sym-
metry breaking as a genuine feature [6], which is essen-
tial for their functioning. Driven diffusion under a static
bias has received particular interest in connection with
transport through open tube-like compartments because
of boundary-induced phase transitions [13, 14]. Essential
for their occurrence is the consideration of exclusion in-
teractions, which means that two particles cannot occupy
the same place.
We show in this work that boundary-induced phase
transitions also appear in cyclically operating Brownian
pumps, if exclusion interactions are taken into account.
As argued further below, the occurrence of boundary-
induced phase transitions should be generic for Brownian
motors with interacting particles in open environments.
For demonstration we consider a model for a traveling
wave potential [15], first introduced by Dhar and cowork-
ers [16, 17].
The model is sketched in Fig. 1. A channel with
N sites connects two reservoirs L and R to the left
and right with particle densities ρL and ρR. Particles
from these reservoirs are both injected into and ejected
from the channel. The sites i = 1, . . . , N can be oc-
cupied by at most one particle and a particle occupy-
ing site i has energy εi. Likewise, a particle in the
reservoirs L or R has energies εL = ε0 or εR = εN+1.
The particles inside the channel perform thermally acti-
vated jumps to vacant nearest-neighbor sites with rates
Γi,i±1 = ν exp[−(εi±1 − εi)/2kBT ], where ν is an at-
tempt frequency and kBT the thermal energy. In the fol-
lowing, we choose ν−1 and kBT as our time and energy
unit (ν = 1, kBT = 1) and the site-to-site distance a as
length unit (a = 1). Along the channel, a constant bias
F is present, leading to site energies linearly increasing
from left to right. Accordingly, for F > 0, a net particle
flow from R to L occurs.
Application of a traveling wave potential from L to
R can generate a particle flow against the bias. The
potential modulates the site energies periodically in time
and space with period τ and wavelength λ, yielding
εi(t) = iF +A sin
(
2pii
λ
−
2pit
τ
)
, i = 0, . . . , N + 1 ,
(1)
where A is the modulation amplitude. Because of the
cyclic modulation of the reservoir energies and the site
energies next to the reservoirs, the injection and ejection
rates, irrespective of their detailed functional form, also
vary periodically in time.
In the stationary state, the period-averaged net cur-
FIG. 1. (color online). (a) Sketch of a channel with N equidis-
tant sites in contact with two particle reservoirs L and R to
the left and right. (b) Illustration of the site energies εi along
the channel. The dashed blue line marks a linear increase of
the (time-averaged) site energies from left to right by a bias
F > 0. A time-dependent traveling wave potential allows for
pumping of particles against the bias. Its superposition with
the bias potential yields the total potential marked by the red
solid line.
2rent J¯ between two neighboring sites must be the same
along the channel because of particle number conserva-
tion. Period-averaged particle densities ρ¯i at sites i are
not spatially homogeneous. The form of the density pro-
file depends on details of system-reservoir couplings spec-
ified by the injection and ejection rates. For the period-
averaged densities and currents we hence encounter a sit-
uation analogous to driven diffusion in an open system
under static bias: Phase transitions of the bulk density
ρ¯B inside the channel should occur upon changing the
densities ρL and ρR in the left and right reservoir.
An overview of the occurring phases is obtained based
on the bulk current-density relation. This relation ap-
plies to channels with periodic boundary conditions,
where the density ρ¯ is homogeneous. In the following
we refer to those as “closed channels”. Figure 2(a) shows
the bulk current-density relation for three different values
of F = 0, 1/2, and 1, and some fixed values of the other
parameters. The results were obtained by kinetic Monte
Carlo (KMC) simulations for time-dependent rates as de-
scribed in [18]. For all F , there exists a density ρ0(F ),
where J¯ changes sign. Current reversals have often
been observed in Brownian motors, both in many-particle
[16, 17, 19] and in one-particle models [3, 20, 21]. For
ρ¯ < ρ0, J¯ goes through a maximum at ρ¯ = ρmax, and for
ρ¯ > ρ0 through a minimum at ρ¯ = ρmin. The densities
ρ0, ρmax, and ρmin all decrease with increasing F . In the
absence of the bias, F = 0, a sinusoidal behavior of J¯(ρ¯)
is found, and J¯(ρ¯) = −J¯(1 − ρ¯). This property is a con-
sequence of particle-hole symmetry, and the sinusoidal
form can be understood from a perturbative treatment
in the wave amplitude A [16, 17].
Let us now consider the open channel in Fig. 1. In
this open channel the particle number is fluctuating in
the stationary state and density profiles ρ¯i form with
a flat regime ρ¯i = ρ¯B inside the channel (see inset of
Fig. 3 for examples). The density ρ¯B and, accordingly,
the appearance of the different phases depends on the
type of system-reservoir couplings [22, 23]. Their iden-
tification in general requires the scanning of all possible
values of ρL and ρR for the open channel. However, for
a particular choice of coupling, coined “bulk-adapted”,
ρ¯B can be derived from the curves in Fig. 2(a) by apply-
ing minimum/maximum current principles. These were
first introduced for diffusion systems under static bias
[13, 24, 25] and it is rather surprising at first sight that
they can be taken over to time-varying driving forces.
The reason is that, as under static bias, a continuity
equation relates the period-averaged densities and cur-
rents, with a source-free J¯ in the stationary regime. Ap-
plied to the period-averaged quantities, the principles
state that if ρL is smaller (larger) than ρR, the bulk
density ρ¯B equals the density, where J¯(ρ¯) assumes its
minimal (maximal) value in the intervals ρL < ρ¯ < ρR
(ρR < ρ¯ < ρL). This is a consequence of the fact that,
to match the reservoir densities at the boundaries, the
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FIG. 2. (color online). (a) Period-averaged current J¯ as a
function of period-averaged density ρ¯ in a bulk system for
three different F values, and fixed parameters λ = 4, τ = 2,
and A = 3 of the traveling wave potential. Data were obtained
by KMC simulations of a closed channel. (b) Phase diagram
derived from (a) by applying the minimum/maximum cur-
rent principles. Phase transitions of first order are marked by
thick lines, and transitions of second order by thin lines. The
assignment of line types (and colors) to the F values is the
same as in the legend of (a). The five different phases are la-
beled by roman numbers with respective bulk densities given
in brackets. The cross marks the point (ρL, ρR) = (0.1, 0.28)
used in the example for demonstrating the influence of a phase
transition on J¯ in Fig. 3; in (a) the densities 0.1 and 0.28 are
marked by vertical dashed lines.
period-averaged density profiles cannot be uniform, and
accordingly diffusive currents occur. These diffusive cur-
rents plus J¯(ρ¯) must be constant everywhere. For ex-
ample, if, for ρL < ρR, ρ¯i increases monotonically from
left to right, the diffusive current is negative, or zero for
ρ¯i = ρ¯B. Accordingly, to keep the sum of J¯(ρ¯) and the
diffusive current constant, J¯(ρ¯) must be minimal in the
region of flat density ρ¯B. The technical details for im-
plementing the bulk-adapted couplings are described in
[26].
Applying the minimum/maximum current principles
3to the curves in Fig. 2(a) yields the five phases shown in
Fig. 2(b), where ρ¯B equals either ρL (phases I, V), ρR
(phase III), ρmax (phase II) or ρmin (phase IV). First-
order transitions between two phases with jumps of ρ¯B
are marked by thick lines, and second-order transitions
are marked by thin lines. These transition lines shift
when F changes. In phases I and V the density profiles
are flat on the left side (cp. the profiles for F = 0.2 and
0.4 in the inset of Fig. 3), in phase III on the right side
(cp. the profiles for F = 0.6 and 0.8 in the inset of Fig. 3),
and in the maximum and minimum current phases II and
IV, the density profile is flat in the channel’s interior and
bent towards ρL and ρR at the two boundaries.
The phase transitions influence the current J¯ and
hence the efficiency of the Brownian pump. To demon-
strate this, let us consider, as an example, the particle
flow against increasing bias F , for fixed reservoir densities
ρL = 0.1 and ρR = 0.28, and the same parameters of the
traveling potential as in Fig. 2. The corresponding point
(ρL, ρR) = (0.1, 0.28) is marked by the cross in Fig. 2(b).
Starting from F = 0, this point lies in phase I (ρ¯B = 0.1),
and at large F = 1 it lies in phase III (ρ¯B = 0.28). The
transition occurs at F = F⋆ with F⋆ ≃ 0.5. Density
profiles from KMC simulations before (F < F⋆) and af-
ter this transition (F > F⋆) are shown in the inset of
Fig. 3. At ρ¯ = 0.1, the current J¯ in Fig. 2(a) is more
weakly varying with F than at ρ¯ = 0.28. Accordingly, J¯
as a function of F displays a kink at the transition point
F = F⋆, see Fig. 3. The open symbols in the figure are
from KMC simulations of closed channels with ρ¯ = 0.1
for F < F⋆ and ρ¯ = 0.28 for F > F⋆. The four filled
symbols are the currents in the open channels with the
density profiles shown in the inset. The agreement of J¯
for the open and closed channel confirms the validity of
the minimum/maximum current principles.
The effect of the shifting of phase transition lines on J¯
has been demonstrated here for a change of the bias. A
shifting of transition lines with corresponding effects on
J¯ can also be induced by a variation of the parameters
of the traveling potential. This is relevant for the effi-
ciency and optimization of the pump. The occurrence of
minimum and maximum current phases has an interest-
ing implication for the robustness of the motor’s perfor-
mance against changes of the reservoir densities, because
in these phases ρ¯B and hence J¯ are independent of ρL
and ρR [27].
For Brownian motors of other type, as, for example,
a flashing or rocking ratchet, analogous features are to
be expected, if they operate in an open environment.
This is because, after period-averaging of currents and
densities, a net driving force (for the motor to transport
particles) and local particle number conservation (leading
to a coupling between currents and densities) are present.
Phase transitions will appear also for Brownian motors
treated in continuum, if particles with some hard-sphere
diameter are considered. In fact, the model in Fig. 1 can
-0.04
0
0.04
0.08
0.12
0.16
0 0.2 0.4 0.6 0.8 1
J¯
F
ρL = 0.10
ρR = 0.28
0.1
0.2
0.3
0 20 40 60 80 100
ρ¯i
i
FIG. 3. (color online). Current J¯ as function of F for fixed
reservoir densities and the same parameters of the traveling
wave potential as in Fig. 2. The open circles are for closed
channels. The filled colored symbols refer to J¯ in open chan-
nels at F = 0.2, 0.4, 0.6, and 0.8, for which the respective
density profiles are shown in the inset.
be easily connected to a discrete implementation of a
Langevin equation [16]. For particle interactions beyond
site exclusion, more complex phase diagrams can occur
[22, 25]. Likewise, richer phase diagrams can emerge by
injection and ejection processes along filaments according
to a Langmuir kinetics [28].
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