Propri\'et\'es de Lefschetz automorphes pour les groupes unitaires et
  orthogonaux by Bergeron, N.
ar
X
iv
:m
at
h/
05
03
06
2v
1 
 [m
ath
.G
R]
  3
 M
ar 
20
05
Proprie´te´s de Lefschetz automorphes pour les
groupes unitaires et orthogonaux
N. Bergeron
Abstract
Let G be a connected semisimple group over Q. Given a maximal compact subgroup
K ⊂ G(R) - such that X = G(R)/K is a Riemannian symmetric space - and a convenient
arithmetic subgroup Γ ⊂ G(Q), one constructs an arithmetic manifold S = S(Γ) = Γ\X. If
H ⊂ G is a connected semisimple subgroup such that H(R) ∩ K is maximal compact, then
Y = H(R)/H(R) ∩K is a symmetric subspace of X. For each g ∈ G(Q) one can construct an
arithmetic manifold S(H, g) = (H(Q) ∩ g−1Γg)\Y and a natural immersion jg : S(H, g)→ S
induced by the map H(A) → G(A), h 7→ gh. Let us assume that G is anisotropic, which
implies that S and S(H, g) are compact. Then, for each positive integer k, the map jg induces
a restriction map
Rg : H
k(S,C)→ Hk(S(H, g),C).
In this paper we focus on symmetric spaces associated to the unitary and orthogonal
groups, namely O(p, q) and U(p, q), and give explicit criterions for the injectivity of the product
of the maps Rg (for g running through G(Q)) when restricted to the strongly primitive (in
the sense of Vogan and Zuckerman) part of the cohomology. We also give explicit criterions
for the injectivity of the map
Hk(S(H),C)→ Hk+dimS−dimS(H)(S,C)
dual to the restriction map Re.
The results we obtain fit into a larger conjectural picture that we describe and which bare
a strong analogy with the classical Lefschetz Theorems. This may sound quite surprising that
such an analogy still exists in the case of the real arithmetic manifolds.
We reduce the global problems mentioned above to local ones by using Theorems of Burger
and Sarnak and isolations properties of cohomological representations in the automorphic dual.
The methods used then are mainly representation-theoretic.
We finally derive some applications concerning the non vanishing of some cohomology
classes in arithmetic manifolds.
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1 Introduction
Rappelons que si M est une varie´te´ projective de dimension complexe n,
l’e´tude des groupes de cohomologie complexes 1 H∗(M) de degre´ ∗ 6= n peut
se re´duire a` l’e´tude des groupes de cohomologie d’une varie´te´ projective de
dimension strictement plus petite. Plus pre´cisemment, Lefschetz a de´montre´ le
ce´le`bre re´sultat suivant.
The´ore`me de Lefschetz Soit H un hyperplan ge´ne´rique de l’espace projectif
ambiant. Alors,
1. l’application naturelle de restriction
Hi(M)→ Hi(M ∩H)
est injective pour i ≤ n− 1, et
1Tous les groupes de cohomologie conside´re´s dans cet article sont a` coefficients complexes.
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2. l’application naturelle “cup-produit avec [M ∩H ]”
Hi(M ∩H)→ Hi+2(M)
est injective pour i ≤ n− 2.
Le but de cet article (qui est un prolongement de [1]) est de de´crire un
phe´nome`ne analogue au The´ore`me de Lefschetz dans le monde automorphe et
pour les groupes unitaires et orthogonaux (i.e. pour les varie´te´s arithme´tiques
associe´es aux groupes U(p, q) ou O(p, q)).
De´finitions des objets
Dans tous le texte nous de´signerons par G un groupe alge´brique re´ductif,
connexe et anisotrope sur Q. Les ade`les A de Q forment un anneau localement
compact, dans lequel Q se plonge diagonalement comme un sous-anneau. On
peut conside´rer le groupe G(A) des points ade`liques de G, qui contient G(Q)
comme sous-groupe discret.
Nous supposerons, pour simplifier et toujours dans tout le texte, que le
groupe re´ductif G est presque simple sur Q modulo son centre. Autrement dit, il
n’a pas de sous-groupe distingue´, non central et connexe de´fini sur Q. Il de´coule
de cette hypothe`se que tous les facteurs simples de l’alge`bre de Lie complexe
g de G (modulo son centre) sont isomorphes. Nous supposerons de plus que le
groupe G(R) des points re´els est le produit (avec intersection finie) d’un groupe
compact et d’un groupe re´el non compact qui est presque simple modulo son
centre que l’on suppose compact. Nous notons ce dernier groupe Gnc (nc signifie
ici non compact), et nous le supposerons ge´ne´ralement isomorphe soit au groupe
U(p, q) soit au groupe O(p, q).
Un sous-groupe de congruence de G(Q) est un sous-groupe de la forme Γ =
G(Q) ∩ Kf , ou` Kf est un sous-groupe compact ouvert du groupe G(Af ) des
points ade`liques finis de G. Soient XG = G(R)/K∞ l’espace syme´trique associe´
au groupe G, ou` K∞ ⊂ G(R) est un sous-groupe compact maximal, et dG la
dimension re´elle de XG.
Dans cet article on e´tudie les quotients (compacts, puisque G est anisotrope
2) Γ\XG, ou` Γ ⊂ G(Q) est un sous-groupe de congruence ; ces quotients s’i-
dentifient aux composantes connexes de G(Q)\G(A)/K∞Kf = G(Q)\(XG ×
G(Af ))/Kf , ou`Kf ⊂ G(Af ) est un sous-groupe compact ouvert. Pre´cisemment,
de´signons par Gf l’adhe´rence de G(Q) dans le groupe G(Af ). Un sous-groupe
de congruence Γ ⊂ G(Q) s’e´crit Γ = G(Q) ∩ Kf ou` Kf est l’adhe´rence de Γ
dans Gf et,
Γ\XG = G(Q)\(XG ×Gf )/Kf . (1.1)
Plus exactement, on s’interesse ici a` la cohomologie (a` coefficients complexes)
H∗(Γ\XG) de ces quotients.
Une fois donne´ deux sous-groupes de congruence Γ′ ⊂ Γ ⊂ G(Q), on obtient
un reveˆtement fini
Γ′\XG → Γ\XG
qui induit un morphisme injectif
H∗(Γ\XG)→ H∗(Γ′\XG)
2Sauf dans la dernie`re partie ou` nous discuterons du cas isotrope.
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en cohomologie. Les groupes de cohomologies H∗(Γ\XG) (ou H∗(G(Q)\(XG ×
Gf )/Kf )) forment donc un syste`me inductif indexe´ par les sous-groupes de
congruence Γ ⊂ G(Q) (ou par les sous-groupes compacts ouverts Kf ⊂ Gf ). En
passant a` la limite (inductive) on de´finit
H∗(Sh0G) = lim
→
Γ
H∗(Γ\XG) = lim
→
Kf
H∗(G(Q)\(XG ×Gf )/Kf). (1.2)
La notation ci-dessus provient de ce que lorsque l’espace XG est hermitien, on
appelle varie´te´ de Shimura l’espace topologique
Sh0G = lim
←
Γ
Γ\XG = G(Q)\(X ×Gf ). (1.3)
Cet espace est en tout cas toujours bien de´fini et est un espace topologique
dont on peut conside´rer la cohomologie de Ceˇch et il est de plus de´montre´
dans [46] que sa cohomologie co¨ıncide avec (1.2). Pour ce qui nous concerne, il
sera suffisant de conside´rer que H∗(Sh0G) n’est qu’une notation pour la limite
inductive (1.2).
L’application de restriction et son application duale
Soit H ⊂ G un sous-groupe re´ductif connexe de´fini sur Q. On suppose que
H(R) ∩K∞ est un sous-groupe compact maximal de H(R). (1.4)
Alors la restriction a` H de l’involution de Cartan θ de G est une involution de
Cartan de H(R). On a une de´composition correspondante
h = kH ⊕ pH (1.5)
avec pH = p ∩ h.
Conside´rons maintenant Γ = G(Q)∩Kf un sous-groupe de congruence sans
torsion de G(Q). Le quotient S(Γ) = Γ\XG est une varie´te´ compacte qui s’iden-
tifie a` S(Kf ) = G(Q)\(X ×Gf )/Kf .
Soit KHf ⊂ H(Af ) un sous-groupe compact ouvert. Si KHf ⊂ Kf , il existe
une application naturelle j : S(KHf ) → S(Kf ). Puisque Γ est sans torsion,
l’application j est finie et non ramifie´e. On rappelle le re´sultat suivant, duˆ a`
Deligne [13].
Lemme 1.1 E´tant donne´ KHf ⊂ H(Af ), il existe un sous-groupe compact ou-
vert K1f ⊂ G(Af ) avec KHf ⊂ K1f , tel que l’application naturelle j′ : S(KHf ) →
S(K1f ) soit injective.
En particulier, si l’on prend KHf = Kf ∩H(Af ), on obtient une application
naturelle finie j : S(KHf ) → S(Kf ). Si l’on remplace Kf par un sous-groupe
suffisamment petit K1f , on obtient un diagramme
S(KHf )
j′→ S(K1f)
j
ց ↓ π
S(Kf ),
(1.6)
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ou` π est la projection naturelle de reveˆtement et j′ est injective.
En passant a` la limite (inductive) sur les Kf , les applications j induisent
l’application de restriction
resGH : H
∗(Sh0G)→ H∗(Sh0H). (1.7)
Pour simplifier la lecture mous utiliserons la notation Sh0H ⊂ Sh0G pour
re´sumer que H est un sous-groupe alge´brique re´ductif,connexe, presque simple
modulo son centre compact et ve´rifiant la condition (1.4).
L’application duale a` l’application de restriction induite par j
H∗(S(KHf ))→ H∗(S(Kf))
induit, en passant a` la limite (inductive) sur les Kf , l’application
G∧
H
: H∗(Sh0H)→ H∗+dG−dH (Sh0G) (1.8)
“cup-produit avec [Sh0H ]” (duale a` (1.7)).
Nous aurons besoin de conside´rer e´galement une modification de l’application
de restriction : l’application de restriction virtuelle. Expliquons sa construction.
Soit g ∈ G(Q). Fixons KHf un compact ouvert de H(Af ), et conside´rons l’ap-
plication jg : XH ×Hf → XG ×Gf donne´e par jg(x, h) = (gx, gh). Il est facile
de ve´rifier que jg induit une application injective H(Q)\(XH × Hf )/KHf →
G(Q)\(XG ×Gf )/KHf . En supposant que KHf = Kf ∩H(A) ⊂ Kf (ou` Kf est
un sous-groupe compact ouvert dans G(Af )), on obtient alors une application
naturelle jg : S(K
H
f ) → S(Kf), en utilisant les notations pre´ce´dentes. Cette
application est finie et non ramifie´e. On peut e´galement de´crire jg comme l’ap-
plication naturelle (H(R) ∩ g−1Γg)\XH → Γ\XG. On obtient de cette manie`re
toute une famille, parame`tre´e par g ∈ G(Q), de sous-varie´te´s de Γ\XG - les
images des applications jg. En cohomologie celles-ci induisent l’application de
restriction virtuelle
H∗(S(Γ))→
∏
g∈G(Q)
H∗(SH(g)),
ou` SH(g) = (H(R) ∩ g−1Γg)\XH , et l’application de restriction est de´duite
de la famille d’applications (jg). En passant a` la limite (inductive) sur les Γ,
l’application de restriction virtuelle induit l’application de restriction virtuelle
ResGH :
ResGH : H
∗(Sh0G)→
∏
g∈G(Q)
H∗(Sh0H). (1.9)
Une Conjecture tire´e de [1] Dans [1] nous avons e´nonce´ la conjecture suiv-
ante et montre´ qu’elle pouvait eˆtre de´duite de conjectures classiques sur le spec-
tre automorphe des groupes semi-simples (Conjectures d’Arthur).
Conjecture 1.2 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec Hnc =
O(k, 1) (resp. U(k, 1)) et Gnc = O(n, 1) (resp. U(n, 1)), ou` n ≥ k ≥ 1 sont des
entiers. Alors,
5
1. pour tout entier i ≤ dH/2, l’application de restriction virtuelle
ResGH : H
i(Sh0G)→
∏
g∈G(Q)
Hi(Sh0H)
est injective ;
2. pour tout entier i ≤ dH − dG/2, l’application “cup-produit avec [Sh0H ]”
G∧
H
: Hi(Sh0H)→ Hi+dG−dH (Sh0G)
est injective.
Concernant les re´sultats partiels inconditionnellement de´montre´s nous ren-
voyons le lecteur a` [1], remarquons ne´anmoins que dans le cas unitaire le point
1. est un The´ore`me de Venkataramana [53].
Le lien entre la Conjecture 1.2 et le The´ore`me de Lefschetz est partic-
ulie`rement e´vident lorsque k = n − 1, le but de cet article est d’explorer ces
“proprie´te´s de Lefschetz” en rang supe´rieur. Dans ce cas la combinatoire est
bien plus complique´e comme le montre de´ja` [2] qui ge´ne´ralise le The´ore`me de
Venkataramana mentionne´ ci-dessus au cas Gnc = U(p, q). Mais d’un autre coˆte´
la “rigidite´” du rang supe´rieur (plus pre´cisemment une ge´ne´ralisation de la pro-
prie´te´ (T) de Kazhdan de´couverte par Vogan) permet d’obtenir des re´sultats
inconditionnels en petit degre´. Le but de cet article est alors double. D’abord
de´montrer des proprie´te´s de Lefschetz en petit degre´ puis de´gager des conjec-
tures concernant les autres degre´s.
E´nonce´s des principaux re´sultats
Concernant les groupes unitaires nos me´thodes nous permettrons de de´montrer
le the´ore`me suivant.
The´ore`me 1.3 Supposons fixe´es des donne´es Sh0Hi ⊂ Sh0G (i = 1, 2) avec
Hnc1 = U(p, q − 1), Hnc2 = U(p− 1, q) et Gnc = U(p, q) avec p, q ≥ 2. Alors,
1. pour tout entier k < p+ q− 1, l’application de restriction virtuelle
ResGH1 × ResGH2 : Hk(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H1)×
∏
g∈G(Q)
Hk(Sh0H2)
est injective ;
2. pour tout entier k < q− p− 1 (resp. k < p− q− 1), l’application “cup-
produit avec [Sh0H1] (resp. [Sh
0H2])”
G∧
H1
: Hk(Sh0H1)→ Hk+2p(Sh0G)
(resp.
G∧
H2
: Hk(Sh0H2)→ Hk+2q(Sh0G))
est injective.
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De manie`re plus surprenante un re´sultat analogue est e´galement vrai pour
les groupes orthogonaux.
The´ore`me 1.4 Supposons fixe´es des donne´es Sh0Hi ⊂ Sh0G (i = 1, 2) avec
Hnc1 = O(p, q − 1), Hnc2 = O(p− 1, q) et Gnc = O(p, q) avec p, q ≥ 3. Alors,
1. pour tout entier k ≤ p+ q− 4, l’application de restriction virtuelle
ResGH1 × ResGH2 : Hk(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H1)×
∏
g∈G(Q)
Hk(Sh0H2)
est injective ;
2. pour tout entier k ≤ (q− p− 3)/2 (resp. k ≤ (p− q− 3)/2), l’applica-
tion “cup-produit avec [Sh0H1] (resp. [Sh
0H2])”
G∧
H1
: Hk(Sh0H1)→ Hk+p(Sh0G)
(resp.
G∧
H2
: Hk(Sh0H2)→ Hk+q(Sh0G))
est injective.
Le cas des groupes O(2, n) (n ≥ 3) est le´ge`rement diffe´rent nous obtenons le
re´sultat suivant.
The´ore`me 1.5 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec Hnc =
O(2, n− 1) et Gnc = O(2, n) avec n ≥ 3. Alors,
1. pour tout entier k ≤ n− 1, l’application de restriction virtuelle
ResGH : H
k(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H)
est injective ;
2. pour tout entier k ≤ [n
2
] − 2, l’application “cup-produit avec [Sh0H ]”
G∧
H
: Hk(Sh0H)→ Hk+2(Sh0G)
est injective.
En prenant k = 0 dans le point 2. des The´ore`mes 1.4 et 1.5 on retrouve le
re´sultat suivant duˆ a` Millson et Raghunathan [42] 3.
Corollaire 1.6 Supposons fixe´es les donne´es Sh0H ⊂ Sh0G avec Hnc = O(p, q−
1) et Gnc = O(p, q) avec 1 ≤ p ≤ q. Alors, la classe fondamentale de Sh0H est
non triviale dans Hp(Sh0G).
3Pour q petit le Corollaire ne de´coule pas directement des The´ore`mes il faut travailler un
petit peu plus, cf. §8.5.
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Les The´ore`mes 1.4 et 1.5 sont en particulier une vaste ge´ne´ralisation de ce
Corollaire. Le point le plus surprenant est peut-eˆtre que mises bout a` bout
les applications des points 1. et 2. impliquent une sorte de de´composition de
Lefschetz dans un cadre re´el. Les The´ore`mes 1.3 et 1.4 permettent en tout
cas de comprendre ge´ome´triquement la fac¸on dont certaines classes de coho-
mologie apparaissent dans l’esprit du Corollaire ci-dessus. Il n’est pas facile
en ge´ne´ral d’exhiber des classes de cohomologie non triviales dans les varie´te´s
arithme´tiques associe´es aux groupes orthogonaux. Lorsque celles-ci proviennent
de groupes orthogonaux sur des corps de nombres, le Corollaire ci-dessus per-
met de telles constructions. C’est d’ailleurs historiquement le premier re´sultat
concernant ce proble`me. Lorsqu’elles proviennent d’autres constructions Raghu-
nathan et Venkataramana ont remarque´s qu’il pouvait eˆtre utile de les plonger
dans des varie´te´s arithme´tiques associe´es aux groupes unitaires. Le the´ore`me
suivant e´claire les relations entre leurs groupes de cohomologie.
The´ore`me 1.7 Supposons fixe´es les donne´es Sh0H ⊂ Sh0G avec Hnc = O(p, q),
Gnc = U(p, q) et p, q ≥ 3. Alors,
1. pour tout entier k ≤ p+ q− 3, l’application de restriction virtuelle
ResGH : H
k,0(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H)
est injective ;
2. si pq est pair, la classe de Sh0H dans Hpq(Sh0G) est non triviale.
L’hypothe`se de parite´ de pq du point 2. est surement superflue mais nous
ne savons pas comment s’en passer. La` encore le cas ou` p = 2 et q ≥ 3 est
le´ge`rement diffe´rent, nous montrons le the´ore`me suivant.
The´ore`me 1.8 Supposons fixe´es les donne´es Sh0H ⊂ Sh0G avec Hnc = O(2, n),
Gnc = U(2, n) et n ≥ 3. Alors,
1. pour tout entier k ≤ [n
2
]
, l’application de restriction virtuelle
ResGH : H
k,0(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H)
est injective ;
2. la classe de Sh0H dans H2n(Sh0G) est non triviale.
En prenant k = p dans les The´ore`mes 1.7 et 1.8 on obtient le corollaire
inte´ressant suivant 4.
Corollaire 1.9 Supposons fixe´es les donne´es Sh0H ⊂ Sh0G avec Hnc = O(p, q),
Gnc = U(p, q) et 1 ≤ p ≤ q. Alors, l’application de restriction virtuelle
ResGH : H
p,0(Sh0G)→
∏
g∈G(Q)
Hp(Sh0H)
est injective.
4Pour q petit le Corollaire ne de´coule pas directement du The´ore`me il faut travailler un
petit peu plus, cf. §8.2.
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De ce Corollaire et d’un The´ore`me classique de Borel et Wallach [8] sur la
cohomologie des varie´te´s arithme´tiques associe´es aux groupes unitaires, nous
de´duisons le Corollaire suivant.
Corollaire 1.10 Soit G un groupe alge´brique sur Q obtenu par restriction des
scalaires a` partir d’un groupe de type Dn, 6= 3,6D4 et n > 2, et tel que Gnc =
O(p, q), avec 1 ≤ p ≤ q. Alors,
Hp(Sh0G) 6= 0.
Ce re´sultat n’est nouveau que pour n = 3 et p > 1, les autres cas sont traite´s
dans diffe´rents articles de Li [36], Raghunathan et Venkataramana [45] et Li-
Millson [37]. La de´monstration que l’on en donne ici permet de traiter tous ces
cas de manie`re uniforme, notons que ce Corollaire reste vrai si G est isotrope
avec la meˆme de´monstration (cf. §9.1).
Nos me´thodes s’appliquent e´galement au produit dans la cohomologie. Dans
[5], nous avons pu de´montrer le The´ore`me suivant.
The´ore`me 1.11 Supposons fixe´e une donne´e Sh0G avec Gnc = U(p, q). Soient
α et β deux classes de cohomologie de degre´s respectifs k et l dans H∗(Sh0G)
avec k+ l ≤ q+ p− 1. Il existe alors un e´le´ment g ∈ G(Q) tel que
g(α) ∧ β 6= 0.
Les me´thodes (diffe´rentes) de cet article nous permettrons de de´montrer (en
rang supe´rieur) le The´ore`me analogue suivant pour les groupes orthogonaux.
The´ore`me 1.12 Supposons fixe´e une donne´e Sh0G avec Gnc = O(p, q), avec
p, q ≥ 2. Soient α et β deux classes de cohomologie de degre´s respectifs k et l
dans H∗(Sh0G) avec k+ l ≤ q+ p− 3. Il existe alors un e´le´ment g ∈ G(Q) tel
que
g(α) ∧ β 6= 0.
Concluons cette description des re´sultats en remarquant qu’en rang 1 la
conjecture suivante de´coule elle aussi des conjectures d’Arthur.
Conjecture 1.13 Supposons fixe´e une donne´e Sh0G avec Gnc = O(1, n). Soient
α et β deux classes de cohomologie de degre´s respectifs k et l dans H∗(Sh0G)
avec k+ l ≤ n/2. Il existe alors un e´le´ment g ∈ G(Q) tel que
g(α) ∧ β 6= 0.
Remerciements Je tiens a` remercier Patrick Delorme et Jacques Carmona
qui m’ont signale´ une erreur dans une premie`re version du texte. J’ai contourne´
le proble`me pose´ par cette erreur a` l’aide de la correspondance theta, cf. §5.1,
l’approche suivit dans ce paragraphe est sous-jacente dans [23], Michael Harris
et Jian-Shu Li m’ont d’ailleurs informe´ qu’ils avaient eux aussi pense´ a` cette
me´thode apre`s l’e´criture de [23]. Enfin, merci a` Laurent Clozel, cet article s’in-
scrit e´videmment dans le prolongement de notre travail en commun [6].
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2 Repre´sentations cohomologiques
Puisque G est anisotrope sur Q, un the´ore`me de Borel et Harish-Chandra
[7] affirme que si Γ est un sous-groupe de congruence de G, la varie´te´ S(Γ) est
compacte.
Dans cette section les facteurs compact de G(R) ne nous inte´resserons pas,
nous noterons g0 l’alge`bre de Lie de G
nc et k0 l’alge`bre de Lie de K un sous-
groupe compact maximal de Gnc. Soit g0 = k0 ⊕ p0 la de´composition de Cartan
associe´e. Si l0 est une alge`bre de Lie, nous noterons l = l0⊗C sa complexification.
Soit Γ un sous-groupe de congruence de G. Soit Ek(S(Γ)) l’espace des formes
diffe´rentielles de degre´ k sur S(Γ). Puisque le fibre´ cotangent T ∗S(Γ) est iso-
morphe au fibre´ Γ\Gnc ×K p∗ → Γ\Gnc/K = S(Γ), qui est associe´ au K-fibre´
principal K → Γ\Gnc → Γ\Gnc/K et a` la repre´sentation de K dans p∗, on a :
Ek(S(Γ)) ≃ (C∞(Γ\Gnc)⊗
∧
kp∗) ≃ HomK(
∧
kp, C∞(Γ\Gnc)) (k ∈ N). (2.1)
Notons ∆ le laplacien de Hodge-de Rham sur la varie´te´ riemannienne (lo-
calement syme´trique) S(Γ) (ou` la me´trique est de´duite de la forme de Killing
sur g0). L’espace des formes harmoniques de degre´ k est donne´ par
Hk(S(Γ)) := {ω ∈ Ek(S(Γ)) : ∆ω = 0}.
La the´orie de Hodge fournit un isomorphisme naturel
H∗(S(Γ)) ≃ H∗(S(Γ)).
Soit (π, Vpi) un (g,K)-module irre´ductible. A` l’aide de (2.1) on de´finit une ap-
plication line´aire
Tpi :
{
HomK(
∧∗
p, π)⊗Homg,K(π,C∞(Γ\Gnc)) → E∗(S(Γ)),
ψ ⊗ ϕ 7→ ϕ ◦ ψ. (2.2)
Soit Ĝnc l’ensemble des classes d’e´quivalence des (g,K)-modules irre´ductibles
qui sont unitarisables. Rappelons qu’Harish-Chandra a de´montre´ que Ĝnc s’i-
dentifie naturellement au dual unitaire de la composante connexe de l’identite´
Gnc0 de G
nc. Soient U(g) l’alge`bre enveloppante de l’alge`bre de Lie complexe g,
Z(g) son centre et Ω ∈ Z(g) le casimir de´finit par la forme de Killing sur g0. On
de´finit le sous-ensemble 0Ĝ
nc de Ĝnc par
0Ĝ
nc := {π ∈ Ĝnc : π(Ω) = 0},
ou` l’on a conserve´ la meˆme notation π pour la repre´sentation de U(g).
L’action de Gnc0 sur XG induit la repre´sentation de U(g) sur l’espace des
formes diffe´rentielles sur XG. En particulier, le casimir Ω(∈ Z(g) ⊂ U(g)) agit
sur E∗(XG) comme le laplacien de Hodge-de Rham, puisque la me´trique rie-
mannienne sur XG est induite par la forme de Killing sur g0. Il de´coule de tout
ceci que
Image(Tpi) ⊂ H∗(S(Γ)) ≃ H∗(S(Γ)) (2.3)
si et seulement si π ∈ 0Ĝnc. On dit dans ce cas que le sous-espace de H∗(S(Γ))
correspondant a` l’image de Tpi est la π-composante, et on e´crit H
∗(π : Γ).
Autrement dit,
Hk(π : Γ) := Image(Tpi) ∩Hk(S(Γ)) (k ∈ N), (2.4)
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via l’isomorphisme (2.3).
Un re´sultat duˆ a` Gel’fand et Piatetski-Shapiro [21] affirme que la repre´sentation
re´gulie`re droite dans L2(Γ\Gnc0 ) admet une de´composition en somme directe de
Hilbert discre`te
L2(Γ\Gnc0 ) ≃
∑⊕HomG(π, L2(Γ\Gnc0 ))⊗ π =∑⊕nΓ(π)π,
ou` π parcourt cette fois le dual unitaire de Gnc0 et la multiplicite´
nΓ(π) := dimCHomG(π, L
2(Γ\Gnc0 )) <∞.
Alors la formule de Matsushima est re´sume´e dans le lemme suivant.
Lemme 2.1 ([8], [40]) Sous les notations pre´ce´dentes. On a
H∗(π : Γ) ≃ nΓH∗(g,K;π), (2.5)
H∗(S(Γ)) =
⊕
pi∈0Ĝnc
H∗(π : Γ). (2.6)
En passant a` la limite (inductive) sur les sous-groupes de congruence Γ ⊂ G,
nous parlerons de π-composante de la cohomologie H∗(Sh0G) de la varie´te´ de
Shimura Sh0G, ce que nous noterons H∗(π : Sh0G). La de´composition (2.6) se
traduit alors en
H∗(Sh0G) =
⊕
pi∈0Ĝnc
H∗(π : Sh0G). (2.7)
D’apre`s Parthasarathy [44], Kumaresan [34] et Vogan-Zuckerman [56], les
(g,K)-modules unitarisables ayant des groupes de (g,K)-cohomologie non triv-
iaux peuvent eˆtre de´crit comme suit. Notons t0 =Lie(T ) une sous-alge`bre de Car-
tan de k0. On conside`re les sous-alge`bres paraboliques θ-stable q ⊂ g : q = l⊕ u
[56], ou` l est le centralisateur d’un e´le´ment X ∈ it0 et u est le sous-espace en-
gendre´ par les racines positives de X dans g. Alors q est stable sous θ ; on en
de´duit une de´composition u = (u ∩ k)⊕ (u ∩ p). Soit R = dim(u ∩ p).
Associe´ a` q, se trouve un (g,K)-module irre´ductible bien de´fini Aq caracte´rise´
par les proprie´te´s suivantes. Supposons effectue´ un choix de racines positives
pour (k, t) de fac¸on compatible avec u. Soit e(q) un ge´ne´rateur de la droite∧R(u ∩ p). Alors e(q) est le vecteur de plus haut poids d’une repre´sentation
irre´ductible V (q) de K contenue dans
∧R
p ; et dont le plus haut poids est donc
ne´cessairement 2ρ(u∩ p). La classe d’e´quivalence du (g,K)-module Aq est alors
uniquement caracte´rise´e par les deux proprie´te´s suivantes.
Aq est unitarisable avec le meˆme caracte`re infinite´simal que la
repre´sentation triviale
(2.8)
HomK(V (q), Aq) 6= 0. (2.9)
Remarquons que la classe du module Aq ne de´pend alors en fait que de l’in-
tersection u ∩ p, autrement dit deux sous-alge`bres paraboliques q = l ⊕ u et
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q′ = l′ ⊕ u′ ve´rifiant u ∩ p = u′ ∩ p donnent lieu a` une meˆme classe de module
cohomologique.
De plus, V (q) intervient avec multiplicie´ 1 dans Aq et
∧R
(p), et
Hi(g,K,Aq) ∼= HomL∩K(
∧
i−R(l ∩ p),C). (2.10)
Ici L est un sous-groupe de K d’alge`bre de Lie l.
Si Γ est un sous-groupe de congruence de G, la Aq-composante H
R(Aq : Γ)
de HR(S(Γ)) sera dite fortement primitive. D’apre`s ce que nous avons rappele´
ci-dessus la Aq-composante fortement primitive est donc la somme sur une base
{ϕ} de Homg,K(Aq, C∞(Γ\Gnc0 )) des formes diffe´rentielles ωϕ de´finies par
ωϕ(g.λ) = ϕ(ω(λ))(g) (λ ∈
∧
Rp, g ∈ Gnc0 ),
ou` ω :
∧R
p → Aq est une K-application non nulle (uniquement de´finie a` un
scalaire pre`s) qui factorise ne´cessairement via la composante isotypique V (q). De
meˆme nous parlerons de HR(Aq : Sh
0G) comme de la Aq-composante fortement
primitive, et notons H∗prim+(Sh
0G) la composante fortement primitive de la
cohomologie.
2.1 Le cas des groupes unitaires
Dans ce paragraphe Gnc = U(p, q), ou` p et q sont des entiers strictement
positifs avec p ≤ q. Le rang re´el de G est donc p. On a
Gnc =
{
g =
(
A B
C D
)
: tg
(
1p 0
0 −1q
)
g =
(
1p 0
0 −1q
)}
, (2.11)
ou` A ∈Mp×p(C), B ∈Mp×q(C), C ∈Mq×p(C) et D ∈Mq×q(C). Soit
K =
{
g =
(
A 0
0 D
)
∈ Gnc : A ∈ U(p), D ∈ U(q)
}
.
Le complexifie´ KC de K est le groupe
KC =
{
g =
(
A 0
0 D
)
∈ GncC : A ∈ GLp, D ∈ GLq
}
.
L’involution de Cartan θ est donne´e par x 7→ −tx. Soit
T =
{
g ∈ KC : g =
(
A 0
0 D
)
avec A, D matrices diagonales
}
.
Rappelons que la multiplication par i =
√−1 induit une de´composition
p = p+ ⊕ p−.
Nous notons (x1, . . . , xp; y1, . . . , yq) les e´le´ments de T ou de son alge`bre de
Lie. L’alge`bre de Lie g est bien e´videmment M(p+q)×(p+q)(C), et l’on voit ses
e´le´ments sous forme de blocs comme dans (2.11). On a alors,
p+ =
{(
0 B
0 0
)
avec B ∈Mp×q(C)
}
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et
p− =
{(
0 0
C 0
)
avec C ∈Mq×p(C)
}
.
Soit E = Cp (resp. F = Cq) la repre´sentation standard de U(p) (resp. U(q)).
Alors, comme repre´sentation de KC, p
+ = E ⊗ F ∗.
Soient (e1, . . . , ep) et (f1, . . . , fq) les bases canoniques respectives de E et F .
Choisissons comme sous-alge`bre de Borel bK dans k l’alge`bre des matrices dans
k, qui sont triangulaires supe´rieures sur E et triangulaires infe´rieures sur F par
rapport a` ces bases. Alors l’ensemble des racines simples compactes positives
Φ(bK , t) = {xi − xj : 1 ≤ i < j ≤ p} ∪ {yj − yi : 1 ≤ i < j ≤ q}. (2.12)
Les racines de T apparaissant dans p+ sont les formes line´aires xi − yj avec
1 ≤ i ≤ p et 1 ≤ j ≤ q.
Modules cohomologiques et diagrammes de Young
Nous avons vu comment associer une sous-alge`bre parabolique θ-stable q a`
un e´le´ment X = (x1, . . . , xp; y1, . . . , yq) ∈ it0 (les xi, yj sont donc tous re´els).
Rappelons le choix fixe´ (2.12) de racines simples compactes positives. Apre`s
conjugaison par un e´le´ment de K, on peut supposer, et nous le supposerons
effectivement par la suite, que X est dominant par rapport a` Φ(bK , t), i.e. que
α(X) ≥ 0 pour tout α ∈ Φ(bK , t) ; il satisfait alors aux ine´galite´s
x1 ≥ . . . ≥ xp et yq ≥ . . . ≥ y1.
Nous allons maintenant associer a` X un couple de partitions. Rappelons
qu’une partition est une suite de´croissante λ d’entiers naturels λ1 ≥ . . . ≥ λl ≥ 0.
Les entiers λ1, . . . , λl sont des parts. La longueur l(λ) de´signe le nombre de parts
non nulles, et le poids |λ|, la somme des parts. On se soucie peu, d’ordinaire,
des parts nulles : on se permet en particulier, le cas e´che´ant, d’en rajouter ou
d’en oˆter
Le diagramme de Young de λ, que l’on notera e´galement λ, s’obtient en
superposant, de haut en bas, des lignes dont l’extre´mite´ gauche est sur une meˆme
colonne, et de longueurs donne´es par les parts de λ. Par syme´trie diagonale, on
obtient le diagramme de Young de la partition conjugue´e, que l’on notera λ∗.
Le diagramme de Young de la partition λ = (5, 3, 3, 2) et de sa conjugue´ sont
donc :
et
λ λ∗
Soient λ et µ deux partitions telles que le diagramme de µ contienne λ, ce
que nous noterons λ ⊂ µ. Notons µ/λ le comple´mentaire du diagramme de λ
dans celui de µ : c’est une partition gauche son diagramme est un diagramme
gauche. Dans la pratique les partitions λ que nous rencontrerons seront incluses
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dans la partition rectangulaire p × q = (q, . . . , q︸ ︷︷ ︸
p fois
) = (qp), le diagramme gauche
p×q/λ est alors le diagramme de Young d’une partition auquel on a applique´ une
rotation d’angle π ; nous noterons λˆ cette partition, la partition comple´mentaire
de λ dans p × q. Par exemple, la partition λ = (5, 3, 3, 2) est incluse dans le
rectangle 5× 5, et dans ce rectangle, λˆ = (5, 3, 2, 2).
Nous associons maintenant a` notre e´le´ment X ∈ it0 un couple (λ, µ) de
partitions comme suit.
– La partition λ ⊂ p× q est associe´e au sous-diagramme de Young de p× q
constitue´ des cases de coordonne´es (i, j) telles que xi > yj .
– La partition µ ⊂ p× q est associe´e au sous-diagramme de Young de p× q
constitue´ des cases de coordonne´es (i, j) telles que xi ≥ yj .
Le lemme suivant est absolument imme´diat.
Lemme 2.2 Le couple de partitions (λ, µ) associe´ a` un e´le´ment X ∈ it0 ve´rifie :
1. la suite d’inclusion λ ⊂ µ ⊂ p× q, et
2. que le diagramme gauche µ/λ est une re´union de diagrammes rectangu-
laires pi × qi, i = 1, . . . ,m ne s’intersectant qu’en des sommets.
Re´ciproquement, e´tant donne´ un couple de partitions (λ, µ) ve´rifiant 1 et 2,
on peut toujours trouver un e´le´ment X ∈ it0 tel que (λ, µ) soit le couple de
partitions associe´ a` X.
Nous dirons d’un couple de partitions (λ, µ) qu’il est compatible (ou com-
patible dans p × q en cas d’ambiguite´) s’il ve´rifie les points 1 et 2 du Lemme
2.2.
Remarquons maintenant que si X et X ′ sont deux e´le´ments de it0 de meˆme
couple de partitions associe´ (λ, µ) et de sous-alge`bres paraboliques associe´es
respectives q et q′ alors q ∩ u = q′ ∩ u′. On de´duit donc de la remarque suivant
la de´finition des modules Aq et du Lemme 2.2 que chaque couple compatible
de partitions (λ, µ) de´finit sans ambiguite´ une classe d’e´quivalence de (g,K)-
modules que nous notons A(λ, µ). Nous nous autoriserons a` parler de “la” sous-
alge`bre parabolique q(λ, µ) = l(λ, µ)⊕u(λ, µ) de (g,K)-module associe´ A(λ, µ),
l’important pour nous est qu’une telle sous-alge`bre existe (d’apre`s le Lemme
2.2). Nous supposerons de plus, ce que l’on peut toujours faire, que le groupe
L(λ, µ) associe´ a` la sous-alge`bre de Levi l(λ, µ) n’a pas de facteurs compacts
non abe´lien. Il est alors facile de voir que
L(λ, µ)/(L(λ, µ) ∩K) =
m∏
i=1
U(pi, qi)/U(pi)× U(qi). (2.13)
Les re´sultats de Parthasarathy, Kumaresan et Vogan-Zuckerman mentionne´s
plus haut affirment alors que
ĜncVZ := {A(λ, µ) : (λ, µ) est un couple compatible de partitions}(⊂ 0Ĝnc ⊂ Ĝnc)
est l’ensemble des (g,K)-modules ayant des groupes de (g,K)-cohomologie non
nuls.
Comme repre´sentation deKC, p
+ = E⊗F ∗ et p = (E⊗F ∗)⊕(E⊗F ∗)∗. Il est
bien connu (cf. [19]) qu’a` chaque partition λ, il correspond une repre´sentation
irre´ductible Eλ de GL(E).
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Conside´rons la repre´sentation de KC
V (λ) := Eλ ⊗ (Fλ∗)∗. (2.14)
C’est une sous-repre´sentation irre´ductible de
∧|λ|
(E⊗F ∗) ; son vecteur de plus
haut poids est
v(λ) :=
p∧
i=1
λi∧
j=1
ei ⊗ f∗j (2.15)
et son vecteur de plus bas poids est
w(λ) :=
p∧
i=1
λi∧
j=1
ep−i+1 ⊗ f∗q−j+1. (2.16)
On peut montrer, cf. [19], que la repre´sentation∧
p+ =
∧
(E ⊗ F ∗) =
⊕
λ⊂p×q
V (λ), (2.17)
ou` chaque sous-espace irre´ductible V (λ) apparait avec multiplicite´ 1.
Soit maintenant (λ, µ) un couple compatible de partitions. Le vecteur
v(λ) ⊗ w(µˆ)∗ ∈
∧ |λ|(E ⊗ F ∗)⊗∧ |µˆ|(E ⊗ F ∗)∗ =∧ |λ|,|µˆ|p (2.18)
est un vecteur de plus haut poids 2ρ(u(λ, µ)∩p) et engendre donc sous l’action de
KC un sous-module irre´ductible que l’on note V (λ, µ). Ce module est isomorphe
a` V (q(λ, µ)) et apparaˆıt avec multiplicite´ exactement 1 dans
∧|λ|+|µˆ|
p (cf. [56]).
Soit (λ, µ) un couple compatible de partitions. Nous noteronsHλ,µ(Sh0G) =
H |λ|+|µˆ|(A(λ, µ) : Sh0G) la A(λ, µ)-composante fortement primitive de la coho-
mologie de Sh0G.
Cohomologie holomorphe Rappelons que le sous-espace Hλ,µ(Sh0G) ap-
parait dans la cohomologie holomorphe si et seulement si µ = p×q. La partition
λ est alors naturellement parame´tre´e par un couple d’entier (r, s) avec 0 ≤ r ≤ p
et 0 ≤ s ≤ q tels que
λ = (q, . . . , q︸ ︷︷ ︸
r fois
, s, . . . , s︸ ︷︷ ︸
p−r fois
)
de diagramme de Young : }
r cases
︸︷︷︸
s cases
(Ici p = 4 et q = 5.)
Dans ce cas le sous-espace Hλ,µ(Sh0G) apparaˆıt dans la cohomologie holo-
morphe de degre´ |λ| = rq+ s(p− r) (remarquons que |µˆ| = 0), nous le noterons
pour simplifier Hλ(Sh0G).
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2.2 Le cas des groupes orthogonaux
Dans ce paragraphe Gnc = O(p, q) et Gnc0 = SO(p, q)0, ou` p et q sont des
entiers strictement positifs. Le rang re´el de G est donc min(p, q). On a
Gnc =
{
g =
(
A B
C D
)
: tg
(
1p 0
0 −1q
)
g =
(
1p 0
0 −1q
)}
, (2.19)
ou` A ∈Mp×p(R), B ∈Mp×q(R), C ∈Mq×p(R) et D ∈Mq×q(R). Soit
K =
{
g =
(
A 0
0 D
)
∈ Gnc : A ∈ O(p), D ∈ O(q)
}
,
etK0 = SO(p)×SO(q) la composante connexe de l’identite´ dansK. L’involution
de Cartan θ est donne´e par x 7→ −tx. On a alors,
p =
{(
0 B
−tB 0
)
: B ∈Mp×q(C)
}
.
Soit E = Cp (resp. F = Cq) la repre´sentation standard de O(p,C) (resp.
O(q,C)). Alors, comme repre´sentation de KC, p = E ⊗ F ∗.
Notons r =
[
p
2
]
et s =
[
q
2
]
. Soit it0 la sous-alge`bre de k constitue´e des
e´le´ments
0 ix1
−ix1 0
0 ix2
−ix2 0
. . .
. . .
0 iys−1
−iys−1 0
0 iys
−iys 0

,
ou` x1, . . . , xr et y1, . . . , ys sont re´els. L’alge`bre t0 est une sous-alge`bre de Cartan
de k0. Nous noterons (x1, . . . , xr; y1, . . . , ys) les e´le´ments de t.
Distinguons trois cas.
p=2r et q=2s Dans ces coordonne´es les syste`mes de racines de k et p sont
repre´sente´s par
∆(k, t) = {±(xi ± xj) : 1 ≤ i < j ≤ r} ∪ {±(yi ± yj) : 1 ≤ i < j ≤ s}, (2.20)
∆(p, t) = {±(xi ± yj) : 1 ≤ i ≤ r, 1 ≤ j ≤ s}. (2.21)
Soit j un entier ∈ [1, r], nous notons ej (resp. ej) le vecteur de Cp
(. . . , 1,−i︸ ︷︷ ︸
j
, . . .) (resp. (. . . , 1, i︸︷︷︸
j
, . . .))
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dont toutes les coordonne´es sont nulles sauf celles correspondant a` la j-e`me
paire d’indices. De meˆme si j est un entier ∈ [1, s], nous notons fj (resp. f j) le
vecteur de Cq
(. . . , 1,−i︸ ︷︷ ︸
j
, . . .) (resp. (. . . , 1, i︸︷︷︸
j
, . . .))
dont toutes les coordonne´es sont nulles sauf celles correspondant a` la j-e`me paire
d’indices.
Les syste`mes (e1, e1, . . . , er, er) et (f1, f1, . . . , fs, fs) sont des bases de E et
F respectivement. L’action adjointe d’un e´le´ment (x1, . . . , xr; y1, . . . , ys) ∈ t sur
p = E ⊗ F ∗ est diagonalise´e par les vecteurs
– ei ⊗ f∗j de valeur propre associe´e xi − yj ;
– ei ⊗ f∗j de valeur propre associe´e xi + yj ;
– ei ⊗ f∗j de valeur propre associe´e −xi − yj ;
– ei ⊗ f∗j de valeur propre associe´e −xi + yj .
Ici l’entier i parcourt [1, r] et l’entier j parcourt [1, s].
Pour la suite, nous fixons un syste`me positif de ∆(k, t) comme suit :
∆+(k, t) = {xi ± xj : 1 ≤ i < j ≤ r} ∪ {yj ± yi : 1 ≤ i < j ≤ s}. (2.22)
p=2r et q=2s+1 Les syste`mes de racines de k et p sont alors repre´sente´s par
∆(k, t) = {±(xi ± xj) : 1 ≤ i < j ≤ r}
∪{±(yi ± yj) : 1 ≤ i < j ≤ s} ∪ {±yi : 1 ≤ i ≤ s}, (2.23)
∆(p, t) = {±(xi ± yj) : 1 ≤ i ≤ r, 1 ≤ j ≤ s}
∪{±xi : 1 ≤ i ≤ r}. (2.24)
Nous conservons les notations du paragraphe pre´ce´dent et notons fs+1 le
vecteur (0, . . . , 0, 1) ∈ Cq. Les syste`mes (e1, e1, . . . , er, er) et (f1, f1, . . . , fs, fs, fs+1)
sont alors des bases de E et F respectivement. L’action adjointe d’un e´le´ment
(x1, . . . , xr; y1, . . . , ys) ∈ t sur p = E ⊗ F ∗ est diagonalise´e par les vecteurs
ei ⊗ f∗j , ei ⊗ f
∗
j , ei ⊗ f∗j et ei ⊗ f
∗
j comme au paragraphe pre´ce´dent ainsi que
par les vecteurs ei ⊗ f∗s+1 et ei ⊗ f∗s+1 (1 ≤ i ≤ r) de valeur propres associe´es
respectives xi et −xi.
Pour la suite, nous fixons un syste`me positif de ∆(k, t) comme suit :
∆+(k, t) = {xi ± xj : 1 ≤ i < j ≤ r} ∪ {yj ± yi : 1 ≤ i < j ≤ s}
∪{yi : 1 ≤ i ≤ s}. (2.25)
p=2r+1 et q=2s+1 Les syste`mes de racines de k et p sont alors repre´sente´s
par
∆(k, t) = {±(xi ± xj) : 1 ≤ i < j ≤ r} ∪ {±xi : 1 ≤ i ≤ r}
∪{±(yi ± yj) : 1 ≤ i < j ≤ s} ∪ {±yi : 1 ≤ i ≤ s}, (2.26)
∆(p, t) = {±(xi ± yj) : 1 ≤ i ≤ r, 1 ≤ j ≤ s}
∪{±xi : 1 ≤ i ≤ r} ∪ {±yj : 1 ≤ j ≤ s} ∪ {0}. (2.27)
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Nous conservons les notations des paragraphes pre´ce´dents et notons er+1 le
vecteur (0, . . . , 0, 1) ∈ Cp. Les syste`mes (e1, e1, . . . , er, er, er+1) et (f1, f1, . . . , fs, fs, fs+1)
sont alors des bases de E et F respectivement. L’action adjointe d’un e´le´ment
(x1, . . . , xr; y1, . . . , ys) ∈ t sur p = E⊗F ∗ est diagonalise´e par les vecteurs ei⊗f∗j ,
ei ⊗ f∗j , ei ⊗ f∗j , ei ⊗ f
∗
j , ei ⊗ f∗s+1 et ei ⊗ f∗s+1 comme au paragraphe pre´ce´dent
ainsi que par les vecteurs er+1 ⊗ f∗j , er+1 ⊗ f
∗
j (1 ≤ j ≤ s) et er+1 ⊗ f∗s+1 de
valeur propres associe´es respectives −yj, yj et 0.
Pour la suite, nous fixons un syste`me positif de ∆(k, t) comme suit :
∆+(k, t) = {xi ± xj : 1 ≤ i < j ≤ r} ∪ {xi : 1 ≤ i ≤ r}
∪{yj ± yi : 1 ≤ i < j ≤ s} ∪ {yi : 1 ≤ i ≤ s}. (2.28)
Modules cohomologiques
Nous avons vu comment associer une sous-alge`bre parabolique θ-stable q a` un
e´le´ment X = (x1, . . . , xr; y1, . . . , ys) ∈ it0 (les xi, yj sont donc tous re´els). Apre`s
conjugaison par un e´le´ment de K0, on peut supposer, et nous le supposerons
effectivement par la suite, que X est dominant par rapport au choix (2.22),
(2.25) ou (2.28) de ∆+(k, t), i.e. que α(X) ≥ 0 pour tout α ∈ ∆+(k, t). Alors X
satisfait alors aux ine´galite´s
x1 ≥ . . . ≥ xr−1 ≥ |xr| ≥ 0 et ys ≥ . . . ≥ y2 ≥ |y1| ≥ 0.
(Lorsque p est impair (resp. q est impair) on peut de plus supposer xr ≥ 0 (resp.
y1 ≥ 0).)
Dans la suite nous notons
z1, . . . , zp (resp. w1, . . . , wq)
les re´els xi, −xi et 0 (resp. yj, −yj et 0) range´s par ordre de´croissant (resp.
croissant).
Nous associons alors a` notre e´le´ment X ∈ it0 la partition λ ⊂ p× q dont le
sous-diagramme de Young est constitue´ des cases de coordonne´es (i, j) telles que
zi > wj . Il est facile de ve´rifier que le couple de partitions (λ, λˆ) est compatible.
Nous dirons d’une partition λ telle que le couple (λ, λˆ) est compatible qu’elle
est orthogonale. Le diagramme gauche λˆ/λ est alors re´union de diagrammes
rectangulaires et est invariant par syme´trie centrale. Lorsque λˆ/λ est constitue´
d’un nombre impair de diagrammes rectangulaires nous dirons que la partition
orthogonale λ est impaire (et qu’elle est paire dans le cas contraire).
Comme dans le cas unitaire la donne´e d’une partition orthogonale impaire
λ de´finit sans ambiguite´ une classe d’e´quivalence de (g,K)-modules que nous
notons A(λ). Le (g,K)-module est cohomologique de degre´ primitif R = |λ|.
Nous notons q(λ) = l(λ) ⊕ u(λ) “la” sous-alge`bre parabolique correspondante
(en supposant toujours que l(λ) n’a pas de facteur compact non abe´lien).
E´crivons le diagramme gauche λˆ/λ comme re´union de diagrammes rectan-
gulaires : (a1 × b1) ∗ . . . ∗ (am × bm) ∗ (p0 × q0) ∗ (am × bm) ∗ . . . ∗ (a1 × b1). Soit
L(λ) le sous-groupe de G associe´ a` la sous-alge`bre de Levi l(λ). Il est alors facile
de ve´rifier que
L(λ)/(L(λ) ∩K)
= (O(p0, q0)/O(p0)×O(q0))×
∏m
i=1 U(ai, bi)/U(ai)× U(bi),
(2.29)
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ou` le plongement du groupe O(p0, q0) ×
∏m
i=1 U(ai, bi) dans O(p, q) est (a` con-
jugaison dans O(p, q) pre`s) induit par le plongement (au niveau des groupes
unitaires)
U(p0, q0)× U(a1, b1)× . . .× U(am, bm) → U(p, q)
(g0, g1, . . . , gm) 7→ (g0, g1, g1, . . . , gm, gm).
Comme repre´sentation de (K0)C, p = E ⊗ F ∗. Soient
(ε1, . . . , εp) = (e1, e2, . . . . . . , e2, e1)
et
(γ1, . . . , γq) = (f s, f s−1, . . . . . . , fs−1, fs)
les bases respectives de E et F obtenues en re´ordonnant respectivement les
vecteurs ei, ei et les vecteurs fj, f j de telle manie`re que εi⊗ γ∗j soit un vecteur
propre pour l’action adjointe de X sur p de valeur propre zi − wj .
En supposant toujours que la partition orthogonale λ est impaire, le vecteur
v(λ) :=
p∧
i=1
λi∧
j=1
εi ⊗ γ∗j (2.30)
appartient a`
∧R
p et est un vecteur de plus haut poids 2ρ(u(λ)∩p) pour l’action
de (K0)C. Il engendre donc sous l’action de (K0)C un sous-module irre´ductible
V (λ) qui est le plus bas K-type de A(λ).
Lorsque la partition λ est paire la situation est un petit peu plus complique´e
car le diagramme λ peut provenir d’un e´le´ment X avec xr ou y1 non nul. Nous
distinguons alors encore une fois trois cas.
p=2r et q=2s Soit λ ⊂ p× q une partition orthogonale paire. Nous distin-
guons alors trois cas.
1. λr > λr+1 et λ
∗
s = λ
∗
s+1 : On associe a` λ deux classes d’e´quivalence de
(g,K)-modules que nous notons A(λ)+ et A(λ)−. Chacun de ces (g,K)-
modules est cohomologique de degre´ primitif R = |λ|. Nous notons q(λ)± =
l(λ)±⊕u(λ)± “la” sous-alge`bre parabolique correspondante (en supposant
toujours que l(λ)± n’a pas de facteur compact abe´lien). L’espace syme´trique
associe´ au groupe L(λ)± est alors de la forme (2.29) comme ci-dessus avec
p0 = q0 = 0.
2. λr = λr+1 et λ
∗
s > λ
∗
s+1 : On associe a` λ deux classes d’e´quivalence de
(g,K)-modules que nous notons A(λ)+ et A(λ)−. Chacun de ces (g,K)-
modules est cohomologique de degre´ primitif R = |λ|. Nous notons q(λ)± =
l(λ)±⊕u(λ)± “la” sous-alge`bre parabolique correspondante (en supposant
toujours que l(λ)± n’a pas de facteur compact abe´lien). L’espace syme´trique
associe´ au groupe L(λ)± est alors de la forme (2.29) comme ci-dessus avec
p0 = q0 = 0.
3. λr > λr+1 et λ
∗
s > λ
∗
s+1 : On associe a` λ quatres classes d’e´quivalence
de (g,K)-modules que nous notons A(λ)++, A(λ)
−
+, A(λ)
+
− et A(λ)
−
−. Cha-
cun de ces (g,K)-modules est cohomologique de degre´ primitif R = |λ|.
Nous notons q(λ)±2±1 = l(λ)
±2
±1⊕u(λ)±2±1 “la” sous-alge`bre parabolique corre-
spondante (en supposant toujours que l(λ)±2±1 n’a pas de facteur compact
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abe´lien). L’espace syme´trique associe´ au groupe L(λ)±2±1 est alors de la
forme (2.29) comme ci-dessus avec p0 = q0 = 0.
D’apre`s Vogan et Zuckerman [56], l’ensemble{
A(λ)±2±1 :
λ ⊂ p× q orthogonale et paire
λr > λr+1 et λ
∗
s > λ
∗
s+1
, et ±1,±2 deux signes
}
⋃{
A(λ)± :
λ ⊂ p× q orthogonale et paire
λr > λr+1 et λ
∗
s = λ
∗
s+1
, et ± un signe
}
⋃{
A(λ)± :
λ ⊂ p× q orthogonale et paire
λr = λr+1 et λ
∗
s > λ
∗
s+1
, et ± un signe
}
⋃ {A(λ) : λ ⊂ p× q orthogonale et impaire}
exhauste l’ensemble des (g,K)-modules cohomologiques.
Faisons agir le signe + trivialement sur E et F et le signe − sur E (resp. F )
par l’application line´aire qui fixe chacun des vecteurs ei, ei (resp. fj, f j) pour
i = 1, . . . , r− 1 (resp. j = 2, . . . , s) et qui e´change les vecteurs er et er (resp. f1
et f1) si (et seulement si) λr > λr+1 (resp. λ
∗
s > λ
∗
s+1). Nous notons de plus v
±
l’action de ± sur un vecteur v de E ou de F .
Si λ est une partition orthogonale paire, le vecteur
v(λ)±2±1 :=
p∧
i=1
λi∧
j=1
ε±1i ⊗ (γ±2j )∗ (2.31)
appartient a`
∧R
p. Et,
– si λr > λr+1 et λ
∗
s = λ
∗
s+1, v(λ)± est un vecteur de plus haut poids
2ρ(u(λ)± ∩ p) pour l’action de (K0)C. Il engendre donc sous l’action de
(K0)C un sous-module irre´ductible V (λ)± qui est le plus bas K-type de
A(λ)± ;
– si λr = λr+1 et λ
∗
s > λ
∗
s+1, v(λ)
± est un vecteur de plus haut poids
2ρ(u(λ)± ∩ p) pour l’action de (K0)C. Il engendre donc sous l’action de
(K0)C un sous-module irre´ductible V (λ)
± qui est le plus bas K-type de
A(λ)± ;
– si λr > λr+1 et λ
∗
s > λ
∗
s+1, v(λ)
±2
±1 est un vecteur de plus haut poids
2ρ(u(λ)±2±1 ∩ p) pour l’action de (K0)C. Il engendre donc sous l’action de
(K0)C un sous-module irre´ductible V (λ)
±2
±1 qui est le plus bas K-type de
A(λ)±2±1 .
p=2r et q=2s+1 Soit λ ⊂ p×q une partition orthogonale paire. On associe a`
λ deux classes d’e´quivalence de (g,K)-modules que nous notonsA(λ)+ et A(λ)−.
Chacun de ces (g,K)-modules est cohomologique de degre´ primitifR = |λ|. Nous
notons q(λ)± = l(λ)± ⊕ u(λ)± “la” sous-alge`bre parabolique correspondante
(en supposant toujours que l(λ)± n’a pas de facteur compact abe´lien). L’espace
syme´trique associe´ au groupe L(λ)± est alors de la forme (2.29) comme ci-dessus
avec p0 = q0 = 0.
D’apre`s Vogan et Zuckerman [56], l’ensemble
{A(λ)± : λ ⊂ p× q orthogonale et paire et ± un signe}⋃ {A(λ) : λ ⊂ p× q orthogonale et impaire}
exhauste l’ensemble des (g,K)-modules cohomologiques.
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Si λ est une partition orthogonale paire, le vecteur
v(λ)± :=
p∧
i=1
λi∧
j=1
ε±i ⊗ γ∗j (2.32)
appartient a`
∧R
p et est un vecteur de plus haut poids 2ρ(u(λ)±∩p) pour l’action
de (K0)C. Il engendre donc sous l’action de (K0)C un sous-module irre´ductible
V (λ)± qui est le plus bas K-type de A(λ)±.
p=2r+1 et q=2s+1 Alors toute partition orthogonale dans p×q est impaire.
D’apre`s Vogan et Zuckerman [56], l’ensemble
{A(λ) : λ ⊂ p× q orthogonale}
exhauste l’ensemble des (g,K)-modules cohomologiques.
A` toute partition λ de longueur l(λ) ≤ p, nous associons la repre´sentation
irre´ductible Γλ du groupe O(p,C) obtenue par la construction de Weyl (voir par
exemple [20]) a` partir de la partition (λ1−λp, . . . , λ[p/2]−λp−[p/2]+1). Rappelons
alors que
– si p impair = 2r + 1, la restriction Γλ de la repre´sentation Γλ au groupe
SO(p,C) est irre´ductible de plus haut poids (λ1 − λp, . . . , λr − λr+2) ;
– si p est pair = 2r et λr = λr+1, la restriction Γλ de la repre´sentation Γλ au
groupe SO(p,C) est irre´ductible de plus haut poids (λ1 − λp, . . . , λr−1 −
λr+2) ;
– si p est pair = 2r et λr > λr+1, la restriction de la repre´sentation Γλ
au groupe SO(p,C) est la somme de deux repre´sentations irre´ductibles
Γ+λ et Γ
−
λ de plus haut poids respectifs (λ1 − λp, . . . , λr − λr+1) et (λ1 −
λp, . . . , λr+1 − λr).
Soit maintenant λ ⊂ p× q une partition orthogonale.
– Si λ est impaire, la repre´sentation V (λ) de K0 s’identifie a` Γλ ⊗ Γ∗λ∗ .
– Si λ est paire, p = 2r, q = 2s, λr > λr+1 et λ
∗
s > λ
∗
s+1, chaque repre´sentation
V (λ)±2±1 de K0 s’identifie a` Γ
±1
λ ⊗ (Γ±2λ∗ )∗.
– Si λ est paire, p = 2r, q = 2s, λr > λr+1 et λ
∗
s = λ
∗
s+1, chaque repre´sentation
V (λ)± de K0 s’identifie a` Γ±λ ⊗ Γ∗λ∗ .
– Si λ est paire, p = 2r, q = 2s, λr = λr+1 et λ
∗
s > λ
∗
s+1, chaque repre´sentation
V (λ)± de K0 s’identifie a` Γλ ⊗ (Γ±λ∗)∗.
– Si λ est paire, p = 2r et q = 2s+ 1, chaque repre´sentation V (λ)± de K0
s’identifie a` Γ±λ ⊗ Γ∗λ∗ .
On dit d’une partition paire λ ⊂ p × q qu’elle est de type 1 (resp. type 2 ;
type 3) si p = 2r, q = 2s, λr > λr+1 et λ
∗
s = λ
∗
s+1 ou p = 2r et q = 2s+1 (resp.
p = 2r, q = 2s, λr = λr+1 et λ
∗
s > λ
∗
s+1 ou p = 2r+1 et q = 2s ; p = 2r, q = 2s,
λr > λr+1 et λ
∗
s > λ
∗
s+1).
Soit λ ⊂ p × q une partition orthogonale. Nous notons Hλ(Sh0G)±2±1 =
H |λ|(A(λ)±2±1 : Sh
0G) 5 la A(λ)±2±1 -composante fortement primitive de la coho-
mologie de Sh0G.
5Suivant la parite´ et le type 1, 2 ou 3 de λ les signes ±1 et ±2 peuvent eˆtre sans signification
auquel cas nous les ignorons.
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D’apre`s Harish-Chandra les modulesA(λ)±2±1 correspondent a` des repre´sentations
unitaire du groupe connexe Gnc0 = SO0(p, q), nous aurons besoin d’e´tendre
celles-ci a` des repre´sentations du groupe non connexe Gnc = O(p, q). Remar-
quons tout d’abord qu’il correspond a` chaque repre´sentation Γ±λ la repre´sentation
Γλ du groupe compact non connexeO(p). A` toute partition orthogonale λ ⊂ p×q
il correspond donc la repre´sentation irre´ductible V (λ) = Γλ ⊗ Γ∗λ∗ du groupe
K. Il existe alors une unique repre´sentation unitaire irre´ductible du groupe
Gnc = O(p, q) de plus bas K-type Γλ ⊗ Γ∗λ∗ . Nous notons cette repre´sentation
A(λ).
2.3 Restriction entre K-types
Dans ce paragraphe nous rassemblons divers re´sultats concernant la restric-
tion des plus bas K-types des modules cohomologiques construits aux para-
graphes pre´ce´dents. Dans la suite nous aurons a` conside´rer a` la fois le cas du
groupe U(p, q) et du groupeO(p, q). Pour distinguer ces deux cas nous utiliserons
les notations e´videntes KU , pU , p
+
U , VU (λ), VU (λ, µ) . . . lorsque nous parlerons
du cas du groupe U(p, q) et nous conserverons les notations du §1.2 lorsque nous
parlerons du groupe O(p, q).
Lemme 2.3 Soient (λ, µ) un couple compatible de partitions dans p× q et r un
entier ≤ p ≤ q. On plonge GLq−r dans GLq par
A 7→
(
A 0
0 1r
)
.
Supposons que la partition (rp) s’inscrive 6 dans le diagramme gauche µ/λ, i.e.
que la partition µ − (rp) contienne λ. Alors, le (GLp × GLq)-module VU (λ, µ)
vu comme (GLp ×GLq−r)-module contient le module VU (λ, µ− (rp)) avec mul-
tiplicite´ 1.
De´monstration. On peut facilement translate´ v(λ) ⊗ w(µˆ)∗ par 1 × GLq de
manie`re a` obtenir un vecteur de plus haut poids pour GLp×GLq−r qui engendre
VU (λ, µ − (rp)). Enfin, on constate que la multiplicite´ est triviale en projetant
sur VU (λ). 
Remarque. Il de´coule de plus de la de´monstration de [2, The´ore`me 31] que si
VU (α, β), avec α, β partitions dans p×(q−r), est un sous-(GLp×GLq−r)-module
de VU (λ, µ) avec |α|+ |βˆ| = |λ|+ |µˆ| alors α = λ et βˆ = µˆ. La partition (rp) doit
donc s’inscrire dans le diagramme gauche µ/λ et VU (α, β) = VU (λ, µ− (rp)).
Par dualite´ (pour la forme de Killing) l’inclusion p→ pU induit l’application
pU → p que nous dirons “de restriction”. Cette dernie`re application induit∧
pU →
∧
p. (2.33)
Lemme 2.4 Si λ est une partition orthogonale dans p × q, alors l’image de
VU (λ) dans
∧
p par l’application de restriction (2.33) est non triviale et contient
avec multiplicite´ 1 le K-module V (λ).
6Cf. [2] pour une de´finition ge´ne´rale.
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De´monstration. Il est de´montre´ dans [38] (cf. aussi [20]) que si λ est une partition
de longueur l(λ) ≤ p, la repre´sentation Eλ (de GL(E) = GLp), vue comme
O(p,C)-module, contient avec multiplicite´ un la repre´sentation Γλ. Le lemme
2.4 de´coule alors imme´diatement de la section pre´ce´dente. 
Remarque. De meˆme que dans le cas unitaire, si V (α), ou` α est une partition
orthogonale dans p × q, est un sous-(O(p,C) × O(q,C))-module de VU (λ) avec
|α| = |λ| alors α = λ.
Lemme 2.5 Soit (λ, µ) un couple compatible de partitions dans p × q. Alors,
l’image de VU (λ, µ) dans
∧
p par l’application de restriction (2.33) est triviale
sauf si λ = 0 ou µ = p× q.
De´monstration. Commenc¸ons par remarquer que l’application (2.33) envoie une
matrice
(
0 B
C 0
)
∈ pU sur la matrice B−tC2 . Quitte a` conjuguer le plongement
de p dans pU par un e´le´ment de (KU )C, on peut donc supposer que les vecteur
ei⊗f∗j ∈ E⊗F ∗ et (ep−i+1⊗f∗q−j+1)∗ ∈ (E⊗F ∗)∗ (pour 1 ≤ i ≤ p et 1 ≤ j ≤ q)
s’envoient sur εi ⊗ γ∗j .
Il est donc imme´diat que l’image de VU (λ, µ) dans
∧
p par l’application de
restriction (2.33) est triviale sauf si λ = 0 ou µ = p× q. 
Lemme 2.6 Soit λ une partition orthogonale dans p×q et r un entier ≤ p ≤ q.
On plonge O(q − r,C) dans O(q,C) par
A 7→
(
A 0
0 1r
)
.
Supposons que la partition (rp) s’inscrive dans le diagramme gauche λˆ/λ, i.e.
que la partition λˆ − (rp) contienne λ. La partition λ est alors contenue et or-
thogonale dans p × (q − r) et le (O(p,C) × O(q,C))-module V (λ) vu comme
(O(p,C) ×O(q − r,C))-module contient le module V (λ) avec multiplicite´ 1.
De´monstration. Il est clair que si (rp) s’inscrit dans λˆ/λ alors la partition
λ est contenue et orthogonale dans p × (q − r). Le lemme de´coule alors des
de´compositions (25.34) et (25.35) de [20, §25.3]. 
Remarque. De meˆme que dans le cas unitaire, si V (α), ou` α est une partition
orthogonale dans p× (q−r), est un sous-(O(p,C)×O(q−r,C))-module de V (λ)
avec |α| = |λ| alors (et toujours d’apre`s les de´compositions (25.34) et (25.35)
de [20, §25.3]) α = λ. La partition (rp) doit donc s’inscrire dans le diagramme
gauche λˆ/λ et V (α) = V (λ).
3 The´ore`me 1.3 et cohomologie L2
3.1 De´monstration du The´ore`me 1.3
Premier point Le premier point du The´ore`me 1.3 est de´montre´ dans [2]. Plus
ge´ne´ralement, le The´ore`me suivant de´coule de [2, The´ore`mes 25 et 31].
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The´ore`me 3.1 Soit G un groupe alge´brique re´ductif, connexe et anisotrope sur
Q tel que Gnc = U(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = U(p, q − r) plonge´ de
manie`re standard dans Gnc. Soient λ et µ deux partitions incluses dans p × q
formant un couple compatible avec µ/λ = (p1 × q1) ∗ . . . ∗ (pm × qm). Alors,
l’application
Hλ,µ(Sh0G)→
∏
g∈G(Q)
H
|λ|+|µˆ|
prim+ (Sh
0H)
obtenue en composant l’application ResGH et la projection sur la composante
fortement primitive de la cohomologie de Sh0H est injective si et seulement
si la partition (rp) s’inscrit dans le diagramme gauche µ/λ (i.e. si p1 + . . . +
pm = p et r ≤ qi pour i = 1, . . . ,m). Son image est alors contenue dans∏
g∈G(Q)H
λ,µ−(rp)(Sh0H).
(L’assertion sur la composante fortement primitive, qui n’est pas explicite´e dans
[2], de´coule de la Remarque suivant le Lemme 2.3.)
Deuxie`me point Le deuxie`me point du The´ore`me 1.3 est quant a` lui de´montre´
dans [6]. Plus ge´ne´ralement nous conjecturons le re´sultat suivant.
Conjecture 3.2 Soit G un groupe alge´brique re´ductif, connexe et anisotrope
sur Q tel que Gnc = U(p, q+ r). Soit Sh0H ⊂ Sh0G avec Hnc = U(p, q) plonge´
de manie`re standard dans Gnc. Soient λ et µ deux partitions incluses dans p× q
formant un couple compatible avec µ/λ = (p1 × q1) ∗ . . . ∗ (pm × qm). Alors,
l’application
Hλ,µ(Sh0H)→ H |λ|+pr+|µˆ|prim+ (Sh0G)
obtenue en composant l’application
∧G
H et la projection sur la composante forte-
ment primitive de la cohomologie de Sh0G est injective si et seulement si la
partition (rp) s’inscrit dans le diagramme gauche µ/λ (i.e. si p1+. . .+pm = p et
r ≤ qi pour i = 1, . . . ,m). Son image est alors contenue dans Hλ+(rp),µ(Sh0G).
Nous allons maintenant chercher a` motiver cette Conjecture.
Dans [6], le deuxie`me point du The´ore`me 1.3 est principalement de´duit de
deux the´ore`mes, l’un concernant l’isolation des repre´sentations cohomologiques
de petit degre´ dans le dual unitaire de Gnc et l’autre calculant la cohomologie
L2 (re´duite) en petit degre´ des varie´te´s Λ\XG, ou` Λ est un sous-groupe de
congruence de H .
Le re´sultat concernant l’isolation des repre´sentations cohomologiques est
de´duit d’un the´ore`me ge´ne´ral de Vogan sur lequel nous revenons dans la section
suivante. Nous n’avons en fait besoin que de l’isolation dans le dual automorphe,
or on montre dans [6] que celle-ci de´coule de la Conjecture de changement de
base (version faible des Conjectures d’Arthur) formule´e dans [6].
D’apre`s [6] et compte tenu des Conjectures d’Arthur, la Conjecture 3.2 est
principalement motive´e par les calculs de cohomologie L2 que nous pre´sentons
dans les paragraphes suivants.
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3.2 Un calcul de cohomologie L2
Dans ce paragraphe, nous fixons G un groupe de Lie re´ductif re´el connexe
de type non compact et a` centre compact. Soit τ une involution sur G et soit
H = Gτ la composante connexe de l’identite´ du groupe des points fixes de τ .
Nous supposons que G est la forme re´elle d’un groupe de Lie complexe et notons
K un sous-groupe compact maximal τ -stable de G. L’espace syme´trique XG =
G/K est de courbure ne´gative. Soit Λ un re´seau cocompact de H . Nous nous
inte´ressons a` la cohomologie L2 du quotient Λ\XG. Nous notons M = Λ\XG et
F = Λ\XH .
La varie´te´ M est riemannienne et comple`te. On note C∞0 (Λ
kT ∗M) (respec-
tivement L2(ΛkT ∗M), etc...) l’ensemble des k-formes lisses a` support compact
(respectivement de carre´ inte´grable, etc...) dans M . Le k-ie`me espace de coho-
mologie L2 (re´duite) de M est de´fini par
Hk2 (M) = {α ∈ L2(ΛkT ∗M) : dα = 0}/dC∞0 (Λk−1T ∗M)
L2
.
Un autre espace tre`s proche souvent conside´re´ est l’espace de cohomologie L2
non re´duite, qui, en degre´ k, est le quotient de {α ∈ L2(ΛkT ∗M) : dα = 0} par
{dα : α ∈ L2(Λk−1T ∗M), dα ∈ L2}, sans prendre d’adhe´rence. En ge´ne´ral,
cohomologie L2 re´duite et non re´duite sont diffe´rentes. Il y a ne´anmoins e´galite´
en degre´ k lorsque 0 n’est pas dans le spectre essentiel du laplacien ∆ sur les
formes diffe´rentielles de degre´ k. Dans la suite, “cohomologie L2” voudra dire
“cohomologie L2 re´duite”.
Il y a une interpre´tation de la cohomologie L2 en termes de formes har-
moniques. En effet, notons Hk2 l’espace des k-formes harmoniques L2 de M :
Hk2(M) = {α ∈ L2(ΛkT ∗M) : dα = δα = 0}
ou` δ est l’ope´rateur de´fini initialement sur les formes lisses a` support compact
comme l’adjoint de d. Comme M est comple`te, H∗2(M) est aussi le noyau L2
du laplacien ∆ = dδ + δd. Un fait important est la de´composition de Hodge-de
Rham-Kodaira :
L2(ΛkT ∗M) = Hk2(M)⊕ dC∞0 (Λk−1T ∗M)⊕ δC∞0 (Λk+1T ∗M),
et de plus,
{α ∈ L2(ΛkT ∗M) : dα = 0} = Hk2(M)⊕ dC∞0 (Λk−1T ∗M).
On en de´duit que
Hk2 (M)
∼= Hk2(M).
Nous noterons C∞0 (Λ\G,
∧∗
p∗) l’image de C∞(M,
∧∗ T ∗M) par l’application
naturelle consistant a` tire´e en arrie`re les formes diffe´rentielles. Toute forme
harmonique L2 ϕ sur M de´finit donc un e´le´ment ϕ˜ de
C∞0 (Λ\G,
∗∧
p∗) ∼= HomK(
∗∧
p, C∞(Λ\G;C)).
La formule de Matsushima se ge´ne´ralise a` ce cadre (cf. [8]). L’espace H∗2 (M)
se de´compose donc en somme directe :
H∗2 (M) =
⊕
pi∈Ĝ0
H∗2 (π :M), (3.1)
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ou` nous avons note´H∗2 (π :M) la π-composante de la cohomologie L
2 deM . Si R
est le degre´ fortement primitif d’une repre´sentation π ∈ 0Ĝ, l’espace HR2 (π :M)
est aussi la partie de la cohomologie L2 de M qui est repre´sente´e par des formes
harmoniques dans
C∞0 (Λ\G,
∧ ∗p∗)δ (3.2)
(avec ∗ = R) le sous-ensemble de C∞0 (Λ\G,
∧∗
p∗) constitue´ des e´le´ments de
la forme ϕ˜ =
∑
i ϕ˜iXi avec ϕ˜i dans la composante isotypique C
∞(Λ\G)δ de
type δ, l’unique K-type minimal de π (cf. section 1). Plus ge´ne´ralement, nous
notons H∗2 (M)δ la partie de la cohomologie L
2 de M repre´sente´e par des formes
harmoniques dans (3.2). Puisque le laplacien de Hodge-de Rham commute a` la
projection sur les K-types, on a alors la de´composition
H∗2 (M) =
⊕
δ
H∗2 (M)δ. (3.3)
Nous notons δ∗ le K-type dual d’un K-type donne´ δ. La dualite´
H∗2 (M)δ ×H∗2 (M)δ∗ → C (3.4)
est alors donne´e par
(ϕ, ψ) 7→
∫
M
ϕ ∧ ψ.
D’un autre coˆte´, l’ope´rateur ∗ de Hodge induit un isomorphisme line´aire
H∗2 (M)δ
∗→ HdG−∗2 (M)δ∗ . (3.5)
On en de´duit un produit scalaire sur H∗2 (M)δ
(ϕ1, ϕ2) 7→
∫
M
ϕ1 ∧ ∗ϕ2.
Notre but est de comprendre la cohomologie L2 de M en termes de la coho-
mologie (usuelle) de F = Λ\XH . Remarquons que F est naturellement plonge´e
dans M , par dualite´ elle de´finit une classe “(L2-)duale” [F ] ∈ HdG−dH2 (M) (qui
peut eˆtre nulle a priori). Le the´ore`me principal de cette section se de´duit presque
imme´diatement des travaux de Tong et Wang [52].
The´ore`me 3.3 La classe [F ] ∈ HdG−dH2 (M) est non nulle si et seulement si
rangC(G/H) = rangC(K/(K ∩H)).
Nous l’avons dit, la de´monstration du The´ore`me 3.3 repose sur des travaux
de Tong et Wang [52]. Ceux-ci permettent de re´aliser ge´ome´triquement certaines
se´ries discre`tes d’espaces syme´triques (non ne´cessairement riemanniens). Nous
commenc¸ons par des rappels sur les se´ries discre`tes. Puis nous suivons Tong et
Wang [52] en incluant les de´monstrations de ceux de leurs lemmes et propositions
que nous utilisons.
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3.3 Rappels sur les se´ries discre`tes de G/H
Commenc¸ons par rappeler qu’une repre´sentation π de G est dite membre
de la se´rie discre`te de G/H si elle est isomorphe a` une sous-repre´sentation
irre´ductible de la repre´sentation re´gulie`re gauche L sur L2(G/H). Nous notons
L2d(G/H) l’espace des se´ries dicre`tes de G/H i.e. le sous-espace lineaire ferme´
dans L2(G/H) engendre´ par les sous-repre´sentations irre´ductibles de L.
Si rangC(G/H) = rangC(K/K ∩H) et d’apre`s Flensted-Jensen [17], l’espace
L2d(G/H) des se´ries discre`tes est non nul. Les repre´sentations de la se´rie discre`te
sont classifie´es dans [43] (cf. aussi [18]). Il s’ave`re que la condition rangC(G/H) =
rangC(K/K ∩ H) est en fait ne´cessaire a` l’existence des se´ries discre`tes. Nous
supposerons dore´navant rangC(G/H) = rangC(K/K ∩H) et extrayons de leurs
re´sultats ceux dont nous aurons besoin.
Soit q0 le supple´mentaire orthogonal (pour la forme de Killing) de h0 dans
g0, et soit t0 un sous-espace de Cartan compact de q0. Soit Σ le syste`me de
racines de t dans g et Σc le sous-syste`me des racines de t dans k. Soient W et
Wc les groupes de Weyl correspondant. Fixons un sous-syste`me positif Σ
+
c dans
Σc. Le choix d’un sous-syste`me positif Σ
+ dans Σ compatible avec Σ+c de´termine
une bijection entre le quotient Wc\W et l’ensemble des sous-syste`mes positifs
de Σ compatibles avec Σ+c : dans chaque classe de Wc\W , il existe un unique
repre´sentant w ∈W tel que
w(Σ+) ∩ Σc = Σ+c . (3.6)
Nous notons W c l’ensemble des w ∈ W ve´rifiant (3.6). Soient ρ et ρc les demi-
sommes respectives des racines dans Σ+ et Σ+c , compte´es avec multiplicite´es.
Soit Λ ⊂ it∗0 l’ensemble des parame`tres λ ∈ it∗0 tels que
1. 〈λ, α〉 > 0 pour toute racine α ∈ Σ+,
2. λ + ρ est un poids pour TH , i.e. e
λ+ρ est bien de´fini sur TH le tore dans
G/H correspondant a` t0, et
3. 〈λ+ ρ, β〉 ≥ 0 pour toute racine simple compacte β ∈ Σ+.
On e´tend t en une sous-alge`bre de Cartan t˜, τ et θ-invariante dans g. Notons
∆c = ∆(˜t, k) et ∆ = ∆(˜t, g)
les syste`mes de racines correspondants et soient ∆+c et ∆
+ deux choix fixe´s de
sous-syste`mes positifs compatibles avec Σ+. Les repre´sentations irre´ductibles de
dimension finie de k sont classifie´es par leur plus haut (resp. plus bas) poids par
rapport au choix ∆+c . Sauf mention du contraire nous identifierons dans la suite
un K-type avec son plus haut par rapport a` ∆+c . Remarquons que si δ est un K-
type de plus haut poids µ par rapport a` ∆+c , la repre´sentation contragre´diente
ou duale δ∗ a pour plus haut poids −µ par rapport a` ∆+c .
On peut associer a` chaque couple (w, λ) ∈ W c × Λ une sous-repre´sentation
πwλ dans L qui est soit irre´ductible soit nulle et dont les sous-espaces de
L2(G/H) correspondant sont deux a` deux disjoints. Voici quelques proprie´te´s
de ces repre´sentations.
1. Le caracte`re infinite´simal de πwλ est χλ.
2. Si
〈w(λ + ρ)− 2ρc, α〉 ≥ 0, α ∈ Σ+c , (3.7)
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alors πwλ est non nulle et −w(λ + ρ) + 2ρc est (le plus haut poids par
rapport a` ∆+c de) l’unique K-type minimal de πwλ.
3. Si (w0, λ0) et (w1, λ1) ∈ W c × Λ ve´rifient (3.7), les repre´sentations πw0λ0
et πw1λ1 sont isomorphes si et seulement si (w0, λ0) = (w1, λ1).
Le re´sultat principal de [43] est alors que l’espace L2d(G/H) est engendre´ par les
sous-repre´sentations πwλ pour (w, λ) ∈ W c × Λ.
Pour les “grands” λ, c’est a` dire ceux ve´rifiant (3.7), la non trivialite´ de πwλ
provient de la construction explicite de la fonction de Flensted-Jensen ψw,λ qui
est une fonction K-finie dans L2(G/H) ∩ C∞(G/H) telle que
1. ψw,λ engendre le K-type −w(λ + ρ) + 2ρc.
2. ψw,λ engendre la sous-repre´sentation πwλ de L
2(G/H).
E´tant donne´ deux choix Σ+ et Σ+c de sous-syste`mes positifs compatibles
dans Σ et Σc respectivement, Flensted-Jensen associe a` tout λ ∈ Λ, une fonction
ψλ, la fonction note´e ψe,λ ci-dessus. Si w ∈ W c, les sous-ensembles de racines
w(Σ+) et Σ+c forment deux sous-syste`mes positifs compatibles dans Σ et Σc
respectivement. L’ensemble Λ correspondant a` ce nouveau choix est wΛ et la
fonction de Flensted-Jensen ψwλ = ψw,λ. Dans la nous ne nous pre´occuperons
que des fonctions ψλ.
Notons δµ la (classe d’e´quivalence d’une) repre´sentation irre´ductible de di-
mension finie de k de plus haut poids µ par rapport au sous-syste`me positif ∆+c .
D’apre`s un the´ore`me d’Helgason [24, Chap. III, §3] la repre´sentation δµ a un
vecteur non nulle h ∩ k-invariant si et seulement si
µ ∈ t∗ et 〈µ, α〉〈α, α〉 ∈ N pour tout α ∈ Σ
+
c . (3.8)
Dans ce cas le vecteur invariant est unique a` un multiple scalaire pre`s.
Soit maintenant λ ∈ it∗0. Supposer
– λ + ρ est un poids pour TH , i.e. e
λ+ρ est bien de´fini sur TH le tore dans
G/H correspondant a` t0, et
– 〈λ+ ρ− 2ρc, α〉 ≥ 0, pour tout α ∈ Σ+c ,
revient a` supposer que µ = µλ := λ + ρ − 2ρc ∈ t∗ (e´tendue trivialement a`
une sous-alge`bre de Cartan de k contenant t0) est le plus haut poids d’une
repre´sentation de dimension finie de K avec un vecteur L-invariant. C’est en
particulier le cas pour les “grands” λ ∈ Λ. Rappelons que la fonction ψλ ∈
C∞(G/H) ∩ L2(G/H) engendre alors le K-type δ∗µ dual de δµ et de plus haut
poids −µ par rapport a` ∆+c .
Un raffinement du The´ore`me 3.3
Nous allons maintenant pouvoir commencer la de´monstration du The´ore`me
3.3. Celui-ci de´coulera du re´sultat plus ge´ne´ral suivant.
The´ore`me 3.4 Supposons rangC(G/H) = rangC(K/(K ∩ H)). Si w ∈ W c,
ve´rifie
〈2wρ− 2ρc, α〉 ≥ 0, α ∈ Σ+c , (3.9)
alors la projection de la classe [F ] dans HdG−dH2 (M)2wρ−2ρc est non nulle.
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Commenc¸ons par de´duire le The´ore`me 3.3 du The´ore`me 3.4. Supposons
rangC(G/H) = rangC(K/(K∩H)). La condition (3.9) est toujours ve´rifie´e pour
w = e puisque ρ − ρc et α sont tous deux dans une chambre de Weyl posi-
tive (au sens large). Le The´ore`me 3.4 implique donc l’implication re´ciproque
dans l’e´nonce´ du The´ore`me 3.3. De´montrons maintenant l’implication directe :
la classe de cohomologie L2, [F ], admet clairement un repre´sentantH-invariant.
Si [F ] 6= 0 il doit donc exister des se´ries discre`tes dans L2(G/H) et nous avons
rappele´ qu’alors on a ne´cessairement rangC(G/H) = rangC(K/(K ∩H)). 
Il nous reste donc a` de´montrer le The´ore`me 3.4. Il nous suffit de traiter le
cas w = e. Remarquons que ρ appartient toujours a` Λ et donc que la fonction
de Flensted-Jensen ψρ est bien de´finie.
3.4 Construction de la forme harmonique
En suivant Tong et Wang [52] nous allons maintenant associer a` ψρ une
forme diffe´rentielle harmonique ω˜ sur G et a` valeurs dans C. Les translate´s a`
droite de (coefficients de) ω˜ re´aliseront la repre´sentation contragre´diente π∗ρ de
πρ et ω˜ sera invariante a` gauche sous H , et sous l’action a` droite de K elle
se transformera selon le plus bas K-type δ (de plus haut poids 2(ρ − ρc)) de
π∗ρ. La forme ω˜ sera tire´e arrie`re d’une forme diffe´rentielle sur XG dont nous
ve´rifierons plus loin qu’elle de´finit une classe de cohomologie L2 non nulle dans
HdG−dH2 (M)δ et e´gale a` un multiple du projete´ de [F ].
Soit q = l⊕u la sous-alge`bre parabolique θ-stable de g telle que l soit e´gale au
centralisateur de t dans g et u = ⊕α∈Σ+gα. Puisque les repre´sentations π∗ρ et Aq
ont toutes deux le meˆme caracte`re infinite´simal, e´gal a` celui de la repre´sentation
triviale χρ, de telle manie`re que le casimir Ω agit trivialement sur chacun de
leurs (g,K)-modules associe´es, et puisqu’elles contiennent toutes les deux le K-
type δ de plus haut poids 2(ρ − ρc), elles doivent eˆtre isomorphe d’apre`s [56,
Proposition 6.1].
Notons R = dimC(u ∩ p) et ρn = ρ − ρc. Rappelons que le vecteur e(q) ∈∧R
(u ∩ p) est alors un vecteur de plus haut poids 2ρ(u ∩ p) = 2ρn d’une
repre´sentation irre´ductible de K, isomorphe a` δ, contenue dans
∧R
p et qui
apparaˆıt avec multiplicite´ 1.
La fonction ψρ ∈ L2(G/H) est K-finie et engendre le K-type δ∗. Pour un
choix convenable de ki ∈ K, les fonctions
fi(g) = ψρ(k
−1
i g
−1) ∈ L2(H\G) (3.10)
forment donc une base d’un K-type isomorphe a` δ∗ et apparaissant dans (la
repre´sentation re´gule`re droite dans) L2(H\G) de plus haut poids 2ρn. Les fonc-
tions f i forment alors une base d’un K-type isomorphe a` δ.
Nous venons de rappeler que la composante isotypique
(∧R
p∗
)
δ∗
dans∧R
p∗ apparaˆıt avec multiplicite´ 1. Choisissons alors une base {Xi} de
(∧R
p∗
)
δ∗
duale a` {f i} et posons
ω˜(g) =
∑
i
fi(g)Xi. (3.11)
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Proposition 3.5 (Tong et Wang) [52, Proposition 3.5]
1. La forme ω˜ appartient a` C∞0 (G,
∧R
p∗).
2. La forme ω˜ est invariante a` gauche sous l’action de H. En restriction a`
H, ω˜ prend ses valeurs dans le sous-espace de dimension 1 invariant sous
l’action de H ∩K :
(∧R
p∗
)H∩K
δ∗
.
De´monstration. Il est imme´diat par construction que ω˜ ∈ C∞(G,∧R p∗). L’in-
variance a` gauche de ω˜ sous l’action deH de´coule imme´diatement de l’invariance
a` droite de ψρ sous l’action de H . L’application ω˜|H est donc constante e´gale a`
ω˜(e). D’apre`s le premier point, ce vecteur est invariant sous l’action de H ∩K.
On conclut alors la de´monstration de la Proposition 3.5 graˆce au the´ore`me
d’Helgason (3.8). 
D’apre`s la Proposition 3.5, ω˜ est tire´e arrie`re d’une forme diffe´rentielle
ω ∈ C∞(XG,
∧
RT ∗XG). (3.12)
Celle-ci descend en une forme diffe´rentielle ω ∈ C∞(M,∧R T ∗M).
Lemme 3.6 La forme diffe´rentielle ω est L2 et harmonique.
De´monstration. Puisque ψρ ∈ L2(G/H), ω˜ ∈ L2(Λ\G). Les coefficients de ω˜
appartiennent donc a` un (g,K)-module unitaire et nous pouvons appliquer le
lemme de Kuga [8]. Soit ∆ le laplacien sur C∞0 (G,
∧∗(p∗)). Alors
∆ω˜ = −π∗ρ(Ω)ω˜ = 0.
Ou` la dernie`re e´galite´ provient de ce que la repre´sentation πρ a la meˆme car-
acte`re infinite´simal que la repre´sentation triviale. On en de´duit imme´diatement
le Lemme 3.6. 
Lien avec la sous-varie´te´ F
Soit ωH la forme volume invariante surXH . Nous voyons cette forme diffe´rentielle
comme une forme diffe´rentielle sur XH ⊂ XG a` valeurs dans
(∧∗
T ∗XG
)
|XH .
Notons toujours ∗ l’ope´rateur de Hodge-de Rham. Alors ∗ωH prend elle aussi ses
valeurs dans
(∧∗
T ∗XG
)
|XH . Il est clair que ∗ωH prend plus pre´cisemment ses
valeurs dans la puissance exte´rieure maximale de l’espace des vecteurs cotan-
gents normaux a` XH . Notons ω˜H et ∗ω˜H les tire´es arrie`re respectifs de ωH et
∗ωH . Il est imme´diat que ω˜H (resp. ∗ω˜H) n’est autre que le produit exte´rieur
d’une base orthonorme´e de (p ∩ h)∗ (resp. (p ∩ q)∗).
Soit
P0 :
∧
Rp∗ →
(∧
Rp∗
)
δ∗
(3.13)
la projection orthogonale sur le K-type δ∗ de plus haut poids 2ρn. Soit e(q)∗ ∈∧R
p∗ le vecteur dual a` e(q), c’est un vecteur de plus haut poids −2ρn. Et,
d’apre`s le the´ore`me d’Helgason (3.8),
dim
(∧
Rp∗
)H∩K
δ∗
= 1.
30
Proposition 3.7 (Tong et Wang) [52, Proposition 4.6] P0(∗ω˜H) est un vecteur
non nul dans
(∧R
p∗
)H∩K
δ∗
.
De´monstration. Puisque ∗ω˜H est tire´e arrie`re d’une forme diffe´rentielleH-invariante
sur XH , elle est (H ∩ K)-invariante. Le projete´ P0(∗ω˜H) est donc (H ∩ K)-
invariant a` droite et donc invariant sous Ad∗(H ∩K) :
P0(∗ω˜H) ∈
(∧
Rp∗
)H∩K
δ∗
.
Il nous reste a` ve´rifier que ce vecteur est non nul. Remarquons que le produit
exte´rieur maximal
∧dG p∗ est un module trivial et que l’ope´rateur ∗ envoie un
K-module sur son dual. Il suffit donc de montrer que
∗ω˜H ∧ ∗e(q)∗ 6= 0
autrement dit que
ω˜H ∧ e(q)∗ 6= 0.
Ce dernier fait de´coule imme´diatement du fait que ω˜H et e(q)
∗ sont des vecteurs
non nuls dans les puissances exte´rieures maximales respectives des espaces (p∩
h)∗ et (p ∩ u)∗. 
3.5 De´monstration du The´ore`me 3.4
Nous voulons montrer que la projection [F ]δ de la classe de cohomologie
[F ] ∈ HR2 (M) dans HR2 (M)δ est non nulle. Pour ce faire nous allons montrer
que
[ω] = c[F ]δ (3.14)
dans HR2 (M)δ, ou` c est une constante non nulle.
Si [ϕ] ∈ HR2 (M)δ, son tire´ arrie`re ϕ˜ =
∑
i ϕ˜iXi est harmonique et le K-
espace engendre´ par ϕ˜i(g) est soit nul soit irre´ductible isomorphe a` δ. Chaque
fonction ϕ˜i ∈ L2(Λ\G) engendre alors, sous l’action a` droite de K, soit le sous-
espace nul soit un sous-espace irre´ductible isomorphe a` δ∗. D’apre`s le lemme
de Kuga [8], le casimir Ω applique´ a` ϕ˜i donne 0. D’apre`s le lemme suivant, les
fonctions ϕ˜i(g) engendrent un sous-module de L
2(Λ\G) isomorphe a` πρ.
Lemme 3.8 (Tong et Wang) [52, Lemma 5.3] Soit π une repre´sentation uni-
taire de G dans un espace de Hilbert V et A un module cohomologique de K-type
minimal τ . Supposons que W soit un K-type de type τ dans V et qu’en restric-
tion a` W , le casimir π(Ω) soit nul. Alors, le G-sous-module ferme´ M engendre´
par W est isomorphe a` A.
De´monstration. Conside´rons la restriction π|M de la repre´sentation unitaire π a`
M , celle-ci se de´compose en une inte´grale directe
π|M =
∫
Ĝ
σdµ(σ),
ou` µ est une mesure sur Ĝ. Puisque M est engendre´ par W , pour presque tout
σ, σ(C) = 0 et τ ⊂ σ|K . Mais sonK-type minimal τ et son carate`re infinite´simal
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de´termine comple`tement le module cohomologique A. On en de´duit donc que
presque tout σ est isomorphe a` A et donc que la restriction de π a` M est un
multiple de A. Mais puisque τ intervient avec multiplicite´ 1 dans A, tout K-
sous-module irre´ductible de type τ engendre un G-sous-module irre´ductible. La
multiplicite´ de A dans π|M est donc e´gale a` 1. Ce qui conclut la de´monstration
du Lemme. 
D’apre`s (6.18) et (3.5), l’e´galite´ (3.14) est e´quivalente a` : e´tant donne´e
[ϕ] ∈ HR2 (M)δ telle que son tire´ arrie`re ϕ˜ =
∑
i ϕ˜iXi soit harmonique et {ϕ˜i}
engendre une composante isotypique de plus haut poids 2ρn, alors∫
M
ω ∧ ∗ϕ = c
∫
F
∗ϕ. (3.15)
Soient dg, dh et dHg les mesures invariantes respectives sur G, H et H\G.
On a alors : ∫
M
ω ∧ ∗ϕ =
∫
H\G
{∫
Λ\H
〈ω˜(hg), ϕ˜(hg)〉dh
}
dHg
=
∫
H\G
〈ω˜(g),
∫
Λ\H
ϕ˜(hg)dh〉dHg,
ou` 〈., .〉 de´signe le produit scalaire standard sur ∧R p∗ et ou` la dernie`re e´galite´
de´coule de l’invariance a` gauche de ω˜ sous l’action de H . Soit
Φ˜H(g) =
∫
Λ\H
ϕ˜(hg)dh (3.16)
et soit Φ˜H(g) =
∑
i Φ˜iXi son de´veloppement.
Lemme 3.9 1. La forme ΦH est a` valeurs complexes et harmonique sur G.
2. Sous l’action a` droite de K, Φ˜i(g) engendre soit le sous-espace nulle soit
un sous-espace irre´ductible isomorphe a` δ∗.
3. Si Φ˜i(g) est non nul, le casimir agit trivialement sur celui-ci : Ω.Φ˜i(g) = 0.
4. La forme Φ˜H est invariante a` gauche sous l’action de H.
5. La forme Φ˜H est borne´e sur G.
De´monstration. Les trois premiers points de´coulent des proprie´te´s analogues
pour ϕ˜ de´crites plus haut. Le point 4. de´coule de la de´finition (3.16) de Φ˜H .
Il nous reste a` montrer que la forme ϕ˜ est borne´e, ce qui de´coule du lemme
suivant.
Lemme 3.10 Soit ϕ une forme diffe´rentielle harmonique L2 sur une varie´te´
riemannienne a` coubure partout ne´gative (ou nulle) et uniforme´ment minore´e.
Il existe alors une constante c > 0 ne de´pendant que de la borne sur la courbure
de M telle que
||ϕ||L∞(M) ≤ c||ϕ||L2(M). (3.17)
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De´monstration. La de´monstration repose sur le proce´de´ classique d’ite´ration a` la
Nash-Moser. L’e´nonce´ ci-dessus et sa de´monstration sont une le´ge`re modification
d’un lemme de Yeung, cf. [60].
Soit ϕ un forme diffe´rentielle de degre´ i. Une formule de Bochner-Weitzenbock
que l’on obtient par un calcul direct permet de comparer le laplacien usuel et le
laplacien brut ∆b = −∇∗∇ :
〈∆ϕ, ϕ〉 = 〈∆bϕ, ϕ〉+ i〈Rϕ, ϕ〉,
ou` R est un ope´rateur ne de´pendant que du tenseur de courbure tel que
〈Rϕ, ϕ〉 ≥ −k〈ϕ, ϕ〉,
ou` k est une constante ≥ 0 ne de´pendant que de la minoration sur la courbure.
Supposons maintenant ϕ harmonique, alors ∆ϕ = 0 et puisque
∆b|ϕ|2 = 〈∆bϕ, ϕ〉 + |∇ϕ|2,
on obtient
∆b|ϕ|2 + k|ϕ|2 ≥ 0. (3.18)
Nous allons maintenant pouvoir appliquer le proce´de´ d’ite´ration a` la Nash-
Moser. Soit f = |ϕ|2.
Commenc¸ons par remarquer que puisque∫
g∆bf = −
∫
〈∇f,∇g〉,
en prenant g = η2fβ (ou` η est une fonction et β un re´el ≥ 1), on obtient
l’identite´ suivante :
β
∫
η2fβ−1|∇f |2 = −2
∫
M
〈ηf β−12 ∇f, f β+12 ∇η〉 −
∫
η2fβ∆bf.
Or, ∫
|∇(f β+12 η)|2 =
∫
〈η∇(f β+12 ) + f β+12 ∇η, η∇(f β+12 ) + f β+12 ∇η〉
=
(
β + 1
2
)2 ∫
η2fβ−1|∇f |2 +
∫
fβ+1|∇η|2
+(β + 1)
∫
〈ηf β−12 ∇f, f β+12 ∇η〉.
D’ou` l’on de´duit :
4β
(β + 1)2
∫
|∇(f β+12 η)|2 = 2β − 1
β + 1
∫
〈ηf β−12 ∇f, f β+12 ∇η〉
−
∫
η2fβ∆bf +
4β
(β + 1)2
∫
fβ+1|∇η|2.
En appliquant l’ine´galite´ de Cauchy-Schwarz au premier terme a` droite, on
obtient alors que pour tout ε > 0 :
4β
(β+1)2
∫ |∇(f β+12 η)|2 ≤ ε ∫ η2fβ−1|∇f |2 + 1ε ∫ fβ+1|∇η|2
− ∫ η2fβ∆bf + 4β(β+1)2 ∫ fβ+1|∇η|2. (3.19)
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Soit C une constante de Sobolev valable pour toutes les boules isome´triquement
plonge´es dans M (une telle constante existe en vertu des restrictions faites sur
la courbure). Le fait suivant traduit alors l’ine´galite´ de Sobolev standard.
Fait 1. Pour toute boule B isome´triquement plonge´e dans M , et toute fonction
u ∈ H1(B),
||u nn−2 ||2L2(B) ≤ C
[
||∇u||
2n
n−2
L2(B) + ||u||
2n
n−2
L2(B)
]
,
ou` n est la dimension de M .
Soient maintenant Bb ⊂ Ba deux boules de meˆme centre et de rayons re-
spectifs a et b dans M et soit η une fonction a` support dans Ba, partout ≤ 1,
constante e´gale a` 1 sur Bb et telle que |∇η| ≤ 2/(a− b). Les expressions (3.18)
et (3.19) impliquent le fait suivant.
Fait 2. Il existe une constante k1 ne de´pendant que de k et du rayon d’injectivite´
de M (mais ni de a ni de β) telle que :
||∇f β+12 ||2L2(Bb) ≤
k1(β + 1)
(a− b)2 ||f
β+1||2L2(Ba).
En effet, d’apre`s (3.18) et (3.19),
4β
(β + 1)2
∫
|∇(f β+12 η)|2 ≤ ε ∫ η2fβ−1|∇f |2 + 1ε ∫ fβ+1|∇η|2
+k
∫
η2fβ+1 + 4β(β+1)2
∫
fβ+1|∇η|2.
Or, ∫
η2fβ−1|∇f |2 = 4
(β + 1)2
∫
|∇(f β+12 η)− f β+12 ∇η|2
≤ 8
(β + 1)2
[∫
|∇(f β+12 η)|2 +
∫
fβ+1|∇η|2
]
.
D’ou` l’on de´duit, en prenant ε = β/4,
2β
(β + 1)2
∫
|∇(f β+12 η)|2 ≤ 6β
2 + 4(β + 1)2
β(β + 1)2
∫
fβ+1|∇η|2 + k
∫
η2fβ+1.
Et, puisque η ≤ 1 et |∇η| ≤ 2a−b ,
2β
(β + 1)2
∫
Ba
|∇(f β+12 η)|2 ≤
(
10
β(a− b)2 + k
)∫
Ba
fβ+1.
On conclut imme´diatement la de´monstration du fait 2 en utilisant que la fonction
η est constante e´gale a` 1 sur Bb.
Posons maintenant A(l, r) = (
∫
Br
|f |l)1/l et α = n/(n − 2). En prenant
β = l − 1, les faits 1 et 2 impliquent l’ine´galite´ suivante :
A(αl, b) ≤ k
1/l
2 l
1/l
(a− b)2/lA(l, a), (3.20)
34
pour tout l ≥ 2 et k2 une constante ne de´pendant que de k, de C et du rayon
d’injectivite´ de M .
Nous pouvons maintenant ite´rer l’ine´galite´ (3.20). Soient donc r0 un re´el
strictement positif et infe´rieur au rayon d’injectivite´ de M et rm = (r0/2)(1 +
1/2m) pour m = 0, 1, 2, . . .. L’ine´galite´ (3.20) implique alors :
A(2αm+1, rm) ≤ cA(2, r0),
ou` c est une constante ne de´pendant que de k2 et n (et donc inde´pendante de
m). En passant a` la limite m→ +∞, ceci implique
sup
Br0/2
f ≤ c
(∫
Br0
f2
)1/2
.
Puisque ∫
Br0
f2 ≤ (sup
Br0
f).||ϕ||L2(M).
On en de´duit que pour tout nombre re´el r0 infe´rieur au rayon d’injectivite´ et
pour toute paire de boules Br0/2 ⊂ Br0 dans M centre´es en un meˆme point et
de rayons respectifs r0/2 et r0,
sup
Br0/2
f ≤ c(sup
Br0
f)1/2||ϕ||L2(M).
En utilisant la continuite´ de f , on en de´duit imme´diatement que f est ne´cessairement
borne´e sur M tout entier par
√
c||ϕ||1/2L2(M) ce qui conclut la de´monstration du
Lemme 3.10. 
Proposition 3.11 Il existe une constante cϕ (de´pendant de ϕ) telle que
Φ˜H = cϕω˜.
De´monstration. On peut supposer Φ˜H non nulle. D’apre`s le troisie`me point du
Lemme 3.9, le casimir agit trivialement sur Φ˜i(g) or d’apre`s le cinquie`me point
cette fonction est borne´e et appartient donc a` L2(H\G). Enfin, puisque sous
l’action a` droite de K elle engendre le K-type δ∗, la fonction Φ˜i(g) engendre un
sous-module de L2(H\G) isomorphe au module πρ. Un tel module apparaˆıt avec
multiplicite´ 1. La fonction Φ˜i(g) appartient donc au K-type δ
∗ dans πρ, celui-ci
est irre´ductible, la fonction Φ˜H est donc ne´cessairement e´gale a` cϕω˜ pour une
certaine constante cϕ.
Dans la suite, nous aurons a` introduire de nombreuses constantes non nulles
inde´pendantes de ϕ (et de Λ). Nous les appellerons constantes universelles et
nous les noterons c1, c2, . . .. Le lemme suivant va nous permettre de mieux com-
prendre la constante cϕ.
Lemme 3.12 L’inte´grale∫
Λ\H
〈ω˜(h), ϕ˜(h)〉dh = c1
∫
F
∗ϕ
ou` c1 est une constante universelle.
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De´monstration. D’apre`s les Propositions 3.5 et 3.7,
ω˜(h) = c1P0(∗ω˜H).
Puisque ϕ˜(g) ∈
(∧R
p∗
)
δ∗
on a :
〈ω˜(h), ϕ˜(h)〉 = c1〈∗ω˜H , ϕ˜(h)〉. (3.21)
Soit ψ = ∗ϕ. Alors,
〈∗ω˜H , ϕ˜(h)〉dvolXG = ∗ωH ∧ ψ(hK). (3.22)
Soit i le plongement de F →M , alors
∗ ωH ∧ ψ(hK) = ∗ωH ∧ (i∗ψ(hK)). (3.23)
Cette dernie`re e´galite´ re´sulte du fait que ∗ωH prend ses valeurs dans le produit
exte´rieur maximal de l’espace des vecteurs cotangents normaux a` XH dans XG.
Les composantes de ψ(hK) selon des vecteurs cotangents normaux a` XH sont
donc tue´es par le produit exte´rieur avec ∗ωH .
Puisque (dvolXG)|XH = ωH ∧ ∗ωH avec ωH et ∗ωH des sections inversibles
d’un fibre´ en droites, on de´duit de (3.21), (3.22) et (3.23) :
〈ω˜(h), ϕ˜(h)〉ωH = c1i∗ψ(hK).
Ce qui conclut la de´monstration du Lemme 3.12. 
On peut maintenant de´terminer la constante cϕ. D’apre`s la Proposition 3.11
et le Lemme 3.12,
c1
∫
F
∗ϕ =
∫
Λ\H
〈ω˜(h), ϕ˜(h)〉dh
= 〈ω˜(e),
∫
Λ\H
ϕ˜(h)dh〉
= cϕ〈ω˜(e), ω˜(e)〉.
On a finalement montre´ que
cϕ = c2
∫
F
∗ϕ, (3.24)
ou` c2 est une constante universelle. D’un autre coˆte´ et d’apre`s la Proposition
3.11, on a : ∫
M ω ∧ ∗ϕ = cϕ
∫
H\G〈ω˜(g), ω˜(g)〉dHg
= cϕc3.
(3.25)
Le The´ore`me 3.4 de´coule maintenant imme´diatement de (3.24) et (3.25). 
36
3.6 Application aux groupes unitaires et orthogonaux
Groupes unitaires
Dans ce paragrapheG est un groupe alge´brique re´ductif, connexe et anisotrope
sur Q tel que Gnc = U(p, q + r). On suppose fixe´e une donne´e Sh0H ⊂ Sh0G
avec Hnc = U(p, q) plonge´ de manie`re standard dans Gnc et Λ un sous-groupe
de congruence sans torsion de H . Notons enfin M = Λ\XG et F = Λ\XH .
Soient (λ, µ) un couple compatible de partitions ⊂ p×(q+r). Conforme´ment
aux notations des sections pre´ce´dentes nous notons H∗2 (M)λ,µ = H
∗
2 (A(λ, µ) :
M) laA(λ, µ)-composante de la cohomologieL2 deM , enfin nous notonsHλ,µ2 (M)
la partie fortement primitive H
|λ|+|µˆ|
2 (M)λ,µ.
Commenc¸ons par montrer que le The´ore`me 3.4 implique le corollaire suivant.
Corollaire 3.13 La classe [F ] ∈ HdG−dH2 (M)(rp),(qp) est non nulle si et seule-
ment si dH ≥ dG/2 (i.e. si et seulement si q ≥ r).
De´monstration. Nous appliquons le The´ore`me 3.3 au groupe G = U(p, q + r)
muni de l’involution τ standard telle queH = Gτ = U(p, q)×U(r). Commenc¸ons
par remarquer que rangC(G/H) =rangC(K/(K ∩H)) si et seulement si q ≥ r.
Et dans ce cas rangC(G/H) = dimC t = r.
Conside´rons maintenant la repre´sentation π∗ρ . Nous avons vu au cours de la
de´monstration du The´ore`me 3.4 que celle-ci est isomorphe a` la repre´sentation
cohomologique de K-type minimal 2ρn. Il nous suffit donc de calculer 2ρn.
Comme au §1.1, nous conside´rons la sous-alge`bre de Cartan t˜ dans g constitue´e
des matrices diagonales. Nous pouvons prendre la sous-alge`bre de Cartan t dans
q telle que it0 soit e´gale au sous-ensemble
{(0, . . . , 0︸ ︷︷ ︸
p
;−ur, . . . ,−u1, 0, . . . , 0, u1, . . . , ur︸ ︷︷ ︸
q+r
) : ui ∈ R pour tout i = 1, . . . , r}
de i˜t0. Repre´sentons les syste`mes de racines respectifs de k et g comme ∆c =
{±(xi − xj) : 1 ≤ i < j ≤ p} ∪ {±(yi − yj) : 1 ≤ i < j ≤ q + r} et
∆ = ∆c ∪ {±(xi − yj) : 1 ≤ i ≤ p et 1 ≤ j ≤ q + r}. On peut alors conside´rer
les syste`mes positifs compatibles ∆+c = {xi − xj : 1 ≤ i < j ≤ p} ∪ {yj − yi :
1 ≤ i < j ≤ q+r}, Σ+c = {yj−yi : i < j et soit 1 ≤ i ≤ r soit q+1 ≤ j ≤ q+r}
et Σ+ = Σ+c ∪{xi−yj : 1 ≤ i ≤ p et 1 ≤ j ≤ r}∪{yj−xi : 1 ≤ i ≤ p et q+1 ≤
j ≤ q + r}. Un calcul simple montre alors que
2ρn = p
r∑
j=1
(yq+j − yj)
i.e., le plus haut poids par rapport a` ∆+c de la repre´sentation V ((r
p), (qp)). Ce
qui conclut la de´monstration du Corrolaire 3.13. 
Remarque. Dans [48] Schlichtkrull identifie les parame`tres de Langlands des
repre´sentations de Flensted-Jensen. Avec ses notations les syste`mes de racines
respectifs de g et k sont ∆ = {±(ei − ej) : 1 ≤ i < j ≤ p + q + r} et
∆c = {±(ei − ej) : 1 ≤ i < j ≤ p ou p < i < j ≤ p + q + r}. Il fixe comme
sous-syste`me positif ∆+c = {ei − ej : 1 ≤ i < j ≤ p ou p < i < j ≤ p+ q + r}.
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Par rapport a` ce syste`me positif, le K-type Vr = V ((r
p), (qp)) a pour plus haut
poids :
2ρr := 2ρ(u((r
p), (qp)) ∩ p) = −p
r∑
j=1
(ep+j − ep+q+r+1−j)
e´gal a` la somme des racines de u((rp), (qp))∩p par rapport a` k. Soit Pr =MAN
le parabolique cuspidal et δr ∈ Mˆ la repre´sentation de la se´rie discre`te as-
socie´s au K-type 2ρr par Vogan [55]. Ceux-ci co¨ıncident avec le parabolique
et la repre´sentation de la se´rie discre`te que l’on associe a` une sous-alge`bre
parabolique, dans notre cas q((rp), (qp)), dans [6, §5.2]. Le groupe A est alors la
composante neutre d’un tore maximal de´ploye´ du sous-groupe de Levi L((rp), (qp)) ∼=
U(p, q − r). Soit k = min(p, q − r) la dimension de a. Dans [6, §5.2], nous asso-
cions e´galement a` la sous-alge`bre parabolique q((rp), (qp)) un e´le´ment ν ∈ a∗.
Si l’on choisit une base (f1, . . . , fk) de a telle que les racines de a dans N soient
{1
2
(fi ± fj), 1
2
fl, fl : 1 ≤ i < j ≤ k, 1 ≤ l ≤ k},
alors
ν =
1
2
(p+ q − r − 1, . . . , p+ q − r + 1− 2k) ∈ a∗.
Nous avons donc de´termine´ une repre´sentation δr⊗ν⊗1 de Pr =MAN . Comme
rappele´ dans [6, §5.2], il de´coule alors de [56] que la repre´sentation unitairement
induite
I(δr, ν) = ind
G
Pr (δr ⊗ ν ⊗ 1)
admet un unique quotient irre´ductible J(δr, ν) qui est isomorphe a` la repre´sentation
cohomologique A((rp), (qp)). Enfin et puisque q ≥ r, il de´coule de [48, Theorem
7.7] que la repre´sentation J(δr, ν)
∗ peut-eˆtre re´alise´e sur un sous-espace ferme´
de L2(G/H).
La Conjecture 3.2 est principalement motive´e par la conjecture suivante.
Conjecture 3.14 (Sous les hypothe`ses du Corollaire 3.13.) Si λ et µ sont deux
partitions incluses dans p × q formant un couple compatible avec µ/λ = (p1 ×
q1) ∗ . . . ∗ (pm × qm), alors l’application Alors, l’application
Hλ,µ(F )→ H |λ|+pr+|µˆ|2, prim+ (M)
obtenue en composant l’application “cup-produit avec [F ]” et la projection sur
la composante fortement primitive de la cohomologie L2 de M est injective si
et seulement si la partition (rp) s’inscrit dans le diagramme gauche µ/λ (i.e. si
p1 + . . . + pm = p et r ≤ qi pour i = 1, . . . ,m). Son image est alors contenue
dans H
λ+(rp),µ
2 (M).
Le Corollaire 3.13 est un cas particulier de cette Conjecture (le cas λ = ∅,
µ = p× q).
La combinatoire pre´dite par la conjecture provient du Lemme suivant. Soit
(λ, µ) un couple compatible de partitions dans p × q. Le groupe KC = GLp ×
GLq+r, il contient le groupe GLp × (GLq ×GLr), ou` le groupe GLq ×GLr est
plonge´ dans GLq+r par
(A,B) 7→
(
A 0
0 B
)
.
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Le groupe GLp × (GLq × GLr) pre´serve la de´composition orthogonale p =
(p∩h)⊕ (p∩q). Dans la suite de ce paragraphe, nous noterons VH(λ, µ) le sous-
(GLp×GLq)-module de
∧
(p∩h) associe´ au couple compatible (λ, µ) de partitions
⊂ p× q. Remarquons que le GLp × (GLq ×GLr)-module VH(λ, µ)⊗
∧R
(p ∩ q)
est un sous-module de
∧|λ|+|µˆ|(p ∩ h)⊗∧R(p ∩ q) ⊂ ∧|λ|+|µˆ|+R p.
Lemme 3.15 Supposons que la partition (rp) s’inscrive dans le diagramme
gauche µ/λ. Alors, le K-module V (λ+(rp), µ), vu comme GLp× (GLq×GLr)-
module, contient (avec multiplicite´ 1) le module VH(λ, µ)⊗
∧R
(p ∩ q).
De´monstration. Comme au §1.1, notons vH(λ)⊗wH (µˆ)∗ le vecteur de plus haut
poids de VH(λ, µ). Soit ξ un ge´ne´rateur de la droite
∧rp(p+ ∩ q).
Le vecteur wH(µˆ)⊗ ξ ∈
∧|µˆ|
(p+∩h)⊗∧rp(p+∩q) ⊂ ∧|µˆ|+rp p+ est alors un
vecteur de plus bas poids qui engendre le sous-K-module V (µˆ) de
∧|µˆ|+rp
p+
puisqu’il est coline´aire au vecteur w(µˆ) 7. On peut de plus facilement ve´rifier
que le vecteur v(λ + (rp)) est dans l’orbite du vecteur vH(λ) ⊗ ξ sous l’action
du sous-groupe de Borel de KC fixe´ au §1.1.
Le vecteur wH(µˆ)
∗ ⊗ ξ∗ ∈ ∧|µˆ|+rp p− est un vecteur de plus haut poids,
il engendre donc une droite sous l’action du sous-groupe de Borel de KC, le
vecteur v(λ + (rp)) ⊗ w(µˆ)∗ appartient donc a` l’orbite sous l’action de K du
vecteur (vH(λ) ⊗ wH(µˆ)∗) ⊗ (ξ ⊗ ξ∗) ∈ VH(λ, µ) ⊗
∧R(p ∩ q) ⊂ ∧|λ|+|µˆ|+R p.
Puisque V (λ+(rp), µ) apparaˆıt avec multiplicite´ 1 dans
∧|λ|+|µˆ|+R
p, le Lemme
3.15 est de´montre´. 
A` l’aide de ce Lemme et du Corollaire 3.13, il semble raisonnable de penser
pouvoir construire une application
Hλ,µ(F )→ Hλ+(rp),µ2 (M)
qui co¨ıncide avec celle conside´re´e dans la Conjecture 3.14 et qui soit injective
si et seulement si la partition (rp) s’inscrit dans le diagramme gauche µ/λ.
Malheureusement nous ne sommes parvenus a` le ve´rifier que dans le cas p = 1
(de´ja` traite´ par une autre me´thode dans [6]).
Concluons ce paragraphe par quelques remarques et conse´quences de la Con-
jecture 3.14.
L’application “cup-produit avec [F ]”
Hλ,µ(F )→ H |λ|+|µˆ|+2pr2 (M)
devrait eˆtre injective de`s que (rp) s’inscrit dans µ/λ. Cette condition est-elle
ne´cessaire ?
Si la Conjecture 3.14 est vraie, pour tout entier k ≤ q − r, l’application
“cup-produit avec [F ]”
Hk(F )→ Hk+2pr2 (M) (3.26)
devrait eˆtre injective.
7Ici µˆ de´signe le comple´mentaire de µ dans p× (q + r) alors que plus haut (lorsque l’on se
place dans p∩ h) µˆ de´signe le comple´mentaire de µ dans p× q.
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Il nous suffit en effet de de´montrer que si (λ, µ) est un couple compatible
de partitions dans p × q telles que |λ| + |µˆ| ≤ q − r (si p ≥ 2 on peut en fait
remplacer q− r par q) alors la partition (rp) s’inscrit dans le diagramme gauche
µ/λ. Ce qui de´coule du fait suivant.
Fait. Soient p1, q1, . . . , pm, qm des entiers≥ 1. Supposons soit que p1+. . .+pm ≤
p− 1 soit que l’un des qi soit < r, alors p1q1 + . . .+ pmqm < pq − q + r.
En effet,
p1q1 + . . .+ pmqm ≤
∑
i
pi(qi − r) + r
∑
i
pi.
Donc si l’un des qi, par exemple q1, est < r,
p1q1+. . .+pmqm < (q−r)
∑
i6=1
pi+r
∑
i
pi ≤ (q−r−1)(p−1)+rp = pq−q−p+r.
Alors que si p1 + . . .+ pm ≤ p− 1,
p1q1 + . . .+ pmqm ≤ (q − r)(p− 1) + r(p − 1) = pq − q < pq − q + r.
Dans [6] l’injectivite´ de l’application “cup-produit” (7.1) est obtenue pour
k < q − pr, et dans ce cas nous montrons [6, The´ore`me 4.0.6] que l’application
est en fait un isomorphisme. Est-ce encore le cas pour tout k ≤ q − r ?
Groupes orthogonaux
Dans ce paragrapheG est un groupe alge´brique re´ductif, connexe et anisotrope
sur Q tel que Gnc = O(p, q + r). On suppose fixe´e une donne´e Sh0H ⊂ Sh0G
avec Hnc = O(p, q) plonge´ de manie`re standard dans Gnc et Λ un sous-groupe
de congruence sans torsion de H . Notons enfin M = Λ\XG et F = Λ\XH .
Soit λ une partition orthogonale ⊂ p× (q + r). Nous notons H∗2 (M)±1,±2λ =
H∗2 (A(λ)
±2±1 : M) la A(λ)
±2±1 -composante de la cohomologie L
2 de M , Nous
notons plus ge´ne´ralement H∗2 (M)λ la somme directe de tous les H
∗
2 (M)
±1,±2
λ
lorsque les signes ±1 et ±2 varient.
Le The´ore`me 3.4 implique le corollaire suivant.
Corollaire 3.16 La classe de [F ] ∈ HdG−dH2 (M)(rp) est non nulle si et seule-
ment si dH ≥ dG/2 (i.e. si et seulement si q ≥ r).
De´monstration. Nous appliquons le The´ore`me 3.3 au groupe G = O(p, q + r)
muni de l’involution τ standard telle queH = Gτ = O(p, q)×O(r). Commenc¸ons
par remarquer que rangC(G/H) =rangC(K/(K ∩H)) si et seulement si q ≥ r.
Et dans ce cas rangC(G/H) = dimC t = r. Dans la suite de la de´monstration
nous supposons p et q + r pairs respectivement e´gaux a` 2α et 2β. (Les autres
cas se traitent de manie`re similaire.)
Conside´rons maintenant la repre´sentation π∗ρ . Nous avons vu au cours de la
de´monstration du The´ore`me 3.4 que celle-ci est isomorphe a` la repre´sentation
cohomologique de K-type minimal 2ρn. Il nous suffit donc de calculer 2ρn.
Comme au §1.2, nous conside´rons la sous-alge`bre de Cartan t˜ dans g constitue´e
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des matrices diagonales. Nous pouvons prendre la sous-alge`bre de Cartan t dans
q telle que
it0 = {(0, . . . , 0︸ ︷︷ ︸
α
; 0, . . . , 0, u1, . . . , ur︸ ︷︷ ︸
β
) : ui ∈ R pour tout i = 1, . . . , r} ⊂ i˜t0.
Repre´sentons les syste`mes de racines respectifs de k et g comme ∆c = {±(xi ±
xj) : 1 ≤ i < j ≤ α }∪{±(yi±yj) : 1 ≤ i < j ≤ β} et ∆ = ∆c∪{±(xi±yj) :
1 ≤ i ≤ α et 1 ≤ j ≤ β}. On peut alors conside´rer les syste`mes positifs
compatibles ∆+c = {xi ± xj : 1 ≤ i < j ≤ α} ∪ {yj ± yi : 1 ≤ i < j ≤ β},
Σ+c = {yj ± yi : 1 ≤ i < j et β − r + 1 ≤ j ≤ β} et Σ+ = Σ+c ∪ {yj ± xi : 1 ≤
i ≤ α et β − r + 1 ≤ j ≤ β}. Un calcul simple montre alors que
2ρn = p
r−1∑
j=0
yβ−j
i.e., le plus haut poids par rapport a` ∆+c de la repre´sentation V ((r
p)). Ce qui
conclut la de´monstration du Corrolaire 3.13. 
Remarque. Lorsque r = q la partition orthogonale (rp) ⊂ p× (q+ r) est paire,
il ya donc lieu de conside´rer les projections respectives [F ]± de la classe [F ] dans
les groupes HdG−dH2 (M)
±
(rp). La de´monstration du Corollaire 3.16 montre que
ces deux projections sont non triviales. Ceci correspond au fait que l’on peut
remplacer le sous-syste`me positif Σ+ conside´rer dans la de´monstration par celui
ou` les e´le´ments y1 ± xi (1 ≤ i ≤ α) sont remplac¸e´s par leurs oppose´s.
De manie`re analogue a` la Conjecture 3.14 nous conjecturons :
Conjecture 3.17 Si λ est une partition orthogonale incluse dans p × q, alors
l’application
Hλ(F )→ H |λ|+pr2, prim+(M)
obtenue en composant l’application “cup-produit avec [F ]” et la projection sur
la composante fortement primitive de la cohomologie L2 de M est injective si
et seulement si la partition (rp) s’inscrit dans le diagramme gauche λˆ/λ. Son
image est alors contenue dans H
λ+(rp)
2 (M).
En particulier, pour tout entier k ≤ (q − r)/2, l’application “cup-produit
avec [F ]”
Hk(F )→ Hk+pr2 (M) (3.27)
devrait eˆtre injective. Nous reviendrons sur cette application au §6.
4 Isolation des repre´sentations cohomologiques
4.1 Isolation dans le dual unitaire
Dans ce paragraphe nous explicitons pour les groupes unitaires et orthogo-
naux un the´ore`me de Vogan [54, Theorem A.10] caracte´risant les repre´sentations
cohomologiques isole´es. Le cas du groupe U(p, q) est de´ja` traite´ dans [6, §5.4].
Dans les termes de ce texte, on obtient la Proposition suivante.
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Proposition 4.1 Soit (λ, µ) un couple compatible de partitions dans p× q avec
µ/λ = (p1× q1) ∗ . . .∗ (pm× qm). Alors la repre´sentation A(λ, µ) est isole´e dans
le dual unitaire de SU(p, q) si et seulement si
1. mini(pi, qi) ≥ 2, et
2. si λi = µi > λi+1 (i = 1, . . . , p) alors µi+1 = µi (ou` nous adoptons
exceptionnellement ici la convention que λp+1 = µp+1 = −1).
On peut visualiser le point 2. : il signifie que λ et µ ne sont pas tous les deux
triviaux et n’ont aucun angle en commun. En particulier, les repre´sentations
A(λ, µ) telles que λ = µ (qui sont exactement les repre´sentations cohomologique
de la se´rie discre`te) ne sont jamais isole´es.
Dans cette section nous prouvons la Proposition analogue suivante pour les
groupes orthogonaux SO0(p, q).
Proposition 4.2 Soit λ ⊂ p × q une partition orthogonale avec λˆ/λ = (a1 ×
b1) ∗ . . . ∗ (am× bm) ∗ (p0 × q0) ∗ (am × bm) ∗ . . . ∗ (a1 × b1). Alors les diffe´rentes
repre´sentations A(λ)±2±1 associe´es a` λ sont soit toutes isole´es dans le dual uni-
taire de SO0(p, q) soit toutes non isole´es. Elles sont effectivement isole´es si et
seulement si
1. mini(ai, bi) ≥ 2, et
2. soit p0, q0 ≥ 2 et p0 + q0 ≥ 5, soit p0q0 = 0, et
3. λ et λˆ ne sont pas tous les deux triviaux et n’ont aucun angle en com-
mun.
De´monstration. Nous allons de´duire la Proposition 4.2 des re´sultats de Vogan.
D’apre`s le The´ore`me A.10 de [54], une repre´sentation cohomologique Aq est
isole´e si et seulement si q ve´rifie certaines conditions (0)−(3). Vogan montre que
l’on peut toujours, quitte a` changer de repre´sentant pour la classe d’e´quivalence
de Aq, choisir q de fac¸on a` ce que la condition (0) soit satisfaite. Lorsque λ ⊂
p× q est une partition orthogonale et ±1, ±2 deux signes e´ventuels, notre choix
“canonique” q(λ)±2±1 ve´rifie toujours la condition (0) (l(λ)
±2
±1 n’a pas de facteur
compact non abe´lien). La condition (1) (le centre du groupe L(λ) est compact)
est automatiquement ve´rifie´e si p ou q est pair, elle de´coule en toute ge´ne´ralite´
du fait que (p0, q0) 6= (1, 1) (d’apre`s le point 3. de la Proposition). La condition
(2) (le groupe L(λ) n’a pas de facteurs simples locallement isomorphe a` SO(n, 1)
(n ≥ 2), ou a` SU(n, 1) (n ≥ 1)) correspond exactement aux points 1. et 2. de
la Proposition. Il nous reste a` exprimer la condition (3).
La construction-classification de Vogan-Zuckerman [56] pour les Aq est la
suivante. Tout d’abord on a Aq = Rq(C) ou` C est la repre´sentation triviale de l
et le foncteur Rq = R
dim(u∩k)
q est de´fini dans les re´fe´rences cite´es par [56]. Soit
h une sous-alge`bre de Cartan θ-stable de l contenant t 8. Supposons donne´ un
syste`me de racines positives ∆+(g, h) pour (g, h) tel que les racines de u soient
positives. Alors, avec les notations usuelles :
ρg = ρu + ρl.
8La sous-alge`bre h est donc e´gale a` t sauf si p et q sont tous les deux impairs respectivement
e´gaux a` 2r+1 et 2s+1, auquel cas on peut ajouter a` t l’alge`bre
{(
0 z
z 0
)
: z ∈ C
}
dans
le r + 1-e`me bloc diagonal.
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Le caracte`re infinite´simal de Cl est ρl ; λ = ρg ve´rifie les hypothe`ses du The´ore`me
A.10 de [54] pour ∆+(g, h).
Soit Π ⊂ ∆+(g, h) l’ensemble des racines simples et Π(l) le sous-ensemble
forme´ des racines simples de l. Alors la condition (3) de Vogan s’e´crit :
〈β∨, λ〉 = 〈β∨, ρg〉 6= 1 (4.1)
pour toute racine imaginaire non compacte β ∈ Π orthogonale a` Π(l).
Il s’agit d’expliciter (4.1). Nous allons encore une fois distinguer trois cas
suivant les parite´s des entiers p et q.
p=2r et q=2s Dans ce cas h = t. Rappelons (§1.2) que nous conside´rons une
sous-alge`bre parabolique q(λ)±2±1 associe´e a` un e´le´mentX = (x1, . . . , xr; y1, . . . , ys) ∈
it0 avec
x1 ≥ . . . ≥ xr−1 ≥ |xr| ≥ 0 et ys ≥ . . . ≥ y2 ≥ |y1| ≥ 0.
Nous rassemblons les valeurs x1, . . . , xr−1, |xr |, ys, . . . , y2, |y1| en une suite
strictement de´croissante
u1 > u2 > . . . > ul ≥ 0
et notons
uj1 > uj2 > . . . > ujm
les valeurs non nulles de multiplicite´ > 1. Alors,
(x1, . . . , xr−1, |xr|) = (x1 > x2 > . . . > xα1 > uj1︸︷︷︸
a1
> . . . > xα2 > uj2︸︷︷︸
a2
> . . .)(4.2)
et
(ys, . . . , y2, |y1|) = (ys > ys−1 > . . . > yβ1 > uj1︸︷︷︸
b1
> . . . > yα2 > uj2︸︷︷︸
b2
> . . .).(4.3)
Si ul = 0 nous notons r0 (resp. s0) la multiplicite´ avec laquelle 0 intervient dans
(x1, . . . , xr−1, |xr|) (resp. (ys, . . . , y2, |y1|)).
Rappelons (cf. §1.2) que nous avons suppose´ l(λ)±2±1 sans facteur compact
non abe´lien. Alors pour i = 1, . . . ,m, ai et bi sont tous deux > 0 et si r0 (resp.
s0) est nul alors s0 (resp. r0) est ≤ 1.
Avec ces notations, le diagramme gauche
λˆ/λ = (a1 × b1) ∗ . . . ∗ (am × bm) ∗ (p0 × q0) ∗ (am × bm) ∗ . . . ∗ (a1 × b1),
ou` p0 = 2r0, q0 = 2s0 et le diagramme rectangulaire p0× q0 peut eˆtre trivial (si
xr ou y1 est non nul).
Il s’agit maintenant de montrer que la condition (4.1) est e´quivalente au
point 3. de la Proposition 4.2.
SoitW =WG le groupe de Weyl deG (associe´ au syste`me ∆(g, h)). Le groupe
W est isomorphe au groupe Σr+s⋉{−1}r+s−1, {−1}r+s−1 e´tant le sous-groupe
de {−1}r+s, ope´rant diagonalement, de´fini par ∏ si = 1.
Il existe un e´le´ment w ∈W tel que
wX = (v1, . . . , vr+s),
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ou`
(v1, . . . vr+s−1, |vr+s|) = (u1 > u2 > . . . > uj1︸︷︷︸
a1+b1
> . . . > uj2︸︷︷︸
a2+b2
> . . . > uk)
et uk apparaˆıt avec multiplicite´ r0 + s0 s’il est nul. Nous notons X
′ = wX .
La base ∆+(g, h) est une ensemble de racines positives α telles que 〈α,X〉 ≥
0 ; w l’envoie sur un ensemble de racines telles que 〈α,X ′〉 ≥ 0, que l’on prendra
e´gal a` l’ensemble usuel puisque X ′ est dominant. Alors
wΠ = {ǫ±i = (0, . . . , 0, 1,±1, 0, . . . , 0), i = 1, . . . , r + s− 1}
wΠ = {ǫ±i : X ′i = ∓X ′i+1},
et w envoie l’orthogonal de Π(l) sur l’ensemble des racines ǫi telles que
{i, i+ 1} ⊂ {1, . . . , r + s} − ∪mi=0Ii, (4.4)
Ii (i ≥ 1) e´tant le support de uji dans l’expression de X ′ et I0 e´tant le support
de 0 dans X ′.
Par ailleurs, le syste`me de racines e´tant de type Dr+s, β
∨ = β si β ∈ Π et
donc 〈β∨, ρg〉 = 1. La condition (4.1) est donc e´quivalente a`
Il n’y a pas de racine imaginaire non compacte dans Π orthogonale a` Π(l).(4.5)
Soit donc {i, i+ 1} ve´rifiant (4.4). Ceci implique donc que i et i + 1 appar-
tiennent a` une composante connexe de cardinal ≥ 2 de {1, . . . , r + s} − ∪Ii.
Supposons par exemple que α1 ou β1 > 1 et que a1 + b1 ≥ 2. Alors, dans l’ex-
pression de X ′, i et i + 1 sont deux indices associe´s a` ui > ui+1 > uj1 . Alors
w−1{i, i+1} est associe´e dans les expressions (4.2) et (4.3) a` deux couples de la
forme (xi, |xi+1|), (xj , |yj′ |) ou (yj , |yj+1|) a` gauche de uj1 . Dans le second cas,
la racine de valeur xj − |yj′ | est non compacte ce qui contredit (4.5).
Donc u1 et u2 sont tous deux (par exemple) de la forme (x1, x2) ; il en est
de meˆme pour x2 et x3, etc. Ceci veut dire que pour tout j < j1 on a uj = xj et
donc α1 = j1 − 1 et β1 = 0. Le meˆme argument s’applique a` toute composante
connexe, et il est clair que (4.5) (et donc (4.1)) est en fait e´quivalente au point
3. de la Proposition 4.2.
p=2r et q=2s+1 Cette fois encore h = t. Nous conside´rons maintenant une
sous-alge`bre parabolique q(λ)± associe´e a` un e´le´mentX = (x1, . . . , xr; y1, . . . , ys) ∈
it0 avec
x1 ≥ . . . ≥ xr−1 ≥ |xr| ≥ 0 et ys ≥ . . . ≥ y2 ≥ y1 ≥ 0.
Nous rassemblons la` encore les valeurs x1, . . . , xr−1, |xr|, ys, . . . , y2, y1 en une
suite strictement de´croissante
u1 > u2 > . . . > ul ≥ 0
et notons
uj1 > uj2 > . . . > ujm
les valeurs non nulles de multiplicite´ > 1. Les identite´s (4.2) et (4.3) sont encore
ve´rifie´es, nous conservons les meˆmes notations r0, s0, . . ..
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Il s’agit maintenant de montrer que la condition (4.1) est e´quivalente au
point 3. de la Proposition 4.2.
Soit W = WG le groupe de Weyl de G (associe´ au syste`me ∆(g, h)). Le
groupe W est maintenant isomorphe au groupe Σr+s ⋉ {−1}r+s.
Il existe un e´le´ment w ∈W tel que
wX = (v1, . . . , vr+s),
ou`
(v1, . . . vr+s−1, vr+s) = (u1 > u2 > . . . > uj1︸︷︷︸
a1+b1
> . . . > uj2︸︷︷︸
a2+b2
> . . . > uk)
et uk apparaˆıt avec multiplicite´ r0 + s0 s’il est nul. Nous notons X
′ = wX .
La base ∆+(g, h) est une ensemble de racines positives α telles que 〈α,X〉 ≥
0 ; w l’envoie sur un ensemble de racines telles que 〈α,X ′〉 ≥ 0, que l’on prendra
e´gal a` l’ensemble usuel puisque X ′ est dominant. Alors
wΠ = {ǫi = (0, . . . , 0, 1,−1, 0, . . . , 0), i = 1, . . . , r + s− 1}
∪{ηi = (0, . . . , 0, 1, 0, . . . , 0), i = 1, . . . , r + s},
et w envoie l’orthogonal de Π(l) sur l’ensemble des racines ǫi et ηj telles que
{i, i+ 1} ⊂ {1, . . . , r + s} − ∪mi=0Ii, (4.6)
et
j /∈ ∪mi=0Ii. (4.7)
Par ailleurs, le syste`me de racines e´tant de type Br+s, ǫ
∨
i = ǫi et η
∨
i = 2ηi.
On a donc 〈ǫ∨i , ρg〉 = 1 pour i = 1, . . . , r + s− 1, 〈η∨r+s, ρg〉 = 1 et 〈η∨i , ρg〉 6= 1
pour i = 1, . . . , r + s− 1. La condition (4.1) est donc e´quivalente a`
Aucune des racines {ǫi : i = 1, . . . , r + s− 1} ∪ {ηr+s}
n’est orthogonale a` Π(l).
(4.8)
Soit donc ǫi ve´rifiant (4.6). Ceci implique donc que i et i+ 1 appartiennent
a` une composante connexe de cardinal ≥ 2 de {1, . . . , r + s} − ∪Ii}. Supposons
par exemple que α1 ou β1 > 1 et que a1+ b1 ≥ 2. Alors, dans l’expression de X ′
i et i+ 1 sont deux indices associe´s a` ui > ui+1 > uj1 . Alors w
−1ǫi est associe´e
dans les expressions (4.2) et (4.3) a` deux couples de la forme (xi, xi+1), (xj , yj′)
ou (yj , yj+1) a` gauche de uj1 . Dans le second cas, la racine de valeur xj − yj′
est non compacte.
Donc u1 et u2 sont tous deux (par exemple) de la forme (x1, x2) ; il en est
de meˆme pour x2 et x3, etc. Ceci veut dire que pour tout j < j1 on a uj = xj et
donc α1 = j1 − 1 et β1 = 0. Le meˆme argument s’applique a` toute composante
connexe, et il est clair que l’on obtient que (4.8) pour les racines ǫi implique que
λ et λˆ ne sont pas tous les deux triviaux et n’ont aucun angle en commun sauf
peut-eˆtre celui correspondant a` la case (r, s + 1). Ce dernier cas est e´quivalent
a` ce que vr+s = xr > 0, alors la racine de valeur xr est non compacte ce qui
contredit (4.8) pour la racine ηr+s. On obtient bien finalement que (4.8) (et
donc (4.1)) est en fait e´quivalente au point 3. de la Proposition 4.2.
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p=2r+1 et q=2s+1 Ce cas se traite de la meˆme manie`re que les deux
pre´ce´dents sans aucune difficulte´ supple´mentaire. Ce qui conclut la de´monstration
de la Proposition 4.2. 
Remarquons la` encore que la condition 3. de la Proposition 4.2 est viole´e
lorsque la repre´sentation cohomologique est une se´rie discre`te : celles-ci ne sont
pas isole´es.
Rappelons (§1.1) que la cohomologie de Aq n’apparaˆıt qu’en degre´s ≥ R =
R(q).
Corollaire 4.3 Lorsque G est de rang 1 aucune repre´sentation cohomologique
n’est isole´e. Si G est de rang 2, il est du type SO0(2, n) avec n ≥ 3 et si une
repre´sentation cohomologique Aq n’est pas isole´e, la cohomologie de Aq n’ap-
paraˆıt qu’en degre´s k ≥ [n2 ]. Enfin si G est de rang ≥ 3, il est du type SO0(p, q)
avec p, q ≥ 3 et si une repre´sentation cohomologique Aq n’est pas isole´e, la
cohomologie de Aq n’apparaˆıt qu’en degre´s k ≥ p+ q − 3.
De´monstration. Tout d’abord un calcul simple montre que si q = q(λ)±2±1 ,
R =
1
2
pq − 2 m∑
j=1
ajbj − p0q0
 .
Pour simplifier nous ne ve´rifions le Corollaire 4.3 que dans le cas p = 2r et
q = 2s (les deux autres cas sont plus facile a` traiter). Nous distinguons diffe´rents
cas.
– Supposons tout d’abord p0q0 = 0.
Supposons que q viole le point 1. de la Proposition 4.2. Alors (a` l’ordre
pre`s) on peut supposer a1 = 1, b1 ≥ 1. Alors
m∑
j=2
ajbj ≤ (
∑
ai)(
∑
bi) ≤ (r − 1)(s− b1)
donc
R ≥ 2rs− b1 − (r − 1)(s− b1)
≥ rs + s+ (r − 2)b1.
Nous devons alors distinguer le cas r = 1 du cas r ≥ 2. Si r = 1 et puisque
b1 ≤ s,
R ≥ s =
[q
2
]
. (4.9)
Alors que si r ≥ 2 (et puisque b1 ≥ 1) ,
R ≥ rs+ r + s− 2. (4.10)
Supposons maintenant que q viole le point 3. de la Proposition 4.2. Alors,
en particulier,
∑
ai ≤ r − 1 et
∑
bi ≤ s− 1 et dans ce cas
R ≥ 2rs− (r − 1)(s− 1) = rs+ r + s− 1. (4.11)
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– Supposons maintenant p0 et q0 > 0. Nous continuons de noter p0 = 2r0 et
q0 = 2s0.
Supposons que q viole le point 2. de la Proposition 4.2. Alors p0q0 =
4r0s0 = 4 et
∑
aibi ≤ (r − 1)(s− 1) et dans ce cas
R ≥ 2rs− (r − 1)(s− 1)− 2 = rs + r + s− 3. (4.12)
Supposons que q viole le point 1. de la Proposition 4.2. Alors (a` l’ordre
pre`s) on peut supposer a1 = 1, b1 ≥ 1 . Alors
m∑
j=1
ajbj + 2r0s0 ≤ 2(r − 1)(s− 1) + 1
donc
R ≥ 2rs− 2(r − 1)(s− 1)− 1 = 2r + 2s− 3. (4.13)
Supposons maintenant que q viole le point 3. de la Proposition 4.2. Alors,
en particulier,
∑
ai + r0 ≤ r − 1 et
∑
bi + s0 ≤ s− 1 et dans ce cas
R ≥ 2rs− 2(r − 1)(s− 1) = 2r + 2s− 2. (4.14)
Les diffe´rentes ine´galite´s (4.9), (4.10), (4.11), (4.12), (4.13) et (4.14) im-
pliquent le Corollaire 4.3. 
Remarque. Du point de vue de la the´orie des repre´sentations de G, ce re´sultat
ne peut eˆtre ame´liore´. Ainsi, lorsque p = 2 la repre´sentation A((
[
q
2
]
)) est coho-
mologique de degre´ R =
[
q
2
]
et n’est pas isole´e d’apre`s la Proposition 4.2. Et,
lorsque p, q ≥ 3, la repre´sentation A((q − 1, 1p−2)) est cohomologique de degre´
R = p+ q − 3 et n’est pas isole´e d’apre`s la Proposition 4.2.
4.2 Isolation sous la condition d = 0
Soient G un groupe simple re´el, K un sous-groupe compact maximal de G
et (π, Vpi) une repre´sentation irre´ductible unitaire de G. Soit V
K
pi l’espace des
vecteurs K-finis de la repre´sentation π et conside´rons le complexe calculant la
(g,K)-cohomologie de π :
. . .→ Ci(π) = HomK(
∧
ip, V Kpi )
di→ Ci+1(π)→ . . . . (4.15)
Nous dirons d’une repre´sentation cohomologique Aq de G de degre´ primitif
R = R(q) qu’elle est isole´e sous la condition d = 0 si elle est isole´e de l’ensemble
des repre´sentations irre´ductibles unitaires telles que Im(dR) = 0.
Soit P l’ensemble de toutes les sous-alge`bres paraboliques θ-stables de g :
q = l(q) + u(q). Notons
rG = min{dim(u(q) ∩ p) : q ∈ P}. (4.16)
D’apre`s Parthasarathy [44], Kumaresan [34] et Vogan-Zuckerman [56], toute
repre´sentation cohomologique non triviale de G est de degre´ primitif ≥ rG.
Remarquons que rG ≥ rangR(G) et que les cas ou` l’ine´galite´ est stricte sont
rassemble´s dans [8, §10.3]. En ce qui concerne les groupes O(p, q) et U(p, q),
rG = rangR(G) = min(p, q).
Nous aurons besoin de la proposition suivante que nous de´duisons facilement
des travaux de Parthasarathy, Kumaresan et Vogan-Zuckerman.
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Proposition 4.4 Si G n’est localement isomorphe ni a` SO(n, 1) (n ≥ 2), ni a`
SU(n, 1) (n ≥ 1), alors toute repre´sentation cohomologique Aq de degre´ primitif
R = rG est isole´e sous la condition d = 0 dans Ĝ.
De´monstration. Soit t ⊂ k une sous-alge`bre de Cartan comme dans la premie`re
section. Soit q = l + u ∈ P telle que Aq soit de degre´ primitif R = rG. Fixons
un sous-syste`me positif ∆+(l ∩ k) du syste`me de racines ∆(l ∩ k, t). L’ensemble
∆+(k) = ∆+(l ∩ k) ∪∆(u ∩ k)
est alors un syste`me de racines positives de t dans k.
Rappelons que (∆+(k) e´tant fixe´) les repre´sentations irre´ductibles de groupe
compact K peuvent eˆtre parame´tre´es par leurs plus haut poids, qui sont des
e´le´ments de t∗. Notons
µ(q) = repre´sentation de K de plus haut poids 2ρ(u ∩ p).
C’est le K-type minimal de la repre´sentation Aq.
Rappelons maintenant la ce´le`bre ine´galite´ de Dirac de Parthasarathy (cf.
[44, (2.26)], [8, II.6.11], [56, Lemma 4.2]).
Lemme 4.5 Soit (π, Vpi) une repre´sentation unitaire irre´ductible de G et V
K
pi
son (g,K)-module associe´. Fixons une repre´sentation de k de plus haut poids
χ ∈ t∗ et apparaissant dans V Kpi ; et un sous-syste`me positif de racines ∆+(g)
de t dans g. Notons ρ (resp. ρc, ρn) dans t
∗ la demi-somme des racines dans
∆+(g) (resp. ∆+(k), ∆+(p)), de sorte que ρ = ρc + ρn. Soit w un e´le´ment du
groupe de Weyl WK =W (k, t) de t dans k, tel que w(χ−ρn) soit dominant pour
∆+(k). Alors,
−π(Ω) ≥ ||ρ||2 − ||w(χ− ρn) + ρc||2,
ou` Ω de´signe le casimir de g et la norme ||.|| est de´duite de la forme de Killing
sur g.
Pour toute repre´sentation unitaire irre´ductible de G non triviale (π, Vpi), le
groupe HrG−1(g,K, V Kpi ) = {0}. Il en est de meˆme si π est triviale puisque,
G n’e´tant localement isomorphe ni a` SO(n, 1) (n ≥ 2) ni a` SU(n, 1) (n ≥ 1),
0 < rG−1 et donc, HomK(
∧rG−1 p,C) = {0}. La suite (4.15) est donc exacte en
i = rG − 1. Ceci reste vrai en i = rG en dehors des repre´sentations π telles que
HrG(g,K, V Kpi ) = 0. Ces diffe´rentes repre´sentations ont des K-types diffe´rents
et sont donc isole´es les unes des autres.
Si Aq n’est pas isole´e sous la condition d = 0, il existe donc une suite {πi}
de repre´sentations unitaires irre´ductibles de G telle que
1. HomK(
∧R−1
p, V Kpii ) 6= {0} et,
2. la suite πi(Ω) tende vers 0 lorsque i tend vers l’infini.
Mais, l’ensemble des K-types de
∧R−1
p est fini et d’apre`s Kumaresan [34],
si χ ∈ t∗ est le plus haut poids d’un tel K-type,
||ρ||2 − ||w(χ− ρn) + ρc||2 > 0,
ou` w est comme dans le Lemme 4.5. (Kumaresan montre plus pre´cisemment
qu’un K-type de
∧∗
p ve´rifie l’e´galite´
||ρ||2 − ||w(χ − ρn) + ρc||2 = 0
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est ne´cessairement de la forme µ(q) pour une certaine sous-alge`bre parabolique
q ⊂ g.) D’apre`s le Lemme 4.5, il existe donc une borne infe´rieure strictement
positive uniforme de l’ensemble des nombres re´els −π(Ω) tels que π soit une
repre´sentation unitaire irre´ductible de G ve´rifiant HomK(
∧R−1
p, V Kpi ) 6= {0}.
Ce qui contredit l’existence de la suite {πi} et conclut la de´monstration de la
Proposition 4.4. 
Corollaire 4.6 La repre´sentation cohomologique A((1p)) du groupe SO0(p, q)
(2 ≤ p < q) est isole´e sous la condition d = 0.
De´monstration. Puisque si G = SO0(p, q) (1 ≤ p < q), le degre´ rG = p, le
Corollaire 4.6 de´coule trivialement de la Proposition 4.4, tant que p > 1. 
4.3 Isolation dans le dual automorphe
Dans deux articles fondamentaux, Arthur a donne´ une description conjec-
turale des repre´sentations des groupes re´ductifs qui peuvent apparaˆıtre dans
L2(Γ\G) pour un sous-groupe de congruence. Avec Clozel dans [6], nous avons
de´duit de la the´orie d’Arthur a minima des limitations se´ve`res sur les car-
acte`res infinite´simaux des repre´sentations pouvant apparaˆıtre dans L2(Γ\G)
lorsque Gnc = U(n, 1) ou O(n, 1).
Soit G un groupe alge´brique semisimple et connexe sur Q. Comme dans [9]
nous notons
σ(Γ\G) = {π ∈ Ĝ(R) : π ∝ L2(Γ\G(R))}
le spectre de L2(Γ\G), ou` Γ est un sous-groupe de congruence de G et ∝ signifie
“eˆtre faiblement contenue”. Nous notons de plus
ĜAut =
⋃
Γ
σ(Γ\G)
le dual automorphe de G, ou` la re´union est prise sur l’ensemble des sous-groupes
de congruence de G et l’adhe´rence est prise dans le dual unitaire Ĝ(R) de G(R).
Dans [6] avec Clozel nous avons montre´ comment de´duire la conjecture suiv-
ante d’une Conjecture de changement de base pour les groupes unitaires, cas
faible des Conjectures d’Arthur.
Conjecture 4.7 Supposons Gnc = U(p, q). Soit π une repre´sentation coho-
mologique de G(R), alors la repre´sentation π est isole´e dans
{π} ∪ ĜAut.
Le cas du groupe O(p, q) est plus de´licat. L’analogue de la Conjecture 4.7
est d’ailleurs fausse en ge´ne´ral pour le groupe O(p, q).
La Conjecture suivante pourrait surement eˆtre de´duite des conjectures ge´ne´rales
d’Arthur (lorsque p = 1 nous montrons dans [6] qu’elle de´coule d’une version
faible des Conjectures d’Arthur).
Conjecture 4.8 Supposons Gnc = O(p, q). Chaque repre´sentation cohomologique
A((1i)), pour 0 ≤ i ≤ q/2− 1 est isole´e dans le dual automorphe ĜAut de G.
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On ne connait que tre`s peu de cas des Conjectures 4.7 et 4.8. Dans [12]
Clozel de´montre que la repre´sentation trivial est toujours isole´e dans le dual
automorphe. Dans [6] avec Clozel, nous de´montrons la Conjecture 4.7 pour p = 1
et π de degre´ fortement primitif e´gal a` 1. Dans les deux cas les de´monstrations
utilisent un argument de re´duction duˆ a` Burger et Sarnak [10].
De manie`re similaire au §3.2 on peut e´videmment e´tudier l’isolation d’une
repre´sentation cohomologiques sous la condition d = 0. La de´monstration de
[6, The´ore`me 2.3.3] et les re´sultats mentionne´s dans le paragraphe pre´ce´dent
impliquent alors les deux analogues automorphes suivant du Corollaire 4.6.
Proposition 4.9 La repre´sentation cohomologique A((1)) du groupe SO0(1, q)
(2 ≤ q) est isole´e dans le dual automorphe sous la condition d = 0.
Proposition 4.10 Les repre´sentations cohomologiques de degre´ 2 du groupe
SU(1, q) (1 ≤ q) sont toutes isole´es dans le dual automorphe sous la condition
d = 0.
5 Restriction des repre´sentations cohomologiques
Dans cette section nous e´tudions la possibilte´ pour la restriction d’une repre´sentation
cohomologique deG a` un sous-groupeH de contenir (discre`tement) une repre´sentation
cohomologique. Ce proble`me a e´te´ e´tudie´ par diffe´rents auteurs citons notam-
ment les travaux de Kobayashi [31], Harris et Li [23] et mon article [1]. Nous
nous plac¸ons tout d’abord dans une cadre ge´ne´ral.
5.1 Restriction et se´ries discre`tes
Soit G un groupe de Lie (re´el) re´ductif connexe a` centre compact et avec un
sous-groupe de Cartan compact. Le groupe G posse`de alors une se´rie discre`te.
Commenc¸ons par e´tudier le proble`me de la restriction des repre´sentations de la
se´rie discre`te de G a` un sous-groupe de G. Soit donc H un sous-groupe re´ductif
connexe ferme´ dans G. Supposons que l’intersection KH = K ∩ H d’un sous-
groupe compact maximal K de G soit un sous-groupe compact maximal dans
H . Le the´ore`me suivant se de´duit imme´diatement des travaux de Li [35] et de
Harris et Li, en particulier de [23, Proposition 1.2.3].
The´ore`me 5.1 Soit ρ une repre´sentation unitaire irre´ductible de la se´rie discre`te
de G de plus bas K-type τ . Soit π une repre´sentation de la se´rie discre`te de H de
plus bas KH-type σ. Supposons que le KH-type σ intervienne dans la restriction
de τ a` KH . Alors, la repre´sentation π est e´quivalente a` une sous-repre´sentation
irre´ductible de ρ|H .
De´monstration. Il est bien connu, cf. [28], que la repre´sentation ρ admet un
unique plus bas K-type qui est donc τ . Notons Pτ la projection orthogonale sur
la τ -composante de ρ et posons
ψρ(x) =
1
dim(τ)
tr(Pτρ(x)Pτ ), x ∈ G.
Pour appliquer [23, Proposition 1.2.3] a` la repre´sentation ρ, il nous suffit donc
de ve´rifier que
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1. la restriction de ρ a` H est fortement L2+ε ;
2. la fonction ψρ ve´rifie la formule de Flensted-Jensen.
Nous renvoyons a` [35] ou [23] pour la de´finition de la formule de Flensted-Jensen.
Il suffit ici de noter que Flensted-Jensen de´montre pre´cisemment dans [17] que
celle-ci est ve´rifie´e par ψρ de`s que ρ appartient a` la se´rie discre`te de G. Le point
2. est donc ve´rifie´.
Rappelons maintenant qu’une repre´sentation unitaire ρ de H dans un espace
de Hilbert Hρ est fortement L2+ε si elle est fortement Lp pour tout p > 2. Et
qu’elle est fortement Lp si, pour un ensemble dense de vecteurs dans Hρ, les
coefficients matriciels associe´s sont tous dans Lp(H).
Ici la repre´sentation ρ appartient a` la se´rie discre`te de G, elle est en parti-
culier tempe´re´e. Notons HKρ l’espace des vecteurs K-finis dans Hρ. Soit ΞG la
fonction sphe´rique d’Harish-Chandra [22] (dans [28], la fonction ΞG est appele´e
ϕG0 ). Puisque ρ est tempe´re´e, pour tous u, v ∈ HKρ on a
|(ρ(g)u, v)| ≤ Cu,vΞG(g), (5.1)
ou` Cu,v est une constante qui de´pend de u et v mais pas de g. Fixons deux
de´compositions compatibles G = KAN et H = KHAHNH et notons ρ (resp.
ρH) la demi-somme des racines de (g, a) (resp. (h, aH)) positives pour N (resp.
NH). Il est imme´diat que ρ ≥ ρH . La Proposition 7.15 de [28] implique alors
ΞG(a) ≤ (const)e−ρ
H log a(1 + ||a||)d,
pour a ∈ AH+ et ou` d est une certaine constante ≥ 0. La de´monstration de [28,
(7.52)] implique alors imme´diatement que la fonction ΞG restreinte a` H est dans
Lp(H) pour tout p > 2. Puisque le sous-espaceHKρ est dense dans Hρ l’ine´galite´
(5.1) implique finalement que la restriction de ρ a` H est fortement L2+ε. Ce
qui permet de conclure la de´monstration du The´ore`me 5.1 en appliquant [23,
Proposition 1.2.3]. 
Nous allons maintenant chercher a` e´tudier un proble`me analogue dans le cas
des repre´sentations cohomologiques des groupe unitaires et orthogonaux. L’ide´e
est de se ramener au The´ore`me 5.1 a` l’aide de la correspondance the´ta L2 locale.
Commenc¸ons par quelques rappels a` ce sujet.
Soit (G,G′) une paire re´ductive duale irre´ductible de type I dans le groupe
symplectique Sp = Sp2n(R) (nous renvoyons a` l’article [25] de Howe pour plus de
pre´cisions concernant cette terminologie). Soit S˜p le reveˆtement me´taplectique a`
deux feuillet de Sp. E´tant donne´ un sous-groupe E de Sp nous notons E˜ son im-
age inverse dans S˜p. Dans [35], Li e´tudie la correspondance the´ta locale entre les
repre´sentations de la se´rie discre`te de G˜′ et les repre´sentations cohomologiques
unitaires de G˜. Nous exploitons maintenant les re´sultats (et me´thodes) de Li
pour faire correspondre au The´ore`me 5.1 un the´ore`me sur la restriction des
repre´sentations cohomologiques.
Rappelons (cf. [25]) qu’une paire duale irre´ductible de type I est construite
comme suit. Soit D l’une des trois alge`bres a` division sur R (D est donc e´gal a`
R, C ou H, l’alge`bre des quaternions), munie de son involution standard ∗. (L’in-
volution ∗ est donc triviale dans le premier cas et est la conjugaison complexe
(resp. quaternionique) dans les deux derniers cas.) Soient V et V ′ deux espaces
vectoriels de dimension finie sur D e´quipe´ de deux formes ∗-sesquiline´aires non
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de´ge´ne´re´es (., .) et (., .)′, l’une ∗-hermitienne et l’autre ∗-anti-hermitienne. Soient
G et G′ les groupes d’isome´tries respectifs de (., .) et (., .)′. Alors (G,G′) est une
paire duale irre´ductible dans Sp = Sp2n(R), ou`
2n = dimR(D)(dimD V )(dimD V
′).
Nous supposerons toujours que la “taille” de G′ est infe´rieure a` celle de G, a`
savoir que
dimD V ≥ dimD V ′. (5.2)
Nous notons enfin
G1 =

SO(p, q) si G = O(p, q)
SU(p, q) si G = U(p, q)
G sinon.
(5.3)
Conside´rons maintenant Aq une repre´sentation cohomologique de G1 as-
socie´e a` une sous-alge`bre parabolique θ-stable q = l ⊕ u du complexifie´ g de
l’alge`bre de Lie g0 de G1. Posons l
0 = l ∩ g0. Nous conside´rons dans cette
section les repre´sentations cohomologiques Aq ve´rifiant la condition
l0 ∼= l′0 ⊕ g10, (5.4)
ou` l′0 est une alge`bre de Lie compacte et g
1
0 est du “meˆme type” que g0, c’est
a` dire isomorphe a` l’alge`bre de Lie du groupe des isome´tries de (., .)|V 1 , ou` V 1
est un sous-espace non de´ge´ne´re´ de V .
D’apre`s [35, Theorem 6.2], il existe une repre´sentation π′ de la se´rie discre`te
de G˜′ telle que π′ admette un releve´ the´ta non trivial au groupe G˜ π dont la
restriction au sous-groupe G1 ⊂ G˜ soit pre´cisemment la repre´sentation Aq.
Pre´cisons un peu ce re´sultat en supposant G non compact. Soit (ω,Y) la
repre´sentation de Weil du groupe S˜p munie de sa structure unitaire. L’un des
deux groupe G, G′ est de type hermitien nous supposerons que c’est le cas de
G′. Soient K et K ′ deux sous-groupes compacts maximaux respectifs de G et
G′ et M ′ ⊃ G′ le centralisateur de K dans Sp. Puisque G n’est pas compact,
M ′ ∼= G′ × G′ et (K,M ′) forme une paire duale dans Sp. Et puisque K est
compact, il est bien connu que comme repre´sentation unitaire dans l’espace
de Hilbert Y, la restriction de ω a` K˜ · M˜ ′ se de´compose en une somme directe∑
i σi⊗ρi de repre´sentations unitaires irre´ductibles de K˜ ·M˜ ′. La correspondance
the´ta est alors σi ↔ ρi. Cette correspondance est connue et explicite´e dans
[35], chaque ρi ainsi obtenue est une repre´sentation unitaire de plus haut poids
de M ′. Soit σ le plus bas K˜-type de la repre´sentation π. La repre´sentation σ
intervient dans la correspondance duale avecM ′. Notons σ⊗ρ′ le facteur direct
correspondant dans la de´composition en irre´ductibles de la la restriction de ω a`
K˜ · M˜ ′. Soit τ ′ le plus bas L˜′-type de ρ′, vue comme repre´sentation de K˜ ′× K˜ ′,
τ ′ = σ1⊗σ2. La restriction de τ ′ a` la diagonale K˜ ′ ⊂ K˜ ′×K˜ ′ contient un facteur
irre´ductible σ′ dont le plus haut poids est e´gal a` la somme des plus hauts poids
de σ1 et σ2. La repre´sentation σ
′ est pre´cisemment le plus bas K˜ ′-type de π′.
Suivant Kudla [33], nous dirons que deux paires re´ductives duales irre´ductibles
et de type I (H,H ′) et (G,G′) dans le groupe symplectique Sp sont en balance
(“see-saw”) si H ⊂ G et (donc) G′ ⊂ H ′. Conside´rons donc deux telles paires
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en balance, ce que nous repre´sentons par le diagramme
G H ′
| × |
H G′
Mettons ici en balance la paire (G,G′) et la paire (K,M ′). Puisque K est
compact, la correspondance de Howe L2 est classique pour la paire (K,M ′),
autrement dit la repre´sentation σ ⊗ ρ′ de K˜ · M˜ ′ est e´quivalente a` une sous-
repre´sentation irre´ductible de la restriction de ω a` K˜ · M˜ ′. En particulier la
repre´sentation ρ′ de M˜ ′ est e´quivalente a` une sous-repre´sentation irre´ductible
de la restriction de ω a` M˜ ′. Une ge´ne´ralisation due a` Li [35, Theorem 4.1] du
The´ore`me 5.1 implique (puisque 1) ρ′ est une repre´sentation unitaire de plus
haut poids et 2) la restriction de ω a` G˜′ est fortement L2+ε) que la repre´sentation
π′ de G˜′ est e´quivalente a` une sous-repre´sentation irre´ductible de la restriction de
ρ′ et donc de ω a` G˜′. La repre´sentation π′ intervient donc dans la correspondance
de Howe L2. D’apre`s Howe [27, Theorem 6.1], la repre´sentation π⊗ π′ de G˜ · G˜′
est alors e´quivalente a` une sous-repre´sentation irre´ductible de la restriction de
ω a` G˜ · G˜′ et elle intervient avec multiplicite´ un. La composante π-isotypique
Y(π) de la repre´sentation unitaire (ω,Y) est isomorphe a` π⊗π′ et co¨ıncide donc
avec la composante π′-isotypique Y(π′).
On peut alors appliquer dans ce contexte une ide´e due a` Howe [26]. E´tant
donne´es deux paires re´ductives duales irre´ductibles de type I (H,H ′) et (G,G′)
en balance dans le groupe symplectique Sp et π ↔ π′ (resp. σ ↔ σ′) des
repre´sentations intervenant dans la correspondance de Howe L2 pour la paire
(G,G′) (resp. (H,H ′)). Supposons que la repre´sentation π′ de G˜′ soit e´quivalente
a` une sous-repre´sentation irre´ductible de la restriction de σ′ a` G˜′. La composante
π′-isotypique de Y(σ) est alors non triviale = Y(σ⊗π′). MaisG′ etH commutent
dans Sp et donc
Y(π′)(σ) = Y(σ ⊗ π′) = Y(σ)(π′).
Puisqu’enfin Y(π′) = π ⊗ π′, la repre´sentation σ de H˜ est ne´cessairement
e´quivalente a` une sous-repre´sentation irre´ductible de la restriction de π a` H˜
et intervient avec la meˆme multiplicite´ que π′ dans σ′.
Dans la prochaine section nous appliquons ce principe pour de´duire du
The´ore`me 5.1 des re´sultats analogues pour les repre´sentations cohomologiques
des groupes unitaires et orthogonaux.
5.2 Restriction de repre´sentations cohomologiques
Nous revenons maintenant au cas Gnc = U(p, q) ou O(p, q) et supposons que
G contient un sous-groupe H tel que Hnc = U(p, q−r) ou O(p, q−r), plonge´ de
manie`re usuelle (stable par l’involution de Cartan) et avec 1 ≤ p, q et 1 ≤ r < q.
Soient π une repre´sentation unitaire irre´ductible deG et π′ une repre´sentation
unitaire irre´ductible deH . Par de´finition la multiplicite´ de π′ dans π|H est le plus
grand entier m tel que π|H contienne m sous-espaces irre´ductibles 2 a` 2 orthog-
onaux sur chacun desquels l’action de H est e´quivalente a` la repre´sentation π′.
Soit V l’espace de la repre´sentation π (c’est e´galement l’espace de la repre´sentation
π|H). Soit V ′ ⊂ V le plus grand sous-espace sur lequel l’action de H est
e´quivalente a` un multiple de π′. Soit β : V → V ′ la projection orthogonale cor-
respondante. Soit K le sous-groupe compact maximal de Gnc et KH = K∩Hnc.
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Notons V0 (resp. V
′
0) le (g,K)-module ((h,K
H)-module) constitue´ des vecteurs
K-finis de V (resp. KH -finis de V ′). On a alors une application naturelle
H∗(g,K;V0)→ H∗(h,KH ;V ′0), (5.5)
obtenue en composant
H∗(g,K;V0) → H∗(h,KH ;V0)
→ H∗(h,KH ;V ′0) (5.6)
ou` la premie`re application est obtenue en restreignant de (g,K) a` (h,KH) et la
seconde est induite par la projection β : V0 → V ′0 .
Nous de´montrons maintenant les deux the´ore`mes suivant concernant la re-
striction de certaines repre´sentations cohomologiques respectivement dans le cas
unitaire et dans le cas orthogonal.
The´ore`me 5.2 Soient H = U(p, q−r) ⊂ U(p, q) = G ou` l’inclusion est l’inclu-
sion standard, 1 ≤ p, q et 1 ≤ r < q. Alors, pour tout couple d’entiers naturels
(i, j) tel que i+ j ≤ q − r,
1. la repre´sentation cohomologique A((ip), ((q−r−j)p))H de H apparaˆıt avec
multiplicite´ un dans la restriction a` H de la repre´sentation cohomologique
A((ip), ((q − j)p)) de G, et
2. l’application naturelle en cohomologie
Hpi,pj(g,K;A((ip), ((q − j)p)))
→ Hpi,pj(h,KH ;A((ip), ((q − r − j)p))H) (5.7)
est un isomorphisme d’espaces de dimension un.
The´ore`me 5.3 Soient H = SO0(p, q − r) ⊂ SO0(p, q) = G ou` l’inclusion est
l’inclusion standard, 1 ≤ p, q et 1 ≤ r < q. Alors, pour tout entier naturel
i ≤ (q − r)/2,
1. la repre´sentation cohomologique A((ip))±H de H apparaˆıt avec multiplicite´
un dans la restriction a` H de la repre´sentation cohomologique A((ip)) de
G, et
2. l’application naturelle en cohomologie
Hpi(g,K;A((ip)))→ Hpi(h,KH ;A((ip))±H) (5.8)
est un isomorphisme d’espaces de dimension un.
De´monstrations. Ces deux The´ore`mes se de´montrent de la meˆme manie`re. Nous
commenc¸ons par de´montrer le point dans le cas des groupes orthogonaux. Nous
allons travailler avec les groupes O(p, q) et O(p, q − r) × O(r) et donc avec les
repre´sentations A((ip)) et A((ip))H ; cette dernie`re repre´sentation e´tant triviale
sur le facteur O(r) (nous la conside`rerons tour a` tour comme une repre´sentation
de O(p, q − r) ×O(r) ou de O(p, q − r)). En regardant les K-types, il est facile
de ve´rifier que la restriction de A((ip)) au groupe SO0(p, q) reste irre´ductible
et est e´gale a` A((ip)), tant que i < q/2. Quand q − r = 2i, la restriction
de A((ip))H au groupe SO0(p, q − r) × SO0(r) est somme directe des deux
repre´sentations irre´ductibles A((ip))+H et A((i
p))−H de SO0(p, q − r). Dans tous
les cas la multiplicite´ de la repre´sentation A((ip))±H dans la restriction a` H de
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la repre´sentation A((ip)) de G est donc e´gale a` la multiplicite´ de A((ip))H dans
A((ip)). C’est cette dernie`re multiplicite´ que nous calculons maintenant.
Ce calcul repose sur la correspondance the´ta locale. Nous conside´rons les
inclusions
O(r) ×O(p, q − r) ⊂ O(p, q)
et
Sp(2i,R) ⊂ Sp(2i,R)× Sp(2i,R)
(plongement diagonal). Les paires (O(p, q), Sp(2i,R)) et (O(r)×O(p, q−r), Sp(2i,R)×
Sp(2i,R)) sont des paires re´ductives duales en balance dans Sp2i(p+q) :
O(p, q) Sp(2i,R)× Sp(2i,R)
| × |
O(r) ×O(p, q − r) Sp(2i,R)
(5.9)
Soient π, π1 et π2 les releve´s respectifs au groupe S˜p(2i,R), via la correspon-
dance the´ta locale, de la repre´sentation A((ip)) de O(p, q), de la repre´sentation
triviale de O(r) et de la repre´sentation A((ip))H de O(p, q − r). Dans [35], Li
montre par la me´thode que nous avons rappele´ au paragraphe pre´ce´dent que
ces repre´sentations interviennent dans la correspondance L2, il de´crit de plus
explicitement les releve´s the´ta locaux de ces repre´sentations cohomologiques.
Sous l’hypothe`se 2i ≤ q − r, Li montre que les trois repre´sentations π, π1
et π2 sont toutes des se´ries discre`tes, de plus bas K-types (ayant pour plus
haut poids) respectifs (−(p+ q)/2, . . . ,−(p+ q)/2), (−r/2, . . . ,−r/2) et (−(p+
q − r)/2, . . . ,−(p + q − r)/2). Remarquons que la somme des deux derniers
poids est e´gale au premier poids. Puisque π1 et π2 sont des se´ries discre`tes,
elles contiennent leur plus bas K-type avec multiplicite´ un, le K-type (−(p +
q)/2, . . . ,−(p+ q)/2) apparaˆıt donc avec multiplicite´ exactement un dans la re-
striction du produit tensoriel π1 ⊗ π2. Le The´ore`me 5.1 implique alors que la
repre´sentation π apparaˆıt avec multiplicite´ exactement e´gale a` 1 dans le produit
tensoriel π1⊗π2. Le re´sultat de Howe rappele´ au pre´ce´dent paragraphe implique
alors que la multiplicite´ de la repre´sentation A((ip))±H dans la restriction a` H
de la repre´sentation A((ip)) de G est exactement e´gale a` 1. Ce qui conclut la
de´monstration du premier point dans le cas orthogonal.
La de´monstration dans le cas unitaire est identique (elle est meˆme un peu
plus simple puisque les groupes sont connexes) en utilisant les groupes en balance
suivants :
U(p, q) U(i, j)× U(i, j)
| × |
U(r) × U(p, q − r) U(i, j)
Il nous reste a` montrer les deuxie`mes points des The´ore`mes 5.2 et 5.15. Nous
voulons donc de´montrer que les applications naturelles (5.7) et (5.13) sont des
isomorphismes entre espaces de dimension un. La de´monstration est similaire
dans les cas orthogonaux et unitaires. Pour changer nous allons maintenant
traiter le cas unitaire.
Dans [56] Vogan et Zuckerman de´montrent que les espaces des deux coˆte´s de
(5.7) sont de dimension un. Rappelons que V ((ip), ((q−j)p)) (resp. V ((ip), ((q−
r− j)p))H) est le plus bas K-type de la repre´sentation A((ip), ((q− j)p)) (resp.
55
A((ip), ((q − r − j)p))H). Le membre de gauche (resp. droite) de (5.7) est iso-
morphe a`
HomK(
∧pi,pj
p, V ((ip), ((q − j)p)))
(resp. HomK(
∧pi,pj
pH , V ((i
p), ((q − r − j)p))H)). (5.10)
La de´monstration de la premie`re partie du The´ore`me et le Lemme 2.3 (ce serait
le Lemme 2.6 dans le cas orthogonal) impliquent que l’application compose´e
V ((ip), ((q − j)p))→ A((ip), ((q − r − j)p))H → V ((ip), ((q − r − j)p))H ,(5.11)
ou` la premie`re application est la restriction de la projection orthogonale β et la
deuxie`me application est la projection sur le plus bas KH-type, est non nulle.
Elle est donc surjective, puisque le membre de droite de (5.11) est irre´ductible.
De plus, le plus haut poids apparaˆıt avec multiplicite´ un dans chacune des
extre´mite´s de (5.11). L’application (5.11) envoie donc un vecteur de plus haut
poids non nul vers un vecteur de plus haut poids non nul. Compte tenu de (5.10)
ceci implique que l’application (5.7) est bien un isomorphisme. 
Aux vus des Lemmes 2.3 et 2.6, nous conjecturons plus ge´ne´ralement les
e´nonce´s suivants.
Conjecture 5.4 Soient H = U(p, q − r) ⊂ U(p, q) = G ou` l’inclusion est
l’inclusion standard, 1 ≤ p, q et 1 ≤ r < q. Soient λ et µ deux partitions
incluses dans p× q formant un couple compatible.
1. La restriction a` H de la repre´sentation cohomologique A(λ, µ) de G con-
tient (discre`tement) une repre´sentation cohomologique de degre´ fortement
primitif |λ| + |µˆ| si et seulement si la partition (rp) s’inscrit dans le di-
agramme gauche µ/λ. Elle contient dans ce cas la repre´sentation coho-
mologique A(λ, µ− (rp)) de H avec multiplicite´ exactement e´gale a` 1.
2. Supposons que la partition (rp) s’inscrive dans le diagramme gauche µ/λ.
Alors, l’application naturelle en cohomologie
H |λ|,|µˆ|(g,K;A(λ, µ))→ H |λ|,|µˆ|(h,KH ;A(λ, µ− (rp))H)
est un isomorphisme d’espaces de dimension un.
Conjecture 5.5 Soient H = SO0(p, q − r) ⊂ SO0(p, q) = G ou` l’inclusion est
l’inclusion standard, 1 ≤ p, q et 1 ≤ r < q. Soit λ une partition orthogonale
dans p× q.
1. La restriction a` H de la repre´sentation cohomologique A(λ)±2±1 de G con-
tient (discre`tement) une repre´sentation cohomologique de degre´ fortement
primitif |λ| si et seulement si la partition (rp) s’inscrit dans le diagramme
gauche λˆ/λ. Elle contient dans ce cas la repre´sentation cohomologique
A(λ)±2±1 de H avec multiplicite´ exactement e´gale a` 1.
2. Supposons que la partition (rp) s’inscrive dans le diagramme gauche λˆ/λ.
Alors, l’application naturelle en cohomologie
H |λ|(g,K;A(λ)±2±1)→ H |λ|(h,KH ;A(λ)±2±1)
est un isomorphisme d’espaces de dimension un.
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Remarquons enfin qu’en conside´rant les paires (U(p, q), U(i)) et (O(p, q), Sp(2i,R))
en balance dans Sp2i(p+q) :
U(p, q) U(i)
| × |
O(p, q)× Sp(2i,R),
la de´monstration des The´ore`mes 5.2 et 5.15 implique le the´ore`me suivant.
The´ore`me 5.6 Soient H = O(p, q) ⊂ U(p, q) = G ou` l’inclusion est l’inclusion
standard, 1 ≤ p, q. Alors, pour tout entier naturel i ≤ q/2,
1. la repre´sentation cohomologique A((ip))H de H apparaˆıt avec multiplicite´
un dans la restriction a` H de la repre´sentation cohomologique A((ip)) de
G, et
2. l’application naturelle en cohomologie
Hpi,0(g,K;A((ip)))→ Hpi(h,KH ;A((ip))H) (5.12)
est un isomorphisme d’espaces de dimension un.
Nous conjecturons plus ge´ne´ralement l’e´nonce´ suivant.
Conjecture 5.7 Soient H = O(p, q) ⊂ U(p, q) = G ou` l’inclusion est l’inclu-
sion standard, 1 ≤ p, q. Soient λ et µ deux partitions incluses dans p×q formant
un couple compatible.
1. Si la restriction a` H de la repre´sentation cohomologique A(λ, µ) de G con-
tient (discre`tement) une repre´sentation de degre´ fortement primitif |λ|+|µˆ|
alors λ = 0 ou µ = p× q.
2. Supposons par exemple µ = p×q. Alors la restriction a` H de la repre´sentation
cohomologique A(λ) de G contient (discre`tement) une repre´sentation de
degre´ fortement primitif |λ| si et seulment si la diagramme est λ est or-
thogonal. Elle contient dans ce cas la repre´sentation cohomologique A(λ)H
de H avec multiplicite´ exactement e´gale a` 1.
3. Supposons que la partition λ est orthogonale. Alors, l’application naturelle
en cohomologie
H |λ|,0(g,K;A(λ))→ H |λ|(h,KH ;A(λ)H) (5.13)
est un isomorphisme d’espaces de dimension un.
5.3 Produits tensoriels de repre´sentations cohomologiques
La de´monstration des The´ore`mes 5.2 et 5.15 peut e´galement s’appliquer aux
paires d’espaces syme´triques re´els respectifs
U(p, q)/(U(p, q − l − k)× U(l)× U(k))
⊂ (U(p, q)× U(p, q))/((U(p, q − l)× U(l))× (U(p, q − k)× U(k)))
et
SO0(p, q)/(SO0(p, q − l− k)× SO(l)× SO(k))
⊂ (SO0(p, q)× SO0(p, q))/((SO0(p, q − l)× SO(l))× (SO0(p, q − k)× SO(k))).
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La conside´ration des paires re´ductives duales en balance :
U(p, q)× U(p, q) U(i+ k, j + l)
| × |
U(p, q) U(i, j)× U(k, l)
et
O(p, q)×O(p, q) Sp(2(k + l),R)
| × |
O(p, q) Sp(2k,R)× Sp(2l,R)
permet alors de de´river les deux the´ore`mes suivants.
The´ore`me 5.8 Soit G = U(p, q), 1 ≤ p, q. Alors, pour tout quadruplet (i, j, k, l)
d’entiers ≥ 0 de somme i+ j + k + l ≤ q,
1. la repre´sentation cohomologique A(((i+ k)p), ((q− j− l)p)) de G apparaˆıt
avec multiplicite´ un dans le produit tensoriel des repre´sentations coho-
mologiques A((ip), ((q − j)p)) et A((kp), ((q − l)p)) de G, et
2. l’application “cup-produit”
Hpi,pj(g,K;A((ip), ((q − j)p)))⊗Hpk,pl(g,K;A((kp), ((q − l)p)))
→ Hp(i+k),p(j+l)(g,K;A(((i+ k)p), ((q − j − l)p))) (5.14)
est un isomorphisme d’espaces de dimension un.
The´ore`me 5.9 Soit G = SO0(p, q), 1 ≤ p, q. Alors, pour tout couple d’entiers
≥ 0 de somme k + l ≤ q/2,
1. la repre´sentation cohomologique A(((k + l)p))± de G apparaˆıt avec mul-
tiplicite´ un dans le produit tensoriel des repre´sentations cohomologiques
A((kp))± et A((lp))± de G, et
2. l’application “cup-produit”
Hpk(g,K;A((kp))±)⊗Hpl(g,K;A((lp))±)
→ Hp(k+l)(g,K;A(((k + l)p))±) (5.15)
est un isomorphisme d’espaces de dimension un.
De manie`re similaire a` la Conjecture 5.4, et au vu de [5] nous conjecturons
de plus le re´sultat suivant.
Conjecture 5.10 Soit G = U(p, q), 1 ≤ p, q. Soient (λ, µ) et (α, β) deux cou-
ples compatibles de partitions incluses dans p× q.
1. Le produit tensoriel des repre´sentations cohomologiques A(λ, µ) et A(α, β)
de G contient (discre`tement) une repre´sentation cohomologique de degre´
fortement primitif |λ|+|µˆ|+|α|+|βˆ| si et seulement si il existe une partition
ν ⊂ p × q telle que ν (resp. νˆ) s’inscrive dans le diagramme gauche µ/λ
(resp. β/α).
2. S’il existe une partition ν ⊂ p × q telle que ν (resp. νˆ) s’inscrive dans
le diagramme gauche µ/λ (resp. β/α), on peut choisir ν telle que |ν| =
|α|+|βˆ| et telle que l’image de ν dans µ/λ re´unit a` λ de´finisse une partition
λ ⊎ ν ⊂ µ formant un couple compatible avec µ 9. Le produit tensoriel de
A(λ, µ) et A(α, β) de G contient alors (discre`tement) la repre´sentation
cohomologique A(λ ⊎ ν, µ).
9On peut effectivement de´duire cela dans le cas de [5] a` l’aide de [2, Lemme 27] par
re´currence et en distingant les cas p1 + . . .+ pm < ou = p.
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3. La repre´sentation cohomologique A(λ ⊎ ν, µ) intervient avec multiplicite´
exactement e´gale a` 1, et l’application naturelle en cohomologie
H |λ|,|µˆ|(g,K;A(λ, µ))⊗H |α|,|βˆ|(g,K;A(α, β))
→ H |λ|+|µˆ|+|α|+|β|(g,K;A(λ ⊎ ν, µ))
est un isomorphisme d’espaces de dimension un.
Finalement les Conjectures 5.7 et 5.10 implique une conjecture analogue dans
le cas des groupes orthogonaux, nous laissons le soin au lecteur d’e´ventuellement
l’e´nonce´.
5.4 Repre´sentations cohomologiques discre`tement de´composables
Soit toujours G un groupe de Lie re´el re´ductif et connexe. Conside´rons H un
sous-groupe ferme´ re´ductif tel que l’intersection KH = K ∩H du sous-groupe
compact maximal K de G avec H soit un sous-groupe compact maximal de
H . On dit (voir [31, Definition 1.1, 1.2]) qu’un (g,K)-module unitarisable et
irre´ductible est discre`tement de´composable si, vu comme (h,KH)-module, il est
isomorphe a` une somme directe de (h,KH)-modules irre´ductibles.
Soit π une repre´sentation unitaire irre´ductible de G. Remarquons que si
la restriction π|KH est KH-admissible, autrement dit si chaque repre´sentation
irre´ductible de KH n’intervient qu’avec une multiplicite´ finie (peut-eˆtre nulle)
dans π|KH , alors le (g,K)-module associe´ a` π est discre`tement de´composable
comme (h,KH)-module et chaque sous-(h,KH)-module irre´ductible est de mul-
tiplicite´ finie (voir [31, Proposition 1.6(2)]).
Supposons maintenant que H soit un sous-groupe ouvert du groupe des
points fixes d’une involution τ sur G qui commute a` l’involution de Cartan de
G. Nous notons k0± = {X ∈ k0 : τ(X) = ±X}. Fixons t0 une sous-alge`bre
de Cartan τ -stable de k0 telle que t0− = t0 ∩ k0− soit un sous-espace abe´lien
maximal de k0−. Soit ∆(k, t) (resp. Σ(k, t−)) le syste`me de racine (restreint) de
k par rapport a` t (resp. t−). Fixons alors deux sous-syste`mes positifs ∆+(k, t)
Σ+(k, t−) compatibles.
Soit maintenant q = q(λ) une sous-alge`bre parabolique θ-stable de g de´finie
par λ ∈ it0 dominant par rapport a` ∆+(k, t). L’ensemble
R+〈u ∩ p〉 =
 ∑
β∈∆(u∩p;t)
nββ : nβ ≥ 0

de´finit alors un coˆne ferme´ dans it0.
Le the´ore`me suivant, duˆ a` Kobayashi, se de´duit alors de [30, Theorem 3.2]
et [31, Theorem 4.2].
The´ore`me 5.11 Conservons les notations ci-dessus. Alors, les trois conditions
suivantes sont e´quivalentes.
1. R+〈u ∩ p〉 ∩ it0− = {0}.
2. la restriction Aq |KH de la repre´sentation cohomologique Aq de G est KH-
admissible.
3. le (g,K)-module Aq est discre`tement de´composable comme (h,K
H)-module.
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Nous allons maintenant ve´rifier le crite`re 1. du The´ore`me pour (G,H) =
(U(p, q), U(p, q − r)× U(r)) (resp. = (SO0(p, q), SO0(p, q − r)× SO(r))). Nous
en de´duirons finalement de nouveaux cas de la Conjecture 5.4.
Le cas unitaire Nous supposons donc maintenant (G,H) = (U(p, q), U(p, q−
r)×U(r)) avec 2r ≤ q, ou` le plongement U(p, q−r)×U(r)→ U(p, q) est standard
donne´ par :
(A,B) 7→
(
A 0
0 B
)
.
Apre`s conjugaison par la matrice
1p
1√
2
1r 0
i√
2
1r
0 1q−2r 0
i√
2
Jr 0
1√
2
Jr
 ∈ G
(ici 1r de´signe la matrice identite´ de taille r et Jr de´signe la matrice carre´e
r × r avec que des 1 sur l’anti-diagonale), on obtient un plongement de H
dans G pour lequel le sous-espace t0 de g0 constitue´ des matrices diagonales
(a` coefficients imaginaires purs) soit une une sous-alge`bre de Cartan τ -stable
de k0 telle que t0− = t0 ∩ k0− soit un sous-espace abe´lien maximal de k0−. Si
nous notons comme d’habitude (x1, . . . , xp; y1, . . . , yq) les e´le´ments de it0, le
sous-espace it0− est constitue´ des e´le´ments
(0, . . . , 0;−u1, . . . ,−ur, 0, . . . , 0, ur, . . . , u1).
Conside´rons maintenant q = q(λ, µ) la sous-alge`bre parabolique θ-stable
associe´e a` un couple compatible de partitions (λ, µ). Les racines de t dans p∩ u
sont alors les xi − yj lorsque la case de coordonne´es (i, j) dans p× q appartient
a` λ et les yj − xi lorsque la case de coordonne´es (i, j) n’appartient pas a` µ.
Celles-ci correspondent respectivement aux vecteurs (ei;−fj) et (−ei; fj) dans
it0. Le coˆne ferme´ R+〈u∩p〉 intersecte donc non trivialement le sous-espace it0−
si et seulement s’il existe un couple d’entiers (i, j) dans [1, p]× [1, r] tel que
– la case de coordonne´es (i, j) dans p× q appartienne au diagramme λ, et
– la case de coordonne´es (i, q − j + 1) dans p × q n’appartienne pas au
diagramme µ.
Remarquons que si c’est le cas pour un couple (i, j), c’est e´galement le cas pour
le couple (i, 1). Finalement, le The´ore`me 5.11 implique le the´ore`me suivant.
The´ore`me 5.12 Soient p, q, r des entiers naturels avec 2r ≤ q et H = U(p, q−
r) × U(r) plonge´ de manie`re standard dans G = U(p, q). Soit (λ, µ) un cou-
ple compatible de partitions dans p × q. Alors, la restriction A(λ, µ)|KH de la
repre´sentation cohomologique A(λ, µ) de G au compact maximal KH = U(p)×
U(q − r)× U(r) de H est KH-admissible si et seulement si deux e´le´ments de λ
et p× q/µ dans p× q ne sont jamais aligne´s (autrement dit, λi(q−µi) = 0 pour
tout i = 1, . . . , p).
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Le cas orthogonal Nous supposons donc maintenant (G,H) = (SO0(p, q), SO0(p, q−
r) × SO(r)) avec 2r ≤ q, ou` le plongement SO0(p, q − r) × SO(r) → SO0(p, q)
est standard donne´ par :
(A,B) 7→
(
A 0
0 B
)
.
Comme dans le cas unitaire, quitte a` conjuguer H dans G, on peut supposer
que le sous-espace t0 de g0 est constitue´ des matrices
0 x1
−x1 0
0 x2
−x2 0
. . .
. . .
0 ys−1
−ys−1 0
0 ys
−ys 0

(ou` t =
[
p
2
]
, s =
[
q
2
]
et x1, . . . , xt et y1, . . . , ys sont re´els) est une une sous-
alge`bre de Cartan τ -stable de k0 telle que t0− = t0 ∩ k0− soit un sous-espace
abe´lien maximal de k0−. Si nous notons comme d’habitude (x1, . . . , xt; y1, . . . , ys)
les e´le´ments de it0, le sous-espace it0− est constitue´ des e´le´ments
(0, . . . , 0; 0, . . . , 0, ur, . . . , u1).
Conside´rons maintenant q = q(λ)±2±1 la sous-alge`bre parabolique θ-stable
associe´e a` une partition orthogonale λ. Notons toujours
z1, . . . , zp (resp. w1, . . . , wq)
les re´els xi, −xi et 0 (resp. yj, −yj et 0) range´s par ordre de´croissant (resp.
croissant). Les racines de t dans p∩u sont alors les zi−wj et les wq−j+1−zp−j+1
ou` la case de coordonne´es (i, j) dans p × q appartient a` λ. Comme dans le cas
unitaire, il de´coule de tout ceci que le coˆne ferme´ R+〈u∩ p〉 intersecte donc non
trivialement le sous-espace it0− si et seulement s’il existe un couple d’entiers
(i, j) dans [1, p] × [1, r] tel que les cases de coordonne´es (i, j) et (p − i + 1, j)
dans p× q appartiennent toutes deux au diagramme λ. Remarquons que si c’est
le cas pour un couple (i, j), c’est e´galement le cas pour le couple (i, 1) et donc
pour le couple (t, 1). Finalement, le The´ore`me 5.11 implique le the´ore`me suivant.
The´ore`me 5.13 Soient p, q, r des entiers naturels avec 2r ≤ q et H = SO0(p, q−
r)×SO(r) plonge´ de manie`re standard dans G = SO0(p, q). Soit λ une partition
orthogonale dans p×q. Alors, la restriction A(λ)±2±1 |KH de la repre´sentation co-
homologique A(λ)±2±1 de G au compact maximal K
H = SO(p)×SO(q−r)×SO(r)
de H est KH-admissible si et seulement si λ ⊂ [p/2]× q.
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Applications Nous allons maintenant de´duire du The´ore`me 5.12 le nouveau
cas suivant de la Conjecture 5.4.
The´ore`me 5.14 Soient H = U(p, q − r) ⊂ U(p, q) = G ou` l’inclusion est l’in-
clusion standard, 1 ≤ p, q et 1 ≤ r < q. Alors, pour i, j entiers naturels ≤ q − r
tels que i + j ≥ q et pour tout entier naturel k ≤ p, la repre´sentation coho-
mologique A(((ik), ((q− r)k, (q− r− j)p−k)))H de H est e´quivalente a` une sous-
repre´sentation irre´ductible de la repre´sentation cohomologique A(((ik), (qk, (q−
j)p−k))) de G.
De´monstration. Fixons i, j, k comme dans l’e´nonce´ du The´ore`me et conside´rons
la repre´sentation cohomologique A(((ik), (qk, (q − j)p−k))) de G. D’apre`s le
The´ore`me 5.12, le (g,K)-module associe´ (toujours note´)A(((ik), (qk, (q−j)p−k)))
est discre`tement de´composable comme (h,KH)-module. E´crivons donc
A(((ik), (qk, (q − j)p−k))) ∼=
⊕
pi∈Ĥ
π ⊕ . . .⊕ π︸ ︷︷ ︸
m(pi)
(5.16)
comme (h,KH)-module. Pour tout π ∈ Ĥ et tout entier l (1 ≤ l ≤ m(π)),
notons
pr(l)pi : A(((i
k), (qk, (q − j)p−k)))→ π
la projection sur la l-ie`me composante de π dans la somme directe (5.16), et
e(l)pi : π → A(((ik), (qk, (q − j)p−k)))
l’injection dans la l-ie`me composante de π. Les applications pr
(l)
pi et e
(l)
pi sont
toutes deux des (h,KH)-morphismes. Remarquons que si U ⊂ A(((ik), (qk, (q−
j)p−k))) est un sous-espace K-invariant de dimension finie, alors pr(l)pi (U) = 0
sauf peut eˆtre pour un nombre fini de π ∈ Ĥ (voir [31, Proposition 1.6(1)]). En
particulier, si ψ ∈ HomK(
∧∗
p, A(((ik), (qk, (q − j)p−k)))), alors le membre de
droite de
ψ =
∑
pi∈Ĥ
m(pi)∑
l=1
e(l)pi ◦ pr(l)pi ◦ ψ
est une somme finie puisque dim
∧∗
p <∞. On a donc un isomorphisme d’alge`bres
gradue´es
H∗(h,KH ;A(((ik), (qk, (q − j)p−k)))) ∼=
⊕
pi∈Ĥ
m(π)H∗(h,KH ;π).
D’un autre coˆte´ les me´thodes de [2] (notamment la de´monstration de la Propo-
sition 11) impliquent que l’application naturelle de restriction
H∗(g,K;A(((ik), (qk, (q − j)p−k))))→ H∗(h,KH ;A(((ik), (qk, (q − j)p−k))))
est injective. L’un des (h,KH)-modules π de multiplicite´ m(π) 6= 0 dansA(((ik), ((q−
r)k, (q − r − j)p−k))) doit donc eˆtre cohomologique. Un examen des K-types
montre finalement que π = A((ik), ((q − r)k, (q − r − j)p−k)))H . 
De la meˆme manie`re on peut de´duire du The´ore`me 5.13 le nouveau cas
suivant de la Conjecture 5.5.
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The´ore`me 5.15 Soient H = SO0(2p, q − r) ⊂ SO0(2p, q) = G ou` l’inclusion
est l’inclusion standard, 1 ≤ p, q et 1 ≤ r < q. Alors, pour tout entier q/2 ≤
i ≤ q− r, la repre´sentation cohomologique A((ip))±H de H est e´quivalente a` une
sous-repre´sentation irre´ductible de la repre´sentation A((ip)) de G.
Les re´sultats correspondants aux The´ore`mes 5.13 et 5.12 pour le cup-produit
pourraient e´videmment eˆtre obtenus de la meˆme manie`re.
6 Ge´ome´trie de l’espace syme´trique associe´ au
groupe O(p, q)
Dans cette section nous e´tudions la ge´ome´trie de l’espace syme´trique associe´
au groupe O(p, q). Nous suivons essentiellement le meˆme plan que dans [6] pour
l’e´tude du cas du groupe U(p, q). Nous avons grandement profite´ des travaux de
Wang [58] sur des proble`mes proches.
6.1 Pre´liminaires
Soient p, q et r trois entiers strictement positifs. Dans cette section G =
O(q+ r, p), K = O(q+ r)×O(p) et Xp,q+r = G/K, l’espace syme´trique associe´.
Nous aurons besoin d’un mode`le pour Xp,q+r. Posons donc
Xp,q+r =
{
Z ∈Mq+r,p(R) : tZZ < 1p
}
.
E´tant donne´ un e´le´ment g ∈ G, on peut e´crire
g =
(
A B
C D
)
ou` A ∈ Mq+r,q+r(R), B ∈ Mq+r,p(R), C ∈ Mp,q+r(R) et D ∈ Mp,p(R). Remar-
quons que le fait que g ∈ G e´quivaut a` ce que
g−1 =
(
tA −tC
−tB tD
)
. (6.1)
L’action de g sur Xq+r,p est donne´e par
gZ = (AZ +B)(CZ +D)−1. (6.2)
Le groupe G agit transitivement sur Xp,q+r et le groupe d’isotropie du point
Z = 0 est K. Sur Xp,q+r on a une me´trique riemannienne G-invariante de´finie
par
tr
(
(1q+r − ZtZ)−1dZ(1p − tZZ)−1dtZ
)
. (6.3)
Cette me´trique est la me´trique syme´trique induite par la forme de Killing de G.
Nous en donnons e´galement la description suivante.
Notons toujours g0, k0 les alge`bres de Lie respectives de G et K et p0 le
supple´mentaire orthogonal de k0 dans g0 par rapport a` la forme de Killing.
E´tant donne´e une matrice Z ∈Mq+r,p(R), notons
ξ(Z) =
(
0 Z
tZ 0
)
.
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Rappelons alors que p0 = {ξ(Z) : Z ∈Mq+r,p(R)}. La forme de Killing induit
sur p0 le produit scalaire tr(Z
tW ).
Nous identifions p0 avec l’espace tangent T0(Xp,q+r) a`Xp,q+r au point Z = 0.
Pour Z ∈ Mq+r,p(R), soit τt la courbe τt = (exp tξ(Z))0. L’image de ξ(Z)
dans T0(Xp,q+r) est le vecteur tangent τ˙0 a` la courbe τt en t = 0. Sous cette
identification, la me´trique riemannienne g de Xp,q+r est induite par la forme de
Killing :
g0(ξ(Z), ξ(W )) = tr(Z
tW ).
6.2 Sous-espaces totalement ge´ode´siques
Si v ∈ Rn, ou` n = p+ q + r, nous de´composons v en
v =
(
v+
v−
)
, v+ ∈ Rq+r, v− ∈ Rp.
Soit g =
(
A B
C D
)
∈ G et Z ∈ Xp,q+r, on introduit les facteurs d’automor-
phie :
J(g, Z) =
(
l(g, Z) 0
0 j(g, Z)
)
, (6.4)
j(g, Z) = CZ +D, (6.5)
l(g, Z) = A− (gZ)C. (6.6)
L’action de g sur Xp,q+r peut alors prendre la forme suivante :
g
(
Z
1p
)
=
(
gZ
1p
)
j(g, Z), Z ∈ Xp,q+r.
Dans la suite, n = p+ q+ r et Q est la forme quadratique sur Rn de matrice
(elle aussi note´e Q) :
(
1q+r 0
0 −1p
)
.
Soit V un sous-espace de Rn de dimension r et positif par rapport a` Q.
On associe a` un tel espace un sous-groupe GV de G et une sous-varie´te´ XV de
X = Xp,q+r de´finis par :
GV = {g ∈ G : g laisse invariant le sous-espace V },
XV = {Z ∈ X : tZv+ = v− pour tout v ∈ V }.
Lemme 6.1 La sous-varie´te´ XV et le sous-groupe GV ont les proprie´te´s suiv-
antes.
1. Pour tout g ∈ G, gXV = XgV .
2. Le groupe GV agit transitivement sur XV .
3. La sous-varie´te´ XV est un sous-espace syme´trique totalement ge´ode´sique
de dimension pq. En tant qu’espace syme´trique XV est isomorphe a` Xp,q.
De´monstration. Il de´coule facilement des de´finitions que
XV =
{
Z ∈ X : tvQ
(
Z
1p
)
= 0, pour tout v ∈ V
}
.
64
Alors si g ∈ G, Z ∈ XV et v ∈ V , on ve´rifie facilement que
0 = tvQ
(
Z
1p
)
= tvtgQg
(
Z
1p
)
= tgvQ
(
gZ
1p
)
j(g, Z).
Donc tvtgQg
(
Z
1p
)
= tgvQ
(
gZ
1p
)
= 0 et le premier point est de´montre´.
Puis, il de´coule du The´ore`me de Witt et du premier point que l’on peut
supposer V = Rr. Dans ce cas,
XV =
{(
0
W
)
: W ∈Mq,p(R), tWW < 1p
}
et
GV =
{(
u 0
0 h
)
∈ G : h ∈ O(q, p), u ∈ O(r)
}
.
Et les points 2. et 3. du Lemme 6.1 s’en de´duisent facilement. 
Soit e1, . . . , en la base canonique de Rn. Et soit V le sous-espace engendre´
par eq+1, . . . , eq+r. Nous e´tudions maintenant la fonction distance d(Z,XV ) d’un
e´le´ment Z ∈ X a` XV . E´tant donne´ Z ∈ X , nous de´composons Z en
Z =
(
Z1
Z2
)
,
ou` Z1 ∈Mq,p(R) et Z2 ∈Mr,p(R). Le sous-espace XV est alors donne´ par
XV = {Z ∈ X : Z2 = 0}.
Un e´le´ment g ∈ GV s’e´crit comme matrice par blocs
g =
 A1 0 B10 u 0
C1 0 D1
 .
Notons X1 l’espace
X1 = {W ∈Mq,p(R) : tWW < 1p}.
Le groupe GV agit transitivement sur X1 par :
gW = (A1W +B1)(C1W +D1)
−1, g ∈ GV , W ∈ X1.
L’action de GV sur X s’e´crit :
gZ =
(
gZ1
uZ2j(g, Z)
−1
)
, g ∈ GV , Z ∈ X. (6.7)
D’apre`s (6.7), il existe un e´le´ment g ∈ GV tel que gZ = Z ′ avec Z ′1 = 0.
La me´trique riemannienne de X e´tant G-invariante, d(Z,XV ) = d(Z
′, XV ) =
d(0, Z ′). Il nous suffit donc d’e´tudier la fonction distance d(0, Z) de 0 a` Z.
Lemme 6.2 Soit Z ∈ X, d = d(0, Z) et m le rang de ZtZ. Alors,
1. si m = 1, cosh2 d = (det(1q+r − ZtZ))−1,
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2. et en ge´ne´ral,
1
2m
ed ≤ (det(1q+r − ZtZ))−1 ≤ e
√
md.
De´monstration. Il existe un unique Y ∈Mq+r,p(R) ve´rifiant
exp(ξ(Y ))0 = Z. (6.8)
La courbe exp(tξ(Y ))0, 0 ≤ t ≤ 1, est une ge´ode´sique joignant 0 a` Z. On a donc
d2 = tr(Y tY ).
Soit A (resp. B) une matrice hermitienne positive ve´rifiant
A2 = Y tY (resp. B2 = tY Y ).
Il de´coule des de´finitions que
exp(ξ(Y )) =
(
coshA
∑∞
k=0
A2k
(2k+1)!Y∑∞
k=0
B2k
(2k+1)!
tY coshB
)
.
Puisque A2kY = Y B2k, on de´duit de l’expression ci-dessus et de (6.8) que
ZtZ = tanh2(A) et donc que :
eA =
1q+r +
√
ZtZ
(1q+r − ZtZ)1/2 . (6.9)
Il de´coule facilement du fait que A est de rang m que
d ≤ tr(A) ≤ √md.
Puisque ZtZ < 1q+r, si l’on applique le de´terminant a` (6.9), on obtient le point
2. du Lemme. Si m = 1, d = tr(A) et le point 1. de´coule encore de (6.9). 
Lemme 6.3 Soient hZ = (1p − tZ1Z1)−1 et h˜Z = (1p − tZZ)−1. Alors,
h˜gZ = j(g, Z)h˜Z
tj(g, Z), pour tout g ∈ G,
hgZ = j(g, Z)hZ
tj(g, Z), pour tout g ∈ GV .
De´monstration. Soit lZ = (1p − tZZ). On a :
lZ = −(tZ 1p)Q
(
Z
1p
)
= −(tZ 1p)tgQg
(
Z
1p
)
= tj(g, Z)lgZj(g, Z).
Puisque h˜Z = l
−1
Z , on obtient la premie`re proprie´te´ annonce´e. Mais hZ =
h˜ Z1
0
 et pour tout g ∈ GV , j(g, Z) = j
(
g,
(
Z1
0
))
, d’ou` la seconde
proprie´te´ annonce´e. 
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Pour Z ∈ X , on introduit les fonctions A et B sur X de´finies par
A = det(1p − tZZ) (6.10)
B = det(1p − tZ1Z1). (6.11)
La fonction B est obtenue en restreignant la fonction A a` XV , puis en l’e´tendant
a` X tout entier de fac¸on constante dans la direction de Z2.
Lemme 6.4 La fonction BA est GV -invariante.
De´monstration. Cela de´coule imme´diatement du Lemme 6.3. 
Nous pouvons maintenant estimer la fonction d(Z,XV ).
Proposition 6.5 Soient Z ∈ X et m le rang de la matrice Z2tZ2.
1. Si m = 1, (coshd(Z,XV ))
2 = BA .
2. En ge´ne´ral, on a :
4m
(
B
A
)
≥ e2d(Z,XV ),
et
e2
√
md(Z,XV ) ≥ B
A
.
De´monstration. Les fonctions BA et d(., XV ) sont toutes deux GV -invariantes. On
a vu, cf. (6.7), que l’on pouvait se ramener a` ce que Z1 = 0 et donc d(Z,XV ) =
d(0, Z2). Mais alors,
B
A = (det(1p − Z2tZ2))−1. Et la Proposition de´coule alors
du Lemme 6.2. 
Nous aurons e´galement besoin dans la suite des expressions suivantes.
Lemme 6.6 On a l’e´galite´
B
A
= det{1r + Z2(1p − tZZ)−1tZ2}
et l’ine´galite´
1 + r−1tr
(
Z2(1p − tZZ−1tZ2
) ≥ (B
A
)1/r
.
De´monstration. Remarquons d’abord que
1p − tZ1Z1 = 1p − tZZ + tZ2Z2
= (1p − tZZ)1/2
{
1p + (1p − tZZ)−1/2tZ2Z2(1p − tZZ)−1/2
}
(1p − tZZ)1/2.
On en de´duit que
B
A
= det
{
1p + (1p − tZZ)−1/2tZ2Z2(1p − tZZ)−1/2
}
= det
{
1r + Z2(1p − tZZ)−1tZ2
}
.
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Ce qui de´montre la premie`re partie du Lemme. Remarquons maintenant que la
matrice Z2(1p − tZZ)−1tZ2 est positive. Notons λ1, . . . , λr ses valeurs propres
(re´elles positives). Alors,
1 +
1
r
tr
(
Z2(1p − tZZ)−1tZ2
)
=
(1 + λ1) + . . .+ (1 + λr)
r
≥ {(1 + λ1) . . . (1 + λr)}1/r
= det
{
1r + Z2(1p − tZZ)−1tZ2
}1/r
=
(
B
A
)1/r
.

6.3 Croissance du volume
E´xaminons maintenant les champs de Jacobi e´manant deXV . (Une re´fe´rence
ge´ne´rale pour les champs de Jacobi est [47].)
Lemme 6.7 Soient Z ∈ XV , TZ(XV ) l’espace tangent a` XV en Z et TZ(XV )⊥
le supple´mentaire orthogonal de TZ(XV ) dans TZ(X). Soit Y un vecteur dans
TZ(XV )
⊥ avec gZ(Y, Y ) = 1. Alors,
1. les espaces TZ(XV ) et TZ(XV )
⊥ sont invariants sous l’application R(., Y )Y
(ou` R de´signe le tenseur de courbure de X),
2. il existe λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0, l = max{r, p} tels que
– λ21 + . . .+ λ
2
l = 1,
– λi = 0, si i > min{r, p},
– l’ope´rateur R(., Y )Y|TZ (XV ) a pour valeurs propres
−λ21, . . . ,−λ21︸ ︷︷ ︸, −λ22, . . . ,−λ22︸ ︷︷ ︸, . . . ,−λ2p, . . . ,−λ2p︸ ︷︷ ︸,
q q q
– l’ope´rateur R(., Y )Y|TZ (XV )⊥ a pour valeurs propres
−(λi − λj)2, 1 ≤ i ≤ r, 1 ≤ j ≤ p.
De´monstration. D’apre`s (6.7), on peut supposer que Z = 0 et Y = ξ
(
0
M
)
.
D’apre`s [29, Theorem 3.2, Chap. XI], e´tant donne´ X ∈ T0(X), le tenseur de
courbure est donne´ par :
R(X,Y )Y = −[[X,Y ], Y ]. (6.12)
Si X = ξ
(
N
0
)
∈ T0(XV ), un calcul simple donne alors
R(X,Y )Y = ξ
( −N tMM
0
)
. (6.13)
Si maintenant X = ξ
(
0
L
)
∈ T0(XV )⊥, un autre calcul simple a` l’aide de
(6.12) donne
R(X,Y )Y = ξ
(
0
−LtMM + 2M tLM −M tML
)
. (6.14)
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Il de´coule de (6.13) et (6.14) que les espaces T0(XV ) et T0(XV )
⊥ sont invariants
sous l’application R(., Y )Y . Remarquons que l’on peut toujours supposer que
M est de la forme
M =

λ1 . . . 0
...
. . .
...
0 . . . λp
0
 si r > p,
M =
 λ1 . . . 0... . . . ...
0 . . . λp
 si r = p,
M =
 λ1 . . . 0... . . . ...
0 . . . λr
0
 si r < p,
avec λ1 ≥ . . . ≥ λl ≥ 0, l = max{r, p} et λi = 0 si i > min{r, p}. Puisque
λ21 + . . . + λ
2
l = tr(M
tM) = g0(Y, Y ) = 1, le deuxie`me point du Lemme 6.7
de´coule alors des formules (6.13) et (6.14). 
Soit τ une ge´ode´sique perpendiculaire a` XV . Nous pouvons maintenant
e´tudier les champs de Jacobi le long de τ . Soit τ = τt, ou` t est la longueur
d’arc de XV a` τt et Y = τ˙0. Dans la suite nous de´crivons les champs de Jacobi
X = X(t) le long de τ ve´rifiant
X(0) ∈ Tτ0(XV ) et ∇YX ∈ Tτ0(XV )⊥. (6.15)
L’e´quation de Jacobi est donne´e par
∇2τtX +R(X, τ˙t)τ˙t = 0.
D’apre`s le Lemme 6.7, les valeurs propres de R(., Y )Y sont ne´gatives. Soit
X0 ∈ Tτ0(XV ) un vecteur propre de R(., Y )Y pour la valeur propre−λ2 (λ ≥ 0).
Soit Xt le transport paralle`le de X0 le long de τ . On peut ve´rifier que
X(t) = (coshλt)Xt (6.16)
est un champ de Jacobi le long de τ ve´rifiant (6.15). Soit L0 ∈ Tτ0(XV )⊥
un vecteur propre de R(., Y )Y pour la valeur propre −λ2 (λ ≥ 0). Soit Lt le
transport paralle`le de L0 le long de τ . On peut ve´rifier que
L(t) =
{
(sinhλt)Lt si λ 6= 0,
tLt sinon
(6.17)
est un champ de Jacobi le long de τ ve´rifiant (6.15). L’espace des champs de
Jacobi ve´rifiant (6.15) a pour dimension pq. Cet espace est engendre´ par les
champs de Jacobi construits ci-dessus.
L’espace X −XV se de´compose en un produit :
F×]0,+∞[
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ou` F est l’hypersurface de X constitue´e des points a` distance 1 de XV et ou`
nous identifions un point (W, t) ∈ F×]0,+∞[ avec le point Z ∈ X a` distance t
de XV et tel que la ge´ode´sique passant par Z et W soit perpendiculaire a` XV .
Si S est un sous-ensemble mesurable de F , nous noterons ω(t, S) le volume
de {Z ∈ F×{t} : Z1 ∈ S}. D’apre`s (6.7), ω(t, S) = ω(t, gS) pour tout g ∈ GV .
On peut donc voir ω(t, S), pour chaque t, comme une mesure invariante sur XV .
Il existe alors une fonction f(t) telle que ω(t, S) = f(t)vol(S).
Lemme 6.8 Il existe une constante c telle que :
1. si r = 1,
ω(t, S) = cvol(S)(sinh t)p−1(cosh t)q,
2. en ge´ne´ral,
ω(t, S) ≤ cvol(S)(1 + tp(q+r))e(p+q+r−1)
√
mt),
ou` m = min{r, p}.
De´monstration. Si l’on e´crit ω(t, S) = f(t)vol(S), il nous faut estimer f(t), par
exemple en la comparant a` la constante f(1). Soit xs une courbe dans F . On
note xts le point (xs, t), x
t
(s) la courbe a` s fixe´ et x
(t)
s la courbe a` t fixe´. Les
courbes xt(s) sont des ge´ode´siques et x˙
(t)
s est un champ de Jacobi le long de
cette ge´ode´sique qui ve´rifie (6.15). Mais d’apre`s le Lemme 6.7 et (6.16), (6.17),
l’espace Txs(F) admet un base orthonorme´e re´elle
X1, . . . , Xq, Xq+1, . . . , X2q, . . . . . . , Xqp,
Y1, . . . , Yrp−1
et il existe des re´els
λ1 ≥ . . . ≥ λl ≥ 0, l = max{r, p}
ve´rifiant :
1. λ21 + . . .+ λ
2
l = 1,
2. λi = 0 pour tout i > min{r, p},
3. au point (xs, t),
||X1|| = . . . = ||Xq|| = coshλ1tcoshλ1 ,
...
||Xq(p−1)+1|| = . . . = ||Xqp|| = coshλptcoshλp ,
4. au point (xs, t), l’ensemble des ||Yj || pour 1 ≤ j ≤ rp − 1 (compte´es avec
multiplicite´s) co¨ıncide, a` une permutation pre`s, avec l’ensemble des aij
pour 1 ≤ i ≤ r, 1 ≤ j ≤ p et (i, j) 6= (1, 1) tels que
bij =
{
sinh |λi−λj |t
sinh |λi−λj | , si λi 6= λj ,
t, si λi = λj .
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On en de´duit alors facilement que
f(t) = f(1)
sinhp−1 t coshq t
sinhp−1 1 coshq 1
si r = 1
et en ge´ne´ral qu’il existe une constante c telle que
f(t) ≤ c(1 + tp(q+r))e(p+q+r−1)
√
mt,
ou` m = min{r, p}. 
Il re´sulte du paragraphe pre´ce´dent que la fonction BA est fortement relie´e a`
(et plus naturelle que) la fonction distance d(., XV ). Nous e´tudions maintenant
la croissance du volume a` l’aide de la fonction BA .
Notons d’abord que si g ∈ G et Z ∈ X ,
d(gZ) = l(g, Z)dZj(g, Z)−1.
On sait que
det(l(g, Z)) = det(j(g, Z))−1.
Donc si l’on pose
{dZ} =
q+r∏
i=1
p∏
j=1
dZij
et si g ∈ G,
{dgZ} = det(j(g, Z))−(p+q+r){dZ}.
Puis d’apre`s le Lemme 6.3,
A(gZ) = det(j(g, Z))−2A(Z).
La forme volume invariante dvX sur X s’e´crit donc
dvX = A
−(p+q+r)/2{dZ}. (6.18)
Si
(
Z1
0
)
∈ XV , soit FZ1 la fibre au-dessus de ce point dans le fibre´ X →
XV . Autrement dit
FZ1 = {Z ∈ X : Z1 fixe´}.
Soit g ∈ GV l’e´le´ment
g =
 (1q − Z1tZ1)−1/2 0 −(1q − Z1tZ1)−1/2Z10 1r 0
−(1p − tZ1Z1)−1/2tZ1 0 (1p − tZ1Z1)−1/2
 .
Alors g envoie FZ1 isome´triquement sur F0, et
g
(
Z1
Z2
)
=
(
0
Z2(1p − tZ1Z1)−1/2
)
.
Sur F0, l’e´le´ment de volume est det(1p − tZ2Z2)−(r+p)/2{dZ2}, l’e´le´ment de
volume sur FZ1 est donc
dvF = A
−r/2
(
B
A
)p/2
{dZ2}.
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D’ou` il de´coule que
dvD =
(
B
A
)q/2
dvXV dvF , (6.19)
ou` dvXV = B
−(p+q)/2{dZ1} est la forme volume invariante sur XV .
Lemme 6.9 On a les formules d’inte´gration :
1. ∫
X
As/2{dZ} = πp(q+r)/2
q+r∏
i=1
Γ((s+ i+ 1)/2)
Γ((s+ p+ i+ 1)/2)
,
de`s que Re(s) > −2 ; et
2. si ΓV est un sous-groupe discret sans torsion et cocompact dans GV ,∫
ΓV \X
(
A
B
)s/2
dvX = π
rp/2
r∏
i=1
Γ((s− p− q − r + i+ 1)/2)
Γ((s− q − r + i+ 1)/2) vol(ΓV \XV ),
de`s que Re(s) > p+ q + r − 2.
De´monstration. On introduit tout d’abord f(s, q+r, p) =
∫
X
As{dZ}. On de´duit
de (6.19), avec r = 1, la relation de re´currence
f(s, q + r, p) = f(s+ 1, q + r − 1, p)f(s, 1, p).
Mais,
f(s, 1, p) =
∫
∑
i x
2
i≤1
(1− (x21 + . . .+ x2p))s/2dx1 . . . dxp
=
πp/2
Γ(p/2)
∫ 1
0
(1− t)s/2tp/2−1dt
= πp/2
Γ(s/2 + 1)
Γ(s/2 + p/2 + 1)
de`s que Re(s) > −2.
Alors le premier point du Lemme 6.9 de´coule d’une simple re´currence.
Concernant le deuxie`me point, il de´coule de (6.19) que l’inte´grale vaut∫
ΓV \X
(
A
B
)(s−q)/2
dvF dvXV .
Puisque AB et dvF sont GV -invariants, l’inte´grale∫
FZ1
(
A
B
)(s−q)/2
dvF
est inde´pendante de Z1. En Z1 = 0, sa valeur est∫
X2
det(1p − tZ2Z2)(s−p−q−r)/2{dZ2},
ou` X2 = {Z2 : tZ2Z2 < 1p}. Le deuxie`me point du Lemme 6.9 de´coule donc
directement du premier point. 
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6.4 Fonction distance a` l’hypersurface
Dans l’optique de calculer la cohomologie L2 des quotients ΓV \X nous au-
rons besoin de de´terminer le hessien de la fonction distance ge´ode´sique a` la
sous-varie´te´ XV dans X . Rappelons que le hessien d’une fonction C
2 F de X
dans R est la seconde de´rive´e covariante ∇2F de F , i.e.
∇2F (U, V ) = U(V F )− (∇UV )F,
pour n’importe quels champs de vecteurs U , V surX et ou` ∇ est la connexion de
Levi-Civita` induite par la structure riemannienne de X . Le hessien ∇2F de´finit
donc un tenseur syme´trique de type (0, 2). Nous appelons valeurs propres du
hessien les fonctions qui a` chaque point Z de X associent les valeurs propres de
la matrice associe´e dans n’importe quelle base orthonorme´e de l’espace tangent
a` X au point Z.
Soit F la fonction distance ge´ode´sique a` la sous-varie´te´ XV . La fonction
Z 7→ F (Z) est bien e´videmment lisse pour Z ∈ X −XV .
Proposition 6.10 Supposons r = 1. Notons {γi(Z)}1≤i≤p(q+1) les valeurs pro-
pres du hessien ∇2F en un point Z ∈ X. Alors, quitte a` re´ordonner les γi(Z),
γ1(Z) = tanhF (Z), . . . , γq(Z) = tanhF (Z),
γj(Z) = 0 pour j = q + 1, . . . , pq,
et les γk(Z) pour pq < k ≤ p(q + 1), sont (a` permutations pre`s) 0 et cothF (Z)
avec multiplicite´ p− 1.
De´monstration. Soit toujours τ une ge´ode´sique perpendiculaire a`XV avec τ = τt
ou` t est la longueur d’arc de XV a` τt. Soit Y = τ˙ . D’apre`s le Lemme 6.7
et puisque r = 1, il existe un champs de bases orthonorme´es le long de τ :
{ej, fk : 1 ≤ j ≤ pq et 1 ≤ k ≤ p} tel que pour tout entier 1 ≤ j ≤ pq
le vecteur ej(0) ∈ Tτ0(XV ) et soit un vecteur −1-propre si 1 ≤ j ≤ q (resp.
0-propre si q + 1 ≤ j ≤ pq) de R(., Y )Y et que pour tout entier 1 ≤ k ≤ p
le vecteur fk(0) ∈ Tτ0(XV )⊥ et soit un vecteur 0-propre si k = 1 (resp. −1-
propre si k ≥ 2) de R(., Y )Y . Nous supposerons de plus (ce que l’on peut bien
e´videmment faire) que le vecteur Y est e´gal au vecteur f1(0).
Alors d’apre`s (6.16) et pour tout entier 1 ≤ j ≤ q (resp. q+ 1 ≤ j ≤ pq), les
champs de vecteurs :
vj(t) = cosh tej(t)
(resp. vj(t) = ej(t).)
(6.20)
sont des champs de Jacobi le long de τ ve´rifiant (6.15). Puis, d’apre`s (6.17) et
pour tout entier 1 ≤ k ≤ p les champs de vecteurs :
wk(t) =
{
sinh tfk(t), si k ≥ 2
tfk(t), si k = 1,
(6.21)
sont des champs de Jacobi le long de τ ve´rifiant (6.15). De plus, nous avons
vu que les champs de vecteurs (6.20) et (6.21) forment une base orthogonale
de l’espace des champs de Jacobi le long de τ ve´rifiant (6.15). La formule de la
variation seconde [47] nous dit alors que le Hessien ∇2t(= ∇2F ) se diagonalise
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dans la base {ej}1≤j≤pq ∪ {fk}1≤k≤p. Et plus pre´cisemment permet de calculer
par exemple
∇2t(y)(ej , ej) = d
2
ds2 |s=0
L(τs),
ou` si τ va de x := τ0 ∈ XV a` y := τt(y), τs de´signe la ge´ode´sique minimisante
joignant XV au point expy(sej) et L(τ
s) sa longueur. Or, si j est par exemple
compris entre 1 et q, le champ de vecteur vˆj =
vj
sinh t(y) est un champ de Jacobi
le long de τ , perpendiculaire a` τ˙ et ve´rifiant : vˆj(t(y)) = ej(t(y)) et (6.15). La
formule de la variation seconde implique alors :
∇2t(y)(ej , ej) = 〈∇vˆj(t(y)), vˆj(t(y))〉,
=
sinh t(y)
cosh t(y)
.
De la meˆme manie`re, si j est un entier ve´rifiant q + 1 ≤ j ≤ pq, on obtient :
∇2t(y)(ej , ej) = 0
et si k est un entier ve´rifiant 1 ≤ k ≤ p,
∇2t(y)(fk, fk) =
{
cosh t(y)
sinh t(y) , si k ≥ 2,
0, si k = 1.
Ce qui conclut la de´monstration de la Proposition 6.10. 
Lorsque r > 1, comme dans les paragraphes pre´ce´dents, plutoˆt que la fonc-
tion distance ge´ode´sique a` XV il est plus naturel de conside´rer la fonction
log
(
B
A
)
.
Proposition 6.11 Les valeurs propres du hessien ∇2 log (BA) en un point Z ∈
X sont toutes positives, infe´rieures (ou e´gales) a` 1, et parmi celles-ci au moins
q + pr − 1 tendent vers 1 lorsque BA (Z) tend vers l’infini.
De´monstration. Nous de´montrons par re´currence sur un entier k ≥ 1 que si
V est un sous-espace de Rn de dimension k, les valeurs propres du hessien
∇2 log (BA) en un point Z ∈ X sont toutes positives, infe´rieures (ou e´gales) a` 1,
et parmi celles-ci au moins q+r−k+pk−1 tendent vers 1 lorsque BA (Z) tend vers
l’infini. La Proposition correspond donc au cas k = r. Lorsque k = 1, la fonction
log
(
A
B
)
co¨ıncide avec la fonction distance a` XV , et la Proposition 6.11 de´coule
de la Proposition 6.10. Supposons donc la Proposition de´montre´e au rang k ≥ 1.
Notons V ′ ⊂ V deux sous-espaces de Rn de dimensions respectives 1 et k + 1.
On a alors XV ⊂ XV ′ ⊂ X . Notons B et B′ les fonctions correspondantes a` la
fonction B plus haut pour XV et XV ′ respectivement. D’apre`s (6.7) la fonction
B
A est GV -invariante, il nous suffit donc de de´terminer le hessien ∇2 log
(
B
A
)
aux
points Z tels que Z1 = 0. Mais, ∇2 log
(
B
A
)
= ∇2 log
(
B′
A
)
+∇2 log ( BB′ ), et la
de´monstration de la Proposition 6.10 montre que les valeurs propres sont toutes
positives, infe´rieures (ou e´gales) a` 1 et que parmi celles-ci, au moins
q + r − (k + 1) + p(k + 1)− 1 = (q + r − 1− k + pk − 1) + p
tendent vers 1 lorsque BA (Z) tend vers l’infini. Ce qui conclut la de´monstration
de la Proposition 6.11. 
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6.5 Se´ries de Poincare´
Soit φ une forme diffe´rentielle de degre´ l surX . Nous notons ||φ|| (resp. ||φ||0)
la norme ponctuelle induite par la me´trique g (resp. la me´trique euclidienne).
Lemme 6.12 On a les ine´galite´s suivantes :
||φ||0 ≥ ||φ|| ≥ Al||φ||0,
ou` A = det(1p − tZZ).
De´monstration. La me´trique riemannienne deX , s’e´crit ds2 = tr((1q+r−ZtZ)−1dZ(1p−
tZZ)−1dtZ). Il est donc imme´diat que
tr(dZdtZ) ≤ ds2 ≤ A−2tr(dZdtZ).
Le Lemme 6.12 de´coule trivialement de ces dernie`res ine´galite´s. 
Corollaire 6.13 Soit φ une forme diffe´rentielle GV -invariante de degre´ l. Sup-
posons que chaque coefficient de θ1 ∧ . . . ∧ θl, avec θ1, . . . , θl ∈ {dZij : 1 ≤ i ≤
q + r, 1 ≤ j ≤ p}, soit borne´ en
(
0
Z2
)
. Il existe alors deux constantes C1,
C2 > 0 telles que
C1 ≥ ||φ|| ≥ C2
(
A
B
)l
.
De´monstration.D’apre`s (6.7), il suffit de le ve´rifier en
(
0
Z2
)
. Mais en
(
0
Z2
)
,
B = 1 et le Corollaire 6.13 de´coule alors du Lemme 6.12. 
Soit Γ ⊂ G un sous-groupe discret sans torsion de type fini. AlorsM = Γ\X
est une varie´te´ riemannienne comple`te de dimension p(q+r) localement modele´e
sur Xp,q+r. Soit ΓV = Γ ∩ GV , et soit CV = ΓV \XV . On obtient alors le
diagramme commutatif suivant :
XV →֒ X
↓ ↓
CV = ΓV \XV i→ Γ\X =M
ou` l’application i est induite par l’inclusion de XV dans X . En ge´ne´ral, le groupe
ΓV est re´duit a` l’identite´. Dans la suite nous supposons que CV est de volume
fini (plus loin nous supposerons meˆme que CV est compacte). SoitMV = ΓV \X .
Remarquons que la fibration naturelle
π :

X → XV
Z 7→
(
Z1
0
)
induit une fibration, nous la notons e´galement π : MV = ΓV \X → ΓV \XV =
CV .
La Proposition 3 de [39] (ou le Lemme principal de [3]) implique(nt) le lemme
suivant.
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Lemme 6.14 Il existe une suite {Γm} de sous-groupes d’indices finis dans Γ,
de´croissante pour l’inclusion, telle que
ΓV =
⋂
m∈N
Γm et Γ0 = Γ.
Si de plus Γ est un sous-groupe de congruence, on peut choisir les Γm de con-
gruence.
Le Lemme 6.14 implique que lorsque Γ est de type fini, la varie´te´ M admet
une suite croissante {Mm} de reveˆtements finis telle que la suite {Mm} converge
uniforme´ment sur tout compact vers la varie´te´ MV (il suffit de poser Mm =
Γm\X). Nous appelons une telle suite de reveˆtements finis, une tour d’effeuillage
autour de CV . Dans la suite, nous supposons que M posse`de une telle tour et
notons Γm le groupe fondamental de Mm.
Nous allons travailler avec des formes diffe´rentielles surX ,MV ouMm. Il sera
plus commode de conside´rer toutes ces formes diffe´rentielles comme de´finies sur
X et invariantes sous l’action des groupes {e}, ΓV ou Γm. E´tant donne´ un entier
m0, un e´le´ment γ ∈ Γm0 et une forme diffe´rentielle ω surMm (avecm ∈ N∪{∞},
m ≥ m0), nous pourrons notamment parler de la forme diffe´rentielle γ∗ω.
Passons donc a` l’e´tude des se´ries de Poincare´.
Soient Z1, Z2 ∈ X , t ∈ R, t > 0. On introduit :
ν(Z1, Z2, t) := |{γ ∈ Γ : d(Z1, γZ2) ≤ t}|, (6.22)
et
N(Z, t) := |{γ ∈ ΓV \Γ : d(γZ,XV ) ≤ t}|. (6.23)
Lemme 6.15 Il existe une constante c1(Z) > 0 (qui de´pend de Γ) telle que
pour tout t > 0 on ait :
N(Z, t) ≤ c1(Z)
∫ t+1
0
(1 + tp(q+r))e(p+q+r−1)
√
mtdt.
De plus on peut choisir c1(Z) de manie`re a` ce qu’elle soit borne´e sur les compacts
de D.
De´monstration. Soit ε un nombre re´el strictement compris entre 0 et 1 et suff-
isamment petit pour que
B(Z, ε) ∩B(γZ, ε) 6= ∅ ⇒ γ = e,
ou` B(Z, ε) de´signe la boule de rayon ε autour du point Z et e de´signe l’e´le´ment
neutre du groupe Γ. Dans la suite e´tant donne´e une sous-varie´te´ V de X , nous
noterons B(V , ρ) l’ensemble des points de X a` distance plus petite que ρ de V .
On a alors :
N(Z, t) ≤ |{[γ] ∈ ΓV \Γ : γ(B(Z, ε)) ⊂ B(XV , t+ ε)}|.
Mais, d’apre`s (6.7), si γ ∈ Γ ve´rifie que γ(B(Z, t + ε)) ⊂ B(XV , t+ ε) quitte a`
translater γ par un e´le´ment de ΓV , on peut supposer que γ(B(Z, ε)) ⊂ B(S, ε),
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ou` S est un domaine fondamental mesurable pour l’action de ΓV sur XV . On
de´duit alors du Lemme 6.8 :
N(Z, t) ≤ vol(B(S, t+ ε))
vol(B(Z, ε))
≤ c
vol(B(P, ε))
∫ t+ε
0
(1 + tp(q+r))e(p+q+r−1)
√
mtdt.
Ce qui ache`ve la de´monstration du Lemme 6.15 10. 
Remarquons que pour q = 0, la de´monstration du Lemme 6.15 permet d’es-
timer ν(Z1, Z2, t) uniforme´ment par rapport a` Z2. On obtient, en effet, que pour
tout Z2 ∈ X et pour t > 0,
ν(Z1, Z2, t) ≤ c1(Z1)
∫ t+1
0
(1 + tp(q+r))e(p+q+r−1)
√
ptdt. (6.24)
On en de´duit la proposition suivante.
Proposition 6.16 Soit K un compact de X. Alors il existe une constante
c2(K) (qui de´pend de Γ) telle que pour tout point Z1 ∈ K, tout point Z2 ∈ X et
t ≥ 0, on ait :∑
γ ∈ Γ
d(Z1, γZ2) ≤ t
e−(p+q+r−1+s)d(Z1,Z2) ≤ c2(K)
(
1 +
1
s
(
1 +
1
sp(q+r)
))
,
pour tout s > 0.
De´monstration. D’apre`s (6.24), il existe une constante c1(K) telle que
dν(Z1, Z2, t) ≤ c1(K)(1 + (t+ 1)p(q+r))e(p+q+r−1)
√
ptdt,
pour tout Z1 ∈ K, Z2 ∈ X et t > 0. On a donc :∑
γ ∈ Γ
d(Z1, γZ2) ≤ t
e−((p+q+r−1)
√
p+s)d(Z1,Z2) =
∫ t
0
e−((p+q+r−1)
√
p+s)tdν(Z1, Z2, t)
= c1(K)
∫ t
0
(1 + (t+ 1)p(q+r))e−stdt.
Et la Proposition 6.16 de´coule d’un calcul simple et d’approximations grossie`res.
De manie`re analogue on de´montre la proposition suivante.
Proposition 6.17 Soit φ une forme diffe´rentielle ΓV -invariante de degre´ l sur
X. Si ||φ|| ≤ c (AB )(p+q+r−1)√m/2+ε, m = min{r, p} pour un re´el strictement
positif ε > 0, alors la se´rie ∑
ΓV \Γ
γ∗φ
converge uniforme´ment sur les compacts de X.
10Contrairement a` ce que pourrait laisser croire la de´monstration, le Lemme 6.15 reste
valable lorsque CV est de volume fini mais non compact, cf. [51]
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De´monstration. Commenc¸ons par remarquer que la norme ||γ∗φ|| au point Z
est e´gale a` la norme ||φ|| au point γZ. D’apre`s l’hypothe`se faite sur la norme de
φ, ∑
ΓV \Γ
||γ∗φ|| ≤ c
∑
ΓV \Γ
(
A
B
(γZ)
)(p+q+r−1)√m/2+ε
≤ c
4m
∑
ΓV \Γ
e−((p+q+r−1)
√
m+ε)d(γZ,XV ),
d’apre`s la Proposition 6.5. On conclut alors facilement comme pour la Proposi-
tion 6.16. 
6.6 Tours de reveˆtements finis
Dans [58] Wang de´finit une famille de formes lisses, ferme´es etGV -invariantes
ωs pour s ∈ C telles que
||ωs|| ≺
(
B
A
)r/2+rp−(Re(s)−qr/2)
, (6.25)
(ou` le signe ≺ signifie que l’on a une ine´galite´≤ a` une constante positive pre`s) et
qui, pour Re(s) >> 0, peut se voir comme la forme duale a` ΓV \XV dans ΓV \X .
Plus pre´cisemment, conside´rons une forme φ sur CV de degre´ pq. Supposons
||φ|| ≺
(
A
B
)N
(6.26)
pour un certain entier N . Remarquons que la condition (6.26) est ve´rifie´e par
toute forme borne´e pour N = 0. D’apre`s (6.25) et le Lemme 6.9, l’inte´grale∫
CV
ωs ∧ φ est absolument convergente pour Re(s) >> 0, la constante ne
de´pendant que de N . Wang de´montre alors le the´ore`me suivant.
The´ore`me 6.18 Soit φ une forme ferme´e, lisse, de degre´ pq sur ΓV \X et
ve´rifiant la condition (6.26). Alors,∫
ΓV \X
ωs ∧ φ =
∫
CV
φ (Re(s) >> 0).
Conside´rons maintenant µ une k-forme harmonique sur CV = ΓV \XV .
Nous notons :
Ωµ(s) = ωs ∧ π∗µ. (6.27)
D’apre`s la Proposition 6.17 et (6.25), et pour Re(s) >> 0, la se´rie
Ωmµ (s) =
∑
γ∈ΓV \Γm
γ∗Ωµ(s) (6.28)
converge uniforme´ment sur tout compact de X et de´finit une (k + pr)-forme
ferme´e sur Mm. Le The´ore`me 6.18 implique que pour toute (pq − k)-forme
ferme´e η sur Mm on a :∫
Mm
Ωmµ (s) ∧ η =
∫
MV
Ωµ(s) ∧ η =
∫
CV
µ ∧ η.
On obtient donc le the´ore`me suivant.
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The´ore`me 6.19 L’application µ 7→ Ωmµ (s) (pour Re(s) >> 0) induit en coho-
mologie, l’application naturelle
Hk(CV )→ Hk(Mm)
“cup-produit avec [CV ]”.
Nous cherchons dans ce paragraphe a` comprendre comment e´volue cette
application lorsque m tend vers l’infini.
Soit ∆ = δd+dδ, ou` δ est l’adjoint de d, l’ope´rateur laplacien que l’on e´tend
en un ope´rateur, toujours note´ ∆, agissant sur l’espace L2Ωk(X) des k-formes de
carre´ inte´grable surX de fac¸on essentiellement auto-adjointe. Alors le The´ore`me
spectral s’applique et il existe une famille spectrale {Pλ : λ ∈ [0,+∞[} associe´e
a` ∆.
Notons Pλ(x, y) le noyau de Schwartz de Pλ. On a ∆ =
∫ +∞
0
λdPλ. A` toute
fonction f ∈ C0([0,+∞[), on associe l’ope´rateur
f(∆) =
∫ +∞
0
f(λ)dPλ.
Le laplacien est un ope´rateur elliptique. Soit ω ∈ L2Ωn−p(X). On a :
∆(f(∆)ω) = F (∆)ω
ou` F est la fonction qui a` x associe xf(x). D’apre`s le The´ore`me de re´gularite´ sur
les ope´rateurs elliptiques, la forme f(∆)ω est lisse. De plus, pour tout x ∈ X , il
existe une constante C(x, f,X) telle que :
|f(∆)ω|(x) ≤ C(x, f,X)||ω||L2(X).
En particulier, l’application{
L2Ωk(X) → L2Ωkx(X)
ω 7→ f(∆)ω(x)
est continue. D’apre`s le The´ore`me de Riesz, il existe donc f(∆)(x, .) ∈ L2Ωk(X)
tel que
f(∆)ω(x) =
∫
X
f(∆)(x, y)ω(y)dy.
De plus, pour tout compactK deX ,
∫
K×X ||f(∆)(x, y)||2dxdy ≤
∫
K C(x, f,X)
2dx.
Donc f(∆)(., .) ∈ L2loc(X ×X). Or
(∆x +∆y)f(∆)(x, y) = 2F (∆)(x, y)
et l’ope´rateur ∆x +∆y est elliptique. Le The´ore`me de re´gularite´ elliptique im-
plique donc que f(∆)(x, y) est une fonction C∞ en x et y.
Sur les varie´te´s Mm et MV , nous notons le laplacien respectivement ∆m et
∆∞ ; de meˆme nous notons respectivement Pmλ et P
∞
λ les familles spectrales
associe´es. Si l’on de´signe, de manie`re cohe´rente avec les notations pre´ce´dentes,
le noyau de la chaleur sur les k-formes de X par e−t∆(x, y), il est connu [15] que
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pour tout T > 0, il existe une constante α > 0 et une constante CT (de´pendante
de T ) telles que :
|e−t∆(x, y)| ≤ CT e−αd(x,y)2/t, (6.29)
pour tout t ∈]0, T ].
Lemme 6.20 Pour t > 0 fixe´, la se´rie∑
γ∈Γ
|e−t∆(x, γy)|
converge uniforme´ment pour x ∈ X et y dans un compact.
De´monstration. Soit K un compact de X et soit t un re´el strictement positif.
D’apre`s le Lemme 6.15, il existe une constante c1(K) telle que
ν(x, y,R) := |{γ ∈ Γ : d(x, γy) ≤ R}| ≤ c1(K)
∫ R+1
0
(1+up(q+r))e(p+q+r−1)
√
pudu
pour tout x ∈ X et y ∈ K.
Soient C = Ct et β = α/t. Alors, d’apre`s l’ine´galite´ (6.29), pour x ∈ X et
y ∈ K, on a :∑
γ ∈ Γ
d(x, γy) ≤ R
|e−t∆(x, γy)| ≤ C
∑
γ ∈ Γ
d(x, γy) ≤ R
e−βd(x,γy)
2
≤ C
(∫ R
0
e−βr
2
dν(x, y, r)
)
≤ C
(
[e−βr
2
ν(x, y, r)]R0 + 2β
∫ R
0
re−βr
2
ν(x, y, r)dr
)
≤ Cc2(K)
(
e−βR
2
∫ R+1
0
(1 + up(q+r))e(p+q+r−1)
√
pudu
+2β
∫ R
0
re−βr
2
∫ r+1
0
(1 + up(q+r))e(p+q+r−1)
√
pududr
)
.
Le Lemme de´coule de ces ine´galite´s en faisant tendre R vers l’infini. 
On obtient alors que pour tout t > 0,
e−t∆m(x, y) =
∑
γ∈Γm
(γy)
∗e−t∆(x, y)
e−t∆∞(x, y) =
∑
γ∈ΓV
(γy)
∗e−t∆(x, y).
Et la convergence est absolue et uniforme pour x, y dans un compact. En par-
ticulier, le noyau de la chaleur e−t∆m(x, y) est Γm-invariant. De plus, puisque
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d’apre`s le Lemme 6.14, ∩mΓm = ΓV et Γm+1 ⊂ Γm, on en de´duit que si t > 0
est fixe´,
e−t∆∞(x, y) = lim
m→+∞ e
−t∆m(x, y)
uniforme´ment pour x et y dans un compact de X .
Le lemme suivant est une conse´quence du The´ore`me d’approximation de
Weierstrass.
Lemme 6.21 (cf. [14]) Soit f ∈ C0([0,+∞[). Alors f peut eˆtre uniforme´ment
approche´e sur [0,+∞[ par une combinaison line´aire finie d’exponentielles e−tx,
t > 0.
Comme Donnelly dans [15] (cf. aussi [6]) on peut de´duire du Lemme 6.21 le
lemme suivant 11.
Lemme 6.22 Pour tout f ∈ C0([0,+∞[), la suite f(∆m)(x, y) converge vers
f(∆∞)(x, y) uniforme´ment pour x et y dans un compact. Et l’expression
|f(∆m)(x, y))− f(∆∞)(x, y)|
est uniforme´ment borne´e (inde´pendamment de m) pour x ∈ X et y dans un
compact.
Remarquons que le noyau f(∆m)(., .) est Γm-bi-invariant.
Proposition 6.23 Soient f ∈ C0([0,+∞[) et s ∈ C, Re(s) >> 0. Alors, la
suite f(∆m)Ω
m
µ (s) converge vers f(∆∞)Ωµ(s) uniforme´ment sur les compacts.
De´monstration. Soit s ∈ C, Re(s) >> 0. Si Fm est un domaine fondamental
pour l’action de Γm sur X , on a :
f(∆m)Ω
m
µ (s)(.) =
∫
Mm
Ωmµ (s)(x) ∧ ∗f(∆m)(x, .)dx
=
∫
Mm
 ∑
γ∈ΓV \Γm
γ∗Ωµ(s)(x)
 ∧ ∗f(∆m)(x, .)dx
=
∑
γ∈ΓV \Γm
∫
Fm
γ∗Ωµ(s)(x) ∧ ∗f(∆m)(x, .)dx
=
∑
γ∈ΓV \Γm
∫
γFm
Ωµ(s)(x) ∧ ∗f(∆m)(x, .)dx
(car f(∆m)(., .) est Γm-bi-invariant)
=
∫
MV
Ωµ(s)(x) ∧ ∗f(∆m)(x, .)dx.
11Ici l’hypothe`se de compacite´ sur M peut sembler ne´cessaire, il n’en est rien le finitude du
volume est suffisante a` condition de conside´rer une fonction f dont le support e´vite le spectre
continue de M .
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On obtient donc sur X :
f(∆m)Ω
m
µ (s)(.) − f(∆∞)Ωµ(s)(.) =
∫
MV
Ωµ(s)(x) ∧ ∗f(∆m)(x, .)dx
−
∫
MV
Ωµ(s)(x) ∧ ∗f(∆∞)(x, .)dx
=
∫
MV
Ωµ(s)(x) ∧ ∗(f(∆m)(x, .)− f(∆∞)(x, .))dx.
De plus d’apre`s le Lemme 6.22, l’expression
|f(∆m)(x, y)− f(∆∞)(x, y)|
est uniforme´ment borne´e (inde´pendamment de m) pour x ∈ MV et y dans
un compact. Puisque la forme Ωµ(s) est dans L
1, le The´ore`me de convergence
domine´e et le Lemme 6.22 impliquent que pour tout re´el ε > 0 et pour tout
compact K, il existe un entier m0 tel que pour tout m ≥ m0, les applica-
tions f(∆m)Ω
m
µ (s) et f(∆∞)Ωµ(s) sont ε-proches sur K. Ce qui ache`ve la
de´monstration de la Proposition 6.23. 
7 Calcul de la cohomologie L2
Nous conservons dans cette section les notations pre´ce´dentes. Soient donc
toujours G = O(p, q + r) (p ≤ q + r), X l’espace syme´trique associe´, XV le
sous-espace totalement ge´ode´sique de X associe´ a` un sous-espace vectoriel de
dimension r de Rp+q+r , GV le sous-groupe de G pre´servant XV et ΓV un sous-
groupe discret sans torsion et cocompact dans GV . Nous notons CV = ΓV \XV
et (M =)MV = ΓV \X . Dans la suite Hk2 (MV ) de´signe toujours le groupe
de cohomologie L2 re´duite de degre´ k de MV . Le but de cette section est la
de´monstration du the´ore`me suivant.
The´ore`me 7.1 Pour tout entier, k < (q + pr − 1)/2, l’application naturelle
“cup-produit avec [CV ]”
Hk−pr(CV )→ Hk2 (MV )
est un isomorphisme. Si de plus, p = 1 et q+r est pair, l’espace H
(q+r)/2
2 (MV )
est de dimension infini et l’application ci-dessus reste injective pour k = (q +
r)/2.
Remarquons que le cas p = 1 de´coule d’un The´ore`me de Mazzeo et Philips
[41].
Avec les notations du §2.6 (Groupes orthogonaux), le The´ore`me 7.1 implique
que, pour tout entier k ≤ (q − pr − 1)/2, l’application “cup-produit avec [F ]”
Hk(F )→ Hk+pr2 (M) (7.1)
est injective. Ce qui est un cas particulier de la Conjecture 3.17.
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7.1 Une proposition de Donnelly et Xavier
L’ingre´dient principal de la de´monstration du The´ore`me 7.1 est la proposi-
tion suivante due a` Donnelly et Xavier [16].
Proposition 7.2 Soit φ une forme diffe´rentielle dans C∞0 (
∧k T ∗M). Soient F
une fonction re´lle C2 sur le support de φ et γ1, . . . , γp(q+r) les valeurs propres
re´elles du hessien de F . Si |dF | ≤ 1, alors :
[||dφ||2 + ||δφ||2]||φ||2 ≥ 1
2
∫
M
[∑
γi − 2kmax
i
(γi)
]
|φ|2.
La vertu essentielle de la Proposition 7.2 est de controˆler le spectre essentiel
de MV .
Soit ψ la fonction re´lle sur X de´finie par
ψ(Z) = log
(
B
A
)
.
D’apre`s la Proposition 6.11, le hessien ∇2ψ de ψ a pour valeurs propres des
re´els γ1(Z), . . . , γp(q+r)(Z) tels qu’il existe une constante c0 > 0 telle que pour
tout Z tel que ψ(Z) > c0,∑
i
γi(Z)− 2kmax
i
(γi(Z)) ≥ 1/10, (7.2)
pour k < (p+ qr − 1)/2.
Remarquons que la fonction ψ est GV -invariante et descend donc en une
fonction sur MV = ΓV \X . Dans la suite, M =MV et Mc = {Z ∈M : ψ(Z) ≤
c} pour tout re´el c > 0.
Lemme 7.3 Pour tout degre´ k tel que k < (p + qr − 1)/2, 0 n’est pas dans le
spectre essentiel du laplacien sur les formes de degre´ k sur M .
De´monstration. Il est bien connu que le spectre essentiel du laplacien ne de´pend
que de la ge´ome´trie a` l’infini. Or, la Proposition 7.2 et l’ine´galite´ (7.2) impliquent
que si ω est une forme diffe´rentielle de degre´ k, k < (p + qr − 1)/2, a` support
dans le comple´mentaire de Mc0 alors :
[||dω||2 + ||δω||2]||ω||2 ≥
∫
M
[∑
γi − kmax
i
(γi)
]
|ω|2
≥ 1
10
||ω||22.
Le spectre du laplacien a` l’infini (et donc le spectre essentiel) est donc isole´ de
0. Le Lemme 7.3 est de´montre´. 
Il est naturel de se demander (comme au §2.6) si dans l’e´nonce´ du The´ore`me
7.1 ou du Lemme 7.3 le nombre (p + qr − 1)/2 est optimal. En ge´ne´ral on
ne sait pas re´pondre a` cette question. Peut-eˆtre la formule de Plancherel pour
les espaces syme´triques pseudoriemannien G/H peut-elle apporter une re´ponse.
Remarquons ne´anmoins le lemme suivant (qui explique la deuxie`me partie du
The´ore`me 7.1).
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Lemme 7.4 Si p = 1 et q + r est pair, 0 n’est pas dans le spectre essentiel du
laplacien sur les formes de degre´ (q + r)/2 sur M .
De´monstration. C’est e´vident puisque, le laplacien commutant aux ope´rateurs
d et δ, son spectre sur les formes de degre´ k est contenu dans la re´union du
spectre du laplacien sur les formes de degre´ k − 1, du spectre du laplacien sur
les formes de degre´ k + 1 et (e´ventuellement) de la valeur propre 0. Mais par
dualite´ de Hodge le spectre du laplacien sur les formes de degre´ k + 1 co¨ıncide
avec le spectre du laplacien sur les formes de degre´ k− 1. Le Lemme 7.4 de´coule
donc du Lemme 7.3. 
Nous aurons besoin d’une version a` bord de la Proposition 7.2. Soit D une
sous-varie´te´ compacte a` bord contenu dans M et soit M0 = M −D. Alors M0
est une varie´te´ riemannienne a` bord compact. Nous cherchons a` e´tudier le cas
ou` la fonction F n’est de´finie que dans un voisinage de M0 dans M .
Soit φ une forme diffe´rentielle de´finie sur M0. Le long du bord ∂M0 de M0
on peut e´crire φ = φtan + φnorm ∧ ν ou` ν est un vecteur normal pointant vers
l’inte´rieur de M0.
Proposition 7.5 Soit φ une k-forme diffe´rentielle a` support compact dans M0
et ve´rifiant la condition au bord φnorm = 0 le long de ∂M0. Soit F une fonction
re´lle comme dans la Proposition 7.2. Supposons de plus que dF|∂M0 = 0 et
dF (ν) ≥ 0 le long de ∂M0. Si |dF | ≤ 1, alors :
[||dφ||2 + ||δφ||2]||φ||2 ≥ 1
2
∫
M
[∑
γi − 2kmax
i
(γi)
]
|φ|2.
De´monstration. La Proposition 7.5 de´coule essentiellement de la de´monstration
de [16, Theorem 2.2]. L’e´tape initiale de celle-ci consiste en effet en une inte´gration
par parties, il s’agit ici d’utiliser les hypothe`ses φnorm = 0 et dF (ν) ≥ 0 pour
s’assurer de la positivite´ de l’inte´grale le long du bord ∂M0. La suite de la
de´monstration est identique. 
7.2 Cohomologie L2 relative
SiM0 est une varie´te´ riemannienne a` bord compacte et me´triquement comple`te,
on peut de´finir des espaces de cohomologieL2 absolue et relative. Notons C∞b (
∧k
T ∗M0)
l’espace des k-formes lisses a` support borne´ dansM0, le support pouvant rencon-
trer le bord (contrairement a` ce qui se passe pour les e´le´ments de C∞0 ). L’espace
de cohomologie L2 absolue est alors de´finie par :
Hk2 (M0) = (δC
∞
0 (
k+1∧
T ∗M0))⊥/dC∞b (
k−1∧
T ∗M0).
(L’orthogonal et l’adhe´rence sont, ici encore, pris dans l’espace L2(
∧k T ∗M0).)
Cet espace est isomorphe a` un espace de formes harmoniques ve´rifiant la con-
dition absolue sur le bord ∂M0 :
Hk2 (M0)
∼= HkA(M0) := {α ∈ L2(
k∧
T ∗M0) : dα = δα = 0, αnorm = 0}.
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La cohomologie L2 relative, quant a` elle, est de´finie par
Hk2 (M0, ∂M0) = (δC
∞
b (
k+1∧
T ∗M0))⊥/dC∞0 (
k−1∧
T ∗M0).
Elle est isomorphe a` un espace de formes harmoniques ve´rifiant la condition
relative au bord :
Hk2 (M0, ∂M0)
∼= HkR(M0) := {α ∈ L2(
k∧
T ∗M0) : dα = δα = 0, αtan = 0}.
Bien que la de´monstration du The´ore`me 7.1 ne ne´cessite que des re´sultats
plus anciens de Cheeger, nous utiliserons le re´sultat se suite exacte commode
suivant duˆ a` Yeganefar [59].
The´ore`me 7.6 Soient M une varie´te´ riemannienne comple`te, D une sous-
varie´te´ a` bord compact et re´gulier de M et M0 = M − D. On suppose que
pour un certain entier k, 0 n’est pas dans le spectre essentiel du laplacien sur
les k-formes. Alors nous avons la suite exacte
Hk−12 (M)
r→ Hk−12 (M0) b→ Hk2 (D, ∂D) e→ Hk2 (M)
r→ Hk2 (M0) b→ Hk+12 (D, ∂D) e→ Hk+12 (M) r→ Hk+12 (M0).
Pre´cisons les applications r, e et b qui interviennent dans la suite exacte.
– r : H∗2 (M) → H∗2 (M0) est l’application de restriction induite en coho-
mologie L2 par l’inclusion M0 →֒M .
– e est l’extension par ze´ro : si [α] ∈ H∗2 (D, ∂D), de repre´sentant α, on
de´finit α˜ sur M par α˜ = α sur D et α˜ = 0 sur M0. On ve´rifie que α˜
est faiblement ferme´e et on pose e([α]) = [α˜]. Ceci est inde´pendant du
repre´sentant choisi.
– b se de´finit comme l’homomorphisme cobord ordinaire en cohomologie
de de Rham : si [α] est une classe dans Hk2 (M0), on peut choisir un
repre´sentant α qui soit ferme´ et lisse. Il existe alors une k-forme α sur M
qui co¨ıncide avec α sur M0 et qui ve´rifie dα = 0 sur un voisinage de M0.
On impose de plus que α et dα soient de carre´ inte´grable (c’est toujours
possible car le bord ∂D e´tant compact, on peut choisir α telle que α|D soit
a` support borne´). On ve´rifie que la classe de dα dans Hk+12 (D, ∂D) est
inde´pendante du repre´sentant lisse α choisi, ainsi que du prolongement α,
et on pose b([α]) = [dα].
Remarquons maintenant qu’en utilisant la Proposition 7.5 plutoˆt que la
Proposition 7.2, la de´monstration du Lemme 7.3 implique le lemme suivant.
Lemme 7.7 Soit c un re´el strictement positif suffisamment grand (≥ c0). Alors,
pour tout entier k < (p+ qr − 1)/2, l’espace
Hk2 (M −Mc) ∼= HkA(M −Mc) = {0}.
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7.3 De´monstration du The´ore`me 7.1
Fixons c comme dans le Lemme 7.7 et notons D = Mc et M0 = M − D.
Fixons enfin un entier k < (p+qr−1)/2. D’apre`s le Lemme 7.3, 0 n’est pas dans
le spectre essentiel du laplacien sur les formes de degre´ k sur M . Nous pouvons
donc appliquer le The´ore`me 7.6, on a en particulier la suite exacte
Hk−12 (M0)→ Hk2 (D, ∂D)→ Hk2 (M)→ Hk2 (M0). (7.3)
Remarquons maintenant que puisque k − 1 < k < (p+ qr − 1)/2, le Lemme
7.7 implique que
Hk−12 (M0) ∼= Hk2 (M0) ∼= {0}.
La suite exacte (7.3) se re´duit donc a` l’isomorphisme
Hk2 (M)
∼= Hk2 (D, ∂D).
Mais le domaine D est compact, on a donc
Hk2 (D, ∂D)
∼= Hk(D, ∂D) ∼= Hkc (M).
La varie´te´ M e´tant par ailleurs home´omorphe au produit CV ×Rqr , la formule
de Ku¨nneth implique que
Hk−pr(CV ) ∼= Hkc (M).
Et la premie`re partie de The´ore`me 7.1 est de´montre´e.
Supposons maintenant p = 1 et q + r pair. On a bien suˆr toujours l’isomor-
phisme H
(q+r)/2
2 (M)
∼= H(q+r)/22 (M). Le groupe H(q+r)/22 (M) ((q + r)/2 est ici
la dimension re´elle moitie´e deM) ne de´pend que de la structure conforme deM .
Il est donc facile de ve´rifier que l’espace H(q+r)/22 (M) est de dimension infini.
Enfin d’apre`s le Lemme 7.3, 0 n’est pas dans le spectre essentiel du laplacien
sur les formes de degre´ (q + r)/2 − 1 sur M . Nous pouvons donc appliquer le
The´ore`me 7.6 pour k = (q + r)/2 − 1, on a en particulier la suite exacte
H
(q+r)/2−1
2 (M0)→ H(q+r)/22 (D, ∂D)→ H(q+r)/22 (M). (7.4)
Mais puisque (q+r)/2−1 < (q+r−1)/2 le Lemme 7.7 implique queH(q+r)/2−12 (M0) ∼=
{0} et la suite exacte (7.4) se re´duit a` l’injection de H(q+r)/22 (D, ∂D) dans
H
(q+r)/2
2 (M). La de´monstration de la dernie`re partie du The´ore`me 7.1 suit
alors celle de la premie`re partie. 
8 De´monstration des principaux re´sultats
8.1 Autour d’un The´ore`me de Burger et Sarnak
Soient G un groupe re´ductif, connexe et anisotrope sur Q et H un sous-
groupe rationnel de G, re´ductif et connexe. Soit Γ un sous-groupe de congruence
de G. D’apre`s la formule de Matsushima, si π ∈ Ĝnc0 intervient discre`tement dans
L2(Γ\Gnc0 ) avec multiplicite´ nΓ(π) alors
H∗(π : Γ) ≃ nΓ(π)H∗(g,K;π).
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Fixons π est une repre´sentation cohomologique de Gnc0 de degre´ fortement
primitif R, ϕ un morphisme non triviale dans Homg,K(π,C
∞(Γ\Gnc0 )) et ω :∧R
p → π une K-application non nulle. Ceci de´finit une classe ωϕ ∈ HR(π :
Γ). De´montrer l’injectivite´ de la restriction a` HR(π : Γ) de l’application de
restriction virtuelle ResGH revient a` de´montrer qu’il existe un e´le´ment g ∈ G(Q)
tel que la classe j∗gωϕ ∈ HR((H ∩ g−1Γg)\XH) soit non nulle.
Harris et Li ont remarque´ dans [23] que pour de´montrer ceci il suffit de
de´montrer que
1. il existe une repre´sentation cohomologique σ de degre´ (fortement primitif)
R de Hnc0 qui intervient discre`tement dans la restriction de π a` H
nc
0 ;
2. l’application de restriction naturelle
HR(g,K;π)→ HR(h,KH ;σ) (8.1)
est injective ;
3. il existe un e´le´ment g ∈ G(Q) tel que l’application Hnc0 -e´quivariante
ψg :
{
π → C∞((H ∩ g−1Γg)\XH),
ν 7→ ϕ(ν)(g.) (8.2)
soit non nulle.
On peut penser aux deux premiers points ci-dessus comme a` un analogue
local (re´duit a` de l’alge`bre line´aire) de la conclusion.
Harris et Li ont montre´ comment paraphraser un The´ore`me de Burger et
Sarnak [10] pour obtenir un crite`re de non nullite´ de (8.2). La tre`s le´ge`re modi-
fication suivante de ce crite`re est de´montre´e dans [1].
Proposition 8.1 Soit π (resp. σ) une repre´sentation cohomologique, de degre´
fortement primitif R, du groupe Gnc0 (resp. H
nc
0 ). Supposons que
1. la repre´sentation σ apparaˆıt discre`tement dans la restriction de π a` Hnc0 ;
2. la repre´sentation σ est isole´e dans le dual automorphe de H sous la con-
dition d = 0.
Il existe alors un e´le´ment g ∈ G(Q) tel que l’application ψg (8.2) est non nulle.
Conside´rons maintenant deux repre´sentations cohomologiques π1 et π2 de
Gnc0 de degre´s fortement primitifs respectifs R1 et R2 et deux classes de co-
homologie αϕ1 ∈ HR1(π : Γ) et βϕ2 ∈ HR2(π : Γ) avec comme au-dessus
ϕi ∈ Homg,K(πi, C∞(Γ\Gnc0 )) non nul (i = 1, 2) et α :
∧R
p → π1 (resp.
β :
∧R
p→ π2) une K-application non nulle.
De la meˆme manie`re que pour la restriction, remarquons que si g est un
e´le´ment de G(Q), pour de´montrer que le cup-produit g(αϕ1) ∧ βϕ2 est non nul
il suffit de de´montrer que
1. il existe une repre´sentation cohomologique σ de degre´ (fortement primitif)
R = R1 + R2 de G
nc
0 qui intervient discre`tement dans la restriction de
π1 ⊗ π2 a` Gnc0 ;
2. l’application de restriction naturelle
HR1(g,K;π1)⊗HR2(g,K;π2)→ HR(g,K;σ) (8.3)
est injective ;
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3. l’application Gnc0 -e´quivariante
ψg :
{
π1 ⊗ π2 → C∞((Γ ∩ g−1Γg)\XG),
ν1 ⊗ ν2 7→ ϕ1(ν1)(g.)ϕ2(ν2)(.) (8.4)
est non nulle.
Proposition 8.2 Soient π1, π2 et σ trois repre´sentations cohomologiques, de
degre´s fortement primitifs respectifs R1, R2 et R = R1 + R2, du groupe G
nc
0 .
Supposons que
1. la repre´sentation σ apparaˆıt discre`tement dans la restriction de π1 ⊗ π2 a`
Gnc0 ;
2. la repre´sentation σ est isole´e dans le dual automorphe de G sous la con-
dition d = 0.
Il existe alors un e´le´ment g ∈ G(Q) tel que l’application ψg (8.4) est non nulle.
De´monstration. Fixons f1 et f2 ∈ C∞(Γ\Gnc0 ) dans les images respectives de ϕ1
et ϕ2 et telles que la fonction f1⊗ f2 engendre la repre´sentation σ de Gnc0 (c’est
possible d’apre`s notre premie`re hypothe`se). Le coefficient matriciel de σ associe´
a` ce vecteur est e´gal a`
ψ(g) =
∫
Γ\Gnc
0
∫
Γ\Gnc
0
f1(g1)f2(g2)f1(g1g)f2(g2g)dg1dg2 (g ∈ Gnc0 ). (8.5)
Dans [10], Burger et Sarnak montrent que ψ est la limite, uniforme sur les
compactes, de sommes finis de coefficients matriciels de la forme∫
(Γ∩δ−1Γδ)\Gnc
0
f1(δg
′)f2(g′)f1(δg′g)f2(g′g)dg′, (8.6)
ou` δ ∈ G(Q). 12
Le coefficient (8.6) est un coefficient matriciel associe´ a` un vecteur de l’espace
⊕g∈G(Q)L2((Γ∩g−1Γg)\Gnc0 ). La repre´sentation σ est donc faiblement contenue
dans le Gnc0 -spectre de ⊕g∈G(Q)L2((Γ ∩ g−1Γg)\Gnc0 ), elle appartient donc au
dual automorphe de G.
La de´monstration de [1, Fact 3.3] montre plus pre´cisemment que σ est faible-
ment contenue dans {ρ ∈ ĜAut : d(CR(ρ)) = 0}. Puisque nous avons suppose´
σ isole´e dans le dual automorphe de G sous la condition d = 0, la Proposition
8.2 est finalement de´montre´e. 
8.2 Restriction et cup-produit virtuels
Dans le cas des groupes orthogonaux et de l’application de restriction nous
de´duisons de tout ceci le the´ore`me suivant.
The´ore`me 8.3 Soit G un groupe alge´brique re´ductif, connexe et anisotrope sur
Q tel que Gnc = O(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q − r) plonge´ de
manie`re standard dans Gnc avec p, q ≥ 2. Soit i un entier ≤ (q − r − 2)/2 tel
que p+ q − r − 2i ≥ 5. Alors, l’application
H(i
p)(Sh0G)→
∏
g∈G(Q)
H∗prim+(Sh
0H)
12Dans le cas isotrope, le The´ore`me de Burger et Sarnak cite´ ci-dessus est encore vrai tant
que f est uniforme´ment continue.
obtenue en composant l’application ResGH et la projection sur la composante
fortement primitive de la cohomologie de Sh0H est injective. Son image est
contenue dans
∏
g∈G(Q)H
(ip)(Sh0H).
De´monstration. D’apre`s le The´ore`me 5.15 et la Proposition 8.1, il suffit de
ve´rifier que la repre´sentation A((ip))H est isole´e dans le dual automorphe de H ,
mais d’apre`s la Proposition 4.2 et pour i ve´rifiant les conditions du The´ore`me,
on a beaucoup plus puisque la repre´sentation A((ip))H est en fait isole´e dans le
dual unitaire de Hnc0 . Enfin la partie sur la composante fortement primitive de
la cohomologie re´sulte de la Remarque qui suit le Lemme 2.6. 
Remarques. Le The´ore`me 8.3 (et sa de´monstration) implique(nt) le premier
point du The´ore`me 1.4 : il est imme´diat (cf. par exemple [2, Fait 32]) qu’une
classe de cohomologie de degre´ ≤ p+ q− 4 appartient a` H∗(A((ip)) : Sh0G) ou
a` H∗(A((qj)) : Sh0G) (avec i, j entiers). On peut donc restreindre l’e´tude de
ResGH au sous-espace H
∗(A((ip)) : Sh0G), puis au sous-espace H(i
p)(Sh0G).
Enfin le Corollaire 4.3 implique que toute repre´sentation cohomologique de
SO0(p, q− 1) de degre´ fortement primitif < p+ q− 4 est isole´e dans le dual uni-
taire de SO0(p, q− 1), ce qui implique imme´diatement que toute repre´sentation
cohomologique de SO0(p, q − 1) de degre´ fortement primitif ≤ p + q − 4 est
isole´e dans le dual unitaire sous la condition d = 0. Le The´ore`me 8.3 (et sa
de´monstration) implique(nt) alors (avec r = 1) que la restriction de ResGH au
sous-espace H(i
p)(Sh0G) est injective. Ce qui de´montre le premier point du
The´ore`me 1.4. Le The´ore`me 8.3 n’implique qu’une version plus faible du premier
point du The´ore`me 1.5. Celui-ci est ne´anmoins de´montre´ par Venkataramana
[53].
Le The´ore`me 8.3 est un analogue (bien que sa de´monstration soit comple`tement
diffe´rente) du The´ore`me 3.1. Plus ge´ne´ralement et au vu de la Conjecture 5.5
nous conjecturons le re´sultat suivant.
Conjecture 8.4 Soit G un groupe alge´brique re´ductif, connexe et anisotrope
sur Q tel que Gnc = O(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q − r) plonge´
de manie`re standard dans Gnc, 1 ≤ p, q et 1 ≤ r < q. Soit λ une partition
orthogonale dans p× q. Alors, l’application
Hλ(Sh0G)±2±1 →
∏
g∈G(Q)
H
|λ|
prim+(Sh
0H)
obtenue en composant l’application ResGH et la projection sur la composante
fortement primitive de la cohomologie de Sh0H est injective si et seulement si
la partition (rp) s’inscrit dans le diagramme gauche λˆ/λ. Son image est alors
contenue dans
∏
g∈G(Q)H
λ(Sh0H)
±′2
±′
1
.
Concernant la restriction des groupes unitaires vers les groupes orthogonaux
nous obtenons le re´sultat suivant.
The´ore`me 8.5 Soit G un groupe alge´brique re´ductif, connexe et anisotrope sur
Q tel que Gnc = U(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q) plonge´ de
manie`re standard dans Gnc avec p, q ≥ 2. Soit i un entier ≤ (q − 2)/2 tel que
p+ q − 2i ≥ 5. Alors, l’application
H(i
p)(Sh0G)→
∏
g∈G(Q)
H∗prim+(Sh
0H)
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obtenue en composant l’application ResGH et la projection sur la composante
fortement primitive de la cohomologie de Sh0H est injective. Son image est
contenue dans
∏
g∈G(Q)H
(ip)(Sh0H).
De´monstration. Elle est identique a` celle du The´ore`me 8.3 a` condition de rem-
placer le The´ore`me 5.15 par le The´ore`me ?? et la Remarque suivant le Lemme
2.6 par la Remarque qui suit le Lemme ??. 
Remarques. Le The´ore`me 8.3 (et sa de´monstration) implique(nt) les premiers
points des The´ore`mes 1.7 et 1.8. Les deuxie`mes points de ces The´ore`mes provi-
ennent de ce qu’a` un niveau fini on a un plongement totalement re´el d’une
varie´te´ re´elle de dimension paire dans une varie´te´ complexe. La multiplication
par J , donne´ par la structure complexe de la varie´te´ ambiante, e´change donc le
fibre´ tangent et le fibre´ normal de la sous-varie´te´ totalement re´elle. Le nombre
d’Euler de son fibre´ normal dans la varie´te´ complexe ambiante est donc e´gal a`
sa caracte´ristique d’Euler qui est non nulle.
Le The´ore`me 8.5 (et sa de´monstration) implique(nt) le Corollaire 1.9 de
l’Introduction, il faut juste remplacer la Proposition 4.2 par le Corollaire 4.6,
lorsque p = 2 et q = 3, par la Proposition 4.9, lorsque p = 1, et utiliser [4,
The´ore`me 5.1] lorsque p = q = 2.
Plus ge´ne´ralement et au vu de la Conjecture 5.5 nous conjecturons le re´sultat
suivant.
Conjecture 8.6 Soit G un groupe alge´brique re´ductif, connexe et anisotrope
sur Q tel que Gnc = U(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q) plonge´
de manie`re standard dans Gnc, 1 ≤ p, q. Soient λ et µ deux partitions incluses
dans p× q formant un couple compatible. Si l’application
Hλ,µ(Sh0G)±2±1 →
∏
g∈G(Q)
H
|λ|
prim+(Sh
0H) (8.7)
obtenue en composant l’application ResGH et la projection sur la composante
fortement primitive de la cohomologie de Sh0H est non nulle alors λ = 0 ou
µ = p × q. Supposons par exemple µ = p × q. Alors, l’application (8.7) est
injective si et seulement si la partition λ est orthogonale. Son image est alors
contenue dans
∏
g∈G(Q)H
λ(Sh0H)
±′2
±′
1
.
Concernant le cup-produit nous obtenons le re´sultat suivant.
The´ore`me 8.7 Soit G un groupe alge´brique re´ductif, connexe et anisotrope sur
Q tel que Gnc = O(p, q), avec p, q ≥ 2. Soient α et β deux classes de cohomologie
appartenant respectivement a` H(k
p)(Sh0G) et H(l
p)(Sh0G) avec k+l ≤ (q−2)/2
et p+ q− 2(k+ l) ≥ 5. Il existe alors un e´le´ment g ∈ G(Q) tel que le projete´ de
g(α) ∧ β 6= 0
dans H(k+l)
p
(Sh0G) soit non nul.
De´monstration. D’apre`s le The´ore`me 5.9 et la Proposition 8.2, il suffit de ve´rifier
que la repre´sentationA(((k+l)p)) est isole´e dans le dual automorphe de H , mais
d’apre`s la Proposition 4.2 et pour k, l ve´rifiant les conditions du The´ore`me, on
a beaucoup plus puisque la repre´sentation A(((k+ l)p))H est en fait isole´e dans
le dual unitaire de Gnc0 . 
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Remarques. La` encore, le The´ore`me 8.7 implique le The´ore`me 1.12, lorsque
p ≥ 3. Dans le cas p = 2, il n’implique qu’une version plus faible. Le reste du
The´ore`me 1.12 est ne´anmoins de´montre´ par Venkataramana [53].
Le The´ore`me 8.7 est un analogue (bien que la de´monstration soit comple`tement
diffe´rente) du The´ore`me 1.11. Plus ge´ne´ralement et au vu du The´ore`me 5.9 nous
conjecturons le re´sultat suivant (qui ge´ne´ralise la Conjecture 1.13).
Conjecture 8.8 Soit G un groupe alge´brique re´ductif, connexe et anisotrope
sur Q tel que Gnc = O(p, q), avec p, q ≥ 1. Soient α et β deux classes de
cohomologie appartenant respectivement a` H(k
p)(Sh0G) et H(l
p)(Sh0G).. Alors,
il existe un e´le´ment g ∈ G(Q) tel que le projete´ de
g(α) ∧ β 6= 0
dans la partie fortement primitive de la cohomologie de Sh0G soit non nul si et
seulement si k + l ≤ q/2. Le projete´ appartient alors a` H(k+l)p(Sh0G).
8.3 L’application “cup-produit avec [Sh0H ]”
Concernant l’application “cup-produit avec [Sh0H ]” nous commenc¸ons par
de´montrer le re´sultat ge´ne´ral suivant.
The´ore`me 8.9 Soit G un groupe alge´brique re´ductif, connexe et anisotrope sur
Q tel que Gnc = O(p, q + r). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q) plonge´
de manie`re standard dans Gnc avec p, q, r ≥ 1. Soit λ une partition orthogo-
nale dans p × q telle que la partition (rp) s’inscrive dans le diagramme λˆ/λ.
Supposons :
1. que λ ve´rifie la Conjecture 3.17, et
2. que A(λ+(rp))±2±1 est isole´e dans le dual automorphe de G sous la condition
d = 0.
Alors, l’application
Hλ(Sh0H)→ Hλ+(rp)(Sh0G),
obtenue en composant l’application “cup-produit avec [Sh0H ]” et la projection
sur la composante Hλ+(r
p)(Sh0G) ⊂ H∗(Sh0G), est injective.
Si de plus α est une classe non triviale dans Hλ(Sh0H), l’espace vectoriel
engendre´ par les translate´s de Hecke de l’image de α dans Hλ+(r
p)(Sh0G) est
de dimension infini.
De´monstration. Soit α une classe non triviale dans Hλ(Sh0H). La classe α est
repre´sente´e par un classe non triviale (que nous notons toujours α) de´finie sur un
niveau fini. On peut donc supposer qu’il existe un sous-groupe de congruence Γ
dans G et un sous-espace V de dimension r dans Rp+q+r tels que Hnc = GncV et
α ∈ Hλ(ΓV \XV ), ou` ΓV = Γ∩GncV . Repre´sentons la classe α par une forme har-
monique que nous notons µ. (Nous utiliserons tout au long de la de´monstration
les notations du §5.)
Notons M = Γ\X et fixons {Mm = Γm\X} une tour d’effeuillage (fournie
par le Lemme 6.14) constitue´e de reveˆtements de congruence.
Notons δ l’unique K-type minimal de la repre´sentation A(λ + (rp)) de G
et Pm,δ0 (m ∈ N ∪ {∞}) l’application obtenue en composant la projection Pm0
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(sur les formes harmoniques) par la projection sur le sous-espace δ-isotypique
H∗(Mm)δ de la cohomologie (e´ventuellement L2).
Lemme 8.10 Soit s ∈ C, Re(s) >> 0. Alors, la suite Pm,δ0 Ωmµ (s) converge
uniforme´ment sur tout compact de X vers P∞,δ0 Ωµ(s).
De´monstration. Puisque par hypothe`se la repre´sentation A(λ+(rp))±2±1 est isole´e
dans le dual automorphe de G sous la condition d = 0, il existe un re´el ν
strictement positif tel que la premie`re valeur propre non nulle du laplacien sur
les (k + pr)-formes ferme´es de Mm (resp. M∞) engendrant le K-type δ soit
strictement supe´rieure a` ν. Notons alors hν la fonction ∈ C0([0,+∞[) qui vaut
1 sur l’intervalle [0, ν2 ], 0 sur l’intervalle [ν,+∞[ et qui de´croit line´airement sur
[ ν2 , λ]. Puisque :
1. la seule valeur propre du laplacien sur les (k + pr)-formes ferme´es de Mm
(resp. M∞) engendrant le K-type δ et strictement infe´rieure a` ν est 0,
2. l’espace des formes ferme´es engendrant le K-type δ est ferme´, et
3. les formes Ωmµ (s) et Ωµ(s) sont ferme´es,
la projection sur la composante δ-isotypique de hν(∆m)Ω
m
µ (s) (resp. hν(∆∞)Ωµ(s))
est e´gale a` Pm,δ0 Ω
m
µ (s) (resp. P
∞,δ
0 Ωµ(s)).
Or, d’apre`s la Proposition 6.23 et pour s ∈ C, Re(s) >> 0, la suite hν(∆m)Ωmµ (s)
converge vers hν(∆∞)Ωµ(s) uniforme´ment sur les compacts. Ce qui conclut la
de´monstration du Lemme 8.10. 
D’apre`s le The´ore`me 6.18, l’application µ 7→ Ωµ(s) (pour Re(s) >> 0) induit
l’application naturelle
Hk(CV ) 7→ Hk+pr2 (MV )
“cup-produit avec [CV ]”. Puisque par hypothe`se λ ve´rifie la la Conjecture 3.17,
la projection P∞,δ0 Ωµ(s) doit eˆtre non nulle (et inde´pendante de s, Re(s) >> 0).
On peut maintenant de´montrer la premie`re partie du The´ore`me 8.9. L’ap-
plication Hλ(CV ) → Hλ+(rp)(Mm) correspond en effet a` l’application µ 7→
Pm,δ0 Ω
m
µ (s). Mais, d’apre`s le Lemme 8.10, cette dernie`re converge simplement
vers l’application
Hλ(CV )→ Hλ+(r
p)
2 (MV ),
injective par hypothe`se. Or Hλ(CV ) est de dimension finie donc la convergence
est uniforme et pour m grand, l’application Hλ(CV )→ Hλ+(rp)(Mm) est injec-
tive. Comme Mm est un reveˆtement de congruence de M , la premie`re partie du
The´ore`me 8.9 est de´montre´e.
Pour de´montrer la deuxie`me partie du The´ore`me 8.9, nous allons d’abord
de´duire des faits pre´ce´dents la proposition suivante.
Proposition 8.11 On se place sous les hypothe`ses du The´ore`me 8.9. Soient
s ∈ C, Re(s) >> 0, et µ une forme harmonique repre´sentant une classe non
nulle dans Hλ(CV ). Supposons P
0,δ
0 Ω
0
µ(s) 6= 0. Il existe alors un entier m ≥ 0 et
un e´le´ment γ ∈ Γ tels que les formes harmoniques Pm,δ0 Ωmµ (s) et γ∗Pm,δ0 Ωmµ (s)
soient line´airement inde´pendantes.
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De´monstration. Nous montrons d’abord par l’absurde qu’il existe un entier m ≥
0 tel que la forme Pm,δ0 Ω
m
µ ne soit pas invariante sous l’action de Γ. Soit m un
entier ≥ 0. Supposons que la forme Pm,δ0 Ωmµ (s) soit invariante sous l’action de
Γ. Alors,
P 0,δ0 Ω
0
µ(s) = [Γ : Γm]P
m,δ
0 Ω
m
µ (s).
Or [Γ : Γm] tend vers l’infini avec m, donc P
m,δ
0 Ω
m
µ (s) tend vers 0 avec m ce
qui contredit la premie`re partie du The´ore`me 8.9 de´montre´ ci-dessus. Il existe
donc un entier m ≥ 0 et un e´le´ment γ ∈ Γ tels que les formes Pm,δ0 Ωmµ (s) et
γ∗Pm,δ0 Ω
m
µ (s) soient distinctes. Puisque∑
g∈Γm\Γ
g∗Pm,δ0 Ω
m
µ (s) =
∑
g∈Γm\Γ
g∗(γ∗Pm,δ0 Ω
m
µ (s)) = P
0,δ
0 Ω
0
µ(s) 6= 0,
les formes Pm,δ0 Ω
m
µ (s) et γ
∗Pm,δ0 Ω
m
µ (s) sont en fait ne´cessairement line´airement
inde´pendantes. Ce qui ache`ve la de´monstration de la Proposition 8.11. 
A` l’aide de la Proposition 8.11, nous pouvons maintenant conclure la de´monstration
du The´ore`me 8.9.
Soit µ une forme harmonique sur CV repre´sentant une classe non nulle
dans Hλ(CV ). Nous allons montrer par re´currence sur N ≥ 1 qu’il existe un
reveˆtement fini de congruence MN de M et N translate´s par Γ de l’image de µ
dans Hλ+(r
p)(MN ) qui soient line´airement inde´pendants. Le The´ore`me 8.9 en
de´coule imme´diatement.
Supposons qu’il existe un tel reveˆtement MN pour un certain N ≥ 1. No-
tons ω1, . . . , ωN les N formes harmoniques inde´pendantes obtenues. On peut
supposer que la forme ω1 est la forme harmonique associe´e a` µ (qui est une
forme harmonique sur une pre´image de CV dans MN). La Proposition 8.11
implique qu’il existe un reveˆtement fini MN+1 de MN , une forme harmonique
ωˆ1 sur MN+1 et un e´le´ment γ ∈ π1MN tels que les formes harmoniques ωˆ1
et γ∗ωˆ1 soient line´airement inde´pendantes. Supposons qu’il existe N + 1 re´els
α0, α1, . . . , αN tels que
α0ωˆ1 + α1γ
∗ωˆ1 + α2ω2 + · · ·+ αNωN = 0.
Alors en moyennant par π1MN+1\π1MN , on obtient :
(α1 + α2)ω1 + [π1MN : π1MN+1]{α2ω2 + · · ·+ αNωN} = 0.
L’hypothe`se de re´currence implique donc :
α0 + α1 = α2 = . . . = αN = 0.
Et puisque les formes harmoniques ωˆ1 et γ
∗ωˆ1 sont line´airement inde´pendantes,
on obtient finalement que :
α0 = α1 = 0.
Enfin puisque le reveˆtement de MN+1 sur M est fini, on peut le supposer ga-
loisien, la forme γ∗ωˆ1 est alors de´finie sur MN+1. Ce qui ache`ve la re´currence
et la de´monstration du The´ore`me 8.9. 
Remarquons maintenant qu’en vertu de la Proposition 4.2 la deuxie`me hy-
pothe`se du The´ore`me 8.9 est ve´rifie´e par tout diagramme orthogonal λ de poids
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|λ| ≤ p+q+r−rp−3, si p, q ≥ 3 et de poids |λ| ≤ [(q+r)/2]−2r, si p = 2 ≤ q+r.
Il de´coule par ailleurs du The´ore`me 7.1 que la premie`re hypothe`se du The´ore`me
8.9 est ve´rifie´e pour tout diagramme orthogonal λ de poids |λ| ≤ (q− pr)/2− 1.
Le The´ore`me 8.9 implique donc le the´ore`me suivant qui a` son tour implique
imme´diatement les deuxie`mes points des The´ore`mes 1.4 et 1.5.
The´ore`me 8.12 Supposons fixe´e une donne´e Sh0H ⊂ Sh0G avec Hnc = O(p, q)
plonge´ de manie`re standard dans Gnc = O(p, q + r), avec p, q ≥ 2. Alors, pour
tout degre´ k ≤ min(p+ q+ r− rp− 3, (q− pr)/2− 1), l’application “cup-produit
avec [Sh0H ]”
G∧
H
: Hk(Sh0H)→ Hk+rp(Sh0G)
est injective.
Plus ge´ne´ralement, et au vu de la Conjecture 3.17, nous conjecturons le
re´sultat suivant.
Conjecture 8.13 Supposons fixe´e une donne´e Sh0H ⊂ Sh0G avec Hnc =
O(p, q) plonge´ de manie`re standard dans Gnc = O(p, q+r). Si λ est une partition
incluse dans p× q, alors l’application
Hλ(Sh0H)→ H |λ|+rpprim+ (Sh0G)
obtenue en composant l’application “cup-produit avec [Sh0H ]” et la projection
sur la composante fortement primitive de la cohomologie de Sh0G est injective
si et seulement si la partition (rp) s’inscrit dans le diagramme λˆ/λ. Son image
est alors contenue dans Hλ+(r
p)(Sh0G).
Remarque. L’analogue de la partie de l’e´nonce´ de la Conjecture 8.13 concer-
nant la composante fortement primitive devrait pouvoir eˆtre de´montre´e sous les
hypothe`se du The´ore`me 8.9. Nous nous contenterons de traiter (plus loin) le cas
des symboles modulaires.
8.4 Applications
Commenc¸ons par de´duire des The´ore`mes 1.4 et 1.5 le corollaire suivant.
Corollaire 8.14 Soit G un groupe alge´brique et anisotrope sur Q obtenu par
restriction des scalaires a` partir d’un groupe orthogonal sur un corps de nombres
totalement re´el et tel que Gnc = O(p, q) avec q ≥ p ≥ 2. Alors ,
Hp(Sh0G) 6= 0.
Remarques. Le Corollaire 8.14 reste vrai pour p, q ≥ 1, cela de´coule en par-
ticulier du Corollaire 1.6 sur lequel nous revenons au paragraphe pre´ce´dent.
Ce re´sultat est un The´ore`me de Millson et Raghunathan qui montrent plus
ge´ne´ralement que tous les groupes Hkp(Sh0G), k = 0, . . . , q, sont non triviaux.
Nous de´duisons ici directement le Corollaire 8.14 des The´ore`mes 1.4 et 1.5 pour
illustrer comment ceux-ci s’appliquent dans un cas relativement simple.
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De´monstration du Corollaire 8.14. Puisque le groupe G provient d’un groupe
orthogonal sur un corps de nombre, il est imme´diat qu’il existe une donne´e
Sh0H ⊂ Sh0G avec Hnc = O(p, q − 1). Remarquons d’abord que pour q grand
par rapport a` p (plus pre´cisemment pour q ≥ p+ 3), les points 2. (avec k = 0)
des The´ore`mes 1.4 et 1.5 impliquent la conclusion du Corollaire 8.14. Il nous
reste a` montrer comment faire diminuer q, autrement dit de´duire du re´sultat
pour O(p, q + 1) le re´sultat pour O(p, q), pour tout q ≥ p ≥ 2.
Mais, et toujours puisque le groupe G provient d’un groupe orthogonal sur
un corps de nombre, il existe une donne´e Sh0G ⊂ Sh0G1 avec Gnc1 = O(p, q+1).
Remarquons maintenant que si q ≥ p ≥ 3, alors p ≤ p + (q + 1) − 4 et que si
p = 2, alors 2 ≤ (q+1)−1. On peut donc appliquer les points 1., avec k = p, des
The´ore`mes 1.4 et 1.5 tant que q ≥ p ≥ 2. D’ou` l’on de´duit que si Hp(Sh0G1) est
non nul alorsHp(Sh0G) 6= 0. Et le Corollaire 8.14 de´coule d’un simple argument
de descente. 
Les The´ore`mes 1.4 et 1.5 sont bien suˆr bien plus ge´ne´raux et deviennent
plus surprenant lorsqu’on les applique a` des classes de cohomologie plus pro-
fondes. Dans les varie´te´s kaehle´riennes le The´ore`me de Lefschetz fort implique
que la multiplication par la forme de Kaehler propage injectivement les classes
de cohomologie. De manie`re surprenante un phe´nome`ne analogue a` lieu dans la
cohomologie H∗(Sh0O(p, q)). Explicitons par exemple ce qu’il se passe a` partir
d’une classe de degre´ p.
Corollaire 8.15 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec Hnc =
O(p, q − 1), Gnc = O(p, q) et p, q ≥ 2. Alors, pour tout k ≤ q/4, l’application
“cup-produit avec [Sh0H ]k”
Hp(Sh0G)→
∏
g∈G(Q)
Hp(k+1)(Sh0G)
est injective.
Le Corollaire 1.9 permet de de´montrer un re´sultat bien plus ge´ne´ral que le
Corollaire 8.14 a` savoir, le Corollaire 1.10 de l’Introduction. Raghunathan et
Venkataramana [45] montrent en effet que si G est un groupe alge´brique obtenu
par restriction des scalaires a` partir d’un groupe de type Dn, 6= 3,6D4 et n > 2,
sur un corps de nombres totalement re´el de telle manie`re que Gnc = O(p, q),
avec 1 ≤ p ≤ q, il existe alors un groupe G1 obtenu par restriction des scalaires
a` partir d’un groupe unitaire sur un corps de nombres totalement re´el et tel que
Gnc1 = U(p, q) et Sh
0G ⊂ Sh0G1. Mais dans [57] Wallach montre (a` l’aide de la
correspondance the´ta globale) que Hp(Sh0G1) 6= 0. Le Corollaire 1.9 implique
donc imme´diatement le Corollaire 1.10 de l’introduction.
8.5 Sur la classe de cohomologie des symboles modulaires
Concernant la classe de cohomologie des symboles modulaires, nos me´thodes
permettent de de´montrer le The´ore`me suivant.
The´ore`me 8.16 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec G anisotrope,
Hnc = O(p, q), Gnc = O(p, q+r) et p, q ≥ 2. Supposons q ≥ r+ 2 et p+ q− r ≥ 5.
Alors, la classe de [Sh0H ] est non triviale dans H∗(Sh0G). Plus pre´cise´ment, la
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projection de [Sh0H ] dans la composante fortement primitive de la cohomologie
de Sh0G est non triviale et appartient a` H(r
p)(Sh0G).
De´monstration. Le Corollaire 3.16 implique l’hypothe`se 1. du The´ore`me 8.9 pour
la partition nulle. La Proposition 4.2 implique que sous les conditions q ≥ r+2
et p+q−r ≥ 5, l’hypothe`se 2. du The´ore`me 8.9 est ve´rifie´e par la partition nulle.
Le The´ore`me 8.9 implique alors que la projection de [Sh0H ] dans H(r
p)(Sh0G)
est non triviale. Ce qui implique le premier point du The´ore`me 8.16. La trivialite´
de la projection de [Sh0H ] dans les autre composantes fortement primitives de
la cohomologie de Sh0G, provient de ce que parmi les repre´sentations coho-
mologiques appartenant a` la se´rie discre`te de Gnc/Hnc (qui sont connues, cf.
§2.6), A((rp)) est la seule de degre´ fortement primitif pr. 
Remarque. Dans ce cas on peut e´galement obtenir des re´sultats sur la com-
posante non fortement primitive de la cohomologie de [Sh0H ] : la projection de
la classe [Sh0H ] dans Hpr(A(λ) : Sh0G) est triviale pour toute partition non
nulle λ ⊂ [p/2]× (q+ r). Cela de´coule en effet d’un crite`re [32, Theorem 2.8] de
Kobayashi et Oda, et du The´ore`me 5.13.
Enfin, remarquons que le Corollaire 4.6, la Proposition 4.9 et la de´monstration
du The´ore`me 8.16 impliquent le Corollaire 1.6 de l’Introduction,
Dans le cas unitaire, l’analoque du premier point du The´ore`me 8.16 est
bien suˆr imme´diat (puisque les symboles modulaires sont alors des sous-varie´te´s
complexes d’une varie´te´ kaehle´rienne). Il n’est ne´anmoins pas clair que la classe
de cohomologie d’un symbole modulaire ne se projette pas trivialement sur la
composante fortement primitive (ou meˆme non triviale) de la cohomologie. Le
the´ore`me suivant se de´montre exactement de la meˆme manie`re que dans le cas
orthogonal.
The´ore`me 8.17 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec G anisotrope,
Hnc = U(p, q), Gnc = U(p, q + r) et p, q ≥ 2. Supposons q ≥ r+ 2. Alors, la
projection de [Sh0H ] dans la composante fortement primitive de la cohomologie
de Sh0G est non triviale et appartient a` H(r
p),(qp)(Sh0G).
Remarque. Dans ce cas le crite`re de Kobayashi et Oda montre (d’apre`s le
The´ore`me 5.12) que la projection de [Sh0H ] dans H2pr(A(λ, µ) : Sh0G) est
triviale pour tout couple (λ, µ) 6= (0, p × (q + r)) de partitions telles que deux
e´le´ments de λ et µˆ ne soient jamais aligne´s. On retrouve en particulier que la
classe de cohomologie [Sh0H ] n’a pas de composante holomorphe.
9 Ge´ne´ralisations et Perspectives
9.1 Ge´ne´ralisations
Les re´sultats de la section pre´ce´dente se ge´ne´ralisent de fac¸on assez naturelle
dans deux directions : (1) lorsque les syste`mes de coefficients (de la cohomologie)
sont non triviaux, et (2) lorsque les groupes sont isotropes.
Le cas (1) est relativement imme´diat. Soit E une repre´sentation de dimension
finie de G. La repre´sentation E de´finit un syste`me local E sur tous les quotients
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Γ\XG conside´re´s dans cet article. Supposons pour simplifier E irre´ductible. Tou-
jours d’apre`s la the´orie de Vogan et Zuckerman, l’alge`bre gradue´e H∗(Sh0G, E)
peut eˆtre de´compose´e selon des repre´sentationsAq(E) associe´es aux sous-alge`bres
paraboliques de g (voir [56]). Les re´sultats des sections pre´ce´dentes se traduisent
alors mot a` mot. Dans le cas de l’application “cup-produit avec [Sh0H ]” il faut
quand meˆme penser a` tordre la classe fondamentale [Sh0H ]. Plus pre´cisemment
et en se plac¸ant a` un niveau fini Γ, on conside`re toujours la sous-varie´te´ (Γ ∩
H)\XH → Γ\XG, que l’on note CHΓ . Il s’agit alors de construire une section s
du fibre´ E|CH
Γ
. Ceci est fait par Tong et Wang dans [52], dont on peut e´galement
extraire (comme au §2.4) la construction de la classe duale a` (CHΓ , s) dans
HdG−dH2 (Γ\XG, E). La reste se ge´ne´ralise imme´diatement. Notons meˆme que
concernant les symboles modulaires les de´monstrations se simplifient dans nom-
bre de cas ou` la forme duale construite par Tong et Wang est L1. On peut en effet
alors former directement une se´rie de Poincare´ convergente (sans avoir recours
a` un poids et donc au parame`tre s du §5.6) et se passer de l’hypothe`se 2. dans
le The´ore`me 8.9. Ceci explique les constructions par Tong et Wang de classes
de cohomologie non triviales (pour des syste`mes de coefficients non triviaux).
Nous avons pre´fe´re´ ne´glige´ ici les syste`mes de coefficients, ils nous paraissent en
effet un peu hors sujet en ce qui concerne les proprie´te´s de Lefschetz.
Le cas (2) est plus de´licat et tre`s inte´ressant. Conside´rons donc maintenant
un groupe G isotrope sur Q. La cohomologie de Sh0G n’est plus naturellement
relie´e a` la the´orie des repre´sentations, il n’y a plus de de´composition de Hodge
ou de Vogan-Zuckerman. Il est dans ce contexte plus naturel de conside´rer la
cohomologie L2, H∗2 (Sh
0G), ou encore la cohomologie cuspidale H∗cusp(Sh
0G).
L’espace H∗cusp(Sh
0G) est un sous-espace de H∗(Sh0G) comme de H∗2 (Sh
0G),
celui des classes repre´sente´es par des formes cuspidales (qui sont borne´es et donc
L2). Les the´ories de Matsushima et de Vogan-Zuckerman s’appliquent a` l’espace
H∗2 (Sh
0G). Le sous-espace H∗cusp(Sh
0G) he´rite alors de la de´composition de
Vogan-Zuckerman.
Commenc¸ons par conside´rer l’application de restriction stable de G a` H
et adoptons les notations du §8.1. Soit donc ωϕ ∈ HR2 (π : Γ). Remarquons
que d’apre`s le Lemme 3.10 la forme harmonique ωϕ est borne´e sur Γ\XG. La
restriction de la forme ωϕ, via les applications jg (g ∈ G(Q)), aux sous-varie´te´s
(H ∩ g−1Γg)\XH sont borne´es et donc dans L2. L’application
ResG2, H : H
∗
2 (Sh
0G)→
∏
g∈G(Q)
H∗2 (Sh
0H)
est bien de´finie. Si de plus ωϕ ∈ HRcusp(π : Γ), un re´sultat de Clozel et Venkatara-
mana [11, Lemma 2.9] affirme que la forme j∗gωϕ est rapidement de´croissante le
long de (H ∩ g−1Γg)\XH , et de´fini en particulier une forme cuspidale. L’appli-
cation
ResGcusp, H : H
∗
cusp(Sh
0G)→
∏
g∈G(Q)
H∗cusp(Sh
0H)
est bien de´finie, elle est induite par la restriction de ResG2, H au sous-espace
H∗cusp(Sh
0G).
La question de l’injectivite´ des applications ResG2, H et Res
G
cusp, H est donc
bien pose´e. Les techniques de [2] ne se ge´ne´ralisent pas au cas isotrope (non-
compact), le The´ore`me 3.1 avec ResGH remplace´ par Res
G
2, H ou Res
G
cusp, H est
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ouvert. Suivons donc la meˆme approche (a` savoir la de´monstration du The´ore`me
8.3) pour les groupes orthogonaux et unitaires dans le cas isotrope. La seule
e´tape de la de´monstration du The´ore`me 8.3 qui utilise l’hypothe`se G anisotrope
sur Q est la Proposition 8.1, c’est a` dire de [1, Proposition 3.2]. Comme le
remarquent Harris et Li dans [23] la de´monstration de la Proposition 8.1 reste
valable dans le cas isotrope a` condition de ve´rifier que chaque forme f dans
l’image de ϕ est uniforme´ment continue (cf. la note de bas page no. 12 pour
une remarque analogue). Mais ceci (et meˆme f uniforme´ment Ho¨lder) peut eˆtre
de´duit du Lemme 3.10 en utilisant une “ine´galite´ de Harnak” comme dans [50,
Proposition 9.4 (Chapitre 14)]. (Le cas cuspidal est e´videmment plus facile a`
traiter puisque les formes j∗gωϕ sont rapidement de´croissantes le long de (H ∩
g−1Γg)\XH .)
La de´monstration du The´ore`me 8.3 implique alors les the´ore`mes suivants
dans le cas isotrope.
The´ore`me 9.1 Soit G un groupe alge´brique re´ductif et connexe sur Q tel que
Gnc = O(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q − r) plonge´ de manie`re
standard dans Gnc avec p, q ≥ 2. Soit i un entier ≤ (q − r − 2)/2 tel que
p+ q − r − 2i ≥ 5. Alors, l’application
H
(ip)
2 (Sh
0G)→
∏
g∈G(Q)
H∗2, prim+(Sh
0H)
obtenue en composant l’application ResG2, H et la projection sur la composante
fortement primitive de la cohomologie L2 de Sh0H est injective. Son image
est contenue dans
∏
g∈G(Q)H
(ip)
2 (Sh
0H).
The´ore`me 9.2 Soit G un groupe alge´brique re´ductif et connexe sur Q tel que
Gnc = U(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = U(p, q − r) plonge´ de manie`re
standard dans Gnc avec p, q ≥ 2. Soient i et j deux entiers naturels de somme
i+ j ≤ q − r − 2. Alors, l’application
H
(ip),((q−j)p)
2 (Sh
0G)→
∏
g∈G(Q)
H∗2, prim+(Sh
0H)
obtenue en composant l’application ResG2, H et la projection sur la composante
fortement primitive de la cohomologie L2 de Sh0H est injective. Son image
est contenue dans
∏
g∈G(Q)H
(ip),((q−r−j)p)
2 (Sh
0H).
Remarque. Dans le cas unitaire, et en ce qui concerne la cohomologie holo-
morphe l’application ResG2, H est bien comprise, d’apre`s les travaux de Clozel et
Venkataramana [11].
Concernant la restriction des groupes unitaires vers les groupes orthogonaux
nous obtenons de la meˆme manie`re le re´sultat suivant.
The´ore`me 9.3 Soit G un groupe alge´brique re´ductif et connexe sur Q tel que
Gnc = U(p, q). Soit Sh0H ⊂ Sh0G avec Hnc = O(p, q) plonge´ de manie`re
standard dans Gnc avec p, q ≥ 2. Soit i un entier ≤ (q−2)/2 tel que p+q−2i ≥ 5.
Alors, l’application
H
(ip)
2 (Sh
0G)→
∏
g∈G(Q)
H∗2, prim+(Sh
0H)
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obtenue en composant l’application ResG2, H et la projection sur la composante
fortement primitive de la cohomologie L2 de Sh0H est injective. Son image
est contenue dans
∏
g∈G(Q)H
(ip)
2 (Sh
0H).
Remarque. Le The´ore`me 9.3 (et sa de´monstration) implique(nt), comme an-
nonce´e dans l’Introduction, que le Corollaire 1.10 reste vrai dans le cas isotrope
avec la meˆme de´monstration.
Concernant le cup-produit nous obtenons de manie`re analogue les re´sultats
suivants.
The´ore`me 9.4 Soit G un groupe alge´brique re´ductif et connexe sur Q tel que
Gnc = O(p, q), avec p, q ≥ 2. Soient α et β deux classes de cohomologie L2
appartenant respectivement a` H
(kp)
2 (Sh
0G) et H
(lp)
2 (Sh
0G) avec k+l ≤ (q−2)/2
et p+ q− 2(k+ l) ≥ 5. Il existe alors un e´le´ment g ∈ G(Q) tel que le projete´ de
g(α) ∧ β 6= 0
dans H
((k+l)p)
2 (Sh
0G) soit non nul.
The´ore`me 9.5 Soit G un groupe alge´brique re´ductif et connexe sur Q tel que
Gnc = U(p, q), avec p, q ≥ 2. Soient α et β deux classes de cohomologie L2
appartenant respectivement a` H
(ip),(q−j)p
2 (Sh
0G) et H
(kp),(q−l)p
2 (Sh
0G) avec i+
j + k + l ≤ q − 2. Il existe alors un e´le´ment g ∈ G(Q) tel que le projete´ de
g(α) ∧ β 6= 0
dans H
((i+k)p),((q−j−l)p)
2 (Sh
0G) soit non nul.
Conside´rons maintenant l’application “cup-produit avec [Sh0H ]”. La seule
e´tape de la de´monstration du The´ore`me 8.9 qui utilise de manie`re essentielle le
fait queG est anisotrope est la de´monstration du The´ore`me 7.1. La ge´ne´ralisation
de ce re´sultat au cas isotrope semble ne´cessiter des ide´es nouvelles ou a` tout
le moins une description plus fine de la ge´ome´trie a` l’infini de MV , ou` Λ est
un re´seau non cocompact de H . Ne´anmoins il est facile de ve´rifier que la non
isotropie de G n’est pas ne´cessaire dans les de´monstrations des Corollaires 3.14
et 3.17, ni dans dans le §5.6 (la construction de Wang est valable pour ΓV \XV
de volume fini). On peut donc au moins appliquer notre me´thode aux symboles
modulaires pour obtenir les The´ore`mes suivants.
The´ore`me 9.6 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec Hnc =
O(p, q), Gnc = O(p, q + r) et p, q ≥ 2. Supposons q ≥ r+ 2 et p+ q− r ≥ 5.
Alors, la classe [Sh0H ] est non triviale dans H∗2 (Sh
0G). Plus pre´cise´ment, la
projection de [Sh0H ] dans la composante fortement primitive de la cohomologie
L2 de Sh0G est non triviale et appartient a` H
(rp)
2 (Sh
0G).
The´ore`me 9.7 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec Hnc =
U(p, q), Gnc = U(p, q + r) et p, q ≥ 2. Supposons q ≥ r+ 2. Alors, la classe
[Sh0H ] est non triviale dans H∗2 (Sh
0G). Plus pre´cise´ment, la projection de
[Sh0H ] dans la composante fortement primitive de la cohomologie L2 de Sh0G
est non triviale et appartient a` H
(rp),(qp)
2 (Sh
0G).
99
Dans un preprint re´cent [49], Speh et Venkataramana de´montrent que si
Sh0H ⊂ Sh0G avec Hnc = U(1, q), Gnc = U(1, q + r) et r = 1 ou 2, alors
la classe [Sh0H ] est non triviale dans H∗(Sh0G) et engendre sous l’action des
ope´rateurs de Hecke un espace dimension infini. Ils montrent en fait la non
trivialite´ de la projection de la classe [Sh0H ] dans la cohomologie triviale. De
manie`re comple´mentaire notre me´thode permet de de´montrer (au moins lorsque
r = 1) la non trivialite´ de la projection de [Sh0H ] dans la cohomologie fortement
primitive. Nous montrons plus pre´cise´ment le the´ore`me suivant.
The´ore`me 9.8 Supposons fixe´es des donne´es Sh0H ⊂ Sh0G avec Hnc =
O(1, q) (resp. = U(1, q)), Gnc = O(1, q + 1) (resp. U(1, q + 1)) et q ≥ 2 (resp.
q ≥ 1). Alors, la projection de la classe [Sh0H ] dans la composante fortement
primitive de H∗2 (Sh
0G) est non triviale et le sous-espace engendre´ par ses trans-
late´s de Hecke est de dimension infini. En particulier, la classe [Sh0H ] est non
triviale dans H∗(Sh0G) en engendre sous l’action des ope´rateurs de Hecke un
espace de dimension infini.
De´monstration. La de´monstration est identique a` celles des The´ore`mes 9.6 et
9.7, sauf que l’on ne peut plus appliquer les Propositions 4.2 et 4.1. Celles-
ci peuvent ne´anmoins eˆtre respectivement remplace´es par la Proposition 4.9
et 4.10. L’assertion sur les translate´s de Hecke de´coule de la de´monstration
du The´ore`me 8.9. On passe finalement de la cohomologie L2 a` la cohomologie
usuelle a` l’aide d’un The´ore`me de Zucker [61]. 
9.2 Perspectives
Il n’y a e´videmment aucune raison autre que technique pour restreindre
l’e´tude des proprie´te´s de Lefschetz automorphes au cas des groupes unitaires ou
orthogonaux. Conluons alors cet article par deux conjectures (peut-eˆtre un peu
optimistes et ambitieuses) qui de´crivent les proprie´te´s de Lefschetz automorphes
auquelles on s’attend pour des groupes ge´ne´raux.
La premie`re conjecture concerne l’application de restriction stable. Elle est
motive´e par les The´ore`mes 3.1 et 8.3, l’article [2] et (surtout) par un re´sultat
ge´ne´ral de Venkataramana [53, Theorem 6] dans le cas hermitien. Nous avons
besoin de quelques pre´liminaires pour e´noncer cette conjecture.
Condide´rons G un groupe alge´brique re´ductif et connexe sur Q, presque sim-
ple sur Q modulo son centre. Nous supposons de plus que que le groupe G(R)
de ses points re´els est semi-simple et non compact modulo un centre compact.
Soit H ⊂ G un sous-groupe re´ductif connexe de´fini sur Q dont le groupe H(R)
intersecte un compact maximal K de G(R) selon un sous-groupe compact max-
imal de H(R). Soient g = k ⊕ p la de´composition de Cartan du complexifie´ de
l’alge`bre de Lie de G(R) et kH ⊕ pH la de´composition correspondante pour H .
Notons s le supple´mentaire orthogonal (pour la forme de Killing) de h dans g.
Soit maintenant T ⊂ K un tore maximal, t0 = Lie(T ) et t = t0 ⊗ C. Fixons
∆+(k, t) un syste`me positif de racines dans ∆(k, t). Posons alors
eH =
dimC(s∩p)∧
(s ∩ p) (9.1)
et conside´rons VH le plus petit sous-espace K-stable de
∧
p (cet espace n’est en
ge´ne´ral par irre´ductible).
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E´tant donne´ un e´le´ment X ∈ it0 tel que α(X) ≥ 0 pour toute racine α ∈
∆+(k, t), on pose
q = q(X) = l⊕ u, l = gX , u = ⊕α(X)>0gα.
L’alge`bre q est une sous-alge`bre parabolique θ-stable de g. Notons E(G,L) le
sous-espace de
∧
p engendre´ par les translate´s par K du sous-espace
∧
(p∩ l) et
toujours R = dim(u ∩ p).
Conjecture 9.9 L’application
HR2 (Aq : Sh
0G)→
∏
g∈G(Q)
HR2, prim+(Sh
0H)
obtenue en composant l’application ResG2, H et la projection sur la composante
fortement primitive de la cohomologie L2 de Sh0H est injective si et seulement
si l’intersection
VH ∩ E(G,L) 6= 0.
Conside´rons maintenant une sous-alge`bre parabolique θ-stable de h, que nous
notons toujours q. La sous-alge`bre l de h de´finit bien e´videmment une sous-
alge`bre de g. On peut donc toujours parle´ de E(G,L).
Conjecture 9.10 La projection de la classe [Sh0H ] dans la cohomologie L2
fortement primitive H∗2, prim+(Sh
0G) est non nulle si et seulement si
rangC(G/H) = rangC(K/(K ∩H)).
Dans ce cas, l’application
HR2 (Aq : Sh
0H)→ HR+d2, prim+(Sh0G)
obtenue en composant l’application “cup-produit avec [Sh0H ]” et la projection
sur la composante fortement primitive de la cohomologie L2 de Sh0G est injec-
tive si et seulement si l’intersection
VH ∩ E(G,L) 6= 0.
Remarques. Il n’est meˆme pas e´vident que les Conjectures 9.9 et 9.10 im-
pliquent les re´sultats et conjectures e´nonce´s plus haut dans le cas des groupes
unitaires et orthogonaux. Cela semble ne´anmoins raisonnable au vu de [2]. En-
fin on peut e´videmment formuler une conjecture ge´ne´rale analogue concernant
l’application de cup-produit.
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