In this document we propose a new improvement for boosting techniques as proposed in ([2, 3]) by the use of non-convex cost functional. The idea is to introduce a correlation term to better deal with forecasting of additive time series. The problem is discussed in a theoretical way to prove the existence of minimizing sequence, and in a numerical way to propose a new ArgMin algorithm. The model has been used to perform the touristic presence forecast for the winter season 1999/2000 in Trentino (italian Alps).
Introduction
Here we study the possibility of the use of non-convex cost functionals to adapt boosting techniques in modeling and forecasting for additive time series. By an additive time series we mean the additive aggregation of a family
of time series i.e. we need to model their pointwise sum:
Like in [2, 3] we want an additive model of (1) 
Under the assumption we will discuss later, to choose the @ # B 9 C 5 in ¡ itself, we require in (2) that E G F H F P I
. Further, we want to improve the predictive power of (2) introducing a smoothing parameter Q . The problem of growing a model for (1) is solved in [2, 3] in many situations, but here we want to focus on the possibility to perform some forecasting analysis studying the behaviour of the metaparameters and the choice of the smoothing parameter. 
The numerical solution
Following [4] one may try to find a gradient descending algorithm to minimize the cost functional. But after easy calculation one can see for instance that the two functional proposed above are not convex in general, and that in
it is easy to prove that ¶ { q i · y
. So we follow ( [2, 3] ) in order to find an algorithm to approximate the solution given in the previous section.
Consider now the algorithm in figure (1); This is a classical boosting algorithm, but 
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