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The binary perceptron is the simplest artificial neural network formed by N input units and one
output unit, with the neural states and the synaptic weights all restricted to ±1 values. The task
in the teacher–student scenario is to infer the hidden weight vector by training on a set of labeled
patterns. Previous efforts on the passive learning mode have shown that learning from independent
random patterns is quite inefficient. Here we consider the active online learning mode in which
the student designs every new Ising training pattern. We demonstrate that it is mathematically
possible to achieve perfect (error-free) inference using only N designed training patterns, but this is
computationally unfeasible for large systems. We then investigate two Bayesian statistical designing
protocols, which require 2.3N and 1.9N training patterns, respectively, to achieve error-free infer-
ence. If the training patterns are instead designed through deductive reasoning, perfect inference is
achieved using N+log2N samples. The performance gap between Bayesian and deductive design-
ing strategies may be shortened in future work by taking into account the possibility of ergodicity
breaking in the version space of the binary perceptron.
I. INTRODUCTION
The perceptron invented by Frank Rosenblatt in 1957
is probably the simplest artificial neural network [1]. It
has N inputs and one output, with each input neu-
ron i affecting the output neuron through a synapse of
weight Ti [2, 3]. Given an N -dimensional input vector
ξ ≡ (ξ1, ξ2, . . . , ξN ), the binary output state σ is deter-
mined according to a (highly nonlinear) sign function
σ(ξ) = sign
(
ξ;T
) ≡ sign( N∑
i=1
Tiξi
)
, (1)
where T ≡ (T1, T2, . . . , TN ) denotes the synaptic weight
vector. The output σ = 1 if the overlap between ξ and T ,
defined as
∑
i Tisi, is positive and σ = −1 if this overlap
is negative. We consider the binary (or Ising) perceptron
problem, so all the synaptic weights and neural states are
restricted to be Ising-valued (i.e., Ti, ξi ∈ ±1 for every
input neuron i of the system). These constraints make
the binary perceptron much more challenging to study
than the continuous counterpart [2, 3].
The perceptron can serve as a linear classifier. In this
scenario, given P patterns ξµ ≡ (ξµ1 , ξµ2 , . . . , ξµN ) with in-
dices µ = 1, 2, . . . , P and their binary labels σµ, the task
is to find a vector T such that these P patterns are cor-
rectly classified, that is, σµ = sign(ξµ;T ) holds for each
and every one of these P patterns [2, 3]. The whole set
of all such compatible weight vectors form the version
space (or solution space) of the perceptron. If the input
binary patterns ξµ are random and independent, it was
predicted using the replica method of statistical physics
that there exist binary solutions T to this classification
problem as long as P < 0.83N [4]. Several message-
passing algorithms [5, 6] inspired by the cavity method of
statistical physics have been implemented to solve single
instances of the perceptral classification problem. More
recently it was revealed that, as the density α ≡ P/N
of random input binary patterns increases, the typical
(equilibrium) solutions of this classification problem be-
come widely separated from each other and are extremely
hard to reach [7, 8], while there are also sub-dominant
dense regions in the version space which could be reached
through entropy-weighted sampling strategies [9, 10].
The perceptron can also be studied from the teacher–
student perspective, with T understood as the teacher’s
weight vector which is hidden to the student. For each
query ξ to the teacher, the correct label σ(ξ) as computed
through Eq. (1) is revealed to the student, and the task
for the student is to infer the hidden vector T by learning
from the (ξ, σ) associations [2, 3]. This inference task
may be carried out in an offline manner, meaning that the
training samples are repeatedly examined by the student
during the learning process. It may also be carried out
in an online manner, meaning that each training sample
is used only once by the student to update his/her belief
on T . We study online learning in the present work.
The learning performance of the teacher–student per-
ceptron system has been investigated by many authors.
In the passive learning mode for which the training pat-
terns are independent and random, it was predicted that
perfect (error-free) inference of a binary vector T is theo-
retically possible with P ≈ 1.25N binary samples [11, 12].
But this theoretical limit has never been achieved by
actual heuristic algorithms. Theoretical and numerical
studies on various algorithms have found that the gener-
alization error ε of the passive learning process decreases
with the pattern density α algebraically, e.g., ε ∝ α−1.
This means that in the thermodynamic limit of N →∞,
perfect inference is unlikely to achieve at any finite value
of pattern density α [13–19].
In this work we address the issue of active learning,
which aims at accelerating online inference by carefully
designing the training patterns. After the student has en-
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2countered P samples and has already gained some knowl-
edge about the truth vector T , how should she/he design
the (P + 1)-th query so that the answer from this new
query will be most informative for inference? This in-
teresting question was explored by many authors in the
early 1990s (see, e.g., Refs. [20–27]), but the focus was on
minimization of the generalization error rather than on
error-free inference. In Section II of the present paper we
prove that error-free learning of T can be achieved using
at most N +log2N designed training patterns through
deductive reasoning, which is only slightly beyond the
theoretical lower bound, N . If the optimal Bayesian in-
ference strategy is used instead of deductive logic, we find
that error-free inference using exactly N designed sam-
ples is indeed possible, but it is computationally feasible
only for small systems (Section III). We then implement
two heuristic designing algorithms in Sections IV and V
for large systems based on this optimal Bayesian princi-
ple. Our simulation results demonstrate that these two
heuristic algorithms need 2.3N and 1.9N training sam-
ples, respectively, to achieve error-free inference.
Although the deductive-logic algorithm certainly out-
performs the data-driven Bayesian algorithms, the ob-
servation that the Bayesian statistical approach achieves
perfect inference of N bits with less than 2N one-bit
measurements is still quite encouraging. We expect that
the performance of the Bayesian active inference algo-
rithms will be further improved after taking into ac-
count the possibility of ergodicity breaking in the ver-
sion space of the perceptron. If the version space di-
vides into a large number of well-separated clusters, the
assumption of Gaussian distribution of the mean field
theory will no longer be valid (Section VI), and more ad-
vanced mean field theories such as the fist-step replica-
symmetry-breaking cavity method will be needed to bet-
ter describe the complicated statistical correlations of the
version space.
The concept of active (or adaptive) learning has been
widely discussed in the fields of education science [28]
and optimal experimental design [29, 30]. Science itself
may also be considered as an active learning process [29],
for which data-inspired intuitive insights, controlled ex-
periments, and deductive reasoning are all indispensable.
Artificial deep neural networks are becoming powerful
tools for extracting the most important features from
huge amount of data [31, 32], facilitating hypothesis for-
mation and experimental design. Recently there has been
great enthusiasm in this direction, and efficient active
learning algorithms for deep neural networks are start to
be explored [33–36]. A lot of work remains to be done
on this important issue. From the theoretical side, the
binary perceptron may serve as a simple model system
to push for the limit of active Bayesian learning. An-
other basic inference problem which is closely related to
the perceptron model is the so-called one-bit compressed
sensing problem [37, 38]. At the moment only the passive
mode of one-bit compressed sensing has been considered
in the literature. Beyond the single-layered perceptron
and one-bit compressed sensing, the next and more chal-
lenging model is the multi-layered binary perceptron sys-
tem.
II. INFERENCE BY DEDUCTIVE REASONING
We first show that if the student employs deduc-
tive reasoning, online perceptral learning can be made
very efficient. At the start of the learning process, the
student can simply choose an arbitrary pattern ξ =
(ξ1, ξ2, . . . , ξN ) ∈ {−1,+1}N as the query. For conve-
nience of discussion, let us define a particular overlap
function q(n) on the integer domain n ∈ {0, 1, . . . , N} as
q(n) =

N∑
i=1
ξiTi (n = 0) ,
−
n∑
i=1
ξiTi +
N∑
j=n+1
ξjTj (1 ≤ n < N) ,
−
N∑
i=1
ξiTi (n = N) .
(2)
This function is simply the overlap (or the scalar prod-
uct) of the teacher’s weight vector T and the modified
pattern ξ(n) ≡ (−ξ1, . . . ,−ξn, ξn+1, . . . , ξN ) after flip-
ping the first n entries of ξ. An example of function
q(n) is illustrated in Fig. 1. Because N is odd, q(n)
takes only odd values. And because q(N) = −q(0) and
|q(n) − q(n + 1)| = 2 for any n < N (quasi-continuity),
there must exist at least one n∗ ∈ {0, 1, . . . , N − 1} for
which |q(n∗)| = |q(n∗ + 1)| = 1 and q(n∗ + 1) = −q(n∗).
The value of such an integer n∗ can be determined
through at most log2N queries. Starting from nl = 0
and nr = N , the query sequence goes as follows: (1) feed
pattern ξ(nl) to the perceptron to get the sign of q(nl);
(2) set nm ≡ d(nl +nr)/2e and feed pattern ξ(nm) to the
perceptron to get the sign of q(nm); (3) if q(nm) and q(nl)
have the same sign, set nl = nm, otherwise set nr = nm;
(4) if nr = nl + 1, set n
∗ = nl and quit, otherwise repeat
steps (2)–(4).
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FIG. 1: An example of the overlap function q(n) for a small
perceptron of size N = 33. The random initial binary pattern
ξ happens to have overlap q(0) = 7 with the teacher’s binary
weight vector T , and q(n) is the new overlap with T after
the first n entries of ξ are all flipped. In this example q(n)
changes sign seven times.
3The value of q(n∗), i.e. the overlap between ξ(n∗) and
T , must be +1 or −1. Because of this fact, if one flips
the i-th entry of ξ(n∗) and feeds the resulting slightly
modified pattern to the perceptron, the value of Ti can
be deduced from the output. That is, if the output is
the same as the sign of q(n∗), then Ti must be equal to
−ξ∗i q(n∗), otherwise Ti must be equal to ξ∗i q(n∗).
By the above-mentioned deductive reasoning method,
the binary weight vector T can be exactly determined
after at most N + log2N queries. But it is clear from the
above discussions that the success of this logical approach
requires a deep understanding of the perceptron system.
We continue to explore other active learning strategies in
the next three sections.
III. VERSION SPACE MINIMIZATION
After P training samples (ξµ, σµ) have been expe-
rienced, for a weight vector J = (J1, J2, . . . , JN ) ∈
{−1,+1}N to be compatible with all these P samples,
it must satisfy
sign
( N∑
i=1
Jiξ
µ
i
)
= σµ (3)
for every one of these samples. We denote by ΣP the set
of all the Ising weight vectors J satisfying these P con-
straints, and refer to this set as the version space at stage
P . Notice the teacher’s vector T is always a member of
ΣP , so the volume
∣∣ΣP ∣∣ of the version space must be
positive-definite. To accelerate online learning, a simple
idea would be to reduce the volume of the version space as
much as possible with each new training pattern. When
finally the version space shrinks to a single point, this
surviving element must be T . Given the version space
ΣP at stage P , then how should the student construct
the next, (P + 1)-th, Ising training pattern ξP+1?
Consider two vectors J , J ′ of ΣP . Each of them has
equal probability to be the truth vector T (the uniform
Bayesian prior distribution is assumed). If J happens
to be the truth, then the other vector J ′ can be refuted
by a test pattern ξ if sign(ξ;J ′) = −sign(ξ;J). The
probability of a randomly chosen vector J ′ ∈ ΣP being
refuted by the test pattern ξ is then
1
2
[
1− sign(ξ;J)
∑
J ′∈ΣP sign(ξ;J
′)
|ΣP |
]
. (4)
On the other hand, every J ∈ ΣP is equally likely to be
the truth T , so we need to maximize the mean value of
the above expression over all the different choices of J ,
1
2
[
1−
∑
J∈ΣP sign(ξ;J)
|ΣP |
∑
J ′∈ΣP sign(ξ;J
′)
|ΣP |
]
, (5)
which leads to the following constraint∑
J∈ΣP
sign(ξP+1;J) = 0 . (6)
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FIG. 2: The active learning strategy (6) outperforms passive
learning on small Ising perceptrons: (a) entropy density s (in
units of bit), (b) generalization error ε. Training patterns
are added one after another, α = P/N is the instantaneous
density of patterns (N is the number of input neurons and
P is the number of training patterns). Each data point is
obtained by averaging over 1, 000 independent runs of the
passive (Random) or the active (Design) learning algorithm.
In other words, ξP+1 should be designed to divide the old
version space ΣP into two parts of (almost) equal size.
This designed pattern ξP+1 must not be completely ran-
dom, since the corresponding sum (6) for a completely
random pattern will be of order
√|ΣP |. After ξP+1 has
been examined, one half of the members of ΣP will be
discarded and the surviving vectors form the new ver-
sion space ΣP+1. Let us remark that this idea of version
space bisection began to be discussed in the mathemat-
ics community in the early 1970s [39], and it is under-
lying the widely appreciated optimal (minimum-error)
Bayesian classification algorithm for the passive percep-
tron problem [14, 40, 41].
We test the performance of this conceptually simple
designing principle on small perceptrons of size N ≤ 25,
4for which the whole version space can be stored in the
memory of a desktop computer. In Figure 2 we show
how the entropy density s and the generalization error ε
change with the density α of training patterns. The en-
tropy density measures the volume of the version space,
s ≡ 1N log2 |ΣP |. The generation error is computed as the
probability that a randomly sampled binary test pattern
will be mis-classified by a randomly chosen member J
of the version space [2, 3]. If the training patterns are
randomly and independently drawn from the configura-
tion space {−1,+1}N (i.e., the passive learning mode),
the mean entropy density s and mean generalization er-
ror ε both decrease gradually with α and are positive
when α exceeds unity. On the other hand if the train-
ing patterns are required to satisfy (6) we find that the
mean entropy density s decreases linearly from s = 1 to
s = 0 as α increases from 0 to 1, and at α = 1 the gen-
eralization error ε becomes exactly zero. In other words,
perfect inference of the N -dimensional Ising vector T is
achieved by the active strategy (6) with only N one-bit
queries (which only return ±1 values). Compared with
the deductive reasoning approach, log2N training pat-
terns are saved following the designing principle (6). No
algorithms can do better than this Bayesian strategy, be-
cause at least N measurements are needed to exactly fix
an N -dimensional vector.
These simulation results indicate that, in principle,
perfect learning using only N training patterns is pos-
sible. But directly employing Eq. (6) to construct new
training patterns is practically feasible only for small sys-
tems. When the dimension N becomes large the version
space ΣP (for P small) will be too huge to enumerate.
We must convert Eq. (6) into a form suitable for imple-
mentation in large systems. This issue is addressed in
the remaining part of this section.
With respect to all the accumulated P training pat-
terns at the end of the P -th learning stage, the volume
of the version space ΣP (the partition function) is ex-
pressed as
|ΣP | =
∑
J
P∏
µ=1
Θ
(
σµ
N∑
j=1
Jjξ
µ
j
)
, (7)
where σµ is the true label of pattern ξµ, and Θ(x) is the
Heaviside step function such that Θ(x) = 1 for x > 0 and
Θ(x) = 0 for x ≤ 0. The probability PP (J) of weight
vectors J in ΣP is
PP (J) = 1|ΣP |
P∏
µ=1
Θ
(
σµ
N∑
j=1
Jjξ
µ
j
)
. (8)
Notice that this probability distribution depends on the
details of the P training patterns. If J ∈ ΣP we have
PP (J) = 1|ΣP | , otherwise PP (J) = 0. Besides this joint
distribution of all the N entries Ji of J , we are also in-
terested in single-weight marginals. The mean value of
weight Ji among all the vectors of ΣP is
〈Ji〉P ≡ 1|ΣP |
∑
J∈ΣP
Ji =
∑
J
PP (J)Ji . (9)
Similarly, the mean value of JiJj (pair correlation) is
〈JiJj〉P ≡ 1|ΣP |
∑
J∈ΣP
JiJj =
∑
J
PP (J)JiJj . (10)
When i = j we have 〈JiJi〉P = 1 due to the Ising
nature of the weights. The training patterns bring
correlations among the different weight variables. A
consequence of these complicated correlations is that
〈JiJj〉P 6= 〈Ji〉P 〈Jj〉P for i 6=j.
Now consider adding a new training pattern ξ to the
perceptron. The distribution PP (q|ξ) of the overlap q
between ξ and the weight vectors J of ΣP is defined as
PP (q|ξ) =
∑
J
PP (J)δ
(
q −
N∑
i=1
ξiJi
)
, (11)
where δ(x) is the Dirac symbol such that δ(x) = 1 for
x = 0 and δ(x) = 0 for x 6= 0. From this definition we
see that the mean overlap q(ξ) ≡ ∫ dqPP (q|ξ)q is
q(ξ) =
N∑
i=1
ξi〈Ji〉P . (12)
The variance of the overlap q is defined as ∆(ξ) ≡∫
dqPP (q|ξ)q2 − [q(ξ)]2. By a simple derivation we find
that
∆(ξ) =
∑
i
(
1−〈Ji〉2P
)
+
∑
i<j
2ξiξj
(〈JiJj〉P−〈Ji〉P 〈Jj〉P ) .
(13)
The overlap q is the sum of N random terms ξiJi (ran-
domness coming from Ji). As the lowest-order approxi-
mation we assume that the central limit theorem is valid
for q when N is large, even through the weights Ji are
not independent. In other words, we approximate the
probability distribution (11) by a Gaussian distribution:
PP (q|ξ) ≈ 1√
2pi∆(ξ)
exp
(
−
(
q − q(ξ))2
2∆(ξ)
)
. (14)
(The possible breaking down of this Gaussian assumption
will be discussed in Section VI.)
According to the designing principle (6), the (P+1)-th
training pattern should refute half of the weight vectors
in ΣP . This means that the overlap between ξ
P+1 and
the weight vectors of ΣP should be positive for half of
the elements J ∈ ΣP and be negative for the remaining
half. According to the Gaussian approximation (14), we
see that the new pattern ξP+1 should have zero mean
overlap value with the weight vectors of ΣP , that is
N∑
i=1
ξP+1i 〈Ji〉P = 0 . (15)
5In comparison with Eq. (6), the advantage of Eq. (15)
is that the student does not need to memorize all the
candidate truth vectors J but only need to evaluate the
N mean synaptic weights 〈Ji〉P . Equation (15) may be
regarded as a linearized version of Eq. (6) with the highly
nonlinear sign function replaced by a linear function. In
the next section we discuss how to efficiently update the
mean weights during the online learning process. We no-
tice that the constraint (15) is very similar in form to
the designing constraint discussed in some of the early
papers [20, 25]. A significant difference is that our pro-
posed constraint (15) involves the mean synaptic weights
〈Ji〉P , instead of the synaptic weights Ji of a single weight
vector stored in memory.
We employ simulated annealing [42] to sample a max-
imally random pattern ξP+1 under constraint (15). An
energy penalty is defined for each Ising pattern ξ as
E(ξ) =
∣∣∣ N∑
i=1
〈Ji〉P ξi
∣∣∣ , (16)
and the corresponding probability distribution of ξ is
P(ξ) ∝ exp(−βE(ξ)) = exp(−β∣∣∣ N∑
i=1
〈Ji〉P ξi
∣∣∣) , (17)
where the parameter β is the inverse temperature. The
pattern ξ evolves by single spin flips at slowly increasing
β values. At each elementary update step, (1) a randomly
chosen entry ξi of ξ is flipped to the opposite value; (2)
if the energy difference ∆E ≡ E(ξ′)− E(ξ) between the
modified pattern ξ′ and the old pattern ξ is non-positive,
then this flip ξi → −ξi is surely accepted, otherwise it is
accepted only with probability e−β∆E . After N such el-
ementary flip trials the value of β is then elevated by a
constant factor rβ (β ← rββ). Finally, the spin configu-
ration after a total number tN of spin flip trials (β has
been recursively elevated t times) is picked as the new
training pattern ξP+1. In this work we set rβ = 1.1 and
t = 100, and set the initial value of β to be 0.01. We
have checked that the numerical results of the next two
sections are insensitive to the particular values of these
parameters.
IV. EXPERIENCE ACCUMULATION
To exploit the designing principle (15) we must first
compute 〈Ji〉P for all the weight indices i. At P = 0
we know that 〈Ji〉0 = 0 for all the synaptic weights Ji.
But the task for P ≥ 1 is quite non-trivial and can not be
made exact. In the online learning paradigm we compute
〈Ji〉P approximately by iteration.
After the training pattern ξP+1 has been added to
the system, the new distribution PP+1(J) of the version
space is related to the old PP (J) through
PP+1(J) =
Θ
(
σP+1
∑
j ξ
P+1
j Jj
)
PP (J)∑
J ′ Θ
(
σP+1
∑
j ξ
P+1
j J
′
j
)
PP (J ′)
, (18)
where σP+1 ≡ sign(∑i TiξP+1i ) is the label of ξP+1. The
mean value of Ji under PP+1(J) is
〈Ji〉P+1 = p
+
i A
+
i − p−i A−i
p+i A
+
i + p
−
i A
−
i
. (19)
Here, p+i ≡ (1 + 〈Ji〉P )/2 is the probability of Ji = +1
in the version space ΣP , and p
−
i ≡ 1− p+i is the comple-
mentary probability; A+i and A
−
i are, respectively, the
conditional probabilities of ξP+1 being correctly classi-
fied by a weight vector J ∈ ΣP given that Ji = +1 and
Ji = −1. The defining expressions for A+i and A−i are
A+i ≡
1
|Σi+P |
∑
J∈Σi+P
Θ
(
σP+1ξP+1i + σ
P+1
∑
j 6=i
Jjξ
P+1
j
)
,
(20a)
A−i ≡
1
|Σi−P |
∑
J∈Σi−P
Θ
(−σP+1ξP+1i + σP+1∑
j 6=i
Jjξ
P+1
j
)
,
(20b)
where Σi+P (respectively, Σ
i−
P ) denotes the version sub-
space of ΣP which contains all the vectors J ∈ ΣP
with Ji = +1 (respectively, Ji = −1). Notice that
Σi+P ∩ Σi−P = ∅ and Σi+P ∪ Σi−P = ΣP . Similar to the
derivation of Eq. (14) we can approximate A+i and A
−
i
by two slightly different Gaussian integrals (details in Ap-
pendix A). Then we get the following convenient iterative
equation for the mean weights
〈Ji〉P+1 ≈ 〈Ji〉P + σP+1ξP+1i
(
1− 〈Ji〉2P
)
RP . (21)
Here RP is a magnitude factor determined by
RP ≡ 2√
2pi∆(ξP+1)
f
(σP+1∑Nk=1 ξP+1k 〈Jk〉P√
2∆(ξP+1)
)
, (22)
with the function f(x) being
f(x) ≡ exp(−x
2)
1 + 2√
pi
∫ x
0
exp(−t2)dt . (23)
The value of f(x) equals to unity at x = 0, and it then
rapidly decays to zero as x increases. When x is negative
f(x) rapidly approaches the asymptotic form −2x.
The iterative expression (21) agrees with the belief-
propagation equation reported in Ref. [6] (see also
Refs. [5, 43]). Notice that if ξP+1i has the same (respec-
tively, opposite) sign of σP+1, the value of 〈Ji〉P+1 in-
creases (respectively, decreases) from 〈Ji〉P by an amount
(1 − 〈Ji〉2P )RP . Equation (21) therefore implements a
specific Hebbian rule of experience accumulation. Notice
6also that 〈Ji〉P = ±1 are two fixed points of Eq. (21), so
if 〈Ji〉P is wrongly estimated to be (say) −1 while the
truth value is Ti = +1, there is no chance to correct this
mistake by further learning. To ensure that the iteration
process is able to escape from a wrong fixed point, we
therefore slightly modify Eq. (21) as follows:
〈Ji〉P+1 = 〈Ji〉P + σP+1ξP+1i W
(〈Ji〉P )RP , (24)
where the weighting function W
(〈Ji〉P ) by default is
equal to 1 − 〈Ji〉2P , but W
(〈Ji〉P ) = W0 if the sign of
σP+1ξP+1i is opposite to that of 〈Ji〉P and at the same
time 1 − 〈Ji〉2P < W0. The precise value of the cut-
off parameter has a weak effect on the learning perfor-
mance. After some preliminary experiments we finally
set W0 = 8× 10−3.
To determine the numerical value of the magnitude
factor RP , we need to compute the numerical value of
the overlap variance ∆(ξP+1). The first summation of
Eq. (13) is of order N and is easy to compute. On the
other hand, it is quite complicated to compute the sec-
ond summation of Eq. (13). In this work we make the
simplest approximation of independence among different
weight variables, that is, 〈JiJj〉P ≈ 〈Ji〉P 〈Jj〉P . Under
this additional approximation then
∆(ξP+1) ≈
N∑
i=1
(
1− 〈Ji〉2P
)
, (25)
and it is completely independent of ξP+1. This indepen-
dence approximate expression is commonly adopted in
the literature (see, e.g., [6, 44]), it amounts to approxi-
mate the probability distribution PP (J) by a factorized
form. To improve the numerical accuracy of computing
the mean weight values, the next step is to include at
least partially the correlations between the weight ele-
ments (see, e.g., discussions in Refs. [16, 44] concerning
the continuous Perceptron). We leave this demanding
issue for future work. (More discussion is made in Sec-
tion VI on weight correlations.)
We now test the performance of the simple designing
principle (15). The following straightforward inference
rule is adopted in the computer simulations: At the end
of the P -th learning stage, the inferred truth vector Tˆ P ≡
(TˆP1 , Tˆ
P
2 , . . . , Tˆ
P
N ) is simply the sign vector of the mean
weights 〈Ji〉P , with
TˆPi = sign
(〈Ji〉P ) . (26)
The relative inference error is defined as the relative
Hamming distance between the inferred weight vector
Tˆ P and the teacher’s weight vector T , that is
d(Tˆ P ,T ) ≡ 1
N
N∑
i=1
|TˆPi − Ti|
2
. (27)
Before testing the active learning mode, we first con-
sider the random passive learning mode, in which ev-
ery newly introduced training pattern is drawn indepen-
dently and uniformly at random from the set of 2N Ising
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FIG. 3: The performance of passive online learning. The P
training patterns are fed to the student sequentially and they
are independent random N -dimensional Ising vectors. The
pattern density is α = P/N . The total number of simulated
independent online learning trajectories is N = 104. (a) The
mean inference error, i.e., the mean fraction of incorrectly
inferred teacher weights. The inset shows the tail part of
the numerical data in semi-logarithmic scale. (b) The success
fraction, i.e., the fraction of simulation trajectories in which
the inferred weight vector is identical to the teacher’s weight
vector.
patterns. The mean value of the relative inference er-
ror of this passive mode, averaged over N = 104 simu-
lated independent online learning trajectories, is shown
in Fig. 3(a) as a function of pattern density α. We find
that when α < 5, the curves of mean inference error for
different system sizes N are well superimposed onto each
other, while for α ≥ 5 the mean inference error saturates
to a small positive level whose height slightly increases
with system size N [see inset of Fig. 3(a)].
As another measure of performance we consider the
success fraction, which is defined as the probability that
the inferred weight vector Tˆ P is identical to the truth
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FIG. 4: Same as Fig. 3, but for active online learning under
the designing principle (15). Error-free inference is achieved
at pattern density α ≈ 2.23.
vector T in repeated independent run of the whole on-
line learning process. For example, if Tˆ P = T in 4000
out of 10, 000 independent runs then the success fraction
is 0.4 at this particular pattern density α = P/N . Notice
that the success fraction is not necessarily a monotonic
function of α because it is possible that Tˆ P = T but
Tˆ P+1 6= T . The success fraction of passive online learn-
ing is shown in Fig. 3(b) as a function of pattern density
α. We find this fraction is first identical to zero for small
α values, it then increases quickly when α exceeds 4 and
finally fluctuates around a plateau level. Since the height
of the plateau level decreases considerably with system
size N , error-free inference will be impossible in the ther-
modynamic limit of N →∞.
When constraint (15) is imposed in designing each new
training pattern, we find that the learning performance
is greatly enhanced. As shown in Fig. 4(a), the mean in-
ference error reaches below 10−3 as the pattern density α
is increased up to 2.2 and it then quickly drops to zero as
α further increases slightly. The dramatic effect of active
learning is most clearly demonstrated by the difference
between Fig. 4(b) and Fig. 3(b). We see from Fig. 4(b)
that the curve of success fraction becomes more and more
sharper as the system size N increases, and all these dif-
ferent curves intersect at approximately the same value
of α. Similar system size-dependent behaviors are com-
monly observed in finite-size scaling studies of continuous
phase transitions [45]. We conjecture that a well-defined
dynamical phase-transition to perfect inference will occur
at the value of α ≈ 2.23 in the thermodynamic limit of
N →∞. More thorough theoretical investigation on the
large N limit of this learning dynamics will be carried in
a follow-up paper.
V. ADDITIONAL ORTHOGONALITY
CONSIDERATIONS
When a new training pattern ξP+1, constrained by
Eq. (15) but otherwise being maximally random, is sam-
pled by simulated annealing [Eq. (17)], it is conditionally
independent of all the earlier training patterns given the
values of 〈Jj〉P . But since the mean weights 〈Jj〉P are
determined through the accumulative mechanism (24),
Eq. (15) indeed brings complicated correlations between
ξP+1 and all its predecessors. If ξP+1 happen to be
relatively similar to some of the old training patterns,
its power in promoting active inference will be compro-
mised [23, 46]. According to the geometric picture un-
derlying the exact designing principle (6), it should be
beneficial to explicitly require (at least approximate) or-
thogonality between ξP+1 and the training patterns in-
troduced during the last M steps.
To implement these additional orthogonality con-
straints, we modify the energy function of the simulated
annealing process as follows:
E(ξ) =
∣∣∣ N∑
i=1
〈Ji〉P ξi
∣∣∣+ λ
min(P,M)∑
µ=1
( N∑
j=1
ξP+1−µj ξj
)2
min(M,P )
. (28)
The second energy term is equal to the average squared
overlap between ξ and an old pattern ξµ. The parameter
λ controls the relative importance of the additional or-
thogonality constraints. In the present work we set λ = 1,
and considering that there are N mutually orthogonal
vectors in an N -dimensional space, we set M = N − 1.
(We have not yet tried to optimize the values of λ and
M .) Each new training pattern is then sampled by sim-
ulated annealing starting from an initial completely ran-
dom pattern. The only difference is that the energy func-
tion in Eq. (17) now takes the form of Eq. (28).
The performance of the modified online learning al-
gorithm is shown in Fig. 5. We find that error-free in-
ference of the teacher’s weight vector can be achieved
with high probability after encountering P ≈1.9N train-
ing patterns. Compared with the results of Fig. 4, the
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FIG. 5: Same as Fig. 3 and Fig. 4, but for active online
learning under the designing constraint (15) and the addi-
tional orthogonality constraints, see Eq. (28). The number of
stored training patterns is set to be M = N−1.
additional orthogonality considerations indeed lead to a
remarkable boost to the learning efficiency.
It may be possible to further improve the learning
performance by optimizing the parameters λ and M of
Eq. (28). Furthermore, the energy function (28) may not
necessarily be the best way to incorporate both the de-
signing constraint (15) and the additional orthogonality
constraints. For example, it may be even better to con-
sider all the P old patterns (instead of only the last M
ones) with non-uniform weighting factors.
VI. DISCUSSION
In this work we considered the Bayesian active learn-
ing principle (6) to infer the teacher’s weight vector of an
N -dimensional Ising perceptron. Each new Ising train-
ing pattern is not randomly drawn as in passive learn-
ing but is designed with the aim of splitting the current
version space into two equal sub-spaces. This designing
principle was exactly implemented for small systems to
achieve error-free inference using only N training samples
(Fig. 2). When exhaustive enumeration becomes unfeasi-
ble for large systems, we derived a simple constraint (15)
based on this principle and demonstrated that error-free
inference is achievable with P ≈ 2.3N training samples
(Fig. 4). The number of training samples was further
reduced to P ≈ 1.9N after imposing additional orthogo-
nality constraints on the training patterns (Fig. 5). On
the other hand, the deductive reasoning algorithm dis-
cussed in this paper is guaranteed to achieve error-free
inference with at most N+log2N queries and therefore
is much superior to the Bayesian strategies discussed in
Secs IV and V.
In deriving the constraint Eq. (15) from the Bayesian
principle (6), we have approximated the overlap probabil-
ity profile PP (q|ξ) [Eq. (11)] by a Gaussian distribution.
Maybe this Gaussian assumption is only valid for suffi-
ciently small values of the pattern density α. With the
addition of training patterns, the volume of the version
space becomes more or more small. At the same time the
shape of the version space may become more and more ir-
regular. One highly possible scenario is that, when α ex-
ceeds certain threshold value, the version space breaks up
into many well-separated sub-spaces with each of them
having a different set of mean weight values {〈Ji〉P }. As
a consequence, the overlap probability profile PP (q|ξ)
should be described as a weighted sum of many distinct
Gaussian distribution functions (one for each version sub-
space), and then Eq. (15) should be modified accordingly.
From the academic point of view, active learning in
the presence of ergodicity breaking is a very interesting
challenge. With an accurate approximation to the over-
lap probability profile PP (q|ξ), the efficiency of the ac-
tive learning process may closely approach the theoretical
limiting value of α=1. We hope that significant theoret-
ical and algorithmic progresses will be made in the near
future on this important research issue.
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Appendix A: Derivation of Eq. (21)
The quantity A+i as defined by Eq. (20a) is just the
conditional probability of the random value x defined by
x = σP+1(ξP+1i +
∑
j 6=i ξ
P+1
j Jj) being positive among
all the weight vectors J ∈ Σi+P . The mean value of this
9random variable x is
σP+1
(
ξP+1i +
∑
j 6=i
ξP+1j 〈Jj〉i+P
)
, (A1)
and its variance is∑
j 6=i
(
1− (〈Jj〉i+P )2
)
+
′∑
j<k
2ξP+1j ξ
P+1
k
(〈JjJk〉i+P − 〈Jj〉i+P 〈Jk〉i+P ) , (A2)
where
∑′
j<k means the summation is over pair of indices
j, k ∈ {1, 2, . . . , N} satisfying j < k and j, k 6= i. In the
above two expressions, 〈Jj〉i+P denotes the mean value of
Jj in the version space Σ
i+
P and similarly for 〈JjJk〉i+P .
To proceed, let us approximate 〈Jj〉i+P simply by 〈Jj〉P
and assume that 〈JjJk〉i+P = 〈Jj〉i+P 〈Jk〉i+P . The variance
(A2) then simplifies to be ∆(ξP+1)− (1− 〈Ji〉2P ) and af-
ter neglecting the correction term (1 − 〈Ji〉2P ), is finally
approximated to be ∆(ξP+1), where ∆(ξP+1) is com-
puted according to Eq. (25). Under the assumption that
the probability profile of the random variable x is well
approximated by a Gaussian distribution, we obtain the
following integration expression for the conditional prob-
ability A+i :
A+i =
1√
2pi∆(ξP+1)
+∞∫
0
exp
(
−
(
x− σP+1ξP+1i − σP+1
∑
j 6=i ξ
P+1
j 〈Jj〉P
)2
2∆(ξP+1)
)
dx . (A3)
An approximate expression for the conditional probability A−i as defined by Eq. (20b) can be derived by the same
way:
A−i =
1√
2pi∆(ξP+1)
+∞∫
0
exp
(
−
(
x+ σP+1ξP+1i − σP+1
∑
j 6=i ξ
P+1
j 〈Jj〉P
)2
2∆(ξP+1)
)
dx . (A4)
The above two expressions are still not very convenient for numerical computations. By treating ξP+1i (1 − 〈Ji〉P )
and ξP+1i (1 + 〈Ji〉P ) as expansion small quantities with respect to the sum
∑N
j=1 ξ
P+1
j 〈Jj〉P , we obtain that
A+i = A+ ξ
P+1
i (1− 〈Ji〉P )δA , (A5a)
A−i = A− ξP+1i (1− 〈Ji〉P )δA , (A5b)
where
A =
1√
2pi∆(ξP+1)
+∞∫
0
exp
(
−
(
x− σP+1∑Nj=1 ξP+1j 〈Jj〉P )2
2∆(ξP+1)
)
dx , (A6a)
δA =
1√
2pi∆(ξP+1)
exp
(
−
(∑N
j=1 ξ
P+1
j 〈Jj〉P
)2
2∆(ξP+1)
)
. (A6b)
By inserting Eq. (A5) into Eq. (19) we obtain the experience accumulation formula (21).
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