Surveys are frequently used to inform consequential decisions about teachers, policies, and programs. Consequently, it is important to understand the validity of these instruments. This study assesses the validity of measures of instruction captured by an annual survey by comparing survey data with those of a validated daily log. The two instruments produced similar rankings of the frequency with which teachers use particular practices but more than three fourths of the teachers in the study were found to overreport their instruction on the annual survey. Multilevel models revealed a number of teacher and school characteristics related to survey reporting error. The study's implications for users of survey evidence are discussed.
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Educational Policy 31 (1) policymakers and educational leaders are increasingly interested in collecting valid evidence of the quality of instruction in hopes that it helps them understand how well teachers are teaching and teachers' influence on students. Selfreport surveys are commonly used for these purposes (Camburn & Han, 2011; Desimone & Le Floch, 2004; Mayer, 1999) . Self-report surveys have a number of distinct advantages over other strategies of measuring instruction-they are less expensive and less burdensome than most other options, and they are particularly well suited at demonstrating how instruction varies across large numbers of students, teachers, and settings. There is ample evidence of the validity of self-report surveys for measuring teaching and teachers' work from both validity studies (Burstein et al., 1995; Camburn, Huff, Goldring, & May, 2010) , and empirical investigations of teaching and factors related to it. However, there is also evidence that casts doubt on the validity of measures of instruction from self-report surveys. For example, Desimone and Le Floch (2004) found that some teachers in their sample had difficulty understanding concepts asked about in survey items, and Mullens et al. (1999) found survey reports of learning objectives, classroom activities, and the use of instructional materials to be less accurate than daily log reports of these same aspects of instruction. The body of research that has examined the validity of teacher surveys is quite small and dated and has other significant limitations, including the use of small teacher samples, and relatively little attention given to factors related to survey inaccuracy. In addition, very little of this research is grounded in the well-established literature on survey research methods. The application of this literature has considerable potential for deepening our understanding of the validity of surveys used in education research as it provides useful explanatory frameworks for why and how survey response errors occur.
This study addresses these limitations by assessing the validity of measures of instruction from an annual survey from a large sample of elementary school teachers. We assess the instrument's validity by comparing data from the survey with those of a validated daily log administered to the same sample of teachers during the same time period. The two instruments measure the same dimensions of instruction and were designed to be compared in this fashion. This strategy of validating a self-report survey covering a long time period (e.g., an entire school year) against a more frequently completed instrument (e.g., a daily log, daily diary, or experience sampling instrument) is common in many social science disciplines. Based on prior research and cognitive perspectives on the survey response process, we conjectured that teachers' reports of their instructional practices on the instruction log and annual survey might differ markedly (Hilton, 1989; Lemmens, Knibbe, & Tan, 1988; Lemmens & Tan, 1992; Smithson & Porter, 1994) . In addition to estimating the overall direction and degree of reporting error in measures of instruction from the annual survey, this study also examined whether error in teachers' survey reports was more prevalent among certain types of teachers or in different types of schools.
Background
We begin with the premise that it is important for educational policymakers and researchers to understand how instruction varies across groups of people (teachers and students) and settings (e.g., classrooms, schools, geographic locations). Self-report surveys, a ubiquitous tool in education, are well suited for producing this sort of evidence. We distinguish between surveys that are administered only once, or administered annually as part of a longitudinal study, and closed-ended surveys that are completed daily. Strictly speaking, both kinds of instruments are self-report "surveys." However, the time frames of these two instruments differ dramatically, with the former requiring teachers to report on periods of a year or more and the latter covering a single day. To distinguish between these two kinds of self-report surveys, we adopt the language of prior studies and refer to one-time and annual surveys as "surveys" and daily instruments as "logs."
Use of Teacher Surveys in Educational Research
Among the various strategies commonly used to measure instruction, surveys are particularly well suited to revealing how instruction varies across groups and settings, in part because they are less expensive than classroom observations, logs, and videotaping. Because of their relatively low cost, surveys can be collected from larger samples, thus permitting analyses of broad patterns of instruction, statistical comparisons of group differences, and examination of relationships between instruction and other variables. Surveys administered to probability samples can be especially informative, because results from such surveys are generalizable to known populations (see, for example, Camburn & Han, 2011 , who document a wealth of such evidence on instruction in the United States generated by studies that use surveys administered to nationally representative probability samples). There are numerous studies in which survey measures of various aspects of teaching and teachers' work have been found to be associated with other variables in theoretically predicted ways (see, for example, Bryk & Schneider, 2002; Camburn & Han, 2011; Cybulski, Hoy, & Sweetland, 2005; Milesi & Gamoran, 2006) . This body of research provides evidence of the predictive validity of a variety of measurements from teacher surveys and underscores the potential of this tool for providing insight into education problems.
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Survey data on how instruction varies across groups and settings inform policy conversations about teaching in a variety of ways. Data from nationally representative surveys are widely used to understand the kinds of instructional experiences that promote student learning and to understand how opportunity to learn (OTL) varies by student subgroups (Camburn & Han, 2011; Schmidt & McKnight, 1995) . For example, evidence from national surveys is routinely used by the federal government to describe instructional patterns and the conditions of classroom instruction across the country (Mullens et al., 1999) . Survey data on classroom instruction are also used to compare countries with one another and explain national differences in test performance (see, for example, Mullis, Martin, Foy, & Arora, 2012 ; Organisation for Economic Co-Operation and Development [OECD], 2013a [OECD], , 2013b .
The validity of group comparisons based on survey data rests on the assumption that the survey measures all groups with relatively equal validity. When survey data are used for consequential purposes, it is important to gauge whether this assumption is met. Other researchers have argued that examining how the reliability and validity of survey data vary across settings and groups of people will help improve our understanding of the quality of data being used to guide policy and reform (Desimone, 2006; Desimone, Smith, & Frisvold, 2010) . Desimone (2006) found that survey measurements of policy constructs varied considerably between teachers, principals, and district administrators. Desimone (2006) observed that these differences could be related to valid differences in the perceptions and experiences of the members of these three groups but might also reflect differential biases or errors in reporting. Clearly, the assumption of equal validity across groups does not hold if Desimone's latter conjecture is true. If systematic reporting errors are observed for a survey instrument, identifying individual or organizational characteristics that explain these errors could be useful for guiding subsequent statistical analyses. For example, it might be possible to adjust estimates for individual and organizational characteristics that are found to be associated with reporting error.
Because educational policy changes are often directed toward changing classroom instruction, the measurement of instruction at scale becomes critical to studying implementation and effectiveness of educational policies and reforms (Desimone & Le Floch, 2004; Desimone et al., 2010; Mayer, 1999) . The research of Bryk, Sebring, Allensworth, Luppescu, and Easton (2010) is a good example of how survey data can be used for this purpose. These researchers used multiple measures of classroom instruction to understand differences in school performance over time and found instruction to be one of five essential elements for school success. As an outgrowth of this work, principals of Chicago Public Schools regularly receive school-specific reports of strengths and weaknesses on multiple factors including classroom instruction, which they can utilize to guide assessment, policy decisions, and subsequent reform (Luppescu et al, 2007) . In another recent example, researchers conducting the Measures of Effective Teaching (MET) study examined the use of student survey reports of classroom instruction to inform evaluation and accountability systems (Bill & Melinda Gates Foundation, 2010) . In sum, surveys play a prominent role in research on classroom instruction and can be important tools in guiding policy discussions on issues related to learning and instruction. Because survey data are used for consequential decision-making by educational policymakers, practitioners, and researchers, we believe having a better understanding of how well surveys measure teaching is both timely and important (Desimone et al., 2010) .
Prior Research on the Validity of Teacher Surveys
Inferences made from survey data are more valid to the extent that the data accurately represent intended instruction constructs. In this study, we focus on the validity of survey instruments for measuring the enacted curriculum in reading comprehension and writing in third grade. Porter (2002) defined the construct enacted curriculum as the amount of instructional time devoted to teaching various strands and/or topics in the school curriculum. This study operationalized the enacted third-grade literacy curriculum with 15 items on which third-grade teachers reported specific ways their students worked on the broad topics of reading comprehension and writing. The 15 items were asked on an annual survey and a daily log, thus permitting the validity study reported here.
A common way of assessing the validity of survey data is to compare it with a benchmark data source that has significantly less measurement error. When the survey and benchmark data are collected during the same time period, this kind of analysis is called a test of concurrent validity. Potential benchmarks include evidence from other data collection instruments, existing records (medical records, administrative records, transcripts), and physical measurements (food intake, blood tests). The evidence from studies that have attempted to validate annual style surveys is mixed. A small number of concurrent validity studies, using daily logs and classroom observations as benchmarks, provide evidence supporting the validity of teacher self-report surveys. For example, Mullens et al. (1999) studied 41 middle and high school mathematics teachers using mail surveys, classroom observations, teacher logs, and interviews. Data from these sources were tightly integrated, as both teachers and observers completed instructional logs, follow-up interviews referencing classroom observations were conducted, and logs were completed by teachers on the day of observation. These researchers found a substantial agreement between teachers' reports of their mathematics instruction on self-administered mail surveys and classroom observations and a strong agreement between surveys and logs for questions measuring the duration of instructional events. Similarly, Mayer (1999) , who compared teachers' self-administered survey answers with observation data, concluded that the survey provided a fairly accurate picture of the duration of reformoriented instructional practices in mathematics.
Other concurrent validity studies in education show that surveys can capture content coverage with considerable accuracy. Burstein et al. (1995) collected homework, quizzes, classroom exercises, projects, and exams from a sample of 70 high school mathematics teachers. Teachers in this study also completed daily logs for 5 weeks. Benchmarks of teachers' instructional activities were created by coding these artifacts, and this information was compared with teachers' survey responses. These researchers found survey measures of instructional content and instructional strategies provided a generally valid picture of classroom instruction, particularly at higher levels of generality (i.e., broad content areas as opposed to specific topics). Among 62 high school math and science teachers, Smithson and Porter (1994) similarly found that correlations between teachers' reports of broad content areas on logs and classroom observations were quite high, ranging between .60 and .93 for most constructs.
However, this same small set of benchmarking studies also produced evidence raising doubts about the accuracy of teacher self-report surveys. For example, based on their comparisons of survey results with coded artifacts, Burstein et al. (1995) concluded that surveys should not be used to measure teachers' instructional goals. Mayer (1999) found evidence that surveys did not provide good measures of the quality of interactions between teachers and students. Smithson and Porter (1994) found that correlations between measures of instructional activity from logs and surveys to generally be quite low-Most were .40 or lower.
There are many factors which may undermine the validity of teachers' self-reports on surveys. Our reading of the literature suggests three factors that may be particularly detrimental-Teachers may fail to understand survey questions, they may perceive social pressure to answer surveys in particular ways, and they may be unable to accurately recall and report what they do on a survey. A cognitive model of the survey response process and research on the role of memory in answering surveys, both drawn from the broader survey methodology literature, provide useful perspectives for understanding these sources of invalidity in teachers' survey responses. Tourangeau and Rasinski (1988) articulated a general cognitive model for answering survey questions. The model stipulates that respondents go through four steps when answering a survey item: (a) they attempt to understand the meaning of the question, (b) they form a judgment based on this understanding, (c) they format their response in accordance with response alternatives presented in the question, and (d) they edit their response before communicating it, reflecting considerations of social desirability and self-presentation. Thus, before respondents can provide an answer on a survey they must first understand what the question means. At the most basic level, respondents must form an understanding of the literal meaning of the words used in the question. But beyond this literal understanding, respondents will also form an understanding of the researcher's intended meaning behind a question. Indeed, two studies have provided evidence that teachers' and researchers' definitions of language used in surveys sometimes differ, and when this occurs, the validity of teachers' responses is undermined (Desimone & Le Floch, 2004; Hill, 2005) .
According to Tourangeau and Rasinski's (1988) model, after respondents have formulated an understanding of what a survey question is asking, they formulate an answer by first forming a judgment about what would be an appropriate response, and then editing the response before giving an answer. Respondents edit survey answers for social desirability and self-presentation in response to norms, incentives, and pressures in their social setting (Tourangeau, Rips, & Rasinski, 2000) . Socially desirable responding that reflects how teachers think they ought to be teaching rather than how they actually teach is thus another potential source of error. In this study, three quarters of the schools in the sample were participating in a comprehensive school reform (CSR) program, which, in some cases, were implemented in strong accountability contexts where teachers may have perceived pressure to report instructional practices advocated by the reform programs. Our statistical analyses examine this issue.
Difficulty recalling past behaviors or events is a leading cause of measurement error in self-report surveys and is the primary source of error examined in this study. When reporting how often they engage in a behavior like teaching, respondents must search their memories of past events. Such memories are either stored with event-specific information (who, what, where), or as generic "categories of events and stereotypical sequences of events" (Tourangeau et al., 2000, p. 69) . Event-specific information is believed to be stored in episodic memory, whereas generic information about events is stored in semantic memory (Tulving, 1983) . Survey responses drawn from episodic memory are believed to be more accurate than responses based on semantic memory.
According to Menon (1994) , the regularity of a behavior and its similarity from one occurrence to another affect the retrieval strategies used by respondents when answering survey questions about that behavior. Generally speaking, behaviors that occur more often are more likely to be stored in semantic memory, and less common behaviors are more likely to be stored in episodic memory. Menon's model further stipulates that behaviors that are similar from one occurrence to the next are more likely to be recalled from semantic memory, whereas behaviors that are less similar during each occurrence are more likely to be recalled from episodic memory. There is a considerable empirical support for Menon's model across a range of disciplines (Anderson, 1983; Linton, 1988; Thompson, Skowronski, Larsen, & Betz, 1996; Wagenaar, 1986; White, 1982) .
The amount of time that elapses between an event and a reporting of the event on a survey also affects how memory is accessed and the accuracy of the survey response because longer reference periods require respondents to consider both greater amounts of time and more events (Tourangeau et al., 2000) . In general, the shorter the elapsed time between an event and a survey response, the more likely it is that respondents will be able to directly access episodic memory. Conversely, the further away in time a survey response gets from the event, the more likely it is that respondents will rely upon semantic memory or estimation strategies. Consistent with these cognitive perspectives, daily logs and diaries, that are completed closer to when a behavior or an event occurs, have been found to be more accurate than surveys (Hilton, 1989; Lemmens et al., 1988; Lemmens & Tan, 1992) .
Considering descriptive results from the daily log used in this study in light of these cognitive perspectives suggests how recall failure might cause errors in reports of instruction on annual surveys. Based on daily log data, we estimate that teachers report approximately 15 distinct instructional practices in literacy per day. This suggests that in completing a daily instrument, teachers may need to recall up to 15 different instructional events. Extrapolating this estimate to the typical 140-day school year that comprises the reporting period for the typical annual survey yields approximately 2,100 instructional events that teachers would have to consider in formulating a response to such a survey. Bear in mind that this is an estimate for a single student. Teachers' task of recalling instructional events is even more complicated to the extent that they differentiate instruction among students. Even if this is an overestimate (teachers may have used multiple log items to describe a single instruction event), it seems very likely to us that in reporting their instruction on an annual survey, teachers draw heavily upon less accurate semantic memory and use estimation strategies. Conversely, in reporting their instruction on a daily log, we believe that teachers will be more likely to directly access their memories of specific instructional events throughout the day, thus yielding more accurate reports on the daily instrument.
While the existing studies provide important insight into the validity of surveys for measuring instruction, they also have limitations that are addressed by this study. None of the prior studies gauge the validity of survey reports of reading, English or language arts instruction; all were conducted with fairly small samples of teachers; the studies do not provide precise estimates of the magnitude of survey reporting error and finally, none of the studies examine teacher, classroom, and school characteristics associated with measurement error. Addressing these limitations, this study investigates two research questions:
Research Question 1: How consistent are teacher reports of the enacted curriculum from daily logs and annual surveys? Research Question 2: What teacher, classroom, and school characteristics are associated with differences in annual survey and daily log reports of the enacted curriculum in reading comprehension and writing instruction?
In addressing these questions, we seek to strengthen the knowledge base on the validity of using surveys with long reference periods for measuring instruction.
Method
This study uses data from a sample of 245 third-grade teachers in 103 public elementary schools. Table 1 describes the teacher and school samples. Sample schools are located in large (central city population of 250,000 or more) and medium (central city population of less than 250,000) metropolitan areas comprised of a central city and the urban fringe surrounding the city. Compared with schools across the nation located in such metropolitan areas, sample schools serve higher percentages of African Americans and students receiving free/reduced-price lunch, and lower percentages of White students (Rowan & Miller, 2007) . Sample schools are also more highly concentrated in the central cities of large metropolitan areas.
Data for this study come from an investigation of three widely adopted CSRs: Accelerated Schools Project (ASP), America's Choice (AC), or Success for All (SFA). Three fourths of sample schools participated in these programs, while the remaining schools did not. The schools that did not participate in the three CSR programs are located in the same districts as the CSR participants and are demographically similar.
While the CSR programs are not a major substantive focus of this study, we believe that variation in CSR participation among sample schools provides a useful window for examining reform implementation as a contextual variable that might influence teachers' reporting of their instruction. One way this might occur is through personal participation in the program. Participating in a CSR program, particularly one that advocates specific literacy instruction practices, might make a teacher more aware of those practices and might, in turn, affect the accuracy of their reports on an annual survey. A second way in which working in a school implementing a CSR program might affect teachers' survey responses is that reporting practices advocated by the CSR program might be perceived as socially desirable by teachers.
These unique characteristics of sample schools mean that the study's results cannot be generalized to the nation as a whole, and may also not generalize particularly well to the population of all urban schools. Instead, our results are most directly applicable to elementary school teachers in public schools located in large urban and disadvantaged settings.
Instruments
The annual teacher survey that is the focus of this study is a self-administered questionnaire completed by teachers at the end of the school year. The survey is a 28-page booklet that took approximately 60 min to complete. The survey design and data collection procedures were modeled after Dillman's (1991) Total Design Method, which outlines empirically tested procedures that have been shown to reliably yield high response rates and reduce measurement error. Procedures used in this study included the following: advance notification letters, multiple questionnaire mailings, the inclusion of questions that were salient to teachers, and the use of questionnaire formatting that eased the task of understanding and answering questions. Response rates for the teacher survey varied slightly from year to year but averaged about 72%. This study provides the first concurrent validity test of the annual survey. A number of studies that have utilized data from the annual teacher have found theoretically predicted, statistically significant relationships between variables measured by the survey, thus providing evidence of the predictive validity of the instrument (Camburn & Han, 2009; Camburn, 2010) . Like previous studies in education (Burstein et al., 1995; Mullens et al., 1999; Smithson & Porter, 1994) and other fields (Hilton, 1989; Lemmens et al., 1988; Lemmens & Tan, 1992) , we used data from a daily instrument as a benchmark for assessing the validity of the teacher survey. The daily language arts log used for this purpose is a four-page self-administered questionnaire on which teachers reported the instructional experiences of a target student for a single school day. A random sample of eight students was selected and recruited from each classroom. Teachers were trained by field staff to use the log and were provided with a 26-page glossary containing item-by-item definitions of terminology used in the log. Response rates for the instructional log ranged from 82% to 92% over the course of the study, with an average of 85%. The annual teacher survey, daily logs, and log glossaries can be downloaded from this website http://sii.soe.umich.edu/ instruments/.
Teachers selected for analysis had to have completed a teacher questionnaire and at least two daily instructional logs. On average, teachers in the sample completed 41.7 logs and only 9% of our analytic sample completed less than 10 logs. 
Rationale for Validity Analyses
We assessed the validity of an annual survey for measuring the enacted thirdgrade literacy curriculum through a test of concurrent validity in which data from the annual survey were compared with benchmark data from a daily log. We offer four reasons for using data from the daily log as a validation benchmark. First, there is considerable evidence that the daily log accurately measures the enacted curriculum in third-grade classrooms, thus indicating the construct validity of evidence from the daily log. A rigorous validation of the daily log was conducted as part of this study's parent project, the Study of Instructional Improvement (SII; Camburn & Barnes, 2004) . In the validation study, teachers were observed by two researchers on a day on which they completed a log. In addition to recording a narrative of classroom activity, observers also completed daily logs themselves. At the end of the day, observers and teachers participated in a follow-up interview in which differences between teachers' and observers' logs were discussed. Evidence from classroom observations and follow-up discussions with teachers provided direct evidence of the enacted curriculum on observation days. Two published reports of the log validity study found a generally strong correspondence between this direct evidence and evidence from teachers' daily logs (Camburn & Barnes, 2004; Hill, 2005) . Based in part on the log validity study results, SII researchers chose daily logs over third-party observations to measure the enacted curriculum in a large-scale investigation of instructional improvement in urban schools (Rowan, Camburn, & Correnti, 2004) .
Second, in developing the daily log, considerable steps were taken to use language that would be commonly understood by teachers. During pretesting of the daily log, teachers' understanding of the meaning of terminology used in log items was assessed in a series of focus groups, and numerous items were revised as a result.
Third, the annual survey and daily log were designed to measure the enacted literacy curriculum in third grade, and were designed to conduct the comparative analyses undertaken for this study (Rowan et al., 2004) . A set of 15 common items measuring the enacted literacy curriculum were included in both instruments. With only a few exceptions, the wording of items was exactly the same on both instruments. Teachers also reported on comparable groups of students on the two instruments. On the teacher survey, teachers reported on a target class to whom they taught reading, while on the log, they reported on a random sample of students to whom they taught reading. The 15 questions common to both instruments are listed in Table 2 .
Finally, Menon's (1994) cognitive perspectives on survey response and a considerable body of evidence supporting those perspectives provide further support for our stance that daily logs provide a reasonable benchmark for assessing the validity of an annual survey. Consistent with Menon's ideas about the influence of a survey's recall period on memory retrieval, a number of studies have found that daily logs and diaries that are completed closer to when a behavior or an event occurs are more accurate than surveys with longer reporting periods such as the annual teacher survey under study (Hilton, 1989; Lemmens et al., 1988; Lemmens & Tan, 1992) .
Like any measurement strategy, however, daily logs are not immune to reporting errors. For example, Unge et al. (2005) found a good agreement for the occurrence of work tasks between diaries and observations but found that brief tasks were underreported on diaries. In assessing the validity of the daily log, Camburn and Barnes (2004) found that teachers sometimes did not report frequently occurring classroom activities on the log. Despite these limitations, we believe that the daily log provides a useful benchmark against which to evaluate the teacher survey.
Data from the two instruments were recoded to place them on comparable scales. Daily log data were recoded in two steps. First, log reports were aggregated into a single data record per teacher resulting in a set of items, which measured the proportion of days on which a teacher checked a particular item. These proportions were then multiplied by 20 (the typical number of instructional days per month) yielding items measuring the number of instructional days per month that teachers used a particular practice. Annual survey items were placed on a comparable "days per month" response scale by recoding the original ordinal scale as follows: "never" = 0, "less than once a month" = 1, "1-3 times per month" = 2, "1-2 times per week" = 6, "3-4 times per week" = 14, and "everyday" = 20.
There is some evidence that recoding procedures such as those used for the annual survey data might affect the variance of the imputed variable and subsequently reduce its correlation with other variables (Heeringa, Little, & Raghunathan, 2002) . For this study, reduced correlations between teachers' annual survey and daily log reports would underestimate the amount of agreement between the two instruments. To test whether our recoding of annual survey data had this effect, we fit two multilevel models, which nested teachers' mean responses to multiple daily log items within teachers within schools. The outcome variable for both models was thus the proportion of days teachers used various instructional practices. In one model, we used teachers' raw responses to annual survey items as a predictor of their mean log response, and in another model we used the imputed version of the annual survey items as a predictor. The results of these two models were nearly identical leading us to conclude that our choice of imputation procedures did not substantially affect the estimation of the difference in teachers' responses to the two instruments and inferences drawn about those differences.
Statistical Analysis
To investigate factors associated with measurement error in teachers' survey reports, we fit two-level hierarchical linear models (HLMs). Variables included in statistical models are described in Appendix A. The outcomes in these models are the differences in teacher reports between the teacher survey and daily log for the 15 items measuring the enacted curriculum. Visual inspection of the outcome variables revealed that they were positively skewed because of the relatively high proportion of teachers whose annual survey and log responses differed by less than 5 days per month. Despite this skewness, the outcome variables still had a generally normal shape. The HLMs estimated the differences in individual teachers' responses on the daily log and annual surveys as a function of teacher and classroom characteristics (Level 1) and school contextual characteristics (Level 2). The specific teacher-level characteristics we used were teachers' gender, race, teaching experience, a measure of their content knowledge, and whether they individualized instruction. The classroom characteristics we examined included class size and the average achievement level of the class. The school characteristics we examined were school average socioeconomic status (SES), average achievement, a measure of the accountability pressure faced by the school, and the school reform program a school participated in. The statistical equations for these models are included in Appendix B.
Predictors for all models were centered around their grand means, which means that model intercepts represent the expected outcome for a teacher whose value on all predictors is equal to the grand mean of those predictors. In addition, all continuous predictor variables were standardized (M = 0, SD = 1), so that coefficients can be interpreted as standardized regression coefficients. We chose this metric because it permits direct comparisons of the sizes of the effects of different independent variables that are measured on different scales.
In addition to the HLM analyses, we also present descriptive statistics which illustrate patterns of discrepancies between teachers' reports on the survey and log.
Results
We first attempted to understand the general patterns in the differences between teachers' reports on the annual survey and daily log by correlating teachers' responses on the two instruments. Table 2 presents correlations for each of the 15 items measuring the enacted third-grade literacy curriculum. From these correlations, we can see if teachers, who reported using a particular instruction strategy more often, also tend to report doing that same strategy more often on the daily log. Correlations of teachers' reports of the enacted curriculum in third grade on the two instruments were all positive, and low to moderate in magnitude, ranging from .17 for the item "Activating prior knowledge" to .36 for the items "Worked on concept maps, story maps, text structure, frames" and "Revised writing by refining or reorganizing." The size of the correlations is similar to that of correlations between teacher logs and surveys reported by Smithson and Porter (1994) . The fairly wide range of the correlations suggests that discrepancies between teachers' survey and log reports vary considerably across instructional practices. From this first analysis, we conclude that teachers' reports of their instruction on the annual survey are only modestly related to their reports on the daily log.
While the correlations show the general degree of correspondence between teachers' reports of their instruction on the two instruments, they do not indicate the direction or the magnitude of the differences in teachers' reports. We conducted additional descriptive analyses to get a better understanding of the practical implications of the modest correlations between the two instruments.
For each of the 15 instructional practices measured, Table 3 displays the estimated means from the annual survey and daily log, the mean difference between teachers' reports on the two instruments, the percentage of teachers whose log and survey reports matched exactly, and the percentages of teachers whose survey reports under-and overreported their instruction when compared with their log report. To highlight differences between the two instruments, items are sorted in ascending order of the means of our benchmark instrument, the instructional log. Table 3 makes three points readily apparent: (a) the two instruments rank order instructional practices similarly with respect to their estimated frequency of occurrence, (b) the survey systematically overstates the frequency of all instructional practices measured, and (c) the degree of overstatement varies considerably from practice to practice.
One of the most common uses of survey measures of instruction is to compare the incidence of different instructional practices. In their review of two decades of research on instruction from large-scale surveys, Camburn and Han (2011) found that more than half of the studies they reviewed relied exclusively on descriptive statistics to describe the incidence of different practices. Table 3 shows that estimates from the annual survey and daily log rank order instructional practices with respect to frequency very similarly. For example, we found that both instruments indicated that the third-grade students in the classrooms of sampled teachers spent the most time activating prior knowledge and answering questions that have answers directly stated in the texts they read. Similarly, both the daily log and the survey estimated that three kinds of writing tasks-having students write letter strings and words, write extensive answers to questions, and produce written literature extension projects-were the least frequently implemented practices among the thirdgrade teachers in the sample.
Despite these similarities, the survey consistently overstated the frequency of all instructional practices measured. For all 15 items, a majority of teachers overreported their instruction on the annual survey, and for every item, the difference between the mean log response and the mean survey response is statistically significant. 1 Overall, more than three quarters of all teachers (77%) overreported their instruction on the survey with percentages for specific instructional practices ranging from 63.35% to as high as 90.39%. Overall, we estimate that teachers' annual survey reports overstate the frequency with which they use a particular practice by 4.41 days per month with estimates for specific items ranging from approximately 3 to 5 days per month. For example, on the daily log, teachers said students answered questions that have answers directly stated in the text and activated prior knowledge approximately 8 days per month. These same teachers reported on the annual survey that their students engaged in these Mullens et al. (1999) who found that when teachers' survey and log reports disagreed, survey reports tended to understate the frequency of instructional practices. There are considerable differences between our study and that of John E. Mullens et al. (1999) , which might account for the differences in findings. The two studies examined instruction in different academic subjects (we focus on literacy, Mullens et al., 1999 , focused on mathematics) and education levels (we focus on third grade; Mullens et al., 1999 , focused on Grades 8-12). Reporting reference periods for the two studies also differed. For this study, the reporting period for the survey was a year but was a single semester for Mullens et al. (1999) . And for this study, the reporting period for the logs was three, 6-to 8-week periods spread throughout the school year, whereas the log reporting period for Mullens et al. (1999) was a single 4-week period. The descriptive analyses in Table 3 also show that the degree to which annual reports of instruction differed from daily reports varied considerably from practice to practice. The percentages of teachers who under-and overstated different teaching practices on the survey were also quite variable. While much of this practice-to-practice variation appeared unsystematic, the percentage of teachers whose log and survey answers matched exactly did systematically vary along with the frequency with which practices occurred (as measured by the log). Specifically, we found that the percentage of teachers whose answers on both instruments matched exactly decreased as the frequency with which an instructional practice occurred increased. This result suggests that teachers' survey reports of less frequently occurring practices might have been more accurate than their reports of more common practices which is generally consistent with cognitive perspectives on the survey response process, which stipulate that less common behaviors are more likely to be stored in episodic memory and thus more accurately recalled (Menon, 1994; Tourangeau et al., 2000) . The significance with which we regard this result is tempered given the relative rarity of teachers providing the same answers on both instruments. Tables 2 and 3 shed light on the direction and magnitude of differences between teachers' answers on the annual survey and daily log but leave many questions unanswered. A significant limitation of these results and those of the other benchmarking studies previously discussed is that they do not address whether survey reporting error is more likely for particular kinds of teachers or particular kinds of schools. The next stage in the analysis was to examine whether teachers with different background characteristics and from different kinds of schools were more or less likely to over-or underreport their teaching practices on the annual survey. To address this question, separate HLMs were fit for each of the 15 items measuring the enacted curriculum. The results of these models are displayed in Tables 4, 5 , and 6.
We first used unconditional models (no predictors at any level) to examine what proportion of the variation in discrepancies in teachers' survey and log reports were associated with teachers themselves and what proportion was connected with the schools in which they worked (Table 4) . For many items, we found that knowing what school a teacher worked in accounted for very little of the discrepancies between their answers on the survey and daily log. For example, for 5 of the survey items less than 5% of the variation in discrepancies between the two instruments was associated with teachers' schools. In contrast, for 3 of the 15 items, survey/log discrepancies varied substantially from school to school. For teachers' reports of how much their students revised their writing by refining and reorganizing, refined their writing through elaboration, and answered questions that required inferences, 23% or more of the variation in reporting discrepancies was attributable to teachers' work environments rather than their personal characteristics. These results suggest to us that mis-reporting instruction on surveys likely has multiple causes, some of which may be associated with certain school contextual conditions, while others may be related to the background, beliefs, and motivations of the teachers completing the survey. These results also suggest to us that the factors that influence reporting error on teacher surveys do not affect all aspects of instruction equally.
Teacher and Classroom Characteristics Associated With Survey Reporting Discrepancies
We next investigated whether discrepancies between teachers' annual survey and daily log reports were greater for different kinds of teachers and classrooms. Statistically significant effects for a subgroup might indicate that teachers in the subgroup had greater difficulty accurately remembering and reporting their practices on the annual survey. Significant effects might also indicate that reports of subgroup members were more affected by socially desirable response bias. When interpreting the findings of the statistical models presented here, it is worth bearing in mind that null results are desirable because they indicate that the survey measures particular subgroups of teachers, classrooms, or schools equally well.
Level 1 of the models contained predictor variables for nine teacher and classroom characteristics (independent variables are described in Appendix A). Recall that the outcome measures in the HLMs are the differences between a teachers' answer on a survey item and their answer on the equivalent daily log item. The metric of both sets of items was days per month, so the outcomes indicate by how many days per month teachers' reports on the two instruments differ. Positive values indicate that teachers reported engaging in the practice more frequently on the annual survey than on the log. Negative values indicate that the opposite was true. The reference teacher for the results presented in Tables 5 and 6 is a White male in a comparison school who was at the mean on all continuous independent variables.
We found that discrepancies between teachers' survey and log reports of their instruction were generally not strongly associated with their demographic characteristics nor the characteristics of their classrooms. Indeed, the vast majority of relationships tested for teacher-level predictors in the HLMs did not reach statistical significance. Female teachers were no more likely than males to over-or underreport their instruction on the survey, nor did we observe any significant differences among racial/ethnic groups. Two predictors that characterize teachers' classrooms-class size and average achievement level-were not statistically significant for most items, though teachers whose average classroom achievement was 1 standard deviation above the mean were predicted to overreport how often their students edited capitals, punctuation, or spelling by an additional 1 day per month. The general lack of significant effects of teacher-level predictors also suggests to us that, at least in terms of the factors examined, reporting errors on the annual survey generally do not reflect bias among specific teacher subgroups. A measure indicating whether teachers individualized instruction for their students was included in the models. We conjectured that the instructional practices of teachers who provide individualized instruction to their students would tend to be more variable and less similar from one occurrence to the next. According to Menon's (1994) cognitive model, highly variable activities like these are more likely to be stored in episodic memory, which is less readily accessed when surveys require recall over long periods of time. Consequently, we hypothesized that individualizing instruction would make it more difficult for teachers to accurately report what they did on the survey. We found very little support for this hypothesis as the predictor for individualizing instruction was statistically significant for only one item. Teachers' who reported individualizing instruction more tended to report the frequency with which their students wrote letters, strings, or words with less accuracy.
We also tested whether survey reporting error is associated with teachers' experience and expertise. We found evidence supporting the idea that teachers with greater content knowledge for literacy teaching reported their literacy instruction on annual surveys with slightly more accuracy than average. For 4 of the 15 items, we found statistically significant negative effects of teachers' literacy teaching content knowledge, indicating that the higher the teachers' score on the knowledge measure, the smaller the discrepancies between their survey and log answers. More specifically, teachers with higher content knowledge for literacy teaching appeared to more accurately report their students' work on literature extension projects, writing extensive answers to questions, participating in thinkalouds, and writing brief answers to questions. For example, whereas the reference teacher was predicted to overstate how often their students worked on literature extension projects by 2.97 days per month, a teacher, whose content knowledge for literacy teaching was a standard deviation above the mean, was predicted to overstate this practice on the survey by only 2 days per month (2.97 + −0.96). We conjecture that teachers with stronger content knowledge for teaching might be more aware of what they teach and when they teach it than less knowledgeable teachers, and that this awareness might have allowed them to report their instruction on the annual survey with greater accuracy. There is some basis for this conjecture in research on expertise, which indicates that expertise grows out of experience and is exercised in part by recalling past experiences from memory. However, while our evidence supports fairly robust inferences about the impact of elapsed time on survey reporting error, we are on less solid ground when it comes to drawing inferences about the influence of teachers' knowledge on reporting error.
School-Level Factors Associated With Measurement Error
In the final stage of the analysis, we tested whether characteristics of the contexts in which teachers worked were associated with greater discrepancies in their annual survey and daily log reports. In particular, we were interested in seeing whether teachers' contexts affected the accuracy of their survey responses, and whether teachers in particular contexts were more prone to socially desirable reporting due to perceived pressures in their environment. The majority of the school-level predictor variables had insignificant effects. Neither schools' average SES level nor schools' average achievement level was a significant predictor of the accuracy of teachers' reports of the enacted third-grade literacy curriculum on the survey.
We conjectured that schools' participation in a CSR program might be a significant contextual factor affecting teachers' reports of their instruction. As mentioned previously, three quarters of all sample schools participated in a CSR program. In fact, two of these programs prescribed specific literacy instruction routines for teachers to implement. A number of schools in the sample were also encouraged to adopt CSR models as a response to accountability pressures to improve student achievement. We conjectured that teaching in a school that adopted a CSR program might affect teachers' survey responses by exerting social pressure to report practices advocated by the program. We also conjectured that participating in professional development in literacy instruction and reflecting on one's literacy teaching as part of a CSR program might make teachers more attentive to what they were teaching, thus making their survey reports more accurate. To test these conjectures, we added dummy variables to the Level 2 models indicating schools' participation in the three CSR programs. We also included an explicit measure of accountability pressure placed on schools in the Level 2 models.
We found that for all 15 items, discrepancies in the survey and log reports of teachers in schools implementing SFA were smaller than those of teachers in comparison schools (the reference group) and for more than half of the items (8 of 15), the difference between SFA and comparison school teachers was statistically significant. The difference between SFA and comparison school teachers ranged from 2.07 days per month (writing extensive answers to questions) to 5.85 days per month (writing brief answers to questions). Adding the estimates for SFA teachers to model intercepts produces an estimate of the average discrepancy between the survey and log reports of SFA teachers. For two items (having students work on concept maps, having students activate prior knowledge), the average discrepancy between SFA teachers' survey and log reports was approximately 1 day per month, whereas the predicted discrepancy for comparison school teachers on these items was 3 days per month. For three items (having students generate their own questions, having students write brief answers to questions, having students answer questions requiring inferences), SFA teachers' survey and log reports differed by less than 1 day per month, while differences for comparison school teachers on these same items ranged from 3.67 to 5.85 days.
The SFA program stipulates in great specificity teaching methods teachers should use, with an emphasis on cooperative learning arrangements for students and direct instruction. Because of this great level of specificity, the observed SFA effects may indicate that the program narrows teachers' focus on a particular set of instructional practices in such a way that they become more aware of how frequently they use the practices. SFA also makes use of a number of routines such as a daily 90-min reading block and periodic assessments. It could also be that these routines bring a regularity to teachers' schedules that makes it easier for them to remember what they did and then report it on a survey. As previously noted, cognitive perspectives on the survey response process indicate that behaviors that are more similar from episode to episode can be more easily recalled from episodic memory.
While the SFA program placed a strong emphasis on reading comprehension, the AC program placed a strong emphasis on developing teachers' capacity to provide effective writing instruction. For AC teachers, their annual survey reports of how often their students revised their writing by refining or reorganizing exceeded the average by nearly 3 days per month (2.76). Given the strong emphasis on this practice by the program, AC teachers' apparent overstatement by more than 6 days per month (3.70 + 2.76) of how often their students engaged in this practice may indicate socially desirable reporting on the part of teachers implementing this program.
Discussion
This study adds to an existing body of research, which suggests that policymakers and researchers should interpret evidence about important educational processes like instruction with considerable care (Desimone & Le Floch, 2004; Mayer, 1999; Mullens et al., 1999) . Like other studies, we found mixed evidence about the validity of an annual survey for measuring instruction. A basic criterion we examined was whether the two instruments produced similar portraits of the relative emphasis teachers placed on different literacy instruction practices. On this score, the annual survey fared quite well as the pattern of instructional emphasis produced by the survey closely mirrored that of the log. A second criterion we examined was the degree to which teachers' answers on the annual survey were correlated with their answers to comparable items on the daily log. On this criterion, the survey fared less well as teachers' responses to the two instruments were only modestly correlated with each other. A third question we examined was whether reporting discrepancies between the two instruments was essentially random, or whether it was greater among different kinds of teachers or different school settings. Here, again the evidence was mixed. Many teacher and school characteristics examined were unrelated to discrepant reporting, while a handful of such characteristics were found to be statistically significant predictors of reporting discrepancies.
It is important to note a number of limitations of this study. First, it is worth noting that the results of this study might not be broadly generalizable because the study was conducted primarily in schools in large, disadvantaged, urban districts. Another distinctive feature of the sample of teachers is that study participants used two different instruments to document their teaching practice during the study period. Could it be that reporting their practice on logs throughout the school year might have influenced how teachers reported their practice on the annual survey? To test this concern, we reestimated all the HLMs with the number of logs each teacher completed as a predictor variable. By and large, the number of logs completed did not significantly predict differences between the questionnaire and daily log instrument. A significant association between the number of logs a teacher completed and their reporting accuracy was observed for only one item (wrote letters, strings, or words, β = −.05, p = .036). We conclude from these results that the teachers' completion of daily logs did not have a major influence on how they responded to the annual surveys. The most widespread indication of invalidity was evidence that the annual survey substantially and systematically overstates the amount of time teachers spend on the enacted literacy curriculum. Overall, more than three fourths of the teachers in this study overreported their instruction on the annual survey, and we predict that, on average, teachers' survey reports overstate the frequency with which they implement a given instructional practice by nearly 4.4 days per month. The consistency of results across the 15 instructional practices examined suggests to us that the annual survey may possess a general "response bias," which, Groves et al. (2009) said, occurs when the direction of error in a survey measurement (i.e., its departure from a true value) is consistent across multiple "trials." The multiple items used to measure literacy instruction and the multiple teachers who completed the two instruments can be viewed as multiple trials. Examining mean differences in teachers' responses to the two instruments, we observe complete consistency in the direction of survey response errors. In every case, the annual survey means were higher than daily log means. However, this study did not find any consistent patterns across the 15 instructional practices (e.g., writingrelated instructional practices show larger magnitude of overreports on survey than other instructional practices). While the preponderance of teachers had annual survey reports that exceeded their log reports, there were some teachers for whom the opposite was true. Given that measurement error was not entirely limited to overreporting, we conclude that the evidence approaches but ultimately falls slightly short of indicating a general response bias associated with the annual survey.
Although relatively few in number, statistically significant results in the HLM analyses indicate that reporting errors on the annual survey were greater among some groups of teachers than others. In particular, we found that survey/log discrepancies were considerably smaller for teachers with greater knowledge for teaching literacy content areas. We also found evidence suggesting that the context in which teachers work may influence how teachers answer surveys, and subsequently, response accuracy. And while our results do not permit us to make definitive causal inferences about contextual influences on teachers' survey responses, they do suggest to us that some contextual influences may increase reporting accuracy while others may diminish it. The finding that teachers in schools implementing the SFA program provided considerably more accurate reports of their literacy instruction than teachers in a set of comparison schools may indicate a positive contextual influence. In contrast, the finding that teachers in schools implementing the AC program overstated their use of an instructional practice that was a focus of that program even more than comparison school teachers might indicate a social desirability bias among AC teachers. These are conjectures, however, as our data do not support strong causal inferences about the effects of social desirability. Moreover, the findings about the association between social desirability and measurement errors in the annual survey should be interpreted with caution because social desirability may affect both instruments equally. In other words, teachers' reports on both instruments might be affected by social desirability. Taken together, the statistically significant HLM results are clearly a cause for concern because when they interpret results from surveys, policymakers and others assume that all groups of interest in all settings are measured with equal error. Our findings indicate that this assumption does not hold for this sample. We urge further research that examines the specific causes of invalidity in teacher survey responses.
The deep and long-standing literature on cognitive perspectives on the survey response process proved insightful to us, and we believe that future application of these perspectives by policymakers and researchers could prove to be equally useful. The perspectives provided us with a theoretically and empirically grounded justification for regarding the log as a benchmark, and they helped us make sense of the study's results. In particular, our interpretation of the finding that teachers with greater knowledge for teaching literacy appeared to report their literacy instruction with greater accuracy struck us as consistent with Tourangeau and Rasinski's (1988) cognitive model of the survey response process. Similarly, Menon's (1994) model which posits that more highly variable activities will be more difficult to recall over long periods of elapsed time informed our inference about teachers who individualized their instruction. Our interpretation of the effects associated with schools' CSR implementation was also informed by this literature. For example, our conjecture that survey reports of writing instruction by teachers in schools implementing AC may have reflected socially desirable response biases has a basis in (a) our knowledge that some AC schools in the sample were under considerable pressure to implement new writing instructional practices and (b) Tourangeau and Rasinski's (1988) model which stipulates that respondents edit their responses in response to considerations of social desirability and self-presentation. Similarly, our interpretation of results for SFA schools reflected (a) an understanding of that program as providing highly specified instructional routines for teachers and (b) the role of understanding, judgment, and episodic similarity as stipulated in the models of Tourangeau and Rasinski (1988) and Menon (1994) . It is our observation that the rich bodies of conceptual knowledge and empirical evidence in the survey research methodological literature have gone largely untapped in the field of educational research. In future inquiries, we urge researchers to make a greater use of this body of research.
Based on these results, we would also urge policymakers and researchers to use estimates of instruction from annual surveys with caution. In particular, these results suggest that point estimates of specific instructional practices based on annual survey data likely overstate teachers' use of the practices to a significant degree. Because of this, we would caution against making precise statements about the incidence of a specific instructional practice based on annual survey results. Users of annual survey data might also consider conducting analyses like those presented here as a preanalysis strategy to identify individual and organizational correlates of reporting error. If significant correlates are found, statistical estimates based on survey data might be improved by controlling for the correlates.
There have been recent recommendations to use student self-report surveys to measure teachers and their teaching effectiveness (Bill & Melinda Gates Foundation, 2010) despite the findings of prior research, which found fairly modest correlations between the survey reports of teachers and students (Desimone et al., 2010) . We conjecture that estimates of instruction based on annual surveys given to students are likely prone to the same sorts of reporting errors observed here. Certainly, the incentives for reporting particular instructional activities are different for students than for teachers, and therefore, socially desirable response biases will likely be different for these two groups. However, to a substantial degree, the systematic overreporting on the annual survey reported here strikes us as being a function of the inherent difficulty of recalling details about a complex activity like instruction after a long period of time has elapsed. We conjecture that students experience instruction in a similarly complex way as teachers, and therefore, are likely to have similar kinds of difficulty reporting their instructional experiences on an annual survey. While our results are limited to measures of instruction, we surmise that survey measurement of other important education variables, which require respondents to consider many events over long expanses of time, will also suffer from the same kind of reporting error that we observed.
Finally, our results led us to consider the potential gains in accuracy that might be achieved if the amount of time about which teachers report was reduced. In this study, the difference in reference periods for the two instruments was dramatic-a single day compared with a whole school year. Our results suggest that self-reports of instruction are likely to be substantially more accurate if teachers are asked to report their instruction in a way that allows them to tap their memories of their complex classroom experiences with greater accuracy. Daily logs can be costly and burdensome, and therefore may not be feasible in some circumstances. But there may be middle ground methodologies that require fewer responses from teachers than a daily log but still provide more accurate measurement of instruction than annual surveys. In our view, surveys are often chosen when cost is given primary consideration. As policymakers and researchers continue to look for valid yet cost-effective measures of teacher quality and student learning experiences, we urge further investigations on alternative methodologies that provide a more optimal balance of accuracy, cost, and teacher burden.
Appendix B
Statistical Models
The equations used to estimate the HLMs are as follows.
Level 1.In the Level 1 model, the average level of disagreement between annual survey and daily log reports for each teacher, π 0ij , is modeled as a function of teacher and classroom characteristics: where β 0j is the average level of disagreement between survey and log reports for teachers in school j. Variation in the outcome that is unique to each teacher is captured in the term r ij .
Level 2.At Level 2, β 0j is the average level of disagreement in school j between teachers' answers on the annual survey and daily log is predicted as a function of γ 00 , the overall level of disagreement across all schools, school-level predictors, and a random effect associated with each school, u j 00 . 
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1. To test the difference in the means for the two instruments, simple t tests are not appropriate as the data have a nested structure (teachers within schools). Using two-level models, we estimated the outcome variables measuring the differences between teachers' log and survey responses using models with no predictors at either level. The intercept of these models is the estimated mean difference in teachers' responses on the two instruments. For each model, this intercept was found to be significantly different than 0 at the .001 level. Estimates of the intercepts in Tables 5 and 6 show that these statistically significant differences in teachers' responses to the two instruments persisted even after controlling for characteristics of teachers and schools.
