Hardy-Littlewood theory for semigroups  by Varopoulos, N.Th
JOURNAL OF FUNCTIONAL ANALYSIS 63, 240-260 (1985) 
Hardy-Littlewood Theory for Semigroups 
N. TH. VAROPOULOS* 
Universirh de Pari. VI, 4, Place Jussieu, Paris 75230, France 
Communicated by Paul Malliavin 
Received November 1984 
0. INTRODUCTION 
0.1. The Definition of the Dimension 
Let (X, 5) be a measure space (let us say o-finite) and let T, (t > 0) be a 
submarkovian (strongly continuous) symmetric semigroup, i.e., for all 
t > 0, T,: L*(X) + L’(X) is a symmetric operator, and for all f~ L* with 
O<f< 1 we have OQ T,f< 1. 
A vast theory of such semigroups exists (e.g., [ 1-3, 81). In particular it is 
well known that T, = e p’A, where A is a positive self-adjoint operator on 
L2. (In [l, 4, 51 the letter A is used for what now is our -A.) Let us 
denote by D, c L2 the domain of A and by V= D,,,w the domain of A”2. 
For every f~ V let 
(0.1) 
(Observe that for every f E L2 the expression under the above limit is a 
decreasing function of t. V is exactly the space offs for which the above 
limit is finite; cf. [l, Chap. VI.) Q is the Dirichlet form attached to the 
semigroup (cf. [ 1, 21). 
In the work of Beurling and Deny [ 1,2] a locally compact (countable at 
GO) topology is usually given to the space X and < is a Radon measure. For 
our purposes, however, this will not be essential. 
We shall denote by 
Xx= {f~L”(X);measure [f#O]< +co}. 
In the Beurling-Deny theory X is taken to be 
(fG C(X); suppfis compact) 
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We shall impose the following regularity conditions on the Dirichlet 
form Q (of (0.1)): 
(i) X n I’ is dense in V for the norm topology of V given by 
II fll v = llfll Lz + Q”‘(fifh fe r’. 
(ii) X n V is dense in X for every LP-topology (16~ < + co). 
Conditions (i) and (ii) are slight modifications of the standard regularity 
condition of the Beurling-Deny theory (cf. [l, Chap. IV), where instead of 
(ii) it is required that X n V is dense in X for the uniform topology (and 
where X is as in (0.2)). One cannot go very far in that theory without 
some kind of “regularity.” For our purposes we use these conditions only 
marginally. As the reader will easily check we can get away with far less. 
DEFINITION. Let (T,, t > 0) be a semigroup as above and let Q be the 
Dirichlet form that it induces (as in (0.1)). We shall then say that the 
dimension of (T,) is n 2 2, and denote this by 
if there exists C, >O st. 
dim( T,) = n, (0.3) 
Ilf II zn/(n-26’1Q~‘~(f,f), VfeXn V. (0.4) 
Observe that the dimension of the semigroup T, could be n and m for 
two different n, m > 2. [This, e.g., is always the case when (X, 5) = (N, 
counting measure) (i.e., N = { 1, 2,...} and 5(j) = 1 (j3 1)) for then the 
spaces Lp(X) are nested (i.e., P c fq; 1 6p < q).] 
We shall never the less, abusively, denote the validity of (0.4) by (0.3). 
The above definition is motivated by the classical heat diffusion 
semigroup P, = (convolution by c,tPd12 exp( - llxll 2/4t)) on euclidean space 
(R”, Leb.) with d> 3. In that case we have dim(P,) =d (and in fact 
dim( P,) = d’ 3 d’ = d). 
The pivot of this paper is the following: 
THEOREM 1. Let (T,; t > 0) be a symmetric submarkovian semigroup as 
above and let n > 2. Then the following are equivalent: 
(A) dim(T,)=n. 
(B) There exists C2 > 0 s.t. 
II~,fIIm~~~~~n’211fII,, Vf E Lw-), t > 0. 
In fuct (A) a (B) even in the case n = 2. 
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The above theorem was motivated by problems in the theory of Markov 
chains and Riemannian Geometry (cf. [4-71). We shall refer the reader to 
these papers for several concrete illustrations. The above theorem is infact 
essentially proved in [S]. In Section 1 and 2 of this paper we shall show 
how one can adapt the proof of [S] to our (general) setting. 
0.2. The Hardy-Littlewood Estimates 
In this paper we shall show how the estimate (B) of Theorem 1 suffices 
to develop most of the classical Hardy-Littlewood-Sobolev theory in the 
setting of a general semigroup. 
DEFINITION. Let u(t, x) (t > 0, x E X) be a function on (0, + co) x X. We 
shall say that u is a harmonic function (with respect to the semigroup 
T,(t>O)) if 
u(t, ,) E L1 + L”(X); t>o 
T,u(s;)=u(t+s;). 
(0.5) 
We shall say that u is a subharmonic function if it satisfies (0.5) and the 
weeker condition 
T,u(s, .) 2 u(t +s, .). (0.6) 
Let u(t, x) be a subharminic function and 0 < c( < + cc and let as denote 
l/a 
;M,(u)=sqpm,(t). 
We shall say that a harmonic function u(t, x) belongs to the class H, 
(0-ca-c +a) if 
sup lu(t, x)1 = u*(x) E L*(x). 
, 
For u E H,, we shall denote by (lull z = /u* II LN (which is a norm only if 
1 <CC< +a). We have then 
THEOREM 2. Let (T,; t > 0) be a submarkovian symmetric semigroup and 
let C,,n>O and 1 <p< +CE be such that 
IITJII, 6 G-n’2p Ilfll,; t>o, fEL? (0.8) 
Then for every subharmonic function u( t, x) and every 0 < a < fi < + 00 we 
have 
mg(t)< Ct-(n/2)((lla)-(1/B)‘M,(*), 
where C only depends on C,, n, p, u., and p. 
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For every harmonic function u(t, x) we shall define 
G;u(t, .) = Iom s “2-1u(t+s),.)ds; (ZE@) (0.9) 
(principal value of s”*) provided that the integral converges absolutely. GZ 
can in fact be thought as an operator given formally by 
(0.10) 
(observe that if z = CI is real then the formal expression (0.10) always makes 
sense since 0 6 G,f< + co for all 0 QE X). By elementary spectral theory 
on L2(X) we also have 
G, = k(z) A --‘2, (Re z > 0), (0.11) 
where k(z) is a constant depending on z. In the classical case of the heat 
diffusion semigroup on Iw” (da 3), G, is the standard Riesz potential given 
by the convolution kernel G,(x, y) = &cc, d) (Ix -yllUPd (0 < a < d). We 
have then 
THEOREM 3. Let us assume that the semigroup (T,; t > 0) satisfies the 
condition (0.8) of Theorem 2 for some fixed C,, n and p. Then for every 
O<a<fl and ZE@ such that l/p= (l/a)- (Rez/n) and any UE H, the 
integral (0.9) converges absolutely and G,u E H,. 
For c1> 1 an alternative proof of the above is contained in [231. 
(0.3) Holomorphic Semigroups and the Time Derivative 
It is well known that for every 1 <q < + co, a submarkovian symmetric 
semigroup ( T, ; t > 0) is automatically holomorphic on L4(X) (cf. [3, 81). 
This implies that for every f E X and u( t, x) = T, f (x) we have 
ak 
g4t,+L", l<q<+co, 
where the derivatives a/at are taken in the Banach space sense (the Banach 
space being Ly). Furthermore for k = 1,2,..., the norms 
ak 
YYJf tk atk II II -u(t,.) = Ilfllp; fE% 4 
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are all equivalent norms on K and we have 
(0.12) 
where C(q) only depends on q (1 < q < + co). 
THEOREM 4. Let us assume that the semigroup (T,; t > 0) satisfies the 
conditions of Theorem 2 for some C2, n, p. Then for every 0 < a < /3 < + 00, 
1 < /I ,< + co, any k = 1,2,..., and any harmonic function u( t, x) we have 
where C = C( C,, n, p, a, j3). 
At this stage I see no joy in running through the rest of the classical Har- 
dy-Littlewood theory (cf. [9, lo]) and generalizing what I can in the 
setting of a general semigroup. There is one point, however, that I do want 
to make. This point is related to the theory of classical Lipschitz spaces /1, 
(O<a< +co). 
For a general semigroup one is tempted to say that a harmonic function 
u( t, x) belongs to /1,(X) for some 0 < a < + co if 
A,(u; k) = sup tk-li2 
II II 
$46 . ) < +a; k > a/2 (0.13) 
z 
(we use the exponent a/2 rather then a because in terms of the classical 
theory we are using the heat diffusion semigroup rather than the Poisson 
semigroup). But for the above definition to make sense, the norms /fa(u, k) 
(k = [a/2] + 1, [a/2] +2,...) all have to be equivalent. For this to be the 
case we must impose on T, additional conditions. One condition that will 
ensure this is that (T,; t > 0) is a holomorphic semigroup on L’(X), i.e., 
that (0.12) is verified with p = k = 1 (p = 1 is the “end point” of analyticity, 
and, in general, analyticity brakes down there). 
Analyticity on L](X) is a very strong condition indeed. In terms of har- 
monic analysis on a Lie group G, analyticity on L’(G) holds for some 
nilpotent groups (cf. Sect. 4) but very little else! In terms of the spectral 
analysis of the Laplace-Beltrami operator A on a complete non-compact 
Riemannian manifold M, analyticity of eCtd essentially holds if Ric(M) > 0 
(cf. Sect. 5) but again very little else. 
If we do make the assumption of analyticity on L’(X), however, we 
again live in the best of all worlds! The spaces A, can then be well defined 
by any of the norms (0.13) (that are all equialent). Observe also that with 
the above definition, if we assume in addition that dim( T,) = n 
(2 < n < + co), then /1, c /i,{ c L” (a > /?) [Indeed, for simplicity, assume 
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that 0 < c( < 2; then since, by Theorem 1, u(t, .) EL”, we also have 
u(O+,~)=u(t,~)-j~(a/as)u(s,~)dsELOO]. 
If we define just as in the classical case J, = (I+ A) -‘I’, the Bessel poten- 
tial, then it is clear that J,(n,) c nl+B (a, fi > 0). In fact J, is a Banach 
space isomorphism between /i B and /i 2 + B (indeed f~ n a + 2 *f, .4f~ n d 3 
(I+ A)fE 4). 
More general spaces “f,y (of the type considered in [ 10, 111) can also be 
defined, and if p > 1 we do not even need the analyticity of T, on L’(X) to 
do so. We shall let the reader work out for himself what is true, and what is 
not, in this general setting. The only point that we shall prove is that the 
classical duality between H,, and /1, with 0 <p < 1, c( =n[l/p- 11, 
n = dim( T,) holds in the above abstract setting, in the sense that 
I(L cp)xl G c llfll, lIdIn,; fEHp, (PEA, 
(cf. [ 161). 
Remark. One way to ensure analyticity of T, on L’(X) is to replace T, 
by a subordinated semigroup ?, = e-lA’(O < A < l), e.g., the Poisson 
semigroup T, = c-r”‘2 (cf. Sect. 5). These semigroups are always 
holmorphic on L’(X) (cf. l-81). 
1. A TECHNICAL POINT 
Let u(t, x) be a nonnegative subharmonic function. By (0.6), for every 
“test function” 0 6 $ E X and t, h > 0, we have 
u(t+h;)-u(t;) 
Letting h -+ 0 (and assuming that the corresponding limits exist) we 
obtain that 
If we fix now p > 2 and set o(t, x) = z812(t, x) we have, at least “formally,” 
~(~~~2d~)=pjup--1~d~~-pQ(u,up-1)~-EQ(a.u), (F) 
where F = 4( 1 - l/p). The last inequality follows from the next lemma. 
In this section we shall examine exact conditions under which the above 
“formal” relation (F) actually holds. 
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LEMMA. (i) (X-ym)(Xfi-y~)a$(x-y)*; x,y,a,p>o, cl+/?=2 
(ii) ((Z-P) f”,fB)L2~~P((Z-P)f,f); cc,/3>0, cr+B=2, MEL*, 
.f > 0 and any submarkouian symmetric operator P on L*. 
(iii) For any Dirichlet form Q (say as in (0, 1)) any 0 <SE V (= the 
domain of Q) and any CC, B k 0 such that f ‘, f B E V and c1+ p = 2, we have 
ProoJ (i) x*-y’= c( [t tZ - ’ dt and use Holder. 
5 
(ii) Let K(x, y) be the kernel of the operator P(i.e., Pf(x) = 
K(x, y) f (y) dy) we have then 
X 
WWtf)=j (1 -4x)) If(x)l'dx 
X 
+& ii K(x,Y) If(x)-J'(.v)I'dx& XX 
where 0 < cr(x) = j K(x, y) dy = Pl (x) d 1 (and where K(x, y) in the double 
integral has to be interpreted as a a-finite positive measure on Xx A’ (cf. [ 1, 
Chap. III]). (ii) is therefore an immediate consequence of (i). 
(iii) This is an immediate consequence of (ii) and (0.1). 
Let rp E X and q(t, x) = T,cp(x), let also &p/at E Ly(X) (1 <P-C + co) be 
the LP-derivative of cp(t, x) [in the sense that I]( l/h)(cp(t + h, .) - 
cpk))-watll, ‘h-0 0; cf. Sect. 0.31. If we assume that p > 2, 0 < cp E X, 
then rp(t, .) E D, (t > 0) (cf. [S]), and by elementary functional analysis it 
follows that 
cp”(t,x)dx =p[Xqp-l$dx= -p(‘ppp’, Av),~. (1.1) 
It is also true that @(t, . ) E V (r > 1, t > 0). Indeed if r > 1, $(x) E V and 
0 <It/(x) < i min[l, r”‘-“], then t,+‘(x) satisfies I@‘(x)1 d Ill/(x)1 and 
I+‘(x) - $‘( y)l d I@(x) - Il/(y)l (x, y E X), i.e., +’ is a “normal construc- 
tion” of $ in the sense of [l, Chap. II]. It follows therefore that $r~ V, (cf. 
[ 1, Chap. V], cf. also our lemma where we have implicitely proved that 
normal contractions operate on V). 
It follows therefore from (1.1) and part (iii) of the lemma that the 
relation (F) holds with 
u(t, x) = cp(t, x) = T,cp(x); t>o, O<cpEX. (1.2) 
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[Just to make a nervous reader happy, here are the details behind (1.1). 
We have for t>O 
=b 
cp(c +k x) - cp(h x) 
h 
@(t, h, x) dx, (1.3) 
X 
where 0 is an intermediate value between ‘pp ~ ‘(t + h, x) and cpp- ‘(t, x). 
But because of the elementary inequality (Xp-‘-- YpP’lq< 
C(q) IX- YI IX+ YIP-’ (X2 Y>O), we have cpP-‘(f+h,x) +h-tO 
cpp-‘(t, x) in the norm topology of Ly(X) with q=p/(p- 1) and therefore 
also 0 _ +h 0 cpp-‘(t, x). It follows therefore that we can pass to the limit 
inside the integral of the right-hand side of (1.3) and obtain the middle 
term of (l.l).] 
(F) also holds for the more general choice of U: 
44 x) = lT,dx)l = Id4 *~)I; CpEX. 
This, however, is considerably more difficult to prove and will not be 
needed. 
2. THE HEART OF THE MATTER: 
THE MOSER ITERATIVE PROCESS FOR SEMIGROUPS 
Let (T,, t > 0) be a submarkovian semigroup (as in Sect. (0.1)) such that 
dim( T,) = n > 2 and let u( t, x) be a nonnegative subharmonic function for 
which the relation (F) of Section 1 is verified. The following estimate holds 
then. (This in fact is the powerhouse of this paper.) 
essup u’( 1, x) < C [’ 1 u2(t, x) dx dt, (Ml 
.li E x l/Z x 
where C only depends on n and the C, of (0.4). The proof of this inequality 
is difficult. A detailed account was given in [S, Sect. 61 in a specific case. 
The proof given there applies in our general context! 
Indeed we define as in Section 1 (and as in [S, Sect. 61) v(t, x) = 
zP’*(t x) (for some fixed p > 2) and we let Ii/(t) 2 0 be some smooth function 
for t > 0 to be specified later. We can then calculate 
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A use of (F) allows us to conclude that 
with E = 4( 1 - l/p). 
From there onwards the proof proceeds “verbatum” and with the same 
notations as in [S, Sect. 61; it would therefore be a waste of good paper to 
repeat it. 
Observe, however, that in [S, Sect, 63 we have, in fact, proved (without 
explicitly saying so) the following sharper inequality: 1 
essup u2( 1, x) < C s i u’( t, x) dc dx. (M’) rcx 112 x 
The weaker inequality (M) suffices for all the applications, but one 
should note that (M’) is more natural since it only involves the “parabolic 
nhb” of the line t = 1 in (0, + co) x X (and of course both (M) and (M’) are 
none other than the “Moser parabolic estimates” of [13, 141, adapted to 
abstract semigroups). 
The way one uses inequality (M) to prove that (A) 2 (B) in Theorem 1 
was also explained (in a disguised form) in [S] (end of Sect. 5). For clarity, 
however, we shall repeat the argument. 
Fix some 0 > 0 and consider 
7, = T,G; &J”& i&d-2 Q; ii(t, x) = u(t/02, x). (2.1) 
It is clear that p, is a submarkovian semigroup on (X, g) and that 
dim( F,) = I? uniformly in G (i.e., the constant C, that appears in (0.4) is 
independent of a). Furthermore ii is subharmonic for the above semigroup. 
~2 satisfies therefore the estimate (M) uniformly in cr (i.e., C in (M) does not 
depend on G). 
If we substitute and compute we obtain 
2’ essup u2(t, x) < Cc (n + 2)‘2 i I u2( t, x) dt dx CM,) rtx I;2 x 
and this implies that 
Ilu(t, x)ll cc < Ct-“‘4 sup llu(s, x)llz. (2.2) 
s > 0 
Now, as we have shown in Section 1 the above estimate can be applied 
to the following choice of u: 
44 xl = T,cp(x), OdcpEX. 
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We see therefore that the estimate (2.2) implies that T, satisfies the con- 
ditions of Theorem 2 (with p = 2). The conclusion is that the condition (B) 
of Theorem 1 holds. 
An alternative way of showing how from (M,) one can deduce that 
(A) 3 (B) (in Theorem 1) was explained in [7]. 
For one of our applications it will be important to have the exact value 
of the constant C in (M) (or (M’)) in terms of the dimension n and the C, 
of (0.4). 
In fact we can take 
C= q(n) C; = exp(fn log n + An) C?, (2.3) 
where A is a numerical constant. 
The dependence Cq is of course no surprise and can be seen directly by 
resealing. Indeed, if we replace 5 by 4 ;, = @ and Q by Q, = nQ (and leave 
V, = dom(Q,) = V) we see that the semigroup T, does not change and 
therefore C, in (0.4) is replaced by 1, ~ ““C,. If we chose 1, = C; we obtain 
then (M) with a constant C that only depends on n but with t replaced by 
5;. This shows that C= q(n) C’,‘. 
To obtain the exact form of q(n) one has to go through the whole proof 
of Section 6, [S] and make a slight improvement at the end. In that proof 
immediately after the relation (6.5) we had chosen py= 1O-1o22” 
(v = 1, 2,...). We shall now choose them differently and set 
po=o, p,,2!20.-~~. v>l, KC1 +1 
n ’ n 
The point of this choice is that it optimises 8 = --xi log pj/rcj under 
xi pj = $ 10-l’. It gives in fact 8 = in log n + O(n). If we finish up the proof 
of Section 6, [S] with this choice of p,,‘s we obtain the required value of 
q(n) as in (2.3). 
From (2.3) it follows as before that (2.2) can be sharpened and we have 
(under condition (0.4)) the following estimate: 
II T,fll m 6 dn)“” C;jp Ilfll,; f E LP(X), 1 dp G + 00. (2.4) 
To see (2.4) for p = 1 we can argue as [7], all the other values of p follow 
by interpolation. 
5X0/63/2-8 
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3. THE HARDY-LITTLEWOOD THEORY 
(3.1) Proof of Theorem 2 
It is clearly enough to prove Theorem 2 for 0 <a <p and j3 = + cc (the 
rest of the range O< CI < 86 + cc follows by routine interpolation). The 
proof depends on a device that has its origin in [ 151 and which consists of 
first proving the following: 
LEMMA. Let (T,; t > 0) satisfy the conditions of Theorem 2 let 0 < CI <p 
and let u( t, x) he a subharmonic function with respect o T, and let m,(t) he 
as in (0.7). Let us,further assume that 
m,(t)< +co; t > 0. (*I 
We have then 
i, 
2 
m”,(2”)6 C, m:(t) dt, (3.1) 
where k = (2p - a)/2( p - a) and C, only depends on the C,, n, p of (0.8) and 
on cx 
Proqf: Assume that 
m,(r) 3 1, O<td2k; *m:(t)=1 I I 
for otherwise there is nothing to prove. 
Standard convexity and our hypothesis implies that for 0 < t < s we have 
log m,(s) <log[C(s- t)-“*,] + log m,(t) 
dlog[C(s-t))“‘2P] + logm,(t)+%logm,(t). 
Set s = tk 2 t and integrate the above inequality between 1 on 2 with 
respect o dt/t, 
1 
(2ilogmz(t)+<C+ 1-i ~~logm,(t)~ k I ( > 
+5 s : log m,(t) f. 
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Observe that 
(i) k>l and logm,(t)>O, O<t~2~. 
(ii) (l/t)logm,(t)dCm~(t), l<t<2. 
The conclusion is that 
and therefore 
log m,(29 G log m,(to) < c; 
for some 1 < t, < 2 [All the C’s that appear in the above proof are not 
necessarily the same but they all only depend on C2, n, p, and ~1. This 
ends the proof of the lemma. 
The proof of Theorem 2 follows by renormalization. Fix G > 0 and define 
T,, c, ii as in (2.1). The conclusion of the lemma holds for ii, r uniformly in 
(T [i.e., in (3.1) C3 is independent of o] because the hypothesis (0.8) holds 
uniformly in D. Upon writing the estimate (3.1) down for ii, z we see that 
Theorem 2 follows with 0 < CY <p <j? = + co; provided that the condition 
(*) of the lemma is verified. It is easy to eliminate that additional 
hypothesis: 
(i) If 1 < TV < + cc to eliminate (*) observe that L” n L” is dense in 
L” and we can use the standard “a priori estimate” argument. 
(ii) If 0 < c1< 1 let us fix some level t = t, > 0 where we have (by 
(0.5)) u(t,, .) E L’ + L”. But then the previous case (i) shows that 
u(2t,, .) E L”. t, > 0 is arbitrary and we are done. 
(3.2) Proof of Theorem 4 
If CI > 1 it suffices to use the estimate (0.12) with q = c( and then apply 
Theorem 2 to the harminic function u(t, x) = (ak/atk) u(t, x). 
To prove the case 0 < c( 6 1 < /? 6 + cc of Theorem 3 we first estimate 
m&t/2) for some 1 <q < p (with the use of Theorem 2). Then we use the 
previous case with c( = q and the semigroup property to estimate 
/I (ak/&“) u( t, x)11 B. This completes the proof. 
(3.3) Proof of Theorem 3 
ForeveryuEH,andanyt, T>O,zE@,O>Rez=y>-nandxEXwe 
have 
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It follows therefore that 
IG,u(t, x)1 <; T%*(x) + C I/uII, [; dyi2)~ ‘(t +s)“‘*~ ds, 
where C only depends on n on a and the C, of (0.4). The conclusion is that 
IG,u*(x)J <; Ty’*u*(x) + CT(y’2)-(n’2a) llulla 
if we optimize the above estimate by choosing T-“‘*“= (u*(x)/lluljl) we 
obtain 
IG,u*(x)J d C(U*(X))“~ IIul/’ (%//I) 3L 
The theorem follows. 
(3.4) Proof’ that (B) + (A) in Theorem I. This is an immediate con- 
sequence of Theorem 3 and (0.11) for indeed condition (A) simply says that 
Ilf II 2nl(il-2,~CI II~“ffll2~ VfEXnD0,1.2. 
(3.5). The (H,; A,) Duality: Let ,f; cp EX and let f(t, x)= T,f(x) and 
cp(t, x) = T,cp(x). By elementary spectral Theory we have (cf. [3]) 
(/,O)-‘C(k)jlt**-‘-$f(r,x)$q(i,x)d~dx; k=l,2,.... 
Now let c( >O and let k>c(/2. It follows that 
6 C llflln, j-Ox +“‘)- ’ IIq(G, . III, df 
= c llfll A, Jy- J t(‘@-’ I&t, x)1 dt dx. 
X 
The last estimate follows from the hypothesis that the semigroup T, is 
holomorphic on L’(X). But the integral D(x)=!? t(@-’ lq(t, x)1 dr can 
be estimated exactly as in the proof of Theorem 3 and we obtain that 
Q(x)< Q*(x)“. ll(pllL-” provided that 0 <p < 1 and 1 = (l/p) - (a/n). The 
result follows. 
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4. AN EXAMPLE: THE DILATION STRUCTURE-NILPOTENT GROUPS 
Let us assume that (X, 5) (T, ; t > 0), V, Q, and A are as in Section (0.1) 
and, for simplicity, let us assume here that X is a locally compact, coun- 
table at infinity space and ther 5 is a Radon measure on X. For every r > 0 
let 6,: X -+ X be a homeomorphism of X such that 6,o 6, = 6,.,, 6, = Id and 
such that 6, +r-r i Id in the uniform on compact a topology. We shall say 
that (6,; r > 0) is a dilation structure for our Dirichlet space (or simply for 
the semigroup (T,)) if 6,(V) = V, 6,(D,) = D, (r > 0) and if 
Q(fohr, god,) =rpd+2Q(.L g), %,gEV (4.1) 
for some fix dcR. [Example: (X, c)=(@, Leh), Q(Jf)=J,d IVfl’dx and 
6,(x) = r. x (XE rW”)]. Let us also denote by $,(f)(x) =f 06,(x) (fE X, 
S,(f) E x, x E w. 
For every fixed t, r > 0 it is clear then that f H T, f = (6,” T,,, 0 $,-l)(f) is 
a submarkovian symmetric operator and that (?,; t > 0) is a symmetric 
submarkovian semigroup. One easily verities from (4.1) that the Dirichlet 
form Q attached to T, is the same as that of T,, i.e., Q = Q with the same 
Dam(Q) = I/. The conclusion is that 
T, = 8,~ T,,, 0 6,. I ; t,r>O (4.2) 
and therefore also 
If we differentiate (4.2) with respect o t (for fixed r), we obtain 
If in the above relation we set s = tr2 = 1 we obtain 
Under the additional hypothesis 
T,fgL”; Vf E L’(X) 
(4.4) 
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we deduce from (4.3) and (4.4) that T, is holomorphic on L’(X) and that 
part (B) of Theorem 1 is verified with n = d; so, if d> 2, we have 
dim(T,)=d. 
When X is a C” manifold and A is a differential operator of the 2nd 
order then the hypothesis (H) is connected with the hypoellipticity of A. 
The above situation arises, for instance, in the theory of homogeneous 
groups (i.e., Lie groups with a stratified Lie algebra (cf. [17, p. 51 for a 
definition). If G is such a group we can set A = - (X: + . . + $) where 
x 1 ,..., X, span the top layer of the stratification of the Lie algebra of G. 
The hypothesis (H) is then certainly verified. It follows in particular that 
Ile~‘Bfll, d Ct+‘* llfll 1, where d is the homogeneous dimension of G and 
B is any invariant elliptic operator on G. 
We shall not elaborate on this example because the literature on 
stratified Lie groups and their dilation structure is already quite exhaustive 
(-ing)! (e.g., [17, 181). We simply wanted to connect our definition of 
dimension with ideas that are already well known. 
In [29] [30] I consider the same problem for a general nilpotent group. 
5. THE POISSON SEMIGROUP AND GEOMETRIC APPLICATIONS 
Given any submarkovian symmetric semigroup T, = ecrA it is well 
known that we can associate, by the principle of subordination (cf. [3; 8, 
Chap. IX]), the corresponding Poisson semigroup 
It is then an immediate consequence of the equivalence (A)o (B) in 
Theorem 1 and of Theorem 3 that for all n > 2 we have 
dim( T,) = n odim(P,) = 2n. 
An analogous fact clearly also holds for every A”, 0 < 1< 1, and the 
corresponding subordinated semigroup (cf. [S]). 
Let now M be complete connected Riemannian manifold such that 
Ric(M) 2 0; dim(M) = n > 2 
and let B,(m) = {m’ E A4, dist(m’,m) < t} (m EM). By standard Differential 
Geometry (cf. [19]) it follows that 
Vol B,(m) Q k(n) t”; t>O, mEM, 
HARDY-LITTLEWOOD FOR SEMIGROUPS 255 
where k(n) denotes the euclidean volume of the unit ball in II%“. What is 
also true (cf. [20]( is that there exists C= C(n) such that the Poisson Ker- 
nel [defined by P,f(m’) = SW K,(m’, m)f(m) d Vol] satisfies 
1 
6 K,(m, m) 6 
C 
C Vol B,(m) Vol B,(m)’ 
t>O, mEM. 
From Theorem 1 and the above considerations, we deduce at once that 
for a Riemannian manifold as above the following two conditions are 
equivalent: 
(I) There exists c>O s.t. 
Vol B,(m) Z ct”; t>O, mEM. 
(II) There exists c2 > 0 s.t. 
The above condition (II) is closely related to the classical “isoperimetric 
inequality”: 
,~,“‘“-l)dVol)l’-l”n~c~ jM ,V’, dVo1; ~-EC,“(M) (Iso) 
with c, independent of J In fact it is well known, and easy to prove (cf. 
[21, 221) that (Iso) * (II). It is just as easy (even easier in fact) to see 
directly that (Iso) = (I). 
What is also true is that for M as above we also have (Iso) o (I) (in fact, 
this true for all n k 1 and not only for n > 2). The proof, however, requires 
new ingredients and we shall not give it here. We shall come back to that 
in a later paper. 
A Final Observation 
For M as above not only P, is holomorphic on L’(M; d Vol) but we also 
have the following pointwise estimate: 
where C is independent off (cf. [20]). 
If injectivity rad. 2 6 > 0 then the heat diffusion semigroup e-l’ is also 
holomorphic on L’(X). The proof of that fact relies on the standard 
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volume growth estimates under Ric(M) > 0 (cf. [ 191) and on the following 
deep estimate for the heat diffusion kernel pt(x, y) 
&ix, Y)l 6 ct ini”M’exp(-~); X,JJEA~, O<t<l 
(cf. [12, 271). 
In fact the above shows that ePld is holomorphic as soon as 
Ric(M) 2 -K, Vol B,(m) Q Ct”, 
where C is independent of m and t (n = topological dimension of M). 
6. THE ORLICZ SPACES AND SOLUBLE GROUPS 
In this Section I shall consider a semigroup (T,; t > 0) as in Section 0.1 
that satisfies 
II TJII m d C exp( --Ct”“Y llfll i ; .fEL’(X), t > 0. (6.1) 
for some fixed C, c, m > 0. A number of comments are in order: 
(i) If we let t -+ 0 in (6.1) we easily see that /IflIz < C llfll, this for- 
ces the space (X, 5) to be discrete. We may therefore, and we shall, assume 
in what follows t( {x}) = 1, Vx E X (and X to be contable). 
(ii) It is well known, and easily proved by elementary spectral 
theory that (6.1) with m = 1 is equivalent to 
llfll2 G W2W); f~L2W) (6.2) 
with C independent off [The way to see it, is to prove that both (6.1) with 
m = 1 and (6.2) are equivalent to 
inf{ t/t E spectrum of A } > 01. 
(iii) Let G be a finitely generated soluble group that is not almost 
nilpotent (i.e., that is not a finite extension of a nilpotent group). We 
showed then in [24] that it is possible to chose p E P(G) a symmetric 
probability measure with finite support that satisfies 
for some c > 0 [where Ed G is the neutral element of G]. If we let then 
T, = exp[t(p - S,)] be the corresponding convolution semigroup it is clear 
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that T, satisfies (6.1) with m = 3. Let us now introduce some notations: For 
.f~x letf*(x)=sup,,o IT,.f(x)l. 
For every m > 0 let 
Q(t) = @m(t) = 1 t2( -log t)-“, o<t<t, *p + B 3 t>2 (A=A(m), B=B(m)) 
with Q(O) = 0 and the A, BE R chosen so that Q(t) can be extended to a 
continuous convex function of t 2 0. Let us also denote by /I I/ @, the Orlicz 
norm induced by the above function (cf. [25,26]). 
By the elementary inequality: 
m m 
xp 6 em - ( > P-2 x2( -log x)-“; O<x<l, m > 0, p> 2, 
it follows that 
FE%-, 2<p< +a, (6.3) 
where C(m) only depends on m (observe that 11 FI\ @, > C,(m) I/ FII ,). 
We have then 
PROPOSITION. There exists K = K(C, c, m) > 0 depending only on C, c, 
and m such that for every semigroup (T,; t > 0) that satisfies (6.1) and every 
ffL2(X), Ilfl12< l/K, we have 
llG,fb)ll ~Kf*(x)C-logf*(x)l”‘2 (x E m, 
where G, is as in (0.10). 
The proof follows the same lines as the proof of Theorem 3 except that 
we must now choose the optimizing parameter T= [-k logS*(x)]” with 
an appropriate choice of k > 0 (observe that then by our hypothesis 
T> (k log K)m). 
From the above proposition and the fact that Ilf*jj2 6 A ]lfjjz (f~ X 
and A numerical, cf. [3]) it follows at once that for T, as in the proposition 
we have: 
IlG,fll,mQKI llfll2; f~f (6.4) 
or, equivalently: 
llflle+n G K, Q”2(f;f); fEXf-lv. (6.4’) 
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Equation (6.4’) combined with (6.3) gives 
IlflI~n,+-2)~K,n “/2Q”2(f,f); fg%n V, 2<n< +CYJ. (6.5) 
K, , K2 in the above inequalities are two constants that depend on C, c, and 
m. 
The above inequalities are not sharp as far as m is concerned. Indeed for 
m= 1 (6.2) is valid and this is sharper them (6.4’) with m = 1. 
Equation (6.4’), however, has a sharp converse. Indeed we have: 
PROPOSITION. Let (T,; t > 0) be as in Section 0.1 (with 5( {x}) = 1, x E X) 
and let us assume that it satisfies the dimensional inequality (6.4’) for some 
fixed K1, m > 0 (and Q as in (0.1)). Then the semigroup (T,; t > 0) satisfies 
IIT,fII,dCexp(-ct”(m+‘)) llflll; VfEL’, 
where C and c only depend on K, and m. 
Indeed the estimates (6.5) (2.4) show that we have 
(1 +m):logn+An-:log t ilflir; 
> 
feL* 
valid for all t > 0 and n > 2 with an A only depending on K, and m. It suf- 
fices to optimise by setting n = at “(’ +m) (for an appropriate a > 0) to get 
the proposition. 
The sharpness of the above proposition can be seen by letting m --+ 0 and 
comparing it with (6.2). 
An immediate corollary of the above two propositions is the following. 
THEOREM. Let G be a finitely generated soluble group that is not almost 
nilpotent. Every symmetric uE P’(G) such that Gp(supp p) = G satisfies then: 
for some c > 0 (that depends on p). 
We shall let the reader ponder over the proof (with the help of [S]). 
Observe that clearly (cf. [24]) the above theorem is not sharp; 4 is no 
doubt the correct exponent but this is another story! 
7. A FINAL REMARK 
One draw back of the definition that we gave for the dimension in Sec- 
tion 0.1 is that it does not make much sense in compact situations [e.g., if 
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we consider the standard Laplacian A on the l-dimensional torus (U; de) 
then the semigroup ePfd does not satisfy (0.4) for any n 3 21. There is a 
way to rectify this (at last partially). Indeed the same proofs that we gave 
in text will also prove the following: 
THEOREM. Let T, (t > 0) be a semigroup as in Section 0.1 let Q be as in 
(0.1) and let as assume that n > 2; then we have: 
Ilf II 2n/(n-2)dC1CQ”2(f,f)+ llfllsl; VfEXn V, (7.1) 
(where C, > 0 is independent off) if and only if there exists C2 > 0 s.t. 
II T,f II co d c2t-“‘2 llf II 1; fEL’(X); O<t<l. (7.2) 
The point of course is that estimate (M) of Section 2 still holds under 
our more general condition (7.1). The only thing that changes is the rescal- 
ing procedure (2.1). Indeed (7.1) is stable under the resealing (2.1) only if 
cr > 1 and that is why (7.2) only holds for 0 < t < l! ((7.1) * (7.2) even 
when n = 2) 
The proof the other way around is easy. Indeed for f e L2 we have 
(1 +~I-~l~f(.x)=C{~~ t-1’2eP’T,f(x)dt 
6 C T’/2f*(x) + llfl12 Jr t-1’2e-‘cp,(t) dt] 
<C[T”‘f*(x)+ Ilfllz T”2-n’41 
with 
i 
t- n/4 
cpn(t) = 1 ’ 
o<t<1, 
> t> 1. 
We finish the proof as before. 
NOW added in prooj In [31] I have obtained a generalisation of the above theory in non- 
symmetric situations, e.g., complex Schriidinger perturbations of A. In [30] problems closely 
related to this paper are considered in the setting of classical Schrodinger semigroups on TV’. 
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