Abstract-Traversability analysis, previously developed for ground robots, is extended to be performed by a group of marine vehicles over ocean flow fields. To enable distributed path planning against flow, a systematic method is developed to determine a flow map that is significant for sharing among vehicles. Using traversability analysis, each vehicle finds a set of support vectors to approximate the boundary of flow regions with strong average flow speed. These support vectors, together with the parameters determined by the traversability analysis, are then shared over the communication links. The shared information is used by each vehicle to construct a flow map that supports path planning algorithms running on each vehicle. Underwater communication limits the amount of information contained in a map that can be shared among vehicles. A novel method for information reduction is developed so that only reduced flow maps are shared. The length of the data packets can be adjusted through an optimization process that balance between the fidelity of the approximated boundary and the number of bits that need to be transmitted. Simulation results demonstrate that the flow maps constructed from the shared information can have sufficient quality to allow near-optimal paths to be generated.
distributed path planning for marine vehicles is the constrained communication, which limits the amount of information that can be shared among vehicles. So far, existing works on cooperative or distributed path planning mainly focus on autonomous ground vehicles and unmanned aerial vehicles (UAVs). For instance, results in [7] require that each vehicle in the group has to share the kinematic and sensor information with others so that each vehicle can replan its path based on its own sensor data and those received from other vehicles. In [8] , paths that avoid no-fly zones and obstacles for multiple UAVs are generated. These techniques are not directly applicable for marine vehicles due to the requirements on frequent information sharing among vehicles. A centralized approach for real-time trajectory generation of cooperating marine vehicles is presented in [9] , where an exogenous system is employed to broadcast necessary information for path planning.
Our work is developed while considering realistic underwater communication constraints. Baccour et al. [10] give a comprehensive survey on link quality estimation of wireless sensor networks. Inspired by the efficiency measure in [11] , we consider the stop and wait (S&W) scheme that is used for underwater communication, and our method shares flow information within single data packet. We introduce a quality metric that is used to determine the number of data bits that can be reliably transmitted over an underwater communication link. Since only a single packet is used for data transmission, a major challenge is to determine the most significant information that need to be shared to enable distributed path planning. It is not realistic for vehicles to share the complete map of flow; therefore, data compression/information extraction techniques are needed to generate a reduced map for sharing.
Traversability analysis, which has been previously applied to evaluate rough terrains for ground robots to determine whether an area can be safely accessed [12] [13] [14] [15] [16] [17] [18] , is extended to evaluate flow fields for marine vehicles in this paper. For ground robots, traversability analysis is based on three parameters that characterize a rough ground surface: height, slope, and roughness. The height and the slope of the surface determine whether a ground robot can move through a region and how much time and energy it will consume in doing so. The roughness of the surface measures deviation from a smooth surface. Areas with large height, slope, and roughness are considered as obstacles to be avoided [18] [19] [20] [21] . For a 2-D flow field, the average flow corresponds to the height and slope of a rough terrain, and the spatial variation of the flow provides a measure of the roughness of the flow field. Therefore, regions with strong average flow, as well as large spatial variations, are more significant for path planning. When a group of marine vehicles are considered, each vehicle should share these more significant regions with other vehicles, while less significant regions can be ignored. Guided by these insights, we propose a novel method for information reduc-tion to allow the sharing of reduced flow maps among marine vehicles without violating the limits imposed by the communication links. Each vehicle uses the support vector data description (SVDD) [22] method to find a set of support vectors to represent the boundary of flow regions with strong average flow speed. These support vectors, together with the parameters for traversability, are then shared over the communication links. We show that the data length can be adjusted through an optimization process that seeks the balance between the fidelity of the approximated boundary and the number of bits that need to be transmitted.
Distributed traversability analysis is a novel contribution that enables distributed path planning for marine vehicles. In particular, the explicit tradeoff between the fidelity of the flow map and the communication constraint was not yet found in the literature. Some preliminary results are developed in our conference publications [23] , [24] , where the strong flow regions are treated as obstacles without leveraging traversability analysis. The extension made in this paper guarantee a feasible path to be generated by the path planning algorithm that also leverages strong flow regions that are traversable. In addition, this paper significantly improved the proposed communication quality measure in [24] . More thorough simulation results are also provided to demonstrate the effectiveness of our proposed method. This paper is organized as follows. The problem of distributed path planning is formulated in Section II. In Section III, traversability analysis is performed and the SVDD method is used to find approximated representations of the boundaries of regions with strong flow. We also discuss how this information can be leveraged by the level set algorithm for path planning. A metric for communication link named the required link quality (RLQ) is introduced in Section IV. The RLQ provides a limit on the number of bits that can be transmitted. In Section V, we present simulation results of distributed path planning under the communication and traversability constraints.
II. PROBLEM FORMULATION
For large-scale or high-resolution ocean observation, it is preferred to use a fleet of vehicles cooperating with each other for spatial and temporal coverage [25] . This often requires the paths of the vehicles to be coordinated to avoid under sampling or oversampling of certain area. Assume that a fleet of K vehicles G 1 , G 2 , . . . , G K are deployed into the ocean at different locations. In this paper, we consider the planar trajectories, and the main external factor affecting the trajectories is the flow in the operation domain of the fleet. We assume that each vehicle has knowledge about the 2-D flow field within a small area around itself, which we call a patch. The flow information within a patch can be obtained by performing the objective analysis (OA), an optimal interpolation method that calculates the flow field based on the time series of flow measurements collected by the vehicle [26] . The reconstruction may cover a large area, but the local patch is determined to contain the flow region with the least amount of uncertainty (see Fig. 1 ). We can discretize the patch into m × n grid points indexed by (i, j). Consequently, the flow velocities in this patch can be represented by two m × n matrices U = {u ij } m ,n and V = {v ij } m ,n , where u ij denotes flow speed in the east/west direction at grid point (i, j) and v ij denotes flow speed in the north/south direction at grid point (i, j). Let us denote the flow in this patch as F = [U, V].
We now consider that vehicle G 1 plans a minimum time path from its starting position r b to a destination r d , as illustrated in Fig. 1 . Due to limited speed, vehicles should avoid regions with strong flow. G 1 has its local flow map F 1 , enclosed by the blue solid curve in Fig. 1 . However, to avoid passing through nontraversable regions on the way to r d , G 1 needs to communicate with other vehicles hoping for 
III. TRAVERSABILITY ANALYSIS
This section introduces two methods used to extract the most significant information from the flow data of each vehicle that can be transmitted. First, a traversability analysis is performed to analyze the overall strength and "roughness" of the flow field within the patch of one vehicle. Then, the boundary of regions with flow strength exceeding a threshold, set to be less than the maximum speed of the vehicle, is represented using a small number of positions called the support vectors. The traversability parameters and the support vectors serve as the compressed information that cannot exceed a total number of bits, denoted as n * p , which will be determined from the quality of communication link introduced later in Section IV.
Taking vehicle G 2 for instance, suppose the local patch where flow information is available to G 2 contains a region Ω 2 where the average flow is strong. Then, Ω 2 is of great interest for sharing with others since flow in it would seriously affect a vehicle's motion. To meet the requirement of the communication link, the amount of flow data in Ω 2 will be reduced using the SVDD method where only the boundary of Ω 2 is extracted and shared with other vehicles. After receiving the reduced information, G 1 can approximately reconstruct the strong flow regions. The traversability parameters can then help to determine whether the region should be leveraged, or should be completely avoided by a path planning algorithm.
A. Traversability of a Flow Field
Three traversability parameters are often used by mobile robots to analyze a terrain: the height, slope, and roughness. Analogously, we introduce two parameters for the traversability analysis over a flow field. First, we define the average flow over a region Ω 2 to bē
where u ij (v ij ) is the value of u(v) at grid point (i, j) and N Ω 2 is the total number of grid points in Ω 2 . The average flow resembles the height and the slope of a terrain on the ground. Next, we introduce the roughness of a flow field as the maximum of the two standard deviations of the flow in the two dimensions
The average flow indicates the strength and direction of flow in the region. Most path planning algorithms actually produce paths that move along with strong flows, instead of going against them. The roughness of the flow reflects the uncertainty in the flow field. High roughness indicates that the flow in the region may change in direction or magnitude over a small spatial scale, which may alter the trajectories of vehicles unpredictably. Most path planning algorithms will have difficulty producing feasible paths in rough flow fields with strong average flow.
The thresholding method for traversability evaluation in the mobile robotics literature [17] [18] [19] can now be applied to the flow field. A threshold for the roughness can be set to decide whether it is safe to pass through a flow field or not. If the roughness r f exceeds the threshold, then the vehicle should avoid the flow region due to the strong spatial variations. On the other hand, a threshold for the average flow strength can be set as a portion of the vehicle speed to determine whether the flow is strong enough to have high impact on path planning. Regions with average flow speed that exceeds the threshold should be shared with other vehicles so that the path planning algorithms will be able to benefit from the knowledge.
B. Boundary of Region With Strong Flow
Once the threshold for the average flow strength is determined, we can use the SVDD method to determine the boundary of the flow region where the average flow speed exceeds this threshold. As reviewed in Section III-VI, a set of support vectors are produced by SVDD to represent the boundary that separates the positions with strong flow [the target points] from the positions with weak flow [the outliers]. Each support vector is a position x i on the boundary together with a positive weight α * i > 0. The collection of all support vectors is a set S. SVDD performs data reduction because it produces only a small number of support vectors from which the boundary between the target points and the outliers can be reconstructed. The number of support vectors representing the boundary can be adjusted by tuning the width parameter σ of the Gaussian kernel function K G used for the SVDD [see the Appendix]. This in turn determines the length of data that needs to be transmitted to other vehicles. More support vectors give better accuracy representing the boundary, but require larger packet size and higher data rate in communication. In this section, we determine an optimal σ to balance the packet size for communication and the representation error of the SVDD method.
We introduce the representation error E of SVDD that contains two components: e 1 , the target rejection error, indicates how many target points are wrongly rejected; and e 2 , the outlier acception error, indicates how many outlier points are wrongly accepted. To calculate these two errors, a set of N test points are selected in the patch of a vehicle and then tested against the reconstructed boundary. If the point is a target point but is located outside of the boundary, then the target point is wrongly rejected. If the point is an outlier but is located inside the boundary, then the point is wrongly accepted. Let N r be the number of target points that are wrongly rejected and N a be the number of outlier points that are wrongly accepted. Then e 1 = N r /N and e 2 = N a /N . Specifically, we formulate a constrained optimization problem as follows:
under the constraint
where n * p is the maximum number of data bits determined by the communication link. On the left-hand side of this inequality, N S represents the number of the support vectors and their corresponding weights for a specific σ, the value 4 represents the traversability parameters that need to be coded, which include the width of Gaussian kernel σ, the average flowū Ω 2 andv Ω 2 , and the roughness of flow r f . The term c is the number of bits needed for coding each parameter.
The optimization problem (1) can be first solved without considering the constraint (2) . Suppose the resulting σ * achieves the minimal error E, i.e., σ * = argmin σ {E}. Select the optimal σ * and then determine the number of support vectors resulted by N * S . Now considering the constraint (2) , if N * S satisfies the constraint, then σ * is the desired solution. Otherwise, if N * S does not satisfy the constraint, then the value of σ will be increased from σ * to compute a new N S until the constraint is satisfied.
C. Flow Map for Path Planning
As a result of traversability analysis, a flow map will be constructed by each vehicle for path planning. The flow map will contain the local patch and the reconstructed map outside of the local patch. Taking vehicle G 1 as an example, after receiving the compressed flow information from other vehicles, vehicle G 1 should first reconstruct the strong flow region using the set of support vectors S and their corresponding α * s . G 1 computes the boundary of the strong flow region using (17) , and checks whether a position is enclosed by the boundary or not using (18) . All positions that are enclosed by the boundary have strong flow. For each strong flow region, the roughness of the flow in this region is then considered. If the roughness r f is within a preset threshold, then the region will be filled with the average flow; otherwise, the region will be considered as an obstacle for path planning to avoid.
For a path planning algorithm such as the level set method used in the following sections, the planned path will contain two segments. One segment is in G 1 's local patch, the other is outside of this patch where the flow is only partially known. If a region is viewed as an obstacle, the algorithm will prevent a path from entering this region.
A flow map constructed distributedly may contain "holes," e.g., regions where no flow information is available at all. These holes can be temporarily filled with average flow or even no flow. Note that the existence of "holes" is not a problem caused by the traversability analysis. It is rather a practical challenge for any method of flow map construction. While vehicles are moving, the amount of information collected will be increasing, and we expect the "holes" can be filled eventually as more data being collected.
IV. SINGLE PACKET TRANSMISSION
The difficulty in communication in a marine environment would limit the transmission of information. The S&W scheme is a popular method for underwater communication. This protocol requires that the transmitter, say vehicle G 2 , stops and waits for an acknowledgment response from vehicle G 1 after sending a message to it. Through this handshaking process, the link quality between vehicles G 2 and G 1 can be measured. Since the S&W protocol is of low efficiency, a strategy to avoid overhead is for G 2 to pack all the necessary data for path planning into a single packet of several hundred bits, and then transmit this packet to G 1 after the testing phase of the communication link is done [11] . This single packet strategy is feasible for sharing flow information that is generated by traversability analysis. Since the flow map for path planning needs to be reconstructed relatively frequently, using a single packet strategy can maintain the integrity of the flow map when packet loss happens. On the other hand, the single packet strategy put a limit on the number of bits within one packet that can be used for information sharing. Our goal is to determine the largest number of bits n * p that is used as a constraint for traversability analysis.
A. Measuring Link Quality
Since communication link changes over time, its quality needs to be measured by the S&W every time a link is established. In general, the following three main components can be measured.
1) Bit error ratio (BER) p:
BER is the number of bit errors divided by the total number of bits in a received packet. 2) Packet delay t d : Packet delay t d is the time needed to transmit a packet from source to destination. Packet delay not only reflects the transmission time in between the sender and the receiver, but also reflects the probability for a packet to be lost (e.g., the packet loss ratio) during the transmission. This is because under the S&W protocol, any packet that gets lost will be retransmitted until successfully received. 3) Packet delay variation Var(t d ): Due to uncertainties in the channel, the packet delay t d is also random. The variation of t d represents the deviation between actual packet delay and average packet delay. After a link has been established between two vehicles, say G 2 and G 1 , G 2 sends G 1 a testing packet which contains n bits. n = n h + n d + n t , where n h bits are allocated for the header bits, n d bits are allocated for data bits, and n t bits are allocated for the tail bits. The n d data bits for the testing packet contain a predefined sequence which is known to both the transmitter and the receiver. When G 1 receives the packet, it checks the bit error and records the BER as p s , also called sending BER. Immediately, G 1 starts a new test packet with its n t tail bits filled with p s as a responding packet to send back to G 2 . After receiving this response, G 2 checks the BER p r , also called returning BER, and use p s together with p r to estimate the BER for the link as
For a packet that contains n d data bits, the probability for the entire packet to have error is then estimated as
For G (
B. Required Link Quality
Let n p be the number of data bits within the single packet that carry the information of the flow that is to be shared. Due to the BER p, we must require
for reliable transmission and receiving. Inspired by Stojanovic [11] , we consider the "efficiency index" as
where T s is the time required to transmit and receive 1 b it, and t d is the average time delay for transmitting one packet. This efficiency index measures the ratio between the time spent to transmit the effective bits and the total time spent for single packet transmission. Note that in [11] , the efficiency index is defined as the upper bound of λ [e.g.,
so that the optimal length of data bits n d can be determined to achieve maximum efficiency. In this paper, we assume that the packet size n d is already known for all the vehicles. Hence, we modified the definition of efficiency to focus on finding the n p number of bits within a packet that can be allocated for information that will be used for path planning.
We define a quality metric named the RLQ that measures the capability of sending n p bits reliably in one packet that contains n d data bits
where Var(t d ) represents the variation in the packet delay defined in (4), P represents the probability for a packet to have error defined in (3), and λ is the efficiency index defined in (5). The weights κ 1 and κ 2 are positive regulating factors that will be chosen so that the RLQ(n p ) is easy to be interpreted. In our simulation work, we have chosen κ 1 and κ 2 so that the RLQ is between 0 and 10 for all possible Var(t d ) and P . If a link has constant Var(t d ) and P , then larger n p leads to higher efficiency λ, but requires higher RLQ. If either the Var(t d ) or P becomes larger, then the RLQ for sending a packet with the same size becomes higher.
The main reason to introduce the RLQ as a function of n p is to allow a convenient way for the data compression algorithms to determine what is the maximum number of data bits that can be shared among vehicles, based on the quality measured from the S&W protocol. Suppose the link quality is bounded above by a thresholdQ, then the maximum number of data bits that can be transmitted reliably can be determined as follows. First, find the largest allowed n p such that RLQ(n p ) ≤Q.
At the same time, we need to guarantee enough redundancy by requesting that
to be satisfied. RLQ is monotonically increasing as n p increases. The BER p is usually time varying due to uncertainty in the channel. We can find the maximum n * p from the two inequalities and then use it to formulate the constraint for data compression in (2) .
We would like to point out that the RLQ can be estimated through measurements made by the vehicles during the process of establishing the communication link. The RLQ will be a time-varying function that will lead to a time varying n * p . The length of data for path planning should be smaller than n * p . On the other hand, the thresholdQ is a design factor that needs to be determined beforehand. It can be first set at a relatively low value. If the communication is working well, thenQ can be gradually increased to allow more data bits to be allocated for sharing flow maps.
V. SIMULATION STUDY
We simulate a fleet of four vehicles G 1 , G 2 , G 3 , and G 4 that are deployed into a region in the South China Sea near the Hainan Island, as illustrated in Fig. 2 . The flow field shown in this region is obtained from HYCOM+NCODA Global 1/12
• analysis provided by the U.S. Naval Research Lab, Washington, DC, USA [27] . This region is chosen due to the interesting spatial structure that belongs to part of a cyclone. The flow field in this region demonstrates strong spatial variation in both strength and directions. We assume that the maximum speed of the vehicles is 0.3 m/s. Then, the large flow in the southern part of the region is up to 0.6 m/s, exceeding the speed of the vehicles by 0.3 m/s.
A. Simulation Setup
For the purpose of supporting path planning simulations, we need to add data with higher spatial variation to the flow field data set to generate the "true" flow field. The resulting flow field may not accurately reflect the real ocean flow in the South China Sea region, but it nevertheless can support simulation studies to evaluate and verify the proposed distributed traversability analysis algorithms. The spatial resolutions of the combined flow field are increased by using the datadriven method used in [28] where Gaussian radial basis functions are employed for interpolation. The interpolated flow field is used as the "true" flow for the vehicles to measure in the simulation study. Note that our proposed method works well with the time-varying flow field. However, we do not introduce temporal variation in the "true" flow only because the temporal variation will add to the difficulty in explaining the simulation results.
We further simulate the tradeoff between accuracy and communication constraints for underwater data transmission. A statistical channel model [29] is utilized to simulate the effect of channel variation using the binary phase-shift keying modulation scheme [30] . The packet size is fixed at n d = 500 b. 6 . Based on this knowledge, we select the thresholdQ to be 8 to emulate a nonideal communication link that will be used by the vehicles. To determine the maximum number of data bits that are permitted byQ, we solve the n p from RLQ(n p ) =Q.
We simulate the communication links with the value of p changing from 10 weight will also take 20 b to encode. In the following simulations, the BER will be set to p = 4 × 10 −4 , which corresponds to the maximum number of supporting vectors being N S = 7.
B. Step 1: Data Compression
Each simulated vehicle is able to collect a sequence of measurements of the flow along its trajectory. Each vehicle then estimates the flow field using the OA method that provides an optimal prediction of spatial distributions given measurements at finite spatial locations [31] . In addition, OA also computes uncertainty associated with the spatial prediction. This value of uncertainty is between [0, 1] while 1 indicates the highest uncertainty. The reconstructed flow in the local patch of vehicle G 1 is marked by red arrows in Fig. 4(a) , while the "true" flow is marked by blue arrows for comparison. The dashed green line represents the boundary of the local patch where the uncertainty is less than 0.2. We can observe a good match between the true flow and the reconstructed flow. The value 0.2 can be chosen as other small values, which will not affect the conclusions. Within each local patch, the high-flow regions where flow speed is greater than a threshold 0.3 m/s, which is the depth averaged speed for the vehicles, will be compressed by SVDD to share with other vehicles. At the starting time, vehicle G 3 does not have a high-flow region. The boundaries of the high-flow regions produced by SVDD with different σ values are illustrated for G 2 and G 4 in Fig. 4(b) . We can clearly observe that as the values of σ increase in both cases, the shape of the high-flow regions becomes more circular, losing the accuracy in representing the boundary. Now we demonstrate how vehicles G 2 and G 4 will determine the compression of the high-flow region in their local patches. The optimal width of the Gaussian kernel σ for SVDD with p increasing from Fig. 6 . Path planning in four cases. In the "Global" case, as a comparison, G 1 plans a path (in blue) using the knowledge of the entire flow field. In the "Blank" case, G 1 assumes no flow outside of its local patch in path planning. In the "Obstacle" case, G 1 uses shared information from others. The recognized high-flow regions, without traversability analysis, are all considered as obstacles. In the "Traversability" case, G 1 reconstructs flow field using the information from other vehicles that have performed traversability analysis. Other than the choice of σ and the number of supporting vectors, each vehicle will compute the parameters for traversability, e.g., the average u, v, and the roughness r f as follows: 
C. Step 2: Path Planning
After receiving the shared flow maps together with the parameters for traversability from other vehicles, G 1 reconstructs its flow field for path planning. The threshold of roughness of flow field is set to be 0.001, which is a value that can be chosen by design. At this point of time, the flow from G 2 and G 4 with low roughness is represented by the average flow.
We use the level set method to plan time optimal paths from the initial location of G 1 to destinations diagonally across the region, as shown in Fig. 6 . This figure demonstrates the moment at the beginning of the simulation where all four vehicles are at their initial positions. The paths are planned for four cases, each corresponding to a different way of using the flow map. These paths planned by G 1 are compared. In the first case, the path is planned using the complete flow information from the entire domain. We label this case as "Global" and use it as a benchmark for the other three cases. The "Global" path is plotted as a blue line in Fig. 6 . The second case is when G 1 only uses flow information from its local patch, this corresponding to the case where no communication happens among the vehicles. We label this case as "Blank." The planned path is plotted as red lines in Fig. 6 . The third case uses the method in our previous work [23] where the recognized strong flow regions are all regarded as obstacles that need to be avoided. This case is labeled as "Obstacle" and the path is plotted as a green line in Fig. 6 . The fourth case uses the method developed in this paper where traversability analysis is used to determine whether a strong flow region can be leveraged or not. This case is labeled as "Traversability," and the path is plotted as a black line in Fig. 6 . We can observe that the Global path is not the shortest path, and the Traversability path is the one that is the most similar to the Global path.
D. Evaluating Path Planning Performance
The two steps, data compression and path planning, are performed iteratively by all vehicles while they are following the planned paths to Fig. 8 . η values of the paths followed by G 1 for the two scenarios in Fig. 7 . The left three bars correspond to Fig. 7(a) and the right three bars correspond to Fig. 7(b) . The traversability paths have the smallest values in both cases. their destinations. We will now evaluate the performance of the vehicles when the distributed traversability analysis is employed. To simplify the evaluation process, we assume that vehicles G 2 , G 3 , and G 4 will follow fixed paths. We allow vehicle G 1 to replan its path after it has reached the boundary of its local patch. Its own local patch will be reconstructed with more recent measurements, and its flow map will be updated by using information received from other vehicles. Since all vehicles are moving and sharing information, G 1 will have better information about the flow field as it moves from the starting position to the ending position. Again, G 1 will plan its paths for four cases: the Global, the Blank, the Obstacle, and the Traversability cases. We will compare the entire path that G 1 will trace out from the starting position to the ending position.
We evaluate the performance of the paths in the Blank, the Obstacle, and the Traversability cases by comparing them with the "Global" case where the path is optimal since all flow information is used for path planning. Our intuition is that a path is better if it is closer to that of the "Global" case. We define a metric η to quantitatively evaluate the performance of a path γ as
The less the value of η, the better the path is. We plot the paths where the starting and ending positions for G 1 are selected, as shown in Fig. 7(a) and (b) . Other than the four paths traced by G 1 in each of the figures, we plot the fixed paths traced by the other three vehicles as well; these paths are the same in all four cases. Meanwhile, the η values of the paths for the three cases in Fig. 7 (a) and (b) are compared in Fig. 8 . It can be observed that the Traversability paths have the smallest η values in all comparisons.
In Fig. 7 (a) and (b), the Traversability path successfully leverages the high-speed and beneficial flow. In Fig. 7(b) , since crucial flow information is missing from all three cases except in the "Global" case, the paths planned in the "Obstacle" case and "Blank" case finally fail to reach the destination. This indicates that by incorporating the traversability analysis, the performance of the path planning algorithm is improved.
E. Effect of Missing Information
To study how the missing flow information by data compression will affect the performance of the planned path, we select a number of destinations where paths are planned assisted by the traversability analysis, and compare them with the optimal paths. From the starting position in Fig. 7(a) , we plan paths to a collection of destinations as illustrated in Fig. 9(a) . For each destination, we compare the "Global" path and the "Traversability" path. Here, the Traversability path is computed by assuming that the vehicle knows the traversability parameters of all high-flow regions in the area; this assumption allows us to focus on one vehicle and ignore other vehicles.
The η values for each of the Traversability paths are plotted in Fig. 9(b) . We can observe that the value is the highest for destination 2 in Fig. 9(a) . This high value indicates that the missing information of the lower flow regions have greater effects on the path planned for destination 2 than the other destinations. For destination 2 in Fig. 9(a) , the Traversability path goes through a high-flow region because it is not aware of a favorable low-flow region below the Traversability path that can be leveraged to speed up the travel. This illustrates that the missing favorable low-flow regions ignored by the traversability analysis can alter the paths to a certain extent.
VI. CONCLUSIONS AND FUTURE WORKS
This paper has demonstrated that data compression of the flow information shared by marine vehicles is feasible for distributed path planning under communication constraints. A key contribution is the method of determining the number of bits that can be transmitted based on measurements of the link quality. Even though this method is only developed for the S&W protocol, there may be ways to extend the ideas to other networking protocols. This paper also extended traversability analysis for marine vehicles over 2-D flow field. To the best of our knowledge, it is the first time that such traversability analysis is used to support path planning for ocean flow fields. It is reasonable to expect more results to be developed along this direction. This problem may be generalized to the 3-D settings and for more complex flow fields. Furthermore, our method based on SVDD adjusts the quality of the reduced flow map according to communication constraints. This codesign approach tries to strike a balance between information needed for accurate path planning with the limitation of the communication constraints. We will perform experimental efforts to further investigate this tradeoff.
APPENDIX REVIEW OF SUPPORT VECTOR DATA DESCRIPTION
Suppose that one would like to extract some special data points from a data cluster from other data points. We refer the points that need to be extracted as "targets" and the other points as "outliers." In this paper, the target points are positions with strong flow, e.g., where the flow speed exceeds a certain threshold, and the outliers are positions with weaker flow.
The SVDD method produces a representation of the data cluster by searching for the smallest hypersphere that contains as many targets as possible but does not include outliers. Assume that a set of training data are given that contain targets {x i , i = 1, 2, . . . , N }. The optimal hypersphere around {x i } with center a and radius R can be obtained by minimizing the following function [22] :
with the constraint
where ξ i ≥ 0 are slack decision variables that allow some targets to be excluded from the hypersphere. The parameter C is a weight that controls the tradeoff between the volume of the sphere and the number of targets excluded by the sphere. 
Substituting conditions (10)- (12) into the Lagrangian (9) results in
The optimization problem then can be converted into its dual problem A test point z, which can either be a target or an outlier, is considered inside the boundary sphere when its distance to the center a of the boundary sphere is smaller than or equal to the radius R * as
where s and k are indices of the support vectors in the set S. The primary SVDD method can be extended by replacing the inner product (x i · x j ) by a Gaussian kernel function K G (x i , x j ) = exp(− x i − x j 2 /σ 2 ) [22] . Substituting the Gaussian kernel function into (13) leads to the Lagrangian 
where x s , x k ∈ S. Furthermore, a test point z is considered inside the boundary when the following inequality is satisfied:
where x s , x k ∈ S. The number of support vectors can be adjusted by two parameters: the weight C in (7) and the width σ in the Gaussian kernel K G . Parameter C is not critical in practice [22] , hence we will determine σ. To see the effect of σ on the selection of the support vectors, let us consider a very small σ. In this case
when i = j. Equation (15) 
