Abstract-The Internet has become a necessity to many orga nizations and also to the general public, similar to utilities such as electricity and water supply. Disruption or interruption to Internet availability would means reduced productivity and can be of negative consequence to many organizations. Therefore, it is critical that there is a mechanism to monitor Internet performance periodically in order to detect performance issues, and more importantly a mechanism to correlate the changes in the performance metrics with the event that causes the changes.
I. INTRODUCTION
The Internet has become a necessity to many organizations and also to the general public similar to utilities such as electricity and water supply. Disruption or interruption to Internet availability would means reduced productivity and can be of negative consequence to many organizations. The performance of an Internet connection from the end users side is affected by many factors. For example, the effect between day and night to Internet usage and performance is obvious, whereby during day time there is high traffic due to various activities in an organization as compared to night time period. Furthermore, during day time, there are peak periods whereby there is an increased activities such as during early morning when office workers start their day and also during lunch time. Other events such as political turmoil, natural disaster, and cyber attack can also affect the Internet end to-end performance. For example, the recent political turmoil in Syria causes the two-day blackout of Internet connection in that country [1] . As for natural disaster, earthquake [2] (and potentially subsequent tsunami) and typhoon [3] can also cause service and performance disruption of the Internet. Bilski [4] provides a discussion on how natural disasters affect Internet performance and provide a few case study which includes Mediterranean earthquake in 2008. Therefore, it is critical that there is a mechanism to monitor Internet performance periodically to detect performance issues, and more importantly a mechanism to correlate the changes in the performance metrics with the event that causes the changes. Such correlation can be useful in several ways: (1) provide the responsible parties such as system administrator to account for changes in Internet connection performance, (2) correlation can be the basis for an early warning system to network/system administrator of a problem which needs to be rectified as soon as possible, (3) knowing the event that causes the disruption can give the administrator a starting point to work with.
Currently, human intervention is required to correlate be tween events that take place with the changes in the end-to-end Internet performance. For example, in an institution of higher learning, based on personal experience, a system administrator can correlate the low latency and high throughput of the Internet connection during specific period is due to the fact that the students are away for semester break. On the other hand, a sudden increase in network traffic before midnight might be caused by computer systems performing remote backups or periodic maintenance. Therefore, such correlation can be made only if the person has the prior knowledge and experience about the specific event that causes the changes to the performance metrics.
The involvement of human intervention in correlating events and Internet performance is not productive, and costly. As such, this research proposed a new novel way of fully or semi automated correlation system that is able to provide correlation between events and end point performance of an Internet connection. Furthermore, an early warning system will also be developed which will be able to provide early warning of the events that cause the disruption to relevant parties.
The paper is organized as follows: Section II provides the background information on the PingER monitoring and data collection platform, followed by the PingER architecture in Section II-A. We discuss on how PingER works in Section II-B followed by how to interpret the data using various tools in Section III. In Section IV, we highlight the challenges in interpreting the PingER data and discuss the drawbacks in manually correlating the data by human personnel. Further more, in Section V, we discuss the requirements in designing and developing a system that is able to correlate the changes in performance metrics with the event that causes the changes. We briefly discuss on future work in Section VI. Finally we discuss related work in Section VII and conclude the paper in Section VIII.
II. PINGER MONITORING AND DATA COLLECTION

PLATFORM
As for the data collection component, this project will be utilizing the PingER framework for active end point monitor ing and data collection of end-to-end connection. The PingER [5] (Ping End-to-end Reporting) has been established by the Stanford Linear Accelerator Center (SLAC) in 1995 in US with the initial goal of monitoring the network connection between laboratories, and universities involved in High Energy Physics (HENP) projects. It is led by SLAC and devel opment includes NUST/SEECSI (formerly NIIT), FNAL2, and ICTP/Trieste. The project has expanded to monitor over 700 sites in more than 160 countries. Universiti Malaysia Sarawak (UNIMAS)3 has joined the project starting in 2010 and currently has a monitoring host which monitors over 30 sites in Malaysia and South East Asia. In early 2012, Universiti Malaya (UM) in Kuala Lumpur and Universiti Teknologi Malaysia (UTM) in Skudai, lohor join the initiative with one monitoring host at each site. The addition of the monitoring nodes in UM and UTM provides a bidirectional view of the end-to-end Internet link performance for the hosts being monitored in Malaysia. The PingER project is based on the ubiquitous ping program which has the advantage of being lightweight compared to other method such as using SNMP and active probes [6] . Apart from these advantages, PingER provides monitoring from end user perspective rather than monitoring the performance of the Internet backbone as what is done by Internet Service Provider such as PlanetLab [7] , Akamai [8] and Telekom Malaysia. Thus, the data gathered through PingER are reflective on the end user experience in utilizing the Internet connection. The PingER deployment consists of multiple monitoring hosts located in different geo graphic location, whereby each of these monitoring hosts will send ping packets periodically to a number of remote hosts. Currently in Malaysia, there are three monitoring hosts in Malaysia located at Universiti Malaysia Sarawak (UNIMAS), Universiti Malaya (UM), and Universiti Teknologi Malaysia (UTM).
A. PingER Architecture
The architecture of the PingER monitoring platform is shown in Figure 1 . The PingER monitoring platform consists of several different hosts. The first type of hosts are the remote hosts, which are hosts that are being monitored by the monitoring hosts, usually a server with high and stable uptime such as a web server, within a particular organization. There is no software or setup required for a remote host and the only requirement is that the host must be ping-able (no firewall restriction on ping packets). For example, in Malaysia, there are 30 remote hosts currently being monitored ranging from The second type of host is the monitoring hosts whereby each of these hosts is a computer where the PingER monitoring software is being deployed. The computer where the PingER software is being deployed can be a server, a desktop, or laptop with minimal hardware requirement as low as Pentium III processor with 512 MB of RAM. As for the operating system, the computer needs to be installed with Linux-based operating system such as Ubuntu, CentOS, and other linux distribution. The computer also needs to be connected to the Internet with a public IP address which is accessible from outside the organization internal network. Optionally, rather than having a dedicated computer to deploy the PingER software, an existing server such as a web server can be use for the deployment. As mentioned previously, there are three monitoring hosts in Malaysia which collect measurements from different geographical location to give better indication of the end-to-end Internet performance. For example, if the Internet performance of one of the remote host from one monitoring host is found to be poor, a comparison can be made from another monitoring host to verify whether it is a localized problem (which affect a particular connection) or a more widespread problem.
Finally, the archive hosts gather data from the monitoring hosts and act as storage repository of the raw data. The main archive host is at SLAC, plus another two, each at FNAL (Fermi National Accelerator Laboratory) and at NUST4 (National University of Sciences and Technology, Pakistan). The reports generated by various tools can be accessed from the PingER websiteS which serves as the front-end system to the end users. The PingER software uses the Internet Control Message Protocol (ICMP) echo mechanism [9] , also known as the Ping facility. This allows a host to send a packet of a user selected length to a remote node and have it echoed back. Since ping utility is available in almost all platforms (operating system), there is no need to install additional software on the nodes being monitored. Since the echo responder normally runs at high priority (in a Unix/Linux kernel) [ 4] , it gives better indication of a network performance as compared to a user application such as a web browser (where you can run measurement as well). Additionally, an added advantage of utilizing ping for monitoring is that it does not cause network congestion since it is very modest in its network band width requirements (approximately 100 bits per monitoring remote host pair). There are various other Internet performance monitoring platform such as Surveyor [10] , Scamper [11] , Perf SONAR framework [12] , [13] , and others, each with their own approach (active vs passive monitoring), scope (WAN, high speed network, etc) and target audiences.
On a monitoring host, the measurement is conducted by sending eleven (11) pings (size of 100 bytes each) every 30 minutes to each of the remote hosts. The set of remote hosts to ping is provided by an XML file called pinger. xml. The first packet is discarded since the first ping is slow since it includes the delay due to priming cache activity. The minimum/average/maximum RTT for each set of ten (10) pings is recorded. Data gathering is conducted on a daily basis by using HTTP, from the archive hosts which is at SLAC, FNAL, and NUST. The archive hosts also conduct analysis of the raw data, and generate report which can be accessed through the web.
The PingER data, which is based on the ping mechanism consists of five metrics which are packet loss, Round Trip Time (RTT), unreachability, unpredictability and quiescence (non-busy) [14] .
III. INTERPRETING THE PINGER DATA
Data collected from all PingER monitoring hosts are sent and stored at the archival site in SLAC. The data is available publicly and is a valuable source for data mining for different patterns and trends about end-to-end Internet performance and growth. There are several tools available at the PingER website 6 to manipulate and interpret the raw data. For example, a user can view the aggregated value of various metrics in table format according to selected time period. For example, Figure  2 shows the ping table which contains the monthly aggregated value of Round Trip Time (RTT) from the UNIMAS's moni toring host to the remote hosts (monitored hosts) in Malaysia. The aggregated RTT values are colour coded (five different colour codes) to indicate the degree of ping response time, whereby black indicates the best RTT (less than 62.5 ms) and red indicates the worst (more than 400 ms). Based on this Another tool for viewing the collected data is the SmokePing-like [15] graph as shown in Figure 3 and Figure  4 . Figure 3 shows the RTT values from the month of April 2013 to the month of July 2013 for UNIMAS's monitoring host to the SLAC host in US. The RTT values on the y-axis are shown as a blue horizontal line against the time period on the x-axis. In this particular graph, there are several spikes across the time period which indicate that they might issues with the end-to-end network Internet performance such as power failures, system maintenance, natural disaster such as earthquake that causes cable cuts, political unrest, and so on. 
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Figure 4. SmokePing Network Performance Graphs Displaying PingER Data from UTM to SLAC
Additionally, the connection status of a remote site can be easily deduced by the absence of response from the ping in quiry from the monitoring host. The unreachability of a remote host can be caused by the same set of events as discussed previously. For example, Figure 5 shows the SmokePing graph for the period of three (3) days from November 29th, 20l3, from monitoring host at SLAC to one of the remote host in Syria, Thawra Online. The unreachability period is clearly visible, indicated by the black vertical region which indicates total packet loss which means that the remote node is not reachable. The unreachability for this particular remote host at Thawra Online in Syria is due to the political unrest which happened in Syria at that time [16] .
Besides short period analysis, the collected data can also reveal long term trends which can be coupled with other indicators such as IT Development Index [17] (from ITU-T, which indicates the digital divide and ICT performance within and across countries), GDP of a country and so on. One of the tool on the PingER website is the PingER Explorer which is based on the Google Public Data Explorer7 tool. Unfortunately, since the data collection for Malaysia's nodes has only started recently, such long term trends is not available for Malaysia. For example, Figure 6 shows the relationship between IT Development Index for different countries on the y-axis plotted against Average RRTT (ms) of the countries. The Average RTT (and other metrics which can be changed for the y or x axis) data is collected using the PingER platform . Figure 7 shows the Average RTT from remote hosts in Malaysia to each of the monitoring hosts. Ta king the remote host MIMOS as an example, the best Average RTT value is 2.86 ms from the remote host to the monitoring host in UM and the lowest Average RTT is to UNIMAS. This is logical since both the remote host (MIMOS) and the monitoring host at UM are geographically close to each other and located in major city (Kuala Lumpur) which has better telecommunication infrastructure (faster network connection, etc). . IV IDI PIN"GER ? ", V n' LTII Pv. As a conclusion, the data and the reports generated by various tool from the PingER website is useful in providing the end users with the state and the trend of end-to-end Internet performance for a set of remote hosts.
IV. CHALLENGES FOR PINGER DATA INTERPRETATION
Although the data collected from the PingER monitoring hosts are useful, one of the major issues is the need for full human intervention in interpreting the data and the event that causes the changes in the metric such as RTT and packet loss as shown Section III. For example, the SmokePing graph in Figure 3 only shows the spike which indicates there is issue or problem that causes the performance degradation but does not provides the answer of what causes the disruption.
The needs for human intervention for interpreting and correlating the data poses several drawbacks such as:
• time consuming: human intervention required to inter pret and correlate the data can take considerable time depending on whether there are available expert on the subject to interpret the data. Currently, there are 30 remote hosts being monitored from 3 monitoring hosts which generate on average 60 megabytes of data per monitoring host per month. With the plan to add more monitoring and remote hosts in near future (up to 100 remote hosts and 20 monitoring hosts in Malaysia), the amount of data generated will be huge and will increase the time required for data analysis and manual event correlation.
• delay: related to the above point, there might be a considerable delay between the point where the event occurs and the interpretation of the data. The delay in detecting and correlate the root cause of the problem (i.e. the event that causes the problem) will mean delay in addressing the problem or passing the information to the stakeholder. For example, in many organizations such as in UNIMAS, Internet performance issues (slow traffic, or network disruption) will affect the productivity and usually translated into the feeling of frustration and anger if the end users do not have information on what causes the disruption.
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• not automated: since the interpretation process is man ually conducted, some problem might not be discovered in timely manner due to human error, carelessness (of the human), and huge amount of data that need to be analyzed.
• costly: involvement of human personnel and relatively longer period for analysis will translate to higher cost in term of man hour and also resource consumption. Cost factor can also be interpreted as the productivity loss that is incurred when the root problem (i.e. the event that cause the disruption) can be identified and not rectified as soon as possible. In a long term perspective, some root problem such as last mile performance issue, if not detected and rectified, will affect the productivity of the end users as well.
V. RE QUIRE MENTS FOR AN AUTOMATED INTELLIGENT EVENT CORRELATION MECHANISM
The main objective of this project is to design and develop and automated and intelligent event correlation system utiliz ing the data collected from the PingER monitoring platform. The resulting system should provide the following benefits to the end users:
• semi or fully automated: the system should have very minimal or no human intervention, and the processes involved are done triggered and done automatically.
• minimal false negative and positive reports: in order for the system to be useful to the end users (correlating the right event with the change in specific metric) and does not create unnecessary alarm for the system administrator, the number of false positive and false negative reports must be kept to a minimum level.
• efficient, fast, and timely: the system should not con sume too much resources such as CPU, RAM, etc in per forming the correlation and subsequent report generation and alarm generation. Furthermore, the processes should be conducted in a timely manner so that the report and alarm can be forwarded to specific end user such as the system administrator for further action.
• intelligence: the system should be able to conduct the analysis and correlation without the needs of human intervention.
VI. FUTURE WORKS
The next step in this project is to design and develop the framework for the intelligent correlation engine based on the requirements discussed in this paper. Several algorithm will be reviewed to find suitable one that can be implemented as the intelligent correlation engine for the system. This framework will be the basis of which the prototype for the intelligent correlation system will be built upon.
VII. RELATED WORKS
There are several previous researches which attempt to pro vide correlation with regards to network and Internet perfor mance monitoring. Wei Hu et. al.
[l8] design and develop an alarm monitoring system based on the Perf SONAR framework [12] , [13] which is able to provide alarm correlation service for a hybrid network. Unfortunately, the proposed system can only locate the root cause of the problem in hardware being used in a network such as a server, router, gateway, etc, but does not provides the cause of the problem. In short, there is no correlation between the event (if any) that give rise to the alarm.
Another approach for Internet performance analysis and monitoring through the utilization of statistical analysis has been proposed by Wang et. al. [19] . Although, Wang et. al. approach includes correlation mechanism for detecting root cause of performance problem, the focus is more at the application level rather than monitoring the actual Internet performance. Our research focus is more on correlating In ternet performance changes based on events that affect the performance.
VIII. CONCLUSION
Many organizations relies on the Internet as part of their daily operations. Disruption to the Internet connection can translate into loss of productivity. Therefore, monitoring of Internet connection and it's performance is crucial in order provide the responsible parties with relevant information of the status of the Internet connection. One of the available end to-end monitoring platform is PingER and the data collected from the PingER provides valuable insight, information and trends through various analysis tools such as the ping table, SmokePing graph, and PingER Explorer tool. Despite the abundance of data from the PingER project and the availability of the analysis tools, there is no mechanism within the system to enable automatic correlation between the changes in performance metrics and the event that causes the changes.
In this paper, we have discussed on the PingER monitoring platform which collect the data and the various analysis tools available on the PingER website, and highlighted the needs of human intervention for correlating the event that causes changes in performance metrics. Furthermore, we have highlighted the major challenges in interpreting the data col lected from the PingER monitoring platform. Finally, we have discussed the requirements in order to design and develop a system which is capable of intelligently and automatically performs the correlation. 
