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Abstract
We study the energy and entanglement dynamics of (1 + 1)D conformal field theories
(CFTs) under a Floquet drive with the sine-square deformed (SSD) Hamiltonian. Previous
work has shown this model supports both a non-heating and a heating phase. Here we
analytically establish several robust and ‘super-universal’ features of the heating phase
which rely on conformal invariance but not on the details of the CFT involved. First, we
show the energy density is concentrated in two peaks in real space, a chiral and anti-chiral
peak, which leads to an exponential growth in the total energy. The peak locations are
set by fixed points of the Mo¨bius tranformation. Second, all of the quantum entanglement
is shared between these two peaks. In each driving period, a number of Bell pairs are
generated, with one member pumped to the chiral peak, and the other member pumped
to the anti-chiral peak. These Bell pairs are localized and accumulate at these two peaks,
and can serve as a source of quantum entanglement. Third, in both the heating and non-
heating phases we find that the total energy is related to the half system entanglement
entropy by a simple relation E(t) ∝ c exp (6cS(t)) with c being the central charge. In
addition, we show that the non-heating phase, in which the energy and entanglement
oscillate in time, is unstable to small fluctuations of the driving frequency in contrast to
the heating phase. Finally, we point out an analogy to the periodically driven harmonic
oscillator which allows us to understand global features of the phases, and introduce a
quasiparticle picture to explain the spatial structure, which can be generalized to setups
beyond the SSD construction.
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1 Introduction
Floquet driving sets up a new stage in the search for novel systems that may not have an
equilibrium analog, such as Floquet topological phases [1–14] and time crystals [15–23]. It is
also one of the simplest protocols to study non-equilibrium phenomena, such as localization-
thermalization transitions, prethermalization, dynamical Casimir effect, etc [24–32]. However,
exactly solving Floquet many-body systems is, in general, a formidable task. Usually, we
have to resort to numerical methods limited to small system size. This makes an analytical
understanding of Floquet dynamics extremely valuable. Conformal field theories provide an
ideal platform for such a purpose [33, 34]. In particular, for (1 + 1)D CFTs, the conformal
symmetry is enlarged to the full Virasoro symmetry, which makes the calculation even more
tractable [35,36]. In this paper, we focus on (1+1)D CFTs. Generalization to other dimensions
should be possible and left to future work.
However, a CFT as a gapless many-body system is expected to be vulnerable to a generic
driving. If we start from the ground state of the original Hamiltonian, then Floquet driving
might lead it to an infinite temperature state easily. This thermalization process is an interesting
problem but not the focus of this paper. Our goal is to explore what type of phenomena and
structures can be engineered with a Floquet many-body system that may not be realized in
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a simple way with a static Hamiltonian. To avoid thermalization, we need to choose special
protocols. In this paper, we are going to use the Virasoro symmetry generators as our driving
Hamiltonian so that we can take maximal advantage of the conformal symmetry to constrain
the system. As one of the most canonical choices, we will use the sl(2,R) subalgebra, the exact
meaning of which will be discussed later. Although this choice may look a bit special, it is
powerful enough to reveal some universal features of the problem that apply more generally.
We will also discuss one generalization of this simplest protocol.
We will follow the setup used in [34], where the authors consider an open chain and imple-
ment the driving with the sine-square deformed Hamiltonian [37–47]. It was shown that if we
start from the ground state and turn on the Floquet drive, we can identify a non-heating phase
in the high-frequency driving regime and a heating phase in the low-frequency driving regime
by looking at the entanglement entropy growth. The fact that we have these two phases has
an algebraic reason which can be understood by using a quantum mechanical model, as we will
discuss later.
The main part of this paper will present a more detailed study on what happens in the
Floquet dynamics, paying special attention to the spatial structure that emerges, that has not
previously been discussed.
Let us summarize the main phenomena. In the heating phase, although the total energy
and entanglement keep growing, the system does not evolve into a featureless state. We find
that in this phase, the system heats up in a very non-uniform way. The energy pumped
in concentrates at two points, one of which has purely chiral excitations and the other one
only has anti-chiral excitations. The entanglement entropy also comes from the entanglement
between the excitations at these two points. Furthermore, the energy and entanglement entropy
are related by a simple formula. All these features above are universal and only depend on the
central charge of the CFT. In the non-heating phase, if we do a stroboscopic measurement, we
can find that energy excitation will move back and forth in the system with the total energy
and entanglement entropy oscillating in time.
Since a real experiment will inevitably have noise, we are also interested in the question
that how stable those phenomena are to noise. For example, we could start from an excited
state or have local perturbation during evolution. Furthermore, the driving frequency could
have a small fluctuation. By combining analytical and numerical analysis, we will argue that
the non-heating phase is delicate but all the reported features in the heating phase are quite
robust to these perturbations. For the non-heating phase, an arbitrarily tiny noise in the driving
frequency will eventually heat the system. The dimensionless heating rate is proportional to
α2, where α characterizes the magnitude of randomness.
The paper is organized as follows. In Sec.2, we will briefly review the set-up in [34], summa-
rize the method of studying the evolution of operators and see how to interpret the Hamiltonian
by sl(2,R) algebra. In particular, in Sec.2.3, we discuss the phase diagram from a different an-
gle using the mapping to a driven harmonic oscillator. In Sec.3, we will present our main result
of this paper on various features of the heating phase. We will focus on how the energy is
absorbed, how the entanglement is generated and their relation. We will also draw intuition
from this special setup and make a few comments on what to expect for the case of more
general initial conditions, boundary conditions and Floquet drives. In Sec.4, we will analyze
the stability of these phenomena against driving with random periods. In Sec.5, we introduce
one generalization of the simplest case and study how the spatial structure of the energy and
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entanglement gets modified. Finally in Sec.6, we give some conclusions and outlook.
2 Setup for a Floquet CFT
In this section, in the interest of completeness, we review the set-up and some results of prior
work in [34] that are relevant to our discussion.
2.1 Floquet driving
We start with a (1 + 1)D CFT with an open boundary condition. Let us denote its total length
by L, and its central charge by c. We will consider the following time-dependent Hamiltonian
H(t) =
{
H1 0 < t < T1
H0 T1 < t < T1 + T0
, (1)
where H0 is the ordinary Hamiltonian that can be written as an integral of energy density
T00(x) along the real space as follows,
H0 =
∫ L
0
dx T00(x). (2)
H1 is the so-called sine-square deformed (SSD) Hamiltonian [37–48]
H1 = 2
∫ L
0
dx sin2
(pix
L
)
T00(x). (3)
For simplicity, the initial state |ψ0〉 is chosen to be the ground state of H0, i.e. |ψ0〉 = |GS〉.
It is also useful to introduce the Floquet operator F = F0F1 = e
−iH0T0e−iH1T1 to charac-
terize the unitary evolution for a single cycle. In the stroboscopic measurement, the Floquet
dynamics is determined by the state |ψ(nT )〉 = F n |GS〉. For example, the two point function
of local operators O1(x1) and O2(x2) after n cycles is given by 〈ψ(nT )|O1(x1)O2(x2)|ψ(nT )〉 .
In the “Heisenberg” picture, the calculation amounts to determining the operator evolution
O(x, nT ) = F−nO(x)F n. For general Floquet drives, this is a difficult problem. However, for
the SSD Hamiltonian defined in (3), the operator evolution has a simple expression in terms of
the Mo¨bius transformation.
2.2 Operator evolution and Mobius transformation
In this section, we will derive the explicit expressions for the operator evolution. It is convenient
to work in Euclidean coordinates, and the Lorentzian correlator can be obtained by analytic
continuation. We will use three coordinates in this paper, denoted by
w = τ + ix , z = e2piw/L , ξ = epiw/L . (4)
They correspond to the stripe geometry, complex plane and upper half-plane respectively. See
Fig. 1 for an illustration.
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xτ
w = τ + ix
(a)
Re z
Im z z = e2piw/L
(b)
Re ξ
Im ξ
ξ = epiw/L
(c)
Figure 1: Schematic plot of the three geometries. (a) Strip geometry where the (1 + 1)D CFT
with open boundary is defined on. (b) z-plane where we compute the operator evolution. (c)
ξ-plane where we compute the operator expectation values.
In the imaginary time, the Floquet operator is given by F = e−τ0H0e−τ1H1 . Let us first check
how the operator evolves after one cycle, namely
eH1τ1eH0τ0O(w,w)e−H0τ0e−H1τ1 . (5)
Here we assume O(w,w) to be a primary operator with the conformal dimension (h, h). On
the strip w, the algebraic relations between H0,1 and O are complicated. It will be easier to
work in z = e2piw/L coordinate instead, where H0,1 are expressible as contour integrals of the
stress tensor. More explicitly, we have
H0 =
2pi
L
∫
C
dz
2pii
zT (z)− (z → z)− cpi
6L
H1 =
2pi
L
∫
C
dz
2pii
(
−1
2
+ z − z
2
2
)
T (z)− (z → z)− cpi
6L
.
(6)
The term −cpi2/6L comes from the Schwarzian derivative and will not affect the operator
evolution. The contour C is shown in Fig. 2 (a). The subtlety is that C is not closed due to
the branch cut arising from the open boundary condition. The branch cut can be treated as
follows. First, we use the Baker-Campbell-Hausdorff formula to expand Eq. (5) and write it
as commutators. Each term can be depicted as a double contour integral shown in Fig. 2 (b).
The conformal boundary condition requires T (z) = T (z) right above and below the branch cut,
respectively. Thus, we can attach two horizontal lines along with the branch cut (as the red
horizontal lines in Fig. 2(b)) for free since the contributions exactly cancel. After the above
manipulations, the new contour can be deformed to enclose operator O as shown in Fig. 2(c).
Therefore, on the z-plane, the Floquet operator acts on the operators as if there is no branch
cut.
As a consequence, the operator evolution that is driven by the stress tensor will be deter-
mined by a two-step conformal transformation
eH1τ1eH0τ0O(w,w)e−H0τ0e−H1τ1 =
(
∂z
∂w
)h(
∂z
∂w
)h(
∂z1
∂z
)h(
∂z1
∂z
)h
O(z1, z1), (7)
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(a)
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O
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Figure 2: (a) Integral contour for H0 and H1 on the z coordinate. (b) Dashed circles are the
integral contour for the commutator [H0,O], [H1,O]; red horizontal lines are attached to circles
to make it close. (c) The deformed contour.
where (∂z/∂w) corresponds to the transformation from the strip (w) to the complex plane (z)
and (∂z1/∂z) is the transformation generated by the Floquet dynamics F .
To determine the map z1(z), we notice that without the branch cut, H0 and H1 in Eq. (6)
can be written as Virasoro generators L0,±1 and their anti-holomorphic patterns as follows,
H˜0 =
2pi
L
(
L0 + L0
)
, H˜1 =
2pi
L
(
L0 − L−1 + L1
2
+ L0 − L−1 + L1
2
)
(8)
we use tilde to emphasize that the identification only works for operator evolution. The genera-
tors L0,±1 form an sl(2,R) algebra. Therefore, the corresponding Floquet operator F generates
a Mo¨bius transformation on z, namely
z1 = f(z) =
az + b
cz + d
,
(
a b
c d
)
∈ SL(2,R) . (9)
The coefficients a, b, c, d are determined by the dimensionless driving periods τ0/L and τ1/L as
follows,
a =
(
1 +
piτ1
L
)
e
piτ0
L , b = −piτ1
L
e−
piτ0
L ,
c =
piτ1
L
e
piτ0
L , d =
(
1− piτ1
L
)
e−
piτ0
L .
(10)
More explicitly, the evolution induced by H0 acts as a dilation on the z-plane, namely z goes
to z˜ = e2piτ0/Lz, which explains the epiτ0/L factors. The evolution by H1 is also a dilation but in
a different coordinate χ.1
1 Since the H1 acts on z coordinate in a complicated way, we can instead look for a new coordinate χ, on which
H1 acts as a simple dilation. Namely we assume a coordinate change χ(z) and accordingly T (z) = χ
′2T (χ),
H1 =
2pi
L
∮
dχ
2pii
−(1− z)2
2
χ′T (χ). (11)
Requiring H1 generates a dilation amounts to the following condition,
− (1− z)
2
2
χ′ = χ⇒ 1
2
logχ =
1
z − 1 + const . (12)
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Re z
Im z
(a) Elliptic
Re z
Im z
(b) Parabolic
Re z
Im z
(c) Hyperbolic
Figure 3: Three classes of Mo¨bius transformation: (a) Elliptic, where two fixed points are two
conjugate roots, the orbits are circulating the fixed points; (b) Parabolic, where the two fixed
points coincide; (c) Hyperbolic, where two fixed points are two real roots.
For the Floquet problem, we would like to study the operator evolution for n repeated cycles
of Mo¨bius transformations, namely zn = f(f . . . f(z)) and we will denote it as,
zn = f
n(z) =
Az +B
Cz +D
. (14)
The successive application of Mo¨bius transformation is better described using the fixed points
f(γ) = γ and the “rotations” η relative to the fixed points
γ1 =
a− d−√(a− d)2 + 4bc
2c
, γ2 =
a− d+√(a− d)2 + 4bc
2c
, η =
cγ2 + d
cγ1 + d
. (15)
With these new variables, Eq. (14) can be rearranged into the following form.
zn − γ1
zn − γ2 = η
n z − γ1
z − γ2 . (16)
For our physical application, c = piτ1
L
epiτ0/L is non-zero and there are in general three possible
scenarios depending on the position of the fixed point:
1. Elliptic class: the quadratic equation f(γ) = γ has two distinct roots that are conjugate
to each other γ1 = γ
∗
2 , the rotation parameter is determined by the following formula
η =
cγ2 + d
cγ1 + d
. (17)
In this case, η is a pure phase, namely |η| = 1. See Fig. 3 (a) for an illustration.
The corresponding Mobius transformation zn = f
n(z) can be represented as an SL(2,R)
matrix as follows, (
A B
C D
)
=
(
γ1 − ηnγ2 −(1− ηn)γ1γ2
1− ηn −(γ2 − ηnγ1) .
)
(18)
Under the evolution of H1, χ goes to χe
2piτ1/L and correspondingly the z˜ transforms as,
1
z1 − 1 =
1
z˜ − 1 +
piτ1
L
. (13)
Inserting z˜ = e2piτ0/Lz, we get Eq. (10).
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2. Hyperbolic class: the two distinct roots are purely real and the parameter η defined
above is also a real number. See Fig. 3 (c) for an illustration. The parameter 0 < η < 1
represents the rescaling near the fixed points. The Mobius transformation matrix is in
the same form as (18).
3. Parabolic class: two roots are merged together γ1 = γ2 = γ. Therefore (16) does not
apply. For this case, we introduce a new parameter β = a−d
2c
such that
1
zn − γ =
1
z − γ + nβ . (19)
The corresponding transformation matrix is(
A B
C D
)
=
(
1 + nβγ −nβγ2
nβ 1− nβγ
)
(20)
which can not be diagonalized. The parabolic class may be thought as the marginal case
of either elliptic or hyperbolic class, see Fig. 3 (b) for an illustration.
We remark here that the Mo¨bius transformation also applies to quasi-primaries such as the
stress tensor. In that case, although we will obtain a Schwarzian derivative term when trans-
forming between different geometries, the operator evolution driven by Mo¨bious transformation
on the complex plane is still determined by Eq. (7). More explicitly, the stress tensor on the
strip after n-cycle driving becomes
F−nT (w)F n =
(
∂z
∂w
)2(
∂zn
∂z
)2
T (zn)−
(
2pi
L
)2
c
24
. (21)
Finally, for the operator evolution in real (Lorentzian) time, we perform the analytic con-
tinuation τ0 → iT0, τ1 → iT1. In real time, a space-time position (x, t) on the strip maps
to z = ei2pi(x+t)/L on the z-plane, which is always on the unit circle. Therefore, the operator
evolution is geometrically related to the automorphism of a unit circle under the conformal
mapping. Although the Mo¨bius transformations after the analytic continuation generally be-
long to SL(2,C), the basic structure remains the same. (Naively we may expect an additional
class known as loxodromic class shows up where η is a general complex number, not necessarily
a phase or purely real. However, the physical parameters that appear in the Floquet setting
do not fall into such class.)
2.3 Parametric oscillator (swing) analogy
The last section explained the relation between the operator evolution and the Mobius trans-
formation, which is further classified into three classes: elliptic, hyperbolic and parabolic. The
corresponding Floquet dynamics are also classified into the non-heating, heating, and the critical
classes respectively, and the phase diagram was first obtained in [34]. For reader’s convenience,
we reproduce the phase diagram in Appendix. A.
It is instructive and amusing to gain intuition into this classification in a more elementary
setting with the same SL(2,R) structure. The example we would like to use is the parametric
oscillator with the following Hamiltonian [49,50],
H(t) = f(t)
p2
2
+ g(t)
x2
2
, (22)
8
(a) Swing (b) Phase diagram of a Mathieu oscillator
Figure 4: (a)A simple example of a Mathieu oscillator is a child pumping a swing by periodically
standing and squatting to increase the amplitude of the oscillation. The pump motion of a
skilled child is typically at twice the frequency of the swing’s oscillations which belongs to the
heating phase. (b) In the red regime, energy keeps growing exponentially. In the blue regime,
energy only oscillates. The black curve corresponds to the phase boundary, where energy grows
quadratically.
where f(t) = f(t + T ) and g(t) = g(t + T ) are periodic functions. One familiar example is
the Mathieu oscillator, which corresponds to f(t) = 1, g(t) = g0 − 2g1 cos(2t). Classically, they
are useful in explaining the motion of a playground swing, see Fig. 4(a) for a classical picture.
Furthermore, the recognition of the SL(2,R) structure in the problem also has interesting
consequence in the ultra-cold quantum gases, e.g. see Ref. [51,52].
For the quadratic Hamiltonian, the Heisenberg operators (x(t), p(t)) evolve under a SL(2,R)
transformation that preserves the commutation relation [x, p] = i,2(
x(t)
p(t)
)
=
(
c11 c12
c21 c22
)(
x
p
)
,
(
c11 c12
c21 c22
)
∈ SL(2,R) . (23)
Therefore the stroboscopic evolution of (x, p) is represented by a SL(2,R) transformation F(x,p),
whose classification determines the stroboscopic trajectory of (x(nT ), p(nT )). More explicitly,
to compare with the Mo¨bius transformation used in Eq. (9) we treat (x, p) as a point on
the complex projective plane CP1 which can be more conveniently parametrized by z = x/p.
Then the SL(2,R) action on the point (x, p) shown in Eq. (23) is equivalent to the Mo¨bius
transformation Eq. (9) and also have three classes. The fixed points γ1,2 and the rotation
angle η of the Mo¨bius transformation can be translated to the eigenvectors v1,2 and the ratio
of eigenvalues λ1,2 of the SL(2,R) matrix, respectively. Their correspondence is given explicitly
below.
Mo¨bius transformation SL(2,R) matrix F(x,p)
Classification Fixed points η Eigenvectors Eigenvalues
Elliptic γ1, γ2 ∈ C η = eiθ v1, v2 ∈ C λ1 = λ2 = eiθ/2
Hyperbolic γ1, γ2 ∈ R 0 < η < 1 v1, v2 ∈ R λ1 = 1/λ2 < 1
Parabolic γ1 = γ2 ∈ R 1 v1 = v2 ∈ R λ1 = λ2 = 1
2Another familiar example is the Bogoliubov transformation for bosons
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This explains the different dynamics. In the elliptic class, (x, p) as a real vector only keeps
rotating on the x − p plane. The energy measured by p2/2 + x2/2 just oscillates E(nT ) ∼
cos(nθ + ϕ) with a period controlled by the angle θ of the eigenvalue. In the hyperbolic class,
F(x,p) has two real right eigenvectors: v1 with an eigenvalue λ > 1 and v2 with an eigenvalue
1/λ < 1. Therefore unless the initial condition (x0, p0) is along v2, (x(nT ), p(nT )) will flow to
infinity along v1 exponentially fast, which causes the energy to grow exponentially in the long
time limit
E(nT ) ∝ (p0v2,1 − x0v2,2)2λ2n , n 1 . (24)
In the parabolic class, F(x,p) only has one right eigenvector v with eigenvalue 1 thus becomes
singular. To determine the dynamics, we can look at the Jordan normal form of F(x,p).
3 Unless
the initial condition (x0, p0) is along v, (x(nT ), p(nT )) will flow to infinity linearly, which causes
the energy to grow quadratically
E(nT ) ∝ (p0v1 − x0v2)2 n2. (25)
As a concrete example, the Mathieu oscillator introduced at the beginning of this section can
support all of the three different dynamics, and its phase diagram is presented in Fig. 4.
The Floquet CFT studied in the current paper is richer than its oscillator analog. In
particular, the (1 + 1)D CFT has locality in space, which will lead to features in the energy
density and entanglement that are the focus of the following sections.
3 Energy and Entanglement
Energy and entanglement are the most straightforward and fundamental diagnostics of states
evolving under Floquet driving. Fortunately, both can be studied in (1 + 1)D CFT analytically
using the operator evolution method we have discussed. In this section, we will present the
stroboscopic measurement of the energy and entanglement under Floquet driving. We will
also provide a semi-classical picture of the phenomenon and point out an interesting relation
between energy and entanglement.
3.1 Energy density and total energy
The energy of a state under the Floquet evolution can be measured by the expectation value
of the stress tensor T00 = T + T , whose time evolution can be obtained by Eq. (21). The
n dependence of the energy arises from the first term. To compute 〈G|T (zn)|G〉, we need to
perform another conformal transformation to the upper half-plane via ξ =
√
z. This mapping
generates a Schwarzian derivative
c
12
Sch (ξ, z) =
c
12
(
ξ′′′(z)
ξ′(z)
− 3
2
(
ξ′′(z)
ξ′(z)
)2)
=
c
32z2
(26)
3 Since F(x,p) is singular, its Jordan normal form has a nonzero off-diagonal element
F(x,p) = P
(
1 1
0 1
)
P−1.
The off-diagonal element will increase linearly with the driving cycles, i.e. Fn(x,p) = P
(
1 n
0 1
)
P−1.
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(a) Non-heating phase
π 2 πx0
0.15
0.3
E (x)
(b) Critical
π 2 πx0
1
2
3
4
E (x)
(c) Heating phase
Figure 5: The evolution of energy density profile in different phases. In the plot, we choose
the system size L = 2pi and the central charge c = 1. Different colors means different times.
The green, blue, brown and red curve corresponds to t = T, 2T, 3T, 4T respectively. (a) T0 =
0.5L, T1 = 0.1L which is in the non-heating phase. The energy density only oscillates (b)
T0 = 0.9L, and T1 is tuned to make the system right at the phase boundary. The position of
the peaks in the plot are not given by γ. This is because we are not at the late time regime. One
can check that as we increase n, the peaks will move towards log γ. (c) T0 = 0.9L, T1 = 0.1L
which is in the heating phase. We can clearly see the formation and growth of two peaks.
and leaves a second term 〈G|T (ξ)|G〉. On the one hand, Ward identity and scale invariance
constrains 〈G|T (ξ)|G〉 ∝ 1/ξ2. On the other hand, it is invariant under the horizontal trans-
lation. Therefore this term has to vanish and all the contribution comes from the Schwarzian
term, namely,
〈GS|F−nT (w)F n|GS〉 =
(
∂z
∂w
)2(
∂zn
∂z
)2
c
32z2n
. (27)
where w = τ + ix is the complex coordinate for the stress tensor T on the strip, zn is the
coordinate on the z-plane after n-cycle driving and c is the central charge. The initial value
has been subtracted and will be ignored in the rest of discussion in this section. After analytic
continuation τ0 → iT0, τ1 → iT1, the expectation value of T has the following form
〈T 〉 (x, t = nT ) =
(
2pi
L
)2
c
32
(AD −BC)2z2
(Az +B)2(Cz +D)2
, (28)
with A,B,C,D depending on T0/L, T1/L and n through the prescription described in sec-
tion 2.2. Replacing z with z gives us the expectation value of T .
These formulae allow us to look at the evolution of energy density directly, which is found
to have different behaviors in different phases, as shown in Fig. 5. In the non-heating phase,
the energy density just fluctuates without a definite period. In the heating phase, the energy
density quickly develops two peaks, which grows with time vary fast. The positions of the
energy peaks are determined by the unstable fixed points of the Mo¨bius transformation, i.e.
e2piixpeak/L = γ2 or γ
∗
2 . At the phase boundary, there are also two energy peaks but growing
much slower.
These phenomena can be understood from the perspective of the fixed points of Mo¨bius
transformation. The n dependence enters Eq. (27) through two parts: (a) the Schwarzian term
c/32z2n, which has a constant magnitude due to the fact that |zn| = 1 in the real-time; (b) the
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Figure 6: Fixed point distribution in real time. (a) In non-heating phase, one fixed point is
inside the unit circle while the other one is outside. (b) In the heating phase, both fixed points
are on the unit circle. One is attractive and the other is repulsive.
rescaling factor (∂zn/∂z)
2, whose different behaviors in three phases explain the feature shown
in Fig. 5.
1. Non-heating phase: The two fixed points sit on different sides of the unit circle. In our
convention, γ1 is inside the unit circle and γ2 is outside the unit circle, as depicted in
Fig. 6 (a). Since zn is constrained on the unit circle, it cannot flow to either of them but
just keeps rotating around them. That is the reason that energy density fluctuates in
this phase. Since the rotation angle η, defined by Eq. (17), is not a rational phase, these
fluctuations do not have a definite period.
2. Heating phase: Both two fixed points are now on the unit circle. In our convention, γ1
is a stable fixed point and γ2 is an unstable fixed point. For the chiral stress tensor,
when z = γ2, although zn doesn’t change the rescaling factor (∂zn/∂z)
2 = η−2n will grow
exponentially with n. For the anti-chiral stress tensor, the same thing happens at z = γ2.
Therefore we observe two energy peaks at two symmetric positions. On the other hand,
for a generic position z, z 6= γ2, zn will flow to the stable fixed point and the rescaling
factor (∂zn/∂z)
2 will decrease exponentially with n. Therefore the stress tensor shrinks,
making the two peaks sharper and sharper. In a lattice system, the energy peaks are also
observed and consistent with the CFT prediction in the short time. In the late time, they
will saturate and oscillate due to having only a finite number of degrees of freedom, as
detailed in Appendix. D.
3. Critical line: The two fixed points merge to γ on the unit circle, which is a marginal
case. One can show that the maximal value of the rescaling factor keeps growing but
in a power-law fashion, which explains the slowly growing peaks. The position for the
maximum gradually moves to the position corresponding to γ.
Note the phenomena here do not rely on the initial state, as long as it is not a common eigenstate
of H0 and H1. For example we may consider a generic initial state |φ〉 with the expectation
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value of stress tensor 〈φ|T (z)|φ〉 = Eφ(z), then the Eq. (27) generalizes to
〈φ|F−nT (w)F n|φ〉 =
(
∂z
∂w
)2(
∂zn
∂z
)2
Eφ(z) , (29)
and the discussions above still hold. In this scenario, the boundary condition is also irrelevant
since the operator evolution discussed in Sec. 2.2 is independent of the choice of boundary
conditions.4
The idea of relating the fixed points to the heating/non-heating phenomena also applies to
more general setups. For example, we can use H0 and H2 = 2
∫ L
0
dx sin2 2pix
L
Ttt(x) to generate
the Floquet dynamics. H2 is related to L±2 and thus the operator evolution is still a conformal
transformation but with four fixed points. When none of the fixed points are on the unit circle,
the system is in the non-heating phase without energy peaks. In certain parameter regime,
there are two unstable fixed points locating on the unit circle, which implies heating dynamics
and correspondingly four growing energy peaks. Furthermore, we can define a Hamiltonian by a
generic deformation H =
∫ L
0
dxf(x)Ttt(x). As long as f(x) is a smooth real function and has a
Fourier decomposition, H can be represented as a linear combination of Virasoro generators and
the operator evolution can be written as a conformal transformation. 5 If f(x) = sin2 kpix
L
, k ≥ 1,
the conformal mapping is essentially the same as what we discussed here, which supports a non-
heating and heating phase. However, for a generic f(x), determination of fixed points and the
corresponding dynamics is a hard problem, which we leave for a future study.
Besides the energy density, we can also look at the total energy
E(t) =
∫ L
0
dx
2pi
(〈T 〉+ 〈T 〉) . (30)
For stroboscopic measurement, we can plug in the Eq. (27) and have
E(t = nT ) =
2pi
L
c
16
AD +BC
AD −BC . (31)
In either non-heating or heating phase, the Mo¨bius transformation has two fixed points and we
need to use Eq. (18) to get,
E(t = nT ) =
2pi
L
c
16
AD +BC
AD −BC =
2pi
L
c
16
−2γ1γ2 + (γ1 + γ2)2ηn − 2γ1γ2η2n
ηn(γ1 − γ2)2 . (32)
For the non-heating phase, since η is a pure phase the total energy will oscillate with time.
Generally, η is a non-rational phase factor, thus we do not expect any periodicity. Since the
energy is oscillating, we cannot talk about the long-time behavior itself but the average,
Enon-heating := lim
n→∞
1
n
n∑
k=1
E(t = kT ) =
2pi
L
c
16
(
γ1 + γ2
γ1 − γ2
)2
, (33)
4Indeed, in Sec. 2.2 we have reduced the operator evolution with open boundary condition to the one with
periodic boundary condition using a contour deformation trick. The reason we start with open boundary
condition is that the ground state of H0 is also an eigenstate of H1 for periodic boundary condition but not for
open boundary condition.
5Given f(x), we can use its Fourier decomposition to rewrite it in terms of z = e2piix/L as f(x) = f˜(z).
Then one can use the same technique as the footnote 1 to show that H generates a dilation in the coordinate
χ = e
∫
dz
zf˜(z) .
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Figure 7: Entanglement entropy of the subsystem A = [0, x] as a function of entanglement cut
x. Different colors represent different times. As time increases, the curve develops two kinks.
Only curves between the two kinks grows with time. The positions of the kinks are the same
as the positions of the energy peaks shown in Fig. 5. In this plot, we choose the system size
L = 2pi and T0 = 0.9L, T1 = 0.1L.
which is a finite number. For the heating phase, 0 < η < 1 and ηn becomes exponentially small
at the late time regime. Therefore, to the leading order we can drop the ηn and η2n terms in
the numerator and find the energy grows exponentially,
Eheating(t = nT ) ≈ 2pi
L
c
16
−2γ1γ2
(γ1 − γ2)2η
−n, for n 1. (34)
When the system is at the boundary between the non-heating and heating phase, the two
fixed point merges together and we need to use Eq. (20). Noting that βγ is pure imaginary,
the total energy can be written as
Ephase boundary(t = nT ) =
2pi
L
c
16
(1 + 2|βγ|2n2). (35)
The total energy grows quadratically in cycle number n.
This long-time asymptotics of the total energy provides a direct diagnostic of the different
phases. The oscillation, exponential and quadratic growth behavior matches the simple picture
obtained in the driven harmonic oscillators, as shown in Sec. 2.3. In particular, noticing that
η = λ−2, the heating rate in Eq. (24) and Eq. (34) are exactly the same. This is because the
growth behavior only depends on the underlying algebra and not its detailed realization.
3.2 Entanglement pattern in the heating phase
Besides the total energy, the entanglement entropy of the left/right half system also has different
behaviors in different phases, which was shown in [34]. Here, we will focus on the spatial
structure of entanglement that has not previously been discussed. in particular we examine
the heating phase and discuss the relation between the energy peaks observed above and the
entanglelment.
Given a pure state |Ψ〉, the reduced density matrix of a subsystem A is defined by the partial
trace ρA = TrA |Ψ〉 〈Ψ| and its von Neumann entanglement entropy is given as SA = −Tr ρ log ρ.
In our setting, we consider a time dependent state |ψ(nT )〉 = F n |GS〉 that evolves under the
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Floquet driving and study the corresponding entanglement entropy SA(nT ) as a function of
driving cycle n.
For a subsystem A = [0, x] starting from the left end and end at position x ∈ (0, L), we plot
the results in Fig. 7 and keep the details of the calculation in Appendix. B. The entanglement
entropy has a background value from the initial state. As time increases, the curve quickly
develops two kinks, the positions of which exactly coincide with the energy peaks. Only the
curve between the two kinks grows with time while the curve outside does not. This implies
only when the subsystem includes one of the energy peaks, does the entanglement grow with
time. If the subsystem includes either none or both peaks, the entanglement remains at its
background value and does not grow at all.
This statement can be further verified by studying the entanglement of the subsystem A′
with ending points x1, x2 ∈ (0, L). We fix x2 to sit between the two energy peaks and study
how the long-time behavior of entanglement growth depends on the choice of x1. Without loss
of generality, we assume the chiral energy peak is on the left and the anti-chiral peak is on the
right in the following discussion. In general, there are three different choices of x1:
1. 0 < x1 < xC . In this case, the subsystem A
′ only includes the chiral peak, as depicted in
Fig. 8 (a). The entanglement entropy is,
SA′(x1, x2, t) = − c
6
n log η + (non-universal) (36)
where the first term grows linearly with time (i.e. the driving cycle n), which is consistent
with the result in [34]. As long as x1 < xC , the slope only depends on the central charge
and the characteristic constant η but not on the positions of entanglement cuts. This
behavior is universal and does not depend on the operator content. The non-universal
terms are sub-leading in the n 1 limit.
2. xC < x1, x2 < xA. In this case, the subsystem is between the chiral and anti-chiral peak,
as depicted in Fig. 8 (b). To the leading order, one can show that it saturates to an O(1)
value, which depends on the operator content and position of insertion. The exact value
is not relevant but the most important is that the entanglement entropy does not have
interesting time dependence in the long time limit.
3. xA < x1. In this case, the subsystem A
′ only includes the anti-chiral peak, as depicted in
Fig. 8 (c). The entanglement entropy grows linearly as in Eq. (36).
We also provide lattice calculation to further check these statements. The results can be found
in Appendix. D.
Using the results above, we can also infer the bipartite mutual information between the two
energy peaks. Let us choose two disjoint regions X and Y , with X and Y only including the
left and right peak respectively. We call their complement as Z, which is composed of three
disjoint regions Z1, Z2 and Z3, located on the left of the chiral peak, between the two peaks
and on the right of the anti-chiral peak, respectively. Since we are studying a pure state, the
mutual information between X and Y is
Z1 X Z2 Y Z3
I(X;Y ) = SX + SY − SXY = SX + SY − SZ . (37)
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Figure 8: Entanglement cuts for different cases. In (a) and (c), the subsystem includes only
one energy peak. In (b), the subsystem doesn’t include any energy peak.
Following the prescriptions in Appendix. B, the calculation of SXY requires a four-point function
of twist operators in the boundary CFT which is in general unknown. Instead, we can use the
subadditivity of entanglement to bound SZ
0 6 SZ 6 SZ1 + SZ2 + SZ3 ∼ O(1) (38)
where in the last step we use the fact that none of SZj , j = 1, 2, 3 grows with time and saturates
to an O(1) value. Therefore SZ itself can only be O(1) value and does not make an important
contribution to the time dependence of the mutual information. On the other hand, since each
of X and Y includes one peak, SX and SY grows linearly with time as shown in Eq. (36). Thus
the mutual information also linearly grows with time,
I(X;Y ) = − c
3
n log η + (non-universal), (39)
where the non-universal terms are sub-leading in the n 1 limit.
All of the results above provide strong evidence that the state prepared by this Floquet
driving only contains bipartite entanglement. We can think of the entanglement pattern as
being described by many EPR pairs accumulating at the two peaks, i.e. one member of the
pair is at one peak and the other member of the pair is at the other peak. In each Floquet
cycle, there are c
3
log2
1
η
pairs created.
This suggests a quasi-particle picture which is developed in the next section and will help
us understand the phenomena outlined by the calculations.
3.3 The quasi-particle picture
In this section, we provide a quasi-particle picture to understand the formation of the peaks
and the entanglement pattern similar to the discussions in Calabrese and Cardy [53, 54]. It is
not surprising that such a quasi-particle picture exists since our analysis above should apply
to any (1 + 1)D CFT, including the one realized by (1 + 1)D massless free fermion. What is
interesting is that the predictions from the quasi-particle picture agree quantitatively with the
CFT calculations.
From the quasi-particle picture, in each Floquet driving cycle, when we suddenly change
the Hamiltonian, we expect that there will be quasi-particle excitations emitting from different
points. The pairs of particles moving to the left and right from a given point are highly
entangled. For example, at the beginning of each cycle, we change H0 to H1, which creates
EPR pairs in the system. Then they move together with all other quasi-particles that have
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(a) SSD Hamiltonian (b) Uniform Hamiltonian
Figure 9: Quasi-particle picture: in both (a) and (b), black lines are the cartoon profile for
the Hamiltonians and the red/blue arrows are the corresponding velocities for the left/right
moving quasi-particles.
been created in previous cycles with velocity v(x) = 2 sin2(pix/L). The velocity is determined
by the sin-square envelope we defined in Eq. (3). In the second part of each driving cycle, the
quasi-particles will be governed by H0 and the velocity will now change to v(x) = 1. Therefore,
we can determine the distance that a quasi-particle travels in one cycle by the following formula:
Distance =
∫ T1
0
v(x)dt+ T0
xi
xf
(40)
This distance depends on T0, T1, and the initial position xi of the quasi-particle, thus uniquely
determining the final position xf of the quasi-particle. For the plot in (40), we assume the
quasi-particle bounces back once from the boundary6. In general, the number of bounces is
n if (n − 1)L < T0 < nL, where n is a positive integer. One can find that T1 does not come
in, because under H1 the quasi-particles will never reach the boundary due to the vanishing of
velocity at the boundary7.
With this quasi-particle picture, we can determine the positions of the two energy peaks
as observed in Fig. 5. Recall that in the long time limit n  1, after each driving cycle, the
positions of the two energy peaks stay the same. There are only two possibilities as follows
(without loss of generality let us focus on the chiral energy peak and track its position xC),
1. If the number of bounces n is odd, then the chiral energy peak will become an anti-chiral
energy peak due to the bounces at the boundary. To keep the positions of the chiral/anti-
chiral energy peaks the same, we have to do the switching: xC ↔ xA. That is, we have
xi = xC and xf = xA in (40).
2. If the number of bounces n is even, then the chiral energy peak is still chiral after each
driving cycle. Then one has xi = xf = xC .
The tracking of the anti-chiral energy peak can be analyzed in the same way. Noting that
the two energy peaks are symmetric about x = L/2, i.e., xA = L − xC , we can determine the
positions of the two energy peaks by the “quantization” condition∫ T1
0
v(x)dt+ T0 = nL, n ∈ Z . (41)
6The conformal boundary condition ensures the magnitude of the velocity remains the same after the bounc-
ing.
7More exactly, this statement is only true for a vanishing function at least faster than linear, because t ∼ ∫ 
0
dx
xa
diverges when a > 1. Here for the SSD, we have v(x) = 2 sin2(pix/L)2 ∼ x2 for x→ 0.
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Evaluating the above equation explicitly, one can find that xC and xA are determined by the
following equation:
2piT1
L
= cot
pi(x∗ + T0 − nL)
L
− cot pi x
∗
L
, (42)
with xC = x
∗ and xA = L − x∗. One can check that the solution x∗ in Eq. (42) matches the
repulsive fixed point γ2 = e
2piix∗/L of the Mo¨bius transformation in Eq. (15) exactly.
This quasi-particle picture turns out to be useful. On the one hand, it gives us a semi-
classical explanation for the formation of the peaks. In the heating phase, the system keeps
absorbing energy by creating many EPR pairs. Due to the fixed point solution in the semi-
classical motion, those EPR pairs will accumulate at the fixed point, with chiral part staying at
xC = x
∗ and anti-chiral part staying at xA = L− x∗. If we keep track of what happens within
one cycle, we will find that the particles at the two peaks will switch their position after one
cycle if the number of bounces n is odd, but will stay the same if n is even. In the non-heating
phase, the system does not absorb much energy and there is no fixed point in the equation of
motion. Therefore we only observe energy oscillation.
On the other hand, it also provides us insight into the growth of entanglement entropy. The
EPR pairs generated, not only carry energy but also share entanglement. Therefore, as the
system absorb energy, the entanglement also grows. Based on this semi-classical picture, it is
not hard to conjecture that all the entanglement is shared by the two peaks. Since the energy
and entanglement are carried by the same objects, it is also natural to expect some relationship
between them. In the following section, we will derive such a relation.
3.4 Energy-entanglement relation
As we said before, since we have this interpretation that the energy and entanglement are
all carried by those EPR pairs at the two peaks, it will be natural to ask whether there is
any relation between them. The result for entanglement entropy always contains a divergent
non-universal piece due to the absence of a UV cutoff in a field theory, which is absent on the
energy side. Therefore, in the following, we only compare their universal time dependence and
dispense with the non-universal part.
First, let us look at the results for the heating phase. By comparing Eq. (34) with Eq. (36),
we can find the following equation,
Eheating(t) ∝ c exp
(
6
c
S(t)
)
, (43)
which relates the total energy growth to the entanglement growth for the chiral or anti-chiral
peaks. We use proportion instead of equality because we only keep the universal information
and drop all the other non-universal details.
Then, let us see whether this relation also holds in the non-heating phase and the critical
case. Because we already know that the entanglement comes from the two peaks, it is sufficient
and technically easier if we just use the result for the left half and right half entanglement, as
has been computed in [34]. Since they used a different notation, we reproduce their results in
Appendix. B using our notations so that readers can compare with the total energy more conve-
niently. For the non-heating phase, the entanglement entropy keeps oscillating as #ηn around
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a non-zero average value, which matches this result. For the critical case, the entanglement
entropy grows logarithmically in time S ≈ c
3
log n, which also matches this result.
Several remarks follow below. This equation only contains the central charge and thus is
true for any CFT. Generically, we would not expect such a universal relation. It only holds
here because the states prepared are related by a conformal transformation that makes the
universal relation possible [55]. It is also, to some extent, reminiscent of the Cardy formula in
an equilibrium CFT, which says energy is proportional to the square of the entropy. However,
what we found here is that the energy is the exponential of the entropy, thus much larger than
the entropy, which suggests the state we prepare is far from the equilibrium state.
4 Effect of randomness in non-heating phase
In a real experiment, local perturbations and imperfections of the pulse sequences are inevitable.
In the section, we will discuss the effect of having some small randomness on the driving period
T0 and T1, i.e. in each cycle T0 and T1 are independently drawn from a certain distribution, the
final results are obtained after doing a “disorder” average. Here are some detailed explanations
of the protocol,
1. The driving time for each cycle is given by
T0 = T0 + δT0, T1 = T1 + δT1, (44)
where δT0 and δT1 denote the deviation from the (constant) mean values T0 and T1. For
simplicity, we consider the case that δT0 and δT1 are uniformly distributed in the following
domain:
δT0, δT1 ∈
[
−αL
2
,
αL
2
]
, (45)
where α characterizes the magnitude of randomness. L is the total length of the system,
which is the fundamental time scale of the system.
2. Given a sequence of randomized driving time, the operator O on the z-plane under n-cycle
imaginary time evolution is given by the familiar formula(
∂zn
∂z
)h(
∂zn
∂z
)h
O(zn, zn). (46)
The derivative terms are calculated using the chain rule,
∂zn
∂z
=
∂zn
∂zn−1
· ∂zn−1
∂zn−2
· · · ∂z2
∂z1
· ∂z1
∂z
, (47)
where (c.f. Eqs.(9) and (10))
zi = f(zi−1) =
azi + b
czi + d
,
(
a b
c d
)
∈ SL(2,R) . (48)
The difference comparing to the previous sections is that the parameters a, b, c, d here are
determined by the randomized driving cycles, in particular, the terms in the chain rule
formula are independent.
19
□□□
□
□
□
□□
□
□
□
□□
□
□
□
□□
□
□
□
□□
□
□
□□
□□□
□□□
□□
□□□
□□
□□□
□□
□□
□□
□□□
□□
□□□
□□□
□
□
□
□
□□□
□□
□
□□
□
□
□
0 3000 6000 9000 12 000 15 000
1
2
3
n
E
(n)
0
0.1
0.2
0.3
0.4
S A
(n)
(a) Growth of total energy
0 1000 2000 3000
n
0
0.2
0.4
0.6
0.8
1
1.2
S
A
(n
)
−
S
A
(0
)
L = 400, lattice
L = 200, lattice
L = 100, lattice
L = 50, lattice
CFT
(b) Growth of entanglement entropy
Figure 10: The total energy and entanglement entropy of the subsystem A = [0, L/2] with
random driving. (a) We choose L = 2pi and T0 = T1 = T , T/L = 0.1, α = 0.01. n is the
number of driving cycles. Each data point is calculated by doing random average 1000 times.
The energy (blue hollow squares) grows with time exponentially. The entanglement entropy
(red dots) for the left half system grows with time linearly. (b) Entanglement entropy evolution
for subsystem A = [0, L/2] with different L. The lattice calculation is done with complex free
fermions
and is averaged over Nsample = 200, with L = 50, 100, 200, and 400, respectively. The
randomness is chosen as T0 = T1 = T , T/L = 0.03, α = 0.06.
We comment that in principle for the real-time evolution, we need to analytically continue
for each cycle in order to keep track of the trajectories of zn and zn to determine the branch
cut crossing. The disorder average is done after the analytic continuation. Here we only
consider the stress tensor and the entanglement entropy of the left (right) half system.
Both quantities are free of the branch cut issue and we can safely perform the analytic
continuation.
4.1 Energy and entanglement growth
In this section, we present numerical results for the energy and entanglement growth affected
by the randomness. We will focus on the non-heating phase and briefly comment on the heating
phase.
The first result is presented in Fig. 10, where we choose parameters T0, T1 and α 1 such
that each individual sample (T0, T1) belongs to the non-heating phase, namely corresponds to
an elliptic Mo¨bius transformation. With the randomized protocol, we find that the total energy
of the system grows with time (even for α  1). Asymptotically, it grows exponentially with
n as numerically verified in Fig. 10 (a). At the same time, the entanglement entropy grows
linearly with n, as shown in Fig. 10 (b). That is to say, the non-heating phase will disappear
immediately for arbitrarily weak randomness and we are only left with the heating phase. The
total energy and entanglement entropy grow in the same way as what we find for the heating
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Figure 11: (a) The slope κ of entanglement entropy growth as a function of T/L, for different
magnitudes of randomness α. Note that the phase transition from non-heating to heating
phases with no randomness (α = 0) happens at T ∗/L ' 0.416. (b) The slope κ of entanglement
entropy growth as a function of α, for different T . The red solid lines are fittings with κ ∝ α2.
Each κ is extracted from the CFT calculation of SA(n) by averaging over Nsample = 1000.
phase without any randomness. As a side note, if we implement the random driving set-up
for a Mathieu oscillator, small randomness also leads the energy to grow exponentially (see
Appendix. C for details), which suggests that the phenomenon here might be a generic feature
of the SL(2,R) algebra and not special to our CFT setting.
Then, it is desirable to ask how the heating rate is related to the magnitude of randomness α.
We will study this problem based on the entanglement entropy, as follows. With randomness,
there are four dimensionless parameters in the calculation of entanglement, lA/L, T0/L, T1/L,
and α. Recalling that S(n) also depends on the total length L of the system through its initial
value, we consider the quantity SA(n) − SA(0) only depends on the dimensionless ratios we
introduced above.8 Let us introduce the heating rate κ and write the entropy growth as
SA(n)− SA(0) = κ · n+ const. (50)
8 Based on Eq. (66) and Eq. (67), one can find the difference of m-th Renyi entropy as follows:
S
(m)
A (n)− S(m)A (0) =
1
1−m log
[(
∂zn
∂z
)hm
·
(
∂zn
∂z
)hm
· Tm(zn, zn)Tm(z, z)
]
=
1
1−m log
[(
∂zn
∂z
)hm
·
(
∂zn
∂z
)hm
·
( √
z · √z√
zn ·
√
zn
)hm
·
( √
z −√z√
zn −
√
zn
)2hm]
,
(49)
where ∂zn/∂z and ∂zn/∂z are calculated through the chain rule in Eq. (47). z = e
2pii lL only depends on the
ratio l/L. zn (zn) are determined by Eq. (47) and Eq. (48), which only depend on the dimensionless parameters
l/L, T0/L, and T1/L in Eq. (44). It is noted that T0 and T1 in Eq. (44) are random numbers. After doing
average over Eq. (49), the result will only depend on l/L, T0/L, T1/L, and α,
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Figure 12: Energy density for random driving. (a) CFT result on weak randomness. We choose
L = 2pi and T0 = T1 = T , T/L = 0.1, α = 0.01. Each curve is calculated by doing random
average 1000 times. (b) Lattice calculation on strong randomness. We simulate complex free
fermion on the lattice with L = 200, T0 = T1 = T , T/L = 0.3, α = 0.03 and half filling. Each
curve is calculated by doing random average 300 times. In both calculations, we find the energy
density peaks on the boundary.
For simplicity, we consider the choice of T0 and T1 in Eq. (44) with T0 = T1 = T . Then for
A = [0, L/2], κ will only depend on two dimensionless parameters, i.e., T/L and α.
As shown in Fig. 11(a), we study κ as a function of T/L with different α. There are several
interesting features: (i) Fixing α, as T increases from T/L = 0, κ will increase accordingly. In
particular, κ grows the fastest near the phase transition T ∗/L ' 0.416 (note that the phase
transition is defined for the case with no randomness). This indicates that the system is more
sensitive to the randomness near the phase transition. (ii) Fixing T < T ∗, one can find that κ
will increase with the randomness α. That is, with larger fluctuations in the driving periods,
the system will be heated up more easily. (iii) For T > T ∗, κ collapse to the same curve,
indicating that the heating phase (defined before adding noise) is robust under the effect of
fluctuations in the driving periods.
With the analysis above, now we are interested in how κ depends on the magnitude of
randomness α for a fixed T with T < T ∗, which corresponds to the non-heating phase (before
adding randomness). As shown in Fig. 11 (b), it is found that κ depends on α in the following
way:
κ ∝ α2, (51)
where the coefficient κ/α2 depends on T , as can be seen in Fig. 11 (b). With this observation,
one can alternatively plot κ/α2 as a function of T . It is found that κ/α2 for T < T ∗ only
depends on T , with the concrete value 0.1 ∼ 1.
4.2 Energy density distribution
After determining how the randomness in the driving periods T0 and T1 affects the phase
diagram, let us look at how it changes the energy density distribution.
If we start from the non-heating phase regime and add randomness, we find that the energy
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Figure 13: Dynamics in the heating phase regime with small randomness. We choose L = 2pi,
T0 = 0.9L, T1 = 0.15L, α = 0.01. Each data point is averaged over 100 times. (a) Averaged
total energy still grows with time exponentially (b) The energy density distribution is the same
as that without any randomness, except that the peaks are smeared out a little.
density peaks at the two ends of the system, as shown in Fig. 12. This phenomenon can
be understood from the semi-classical quasi-particle picture. Without randomness, the quasi-
particles are created and moved in the system coherently. After adding randomness, those
motions become irregular. However, since the group velocity of the quasi-particles is smaller
near the boundary, accordingly we have a higher probability to see more quasi-particles there.
However, if we start from the heating phase regime, the total energy keeps growing expo-
nentially with time and the energy peaks will not disappear for moderate randomness, as shown
in Fig. 13. We can first drive the system with a fixed period and let the energy peaks form.
Then we turn on sufficiently weak randomness. Now the energy peaks will not be moved back
perfectly but with a small discrepancy. As a result, the energy peaks will be smeared a little
bit but still there. Therefore, just as the time crystal with MBL [20–22], all the features for
the heating phase we find here are also robust even though we slightly perturb it away from
the fine-tuning (randomness-free) point.
Before we close this section, we want to emphasize that in our CFT calculation of the
energy and entanglement evolution in the presence of randomness (see Fig. 10), the average is
performed numerically. It is desirable to derive an analytic result, for example, for the heating
rate κ in Fig. 11. We leave this problem for future study.
5 Generalization to other subalgebra
Appealing to the quasi-particle picture, our setup has a natural generalization, i.e. replacing
the SSD with other arbitrary envelop functions
∫ L
0
dxf(x)T00(x). In this section, we consider a
specific one, where f(x) only involves a single Fourier component
Hq =
∫ L
0
dx
(
1− cos q2pix
L
)
T00(x) = 2
∫ L
0
dx sin2
(
q
pix
L
)
T00(x) , q = 2, 3, 4, · · · . (52)
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Periodic boundary condition will be used in this section for the sake of simplicity but most
phenomena shown below are qualitatively the same for the open boundary condition.9 Before
detailing the results, let us first explain some intuition for this generalization from the algebraic
viewpoint and the quasi-particle picture.
To understand it from the algebraic viewpoint, we rewrite Hq in terms of the Virasoro
generators
Hq =
2pi
L
(
L0 − L−q + Lq
2
+ L0 − L−q + Lq
2
)
, (53)
in which only L0,±q (and L0,±q) appear. They again form a sl(2,R) subalgebra 10 and therefore
follow the same classification scheme we have discussed before, i.e. non-heating, heating phase
and the critical line.
From the quasi-particle picture, the SSD Hamiltonian H1 (with periodic boundary condi-
tion) introduces one zero point at the identified edge for the spatial profile of the velocity v(x),
while Hq puts q zeros and arranges them with a equal spacing L/q. Let us denote the region
(m−1)L
q
< x < mL
q
as Rm, m = 1, 2, · · · , q. For each Rm, the system can be treated as if being
governed by H0 and H1. It implies that there will be 2 energy peaks in each Rm, and the only
difference is that the quasiparticles can move to nearby interval Rm±1 after one cycle.
Next, we elaborate the details of the above intuitions with focus on the energy and entan-
glement patterns in the heating phase.
5.1 Operator evolution
In this section, we will derive the formula for the operator evolution by working in the Euclidean
time and performing the analytical continuation at the end. The whole procedure is similar to
what have been shown in Sec.2.2.
To calculation the operator evolution after a single-cycle driving, we need a conformal
mapping from the cylinder to a more convenient geometry. The above observation about each
region Rm leads to the following conformal transformation
z = eq
2piw
L = e
2piw
l , w = τ + ix , (54)
where l = L/q is the length of each region Rn. For a fixed τ , z will wind the origin q times as x
increases from 0 to L, which implies that z describes a q-sheet Riemann surface with the q-fold
branch cut being [0,+∞). Let us introduce H0(q)[Rm] as the part of the total Hamiltonian
H0(q) supported on the region Rm, then its expression in the z coordinate is
H0[Rm] =
2pi
l
∫
C,n
dz
2pii
zT (z)− (z → z)− cpi
6l
Hq[Rm] =
2pi
l
∫
C,n
dz
2pii
(
−1
2
+ z − z
2
2
)
T (z)− (z → z)− cpi
6l
(55)
9Just to remind that the reason we chose open boundary condition for the q = 1 case is that in the periodic
boundary condition, the ground state of H0 will be annihilated by H1 as well due to the SL(2) symmetry.
10Although the algebra is isomorphic, we may emphasis the different group action by denoting the subgroup
as SL(m)(2,R), which represents an m-fold cover of SL(2,R).
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which is locally the same as Eq. (6) except that the total system size L is replaced with the
subregion size l and m is introduced as the Riemann sheet label. As a result, the operator
evolution on this q-sheet Riemann surface is also described by an SL(2,R) transformation
z1 =
az + b
cz + d
,
(
a b
c d
)
∈ SL(2,R) (56)
with the dimsionless coefficents being
a =
(
1 +
piτ1
l
)
e
piτ0
l , b = −piτ1
l
e−
piτ0
l ,
c =
piτ1
l
e
piτ0
l , d =
(
1− piτ1
l
)
e−
piτ0
l .
(57)
It has the same form as that for the simplest case derived in Sec.2.2 with L replaced by l. The
formula for multiple repeated cycles is the composition of the above transformation and will be
denoted by the same equation Eq. (14) with l used in the definition of parameters.
Therefore, the operator evolution in this generalized protocol has the same classification as
the previously discussed case (q = 1), and the phase diagram of the dynamics is identical to
Fig. 16 as long as the total system size L is replaced with the subregion size l. On the other
hand, the introduction of q Riemann sheets will enrich the spatial structure of the operator
evolution, e.g. the fixed points on one sheet will be duplicated to all the sheets and therefore
the entanglement pattern will be enriched as we will see shortly.
5.2 Energy density
According to the above discussion, the time-evolved stress tensor is
F−nT (w)F n =
(
∂z
∂w
)2(
∂zn
∂z
)2
T (zn) +
c
12
Sch(z, w) . (58)
Evaluated on the ground state of H0, we obatin
〈T (x, t = nT )〉 = pi
2c
6L2
· (q2 − 1) · (AD −BC)
2z2
(Az +B)2(Cz +D)2
− q
2pi2c
6L2
, L = q l, (59)
Here A,B,C,D also follows the prescription in Sec.2.2 with L replaced by l. For 〈T (x, t = nT )〉,
one simply replaces z with z in Eq.(59). The total energy E(t = nT ) =
∫ L
0
dx
2pi
(T + T ) grows as
E(t = nT ) = −q
2pic
6L
+
pic
6L
· (q2 − 1) · AD +BC
AD −BC . (60)
Several remarks are followed:
1. For q = 1, one can find that 〈T (x, t = nT )〉 = 〈T (x, t = nT )〉 = −pi2c
6 l2
= − q2pi2c
6L2
, which
only contains the Casimir energy of the ground state. This is because for q = 1, the
ground states of H0 and Hq=1 are the same, and therefore there is no nontrivial time
evolution as mentioned in footnote 9.
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Figure 14: (a) CFT calculation for the energy density. The system size is L = 2pi and the
central charge c = 1. We choose q = 4, and T0 = 0.92L/q, T1 = 0.1L/q so that the system is
in the heating phase. (b) Lattice calculation for the mutual information. We simulate complex
free fermion on a 502 site chain, q = 4, T0 = 0.92L/q, T1 = 0.1L/q. The choice of subsystem
A,C,D is consistent with (a). All the quantities have been subtracted by their initial values
respectively. The data for n > 6 is spoiled by the lattice effect.
2. For q > 1, the feature of energy growth in each region Rm is the same as those as discussed
in Sec.3.11 When the system is in the heating phase, we will observe two energy peaks in
each of the q regions, one from T and the other from T . An example with q = 4 is shown
in Fig. 14, one can find 8 peaks in total.
3. For q > 1 in the heating phase, one can check that the energy density away from the peaks
will approach − q2pic
6L2
exponentially in time. It becomes ‘cooler’ than the initial Casimir
energy density − pic
6L2
. This can be viewed as a dynamical Casimir effect [30–32].
5.3 Entanglement pattern
A more interesting question is how different energy peaks are entangled in the heating phase.
Since we choose the boundary condition to be periodic and the initial state the ground state of
H0, the state remains a tensor product of the chiral and anti-chiral components. It immediately
follows that the entanglement entropy between energy peaks with different chirality does not
grow. The entanglement among peaks with the same chirality requires more detailed analysis.
We first study the entanglement entropy of a single interval [x1, x2], which is related to the
correlation function of two twist operators 〈ψ(t)|Tm(x1)Tm(x2)|ψ(t)〉. Given the recipe above,
it can be mapped to the following two point function on the complex plane(
∂z1,n
∂z1
)hm (∂z1,n
∂z1
)hm (∂z2,n
∂z2
)hm (∂z2,n
∂z2
)hm 1
(z
1/q
1,n − z1/q2,n )2hm(z1/q1,n − z1/q2,n)2hm
(61)
where we only keep the time dependent parts and zj,n, zj,n denote the coordinates on the q-sheet
Riemann surface after n-cycle driving. The result will depend on whether there are chiral/anti-
chiral energy peaks between the x1 and x2. If there are no energy peaks between x1 and x2,
11The prefactor differs by 43 (q
2 − 1), where 43 is due to the shift of the boundary condition from open to
periodic in this section.
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then z1,n and z2,n will flow to the stable fixed point on the same sheet such that z
1/q
1,n − z1/q2,n
becomes exponentially small with time, which exactly cancels the time dependence from the
∂zj,n/∂zj prefactor. On the other hand, if there is a chiral energy peak between x1 and x2,
z1,n and z2,n will go to different Riemann sheet such that z
1/q
1,n − z1/q2,n becomes an O(1) number
at late time and the whole quantity has non-trivial time dependence. Similar argument works
for z1,n, z2,n. Consequently, the entanglement entropy for a single region [x1, x2] has a similar
behavior as what has been shown in Eq. (36)
S(t = nT )− S(0) =

O(1) [x1, x2] does not include peaks
− c
6
n log η [x1, x2] includes one peak
− c
3
n log η [x1, x2] includes both chiral and anti-chiral peaks
. (62)
To determine the structure of the entanglement, such as whether it has bipartite entan-
glement or multi-partite entanglement, we need to examine the mutual information between
different peaks.
For example, let us consider the mutual information between A and C, as depicted in
Fig. 14(a), which covers two nearest neighbor chiral peaks (ignoring the anti-chiral ones). The
entanglement entropy SAC is related to the correlation function of four twist operators
4∏
j=1
(
∂zj,n
∂zj
)hm 1
(z
1/q
1,n − z1/q4,n )2hm(z1/q2,n − z1/q3,n )2hm
F (ρ) , ρ =
(z
1/q
1,n − z1/q4,n )(z1/q2,n − z1/q3,n )
(z
1/q
1,n − z1/q2,n )(z1/q4,n − z1/q3,n )
(63)
where the anti-holomorphic component is irrelevant to our discussion and thus ignored in the
expression, ρ is the cross ratio and F (ρ) is the conformal block. In the long time limit, z2,n and
z3,n flow to the same fixed point so that z
1/q
2,n − z1/q3,n as well as ρ becomes exponentially small
while z
1/q
1,n − z1/q4,n remains finite. This implies that SAC linearly grows with time as − c6n log η,
so does the mutual information
IAC(t = nT )− IAC(0) = − c
6
n log η . (64)
On the contrary, if we consider the mutual information between A and D, as depicted in
Fig. 14(a), same analysis yields SAD(t = nT ) − SAD(0) = − c3n log η such that the mutual
information IAD does not grow at all.
Therefore, the system only develops bipartite entanglement, see Fig. 15 for an illustration of
the pattern. Every two nearest neighbor and only nearest neighbor peaks of the same chirality
share Bell pairs with each other. We want to point out that Fig. 15 is a stroboscopic picture,
all the energy peaks as well as Bell pairs keep moving towards the left/right in each cycle. If
we choose (k − 1)l < T0 < kl, each energy peak can move from one subregion to the k-th
subregion on its left/right and only comes back to its original position after every q/gcd(q, k)
cycles of driving. This is a generalization to the peak-switching phenomena first discussed in
Sec. 3.3. We also simulate free fermion on the lattice. The results are shown in Fig. 14(b),
which supports our CFT argument. The deviation comes from the lattice effect.
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Figure 15: A cartoon of the entanglement pattern for q = 4 with periodic boundary condition.
Red and blue color stand for two different chiralities. Each peak is entangled with its nearest
neighbour with the same chirality/color.
6 Summary
In this paper, we presented a detailed study as well as a generalization of the Floquet CFT
introduced in [34]. The phase diagram obtained in that paper can be understood by mapping
the problem to a Floquet harmonic oscillator. The reason for such a mapping arises from the
fact that these two problems share a sl(2,R) algebra and the classification of dynamics becomes
the classification of the linear combination of SL(2,R) generators. Because of that, although we
use the entanglement entropy and total energy to explicitly determine the phase diagram, the
calculation of which depends on the choice of the initial state, the result is actually a property
of the driving Hamiltonian and doesn’t depend on the initial state choice.
In the non-heating phase, the energy profile and total energy keep oscillating. In the heating
phase, although the energy increases exponentially fast, the system is heated in an extremely
non-uniform way, i.e. only two points absorb the heat. What is more, all the entanglement
entropy is also shared by these two peaks. These peaks are determined by the fixed points of
the relevant Mo¨bius transformation that is defined by the dynamics. On the phase boundary
between the heating and non-heating phases, we still observe two peaks but the total energy
only increases quadratically with time.
Although the question of whether the system absorbs energy relies on the detailed calcu-
lation, the energy density and entanglement structure can be understood by a quasi-particle
picture. The questions of how energy distributes can be mapped to solving a pure classical
motion. Inspired by this picture, we find a relation between the total energy and the entangle-
ment between the two peaks, E(t) ∝ c exp (6
c
S(t)
)
, which says the quasi-particle carries much
more energy than entanglement. Such a relation, as contrary to the classic Cardy formula, is a
clear manifestation of a non-equilibrium state. It will be interesting to understand whether this
relation is special to this set-up that only involves SL(2,R) or is true for more general cases.
To make some connection to the real experiment, we examine the robustness of all these
features against random driving. Even if we add tiny randomness to the driving period, the
non-heating phase completely disappears and we only have the heating phase, where the total
energy grows exponentially with time. After we know whether the total energy grows, the
energy density can be analyzed perturbatively. If we start from a (T0, T1) that is deep inside
the non-heating phase and turn on the randomness, the energy density will peak near the
boundary. This is because the quasi-particles move incoherently and have smaller velocity near
the boundary. On the other hand if we start from a (T0, T1) that is deep inside the heating
phase and turn on moderate randomness, we expect the energy peaks will remain although
they are smeared out a little.
Most of the phenomena above, in particular including the existence of heating and non-
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heating phase and the features about the energy profile, not only hold for this special set-up
but should also occur for any generic Floquet driving that only uses Virasoro generators as the
Hamiltonian. The reason is that this type of Floquet driving can always be thought of as a
conformal mapping on the complex plane. The energy density calculation to a large extent can
be reduced to the problem of finding fixed points of the conformal mapping. If none of the fixed
points is on the unit circle, the system must be at the non-heating phase and energy density just
oscillates. Once it has a repulsive fixed point on the unit circle, we will see two energy peaks,
one of which is purely chiral and the other is anti-chiral. The system is generically heated up. If
there is also an attractive fixed point on the unit circle, the energy density will decrease to make
the energy peaks sharper and sharper. For this case, one has to do a more detailed calculation
to determine whether the system is heating or not. Consequently, the problem of classifying
dynamics is equivalent to the problem of classifying conformal mappings. This Floquet CFT
using sine-square deformed Hamiltonian is the first and simplest example that explicitly realizes
this. It will be interesting to generalize this special set-up to more general protocols and give
a more thorough discussion on the connection between dynamics and geometry. Furthermore,
since generic many-body Floquet drives do not have this geometric interpretation, it is also
important to consider driving protocols that go beyond the conformal transformation paradigm,
which can help develop a more general understanding of Floquet dynamics.
Another interesting problem is to consider the Floquet CFT from a thermal initial state
at finite temperature β−1, which is closely related with experiments. Since there are now
three length scales, i.e., the total length L of the system, the driving periods T , and the finite
temperature β, then the time evolution of entanglement and energy density may exhibit more
rich features in particular in the early time of driving. In the long time limit, we expect there
are still two phases, i.e., the heating and non-heating phases. One intuition is based on the
quasi-particle picture as presented in Sec.3.3. One can find that the existence of fixed point
or not in the solution of equation of motion, which determines the system is in heating or
non-heating phases, is independent of the introduction of finite temperature β−1. We expect
these two phases will persist even if the system is prepared at a thermal initial state. We leave
the detailed study in a future work.
The heating phase discussed here realizes a highly nonequlibrium state where entangled
EPR pairs are continuously produced and localized at specific locations. Given the utility of
entanglement as a resource for quantum information processing, experimental realization of
the protocols discussed here may be desirable. Indeed given the high tunability of ultracold
atomic systems in optical lattices [56], and the ability to measure both energy and entanglement
entropy [57], an important future direction will be to find routes to implement these protocols
in the lab.
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A Phase diagram of the Floquet CFT
The Floquet CFT defined in Sec. 2 was known to have two different phases, which was first
shown in [34]. Here, we reproduce the phase diagram in Fig. 16 for the sake of being self-content.
The high frequency regime is a non-heating phase, where the entanglement entropy and energy
oscillate. The low frequency regime is a heating phase, where the entanglement entropy linearly
grows and the energy exponentially grows. On the phase boundary, the entanglement entropy
grows logarithmically and the energy grows quadratically. Fig. 16 only shows one domain, and
the phase diagram repeats itself when we increase T0/L with a period 1.
B Entanglement growth for a subsystem and branch cut
crossing
In this section, we will present the details of the entanglement entropy growth calculation for a
subsystem in the heating phase. As the early-time regime contains non-universal information,
our analytical analysis will focus on the late-time regime (i.e. n 1).
B.1 Single entanglement cut
For a given state on the interval [0, L], we denote the (left) subsystem by A = [0, x] and the
corresponding reduced density matrix by ρA. Following Calabrese and Cardy’s prescription [53],
the m-th Re´nyi entropy
S
(m)
A =
1
1−m log Tr ρ
m
A (65)
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can be computed using the twist operator Tm, and the von Neumann entropy is the m → 1
limit. More explicitly, the twist operator Tm is a primary with conformal dimension hm = hm =
c
24
(m− 1
m
), whose one point function reproduces Tr ρmA
Tr ρmA =
(
∂z
∂w
)hm ( ∂z
∂w
)hm (∂zn
∂z
)hm (∂zn
∂z
)hm
〈Tm(zn, zn)〉 . (66)
The one point correlation function 〈Tm(zn, zn)〉 in a boundary CFT can be mapped to a two
point function through the mirror trick on the whole plane, i.e.
〈Tm(zn, zn)〉 ∝
(
1
4
√
zn
√
zn
)hm ( 1√
zn −
√
zn
)2hm
. (67)
Note the derivative term in Eq. (66) decreases exponentially as a function of n in the long time
limit 12 (
∂zn
∂z
)hm (∂zn
∂z
)hm
≈
(
ηn(γ1 − γ2)2
(z − γ2)(z − γ2)
)2hm
at n 1 , (68)
which is related to the linear growth of entanglement entropy. While the behavior of 〈Tm(zn, zn)〉
depends on an intersting branch cut structure that will lead to the spatial feature (the kink) of
the entanglement entropy plotted in Fig. 7.
More explicitly, the branch cut arises from the factor
(√
zn −
√
zn
)
. The subtlety is that
although both zn and zn flow to the same attractive fixed point γ1 at long time limit, their
square roots can be different due to the branch cut, i.e. the sign structure arises from the
square root. To analyze the branch cut, let us use the two-layer Riemann sheet for z and z.
At t = 0, z sits on the first sheet while z sits on the second sheet.13 Under the time evolution,
we need to trace the trajectories of zn and zn, see Fig. 17 for an illustration of the trajectories
for different scenarios. The upshot is that only when the entanglement cut is between the two
energy peaks, the factor
(√
zn −
√
zn
)
remains finite and therefore leads to the “bump” in the
middle of Fig. 7.
To discuss this in more details, without loss of generality, we assume the chiral peak is on
the left of the anti-chiral peak. Depending on the position of the entanglement cut, there are
three different scenarios:
1. x < xC . In this case, zn will effectively cross the branch cut. Therefore, when we take
the square root of z and z, we have
√
zn = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z − γ1
z − γ2
)
,
√
zn = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z − γ1
z − γ2
)
, (69)
so that their difference is exponentially small
√
zn −
√
zn = −ηnγ1 − γ2
2γ
1/2
1
(z − z)(γ1 − γ2)
(z − γ2)(z − γ2) . (70)
12The intuitive reason is that in the heating phase, both zn and zn will flow to the attractive fixed point γ1
as an exponential function of n. Here we assume that neither zn nor zn collides with the repulsive fixed point.
13 This is consistent with the convention that at the imaginary time, when going to the UHP geometry, ξ has
to sit on the upper half plane while ξ has to sit on the lower half plane.
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Figure 17: Schematic plots for the stroboscopic trajectories of zn and zn on unit circle. Hollow
dots are the fixed points, from which we know the chiral peak is on the left of the anti-chiral
peak, i.e. xC < xA. Blue and black dots are the initial positions of zn and zn respectively. In
each cycle, both zn and zn in each cycle will wind around the unit circle counterclockwise and
stop at the next position, with their stroboscopic positions represented by blue dashed line and
black line respectively. The dashed bar denotes the branch cut. (a) x < xC . The blue line
crosses the branch cut meaning that zn has a relative branch cut crossing to zn therefore they
stay on the same Riemann sheet in the long time limit. (b) xC < x < xA. neither line crosses
the branch cut thus zn and zn remain on different sheets. (c) x > xA. This time it is the black
line crosses the branch cut thus zn and zn still end up getting on the same Riemann sheet.
This ηn dependence will exactly cancel the ηn dependence in the derivative term. There-
fore the whole quantity and the entanglement entropy, to the leading order, does not grow
with time.
2. xC < x < xA. In this case, zn and zn do not cross the branch cut. When we calculate
the square root, we have
√
zn = γ
1/2
1
(
1 + ηn
γ1 − γ2
2γ1
z − γ1
z − γ2
)
,
√
zn = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z − γ1
z − γ2
)
(71)
and their difference converges to 2γ
1/2
1 at the late time,
√
zn −
√
zn = 2γ
1/2
1 +O(ηn) . (72)
Therefore, the whole quantity will depend on time through the ηn in the derivative term.
After taking the logarithm and m→ 1 limit, we can show that the entanglement entropy
grows linearly with time
SA(t) = − c
6
n log η, (73)
the slope of which is independent of x.
3. x > xA. In this case, zn will cross the branch cut and all the calculation becomes the
same as the first case. Therefore the entanglement doesn’t grow with time, either.
This explains the kinks that we observe in Fig. 7.
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B.2 Entanglement entropy between two halves
For the special case x = L/2, we have z = z = e2pix/L = −1 and zn = zn for any integer n. As
a result, zn and zn are always on the opposite Riemann surfaces, i.e.
√
zn = −
√
zn. Hence the
expression for Tr ρmA can be simplified as
Tr ρmA ∝
(pi
L
)2hm (∂zn
∂z
)2hm (−1
zn
)hm ( 1
zn
)hm
∝
(
pi
L
∂zn
∂z
1
zn
)2hm
, (74)
where all the non-universal constants have been dropped. Recalling our expression Eq. (14) for
zn and plugging in the initial condition that z = −1, we can write the universal part of the
entanglement entropy as,
SA(t) =
c
6
log
[
L
pi
(A−B)(C −D)
AD −BC
]
+ (non-universal term) , (75)
where the non-universal term refers to the n-indepedent contributions. In the non-heating
phase, the universal part oscillates in a similar fashion as the total energy. In the heating
phase, the leading growing behavior of the entanglement entropy is given as follows
SA,heating(t) ∼ c
6
log
[
L
pi
(1 + γ2)
2γ1
(γ1 − γ2)2 η
−n
]
at n 1. (76)
For the critical phase, we have the following logarithmic growing,
SA,critical(t) ∼ c
6
log
[
L
pi
(1 + γ)2β2γ n2
]
at n 1. (77)
B.3 Two entanglement cuts
In this section, we present the details of computing the entanglement entropy for a subsystem
that does not end at the boundary, i.e. with ending points x1, x2 ∈ (0, L). In other words, we
need to insert two twist operators
Tr ρmA (t) = Cm(x1, x2, t) = 〈ψ(t)|Tm(x1)Tm(x2)|ψ(t)〉 = 〈G|Tm(x1, t)Tm(x2, t)|G〉 . (78)
We follow the strategy in Sec. 2 to do the calculation first in the imaginary time and analytic
continue to real time in the end. The n-dependent part of the above formula is given as follows,
∏
j=1,2
(
∂zj,n
∂zj
)hm (∂zj,n
∂zj
)hm
〈Tm(z1,n, z1,n)Tm(z2,n, z2,n)〉 . (79)
The mirror trick maps the two-point function 〈Tm(z1,n, z1,n)Tm(z2,n, z2,n)〉 in a boundary CFT
to a four-point function on the whole plane without boundary. The important n-dependent
part is given by the following formula,
〈Tm(z1,n, z1,n)Tm(z2,n, z2,n)〉 ∝ 1(√
z1,n −√z2,n
)2hm (√
z1,n −
√
z2,n
)2hmF (ρ) , (80)
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where ρ is the cross ratio of the four
√
zn’s defined as follows,
ρ =
(
√
z1,n −√z2,n)(
√
z1,n −
√
z2,n)
(
√
z1,n −
√
z1,n)(
√
z2,n −
√
z2,n)
. (81)
F (ρ) is a linear combination of the chiral conformal blocks with coefficients determined by the
boundary condition.
While analytically continuing to the real time, the derivative term shows an exponential
decease as a function of n (similar to the single entanglement cut case),∏
j=1,2
(
∂zjn
∂zj
)hm (∂zjn
∂zj
)hm
≈
(
η2n(γ1 − γ2)4
(z1 − γ2)(z1 − γ2)(z2 − γ2)(z2 − γ2)
)2hm
. (82)
Note the exponential decrease of the correlation function is related to the linearly growth of
entanglement entropy.
For the analysis of the behavior of 〈Tm(z1,n, z1,n)Tm(z2,n, z2,n)〉, there are two complications:
first is the branch cut issue due to the
√
z factor as we have discussed before; the second is the
potential divergence caused by F (ρ). In the following, we will show that ρ will flow to a final
value ρfinal 6= 1 which, for different choice of x1 and x2, is either 0 or a constant finite value so
that F (ρ) converges to a constant non-zero value at late time and can be neglected.
Without loss of generality, let us assume the chiral peak is on the left of the anti-chiral peak.
We fix x2 to be between the two peaks so that z2,n and z2,n stay on different Riemann sheets.
1. x1 < xC , the subsystem A includes the chiral peak. As discussed in Fig. 17, only z1,n
crosses the branch cut during the time evolution. Therefore, at the late time, the leading
term of four
√
z read,
√
z1,n = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z1 − γ1
z1 − γ2
)
,
√
z1,n = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z1 − γ1
z1 − γ2
)
,
√
z2,n = γ
1/2
1
(
1 + ηn
γ1 − γ2
2γ1
z2 − γ1
z2 − γ2
)
,
√
z2,n = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z2 − γ1
z2 − γ2
)
.
(83)
These show that
√
z1,n−√z2,n and √z2,n−
√
z2,n converge to ±2√γ1 while
√
z1,n−
√
z2,n
and
√
z1,n −
√
z1,n become exponentially small. The cross ratio ρ converges to a O(1)
value ρfinal
ρfinal =
(z1 − z2)(z1 − γ2)
(z1 − z1)(z2 − γ2) . (84)
The condition that neither x1 or x2 is at the energy peaks implies ρfinal 6= 1. Therefore,
the conformal block term F (ρ) only converges to an O(1) value and does not contribute
to the n dependence. As a result, the late time behavior is controlled by the derivative
terms which leads to the linear growth behavior of the entanglement entropy,
SA(x1, x2, t) = lim
m→1
1
1−m logCm(x1, x2, t) ∼ −
c
6
n log η. (85)
The slope only depends on the central charge and the characteristic constant η but not
on the positions of entanglement cuts, as long as x1 < xC .
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Figure 18: Dynamics of a Mathieu oscillator without and with random driving. (a) Mathieu
oscillator under weak driving force is stable for T < 1 and unstable for T = pi. We choose
h = 0.2. (b) For random driving, the energy will grow exponentially even for small randomness.
We choose We choose h = 0.2, T = 1, α = 0.1, Each data point is averaged over 100 times.
2. xC < x1, x2 < xA, the subsystem is between the chiral and anti-chiral peak. None of
the four z coordinates have any relative branch cut crossing and they can be assumed to
remain on their original Riemann sheets during the whole time evolution. Hence, the late
time values of their square roots are,
√
z1,n =γ
1/2
1
(
1 + ηn
γ1 − γ2
2γ1
z1 − γ1
z1 − γ2
)
,
√
z1,n = −γ1/21
(
1 + ηn
γ1 − γ2
2γ1
z1 − γ1
z1 − γ2
)
,
√
z2,n =γ
1/2
1
(
1 + ηM
γ1 − γ2
2γ1
z2 − γ1
z2 − γ2
)
,
√
z2,n = −γ1/21
(
1 + ηM
γ1 − γ2
2γ1
z2 − γ1
z2 − γ2
)
.
(86)
As a result,
√
z1,n−√z2,n,
√
z1,n−
√
z2,n become exponentially small so that the prefactor
in Eq. (80) will cancel the time dependence in the derivative term.
√
z1,n−
√
z1,n,
√
z2,n−√
z2,n converge to 2
√
γ1 so that the cross ratio ρ now will converge to ρ = 0. However,
in the way that we write Eq. (80), the conformal block term is already regularized at
ρ = 0 and takes an O(1) value depending on the fusion from two twist operators to the
identity channel. In this limit, the boundary two-point function should be reduced to a
bulk two-point function, which is nonzero in our case. This implies F (ρ = 0) is a nonzero
number and thus does not carry important time dependence. As a result, the late-time
behavior of the entanglement entropy, to the leading order, is independent of time.
3. x1 > xA, the subsystem includes the anti-chiral peak. Now the z1 will cross the branch
cut and the entanglement entropy linear grows again, which is the same as the first case.
The analysis above confirms that the entanglement indeed only comes from the two energy
peaks, which verifies our quasi-particle picture from a technical side.
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Figure 19: Spatial structure in the lattice simulation. We choose the system size L = 700,
driving parameters T0/L = 0.9, T1/L = 0.2. We choose δ = 5 when performing the average.
n denotes the number of driving cycles. The black arrows in (a) and (b) indicates the peak
positions predicted by the CFT calculation.
C Random driving Mathieu oscillator
In this section, we discuss the random driving Mathieu oscillator. The classical Newton’s
equation for a Mathieu oscillator is
x¨(t) +
(
1 + h cos
2pit
T
)
x(t) = 0. (87)
h controls the amplitude of the driving force and T is driving period. The intrinsic period
of the harmonic oscillator is 2pi. For a weak driving force h  1, the first smallest unstable
driving period is Tunstable = pi. The system is stable(non-heating) for any T < Tunstable. These
are shown in Fig. 18 (a).
For a random driving Mathieu oscillator, we let the driving period T uniformly distribute
in an interval
T = T + δT, δT = [−α, α], (88)
where α controls the strength of the randomness. In each cycle, we randomly choose a T from
the distribution and evolve the system accordingly. The final results will be averaged over
“disorder”. If we choose T < Tunstable and α  1, we find that the averaged energy grows
exponentially with time, as is demonstrated in Fig. 18 (b).
D Spatial structures in lattice calculation
In this section, we discuss the time evolution of energy density profile and the entanglement
entropy density in the heating phase observed in a lattice calculation. The protocol is the one
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introduced by [34] also reviewed in Sec.2. Simulation with the generalized setup in Sec.5 yields
the same results and thus is not included.
We simulate complex free fermion on an open chain with only nearest neighbor hopping
at the half-filling. The results are shown in Fig. 19, with (a) (b) being the early time regime
and (c) (d) being the late time regime. In the early time regime, both quantities show growing
sharp peaks, whose positions are consistent with the CFT prediction as indicated by the arrows
in the plots Fig. 19(a) and (b). However, in the late time, as more and more excitations are
created, the dynamics of the lattice system cannot be approximated by a CFT. One will see the
spatial structure showing strong oscillation with time. The peaks also stop growing and finally
give way to a smeared profile, as depicted in Fig. 19(c) and (d). Determining the timescale at
which the prediction of conformal field theory begins to diverge from lattice calculations is a
subtle question. Here we simply note that on comparing the energy or entropy density in this
model using the parameters as in Fig. 19, the breakdown occurs around n ∼ 10. It is roughly
the time scale for Etotal/t ∼ O(1) with t being the hopping strength. On the other hand, the
half-system entropy can agree with the CFT calculation for longer times, which in this model
breaks down at n ∼ 30 (using the same parameters as Fig. 19).
We close this section with some technical details of how the the data are extracted from
the numerics. The energy density E(x) is obtained by computing the expectation value of the
hopping term −t 〈c†ici+1 + h.c.〉. We also perform an average over the nearest few sites to obtain
a relatively smooth curve, i.e. E(x) =
∑δ
k=−δ −t 〈c†x+kcx+k+1 + h.c.〉. The slight asymmetry of
the plots with respect to the middle of the system is due to this average. Choosing different
δ leads to results with the same qualitative features. The entanglement entropy density sA(x)
is obtained by computing the entanglement entropy for the subsystem [x− δ, x+ δ]. A similar
average is also performed to obtain a smooth curve.
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