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Solving ground states of quantum many-body systems has been a long-standing problem in con-
densed matter physics.Here, we propose a new unsupervised machine learning algorithm to find
the ground state of a general quantum many-body system utilizing the benefits of artificial neural
network. Without assuming the specific forms of the eigenvectors, this algorithm can find the eigen-
vectors in an unbiased way with well controlled accuracy. As examples, we apply this algorithm to
1D Ising and Heisenberg models, where the results match very well with exact diagonalization.
I. INTRODUCTION
Machine learning (ML) has become a popular topic in
physics, since its ingenuity and flexibility unprecedent-
edly allow computers to learn automatically about the
underlying physics from the input data. Previous ef-
forts have been carried out in designing various machine
learning algorithms to study different physics problems,
such as using Boltzmann machine to model thermody-
namic observables [1], and using artificial neural network
to study two-body scattering with short-range potentials
[2]. In addition, in order to identify quantum phase tran-
sitions, Wetzel [3] utilize principal component analysis
and variational autoencoder, meanwhile Broecker et al.
[4] proposed a method using convolutional neural net-
works.
In condensed matter physics, one of the main hurdles
is to find the eigenstates of interacting systems with rea-
sonable system sizes. In the presence of interactions,
the dimension of the Hilbert space grows exponentially
with the system size, which prevents us from solving the
Hamiltonian exactly except for small systems with ex-
act diagonalization (ED). To solve this problem, many
numerical methods have been put forward, such as quan-
tum Monte Carlo (QMC) [5–7], density matrix renor-
malization group (DMRG) [8–11], and so on. Everyone
of them has its own advantages and constraints. For ex-
ample, QMC uses stochastic sampling based on a prob-
ability that is related to the partition function of the
system. It is a powerful algorithm to simulate ther-
modynamic properties of many-body systems, and the
many-body ground states can be deduced from finite-size
scaling. However, QMC suffers from the notorious “sign
problem” rendering it unfit for some fermionic models.
DMRG, on the other hand, is able to obtain accurate re-
sults for general large 1D or quasi-1D systems by keeping
the most relevant components in local reduced density
matrices, yet it performs poorly for higher dimensional
systems. Variants of DMRG, Projected Entangled Pair
States (PEPS) and multi-scale entanglement renormal-
ization ansatz (MERA), have been proposed as solutions
∗ wu.2339@osu.edu
for the dimensional limitation. However DMRG and its
variants use power law methods to diagonalize large ma-
tricies, redering the algorithm inefficient beyond a model
dependent cut off.
With new tools provided by machine learning, we want
to ask whether there exist new algorithms in finding the
eigenstates of a general Hamiltonian. Recently, Carleo
and Troyer [12] proposed to use restricted Boltzmann
machine to find a variational ground state and its time
evolution for a given Hamiltonian. In this paper, we ad-
dress the problem by exploring an alternative unsuper-
vised machine learning method with artificial neural net-
work. Our goal is to find the ground-state eigenvectors
of a general Hamiltonian without any assumptions of the
form the eigenvectors.
The structure of this paper is organized as the fol-
lowing. We describe our machine learning algorithm in
Section II. To illustrate how well this method works, we
apply it to find the ground states of 1D Ising model and
Heisenberg model, and compare the spin-spin correla-
tors and ground-state energy with exact diagonalization
in Section III. In the end, We conclude that using this
method one is able to find the ground states accurately,
and discuss how this method can potentially be applied
to large systems beyond ED.
II. NEURAL NETWORK STRUCTURE
A. Traditional Deep Learning Structure
Let us start by introducing the structure of a deep
learning artificial NN. Traditionally, A deep learning NN
is constructed by an input layer, multiple hidden layers,
and a output layer (See Fig. 1(a).). The input layer X0
usually contains information of the input data, such as
a vector describing every pixel of a picture. A hidden
layer Xj (j = 1, 2, 3, · · · , L−1) is a vector with arbitrary
dimension, where every element is connected with every
other element from the previous and next layer. The Xj ’s
are connected through parameters Wj ’s and Bj ’s:
Xj+1 = f(Wj+1Xj +Bj+1), (1)
where Wj is a matrix and Bj is a vector. f is a non-linear
function called activation function which introduces non-
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FIG. 1. (a) The traditional NN structure contains an input layer, some hidden layers, and an output layer. (b) Minimize the
cost function C in terms of Wj . When the partial derivative ∂C/∂Wj < 0, for example at W
′
j , then the updating process
increase Wj . If the partial derivative ∂C/∂Wj > 0, e.g. at W
′
j , then the updating process decrease Wj . The same updating
process applies to the other W ’s and B’s.
linearity in the model. The notation here means that the
activation function is acting on every element of the vec-
tor (Wj+1Xj+Bj+1). The role of f is important, because
it is likely that XL and X0 cannot be related by linear
operations. Without the non-linearity from the activa-
tion function, a multi-layer NN structure has no differ-
ence from having only the input and output layers. The
common choices of f are sigmoid, tanh, etc. Within the
same layer, the elements are independent of each other.
An output layer XL can be a number or a vector con-
taining output information from the NN. The task of a
NN is to map the input X0 to an output XL where XL
is as close to the desired output Y as possible.
In order to accomplish the task, one needs to have a
well defined cost function, which guides the direction of
the learning process. It usually quantifies the difference
between XL and Y . As one of the simplest examples, the
cost function could be defined as
C =
1
2
|Y −XL|2. (2)
In this case, if XL is the same as Y , the cost function
C = 0. The more XL deviates from Y , the larger C is.
Now the goal is to minimize C by updating the param-
eters in the NN. Because the optimization depends on
the knowledge of the desired outputs, which requires one
to label the data beforehand, this is a typical supervised
machine learning method. The initial parameters Wj ’s
are usually chosen randomly and the Bj ’s are left to be
zero vectors. One can optimize the output by repeatedly
updating the parameters in the direction where C decays
the fastest. To be more precise,
Wj := Wj − η ∂C
∂Wj
, Bj := Bj − η ∂C
∂Bj
, (3)
where the partial derivative of C is operated with respect
to every matrix or vector element, and the sign “:=”
denotes updating the left-hand side with the value on the
right-hand side. η is a positive number called the learning
rate, and it determines how fast C descends in every
update. As an example shown in Fig. 1(b), when ∂C∂Wj <
0 at point W ′j , the new value of Wj is updated forward.
While ∂C∂Wj > 0 at point W
′′
j , Wj is updated backward.
In this way, the parameters are always updated in the
direction of minimizing C the fastest.
For a given algorithm, one has the freedom to tune
the number of layers N , the number of nodes in every
hidden layers, the learning rate η. These are called hyper
parameters. Changing these parameters can affect the
performance of the algorithm. Therefore, one usually
needs to have some trial runs to optimize the choice of
hyper parameters.
B. Modified Neural Network to Find Eigenvectors
Based on the deep learning structure, we propose a
modified machine learning algorithm to find the ground
state of a general Hamiltonian. Here, the input layer X0
is a vector indicating the initial guess of the eigenvector
given Hamiltonian H. Without prior knowledge of the
eigenvetors, one can choose X0 as a random vector. No-
ticed that the eigenvector for a general Hamiltonian is
complex, X0 is a complex vector, which can be decom-
posed as
X0 = X
R
0 + iX
I
0 , (4)
where superscript R and I mean the real and imaginary
part respectively. To simplify the calculation, we propa-
gate the real and imaginary part of X through the NN
separately, i.e.
XRj+1 = f(W
R
j+1X
R
j +B
R
j+1), X
I
j+1 = f(W
I
j+1X
I
j +B
I
j+1).
(5)
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FIG. 2. (a) The typical behavior of the gain function G, which increases with the number of updates. We use red arrows to
point out some major peaks. Only the fifth peak, which is also the highest peak, correspond to the ground state. (b) In the
same optimization process, we plot out the change of the cost function. All the peaks in G have a corresponding local minimum
in C. As G increases, C jumps out of four local minimums and reaches the ground state minimum indicated by arrow 5. From
the cost function, it is not clear to tell whether a minimum corresponds to the ground state. The gain function, on the other
hand, provides a more convincing signal, especially when one has a good estimate of the ground state energy.
Here, all W
R/I
j ’s and B
R/I
j ’s are real, and we choose the
activation function to be tanh. To test whether the out-
put vector XN is an eigenvector of H, we first normalize
XN such that X
†
N ·XN = 1. Then we calculate
H ·XN = EX˜N , (6)
where X˜N is also properly normalized, and E is a scalar.
When XN is an eigenvector, X˜N = XN and E is the
eigenenergy. To quantify how close XN is to be an eigen-
vector, we define the cost function as
C ≡ 1− |X˜†N ·XN |2. (7)
When XN is close to be an eigenvector, C → 0; whereas
when XN is far from being an eigenvector, C → 1. The
goal of the learning process is to minimize C as close to
zero as possible, which can be done with gradient descent
(See appendix.A.) according to Eq.(3).
Noticed that for the activation function f(x) =
tanh(x), its derivative is the largest when x = 0, which
means the machine learns the most effectively when
W
R/I
j+1X
R/I
j +B
R/I
j+1 → 0 for all j’s. To speed up the learn-
ing process, we initialize all elements of Wj ’s with normal
distributed random numbers multiplying by a small num-
ber (usually 10−2 ∼ 10−4), and zero all Bj ’s. For large
systems, initializing Wj ’s with small matrix elements can
greatly improve the learning speed and the accuracy of
the output vectors.
The minimization process stops when C < c, where
c is the threshold for the cost function. It is a small
positive number with c < 1. The smaller c is, the more
accurate the output eigenstates are, and usually the more
layers are required in the NN.
The cost function in Eq.(7) has many minimums, and
each of them corresponds to an eigenvector of H. How-
ever, the eigenvectors with an eigenenergy further away
from 0 are more likely to be found. The reason is the
following. Supposed that the {Ψm} is the set of or-
thonormal eigenvectors for H with eigenvalues {Em},
one can then write XN as a superposition where XN =∑
mAmΨm. In every iteration, we compute Eq.(6),
which could be written as H ·∑m Ψm = E∑m EmE Ψm =
EX˜N . Under many iteration, the eigen vector correspond
to the largest Ej is going to be more important than the
other vectors by some powers of Ej . This idea is similar
to the power iteration method. In physics, we are usu-
ally most interested in the few lowest energy states. To
increase the probability that the output states are one
of them, one can shift the energy levels down by sub-
tracting H with a constant such that the highest energy
states have eigenenergy close to 0. Therefore, after shift-
ing the energy levels, the form of the cost function in
Eq.(7) determines that one will most likely finds the few
eigenstates with the lowest eigenenergy. Since the defini-
tion of C doesn’t require prior knowledge of the correct
eigenvectors, this is an unsupervised machine learning
algorithm.
C. Gain Function for Convergence to Ground
States
The cost function introduced in Section II B is good
when one is interested to see a few eigenstates with rela-
tively low energy. However, in a lot of cases, we are only
interested in the ground state. If H has large dimen-
sions with some low excited states, it could take quite
some trials until one finds the ground state. With the
cost function in Eq.(7), one way to find it is to project
4out every output eigenstate in H before running the next
trail, and compare all the eigenvalues from these differ-
ent eigenstates to determine which one corresponds to
the ground state. But this projection method requires
every output eigenstate to be extremely accurate, other-
wise the Hamiltonian will get mixed up. In this subsec-
tion, we introduce the gain function, as opposed to the
cost function, to help find the ground state more directly.
The gain function is defined as
G ≡ |X†N · (HXN )|2 = |EX†N · X˜N |2. (8)
After properly shifting the energy levels, G is maximized
only when XN is the ground state eigenvector. One can
then use gradient ascent (See Appendix.B for more de-
tails.)
Wj := Wj + η
∂G
∂Wj
, Bj := Bj + η
∂G
∂Bj
, (9)
to iteratively maximize G. In other words, the gradient
ascent process refines XN to be the ground state eigen-
vector.
The typical behaviors of G and C in the process of
gradient ascent is shown in Fig. 2. While maximizing
the gain function G, the cost function C is able to jump
out of the minimums of some excited states and reach
the ground state minimum.
Unlike the cost function having a universal minimum
value, the maximum value for the gain function is model
dependent, which equals to the ground state energy
square. Without prior knowledge, it is sometimes dif-
ficult to guess it accurately. In this case, we stop the
optimization process when G increase slowly and C is
small. To be more precise, we keep the gain function
value from the last optimization step and call it G′. The
process stops when 0 < G−G
′
|G′| < g and C < c, where
0 < g < 1 is a small number acting as a threshold for the
gain function increasing rate. The cost function is now
used as a “quality control”. It prevents the optimization
process from stopping at regions where G is passing by
saddle points but the output vector is not an eigenvec-
tor. In general, using the gain function can significantly
reduce the number of steps needed for the learning pro-
cess with the same cost function threshold c. Moreover,
for the same NN structure, using the gain function usu-
ally increases the accuracy of the output eigenvectors, i.e.
smaller c becomes achievable.
However, based on the stopping condition described
above, there are still chances where the optimization
stops before the ground state is found, namely when an
excited state eigenvector also correspond to a local min-
imum or saddle point in G. This is a legitimate concern,
and one should either compare several outputs with dif-
ferent initial condition, or judge based on estimate of the
ground state energy, to decide whether the output vector
is the ground state. As shown in Fig. 3, however, the
probability of getting a ground state eigenvector is rather
high when using the gain function in the optimization
process.
0.85
0.90
0.95
1.0
Ising C
Ising G
4 6 8 10
L
0.4
0.6
0.8
1.0
Heisenberg C
Heisenberg GA
cc
ep
ta
nc
e 
Ra
te
FIG. 3. The acceptance rate under different random initial
condition for Ising and Heisenberg models obtained by using
the cost function and the gain function respectively. With
small system size, we can project the output states from the
ML algorithms to the ones from exact diagonalization (ED),
and determines whether the output states are ground states.
III. NUMERICAL RESULTS
To validate the ML algorithm, we apply it to find the
ground states of the 1D Ising model with staggered field
and anti-ferromagnetic Heisenberg models, where the two
Hamiltonian are given by
HIsing =
∑
j
[Szj S
z
j+1 + h
∑
j
(−1)jSzj ]−
L− 1
4
,
HAFH =
∑
j
(Sxj S
x
j+1 + S
y
j S
y
j+1 + S
z
j S
z
j+1)−
L
4
,
(10)
respectively. Sαj =
1
2σ
α
j is the spin-
1
2 operator of the jth
site with σαj ’s being the Pauli matrices, and L is the to-
tal number of sites in each system. In both cases, we use
periodic boundary condition and shift the energy levels
by adding a constant. For the Ising model, we also add
a small staggered field (h = 0.1 in our case) to split the
ground state degeneracy for more straight forward com-
parison between the exact ground state and the output
ground state. In principle, the machine learning algo-
rithm works even if there is degeneracy, where the out-
put ground state should be in one of the superposition
of the degenerate ground states. However, the ground
states found with different initial conditions are not nec-
essarily orthogonal to each other. One way to find all the
ground states is to project out the ground states from the
previous calculation in the Hamiltonian before running
the algorithm. However, this procedure requires every
ground state is obtained with very high accuracy, oth-
erwise the Hamiltonian will be mixed up. To avoid this
complicated situation in our demonstration, we choose
models without ground state degeneracy.
In Fig. 3, we compare the neural network’s ability
of finding the ground states using the cost function ver-
sus the gain function. Under many trials of random ini-
tial condition, let Ng be the number of ground states
found, and Ntot be the total number of eigenstates found.
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FIG. 4. Two-point correlators of the first site with the other sites in the ground states with different system sizes. With periodic
boundary condition, these figures cover all possible spin-spin correlators.
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FIG. 5. Ground state energy comparison between ED and
the ML algorithm.
We define the acceptance rate of ground states as
Ng
Ntot
.
When the systems are relatively small, both methods give
rather high acceptance rate. As the system size grows,
the dimension of the Hilbert space grows exponentially,
and it becomes less likely to find the ground states by
minimizing the cost function. However, the gain func-
tion remains relatively effective as a guidance to find the
ground states. Noticed that the acceptance rate also de-
pend on the hyper parameters, so this figure only provide
a qualitative ratio.
Next, we show the ground-state spin-spin correlations
and energy calculated from maximizing the gain function
versus ED in Fig. 4 and Fig. 5. Plotted values for ML are
the mean value of 100 output ground states with different
random initial condition, and the error bars indicate the
standard deviations in this ensemble. Fig. 4 and Fig. 5
show that the results from the ML algorithm match the
ones from ED quite well.
IV. CONCLUSION
In conclusion, we introduce a new machine learning
algorithm to find the ground state eigenvector of a gen-
eral Hamiltonian based on artificial neural network. This
method does not have any constraints on the form of the
Hamiltonian, nor does it require any prior knowledge of
the target ground state. Moreover, the results are ob-
tained with a controllable error rate. Therefore, the out-
puts are unbiased and can be made very accurate. Com-
pare to ED, this algorithm does not involve solving any
multivariable equations, but only matrix multiplications.
As a result, one potential direction of applying it to large
systems is to store the large matrices in hard drives and
read in a few at a time for the matrix multiplication. Be-
sides, the dimension of the matrices in the hidden layer
can likely be reduced especially in the presence of sym-
metries in the Hamiltonian. In our discussion, we fix the
dimension of the matrices in the hidden layers in order to
reduce the number of hyper parameters, but there is no
clear reason that this has to be the case. Reducing the
dimension of these matrices can not only reduce the cost
of memory, but also improve the speed of the algorithm.
The minimum dimension may even reveal information
about the “order parameter” of the Hamiltonian. Future
work is needed to further explore these two possibilities.
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6Appendix A: Gradient Descent of Cost Function
To update the parameters Wj ’s and Bj ’s, one needs to
find the partial derivatives ∂C∂Wj and
∂C
∂Bj
. A simple way
to do it is to first calculate the partial derivatives with
respect to the last layer
∂C
∂BN
=
∂C
∂XN
∂XN
∂BN
=
∂C
∂XN
∂f(ZN )
∂ZN
, (A1)
where f is the activation function, and Zj = WjXj−1 +
Bj . In our calculation, we choose f(z) = tanh(z). Notice
that for tanh(z), its derivative is the steepest at z = 0,
which means that the machine learns the fastest when
the value of Zj ’s are small. So when one initialize the
parameters Wj ’s, it is beneficial to choose small random
numbers, and let Bj ’s to be zero. Using the above result,
one can calculate the partial derivative of the second to
last layer and so on. For the jth layer,
∂C
∂Bj
= (
∂C
∂XN
∂XN
∂XN−1
· · · ∂Xj+1
∂Xj
)
∂f(Zj)
∂Zj
. (A2)
Once ∂C∂Bj is known,
∂C
∂Wj
= ∂C∂BjXj−1. Repeatedly, one
can update the parameters from the last layer to the first
layer, and finish one updating process. This procedure is
called back propagation.
With the definition of cost function C in Eq.(7),
∂C
∂XRN
= −2 Re (X˜NP), ∂C
∂XIN
= −2 Im (X˜NP), (A3)
where P is a scalar defined as P ≡ X˜†N ·XN . In our
algorithm, the real and imaginary parts are updated sep-
arately, i.e.
∂C
∂BRN
=
∂C
∂XRN
∂XRN
∂BRN
= −2 Re (X˜NP) sech2(ZRN )
∂C
∂BIN
=
∂C
∂XIN
∂XIN
∂BIN
= −2 Im (X˜NP) sech2(ZIN ).
(A4)
where Z
R/I
j = W
R/I
j X
R/I
j−1 + B
R/I
j , and sech is obtained
from the fact that we use tanh as the activation function.
For j ∈ [1, N), we calculate ∂C
∂B
R/I
j
based on the chain rule
in Eq.(A2), except that the real and imaginary parts are
separate, i.e.
∂C
∂BRj
=(
∂C
∂XRN
∂XRN
∂XRN−1
· · · ∂X
R
j+1
∂XRj
)
∂f(ZRj )
∂ZRj
,
∂C
∂BIj
=(
∂C
∂XIN
∂XIN
∂XIN−1
· · · ∂X
I
j+1
∂XIj
)
∂f(ZIj )
∂ZIj
.
(A5)
As for Wj ’s, we have
∂C
∂WRj
=
∂C
∂BRj
(XRj−1)
T ,
∂C
∂W Ij
=
∂C
∂BIj
(XIj−1)
T . (A6)
To minimize C to zero, we update the parameters Wj ’s
and Bj ’s using gradient descent based on Eq.(3) until C
is smaller than a threshold c, where c << 1.
Appendix B: Gradient Ascent of Gain Function
Similarly to gradient descent, we need to calculate the
partial derivatives of ∂G∂Wj and
∂G
∂Bj
for each update for
G’s gradient ascent. We continue to use the idea of back
propagation described in Appendix.A.
For the gain function defined in Eq.(8),
∂G
∂XRN
=4 Re(HXN )(X
†
NHXN ),
∂G
∂XIN
=4 Im(HXN )(X
†
NHXN ).
(B1)
therefore,
∂G
∂BRN
=
∂G
∂XRN
∂XRN
∂BRN
=4 Re(HXN )(X
†
NHXN ) sech
2(ZRN ),
∂G
∂BIN
=
∂G
∂XIN
∂XIN
∂BIN
=4 Im(HXN )(X
†
NHXN ) sech
2(ZIN )
(B2)
For 1 ≤ j < N , ∂G∂Bj can be obtained through chain rule
similar to Eq.(A5) while separating the real and imagi-
nary parts. For Wj ’s,
∂G
∂WRj
=
∂G
∂BRj
(XRj−1)
T ,
∂G
∂W Ij
=
∂G
∂BIj
(XIj−1)
T . (B3)
Since we want to maximize G, we need to update the
parameters in a opposite direction compared to C, i.e.
following Eq.(9) with a positive learning rate η. Fur-
thermore, the upper bound of G depends on the Hamil-
tonian H, so that we cannot define a general threshold
at which the gradient ascent stops. Alternatively, we
calculate the gain function from the current step Gc and
from the last step Gl, and the gradient ascent stops when
the gain function almost stop increasing at consecutive
steps while the cost function is under the threshold, i.e.
(Gc − Gl)/Gl < g with (Gc − Gl) > 0 and C < c.
Here, g is the threshold for the increased ratio of the
gain function and g << 1.
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