Recently, Convolutional Neural Networks (CNNs) have achieved tremendous performances on face recognition, and one popular perspective regarding CNNs' success is that CNNs could learn discriminative face representations from face images with complex image feature encoding. However, it is still unclear what is
the intrinsic mechanism of face representation in CNNs. In this work, we investigate this problem by formulating face images as points in a shape-appearance parameter space, and our results demonstrate that: (i) The encoding and decoding of the neuron responses (representations) to face images in CNNs could be achieved under a linear model in the parameter space, in agreement with the recent discovery in primate IT face neurons, but different from the aforementioned perspective on CNNs' face representation with complex image feature encoding;
(ii) The linear model for face encoding and decoding in the parameter space could achieve close or even better performances on face recognition and verification than state-of-the-art CNNs, which might provide new lights on the design strategies for face recognition systems; (iii) The neuron responses to face images in CNNs could not be adequately modelled by the axis model, a model recently proposed on face modelling in primate IT cortex. All these results might shed some lights on the often complained blackbox nature behind CNNs' tremendous performances on face recognition.
Introduction
Human face representation, aiming to represent the identity of human face, is an important and challenging topic in both the fields of computer vision and neuroscience, and has attracted more and more attention in recent years.
In the neuroscience field, visual object representation, including face representation, is generally believed to happen in primate inferotemporal (IT) cortex, and the population responses of IT neurons to an object image stimulus is considered as the represen-2 tation of this object [1, 2, 3, 4, 5, 6, 7, 8, 9] . In the early years, many traditional works on face representation assumed an exemplar-based mechanism for representing face identity in primate IT cortex: face identification was mediated by units tuned to a set of exemplar faces. Such an exemplar-based representation mechanism is supported by the results in [1] that some neurons in the anterior medial face patch are view-independent, which respond to faces of only a few specific individuals regardless of view orientations.
Recently, different from the results in [1] , Chang and Tsao [8] found that by formulating face images as points in a multi-dimensional linear parameter space, face images could be linearly encoded in macaque IT cortex, and they could also be linearly decoded from IT neuron responses, and a new face representation model, called "the axis model", was proposed. Their experimental results demonstrated that the proposed axis model could achieve satisfactory encoding and decoding performances of IT neuron responses.
In the computer vision field, the performances of face recognition systems depend heavily on face representation, which is naturally coupled with many adverse factors, such as pose variation, illumination change, expression, occlusion and so on. Face representation could either be manually designed or automatically learnt from face image datasets. In the early days, the face representations were mainly constructed with manually designed features, such as Local Binary Patterns [10] , Histogram of Oriented Gradients [11] , etc. In recent years, Convolutional Neural Networks (CNNs), which are generally believed to be able to learn complex and effective representations from image stimuli, have achieved tremendous successes on object categorization and face recognition [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] . For example, DeepFace [13] trained a deep CNN to classify faces using a dataset of 400, 000 examplar images.
DeepID [14] employed a CNN to learn face representations for identifying 10, 000 different faces. In [15] , a new CNN was introduced to learn face representations, which was trained with both face identification and verification signals. Hayat et al. [25] proposed a data-driven method to jointly learn registration with face representation in a CNN. Liu et al. [26] proposed a deep hypersphere embedding approach for face recognition, where the angular Softmax loss for CNNs was introduced to learn discriminative face representations (called SphereFace) with angular margin. Zhang et al. [21] proposed a disentangling siamese network, which could automatically disentangle the face features into the identity representations, as well as the identity-orthogonal factors including poses and illuminations. Wu et al. [23] proposed a light CNN framework to learn a compact face representation on the large-scale face data with noisy labels. Deng et al. [24] proposed a geometrically interpretable loss function, called ArcFace, which is integrated with different CNN models (e.g. ResNet [27] ) for face recognition and verification.
Why do CNNs perform so well on face recognition? One popular perspective is that CNNs could learn effective and discriminative face representations with complex image feature encoding, because of the repeatedly used nonlinear operators such as ReLU (Rectified Linear Unit) and max pooling in CNNs. However, what is the intrinsic mechanism of face representation in CNNs? It seems this is still largely an open question. In addition, CNNs' successes in generic object categorization and recognition are often attributed by many researchers to their inherent hierarchical architectures, similar to the primate visual ventral pathway. It is also shown in [5] that if an object representation is monkey IT-like, it can give a good object recognition performance.
Hence, a further question naturally comes up: is the face representation mechanism in CNNs is similar to that in monkey IT cortex found recently in [8] ? or more specifically, could the responses of CNN neurons (units) to face stimuli be linearly modelled in a parameter space? If so, it would mean that although CNNs generally concatenate multiple convolution layers and nonlinear operators, there essentially exists a linear mapping between the face vectors in a parameter space and the corresponding face representations in DNNs. This linear mapping is more explicit and largely different from the aforementioned complex image feature encoding on CNNs' face representation.
Addressing the above questions, we investigated the face representation problem at higher CNN layers by formulating face images as points in a parameter space in this work, with six typical multi-layered CNNs for face recognition: VGG-Face [17] , DeepID [14] , ResNet-Face (defived from ResNet [27] ), SphereFace [22] , Light-CNN [23] , and ArcFace [24] , and three commonly used face datasets: Multi-PIE [28] , LFW [29] , and MegaFace [30] . We found that there indeed exists a linear encoding/decoding model for face representation in these CNNs, i.e., face vectors in the parameter space could not only be effectively decoded from the neuron responses at the higher CNN layers, but also be encoded linearly for predicting the responses of CNN neurons, similar to the face representation of monkey IT neurons reported in [8] . In addition, we found that the predicted representations by the linear model could achieve comparable performances on face recognition and verification to those by the above CNNs.
However, we found that the neuron responses at the higher CNN layers could not be adequately modelled by the axis model in [8] . These results partially reveal the linear face representation mechanism in CNNs, as well as the similarities and differences of face representation between CNNs and primate IT cortex. Additionally, the revealed linear face encoding might also be referenced for the future design of new face recognition systems.
Method
In this section, the used method for investigating the face representation mechanism of CNNs is described, and its flowchart is shown in Figure 1 . The face representation at a CNN layer is defined as:
The set of neuron responses at a given layer of a face recognition CNN is defined as the face representation of this layer.
As seen from Figure 1 , we generate the parameterized face images from a given face image dataset using the AAM (Active Appearance Model) approach [31] , and formulate these images as points in a 50-D(dimensional) parameter space. Then, we analyze the encoding/decoding relationship between the face representations of higher CNN layers and the 50-D face vectors in the parameter space using a linear model and the proposed axis model in [8] . In addition, considering that face recognition and verification are strongly linked to face representation, we also perform comparative experiments on face recognition and verification with the predicted responses by both the linear model and the axis model. The details are elaborated in the next. 
Model CNNs and CNN layer selection for face representation
In our work, the following six popular deep neural networks for face recognition and verification are used as our model CNNs:
VGG-Face [17] : It is a typical CNN model for face recognition, derived from the classical VGG model [32] for general object categorization. It consists of 13 convolutional layers and 2 fully connected layers (except the final classification layer for predicting identities).
DeepID [14] : It is a classical CNN model for face verification, aiming to learn so-called deep hidden identity features from face images. It consists of 4 convolutional layers and 1 fully connected layers.
ResNet-Face: It is used for face recognition and verification, derived from the popular ResNet model for general object categorization [27] . The code for this model has been released in the Dlib toolkit 1 .
1 Dlib toolkit could be downloaded at http://dlib.net/ SphereFace [22] : It is a state-of-the-art model for face recognition and verification based on ResNet, where the angular softmax loss is utilized for learning discriminative face features with angular margin. In this work, the used model consists of 20 convolutional layers and 1 fully connected layers.
Light-CNN [23] : The Light CNN framework [23] is to learn a compact embedding on the large-scale face data with massive noisy labels. Here, the Light CNN-29 model, which is a 29-layer convolutional network derived from the Light CNN framework, is utilized.
ArcFace [24] : It is a state-of-the-art model for face recognition and verification based on ResNet, where a geometrically interpretable loss function is utilized. Here, the used model consists of 18 convolutional layers and 1 fully connected layers, and the corresponding code is obtained at GitHub 2 .
Considering that higher CNN layers could generally learn global object information from object stimuli, we investigate the face representations of the neuron responses at Layers {13, 14, 15} in VGG-Face, and those at the last fully connected layer (rather than the final classification layer for predicting identities) in DeepID, ResNet-Face, SphereFace, Light-CNN, and ArcFace.
Face image synthesis in parameter space
Although the size of a real face image is usually of millions of dimensions or even higher, it is generally believed that face data lies on an embedded low-dimensional manifold within the original high-dimensional space [33, 34] . In order to alleviate the 2 https://github.com/ronghuaiyang/arcface-pytorch 8 disturbances of the unrelated information to face identity (e.g. background, hair, neck, etc.) in the original high-dimensional form of face data, and simultaneously to reduce the possible information loss due to the transformation from the high-dimensional face space to a low-dimensional space, similarly as that in [8] , we utilize the AAM approach [31] to extract the low-dimensional shape and appearance features of faces from the original face images, and then generate the parameterized face images with these face features for investigating the face representation mechanism of CNNs, as shown in Figure 1 .
In detail, given a face image dataset, a set of 68 2-D landmark points are automatically extracted from each face image using the Dlib toolkit at first. Then, the obtained sets of landmark points for all the images are aligned into a common co-ordinate frame and stored as a shape matrix, whose each column represents a aligned set of landmark points extracted from a face image. In addition, the original face images are warped such that its landmark points match the mean shape, and the gray information over the warped region covered by the mean shape is stored as an appearance matrix, whose each column represents the appearance of a warped face image. Then, Principal Components Analysis (PCA) is applied to the shape matrix for extracting a set of 25-D feature vectors accounting for the face geometry, and to the appearance matrix for extracting a set of 25-D feature vectors accounting for the face appearance. For a given face image, its 25-D shape vector and 25-D appearance vector are concatenated to form its 50-D face vector in this work.
Accordingly, a 50-D parameter space is spanned by the obtained face vectors, where a point represents a face. Finally, a parameterized face image is generated with its 50-D face vector as well as the stored shape and appearance transformation matrices via PCA. In our experiments, the obtained face vectors are used for analyzing the face representation mechanism of CNNs. The parameterized face images are used for training and testing CNNs.
Remark: (i) As described above, compared with the original face images, the parameterized face images have a much less amount of identity-unrelated information to faces (e.g. they do not have complex backgrounds, hairs, and necks), and there is no information loss generated by the transformation from the high-dimensional parameterized face space to the lwo-dimensional parameter space. Hence, the parameterized face images seem more appropriate to control and make a strict experimental evaluation on the face representation mechanism of CNNs than the original ones. (ii) Other than AAM, there exist many other face synthesis approaches in literatures. Here we utilize AAM in this work only for conveniently making a comparison with the results in [8] on face representation of IT neurons, where AAM was also utilized.
Linear model for face encoding/decoding
Let n denote the number of face stimuli, and m the number of neurons at a CNN layer.
Let A denote the response matrix R ∈ R m×n to all the face stimuli at a CNN layer, and P ∈ R 50×n the matrix for storing the corresponding face vectors defined in the 50-D parameter space. A linear model for face encoding and decoding is defined as: If such a linear model holds true for a CNN on face recognition, the response matrix R for a CNN layer can be roughly approximated by a linear combination of the elements of the 50-D face vectors P as follows:
where T ∈ R m×50 is the transformation matrix, b ∈ R m×1 is the bias vector, and
Once both the transformation matrix T and bias vector b are obtained by solving Eq. (1), the Pearson and Spearman correlation coefficients are computed respectively to measure the correlation between the neuron responses outputted from a CNN layer and those predicted by the linear model.
If the mean of the computed correlation coefficients is high, it suggests that the face representations of this layer could be adequately predicted by linearly encoding the face vectors, and the face vectors could be linearly decoded from the face representations by inverting (1) accordingly. Otherwise, it suggests that the face representations of this layer could not be linearly encoded/decoded.
The axis model for face encoding/encoding
The axis model [8] can be considered as a special linear model followed by a nonlinear rectification. The axis model consists of two steps: firstly, the dot product between a face image stimulus (described as a face vector in the parameter space) and the STA P ST A (spike-triggered average) axis of a face cell is computed, and then the value is rectified by a 3-order polynomial. Here, for a CNN neuron, like that in [8] , we firstly compute its STA P ST A by:
where r i (i = 1, 2, ..., n) is the response of this neuron to the i-th face image stimulus, and P i is the 50-D face vector of this stimulus. Then, we fit a 3-order polynomial on the dot product between the face vector P i and the STA axis P ST A of this neuron for modelling its response r i by:
where {a, b, c, d} are the polynomial parameters, and ·, · is the dot product operator.
With the obtained fitted parameters for each CNN neuron, its response to an arbitrary face image could be predicted, and the Pearson and Spearman correlation coefficients are computed respectively to measure the correlation between the neuron responses outputted from a CNN layer and those predicted by the axis model. If the mean of the computed correlation coefficients is high, it suggests that the axis model could well model the neuron responses at this layer, and the face vectors could also be decoded from the neuron responses with the fitted parameters of the axis model accordingly. Otherwise, it suggests that the axis model is not appropriate for encoding and decoding the CNN neuron responses at this layer.
Face recognition and verification
Face recognition is to determine the identity of the person in the input face image. It is a multi-class classification problem. For a new face dataset, the original model CNNs (at least their final classification layer) generally have to be fine-tuned with part of this dataset so that these CNNs would be able to recognize persons from this dataset.
Face verification is to determine whether the persons in the input pair of face images are the same or not. Unlike face recognition, face verification is typically a binary classification problem, and it does not require fine-tuning the used model CNNs, which could reflect the representation capability of CNNs more generally.
Face representation is the base for face verification and recognition. If the neuron responses of higher CNN layers (particularly the last layer) could be adequately predicted by a linear model in the parameter space, the predicted responses would achieve similar performances on face verification and recognition to those outputted from the original model CNNs. Hence, the verification and recognition results could be used indirectly to show the goodness of the predicted face representation. In this work, we also follow this path to assess the fitness of the linear encoding model, and the methods used for face recognition and verification are described next:
Remark: Other than face recognition and verification, we also carried out experiments on face identification, which is to determine the image of a person in a set of face images, who is the same person in the input face image. Our results show that the predicted responses by the linear model achieve similar performances on face identification to those outputted from the original model CNNs, but the predicted responses by the axis model achieve much lower performances than those outputted from the model CNNs, which is in agreement with our results on face recognition and verification. We donot report them in detail, due to the limitation of space.
Face recognition:
For each of the three used datasets in this work, it is divided into two parts: training data and testing data. We fine-tune a CNN in the following two ways: The used Softmax-Loss function, by combining the standard Softmax Loss and a regularizer for the loss function, is defined as
where n is the number of stimuli, k is the number of identities, x i ∈ R p is the i-th input stimulus, θ ∈ R p×k is the model parameter matrix, y i ∈ {1, 2, ..., k} is the identity of the i-th face image, λ is the weight of the regularizer, and 1{·} is the indicator function with 1{a true statement} = 1 and 1{a false statement} = 0.
The used Hinge-Loss function also combines the standard Hinge Loss with a regularizer as:
Face verification:
For the linear model (also the axis model and the model CNNs), the verification on a given pair of images is carried out by testing whether the Euclidean distance between the predicted response vectors to the two images is smaller than a threshold τ . And the two common measures, Verification Accuracy Acc and Equal Error Rate EER, are used for comparing the verification results of the linear/axis model with those of the model CNNs.
The Verification Accuracy Acc is defined as follows, and the threshold τ is generally learned to maximize the verification accuracy on the training data:
Acc is the proportion of true results (both true positives and true negatives) among the total number of cases examined.
The Equal Error Rate EER is defined as: Note that a smaller value of EER corresponds to a better result, but for comparison convenience, we report the value of 100% − EER as done in [17] . This measure is independent on the distance threshold τ .
Results

Data sets
The following three widely-used face datasets are used in our experiments:
Multi-PIE [28] : It is a popular dataset for algorithmic evaluation on face recognition, images), is used for testing the model CNNs.
LFW [29] : It is a standard in-the-wild benchmark for automatic face verification, containing 13233 images from 5749 different identities, with large variations in pose, expression and illuminations. Following the standard evaluation protocol defined for the unrestricted setting [22, 24] , we test the model CNNs on 6000 face pairs (3000 matched pairs and 3000 mismatched pairs).
MegaFace [30] : It is a standard in-the-wild benchmark for face verification, which As described in Section 2.2, the 50-D face vectors are extracted from the original images in the three datasets using the AAM approach. Then, the parameterized face images are generated using these 50-D face vectors. 
Encoding/decoding under the linear model
Results on Multi-PIE:
For this relatively simple dataset, only VGG-Face [17] is tested. As described in Section 2.5, each of the five training sets (as described in Table 1 ) is used to finetune VGG-Face in two different ways, and we denote: the model by fine-tuning its classification layer while fixing its rest layers as VGG-Face1 and the model by finetuning all the layers as VGG-Face2. We also linearly decode the 50-D face vectors from the neuron responses at Layers {L13, L14, L15} respectively, then reconstruct the synthesized face images according to the AAM approach. Figure 3 Then, we evaluate their performances on the five testing sets, and Figure 4 Note that VGG-Face2 achieves close or slightly better performances than VGG-Face1, mainly because VGG-Face2 is obtained by fine-tuning all the layers. And it is also noted that the accuracies on the testing sets with Nos. {1, 2, 4, 5} are much lower than those on the third set, mainly because (i) the images in the testing sets with Nos.
{1, 2, 4} have different head orientations from those in their corresponding training sets, and (ii) for each identity, its face images in the fifth testing set have different head orientations from those in the corresponding training set.
Results on LFW and MegaFace:
For the two in-the-wild datasets, all the six CNNs without fine-tuning are used for conducting face verification experiments to further investigate whether their face representations could be adequately modelled by linear encoding.
As described in Section 2.5, each CNN on 10 separate experiments are evaluated in We also linearly decode the 50-D face vectors from the neuron responses at the last Layer of each CNN respectively, then reconstruct the synthesized face images according to the AAM approach. Remark: Similar to the nonlinear rectification used in [8] , after obtaining the responses fitted by the linear model, we also tried to rectify these responses with a 3-order polynomial, and found that such a rectification step did not affect the encoding/decoding 24 (a) VGG-Face1 
Encoding/decoding under the axis model
In this subsection, we investigate whether the proposed axis model in [8] for primate IT cortex is suitable for modelling the face representations of higher CNN layers.
The same procedure in Section 3.2 is used here, except that the axis model is used
to replace the linear model in Section 3.2. The results are summarized as follows:
Results on Multi-PIE: 
Results on LFW and MegaFace:
The mean values (also the standard deviations) of the Pearson and Spearman coefficients between the predicted representations by the axis model and those by all the referred CNNs are shown in Figure 9 . which are also dramatically different from the original face image.
The ACC and EER on the two datasets by the axis model are shown in the green bars of Figure 6 . All the predicted representations by the axis model give lower ACC and EER than the corresponding CNN representations. The verification results are similar to the face recognition results on the third Multi-PIE dataset(as defined in Table   1 ), mainly because in these experiments, their training sets contains similar (even the same) poses to those in the testing sets, although the images in LFW and MegaFace have a mount of varying poses.
From all these results, we can see that the axis model is not as good as the linear model for modelling the neuron responses of DNNs.
DNN neurons versus IT Neurons on face representation
In [8] , the following points on face representation in primate IT cortex are observed: 2 The linear model is more effective for modelling the face representations of CNNs than the axis model in [8] , probably because the number of the fitted parameters in the linear model is much larger than that in the axis model. 3 The face recognition and verification accuracies of the linear classifiers with the linearly-predicted representations as inputs are close to or even higher than those of the model CNNs.
The above linear encoding of face representation by CNNs in a parameter space seems both interesting and surprising, considering the parameter space is purely a mathematical concept and modern CNNs for face recognition, composed of many layers with enormous parameters to train, are in fact to recover a few dozen shape and appearance model parameters. What could be the implications of such a linear encoding for both deep learning and neurosciences? Here are some points:
1 The inverse generative model of CNNs: Currently, CNNs are largely of "blackbox" nature in the sense that their exceptionally good object recognition performances still lack sufficient explanatory theory. One of the proposals is called the inverse generative model [37, 38, 39] , that is, CNNs are mainly to recover hierarchically the generative model parameters. The inverse graphics in [40] and the hypothesis-and-verification approach in [41] , are just such examples. The linear encoding in this work seems to support the theory of the inverse generative model, at least for face recognition. As linear encoding has quite a number of salient advantages as shown in [8] , it seems worthy exploring new simpler networks to directly regress generative model parameters, which is also one of our future research directions, rather than to train a very-deep layered network by a heavy data-driven approach currently. Of course, how to establish an adequate parameterized model for a given class of objects is still a difficult research direction in both computer vision and computer graphics communities.
2 The goal-driven approach for sensory cortex understanding: Face recognition by CNNs, in essence, is purely data-driven under some recognition performance criteria. As shown in this work, CNNs have similar linear face encoding mechanism to that by macaques. This seems to suggest that, the macaque face processing system could be modelled by only optimizing the face recognition performances of CNNs, which is in support to the goal-driven paradigm for sensory cortex understanding advocated in [6, 7] .
3 Validity of linear encoding for familiar faces and faces with expressions: It is generally believed that face recognition and face expression in primate are processed in different cortical areas, face recognition in IT, and face expression in the superior temporal sulcus (STS) [42] . In [8] , their axis model is mainly for rapid face recognition, or core face recognition [43] . In addition, as shown in [44] , two additional cortical areas are detected for only familiar face recognition in monkeys. Our results show that CNNs are able to handle both familiar and unfamiliar face images, as well as faces with different expressions. This seems to suggest that either monkey also has a linear encoding mechanism for familiar faces and faces with expressions, which needs to be clarified in the future, or the face encoding by CNNs has substantial differences with that in primate.
Of course, our work also has some limitations notably:
1 This work only focuses on the face representation of CNNs, rather than general object representation of CNNs. Considering that different faces generally vary slightly in topology and geometry, while general objects (such as tables, chairs, cars, etc.) have no resemblance among them, whether this simple linear model for face representation is extendable to general object modelling is doubtful. Besides, how to parameterize general objects seems also an insurmountable difficulty. 32 2 There are various approaches for generating parameterized face images, other than our used AAM approach here, which could form different parameter spaces.
Our results only reveal that there exists at least such a parameter space (determined by the AAM approach) where the face representations of CNN layers could be predicted by linearly encoding the face vectors. In the future, other parameter spaces would be explored.
3 In [45] , it is reported that a distinct difference on object recognition between CNNs and human visual system is their sensitivity to adversarial images, that is, images slightly corrupted with random noise. Human visual system is generally immune to adversarial images, while the performance of CNNs on object recognition is quite sensitive to them. It remains unclear whether the linear face representation mechanism in CNNs still holds on adversarial face images, which would be another line of our future works.
In summary, to the best of our knowledge, this work is the first attempt to partially reveal the linear face representation mechanism in CNNs, different from commonly believed complex feature encoding by CNNs. In addition, our results shed some lights on the similarities and differences of face representation between CNNs and primate IT cortex. Finally, our results reveal that the linear face encoding by CNNs might be used for designing new CNNs for face recognition, which is also one of our future research directions.
Data availability
The CMU Multi-PIE dataset could be accessed at http://www.cs.cmu.edu/ afs/cs/project/PIE/MultiPie/Multi-Pie/Home.html. The LFW dataset could be accessed at http://vis-www.cs.umass.edu/lfw/index.html. The
MegaFace dataset could be accessed at http://megaface.cs.washington. edu/.
