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Abstract
Generalized trigonometric functions are applied to the Legendre-
Jacobi standard form of complete elliptic integrals, and a new form of
the generalized complete elliptic integrals of the Borweins is presented.
According to the form, it can be easily shown that these integrals have
similar properties to the classical ones. In particular, it is possible to
establish a computation formula of the generalized pi in terms of the
arithmetic-geometric mean, in the classical way as the Gauss-Legendre
algorithm for pi by Salamin and Brent. Moreover, an elementary new
proof of Ramanujan’s cubic transformation is also given.
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1 Introduction
Complete elliptic integrals of the first kind and of the second kind
K(k) =
∫ pi
2
0
dθ√
1− k2 sin2 θ
=
∫ 1
0
dt√
(1− t2)(1− k2t2) ,
E(k) =
∫ pi
2
0
√
1− k2 sin2 θ dθ =
∫ 1
0
√
1− k2t2
1− t2 dθ
are classical integrals which have helped us, for instance, to evaluate the
length of curves and to express exact solutions of differential equations.
In this paper we give a generalization of complete elliptic integrals as
an application of generalized trigonometric functions. For this, we need the
generalized sine function sinp θ and the generalized π denoted by πp, where
sinp θ is the inverse function of
sin−1p θ :=
∫ θ
0
dt
(1− tp) 1p
, 0 ≤ θ ≤ 1,
and πp is the number defined by
πp := 2 sin
−1
p 1 = 2
∫ 1
0
dt
(1− tp) 1p
=
2π
p sin pi
p
.
Clearly, sin2 θ = sin θ and π2 = π. These two appear in the eigenvalue
problem of one-dimensional p-Laplacian:
−(|u′|p−2u′)′ = λ|u|p−2u, u(0) = u(1) = 0.
Indeed, the eigenvalues are given as λn = (p − 1)(nπp)p, n = 1, 2, 3, . . .,
and the corresponding eigenfunction to λn is un(x) = sinp (nπpx) for each n.
There are a lot of literature on generalized trigonometric functions and re-
lated functions. See [9, 10, 14, 16, 18, 22, 23, 24, 25, 28] for general properties
as functions; [13, 14, 15, 22, 26, 29] for applications to differential equations
involving p-Laplacian; [5, 10, 11, 16, 17, 22, 30] for basis properties for se-
quences of these functions.
Now, applying sinp θ and πp to the complete elliptic functions, we define
the complete p-elliptic integrals of the first kind Kp(k) and of the second kind
2
Ep(k): for p ∈ (1,∞) and k ∈ [0, 1)
Kp(k) :=
∫ pip
2
0
dθ
(1− kp sinpp θ)1−
1
p
=
∫ 1
0
dt
(1− tp) 1p (1− kptp)1− 1p
, (1.1)
Ep(k) :=
∫ pip
2
0
(1− kp sinpp θ)
1
p dθ =
∫ 1
0
(
1− kptp
1− tp
) 1
p
dt. (1.2)
Here, each second equality of the definitions is obtained by setting sinp θ = t.
It is easy to see that for p = 2 these integrals are equivalent to the classical
complete elliptic integrals K(k) and E(k).
It is worth pointing out that the Borweins [7, Section 5.5] define the
generalized complete elliptic integrals of the first and of the second kind by
Ks(k) :=
π
2
F
(
1
2
− s, 1
2
+ s; 1; k2
)
, (1.3)
Es(k) :=
π
2
F
(
−1
2
− s, 1
2
+ s; 1; k2
)
(1.4)
for |s| < 1/2 and 0 ≤ k < 1, where F (a, b; c; x) denotes the Gaussian hyper-
geometric function (see Section 2 for the definition). Note that K0(k) = K(k)
and E0(k) = E(k). According to Euler’s integral representation (see [2, The-
orem 2.2.1] or [33, p. 293]), we have
Ks(k) =
cosπs
2s+ 1
∫ 1
0
dt
(1− t 22s+1 ) 2s+12 (1− k2t 22s+1 )1− 2s+12
,
Es(k) =
cosπs
2s+ 1
∫ 1
0
(
1− k2t 22s+1
1− t 22s+1
) 2s+1
2
dt.
Thus
Ks(k) =
π
πp
Kp(k
2
p ), Es(k) =
π
πp
Ep(k
2
p ),
where p = 2/(2s + 1). To show this, one may use Proposition 2.8 below
instead of integral representations. Anyway, we emphasize that the com-
plete p-elliptic integrals (1.1) and (1.2) give representations of generalized
complete elliptic integrals in the Legendre-Jacobi standard form with gener-
alized trigonometric functions. The advantage of using the complete p-elliptic
integrals lies in the fact that it is possible to prove formulas of the generalized
3
complete elliptic integrals simply as well as that of the classical complete el-
liptic integrals. For example, we have known the following Legendre relation
between K(k) and E(k) (see [2, 7, 20, 33]).
K ′(k)E(k) +K(k)E ′(k)−K(k)K ′(k) = π
2
, (1.5)
where k′ :=
√
1− k2, K ′(k) := K(k′) and E ′(k) := E(k′). For this we can
show the following relation between Kp(k) and Ep(k).
Theorem 1.1. For k ∈ (0, 1)
K ′p(k)Ep(k) +Kp(k)E
′
p(k)−Kp(k)K ′p(k) =
πp
2
, (1.6)
where k′ := (1− kp) 1p , K ′p(k) := Kp(k′) and E ′p(k) := Ep(k′).
In fact, it is known that Ks(k) and Es(k) also satisfy the similar relation
(2.17) below to (1.6), which follows from Elliott’s identity (2.18) below. In
contrast to this, our approach with generalized trigonometric functions seems
to be more elementary and self-contained.
As an application of generalized p-elliptic integrals, we establish a com-
putation formula of πp. Let us first mention the case p = 2. In that case,
consider the sequences {an} and {bn} satisfying a0 = a, b0 = b, where
a ≥ b > 0, and
an+1 =
an + bn
2
, bn+1 =
√
anbn, n = 0, 1, 2, . . . .
It is easily checked that these sequences converge to a common limit, the
arithmetic-geometric mean of a and b, denoted by M(a, b). It is well-known
that on May 30th in 1799 Gauss discovered a celebrated relation between
M(a, b) and K(k) (precisely, a relation between M(1,
√
2) and the lemniscate
integral):
K(k) =
π
2
1
M(1, k′)
, (1.7)
where k′ =
√
1− k2. Combining (1.5) and (1.7) with k = k′ = 1/√2, Salamin
[27] and Brent [8] independently established the following formula (see also
[2, 7] for the proof).
π =
2M
(
1,
1√
2
)2
1−
∞∑
n=0
2n(a2n − b2n)
, (1.8)
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where the initial data of {an} and {bn} are a = 1 and b = 1/
√
2. This is
known as a fundamental formula to Gauss-Legendre algorithm, or Salamin-
Brent algorithm, for computing the value of π.
Owing to (1.8), it is natural to try to establish a computation formula of
πp. In addition we are interested in finding such an elementary way of its
construction as Salamin and Brent.
In the present paper, we give the formula only for the case p = 3. We
prepare notation for stating results. Let a ≥ b > 0, and assume that {an}
and {bn} are sequences satisfying a0 = a, b0 = b and
an+1 =
an + 2bn
3
, bn+1 =
3
√
(a2n + anbn + b
2
n)bn
3
, n = 0, 1, 2, . . . . (1.9)
It is easy to see that both the sequences converge to the same limit as n→∞,
denoted by M3(a, b). Then, we obtain
Theorem 1.2. Let 0 ≤ k < 1. Then
K3(k) =
π3
2
1
M3(1, k′)
,
where k′ = 3
√
1− k3.
Actually, Theorem 1.2 is identical to the result of the Borweins [6, Theo-
rem 2.1 (b)] (with some trivial typos). In either proof, it is essential to show
Ramanujan’s cubic transformation (Lemma 3.1 below) . We will give a new
proof for this by more elementary calculation with properties of K3(k).
By Theorems 1.1 and 1.2 we obtain the following formula of π3.
Theorem 1.3. Let a = 1 and b = 1/ 3
√
2. Then
π3 =
2M3
(
1,
1
3
√
2
)2
1− 2
∞∑
n=1
3n(an + cn)cn
,
where {an} and {bn} are the sequences (1.9) and cn := 3
√
a3n − b3n.
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By the theory of theta functions, the Borweins [6, Section 3] give three
iterations for π. One of them is obtained from the same sequences as (1.9):
π =
3M3
(
1,
(√
3− 1
2
)
′
)2
1−
∞∑
n=0
3n+1(a2n − a2n+1)
. (1.10)
However, note that the initial data a = 1 and b = ((
√
3 − 1)/2)′ of (1.10) is
different from our initial data a = 1 and b = 1/ 3
√
2.
It is a simple matter to obtain other formulas for π3 if we combine
π3 = 4
√
3π/9 = 2.418 · · · with (1.8) or (1.10). The former converges quadrat-
ically to π3 and the latter does cubically. On the other hand, our formula
in Theorem 1.3 converges cubically to π3 (Table 1). However, we are not
25 digits Error
q1 2.418399152309345558425031 2.9449× 10−12
q2 2.418399152312290467458771 4.0425× 10−40
q3 2.418399152312290467458771 1.0367× 10−124
q4 2.418399152312290467458771 1.8728× 10−379
Table 1: Convergence of qm to π3, where qm :=
2a2
m+1
1−2
∑
m
n=1 3
n(an+cn)cn
.
interested in such trivial formulas obtained from those of π, and it is not our
purpose to study the speed of convergence and we will not develop this point
here.
This paper is organized as follows. In Section 2 we have compiled some
basic facts of complete p-elliptic integrals. In particular we show Legendre’s
relation forKp(k) and Ep(k) (Theorem 1.1) and observe relationship between
the complete p-elliptic integrals and the Gaussian hypergeometric functions
(Theorem 1.2). Section 3 establishes a computation formula of πp with p = 3
as an application of complete p-elliptic integrals (Theorem 1.3). In particular,
we give an elementary proof of Ramanujan’s cubic transformation by using
our representation of integrals (Lemma 3.1).
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2 Complete p-Elliptic Integrals
In this section, we present some basic properties of complete p-elliptic inte-
grals Kp(k) and Ep(k).
Let 1 < p < ∞. We repeat the definition of complete p-elliptic integrals
of the first kind Kp(k) and of the second kind Ep(k): for k ∈ [0, 1),
Kp(k) :=
∫ pip
2
0
dθ
(1− kp sinpp θ)1−
1
p
=
∫ 1
0
dt
(1− tp) 1p (1− kptp)1− 1p
, (1.1)
Ep(k) :=
∫ pip
2
0
(1− kp sinpp θ)
1
p dθ =
∫ 1
0
(
1− kptp
1− tp
) 1
p
dt, (1.2)
where sinp θ and πp have been defined in the Introduction. As is traditional,
we will use the notation k′ := (1 − kp) 1p . The variable k is often called the
modulus, and k′ is the complementary modulus. The complementary integrals
K ′p(k) and E
′
p(k) are defined by K
′
p(k) := Kp(k
′) and E ′p(k) := Ep(k
′).
Let cosp θ := (1−sinpp θ)
1
p . The following formulas will be frequently used:
sinpp θ + cos
p
p θ = 1,
d
dθ
(sinp θ) = cosp θ,
d
dθ
(cosp−1p θ) = −(p− 1) sinp−1p θ.
If p = 2 then sinp θ, cosp θ and πp coincide with the usual sin θ, cos θ and π,
respectively, so that these properties above are familiar.
The functions Kp(k) and Ep(k) satisfy a system of differential equations.
Proposition 2.1.
dEp
dk
=
Ep −Kp
k
,
dKp
dk
=
Ep − (k′)pKp
k(k′)p
.
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Proof. Differentiating Ep(k) we have
dEp
dk
=
∫ pip
2
0
d
dk
(1− kp sinpp θ)
1
p dθ
=
∫ pip
2
0
−kp−1 sinpp θ
(1− kp sinpp θ)1−
1
p
dθ
=
1
k
∫ pip
2
0
1− kp sinpp θ
(1− kp sinpp θ)1−
1
p
dθ − 1
k
∫ pip
2
0
dθ
(1− kp sinpp θ)1−
1
p
=
1
k
(Ep −Kp).
Next, for Kp(k)
dKp
dk
=
∫ pip
2
0
(p− 1)kp−1 sinpp θ
(1− kp sinpp θ)2−
1
p
dθ. (2.1)
Here we see that
d
dθ
(
− cosp−1p θ
(1− kp sinpp θ)1−
1
p
)
=
(p− 1) sinp−1p θ(1− kp sinpp θ)− (p− 1)kp sinp−1p θ cospp θ
(1− kp sinpp θ)2−
1
p
=
(p− 1)(k′)p sinp−1p θ
(1− kp sinpp θ)2−
1
p
,
so that we use integration by parts as
dKp
dk
=
∫ pip
2
0
kp−1
(k′)p
d
dθ
(
− cosp−1p θ
(1− kp sinpp θ)1−
1
p
)
sinp θ dθ
=
kp−1
(k′)p
[
− cosp−1p θ sinp θ
(1− kp sinpp θ)1−
1
p
]pip
2
0
+
kp−1
(k′)p
∫ pip
2
0
cospp θ
(1− kp sinpp θ)1−
1
p
dθ
=
kp−1
(k′)p
∫ pip
2
0
1
kp
· 1− k
p sinpp θ − (1− kp)
(1− kp sinpp θ)1−
1
p
dθ
=
1
k(k′)p
(Ep − (k′)pKp).
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This completes the proof.
Proposition 2.1 now yields Theorem 1.1.
Proof of Theorem 1.1. We will differentiate the left-hand side of (1.6) and
apply Proposition 2.1. As dk′/dk = −(k/k′)p−1 we have
dK ′p
dk
=
kpK ′p − E ′p
k(k′)p
,
dE ′p
dk
= kp−1
K ′p −E ′p
(k′)p
. (2.2)
Hence a direct computation shows that
d
dk
(K ′pEp +KpE
′
p −KpK ′p)
=
kpK ′p −E ′p
k(k′)p
· Ep +K ′p ·
Ep −Kp
k
+
Ep − (k′)pKp
k(k′)p
· E ′p
+Kp · kp−1
K ′p −E ′p
(k′)p
− Ep − (k
′)pKp
k(k′)p
·K ′p −Kp ·
kpK ′p − E ′p
k(k′)p
= E ′pEp
(
− 1
k(k′)p
+
1
k(k′)p
)
+ (K ′pEp −KpE ′p)
(
kp−1
(k′)p
+
1
k
− 1
k(k′)p
)
+K ′pKp
(
−1
k
+
kp−1
(k′)p
+
1
k
− k
p−1
(k′)p
)
= 0.
Therefore the left-hand side of (1.6) is a constant C.
We will evaluate C as follows. It is easy to see that limk→+0KpE
′
p = πp/2.
Moreover, since
|(Kp − Ep)K ′p|
=
∫ pip
2
0
(
1
(1− kp sinpp θ)1−
1
p
− (1− kp sinpp θ)
1
p
)
dθ ·
∫ pip
2
0
dθ
(1− (k′)p sinpp θ)1−
1
p
=
∫ pip
2
0
kp sinpp θ
(1− kp sinpp θ)1−
1
p
dθ ·
∫ pip
2
0
dθ
(cospp θ + kp sin
p
p θ)
1− 1
p
≤ kKp(k)πp
2
,
we obtain limk→+0(Kp − Ep)K ′p = 0. Thus, letting k → +0 in the left-hand
side of (1.6), we conclude that C = πp/2.
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Proposition 2.2. Kp(k) and K
′
p(k) satisfy
d
dk
(
k(k′)p
dy
dk
)
= (p− 1)kp−1y,
that is
k(1− kp)d
2y
dk2
+ (1− (p + 1)kp)dy
dk
− (p− 1)kp−1y = 0.
Moreover Ep(k) and E
′
p(k)−K ′p(k) satisfy
(k′)p
d
dk
(
k
dy
dk
)
= −kp−1y,
that is
k(1− kp)d
2y
dk2
+ (1− kp)dy
dk
+ kp−1y = 0.
Proof. Let us first give proofs for Kp and Ep. Repeated application of Propo-
sition 2.1 and d(k′)p/dk = −pkp−1 enables us to see that
d
dk
(
k(k′)p
dKp
dk
)
=
d
dk
(Ep − (k′)pKp)
=
1
k
(Ep −Kp)−
(
−pkp−1Kp + 1
k
(Ep − (k′)pKp)
)
= (p− 1)kp−1Kp
and
d
dk
(
k
dEp
dk
)
=
d
dk
(Ep −Kp)
=
1
k
(Ep −Kp)− 1
k(k′)p
(Ep − (k′)pKp)
= −k
p−1
(k′)p
Ep.
Similarly, it follows easily from (2.2) that K ′p satisfies
d
dk
(
k(k′)p
dK ′p
dk
)
= (p− 1)kp−1K ′p.
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Set Hp(k) := Ep(k)−Kp(k). Using (2.2) repeatedly, we have dH ′p/dk = E ′p/k
and
d
dk
(
k
dH ′p
dk
)
=
dE ′p
dk
= −k
p−1
(k′)p
H ′p.
The proof is complete.
Define K∗p(k) and E
∗
p(k) as conjugates for Kp(k) and Ep(k) respectively:
for k ∈ [0, 1)
K∗p (k) :=
∫ pip
2
0
dθ
(1− kp sinpp θ)
1
p
=
∫ 1
0
dt
(1− tp) 1p (1− kptp) 1p
, (2.3)
E∗p(k) :=
∫ pip
2
0
(1− kp sinpp θ)1−
1
p dθ =
∫ 1
0
(1− kptp)1− 1p
(1− tp) 1p
dt. (2.4)
It is clear that K∗2(k) = K2(k) = K(k) and E
∗
2(k) = E2(k) = E(k). The inte-
gral K∗p (k) appears in the study [29] for bifurcation problems of p-Laplacian.
In [32], K∗p (k) with t
p replaced by t2 is applied to the planar p-elastic problem.
Here are some elementary relations between the integrals we have intro-
duced. To state the relations, it is convenient to use the notation ip := e
ipi/p
and for a nonnegative number ℓ
K∗p (ipℓ) :=
∫ pip
2
0
dθ
(1 + ℓp sinpp θ)
1
p
=
∫ 1
0
dt
(1− tp) 1p (1 + ℓptp) 1p
, (2.5)
E∗p(ipℓ) :=
∫ pip
2
0
(1 + ℓp sinpp θ)
1− 1
p dθ =
∫ 1
0
(1 + ℓptp)1−
1
p
(1− tp) 1p
dt. (2.6)
Proposition 2.3. Let 0 ≤ k < 1 and kp + (k′)p = 1. Then
Kp∗(k
p−1) = (p− 1) 1
k′
K∗p
(
ip
k
k′
)
, (2.7)
Kp∗(k
p−1) = (p− 1)Kp(k), (2.8)
Ep∗(k
p−1) = (p− 1)(k′)p−1E∗p
(
ip
k
k′
)
, (2.9)
Ep∗(k
p−1) = Ep(k) + (p− 2)(k′)pKp(k), (2.10)
where p∗ := p/(p− 1).
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Proof. Let us first show (2.7) and (2.9). Setting 1− tp∗ = up in each integral,
we have
Kp∗(k
p−1) =
∫ 1
0
dt
(1− tp∗) 1p∗ (1− kptp∗)1− 1p∗
= (p− 1)
∫ 1
0
du
(1− up) 1p (1− kp + kpup) 1p
(2.11)
= (p− 1) 1
k′
K∗p
(
ip
k
k′
)
and
Ep∗(k
p−1) =
∫ 1
0
(
1− kptp∗
1− tp∗
) 1
p∗
dt
= (p− 1)
∫ 1
0
(1− kp + kpup)1− 1p
(1− up) 1p
du (2.12)
= (p− 1)(k′)p−1E∗p
(
ip
k
k′
)
.
Next we will prove (2.8). Changing the variable as
up =
(1− kp)tp
1− kptp ,
in (2.11) we obtain
Kp∗(k
p−1) = (p− 1)
∫ 1
0
(1−kp)
1
p
(1−kptp)
1+ 1
p
( 1−t
p
1−kptp
)
1
p ( 1−k
p
1−kptp
)
1
p
dt
= (p− 1)
∫ 1
0
dt
(1− tp) 1p (1− kptp)1− 1p
= (p− 1)Kp(k).
To deduce (2.10), we make use of the same change of variable above to
12
(2.12).
Ep∗(k
p−1) = (p− 1)
∫ 1
0
( 1−k
p
1−kptp
)1−
1
p
( 1−t
p
1−kptp
)
1
p
(1− kp) 1p
(1− kptp)1+ 1p
dt
= (p− 1)(k′)p
∫ 1
0
dt
(1− tp) 1p (1− kptp)2− 1p
.
In the last integral, after setting t = sinp θ, using (2.1) and Proposition 2.1
we have∫ 1
0
dt
(1− tp) 1p (1− kptp)2− 1p
=
∫ pip
2
0
dθ
(1− kp sinpp θ)2−
1
p
=
∫ pip
2
0
dθ
(1− kp sinpp θ)1−
1
p
+
∫ pip
2
0
kp sinpp θ
(1− kp sinpp θ)2−
1
p
dθ
= Kp +
k
p− 1
dKp
dk
= Kp +
1
(p− 1)(k′)p (Ep − (k
′)pKp).
Thus
Ep∗(k
p−1) = (p− 1)(k′)p
(
Kp +
1
(p− 1)(k′)p (Ep − (k
′)pKp)
)
= Ep + (p− 2)(k′)pKp.
Therefore we conclude (2.10).
From Proposition 2.3 it immediately follows
Corollary 2.4. Let 0 ≤ k < 1 and kp + (k′)p = 1. Then
Kp(k) =
1
k′
K∗p
(
ip
k
k′
)
,
Ep(k) = (k
′)p−1
(
(p− 1)E∗p
(
ip
k
k′
)
− (p− 2)K∗p
(
ip
k
k′
))
.
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For p = 2, the identities of Corollary 2.4 are equivalent to:
K(k) =
1
k′
K
(
i
k
k′
)
, E(k) = k′E
(
i
k
k′
)
,
which can be found in [21, Table 4, p. 319].
The next corollary means that pKp(ℓ
1
p ) and Ep(ℓ
1
p )− (1− ℓ)Kp(ℓ
1
p ) have
duality properties with respect to p.
Corollary 2.5. Let 0 ≤ ℓ < 1. Then
p∗Kp∗(ℓ
1
p∗ ) = pKp(ℓ
1
p ), (2.13)
Ep∗(ℓ
1
p∗ )− (1− ℓ)Kp∗(ℓ
1
p∗ ) = Ep(ℓ
1
p )− (1− ℓ)Kp(ℓ
1
p ). (2.14)
Proof. Putting k = ℓ
1
p in (2.8) and multiplying it by p∗, we obtain (2.13) at
once. To deduce (2.14), putting k = ℓ
1
p in (2.10) and using (2.13) we have
Ep∗(ℓ
1
p∗ )− (1− ℓ)Kp∗(ℓ
1
p∗ )
= Ep(ℓ
1
p ) + (p− 2)(1− ℓ)Kp(ℓ
1
p )− (1− ℓ)(p− 1)Kp(ℓ
1
p )
= Ep(ℓ
1
p )− (1− ℓ)Kp(ℓ
1
p ).
Therefore we conclude (2.14).
Letting ℓ = 0 in (2.13) we have p∗πp∗ = pπp, which was indicated in
[10, 22].
Proposition 2.6.
Kp
(
1
p
√
2
)
=
p
√
2Γ( 1
2p
)2
4pΓ(1
p
) cos pi
2p
,
Ep
(
1
p
√
2
)
=
p
√
2
8pΓ(1
p
)
(
Γ( 1
2p
)2
cos pi
2p
+
2pΓ( 1
2p
+ 1
2
)2
sin pi
2p
)
,
where Γ is the gamma function.
Proof. Let k = 1/ p
√
2, then k′ = 1/ p
√
2. By Corollary 2.4 we have
Kp
(
1
p
√
2
)
=
p
√
2K∗p(ip) =
p
√
2
∫ 1
0
dt
(1− t2p) 1p
.
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Putting t2p = x, we obtain
∫ 1
0
dt
(1− t2p) 1p
=
1
2p
B
(
1
2p
, 1− 1
p
)
=
Γ( 1
2p
)Γ(1− 1
p
)
2pΓ(1− 1
2p
)
,
where B is the beta function. Since
Γ
(
1− 1
p
)
=
π
Γ(1
p
) sin pi
p
=
π
2Γ(1
p
) sin pi
2p
cos pi
2p
, (2.15)
Γ
(
1− 1
2p
)
=
π
Γ( 1
2p
) sin pi
2p
, (2.16)
the first formula in the proposition follows.
Similarly, Corollary 2.4 yields
Ep
(
1
p
√
2
)
=
1
p
∗
√
2
((p− 1)E∗p(ip)− (p− 2)K∗p(ip)).
Since
E∗p(ip) =
∫ 1
0
1 + tp
(1− t2p) 1p
dt = K∗p (ip) +
∫ 1
0
tp
(1− t2p) 1p
dt,
we have
Ep
(
1
p
√
2
)
=
1
p
∗
√
2
(
K∗p(ip) + (p− 1)
∫ 1
0
tp
(1− t2p) 1p
)
=
1
2p p
∗
√
2
(
Γ( 1
2p
)Γ(1− 1
p
)
Γ(1− 1
2p
)
+ (p− 1)
Γ( 1
2p
+ 1
2
)Γ(1− 1
p
)
Γ(3
2
− 1
2p
)
)
.
By (2.15), (2.16) and
Γ
(
3
2
− 1
2p
)
=
π
2p∗Γ( 1
2p
+ 1
2
) cos pi
2p
,
the second formula in the proposition follows.
For p = 2 Proposition 2.3 gives that
K
(
1√
2
)
=
Γ(1
4
)2
4
√
π
, E
(
1√
2
)
=
Γ(1
4
)2 + 4Γ(3
4
)2
8
√
π
,
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which can be found in [7, Theorem 1.7]. See also [21, Section 13.8] and [33,
Section 22.8].
On account of Proposition 2.6, it is possible to show C = πp/2 in the
proof of Theorem 1.1 in another way. Indeed, letting k = 1/ p
√
2 we have
C = 2Kp
(
1
p
√
2
)
Ep
(
1
p
√
2
)
−Kp
(
1
p
√
2
)2
=
( p
√
2)2Γ( 1
2p
)2
16p2Γ(1
p
)2 cos pi
2p
(
Γ( 1
2p
)2
cos pi
2p
+
2pΓ( 1
2p
+ 1
2
)2
sin pi
2p
)
−
( p
√
2)2Γ( 1
2p
)4
16p2Γ(1
p
)2 cos2 pi
2p
=
( p
√
2)2Γ( 1
2p
)2Γ( 1
2p
+ 1
2
)2
4pΓ(1
p
)2 sin pi
p
=
2
2
p
−2
p sin pi
p
( √
π
2
1
p
−1
)2
=
πp
2
,
where we have used the duplication formula
Γ(2z) =
22z−1√
π
Γ(z)Γ
(
z +
1
2
)
with z = 1/(2p).
The remainder of this section will be devoted to the study of relation
between complete p-elliptic integrals and hypergeometric series.
For a real number a and a natural number n, we define
(a)n :=
Γ(a+ n)
Γ(a)
= (a+ n− 1)(a+ n− 2) · · · (a + 1)a.
We adopt the convention that (a)0 := 1. For |x| < 1 the series
F (a, b; c; x) :=
∞∑
n=0
(a)n(b)n
(c)n
xn
n!
is called a Gaussian hypergeometric series. See [2, 7, 20, 33] for more details.
Lemma 2.7. For n = 0, 1, 2, . . .
∫ pip
2
0
sinpnp θ dθ =
πp
2
(1
p
)n
n!
.
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Proof. Letting sinpp θ = t, we have
∫ pip
2
0
sinpnp θ dθ =
1
p
∫ 1
0
tn+
1
p
−1(1− t)− 1p dt = 1
p
B
(
n+
1
p
, 1− 1
p
)
.
Moreover,
1
p
B
(
n +
1
p
, 1− 1
p
)
=
1
p
B
(
1
p
, 1− 1
p
) B (n + 1
p
, 1− 1
p
)
B
(
1
p
, 1− 1
p
)
=
πp
2
Γ(n+ 1
p
)
Γ(1
p
)Γ(n + 1)
=
πp
2
(1
p
)n
n!
,
and the lemma follows.
Proposition 2.8. For k ∈ (0, 1)
Kp(k) =
πp
2
F
(
1
p
, 1− 1
p
; 1; kp
)
,
Ep(k) =
πp
2
F
(
1
p
,−1
p
; 1; kp
)
,
K∗p (k) =
πp
2
F
(
1
p
,
1
p
; 1; kp
)
,
E∗p(k) =
πp
2
F
(
1
p
,
1
p
− 1; 1; kp
)
.
Proof. Binomial series expansion gives
Kp(k) =
∫ pip
2
0
(1− kp sinpp θ)
1
p
−1 dθ =
∞∑
n=0
(−1)n
(
1
p
− 1
n
)
kpn
∫ pip
2
0
sinpnp θ dθ.
Here, using Lemma 2.7 and the fact
(−1)n
(
1
p
− 1
n
)
= (−1)n
(1
p
− 1)(1
p
− 2) · · · (1
p
− n)
n!
=
(1− 1
p
)n
(1)n
,
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we see that
Kp(k) =
πp
2
∞∑
n=0
(1
p
)n(1− 1p)n
(1)n
kpn
n!
=
πp
2
F
(
1
p
, 1− 1
p
; 1; kp
)
.
The other cases are similar and we left to the reader.
A hypergeometric series F (a, b; c; x) satisfies the hypergeometric differen-
tial equation
x(1− x)d
2y
dx2
+ (c− (a+ b+ 1)x)dy
dx
− aby = 0.
From the fact and Proposition 2.8 we can also prove Proposition 2.2.
As mentioned in the Introduction, the Borweins [7, Section 5.5] define
the generalized complete elliptic integrals of the first kind Ks(k) and of the
second kind Es(k) by (1.3) and (1.4) respectively. They indicate that these
functions satisfy
K′s(k)Es(k) + Ks(k)E
′
s(k)−Ks(k)K′s(k) =
π
2
cos πs
1 + 2s
, (2.17)
where K′s(k) := Ks(k
′), E′s(k) := Es(k
′) and k′ :=
√
1− k2. Letting s =
1/p− 1/2 in this equality we can also prove Theorem 1.1.
They obtained (2.17), relying on the following identity of hypergeometric
functions with a = −b = c = s:
F
(
1
2
+ a,−1
2
− c
a+ b+ 1
; x
)
F
(
1
2
− a, c+ 1
2
b+ c+ 1
; 1− x
)
+ F
(
a+ 1
2
, 1
2
− c
a + b+ 1
; x
)
F
(−(a+ 1
2
), c+ 1
2
b+ c + 1
; 1− x
)
− F
(
a + 1
2
, 1
2
− c
a+ b+ 1
; x
)
F
(
1
2
− a, c+ 1
2
b+ c+ 1
; 1− x
)
=
Γ(a+ b+ 1)Γ(b+ c+ 1)
Γ(a + b+ c+ 3
2
)Γ(b+ 1
2
)
, (2.18)
which was given by Elliott [19] (see also [1], [2, Theorem 3.2.8] and [20,
(13) p. 85]). In contrast to this, our approach to Theorem 1.1 is more self-
contained.
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Finally in this section, we refer the reader to [1] for generalized elliptic
integrals in geometric function theory and the relationship with hypergeomet-
ric functions. In [1] they also define a generalized Jacobian elliptic function
related to Ks(k). The author [30] produces generalized Jacobian elliptic func-
tions with two parameters p and q related to Kp(k), but as real functions (cf.
[29]).
3 Application
In this section, we will apply the complete p-elliptic integrals (1.1) and (1.2)
to compute πp, and prove Theorem 1.3. For the very special case of πp with
p = 3, we are able to obtain a computation formula like (1.8) for π by Salamin
[27] and Brent [8].
Let a ≥ b > 0. Consider the sequences {an} and {bn} satisfying a0 =
a, b0 = b and
an+1 =
an + 2bn
3
, bn+1 =
3
√
(a2n + anbn + b
2
n)bn
3
, n = 0, 1, 2, · · · .
It is easy to see that an ≥ bn for any n, {an} is decreasing and {bn} is
increasing. Hence each sequence converges to a limit as n → ∞. Moreover,
since
an+1 − bn+1 ≤ an + 2bn
3
− bn = 1
3
(an − bn), (3.1)
these limits are same. We will denote by M3(a, b) the common limit for a
and b.
To show Theorem 1.3, the following identity by Ramanujan for the hy-
pergeometric function F (1/3, 2/3; 1; x) is extremely important.
Lemma 3.1 (Ramanujan’s cubic transformation). For 0 < k ≤ 1
F
(
1
3
,
2
3
; 1; 1− k3
)
=
3
1 + 2k
F
(
1
3
,
2
3
; 1;
(
1− k
1 + 2k
)3)
. (3.2)
Proof. This identity has been proved by, for instance, the Borweins [6],
Berndt et al. [4, Corollary 2.4] or [3, Corollary 2.4 and (2.25)], and Chan
[12], though Ramanujan did not leave his proof. We will present a new proof
with elementary calculation.
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Since Proposition 2.8 yields
K3(k) =
π3
2
F
(
1
3
,
2
3
; 1; k3
)
,
so that (3.2) is equivalent to
K3(k
′) =
3
1 + 2k
K3
(
1− k
1 + 2k
)
. (3.3)
We have known from Proposition 2.2 that K3(k
′) satisfies
d
dk
(
k(k′)3
dy
dk
)
= 2k2y. (3.4)
To show (3.3) we will verify that the function of right-hand side of (3.3) also
satisfies (3.4). Now we let
f(k) =
3
1 + 2k
K3
(
1− k
1 + 2k
)
.
Applying Proposition 2.1 we have
df(k)
dk
=
f(k)
1− k −
(1 + 2k)E3(ℓ)
k(k′)3
, (3.5)
where ℓ = (1− k)/(1 + 2k). Thus, differentiating both sides of
k(k′)3
df(k)
dk
= (1 + k + k2)kf(k)− (1 + 2k)E3(ℓ)
gives
d
dk
(
k(k′)3
df(k)
dk
)
= (1+ 2k+3k2)f(k)+ (1+ k+ k2)k
df(k)
dk
−
(
2E3(ℓ) + (1 + 2k)
dE3(ℓ)
dk
)
.
(3.6)
Here, by Proposition 2.1
dE3(ℓ)
dk
=
f(k)
1− k −
3E3(ℓ)
(1− k)(1 + 2k) .
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Applying this and (3.5) to (3.6), we see that the right-hand side of (3.6) is
equal to 2k2f(k). This shows that f(k) also satisfies (3.4) as K3(k
′) does.
The equation (3.4) has a regular singular point at k = 1 and the roots of
the associated indicial equation are both 0. Thus, it follows from the theory
of ordinary differential equations that the functions K3(k
′) and f(k), which
agree at k = 1, must be equal. This concludes the lemma.
Proposition 3.2. Let 0 ≤ k < 1, then
(i) K3(k) =
1
1 + 2k
K3
(
3
√
9(1 + k + k2)k
1 + 2k
)
,
(ii) K3(k) =
3
1 + 2k′
K3
(
1− k′
1 + 2k′
)
,
(iii) E3(k) =
1 + 2k
3
E3
(
3
√
9(1 + k + k2)k
1 + 2k
)
+
(1− k)(2 + k)
3
K3(k),
(iv) E3(k) = (1 + 2k
′)E3
(
1− k′
1 + 2k′
)
− k′(1 + k′)K3(k),
where k′ = 3
√
1− k3.
Proof. It is obvious that (ii) is equivalent to (3.3), hence to Lemma 3.1.
Therefore we will show (i), (iv) and (iii) in this order.
(i) Setting in (ii)
1− k′
1 + 2k′
= ℓ,
we get 0 ≤ ℓ < 1 and
k′ =
1− ℓ
1 + 2ℓ
, k =
3
√
9(1 + ℓ+ ℓ2)ℓ
1 + 2ℓ
.
Then (ii) is equivalent to
K3
(
3
√
9(1 + ℓ+ ℓ2)ℓ
1 + 2ℓ
)
= (1 + 2ℓ)K3(ℓ).
Replacing ℓ by k, we obtain (i).
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(iv) Let ℓ be the number above, then
dℓ
dk
=
3k2
(1 + 2k′)2(k′)2
.
It follows from (ii) that (1 + 2k′)K3(k) = 3K3(ℓ). Differentiating both sides
in k, we have
− 2
(
k
k′
)2
K3(k) +
1 + 2k′
k(k′)3
E3(k)− 1 + 2k
′
k
K3(k)
=
9k2
(1 + 2k′)2(k′)2
· 1
ℓ(ℓ′)3
E3(ℓ)− 9k
2
(1 + 2k′)2(k′)2ℓ
K3(ℓ).
Applying
ℓ =
1− k′
1 + 2k′
, ℓ′ =
3
√
9(1 + k′ + (k′)2)k′
1 + 2k′
and (ii), we see that the right-hand side is written as
(1 + 2k′)2
k(k′)3
E3(ℓ)− 3k
2
(1− k′)(k′)2K3(k).
Thus we have
1 + 2k′
k(k′)3
E3(k) =
(1 + 2k′)2
k(k′)3
E3(ℓ)− (1 + 2k
′)(1 + k′)
k(k′)2
K3(k).
Multiplying this by k(k′)3/(1 + 2k′), we obtain (iv).
(iii) It is obvious that (iv) can be written in ℓ, that is,
E3
(
3
√
9(1 + ℓ+ ℓ2)ℓ
1 + 2ℓ
)
=
3
1 + 2ℓ
E3(ℓ)− (1− ℓ)(2 + ℓ)
(1 + 2ℓ)2
K3
(
3
√
9(1 + ℓ+ ℓ2)ℓ
1 + 2ℓ
)
.
From (i) we have (iii). The proof is complete.
Let us introduce auxiliary functions
Ip(a, b) :=
∫ pip
2
0
dθ
(ap cospp θ + bp sin
p
p θ)
1− 1
p
,
Jp(a, b) :=
∫ pip
2
0
(ap cospp θ + b
p sinpp θ)
1
p dθ.
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It is easy to check that Kp(k), K
′
p(k), Ep(k) and E
′
p(k) are written as
Kp(k) = Ip(1, k
′), K ′p(k) = Ip(1, k),
Ep(k) = Jp(1, k
′), E ′p(k) = Jp(1, k).
In the remainder of this section we assume p = 3. We will write I3(a, b)
and J3(a, b) simplicity I(a, b) and J(a, b) respectively when no confusion can
arise.
The next lemma is crucial to show Theorem 1.2.
Lemma 3.3. For a ≥ b > 0,
aI(a, b) =
a+ 2b
3
I
(
a + 2b
3
,
3
√
(a2 + ab+ b2)b
3
)
.
Proof. From Proposition 3.2 (ii) (with k replaced by k′) we get
aI(a, b) =
1
a
K ′3
(
b
a
)
=
3
a+ 2b
K3
(
a− b
a + 2b
)
=
3
a+ 2b
I
(
1,
3
√
9(a2 + ab+ b2)b
a+ 2b
)
=
a+ 2b
3
I
(
a + 2b
3
,
3
√
(a2 + ab+ b2)b
3
)
.
This proves the lemma.
Lemma 3.3 implies that {anI(an, bn)} is a constant sequence:
aI(a, b) = a1I(a1, b1) = a2I(a2, b2) = · · · = anI(an, bn) = · · · . (3.7)
Letting n→∞ in (3.7) we have
Proposition 3.4. For a ≥ b > 0
aI(a, b) =
π3
2
1
M3(a, b)
.
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From above, Theorem 1.2 immediately follows.
Proof of Theorem 1.2. Put a = 1 and b = k′ in Proposition 3.4.
Let In := I(an, bn), Jn := J(an, bn), then
Lemma 3.5. For a ≥ b > 0
3Jn+1 − Jn = anbn(an + bn)In, n = 0, 1, 2, . . . .
Proof. Set κn :=
3
√
1− (bn/an)3. We see at once that
In =
1
a2n
K3(κn), Jn = anE3(κn), n = 0, 1, 2, . . . . (3.8)
Now, letting k = κn in Proposition 3.2 (iv), we have
E3(κn) = (1 + 2κ
′
n)E3
(
1− κ′n
1 + 2κ′n
)
− κ′n(1 + κ′n)K3(κn).
It is easily seen that κ′n = bn/an and κn+1 = (1− κ′n)/(1 + 2κ′n). Thus
E3(κn) =
an + 2bn
an
E3(κn+1)− bn
an
(
1 +
bn
an
)
K3(κn).
Multiplying this by an and using an + 2bn = 3an+1 we obtain
anE3(κn) = 3an+1E3(κn+1)− bn
(
1 +
bn
an
)
K3(κn).
From (3.8) we accomplished the proof.
Proposition 3.6. Let a ≥ b > 0, then
J(a, b) =
(
a3 − a
∞∑
n=1
3n(an + cn)cn
)
I(a, b),
where cn :=
3
√
a3n − b3n.
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Proof. We denote I(a, b) and J(a, b) briefly by I and J respectively. Lemma
3.3 gives anIn = aI for any n. By Lemma 3.5 and cn+1 = (an − bn)/3, we
obtain
3(Jn+1 − aa2n+1I)− (Jn − aa2nI) = (abn(an + bn)− 3aa2n+1 + aa2n)I
=
a
3
(2a2n − anbn − b2n)I
=
a
3
(2an + bn)(an − bn)I
= 3a(an+1 + cn+1)cn+1I.
Multiplying this by 3n and summing both sizes from n = 0 to n = m− 1, we
obtain
3m(Jm − aa2mI)− (J − a3I) = a
(
m∑
n=1
3n(an + cn)cn
)
I. (3.9)
On the other hand, since aI = amIm, we have
3m(Jm − aa2mI) = 3m
∫ pi3
2
0
a3m cos
3
3 θ + b
3
m sin
3
3 θ − a3m
(a3m cos
3
3 θ + b
3
m sin
3
3 θ)
2
3
dθ
= 3mc3m
∫ pi3
2
0
− sin33 θ
(a3m cos
3
3 θ + b
3
m sin
3
3 θ)
2
3
dθ.
By (3.1) we get
0 ≤ 3mc3m ≤
1
9m
(a− b)3,
which means limm→∞ 3
m(Jm−aa2mI) = 0. Therefore, as m→∞ in (3.9) the
proposition follows.
Now we are in a position to show Theorem 1.3.
Proof of Theorem 1.3. Let k = 1/ 3
√
2 in Theorem 1.1, then
2K3
(
1
3
√
2
)
E3
(
1
3
√
2
)
−K3
(
1
3
√
2
)2
=
π3
2
. (3.10)
Letting a = 1 and b = 1/ 3
√
2 in Proposition 3.6 we get
E3
(
1
3
√
2
)
=
(
1−
∞∑
n=1
3n(an + cn)cn
)
K3
(
1
3
√
2
)
,
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where cn =
3
√
a3n − b3n. Substituting this to (3.10), we have(
2
(
1−
∞∑
n=1
3n(an + cn)cn
)
− 1
)
K3
(
1
3
√
2
)2
=
π3
2
.
Finally, applying Theorem 1.2 with k = 1/ 3
√
2 to this, we obtain(
1− 2
∞∑
n=1
3n(an + cn)cn
)
π23
4M3
(
1,
1
3
√
2
)2 = π32 .
This leads the result.
Remark 3.7. In Theorem 1.2, we proved the identity
K3(k) =
π3
2
1
M3(1, k′)
.
From the fact and Corollary 2.4 we can formally deduce
K∗3(k) =
π3
2
1
M3(k′, 1)
,
where M3(a, b) for 0 < a ≤ b is also defined by (1.9) in the same way as that
for a ≥ b > 0. This means
F
(
1
3
,
1
3
; 1; 1− k3
)
= 3
√
3
1 + k + k2
F
(
1
3
,
1
3
; 1;
(1− k)3
9(1 + k + k2)
)
,
which is reported by [31].
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