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The real-time computer-based simulation of surgery has proven to be an appeal-
ing alternative to traditional surgical simulators. Amongst other advantages,
computer-based simulators provide considerable savings on time and mainte-
nance costs, and allow trainees to practice their surgical skills in a safe environ-
ment as often as necessary. However, in spite of the current computer capabili-
ties, computational surgery continues to be a challenging field of research. One
of its major issues is the high speed at which complex problems in continuum
mechanics have to be solved so that haptic interfaces can render a realistic sense
of touch (generally, feedback rates of 500–1 000 Hz are required).
This thesis introduces some novel numerical methods for the interactive sim-
ulation of two usual surgical procedures: cutting and tearing of soft tissues. The
common framework of the presented methods is the use of the Proper Gener-
alised Decomposition (PGD) for the generation of computational vademecums,
i. e. general meta-solutions of parametric high-dimensional problems that can be
evaluated at feedback rates compatible with haptic environments.
In the case of cutting, computational vademecums are used jointly with
XFEM-based techniques, and the computing workload is distributed into an
off-line and an on-line stage. During the off-line stage, both a computational
vademecum for any position of a load and the displacements produced by a set
of cuts are pre-computed for the organ under consideration. Thus, during the
on-line stage, the pre-computed results are properly combined together to obtain
in real-time the response to the actions driven by the user. Concerning tear-
ing, a computational vademecum is obtained from a parametric equation based
on continuum damage mechanics. The complexity of the model is reduced by
Proper Orthogonal Decomposition (POD) techniques, and the vademecum is
incorporated into an explicit incremental formulation that can be viewed as a
sort of time integrator.
By way of example, the cutting method is applied to the simulation of a
corneal refractive surgical procedure known as radial keratotomy, whereas the
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tearing method focuses on the simulation of laparoscopic cholecystectomy (i. e.
the removal of the gallbladder). In both cases, the implemented methods offer
excellent performances in terms of feedback rates, and produce very realistic
simulations from the visual and haptic point of view.
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Resumen
La simulación quirúrgica por ordenador en tiempo real se ha revelado como
una alternativa muy atractiva a los simuladores quirúrgicos tradicionales. Entre
otras ventajas, los simuladores por ordenador consiguen ahorros importantes de
tiempo y de costes de mantenimiento, y permiten que los estudiantes practiquen
sus habilidades quirúrgicas en un entorno seguro tantas veces como sea nece-
sario. Sin embargo, a pesar de las capacidades de los ordenadores actuales, la
cirugía computacional sigue siendo un campo de investigación exigente. Uno de
sus mayores retos es la alta velocidad a la que se tienen que resolver comple-
jos problemas de mecánica de medios continuos para que los interfaces hápticos
puedan proporcionar un sentido del tacto realista (en general, se necesitan ve-
locidades de respuesta de 500–1 000 Hz).
Esta tesis presenta algunos métodos numéricos novedosos para la simulación
interactiva de dos procedimientos quirúrgicos habituales: el corte y el rasgado
(o desgarro) de tejidos blandos. El marco común de los métodos presentados
es el uso de la Descomposición Propia Generalizada (PGD en inglés) para la
generación de vademécums computacionales, esto es, metasoluciones generales
de problemas paramétricos de altas dimensiones que se pueden evaluar a veloci-
dades de respuesta compatibles con entornos hápticos.
En el caso del corte, los vademécums computacionales se utilizan de forma
conjunta con técnicas basadas en XFEM, mientras que la carga de cálculo se dis-
tribuye entre una etapa off-line (previa a la ejecución interactiva) y otra on-line
(en tiempo de ejecución). Durante la fase off-line, para el órgano en cuestión se
precalculan tanto un vademécum computacional para cualquier posición de una
carga, como los desplazamientos producidos por un conjunto de cortes. Así, du-
rante la etapa on-line, los resultados precalculados se combinan de la forma más
adecuada para obtener en tiempo real la respuesta a las acciones dirigidas por
el usuario. En cuanto al rasgado, a partir de una ecuación paramétrica basada
en mecánica del daño continuo se obtiene un vademécum computacional. La
complejidad del modelo se reduce mediante técnicas de Descomposición Ortogo-
nal Apropiada (POD en inglés), y el vademécum se incorpora a una formulación
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incremental explícita que se puede interpretar como una especie de integrador
temporal.
A modo de ejemplo, el método para el corte se aplica a la simulación de un
procedimiento quirúrgico refractivo de la córnea conocido como queratotomía
radial, mientras que el método para el rasgado se centra en la simulación de
la colecistectomía laparoscópica (la extirpación de la vesícula biliar mediante
laparoscopia). En ambos casos, los métodos implementados ofrecen excelentes
resultados en términos de velocidades de respuesta y producen simulaciones muy
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This thesis presents some efficient real-time approaches for the computer-based
simulation of surgical procedures, involving deformation, cutting and tearing
of soft tissues. The aim of this chapter is to describe, in a general manner,
the usefulness of simulators for the training of future surgeons, in particular
those that make use of computer-based implementations, and their underlying
technologies.
1.1.1 Surgical training
Surgical training consists in acquiring a series of skills, mainly cognitive, clin-
ical, and technical, which allow medical students to develop expertise in surgical
interventions [1–4]. Traditionally, surgical training relies primarily on attend-
ing instructional lectures and seminars, followed by the guided performance of
the procedures on real patients. The latter is achieved progressively, first by
observing in the operating theatre, then by assisting mentors in simple proce-
dures, and finally by operating under supervision (see Fig. 1.1). Eventually,
trainees gain sufficient experience to work unsupervised. This traditional learn-
ing model, known as Halstedian training model, is essentially based on the con-
cept of “learning-by-doing” [3–5]. However, gaining surgical expertise only by
dedicating a large amount of working hours in the operating theatre presents a
number of drawbacks.
First of all, gaining experience in the operating theatre depends largely on
the random flow of patients and their unpredictable clinical cases. This causes
a significant variability in apprenticeship and makes an equitable learning of
3
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Figure 1.1. The painting The Agnew Clinic (detail) by Thomas Eakins (1889) shows very
accurately how traditional surgical training was conducted in an anatomical theatre of
the nineteenth century.
all trainees difficult [1, 4, 6]. Secondly, students are increasingly required to
know a greater number of technical and operational skills, not only related to
the most recent surgical techniques, but also to their former approaches; e. g.
both modern minimally-invasive procedures and traditional open surgery [2, 7].
Time, though, is the major limitation in this regard [4]. This situation, combined
with the increasing costs of health care, suggests that efficiency is becoming an
essential requirement of training [3, 7–9].
Another significant concern about surgical training relates to patient safety.
A balance between instruction and patient care should exist when performing a
guided surgical intervention, since one of those responsibilities is fulfilled at the
expense of the other. In this sense, several studies have revealed that the rate of
complications at operative performance is higher amongst junior surgeons than
their senior counterparts [7]. Consequently, skill practice sessions with actual
patients have raised ethical, moral, and medicolegal concerns, and have even
been considered as no longer acceptable [4, 6–8].
One of the areas that can face these issues and improve the quality of surgical
education is simulation. As described in the next section, surgical simulators
provide a low-risk environment to train surgical procedures continually, as well
as a reduction of the instructional time, away from the operating theatre [2, 10].
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1.1.2 Surgical simulation
Simulation is a technique by which the essential features of a real-life process
or system are imitated by another process or system [4, 5]. For years, the use
of simulators has been extensive in air and space flight, and significant in other
fields such as defence, mining, urban planning, nuclear energy generation, system
maintenance, and also medicine [7, 11, 12]. Within medicine, several methods of
simulation have been used for different purposes, including education, research,
health system integration, pre-operative planning and assessment, and skills
training [5, 12] —the latter being the most relevant one for the scope of this
thesis. Thus, given their ability to reproduce situations that resemble reality,
simulation can be successfully used in medical environments as an instructional
strategy to teach technical skills and procedures. Such is the particular case of
surgical simulation, which allows students of surgery to practise their skills
before applying them to real patients [2].
There are two key features that make surgical simulation more efficient than
traditional training methods. On the one hand, simulation provides trainees a
low-risk environment that does not compromise the care and safety of patients.
On the other hand, simulation eliminates most external factors that generate
variability in learning. This last point is particularly significant, since reducing
interference to a minimum brings several advantages. For example, the training
limitations produced by both the availability of patients and the rarity of their
clinical cases can be prevented by the ability of simulators to recreate several
different surgical scenarios. All students can train the same cases, which ensures
equal learning opportunities, and the level of difficulty can be readjusted as
proficiency increases. In addition, training schedules can be set in advance to
ensure compliance with the period of instruction. Thus, surgical simulation
facilitates a more productive and standardised training [6, 8].
1.1.2.1 General classification of surgical simulators
There is a wide range of surgical simulation devices, although they differ from
each other by their degree of fidelity or realism with respect to real patients. Sur-
gical simulators extend from boxes to practise simple processes using common
inexpensive materials, e. g. cutting circles out of a piece of gauze or dropping
beans into a small pot; to complex high-technology equipment, e. g. physiologic
human mannequins or haptic computer-based simulators [5, 9, 13]. A classifica-
tion of the most common simulation methods is presented below.
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Physical models. This kind of simulators includes models made of rubber
or plastic which imitate the human anatomy and (depending on their purpose)
also its physiology. These models represent different body parts and pathologies,
allowing trainees to manipulate their synthetic tissues by means of real surgical
instruments. Although physical models help develop the skills necessary for
particular tasks, they present certain issues. For instance, they must be re-
equipped or replaced after several uses, which implies a commitment of time
and money; and in some cases, their realism is rather limited [2].
Box trainers. Also known as endotrainers, these simulators allow to train
basic tasks of laparoscopy. They consist of a cavity with access points through
which real laparoscopic instruments can be used. Different items, ranging from
simple beans to synthetic models of human organs, can be placed inside to
perform tasks such as grasping and moving small objects, tying knots, or cutting
patterns. More advanced systems can incorporate a video camera and a monitor
to track the processes —in that case, they are called video-trainers [7, 14]
(Fig. 1.2). In general, box (or video) trainers are sufficient for acquiring the most
essential laparoscopic skills, but fail to simulate the realism and complexity of
an actual surgical intervention [15].
Live animals models. Anaesthetised animals have been extensively used be-
fore the development of other simulators, particularly for training both open
and laparoscopic surgery. Live animals provide a realistic working environment.
Mostly pigs, but also dogs and sheep, are used because of the similarity of their
anatomical structures with the human ones. Live animal model training, how-
ever, requires access to animal facilities and continuous monitoring, which have
a direct impact on costs. In addition, the use of animals for this purpose has
been limited in several countries, and may create legal, ethical and cultural
issues [2, 4, 7].
Ex vivo animal tissue models. This type of training models uses tissues
or anatomical sections from dead animals to train a broad range of surgical
skills, such as making incisions or suturing. These tissues can be attached to
a frame arranged to imitate the human anatomy, and may provide a similar
tactile sensation. These simulators are relatively inexpensive, easily available,
disposable, and can be frozen for later use. However, their reuse is limited to a
certain number of times, and training requires dedicated installations [1, 2, 13].
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Figure 1.2. Actual hand-made video-trainers developed and used at Hospital Royo Villa-
nova, in Zaragoza. These simulators allow to train basic skills by performing simple tasks
with laparoscopic instruments, such as grasping, moving, and dropping chickpeas in an
orderly manner (left and top right), or passing a string through a set of eyebolts attached
to a pad (bottom right).
Cadaveric models. The use of human cadavers for a detailed understand-
ing of anatomy and interaction amongst body parts dates back to the sixteenth
century. In addition to anatomical dissection, cadavers can be used for train-
ing several procedures, including endoscopy and laparoscopy. Nevertheless, a
number of reasons suggests the reduction or elimination of cadaver use in med-
ical education: there may be unwanted changes in anatomy (e. g. loss of tis-
sue elasticity) that alter their fidelity as a simulator, maintenance is expensive
and time-consuming, and a potential health hazard exists. Additionally, ca-
davers are single-use, non-portable, and may give rise to ethical or cultural
concerns [2, 4, 13].
Computer-based models. These simulators, which have attracted great in-
terest in recent years, allow a real-time interaction between surgical trainees and
computer generated images of organs. Section 1.1.3 is devoted to them.
Mechanical Engineering
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Hybrid simulators. The combination of physical and computer-based mod-
els leads to hybrid simulators. They consist of mannequins (or other physical
models) connected to a computer that simulates the patient responses to a serie
s of procedures. They are not intended to replace basic skills training. In-
stead, they provide a realistic teamwork environment to practise different clin-
ical scenarios (e. g. crisis management, team response, communication). They
are expensive and require long setup times [2, 9, 16, 17].
1.1.2.2 Skills transfer
There is a rich debate about whether the skills acquired in simulated environ-
ments are directly transferable to the clinical setting. One of the main causes
of discussion lies in the difficulty to establish unified objective criteria for as-
sessing the transfer outcomes of all the analysed scenarios, which are very var-
ied [2, 3, 18]. However, in spite of these issues, the vast majority of studies that
compare simulation-trained groups versus untrained groups conclude that the
former achieve significant improvements in almost all the measured parameters,
regardless of the training methods and training duration [2, 9]. A complete sys-
tematic review on skills transfer can be found in Sturm et al. (2007) [2], which
points in this direction. Other analyses with similar conclusions are also con-
ducted in Aucar et al. (2005) [1], Sutherland et al. (2006) [3], and Dawe et al.
(2014) [19, 20], to mention a few.
1.1.3 Computer-based simulation
Computer-based simulation can be generally defined as the reproduction of
some aspects of reality by means of a computerised environment, in which the
user can interact through a human-computer interface [4, 10]. The expressions
“computer-based simulation” and “virtual reality” are often used interchange-
ably by the consulted literature to refer to the same concept [1, 10–12, 21].
While it is true that the early stages of virtual reality bring back to mind head-
mounted displays, wired gloves, and other wearable devices, recent definitions
of the term include any interactive three-dimensional environment that makes
use of visual and haptic (touch and force) technologies [10].
In contrast with virtual reality, whose environment is completely comput-
erised, augmented reality integrates some virtual objects into a real-world
environment. Although augmented reality has been successfully incorporated
into several fields of medicine, including simulation, it does not fall within the
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scope of this thesis. A good review about the medical applications of augmented
reality can be found in [12].
Very recently, some similar terms have been coined to define related concepts.
For example, “computational surgery” describes the combination of sciences
and technologies (such as mathematics, algorithm design, imaging, robotics, and
computing, amongst others) which incorporate biological and physical principles
to improve surgical processes [12, 22]. In this case, computational surgery is a
general term which encompasses computer-based simulation of surgery. Another
example is the concept of “virtual surgery”, which particularises the computer-
based simulation of surgery to the planning of procedures based on patient-
specific models [12]. As it may be inferred, in addition to the latter, there are
several areas of medicine in which computer-based simulation can be applied;
the most relevant ones are mentioned below.
1.1.3.1 Areas of application
In the field of medicine, there are three broad areas in which the computer-
based simulation can be applied: education and teaching, for the learning
of anatomy and surgical procedures; medical planning and training, for the
development of psycho-motor skills, the diagnosis of patients based on their clin-
ical data, and the pre-operative planning of surgery; and virtual prototyping,
for the development and testing of medical equipment and instruments [12, 21].
Amongst these areas of application, medical training is the most relevant
one for the scope of this thesis. When computer-based simulation is applied
to the training of surgical skills, the virtual environment consists of realistic
three-dimensional computer-generated models of human organs that replicate
the biomechanics of living soft tissues. The interactive manipulation of the
models is achieved through a physical interface that emulates the instruments
used in clinical practice, and provides the user with haptic feedback [4, 10, 12].
As pointed out above, medical planning is closely linked to medical training
through computer-integrated surgery (CIS) systems, i. e. those that use the
computer technology for surgical planning, and for guiding or performing surgi-
cal interventions [23, 24]. Indeed, recent fields of study in this area seek methods
to generate computational biomechanics models for patient-specific applications,
which allow to plan a surgical intervention on a patient avatar instead of on a




1.1.3.2 Classification by generation
In the early 1990s, the surgeon Richard Satava conducted a series of clinical
trials for the U.S. Department of Defense in which compared traditional versus
virtual reality surgical training [8]. Based on his findings, Satava suggested a
taxonomy to classify computer-based surgical simulators depending on their
realism and complexity [21]. He established five groups or generations, each
representing a technological leap forward.
The first generation includes the simulators that can display accurate rep-
resentations of the organs at a macroscopic level, only focusing on the three-
dimensional geometry of the anatomic structures. These were the only simula-
tors to be developed at the early stages of computer-based surgical simulation.
Because the user interaction is restricted to a mere virtual navigation around
the organs, simulators belonging to the first generation are simply used as com-
plementary educational tools.
The second generation also incorporates the simulation of physical properties
of the organs. This requires the addition into the models of certain responses
to external interactions, such as the deformation of the organs when performing
palpation or the modification of their topology when performing cutting. Most
of the real-time physics-based simulators that are currently under development
belong to this generation.
The third level in this taxonomy adds physiological features to the mod-
els, such as the release of body fluids or the bleeding of wounds. Due to the
complexity of coupling physics and physiology, only a limited number of proto-
types incorporates some of these features. The fourth generation includes the
representation of the anatomy at a microscopic level (e. g. microglandular, neu-
rovascular structures); whereas the fifth generation also models the biochemical
systems (e. g. immunologic, endocrine systems) [15, 27].
1.1.3.3 Architecture of simulators
The architecture of a second generation computer-based surgical simulator was
described a decade ago by Delingette and Ayache [15]. Although the description
was particularised for minimally-invasive procedures, it is also valid for any
surgical skills training simulator. Broadly speaking, a simulator can be divided
into three main components: the input devices, the output devices, and the
core of the simulator.
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Figure 1.3. Appearance of the computer-based surgical simulator developed at Universi-
dad de Zaragoza, consisting of a laptop (left), and the stylus-based haptic interface Phan-
tomOmni by GeoMagic SensAble (right).
Input devices. Input devices refer to the mechanical systems (hardware) that
allow to move and operate the virtual surgical instruments within the simulated
environments. Keyboards and mice can be used as input devices to interact
roughly with the scenario. However, advanced input/output peripherals (i. e.
those that perform input and output functionality simultaneously) are more
frequent in this kind of simulators.
Such is the case of haptic interfaces, which incorporate both sensors to mea-
sure the inputs and actuators (motors) to generate the outputs. The inputs may
include the position and orientation of the device, and the forces exerted by the
user; whereas the outputs recreate the sense of touch by applying vibrations,
forces, or motions to the user. There exist several classes of haptic interfaces,
ranging from simple commercial desktop devices to complex prototype exoskele-
tons. Commonly, haptic interfaces used in surgical simulation are either devices
which allow to attach specific tools (e. g. laparoscopic instruments) or stylus-
based devices. The latter consist of an articulated arm, with a pen-shaped
pointing tool attached on its end, which can be grabbed and moved around as
if it were the handle of any surgical instrument (see Fig. 1.3) [15, 28, 29].
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Output devices. A surgical simulator must provide visual and haptic feed-
back through their output interfaces. Visual interfaces, ranging from basic
screens to glasses for stereoscopic vision, are key components in computer-based
surgical simulators, since they allow trainees to maintain eye contact with the
virtual environment. In order to achieve a realistic visual feedback, response
frequency must be in the range of 20–60 Hz [15]. With regard to haptic inter-
faces, the inclusion of force and tactile feedback in surgical simulators improves
the virtual immersion of trainees. Thus, force feedback generates forces that
can be large enough to stop the motion of the user, for instance when colliding
with a virtual object, whereas tactile feedback produces pressures and vibrations
that allow to feel the texture of a virtual surface [28]. The response frequency to
obtain an acceptable haptic display is in the range of 500–1; 000 Hz, depending
on the nature of the scene: slow or very soft objects, for instance, do not require
high update rates [15].
Simulator core. In essence, the main objectives of the core of a surgical
simulator are to perform a visual and haptic rendering of the models, and to
process the interactions between virtual tools and virtual organs.
The input data provided by the sensors of the haptic interface are processed
by the simulator, which calculates a collection of variables such as the position,
the orientation, and the velocity of the virtual tool with respect to the virtual
organs. Collision detection algorithms determine whether any interaction has
occurred amongst the virtual objects [30]. When a collision is detected, a se-
ries of physically-based algorithms are applied to the virtual organs to simulate
their behaviour, which depends on the type of interaction that the virtual tool
produces. Some of the possible interactions to be modelled in surgical simula-
tion are the deformation of soft tissues, cutting using blades or scissors, needle
insertion, suturing, or tearing by electrocautery instruments, each one involving
different degrees of complexity [15, 31, 32]. Recent strategies used to simulate
some of these interactions are described throughout § 1.2.
After processing the results of the interactions, the simulator returns the vi-
sual and haptic feedback to the output interfaces. In practise, the high haptic
feedback rates required to obtain a realistic sense of touch become an impor-
tant bottleneck in this kind of real-time simulators, since an instance of the
problem has to be solved every 1–2 milliseconds (500–1; 000 Hz), regardless its
complexity [15, 27].
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1.2 State of the art
There exists a vast amount of literature regarding computer-based surgical simu-
lation, which is distributed in several fields, encompassing computational biome-
chanics, computer graphics, virtual reality and robotics. To be in consonance
with the scope of this thesis, the present review is solely focused on the com-
putational methods that model the biomechanics of living soft tissues and their
interactions with surgical instruments.
Certain related topics, such as (i) the characterisation of soft tissues, the
measurement of their physical properties, and the material models that describe
their behaviour; (ii) the specific healthcare disciplines on which the simulators
are focused [12, 33]; (iii) the commercial simulators available on the market [12];
or (iv) the evaluation of the skills acquired during training sessions with simula-
tors (which was outlined in § 1.1.2.2), are not covered in this review. Interested
readers in any of the aforementioned topics should consult the suggested refer-
ences.
This review is therefore not intended to be exhaustive, but provide an over-
all picture of the biomechanical models and computational methods used to
simulate surgical procedures. The organisation of the review mainly follows a
generational order, which is directly related to the classification established by
Satava (§ 1.1.3.2), and distinguishes amongst the different types of interactions.
1.2.1 First generation
Satava only includes in this generation the geometric anatomy of realistic organs,
referring strictly to the three-dimensional shapes of the models. Cueto and
Chinesta [27], however, extend this definition to include also the models that,
in response to external non-invasive interactions, exhibit simplistic or unnatural
deformations: i. e. those that are not based on physics, are two-dimensional, or
are not computed in real-time. Indeed, from their perspective, approaches whose
deformations are based on simple constitutive models (such as linear elasticity)
also belong to this category, since they are unable to produce realistic sensations.
This idea is to some extent supported by Lim et al. [34], who consider that
surgical simulators that do not incorporate the correct mechanics of soft tissues
are rather “glorified video games with limited training value.”
First computer-based surgical simulators were technologically limited, and
presented their case studies using only text and sometimes static images. Ba-
sic interactivity and image representations of rigid models were not introduced
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until the late eighties [35]. As for the development of deformable models, initial
approaches were more focused on generating visually acceptable results using ad
hoc methods rather than on implementing models based on physics, far too com-
plex to be achieved in real-time with the existing computing resources [27, 36].
The first deformable models that incorporated the physical properties of linear
elasticity theory were developed by Terzopoulos et al. [37] in 1987, although
they were not computed interactively. Since then, many other approaches were
proposed to include the laws of continuum mechanics into computer models.
Because of their unrealistic behaviour or off-line performance, the first gener-
ation of simulators are of little interest, and all their functions have been super-
seded by the simulators of the second generation. There exist some reviews that
summarise and classify the simulators that belong to the first generation, such
as those of Gibson and Mirtich (1997) [38], Delingette and Ayache (2004) [15],
Meier et al. (2005) [36], or Nealen et al. (2006) [39].
1.2.2 Second generation
Satava includes within this generation those models that incorporate, in addi-
tion to visual realism, physical properties. Amongst them are the deformations
caused by virtual palpation and any invasive tool-tissue interaction, such as
puncture, cutting, tearing, and other kinds of rupture of tissues. As discussed
previously, linear elastic models are too poor to describe faithfully the behaviour
of soft tissues and are not acceptable to be included in this generation. Thus,
only models that consider at least geometric or material non-linearities are taken
into account.
The interactions with the virtual organs have to be computed at runtime. This
is a critical constraint in surgical simulation, and the chosen strategy depends
in each case on the computer efficiency, the required accuracy, and the kind of
manipulation to perform in the virtual organs [40]. In this review only real-time
(or interactive) approaches are included.
A distinction between invasive and non-invasive interactions is made in
some of the consulted references, depending on whether they involve tissue rup-
ture (e. g. cutting, tearing, needle insertion, suturing) or not (e. g. deformation,
collision) [32, 41]. A description of the surgical interactions most commonly
found in the literature is given in the following sections. Emphasis is placed on
the most relevant interactions for this thesis, namely deformation (§ 1.2.2.1),
cutting (§ 1.2.2.2), and tearing (§ 1.2.2.3), although a section is also dedicated
to other relevant procedures (§ 1.2.2.4).
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Some recent reviews regarding the second generation of surgical simulators
(mostly dealing only with deformations) can be found in Barbič and James
(2005) [42], Misra et al. (2008) [32], Peterlík et al. (2010) [43], San Vicente
(2011) [44], Filipovič (2012) [45], Cueto and Chinesta (2014) [27], Li (2014) [41],
Horton (2015) [46], Jichuan (2015) [47], and Nisansala et al. (2015) [48]. Other
reviews, particularly interesting with regard to the simulation of cutting, can be
found in Jerábková (2007) [40], and Wu et al. (2014) [49].
1.2.2.1 Deformation
Deformation is the transformation that a model suffers when it is subjected to
external loads or body forces. In the context of surgical simulation, it is impor-
tant to perform a convincing simulation of deformations because any medical
procedure, no matter how simple it is, involves the application of external loads.
In this section, two broad sets of methods for modelling deformations are
analysed: mesh-based methods and meshfree methods. Generally speak-
ing, they differ from each other in that the former require connection amongst
the nodes of the domain (a mesh), whereas the latter not. Within the mesh-
based methods, the numerical technique that predominates is the Finite Element
Method (FEM); consequently, no other numerical technique is addressed in this
section. The most relevant strategies followed by each of these two methods are
described below.
Mesh-based methods. The inaccuracies that linear FEM exhibits in large
deformation problems produce unrealistic representations in deformable models
(Fig. 1.4). To obtain results similar to the real behaviour of the living soft tissues,
non-linear FEM approaches are then considered. Two sources of non-linearities
are usually described in this case: the geometry and the material properties
of the model. First, geometric non-linearities establish a non-linear relation
between displacement and strain, which allows a preservation of the volume
of the models when they undergo large deformations, and results in a more
realistic behaviour. Second, material non-linearities appear when non-linear
relations between stress and strain are introduced. This class of non-linearities
modify the force response of the model, and are relevant for achieving a realistic
simulation of living soft tissues. A number of constitutive models exist which
allow to characterise these non-linearities.
Hyperelastic models, for instance, obtain their stress-strain relation from a
strain energy density function. Saint Venant-Kirchhoff (SVK) model is the sim-




















Figure 1.4. Cantilever beam undergoing large deflectionsmodelled using linear elasticity
laws (left) and geometrically non-linear strain measures (right). Note that the scale in the
displacement legend is the same for both beams. It is noteworthy the apparent gain in
volume when linear strain measures are used [27].
of the linear elastic material model. One of the first successful implementations
of a SVK model was achieved by Zhuang and Canny in 1999 [50, 51]. They
used a quadratic strain tensor to manage the large rigid body motions correctly
and applied the explicit Newmark integration scheme to reformulate the non-
linear system into linear equations. Other authors developed different real-time
implementations of this model subsequently [52–54].
An interactive model with both geometric and material non-linearities
was introduced for the first time in the paper by Wu et al. [55] in 2001. Neo-
hookean and Mooney-Rivlin constitutive models were implemented by means
of an explicit integration scheme and a novel multi-resolution method that was
named dynamic progressive meshing. Multi-resolution methods were first
proposed in [56] for the real-time deformation of linear elastic models. These
methods reduce the number of unnecessary computations by using a coarse mesh
in most part of the virtual object while keeping a good accuracy by using finer
meshes only in certain areas of interest (e. g. the deformation areas). In the
particular case of dynamic progressive meshing, a hierarchical mesh structure is
computed off-line, and the convenience of refining the mesh locally is determined
on-line by an error estimator. Other real-time approaches using multi-resolution
methods can be found in [57–61].
Another strategy based on a multi-resolution method was introduced by
Müller and Gross [62] in 2004. This approach is known as the assumed-shape
method, and consists in approximating a geometrically complex model by a much
simpler model (the assumed shape), whose analytical solution can be solved be-
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forehand. At runtime, the surface of the complex model deforms according
to the displacement field of the assumed shape, thus improving the computa-
tional efficiency. The authors claim that several material behaviours, including
elasto-plasticity, can be realistically simulated in real-time, although no error
measures are provided. The assumed-shape method has also been subsequently
implemented in [63] and in some physics engines [64].
In 2007, Miller et al. developed in 2007 the total Lagrangian explicit dy-
namics (TLED) algorithm for non-linear real-time models [65]. Until that mo-
ment, the great majority of FEM implementations used the updated Lagrangian
formulation, in which all variables refer to the current configuration of the sys-
tem. In contrast to this formulation, all the FEM equations in the TLED algo-
rithm are expressed in reference to the original configuration of the system (for
further information on kinematic descriptions, see [66]), which translates into
a gain of computing efficiency. TLED algorithm enabled the first implementa-
tion of a non-linear FEM solver in a graphic processing unit (GPU) [67]. After
that, similar approaches were developed for physics engines and surgical simu-
lators [68–70]. In general, fast responses are obtained using these approaches in
relatively small-sized models, but still insufficient for haptic feedback compati-
bility.
Additionally, an interesting approach based on neural networks was presented
in [71] in 2009. A commercial software is used to pre-compute offline a set of
solutions for the model of a particular organ. Then, the data are fed into a radial
basis neural network which is associated to the nodes of a finite element mesh.
During the online simulation, the neural network is able to reconstruct both the
deformation fields and the reaction forces as the surgical tool interacts with the
model.
However, strategies dealing with model order reduction (MOR) methods
deserve special mention. In a general sense, the main objective of MOR meth-
ods is to reduce the computational complexity of a numerical model (in terms of
dimensions or degrees of freedom), so that it can be computed in much less time.
In exchange, a loss of accuracy of the solution is obtained. In the particular field
of computational mechanics, FEM-based MOR techniques seek an approxima-
tion of the nodal displacements by projecting the solution on a reduced set of
global basis functions (the so-called reduced bases), which are specific for each
model. FEM-based MOR techniques merit particular attention in this review
since they fall within the scope of this thesis.
The first MOR strategy for the visualisation of the deformation of a non-
linear model was proposed by Barbič and James [42] in 2005. The method
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exploits the fact that, for a SVK model, the basis can be estimated as a set of
cubic and quadratic polynomials, whose coefficients are constant for each given
geometry, and can therefore be pre-computed off-line. The method achieves a
good real-time performance and, in some simple models, haptic feedback rates
are obtained.
An interesting alternative for generating suitable low-dimensional bases is
the principal component analysis (PCA), better known in the field of mechani-
cal engineering as proper orthogonal decomposition (POD) [72, 73]. This
method extracts the dominant components (modes) from a set of observations
(snapshots) of the full model, and then uses those modes to form the reduced ba-
sis of the system. The number of modes included in the basis is directly related
to the accuracy of the solution, but also inversely related to the computational
efficiency. Several approaches focused on real-time non-linear deformable mod-
els have been recently developed using POD techniques. For example, in [74, 75]
the projection onto the reduced basis eliminates the higher frequency content of
the model response, which allows to use larger integration time steps in their
explicit FEM algorithm. A different strategy is followed in [76–78], where sev-
eral authors apply the reduced basis that is optimal for a particular problem in
other scenarios with similar characteristics. Lastly, asymptotic numerical meth-
ods (ANM) [79, 80] were used together with POD in [81–83] for the simulation of
hyperelastic soft tissues. In this case, the asymptotic expansion of the variables
of interest helped solve the problem as a set of linear equations.
POD techniques and related approaches are usually classified as a posteriori
MOR methods, since they require to know in advance several observations of
the full model to compute the best reduced basis for the problem. In contrast,
the concept of a priori MOR methods also exists, which can provide suitable re-
duced bases without knowing beforehand any observation of the problem. Such
is the case of the proper generalised decomposition (PGD) [84, 85], which
belongs to the latter class of methods, and is reviewed in detail in chapter 2. One
of the most important features of PGD is its ability to generate the so-called
computational vademecums [86], i. e. high-dimensional solutions of parametric
problems, for every possible value of the parameters, which are very efficiently
stored and accessed. An off-line pre-computed computational vademecum can
be used on-line under strong real-time constraints, reaching high operating fre-
quencies, which makes them compatible with the haptic feedback demanded
by surgical simulators [87, 88]. Approaches based on explicit formulations of
PGD [89], and its use in combination with ANM [90] have been proposed to
deal with the non-linearities of soft-tissues. For these reasons, PGD emerges as
an excellent alternative for the real-time simulation of surgical interactions.
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Meshfree methods. Models that are simulated using meshfree methods (also
known as meshless methods) are represented by a collection of particles with no
fixed neighbourhood relationship. From a computational point of view, meshfree
methods are more demanding than FEM, since they need to compute the node-
to-node adjacency in every simulation step. Consequently, meshfree methods
are mainly used to simulate those phenomena in which either fixed meshes are
very restrictive or the connectivity of the nodes is difficult to maintain without
introducing errors, e. g. complex physical effects that combine fluids and solids,
such as melting or solidifying. [40, 49]. Most of the recent meshfree approaches
that simulate deformations belong to the first generation of simulators, either
because the interactions are not computed in real-time or because they are based
on linear models. However, there are approaches, such as the following ones, that
fall into the second generation.
Mass-spring models (MSM) are some of the most common meshfree meth-
ods used for simulating soft tissues. These models simulate the objects as a
collection of point masses (nodes), which are linked together by means of ideal
weightless springs, and arranged in a lattice structure. Although mass-spring
models were techniques not initially based on continuum mechanics for which
the stiffness of the springs had to be determined experimentally [32, 40], some
physics-based approaches have been developed in recent years. A non-linear
(biquadratic) MSM that reproduces the SVK constitutive model is described
in [91]; and a cubical MSM for approximating living soft tissues is presented
in [44].
The point collocation-based method of finite spheres (PCMFS) is an
extension of the finite spheres method (FSM). It discretises the domain using
particles with finite spherical influence zones [92, 93]. It has been applied to
real-time simulation of surgery in [94, 95], and has also been successfully com-
bined with POD techniques to simulate the non-linear hyperelastic response of
soft tissues [96]. Another method developed by the same authors is the point-
associated finite field (PAFF) [97, 98], which discretises the domain using
scattered points that are interpolated by the least-squares method. PAFF is con-
sidered an extension of PCMFS that allows the development of multi-resolution
strategies.
1.2.2.2 Cutting
Surgical procedures involve, by definition, the performance of incisions using






Figure 1.5. Different strategies for incorporating cuts into amesh: (a) original cutting con-
figuration; (b) deletion of elements; (c) refinement of elements; (d) splitting along existing
faces; (e) splitting using polyhedral elements; (f ) snapping of vertices; (g) duplication of
elements. The red line in (a) indicates the cutting trajectory, which separates the models
in (b)–(g) into two disconnected parts. The surfaces of themodels aremarked with a bold
black line. Figure adapted from [49].
significant source of difficulties in real-time modelling, since it requires to mod-
ify the geometry and topology of the domain and its associated mesh (if any),
without penalising the computation time. The review in this section broadly
classifies the most common strategies to simulate cutting in deformable bod-
ies, rather than describing particular approaches. These strategies are mainly
focused on mesh-based techniques (FEM particularly), although some represen-
tative meshfree techniques are also mentioned in the last paragraph.
Deletion of elements. One of the simplest strategies to include cuts in a de-
formable body consists in removing the elements that have been touched by the
virtual cutting tool (Fig. 1.5 b). However, this method has significant disadvan-
tages. On the one hand, the new exposed surface is jagged, contains unpleasant
visual artefacts, and does not conform to the smooth surface made by a cutting
tool. On the other hand, it produces a loss of volume and violates the mass
preservation law, leading to an unrealistic behaviour of the model. The dele-
tion of elements in volumetric graphical objects is described in [99], and some
approaches have been developed for tetrahedral elements [100] and hexahedral
elements [101].
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Refinement of elements. To adapt accurately to the cuts, the elements of
the model can be locally refined or re-meshed (Fig. 1.5 c). Bielser et al. [102]
introduced a subdivision method to split tetrahedral elements affected by the
cuts according to a series of predefined templates. Each of these templates
establishes which vertices have to be duplicated to create the new topological
configuration, and can be precomputed in advance. These methods have been
subsequently extended and improved using different approaches [103–107]. The
main drawback of these methods is that it is possible to generate elements with
a volume close to zero. This may lead to ill-shaped elements (known as slivers)
that cause numerical instability to the system [40, 49]. Some recent approaches,
though, provide regular hexahedral discretisations which effectively remove the
possibility of generating such ill-shaped elements [101, 108].
Splitting along existing faces. This strategy consists in splitting the object
along existing element faces (Fig. 1.5 d). It provides satisfactory results if the
surfaces to be cut are known before establishing the initial discretisation. How-
ever, if cuts are performed arbitrarily, it may result in a jagged surface. Some
examples can be found in [109–111], which are sometimes combined with the
strategy of vertex snapping (see below).
Splitting using polyhedral elements. When models are discretised using
tetrahedral or hexahedral elements, and cuts are performed by element refine-
ment, the resulting elements have to be also tetrahedra or hexahedra. Polyhedral
discretisations remove this constraint and allow the modelling of cuts by split-
ting an element into disconnected parts (Fig. 1.5 e). No re-meshing is needed to
decompose the elements into smaller polyhedra. However, to avoid numerical
problems, the new elements have to be forced to be convex, and the possibility of
generating ill-shaped elements remains. Although this issues make this strategy
non-trivial, some approaches can be found in [112, 113].
Snapping of vertices. A strategy that does not require the creation of new
elements consists in snapping the nodes of the nearby existing elements onto
the surface of the cut (Fig. 1.5 f). Nienhuys [114] used this idea as a previous step
to split the faces of the elements that are located along the cut edge. However,
this method may also give rise to degenerated elements which need further pro-
cessing [40, 49]. To solve this, Steinemann et al. [115] combined vertex snapping
with an algorithm to refine the mesh in case it is needed.
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Duplication of elements. To avoid the numerical problems of the ill-shaped
elements, Molino et al. [116] introduced the virtual node algorithm. The key
idea is to create several replicas of the cut element and distribute portions of
its material connectivity amongst each replica (Fig. 1.5 g). This results in new
elements that contain both material connectivity components and empty regions.
Thus, the volumetric and surface representations are topologically consistent.
The main limitation is that this method is more suitable for off-line simulation
rather than for real-time interaction and, consequently, it is not compatible
with the second generation of surgical simulators. Several improvements of this
approach were made in [117], although still not sufficient for on-line operation.
XFEM techniques. A recent strategy makes use of the extended finite
element method (XFEM) [118]. This method extends the classical FEM by
enriching locally the solution of the model with discontinuous functions. XFEM
presents a series of advantages with respect to the rest of strategies. First, XFEM
represents the cut with more accuracy than techniques based on re-meshing. Sec-
ond, although additional vertices are added to the system as the cut is being
performed, the original mesh remains unaltered. And third, since no new ele-
ments are created, the impact on the performance of the simulation is minimised
and the possibility of generating ill-shaped elements is eliminated [40, 41].
The first reported use of XFEM in surgical simulation is described in Vigneron
et al. (2004) [119], although they considered a static two-dimensional model
with small deformations. A real-time three-dimensional approach was developed
by Jeřábková and Kuhlen [120], from which other works derived [101, 121].
Lastly, Niroomandi et al. [83] combined XFEM with POD techniques to obtain
a reduced system from some initial off-line simulations which can be solved
efficiently in real-time.
Meshfree approaches. Certain approaches also exist to simulate cutting in
meshfree models. Some of them are based on mass-spring models, in which
the spring networks are progressively subdivided and re-meshed as the cut ad-
vances [122]. Other hybrid strategies, instead, combine meshfree models with
some kind of mesh-based structures [123, 124]. Lastly, it is also worth mention-
ing a recent algorithm based on clouds of points, the so-called MTLADR [125].
Although only two-dimensional examples are reported using this algorithm, their
authors assert that three-dimensional implementations can be also developed.
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1.2.2.3 Tearing
Some surgical interventions require the tearing of certain soft tissues such as
the lens capsule in cataract surgery and the adipose tissue around the liver in
cholecystectomy. As in the case of cutting, tearing is a challenging invasive
interaction whose simulation requires the real-time modification of the domain
of the model.
There is no much literature that addresses the interactive simulation of tear-
ing of soft tissues. Earliest approaches date back from the year 2000 and were
not visually realistic [126]. Cotin et al. [100] proposed a real-time hybrid method,
using FEM and a tensor-mass model, in which cutting and tearing of soft tissues
were simulated as two similar phenomena by deleting the affected elements. In
recent approaches, particular attention is paid to the propagation of the tear,
which depends on the direction of the applied forces. These approaches, though,
are mainly focused on the simulation of the capsulorhexis (i. e. a surgical inter-
vention for removing cataracts) that can be implemented using two-dimensional
meshes. Webster et al. [127] and Allard et al. [128] developed their approaches
using real-time commercial frameworks. The former used a linear hybrid FEM–
mass-spring system, whereas the latter used FEM to simulate an anisotropic
material model. Lastly, Vegamanti et al. [129] developed a TLED-based algo-
rithm for a neo-Hookean material which was not intended for real-time sim-
ulation. No recent approaches have been found that either applies tearing in
three-dimensional models or makes use of the theory of continuum damage
mechanics, but an excellent survey on damage models for soft tissues can be
consulted in [130].
1.2.2.4 Other interactions
Apart from the non-invasive interaction of deformation, and the invasive interac-
tions of cutting and tearing (described in the previous sections), other procedures
exist that can also be taken into consideration in simulators belonging to the
second generation, such as surgical suturing or rupture of soft tissues.
Suturing consists in holding soft tissues together, after an injury or surgery,
by performing surgical knots with needles and thread. According to Delingette
and Ayache [15], suturing (and also cutting) tissues is of great importance for
designing a surgery simulation system. In terms of tissue modelling, such pro-
cedures are considerably complex to simulate in a realistic manner, since they
should include features such as two-handed interaction, tissue undermining and
tissue repositioning [131]. In this regard, only a few simple real-time approaches,
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based on both linear FEM [132, 133], and also physics engines [134], have been
developed.
Rupture of soft tissues is associated to procedures in which the insertion of
sharp instruments, such as needles, is produced. A review about needle insertion
can be found in Misra et al. (2008) [32], and some recent approaches can be found
in [135, 136].
1.2.3 Third generation
The third generation of surgical simulators should incorporate the simulation of
physiological phenomena, such as glandular secretions, bleeding, blood pressure,
and body temperature, to mention a few. However, a realistic real-time simula-
tion of physiology is, at present, still far from being accomplished [27]. Although
the introduction of physiology into surgical simulation is not strictly necessary
in all the applications (it does not appear to be an essential requirement for the
training of minimally-invasive procedures, for instance), there are some, such as
the simulation-based planning of medical procedures or surgical interventions,
for which it is often required [137].
In the context of surgical simulation, not all the physiological phenomena are
researched to the same extent. Blood flow, for example, is by far the most
studied physiological feature. Some recent reviews can be found that address
bleeding of surgical wounds [138], and blood circulation and haemodynamics [47].
Body temperature has also been studied, although in a much lesser degree.
In [139], a simulator of minimally-invasive procedures is described, which in-
cludes, apart from visual and force feedback, thermal feedback. This simulator
is useful for training the detection of unstable arterial plaques and tumours. No
literature has been found concerning other kinds of physiological simulations.
1.2.4 Fourth and fifth generations
The development of simulators that add features belonging to generations fourth
and fifth, such as microanatomy or biochemistry, is tremendously challenging
with the current technology, and no prototype is known which implements
them [15, 27]. A few specific interventions exist that may require simulators
with such a degree of detail. It is the case, for instance, of vein graft surgery,
whose simulation should combine both macroscopic and biochemical levels. This
is because it is thought that the shearing forces that blood exerts on the vein wall
modulate a particular gene regulatory network (i. e. the set of gene interactions
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that control a specific cell function), which determines an adaptive response.
However, simulation at the level of gene regulatory networks represents a signif-
icant challenge, since stochastic descriptions of the reactions taking place inside
the cells should be developed [140]. This can lead to a complex set of equations
with an extremely high number of system variables. In this regard, it is worth
of mention that Ammar et al. propose in [141] a technique using PGD to solve
the chemical master equation, which governs gene regulatory networks and cell
signalling processes.
1.3 Motivation and objectives
As discussed throughout this chapter, real-time requirements pose severe con-
straints that determine the chosen simulation strategies. One of the major lim-
itations that these strategies should face is related to computing time. Indeed,
obtaining the displacements of an organ with a certain degree of realism is a
very demanding task, even more if some surgical interactions—complex from
the point of view of computational mechanics, but fairly common in the oper-
ating theatre—are taken into account. This is the reason why only a few works
have been able to solve some of these interactions with relative success.
The main objective of this thesis is to analyse whether the Proper Generalised
Decomposition, and more specifically computational vademecums, can be used
for achieving a realistic interactive simulation of surgical procedures, in partic-
ular, the cutting and tearing of soft tissues. As will be seen in the following
chapters, PGD not only provides outstanding results in both cases, but also
opens the door to innovative simulation strategies, which can be considered as
a real progress in the state of the art.
In order to meet the objective, it can be subdivided into two separate prob-
lems or sub-goals, each focused on solving a different surgical interaction. The
first problem is the development of a method for the real-time simulation of any
arbitrary surgical cut. This can be achieved through a continuous–discontinuous
multiscale approach, in which computational vademecums used as reduced bases
are combined with XFEM techniques. The second problem consists in develop-
ing a method for the real-time simulation of tearing of soft tissues based on the
theory of continuum damage mechanics. To this end, a computational vademe-
cum of a parametric damage problem can be used in an explicit framework as a




PGD constitutes the backbone of this thesis, since it is the primary method
used to address the objectives. For this reason, chapter 2 provides a general
overview of PGD. Due to the large amount of information that can be found
about PGD, this chapter only emphasises the most interesting aspects related
to the achievement of the objectives. This includes descriptions of PGD as a
model order reduction method, and as a multidimensional and multiparametric
solver. Furthermore, a generic computational vademecum of the displacements
of an organ, for any position of a unit load applied at any point of a region of its
surface, is formulated. This vademecum will be taken as a reference throughout
the rest of the work, since it serves as a basis for solving the proposed goals.
Chapter 3 describes the methodology used to address the real-time simulation
of surgical cutting, and presents an implementation focused on corneal surgery
for the correction of visual anomalies. Chapter 4 details an approach for the
real-time simulation of tearing of soft tissues based on an isotropic damage
model, and shows an application developed for simulating the removal of the
adipose tissue that surrounds the walls of the gallbladder. Lastly, some final







Section 1.2 showed that the Proper Generalised Decomposition (PGD)
has proven to be a highly efficient method for the real-time simulation of the
deformations of an organ. Moreover, as will be seen throughout this thesis,
PGD allows the development of real-time simulations to be effectively extended
to other surgical interactions, such as cutting and tearing of soft tissues. For all
these reasons, it is appropriate to describe in this chapter a general outline of
PGD and its implementations.
The PGD can be roughly defined as a numerical method for solving boundary-
value problems (BVP). The key idea behind the method is to assume that the
solution of a multidimensional problem can be expressed in separated repre-
sentation, i. e. as a sum of products of functions, each depending (in the best of
cases) only on one coordinate. Starting from the weighted residual form of the
problem, PGD uses a greedy algorithm to construct the solution by successive
enrichment, whereby each functional product is determined sequentially. Be-
cause solving decoupled problems is computationally much less expensive than
solving a single multidimensional problem, PGD can be considered a model
order reduction (MOR) method (see § 2.2) [142].
The process by which the PGD framework solves multidimensional problems
is so efficient that it can circumvent the issues associated to problems defined in
high-dimensional spaces (e. g. the so-called curse of dimensionality). In this
regard, parametric problems can also be cast into multidimensional approaches
just by including the parameters as extra coordinates of the problem, leading
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to the computation of a sort of general meta-model or response surface (see
§ 2.3). Since the PGD separated representation is solved and stored in an orderly
manner, any particular solution for a desired set of values of the parameters can
be obtained very fast from the meta-model. Due to its ready accessibility, this
meta-model is often called computational vademecum.
Within the field of surgical simulation, the generation of computational vade-
mecums is of great significance, since they allow to obtain, amongst many other
things, the deformations of a model in which the position of the load is considered
a parameter of the problem. The development of a computational vademecum
for this purpose is described in detail in § 2.4. Alternatively, chapters 3 and 4
show novel efficient ways of using the computational vademecum of an organ to
implement, in combination with other techniques, surgical interactions different
from deformations.
2.2 PGD as a model order reduction method
In general terms, model order reduction (MOR) methods capture the es-
sential features of a model while reducing its computational complexity. They
are especially useful to circumvent the problems of brute-force approaches, thus
paving the way for the implementation of real-time applications [143].
MOR methods can be classified into the two following categories [144]: a
posteriori methods, in which the reduced model is obtained after some pro-
cessing of the solution; and a priori methods, in which the reduced model
is constructed with no previous knowledge of the solution. According to this,
some representative a posteriori MOR methods are the Reduced Basis Method
(RBM) [145, 146] and the Proper Orthogonal Decomposition (POD) [72, 73]
(described in § 4.5.1), whereas PGD [84] is an a priori MOR method.
When solving a multidimensional problem, the reduction of the computa-
tional complexity may require the computation of either a reduced basis of low
dimension or an approximation of the solution. POD, for example, is identified
as a method that builds a reduced basis from a set of data related to the so-
lution of the problem (the so-called snapshots), and does not explicitly provide
any approximation. By contrast, PGD always generates an approximation of
the solution without the need to define beforehand a reduced basis [147, 148].
This does not mean that the PGD approximation of the solution cannot be also
used as a reduced basis. In fact, this is the approach followed in this work to
perform cutting.
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With regard to the reduction of complexity achieved by a MOR method, it
can be performed in two different ways, depending on whether an approximation
of the solution has been computed or not. The computing workload can either
be distributed into an off-line stage and an on-line stage or remain only in
the off-line stage. In the first case, a reduced basis is computed in the off-
line stage (instead of an approximation of the solution), and during the on-line
stage, a simple system of equations is solved for each instance of the problem
to obtain the associated weights. Alternatively, the computing workload can be
completely left to the off-line stage. In this case, an approximation of the solution
is obtained. Since the whole work has been done beforehand, the solution of
each instance of the problem is directly available and can be retrieved quasi-
instantaneously [147].
In this thesis, the reduced model used for the simulation of surgical cutting
(chapter 3) follows the first strategy, i. e. an off-line–on-line approach, whereas
the reduced model for the tearing of soft tissues (chapter 4) only requires an
off-line approach.
2.3 PGD as a multidimensional and
multiparametric solver
In spite of the dramatic improvements that mathematical modelling and com-
puting techniques have experienced during the last decades, certain problems in
science and engineering still remain hardly manageable or directly intractable.
This is the case of models defined in high-dimensional spaces, which arise in
fields such as dynamics of complex fluids, quantum chemistry, and biological
systems, to name a few [149]. One of the main reasons why these problems can-
not be solved directly using traditional numerical techniques is the phenomenon
commonly known as the curse of dimensionality, which refers to the fact that
the amount of computational resources required to solve a particular problem
increases exponentially with the number of dimensions.
PGD has been extensively proven to be particularly suitable for dealing with
high-dimensional problems [86, 87, 149–156], thus overcoming the limitations
of classical approaches. Furthermore, one of the major advantages of PGD
is its ability to address standard multidimensional problems, not necessarily
high-dimensional [149, 151]. Parametric problems, in this respect, play an out-
standing role, since they can be re-adapted into a multidimensional framework
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Figure 2.1. Two pages of the book Vademecum des Mechanikers, by C. Bernoulli (1836)
[158]. Vademecums were handbooks designed to be easily consulted and provide quick
answers in a particular area. Current computational vademecums can be considered as
the updated computerised version of these ancient handbooks.
by setting the parameters as extra coordinates of the model. From the result-
ing model, PGD can be directly applied to obtain a general meta-model that
includes all the solutions for every possible value of the parameters. The com-
putation of the meta-model, though, is not immediate and may take some time.
However, once it has been obtained, any particular solution of the parametric
problem can be reconstructed very fast and on demand simply by particularising
the meta-model for the requested values of the parameters. Because this concept
resembles an updated version of the ancient vademecums, i. e. the quick reference
handbooks used by engineers and technicians in the past to obtain quick numer-
ical solutions on a particular topic (see Figure 2.1), PGD meta-models are often
called computational vademecums. They were first defined and described
in Chinesta et al. [86], whereas computer implementations can be found in the
book by Cueto et al. [157]; furthermore, § 2.4 shows their construction in detail.
Following this logic, the combination of both an off-line stage for obtaining a
PGD-based computational vademecum and an on-line stage for its subsequent
extensive use opens the door to the implementation of highly complex problems
in which real-time performance is a constraint. This is the case of the computer-
Universidad de Zaragoza
Real-time simulation of surgery by PGD techniques 31
based simulation of surgery. The realistic representation of living soft tissues
implies the use of both non-linear constitutive models and techniques to repro-
duce the virtual tool–organ interactions (see § 1.2.2). Additionally, a feedback
response rate of 500–1; 000 Hz is needed to obtain a proper haptic rendering
or, in other words, an instance of the problem has to be solved every 1–2 ms
(see § 1.1.3.3). In response to these concerns, the development of PGD-based
solutions arise as a new paradigm [151] to decrease the computing time in such
high-demanding problems and, therefore, to solve problems that would remain
intractable adopting brute-force approaches [86, 149].
2.4 Construction of a computational
vademecum
Computational vademecums play a crucial role in the development of strate-
gies for solving complex problems in science and engineering, including the ones
posed in this thesis for the real-time simulation of surgery. For this reason,
it is fundamental to devote a section to the thorough description of their con-
struction using PGD. To that end, the computation of the vademecum of the
displacements of an organ, for any position of a unit load applied at any point
of a region of its surface, is taken here as an illustrative example.
Figure 2.2. Schematic model of an organ subjected to a load. The most relevant portions
of its boundary have been identified.
Consider the model of an organ such as the one depicted in Figure 2.2. A part
of the boundary of the model,  u, remains fixed, emulating the ligaments that
attach the organ to the neighbouring tissues. In addition, it is assumed that only
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an area   of the remaining boundary  t, is accessible by the surgical instruments.
The interaction of these instruments with the organ generates traction loads t
on any point of   , which produce in the model the displacements u(x) that
should be computed. However, since the computation of the vademecum for this
model requires that the load position s is contemplated as a parameter of the
problem, the displacements of the model should be characterised as u = u(x; s).
Depending on the problem needs, any other variables of interest, such as, for
instance, the load magnitude or the properties of the constitutive model, could
also be considered as parameters. Different parametric scenarios can be found
in [86].
2.4.1 PGD formulation of the problem
To solve the displacements of the proposed model, the static equilibrium equa-
tion of a three-dimensional linear elastic solid is considered in direct tensor
notation,
r   + b = 0 in 
, (2.1)
where r denotes the divergence of a tensor field,  is the stress tensor, b is
the body force tensor, and 
 is the domain of the solid. The constitutive
equation relates stress and strain in the model by means of the equation
 = C : ", (2.2)
where C is the fourth-order elasticity tensor, and " is the elasticity tensor, which
is in turn related to the displacements of the model u through the kinematics
equation,
" =rsu. (2.3)
Additionally, the solid is subjected to the following boundary conditions:
u = u on  u, (2.4)
t = n = t on  t. (2.5)
Eq. (2.4) specifies an essential boundary condition in which the displacement
field u must satisfy the prescribed value u on the portion  u of the boundary   ;
whereas Eq. (2.5) specifies a natural boundary condition in which the internal
traction t must equal the prescribed surface traction t on the complementary
portion  t of the boundary (  =  u[ t). Thus, the problem consists in finding
the displacement field u, at any point of the solid, for any position of the load
s 2     t, with   being the portion of the boundary on which the load can be
applied.
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The PGD formulation assumes that the solution u can be approximated in
separated form, i. e. as a finite sum of separable functions such as
uNj (x; s) =
NX
k=1
F kj (x) Gkj (s), (2.6)
where the expression uj refers to the j-th component of the displacement vec-
tor, The values of both the rank N and the functions F k and Gk are a priori
unknown.
It is important to remark that the PGD formulation used throughout this
work makes use of the Bubnov-Galerkin method (the commonly known as Gal-
erkin PGD formulation). This is currently the most taught and implemented
PGD formulation [149, 159], and the one used in the first papers by Ammar
et al. [84, 85] that gave rise to the PGD method in 2006–2007. Other PGD
formulations exist, which can be found in [147, 159].
Under these assumptions, the standardweak form of the problem is obtained
by multiplying the strong form, Eqs. (2.1)–(2.5), by an arbitrary test function
u, and integrating it over 
 and   . Then, assuming small strain response and
negligible body forces, the problem is equivalent to find the displacement field
u 2 H1(
) L2(   ) such that for all u 2 H10(





rsu : C :rsu d





u  t d  d   , (2.7)
whereH10(
) andH1(
) denote the Sobolev spaces of homogeneous and non-ho-
mogeneous functions (respectively) with first order square-integrable derivatives;
L2(   ) is the Lebesgue space; rs = 12(r+rT) is the symmetric gradient oper-
ator; and  t =  t1 [  t2 are the regions of homogeneous and non-homogeneous
natural boundary conditions, respectively.
Then, an iterative algorithm is used for computing the values of the unknown
functions F k and Gk. Assuming that, at iteration n of the procedure, conver-
gence has been reached, the approximation of the solution can be expressed as
unj (x; s) =
nX
k=1
F kj (x) Gkj (s). (2.8)
If the desired accuracy of the solution is not obtained with this rank-n ap-
proximation, it is necessary to proceed further and look for the (n+1)-th term,
which can be written as
un+1j (x; s) = u
n
j (x; s) +Rj(x)  Sj(s), (2.9)
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where R(x) and S(s) are the new functions that enrich the approximation, and
which should be computed.
The test function can be obtained from the equation above by applying the
standard rules of variational calculus (see [84] for an extended explanation),
which results in
uj(x; s) = R

j(x)  Sj(s) +Rj(x)  Sj (s). (2.10)
To determine the new functions R and S, a linearisation strategy should be
adopted. The fixed-point iteration has shown empirically to produce very
good results. It consists in a greedy iterative algorithm which finds, at each
stage, a local optimal value for the functions R and S alternatively. Further
details of this strategy are provided in the next section.
With regard to the load term, i. e. the right-hand side term in Eq. (2.7), it is
assumed for simplicity to have unitary modulus and act along the vertical axis:
t = ek  (x   s), where  represents the Dirac-delta function and ek the unit
vector along the z-coordinate axis.
The Dirac-delta term needs to be approximated by a truncated series of sep-




f ij(x)  gij(s), (2.11)
where m represents the order of truncation and f ij , gij represent the j-th com-
ponent of vectorial functions in space and boundary position, respectively.
2.4.2 Fixed-point iteration
As mentioned before, enrichment functions R and S are computed in an alter-
nating direction strategy. At each stage of the algorithm, Sn+1j (s) is computed
assuming that Rnj (x) is known, and then Rn+1j (x) is computed from the already
obtained Sn+1j (x).
Consider that the solution at iteration n is known, and a new iteration n+ 1





rsu : C :rsun+1 d





u  t d  d   .





rsu : C :rs (un +R  S) d





u  t d  d   ,
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where Rj(x)Sj(s) is expressed asRS, with the symbol  denoting the so-called
entry-wise Hadamard (or Schur) multiplication of vectors. Since the symmetric
gradient operates only on spatial variables, rs (R  S) can be expressed as


















rsu : C :rsun d
 d   . (2.12)
The fixed-point iteration process for obtaining the solution at iteration n+ 1 is
detailed in the following sections, taking Eq. (2.12) as reference.
2.4.2.1 Computation of S(s) assuming R(x) is known
According to variational calculus, if R is known then Rj(x) = 0. As a con-
sequence, the admissible variation of the displacement in Eq. (2.10) becomes
uj(x; s) = Rj(x)  Sj (s), (2.13)





























 d   .
Since all the terms depending on x are known, the integrals over 
 and  t2 can
be computed and, therefore, an equation for S(s) can be obtained.
2.4.2.2 Computation of R(x) assuming S(s) is known
The same approach is followed when S is known. In this case, Sj (s) = 0, and
then Eq. (2.10) becomes
uj(x; s) = R

j(x)  Sj(s). (2.14)































 d   .
This time, the terms depending on the load position s are known and can be
integrated over   , which allows to compute the function R(x).
2.4.3 Matrix formulation
To solve PGD on a computer, it is necessary to obtain a discrete form of the
functions expressed in the previous sections. To that end, the mixed tensor–
matrix formulation described in the book by Cueto et al. [157] is used here,
since it has shown to be convenient to obtain the expressions that solve the
problem. This formulation considers, for the sake of simplicity, that functions
F i(x) and Gi(s)—also functions R(x), S(s), f(x), and g(s)—can be defined
using a finite element interpolation, which is assumed piecewise linear in this




F i(x) Gi(s) =
nX
i=1
NT(x) Fi MT(s) Gi,
where N and M are vectors containing the values of the finite element shape
functions defined in each separated space, and Fi and Gi are vectors containing
the nodal values of the finite element mesh for the functions F i(x) and Gi(s),
respectively. A similar notation can also be found in the first paper on PGD by
Ammar et al. [84].
According to this criterion, the search for a new couple of functions in the
approximation, Eq. (2.9), can then be expressed as







NT(x) Fi MT(s) Gi +NT(x) R MT(s) S. (2.15)
Equivalently, Eq. (2.10) can be expressed as
u(x; s) =NT(x) R MT(s) S +NT(x) R MT(s) S. (2.16)
Universidad de Zaragoza
Real-time simulation of surgery by PGD techniques 37
With regard to the source term, it may not be analytically possible to obtain
a separated representation of the expression of the load, i. e. Eq. (2.11) may not







where m is the number of load states. To achieve the separation, FLj should be
set as a matrix of zeros whose only non-vanishing entries are, for each column,
the position of the nodes that can be subjected to a load. The value of these
entries should be equal to the magnitude of the applied force in each case. In
short, FLj can be seen as a matrix in which each column represents a load state.
Concerning GLj, it should be an identity matrix.
2.4.3.1 Computation of S assuming R is known
When R is known, R = 0, and then Eq. (2.16) becomes
u(x; s) =NT(x) R MT(s) S. (2.18)
By applying the second term in Eq. (2.15) and Eq. (2.18) into the weak form












NT(x) R MT(s) S

d
 d   .
After applying separation of variables, the previous equation becomesZ






ST M (s) MT(s) S d   .
SinceR and S represent vectors of nodal values of the functionsR(x) and S(s),
respectively, they can be considered as constant vectors and, therefore, be moved











M (s) MT(s) d  

S
= RT K R  ST MS S, (2.19)
where K represents a sort of stiffness matrix for the spatial coordinates x, and




The first term on the right-hand side of the equality in Eq. (2.12), after












1A d t2 d   .





RT N (x) NT(x) FLj d t2 
Z
 
ST M (s) MT(s) GLj d   .

















RT MX FLj  ST MS GLj =
mX
j=1
RT VX j  ST VSj, (2.20)
where MX represents a mass matrix of the three-dimensional discretisation
problem for the spatial coordinates x. To simplify the notation, VX j =MX FLj
and VSj =MS GLj.
The second term on the right-hand side of the equality in Eq. (2.12) can














 d   .
After applying variable separation, and moving constant vectors outside the



















RT K Fi  ST MS Gi. (2.21)
Thus, by joining Eqs. (2.19), (2.20) and (2.21), the matrix form of Eq. (2.12)
can be expressed as
RT K R ST MS S =
mX
j=1
RT VX j ST VSj 
nX
i=1
RT K Fi ST MS Gi.
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Finally, by solving for S,
S =






RT VX j  ST VSj  
nX
i=1
RT K Fi  ST MS Gi
1A . (2.22)
The arbitrariness of the weight function ST allows to be chosen as the needed
value to prove the equivalence.
2.4.3.2 Computation of R assuming S is known
Equivalently to the previous section, when S is known, S = 0, and then
Eq. (2.16) becomes
u(x; s) =NT(x) R MT(s) S.
By operating in a similar way, Eq. (2.12) results now in
RT K R ST MS S =
mX
j=1
RT VX j ST VSj 
nX
i=1
RT K Fi ST MS Gi.
R can be solved as
R =






RT VX j  ST VSj  
nX
i=1
RT K Fi  ST MS Gi
1A . (2.23)
As in the previous case, the weight function RT is also arbitrary, and the
required value that verifies the equation can be selected.
2.4.4 Computer implementation
This chapter would not be complete without suggesting a computer implemen-
tation of the PGD formulation. A simple algorithm is shown in Algorithm 2.1.
Basically, it consists of a doubly-nested loop: the inner one (lines 8–13) is known
as the enrichment stage, and computes the new modes of the PGD solution; and
the outer one (lines 5–17) controls the end of the process.
The stopping criterion of the enrichment stage is triggered either when an
appropriate measure of error R becomes smaller than a certain tolerance tolR
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1 load geometry data ;
2 compute stiffness and mass matrices K and MS ;
3 compute source terms VX and VS ;
4 initialise F and G (as void), and F ;
5 while F > tolF and i < imax do
6 i = i + 1 ;
7 initialise R, S, and R ;
8 while R > tolR and j < jmax do
9 j = j + 1 ;
10 compute R from Eq. (2.23) ;
11 compute S from Eq. (2.22) ;
12 compute new value of R ;
13 end
14 append R to F as the i-th mode ;
15 append S to G as the i-th mode ;
16 compute new value of F ;
17 end
Algorithm 2.1. Computer implementation of the PGD algorithm
or when the maximum number of iterations jmax has been reached by the current
iteration j. This measure of error (line 12) compares how different the newly
computed values of Rj and Sj are with respect to the previous ones, Rj 1 and
Sj 1. Several error measures exist (such as, for example, the L2 error norm)
that can be used as stopping criterion [149].
Once outside the enrichment stage, the computed vectors R and S are ap-
pended to F and G, respectively, becoming the new i-th modes of the solution.
The stopping criterion of the outer loop is very similar to that of the inner loop,
with the difference that the tolerance tolF and the maximum number of itera-




Simulation of surgical cutting
3.1 Introduction
The problem of simulating surgical cutting is especially challenging, since it
involves not only very complex physics, but also topological changes in the ge-
ometry of the modelled organ [104, 160–163]. As already discussed in § 1.2.2.2,
recent strategies based on XFEM techniques have been successfully applied to
this type of phenomena (recall, for instance, [83, 120], where XFEM is coupled
to POD).
In this chapter, a combination of computational vademecums and XFEM
is presented, which greatly simplifies the task of generating and manipulating
displacement discontinuities such as those produced by cuts on the surface of
the organ. As will be explained in § 3.2, the simulation requires a previous off-
line computation of the vademecum of an organ, i. e. the response of the organ
to any possible load produced by the surgical tool on its surface. However,
pre-computing the result for any possible location and orientation of a cut or
for any displacement discontinuity is not feasible, since the number of potential
situations is enormous. This is the reason why the use of the PGD modes à
la POD, i. e. by projecting onto the subspace spanned by the PGD separated
functions, is briefly discussed in § 3.2.
In the approach here presented, PGD methods have been used to develop a
vademecum, which is useful when no cut is performed, for simulating the manip-
ulation or palpation of the organ. The main novelty in this approach, however,
occurs when a cut is produced (see [161] for a detailed description of the physics
prior to the appearance of cutting). At this moment, PGD modes are no longer
used as a vademecum, but as global Ritz-like shape functions. These shape
functions are parametric, and depend on the position of the contact between
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the surgical instrument and the organ. Once this parametric dependence has
been particularised for a given position, an enriched XFEM-like model is con-
structed on the fly to take into account the presence of the cut. Results that
verify the use of this technique in haptic environments are shown in § 3.5.
3.2 Real-time cutting simulation
Theoretically, a computational vademecum could be constructed for obtaining
the response of an organ to the making of an incision with a surgical tool. This
vademecum should be formulated to determine the displacements generated at
any point of the model, for any position of the tool (a load), for any orientation
and module of the force vector, and for any path of the cut. However, this
brute force strategy is out of reach due to both the complexity of the resulting
formulation and the high computational cost of the off-line stage of the method.
To solve this problem, the approach followed here consists in considering the
solution u as given by a vademecum (like in [89, 90]), provided that no cut ap-
pears in the on-line (real-time) simulation. Otherwise, once a cut is made, the
simulation leaves the vademecum and the model is enriched on the fly accord-
ingly. Thus, the vademecum is considered as a reduced basis for representing
the smooth global component of the deformation.
During the on-line interactive phase of the simulation in which the cuts are
produced, the displacement field u is simulated in a multiscale framework, i. e.
as a continuous approximation enriched by a discontinuous local field generated
by the applied cuts,
u = ucont + udisc.
This approach requires the off-line pre-calculation of both contributions, which
are detailed below. The on-line combination is also detailed in the last part of
this section. Whereas several possibilities arise to treat the discontinuous part
of the displacement, such as [164] for instance, the use of the so-called cracking
node method [165] has been preferred. It provides a discontinuous approxi-
mation that can be applied virtually unchanged, also for visualisation purposes.
More details are given in the following sections.
3.2.1 Off-line stage for the continuous approximation
The continuous part of the displacement field, ucont, is simulated by taking the
PGD modes of a computational vademecum as basis functions. These basis
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functions are in fact global and parametric, since they depend on the contact
point between the scalpel and the organ. For a two-parameter approximation of
the displacement, u = u(x; s), and an elliptic equation, it has been shown that
these modes coincide with the POD or SVD eigenfunctions, and therefore they
are optimal in the sense that they incorporate most of the energy of the system
with the minimal number of degrees of freedom [166].
Two different routes are considered for the use of PGD parametric bases à la
POD. These routes depend on whether the projection is performed using a gen-
eral vademecum (the parametric reduced basis), or a vademecum that has
been particularised for a specific load position (the space reduced basis). Both
approaches are described in the following sections. A matrix formulation is also
provided in § 3.3, while some implementations and results are compared and
analysed in § 3.5.
3.2.1.1 Parametric reduced basis (PRB)
The PRB formulation assumes the use of a computational vademecum as the







j X ij(x)  Y ij (s),
where the projection coefficients prbij will be determined during the on-line
phase, as detailed in § 3.2.3.
3.2.1.2 Space reduced basis (SRB)
The SRB formulation uses a computational vademecum that has been particu-
larised for a load position, s = sp. This allows to obtain any solution related to
any source location with the maximum accuracy provided by PGD. Thus, the
expression of the continuous part, ucont, can be approximated as





j  ~X ij(x), (3.1)
with ~X ij(x) = X ij(x)  Y ij (s = sp). By introducing this equation into the stan-
dard weak form of the problem, coefficients srbij can be computed, as detailed
in § 3.2.3. In this regard, it is possible to show that, for the same vademecum,
prb 6= srb [167].
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3.2.2 Off-line stage for the discontinuous approximation
The discontinuous local field of displacements, udisc, is computed using the ex-
tended finite element method (XFEM) [168]. This method constitutes an ap-
pealing alternative for the efficient modelling of discontinuities, such as cuts or
cracks. Essentially, XFEM consists in enriching the nodes that surround a dis-
continuity with a global discontinuous function that multiplies the local shape
functions, thus generating a local discontinuous enrichment. New degrees of
freedom are added to the approximation, which represent the amplitude of the
discontinuous field. Fig. 3.1 illustrates the method.
In this approach, a set of discontinuous local fields of displacements is pre-
computed off-line, using XFEM, for any node on the accessible surface of the
model, and for any particular angle  of the cut. The simulation of an arbitrary
cut can be constructed from these pre-computed local fields using the cracking
node method [165]. Basically, the cracking node method is a particular imple-
mentation of XFEM that allows the parametrisation of an arbitrary cut by using
nodally-centred cuts, which extend up to the boundary of each element as de-
picted in Fig. 3.2. Thus, the true geometry of an arbitrary cut is approximated
by a collection of cutting segments that pass through the nodes, rather than by
a single cut. It should be noted, as a remark, that the cracking node method
does not describe any propagative phenomenon. Cuts are arbitrarily generated
by the motion of the virtual scalpel, which is driven by the user by means of the
haptic device.
Cracking-node techniques are used to get udisc through discontinuous enrich-
ment functions ~Hj,
udisc = uXFEM(x; ) =
X
i2S
N i(x) ~H i(x; )qi(t),
where N i(x) denotes the usual finite element shape functions, qi(t) represents
the nodal coefficients, that may depend on time for dynamical applications (only
quasi-static examples are considered here, related to a pseudo-time, rather than
time), and physically control the amplitude of the displacement discontinuity.
S represents the set of nodes affected by the cut, and therefore with enriched
degrees of freedom. Their associated shape functions, N i(x)  ~H i(x; ) are im-
plemented with a parametric dependence on the angle of the cut with respect
to the reference coordinates of the element, . However,  is not separated as
an independent coordinate of the problem. Only the dependence of ~H i(x; )
is highlighted here. More details of the implementation of the cracking node
method are given in the original reference [165].
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Figure 3.1. One-dimensional XFEM example. (a) Local FEM shape functionsNi; (b) global
XFEM discontinuous function ~H ; (c) local discontinuous enrichments qi; (d) FEM solution
(in green), and XFEM enriched solution (in red). Figure adapted from [40].
It is worth noting that the use of the cracking node method greatly simplifies
the procedure introduced in [83] for the on-line part of the simulation. In par-
ticular, it avoids using enrichments through the s-FEM method [169] all along
the path of the XFEM enriched model.
3.2.3 On-line stage
During the on-line stage, real-time cutting is performed interactively following
the path indicated by the user with the haptic device. Displacements produced
by the interactive cutting are computed by projecting the solution onto a sub-
space spanned by the approximation functions (both the continuous and dis-






Figure 3.2. Sketch of the principles of the cracking node method. Figure adapted
from [165].
parametric dependence of the global shape functions on the particular position
of contact of the scalpel should be emphasised again here. Indeed, the compu-
tation time required at this stage must be compatible with the required haptic
feedback rates (500-1000 Hz). To achieve this, an efficient method to compute
the solution should be developed.
Both the PGD basis where to project ucont and the discontinuous enrichment
udisc obtained in the off-line stage are used now as a reduced basis to project
the solution u. So to speak, PGD parametric basis functions are now used à la
POD to find a suitable projection, enriched with the discontinuous XFEM field.
The weak form of the problem consists in finding the displacement u(x; s) 2
H1(





rsu :  d





u  t d  d   . (3.2)
Assuming the PRB formulation (see § 3.2.1.1), u has the following form:
uj(x; s; ) 
nX
k=1





q`j N `(x)  ~H`(x; )| {z }
udisc
, (3.3)
where kj and q`j (to be determined) can be considered as a sort of weighting
coefficients that allow balancing the already known expressionsXkj (x)Y kj (s) and
N `(x)  ~H`(x; ), i. e. the PGD approximation and its discontinuous enrichment.
Universidad de Zaragoza
Real-time simulation of surgery by PGD techniques 47
Continuity of the displacement field is ensured by the compact support of the
typical finite element shape functions N `(x). The admissible variation of the
displacement will thus be given by
uj








 N `(x)  ~H`(x; ). (3.4)
Note that in the case of the SRB approach, there is no need to use a doubly-week
form, since the basis no longer contains functions of load location (depending
on the s coordinate). Therefore, the weak form of the problem is the standard
one, i. e. find the displacement u(x; s) 2 H1(
   ) such that 8u 2 H10:Z






u  t d . (3.5)
By substituting Eqs. (3.3) and (3.4) into the weak form of the problem,
Eq. (3.2), a discrete expression for obtaining kj , and q`j can be established as:0BBBBBB@
K Kq1 Kq2    Kqm
Kq1 Kq1q1 Kq1q2    Kq1qm
Kq2 Kq2q1 Kq2q2    Kq2qm
... ... ... . . . ...















Note that the angle of the cut, , is not considered as a parameter in the
formulation. This means that no integral in  is performed on the weak form
of the problem. Instead, the value of  imposed by the blade of the scalpel is
particularised in ~H`(x; ) to provide a closed-form expression ~H`(x).
Note also that, in an interactive simulation, the number of nodes m belonging
to the active set S which are affected by the cut increases as the user continues
with the procedure. Therefore, the size of the stiffness matrix is also increasing
during the interactive simulation. However, since the modes controlling the
continuous part of the displacement of the organ are those related to the PGD
solution, and therefore very limited in number, the size of the stiffness matrix
does not increase drastically. In the numerical experiments performed so far, this
size did not prevented the algorithm from running under real-time constraints,





To solve the problem on a computer, the functions expressed in the previous
sections should be adapted to a discrete formulation. In the following sections,
matrix expressions for both the PRB and the SRB approaches are developed.
3.3.1 PRB formulation
The matrix form of Eq. (3.3) can be written as
u(x; s; ) =
IX
i=1
NT(x) Xi MT(s) Yi i +
KX
k=1
~NTk (x; ) qk, (3.7)
where Xi and Yi are vectors containing the nodal values of the finite element
mesh for the functions X i(x) and Y i(s), respectively; i and qk are vectors
containing the weighting coefficients of the continuous and the discontinuous
parts, respectively, of the solution; ~Nk(x; ) is a vector containing the values
of the finite element shape functions enriched by the XFEM Heaviside step
funtions; I is the number of modes of the computational vademecum, and K is
the number of cut nodes of the model.
The matrix form of the admissible variation of the displacement, Eq. (3.4),
can be written as
u(x; s; ) =
JX
j=1




~NT` (x; ) q`
, (3.8)
where J = I, and L = K. With regard to the load t, the same matrix form
described in Eq. (2.17) is used.
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1A d   , (3.9)
where the dependencies of the vectors containing the values of the finite element
shape functions with x and s have been omitted for clarity.
After rearranging the matrices in a separate form, all the terms in Eq. (3.9)








































T ~NX FLn MS GLn, (3.10)

















~BT` C B d




~BT` C ~Bk d
x;
with B being the standard shape function derivative matrix, and ~Bi being the
shape function derivative matrix that accounts for the discontinuities generated
by the i-th node. Additionally, NX =
R
 x
N NT d  x is the mass matrix of




T d  x is a mass matrix that accounts for both
the standard and the enriched finite element shape funtions. Since no common
support exists between them, ~NX = 0 and, therefore, the last term in the
right-hand side of Eq. (3.10) can be omitted.
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where c is the number of cut nodes of the model. Alternatively, the equation









K Kq1 Kq2    Kqc
Kq1 Kq1q1 Kq1q2    Kq1qc
Kq2 Kq2q1 Kq2q2    Kq2qc
... ... ... . . . ...























which corresponds with the discrete expression in Eq. (3.6) for computing the
weighting coefficients of the problem.
3.3.2 SRB formulation
By following Eq. (3.1), and operating similarly to the previous section, sub-





























Figure 3.3. Force decomposition at the point of contact of the scalpel.
3.4 Simplified physics of the cutting procedure
The simplified physics of the cutting procedure is strictly assumed in [83]. In this
reference, once contact between the surgical tool and the organ under considera-
tion has been detected by a suitable contact algorithm (see [170] for instance, for
a valid contact criterion in reduced model settings or, more adequately, [171] for
an example using PGD), a criterion must be set in order to determine whether
a cut is produced or not, thus possibly generating a new surface boundary in
the domain. Although complex physics occur [161], the criterion established
in [104] is followed here closely. This criterion has demonstrated to provide
realistic enough results in haptic environments, even if it simplifies the actual
physics taking place during surgery.
Since a scalpel produces a cut in the plane defined by its blade, the acting
force is decomposed as indicated in Fig. 3.3:
F ext = F? + F k = F? + F a + F n.
In the aforementioned reference, a threshold value of the force Fcut is considered
such that forces F k with modulus smaller than Fcut produce friction, but no
cut. Once kF kk exceeds Fcut, the cut is produced and a discontinuity in the
displacement field must be incorporated into the model. In this thesis a unit
value of Fcut has been considered, in the absence of any experimental result.
In order to simplify the process and to make it simpler and (notably) faster,
once the threshold value Fcut is reached, a whole finite element is then cut. No
cut of length smaller than the element size is considered. If the finite element
mesh is dense enough, this limitation does not very much affect the results. It
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is important to recall that the size of the global finite element mesh does not
alter the number of degrees of freedom of the reduced model, as will be clear
hereafter.
3.5 Numerical results
The method described in this chapter has been tested using simple patch test
models before developing an application for the simulation of corneal surgery.
Both implementations of the method are analysed in this section.
3.5.1 Patch test
A three-dimensional model consisting of a vertical grid of 5  5 unit regular
hexahedral elements is considered in this example. One of the nodes in the
bottom corner of the model is fully fixed, while the remaining nodes of the base
allow certain displacements along the horizontal plane. A straight cut involving
two nodes is present on the surface of the model, in such a manner that it
opens slightly when a vertical load of 1 N is applied to one of the upper nodes.
The constitutive material is linear elastic, with Young’s modulus E = 5 Pa,
and Poisson’s ratio  = 0:3. The solution has been computed using both PGD
with the PRB and SRB formulations, and XFEM (with no PGD), taking the
latter as a reference solution. PGD solutions required the computation of 11
modes before reaching convergence. As it can be checked by visual assessment
of Fig. 3.4, both PGD formulations provide results that are quite similar to the
reference model.
3.5.2 Cutting of the cornea
In this section an example of corneal surgery is studied [172]. In particular,
astigmatism surgery by means of radial keratotomy is considered. This type
of surgery consists in performing radial incisions in the corneal tissue with a
diamond knife. The objective is producing a change of the curvature of the
cornea, by reducing its lack of sphericity, and potentially eliminating the defects
associated to myopia or astigmatism.
This numerical example aims to reproduce the cut on the cornea with reason-
able accuracy, compatible with the physical sensation felt by a surgeon. To that
end, a finite element model of the cornea, developed by Calvo et al. [173, 174],
is used.
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Figure 3.4. Patch test results. The FE mesh of the patches, and a series of dots marked on
their frontal surfaces are shown. In red, the reference XFEMmodel. Superimposed in blue,
on the left, the PGDmodel using the PRB formulation; on the right, the PGDmodel using
the SRB formulation.
3.5.2.1 Finite element model of the cornea
The model of the cornea was meshed using trilinear hexahedral elements. It
consists of 8 514 nodes and 6 840 elements. Two views of the mesh are shown in
Figure 3.5. The model is clamped at its base, resulting in a dome-like geometry.
In accordance to the vast majority of the literature, corneal tissue is assumed
as hyperelastic [90, 173, 174]. However, for simplicity of exposition, a linear
elastic behaviour is assumed in this example. The material properties of the
cornea considered in this example are E = 2 MPa, and  = 0:48 [173]. More so-
phisticated material behaviours can also be efficiently considered. For instance,
Niroomandi et al. developed in [89] the PGD formulation of a St. Venant–Kirch-
hoff material, with which it is possible to obtain a computational vademecum.
3.5.2.2 Radial incisions on the cornea
Under the assumptions commented before, the cornea model is subjected to
different patterns of radial spoke-shaped incisions. See Fig. 3.6 for different
frames of the cutting procedure.
PGD modes, used as a Ritz basis for the problem, are shown in Fig. 3.5.2.2.
The portion of the cornea that could suffer a cut is a strip of 3  18 nodes
around the area where the incision is made. 54 modes are required to reproduce
the cutting procedure with an error tolerance in the PGD algorithm of 10 4. In
general, the obtained results produce a very realistic sensation, both from their







Figure 3.5. Geometry of the finite element model of the human cornea [173].
improves the quality of a previous approach [83] in which XFEM and POD were
coupled, and ran only under visual constraints (around 25 Hz). L2-error norms
are computed by taking a full XFEM simulation (with no PGD) as a reference
solution. These error norms are reported in Fig. 3.8. In all our simulations, the
reported error versus a full XFEM simulation remained below 7  10 3.
3.5.2.3 Timings
The results presented in this chapter have been obtained with a 64-bit laptop,
with a 2.5 GHz Intel Core i5 processor, and 4 GB RAM, running Matlab 2014b
on Windows 7. In spite of the use of non-optimised Matlab code, the examples
of the cornea run with a response rate which is always faster than 1 kHz. This
value is sufficient for meeting both the visual and haptic real-time requirements.
A summary of the performed tests, involving different cut lengths, is shown in
Fig. 3.9. In this example, in which up to sixteen nodes can take part in the cut,
the results seem to be almost independent of the length of the cut. It is assumed
that there should exist some limit from which the response rate is slower than
the required haptic constraints.
3.6 Conclusions
In this chapter, a new method for the simulation of surgical cutting under real-
time constraints, valid for haptic environments, is developed. This method, for
which two different approaches are formulated (PRB and SRB), is based on
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Figure 3.6. Six frames showing the radial cutting procedure in a rendered model (from
left to right and from top to bottom). The interior of the cut has been coloured in red, and
its amplitude has been artificially increased by 100 times to make it visible.
the combination of PGD computational vademecums with the cracking node
method.
On the one hand, a computational vademecum of the displacements of the
model is obtained for any possible contact position of the scalpel, covering the
response of the organ (in this case, the human cornea). This vademecum is then
enriched, at run-time, with discontinuous XFEM-like shape functions. This
enrichment cannot be reasonably covered by a single vademecum, since the re-
sults for any possible position, orientation, and length of a cut cannot be easily
compressed. In other words, the problem is not separable in the form given by
Eq. (2.6).
In this work, computational vademecums introduce two notable features. The
first one is the use of the multi-dimensional PGD results à la POD, which allows
to solve the problem by a Galerkin projection onto a multidimensional basis.
The second one is that these bases are obtained by PGD techniques, and are
much richer than those obtained by POD (such as in [83]). Moreover, they do
not require the computation of snapshots, i. e. solutions of complete problems
under different loading conditions (see § 4.5.1).
On the other hand, the use of the cracking node method [165], a particular
application of the XFEM technique, greatly simplifies the treatment of the dis-
continuous enrichments, thus achieving substantial CPU savings. To this end,
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Figure 3.7. Normalised values of the first four PGD modes (from left to right) obtained
in the simulation of radial incision. Top images show the spatial modes; bottom images
show the modes of the load position. Scales of top and bottom images are not the same.
Figure 3.8. L2 error norm of the simulation shown in Fig. 3.8 as the cut advances. Errors
are measured with respect to an XFEM reference model to which the same cut is applied.
PRB and SRB formulations (blue and yellow, respectively) are represented. The abscissa
axis shows the number of cut (or enriched) nodes.
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Figure 3.9. Statistics of the computing time required by a simulation with respect to the
cut length. Note that all the examples run below 1 ms.
many of the matrices needed to perform the simulation are stored in memory,
as explained in § 3.2.2.
With regard to the two proposed approaches, the results obtained with the
SRB formulation have lower levels of error than those computed with the PRB
formulation. However, while the SRB formulation requires the computation
of different sub-matrices K and Kq for each load position in the on-line
resolution equation Eq. (3.6), the PRB formulation uses the same sub-matrices
in all cases. The reduced size of the matrices in the case of the SRB formulation,
though, does not affect the storage in memory to any great extent.
In sum, the successful combination of both PGD bases (used as POD) and
the cracking node method allows to achieve very efficient real-time simulations.
This method has been tested on a Phantom Omni haptic peripheral by Geomagic




Simulation of tissue tearing
4.1 Introduction
A method for the real-time simulation of tearing of soft tissues is presented. It
uses a parametric formulation of the continuum damage mechanics equations,
and combines the model order reduction methods of proper generalised decom-
position (PGD) and proper orthogonal decomposition (POD). The key idea of
the method consists in generating a computational vademecum which can be
regarded as a sort of direct time integrator [175]. This vademecum allows the
system to behave as a black box, in which the inputs are fed with the damage
field of the last computed step, and the outputs provide the solution for the
incoming step. This means that, for each step, a new problem has to be solved,
in which the values of the damage field obtained in the last step are considered
the initial conditions with which to compute the subsequent step.
Such a time integrator is achieved by posing the problem in a parametric
framework. Thus, the initial conditions of each step should be contemplated
as parameters of the problem. However, under this premise, the number of
parameters can be enormous. There may be several values of the damage field
per element, and in the case of surgical simulators, the models may consist of
thousands of elements. In practise, it is essentially infeasible for PGD to cope
with a system with tens (or hundreds) of thousands of parameters—again, an
issue that can be attributed to the already mentioned curse of dimensionality.
To alleviate this problem, a reduced-order basis of the damage field is obtained
using POD. This MOR method guarantees an efficient parametrisation of the
space of the initial conditions (the damage field) with only a few parameters.




The computing workload is distributed following an off-line–on-line strategy
(see § 2.2). The computational vademecum is solved off-line, once and for all,
for any value of the parameters. Then, the on-line stage can be executed under
severe real-time constraints by simply feeding the vademecum with the results of
the previous computed step. The approach presented for solving this quasi-static
problem uses an explicit incremental formulation. In principle, the (pseudo-)time
steps of this incremental formulation need not be of the same size. Instead, they
can be as small as required to satisfy the stability constraints imposed by the
solver, provided that the magnitude of the applied load is also considered as
another parameter of the problem.
In short, the objective of this chapter is to develop appropriate numerical
techniques for the real-time surgical simulation of tearing procedures. To that
end, a computational vademecum of the system, subjected to any type of force
and initial conditions of the damage field, is considered. Each of the aspects of
this method is explained in greater detail in the following sections.
4.2 Model of damage
Damage can be defined as the progressive physical process by which a material
breaks—and the study (using mechanical variables) of these processes, when the
materials are subjected to a load, is made by damage mechanics [176]. Damage
shows different phenomena depending on the observed scale. At a micro-scale
level, damage can be viewed as an accumulation of micro-stresses in the vicin-
ity of defects which eventually harm the material (by means of molecular bond
breaking, dislocations, or micro-crack generation). At a meso-scale level, dam-
age represents the growth and merging of micro-cracks or micro-voids which,
together, start one crack. Lastly, at a macro-scale level, damage stands for the
growth of that crack. It should be noted that continuum mechanics variables
such as stress, strain, or damage can describe phenomena only at the meso-scale
and macro-scale levels [176, 177].
Although damage mechanics is commonly studied in metals [177], a model of
damage for solving the problem of tearing of soft tissues is described here. The
use of a model damage in this approach is justified by the fact that the torn
tissue exhibits a behaviour which is similar to damaged structures at a macro-
scale level. Indeed, some surgical interventions require the use of instruments for
scraping and removing pieces of tissue (e. g. generally adipose tissue) by tearing
them apart to facilitate the access to certain organs. These instruments generate
a continuous increasing degradation of the tissue which eventually breaks apart.
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Figure 4.1. A damaged element showing areasA andAD alongwith the normal vectorn.
Figure adapted from [177].
Therefore, an approach based on damage mechanics can be considered valid for
simulating this process of tissue degradation.
The model of damage used in this approach, together with a proposed fi-
nite element formulation for its implementation, are described in the following
sections.
4.2.1 Damage variable
There are several quantities, such as stress, strain, the strain energy, or the
porosity of the material, that can be used to describe a mechanical representation
of damage [177]. A commonly used quantity to describe damage, first defined
in [178], is the relative area of micro-cracks and voids in any plane of the model





where AD is the area of micro-cracks and voids, and A is the total area of the
cross-section (see Fig 4.1). If micro-stress concentrations and defect interactions
are handled carefully, this damage variable D is well suited for continuum me-
chanics [177]. For this reason, this is the definition of damage variable used in
the presented approach.
If damage is considered as isotropic (i. e. cracks and voids are distributed
uniformly in all directions), as is the case, then D is a scalar value; otherwise,
the damage variable depends on the orientation n, and a damage vector or
tensor is required. The scalar values in the isotropic case range from zero to
one, where D = 0 characterises an undamaged (virgin) state, D  1 represents




Figure 4.2. Different configurations of the damagedmaterial: (a) virgin material, (b) dam-
aged material, (c) equivalent virgin material. Figure adapted from [177].
4.2.2 Effective stress
Consider a representative volume element of an isotropic damaged material
loaded by a force F . Since no micro-forces act on the surfaces of micro-cracks or
micro-voids (represented by AD), it is convenient to introduce an effective stress
~ related to the surface that effectively resists the load,
~A = A  AD = A(1 D).





4.2.3 Principle of strain equivalence
This principle assumes that any constitutive equation of strain for a damaged
material may be derived by the constitutive laws of a virgin material, with the
exception that the usual stress is replaced by the effective stress (see Fig. 4.2).
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This statement constitutes a non-rigorous hypothesis which has been demon-
strated only in some particular cases of damage. However, its simplicity allows
to establish a good working basis for elasticity or plasticity [176, 177].
4.2.4 State potential
Lemaitre [176] formulated the thermodynamic constitutive equations for cou-
pling elasto-plasticity and damage at the meso-scale level. This model uses the
method of local state (which proposes that the laws that are valid for a macro-
scopic system are also valid for infinitesimal parts of it), and state variables
that represent the effects of damage on the stiffness of the material.
Within the hypothesis of small strains and small displacements, the state vari-
ables that are taken into account in this Chapter are the elastic strain tensor ",
and the damage variable D. Other state variables can be added to complete
the model of damage, such as the temperature or plasticity tensors, but for
simplicity they are not considered in this initial approach.
A state potential, i. e. a general stored energy function 	 that allows to
define the power involved in each physical process by means of variables asso-
ciated with the state variables and state laws, can be written in function of
the state variables, 	 ("; D).
Thus, in terms of energy, each state variable has a corresponding associated
variable. The associated variable of " is the Cauchy stress tensor , while the
associated variable of D is usually defined as the generalised thermodynamic
force Y . Since D is dimensionless, and the product   Y _D is the power dissipated
in the process of damage,   Y is seen as a volume energy density.





and Y = @	
@D
. (4.1)
4.2.5 Evolution of damage
The evolution of the damage described in this approach is based on the three-
dimensional isotropic damage model developed by Simó in [179], which is, as he
mentioned, well suited for computer implementations. Within this framework,
the major assumption is that the damage process is totally controlled by the
maximum strain achieved by the model up to the present time T .
To characterise the evolution of the damage variable D, it is necessary to
introduce the strain energy of the undamaged material, 	 0, as a scalar measure
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where "(t) is the strain tensor at time t. Then, let m be the maximum value









A damage criterion can be defined by the condition that at any time T of the
loading process
T  m ,







The case in which T = m and, simultaneously, a load is applied from a damage
state is particularly interesting, since this is the only situation for which the




h(;D) _, if T = m and loading,
0, otherwise.
Here, h(;D) is a given function that characterises the damage process in the
material. According to Simó [179], if h does not depend on D, the isotropic
damage model can be expressed in the following equivalent form,







with g(m) being a potential of dissipation. By applying the principle of strain
equivalence to the stress tensor in Eq. (4.1), and comparing it with Eq. (4.2), it
is clear that g = 1 D, which can be followed by setting
h() =  dg()d .
To determine the damage model, it is necessary to specify the potential of
dissipation g(m) on the basis of experimental data. Simó proposed to adopt
the following exponential form:
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With all these definitions, it is possible to completely determine an expression



























where 0 and C0 are, respectively, the stress and the elasticity tensors when the
material is undamaged. The remaining derivative expression can be calculated





















: ", if T = m and loading,
g(m)C0 : ", otherwise.
(4.5)
4.3 Finite element formulation
The damage evolution described in the previous section is implemented using an
incremental approach, which requires an explicit formulation of the finite element
method. The basic idea behind this approach is to compute the simulation in
a stepwise approach so that the result of the last computed step can be re-used
as an initial condition for computing the following step.
An explicit formulation for a three-dimensional linear elastic model is pre-




 (tr ")2 + " : ",
where  and  are the Lamé parameters [180].
To obtain the explicit formulation, consider that the last step has been com-
puted and the following step is sought. The weak form of the linear elasticity
problem can be written asZ






ut+t  ft+t d  , (4.6)
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where the subscript t + t denotes the following step, and f is the surface
traction. The variables u and f , for which the following step has to be computed,
can be expressed as
ut+t = ut +u and ft+t = ft +f ;
where ut is already known from the previous step, and u is the new unknown




Thus, Eq. (4.6) can be re-written asZ




















rsu  ft d  +
Z
 t2
rsu f d  . (4.7)
Since R
rsu : C : rsut d
 = R t2rsu  ft d  is a known relation from
the previous step, both terms cancel each other in Eq. (4.7). As a consequence,
the incremental formulation can be finally expressed asZ






rsu f d  . (4.8)
From Eq. (4.8), the matrix expression Kt u = f can be derived, where
Kt represents the global stiffness matrix of the problem. It is a symmetric
square sparse matrix with as many rows (or columns) as degrees of freedom of
the model.
The proposed incremental procedure to solve the damage evolution of a model
using standard FEM is shown in Algorithm 4.1. It is important to remark that,
since variables g and h constitute a scalar field, their values have to be computed
at different points of the model to obtain an accurate representation of damage.
For simplicity, the chosen points have been taken to coincide with the Gauss
integration points of each element, which are used to compute the elasticity
tensor Ct (line 5), and each of the elemental stiffness matrices Ket that lead to
Kt (line 7). Similarly, variables that allow to check changes in the evolution of
damage, such as 	t, t, or m (lines 12 and 14), are also computed at the Gauss
integration points.
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Another remark can be made concerning the relationship between the load
increment f and the time increment t. The proposed algorithm is intended
to be used in a simulator, driven by a haptic device. For each t, the algorithm
has to translate the force exerted by the user to a value of f (line 3), which
can give rise to a loading state, a neutral loading, or an unloading state. For a
given Gauss integration point, whenever the value of t exceeds the threshold
m as a consequence of a loading state, the values of the damage variables g and
h are updated (lines 15 and 16). Otherwise, g maintains the value of the last
step, and h is set to zero, as established by Eq. (4.5).
1 initialisation: t = 0, ut = 0, gpt = 1, hpt = 0, pt = 0, (m)p = 0, pt = 0,
for each Gauss point p ;
2 while t has not reached the end of simulation do
3 determine f from t ;
4 for each Gauss point p do







T  Ct BTd
 ;
8 u =K 1t f ;
9 ut+t = ut +u ;
10 for each Gauss point p do
11 "pt+t = B  ut+t ;
12 compute 	 pt+t and pt+t ;
13 if pt+t > (m)p then
14 (m)p = pt+t ;
15 compute new values of gpt+t from Eq. (4.3) ;
16 compute new values of hpt+t from Eq. (4.4) ;
17 else
18 gpt+t = g
p




t+t = C0  "pt+t ;
21 end
22 t = t+t ;
23 end
Algorithm 4.1. Explicit formulation of the FEM algorithm.
However, this algorithm is only valid for solving off-line problems rather than
for real-time simulation. The main bottleneck is the need to compute at each
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step the inverse of the updated stiffness matrixK 1t (line 8). Indeed, finding the
inverse of a large matrix is a very time-consuming process, and its computation
may take a very long time (seconds, or even minutes, depending on the size
of the matrix and the power of the processor). In consequence, although this
algorithm is effective, it is not sufficiently efficient to be compatible with the
real-time requirements of surgical simulators. In the following sections, other
strategies are developed that improve this algorithm. Section 4.4 analyses an
approach using PGD, while § 4.5 describes a method that combines this men-
tioned PGD approach with POD model reduction techniques.
4.4 PGD approximation
As the last section made clear, an incremental FEM approach cannot solve by
itself the simulation of damage evolution in a real-time framework. An approach
based on PGD is presented in this section.
The main modification of the scheme developed in the previous section con-
sists in redefining the problem so that the initial conditions of each step, i. e.
the scalar fields of damage, represented by their vectors of Gauss point values,
gn and hn, at time step tn, can be addressed in a parametric, multidimensional
form. As in previous approaches, the position of the applied load s is also in-
cluded as a parameter. The value of the load increment f can also be added
as a fourth parameter but, for clarity of exposition, the same load increment is
considered at each step in all the approaches described henceforth. Formally,
the multidimensional form of the displacement field will be defined in the phase
space
u : 
  G1  : : : Gngp H1  : : :Hngp    ! R3, (4.9)
where Gi and Hi are the considered intervals of variation of each component
of the vector of damage variables gn and hn, respectively, taken as initial con-
ditions for the subsequent time step. Gi 2 [0; 1], and Hi 2 [0;+1) for all
i = 1; 2; : : : ; ngp, with ngp being the number of Gauss integration points of the
whole model.
In other words, considering the damage variables (actually, continuous scalar
fields defined in the current whole body) as parameters of the formulation im-
plies to consider their values at every Gauss point of the model. For meshes of
practical interest, the number of resulting parameters will be prohibitive even
for PGD techniques. This problem will be addressed later. Until then, to obtain
a parametric solution for any initial damage condition, within these intervals,
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u f d  d   , (4.10)
where U =rsu : C :rsu, and C can be obtained from Eq. (4.5) as
C = g C0   h
m
( 
 ) . (4.11)
The PGD formulation of the problem for each component j = 1; 2; 3 of u
can be expressed, after the convergence of the computation at time step n, as














j(hK)  J ij(s).
Then, the expression for obtaining the (n+ 1)-th term can be written as
un+1j (x; g1; : : : ; gngp; h1; : : : ; hngp; s) = u
n








Lastly, the test function can be obtained by applying the rules of variational
calculus to the expression above,








+Rj(x)  S1j(g1)  : : :  Sngpj(gngp) 
ngpY
K=1
TKj(hK)  Uj(s) + : : :




















TKj(hK)  Uj (s).
By substituting the approximations u and u into the weak form of the
problem, Eq. (4.10), a computational vademecum is obtained that can suppress
lines 4–8 of Algorithm 4.1. Instead, u can be obtained almost automati-
cally just by particularising the computational vademecum with the values of
x; g1; : : : ; gp; h1; : : : ; hp; and s at any step. However, although it is possible to
obtain a vademecum with a relatively high number of parameters, its compu-
tation when there exist hundreds of thousands (if not millions) of parameters
presents major difficulties. The following section details the reduction of this
complexity.
4.5 Reduction of the parametrisation
of the initial conditions
Standard finite element techniques compute the value of damage variables at the
Gauss integration points. As mentioned before, considering each one of these
values in meshes of hundreds of thousands of nodes is prohibitive. Therefore, it
seems reasonable to optimise somehow the parametrisation of the space of initial
conditions. To achieve this, an optimal basis is constructed using POD from the
results of complete similar problems.
4.5.1 Proper Orthogonal Decomposition
The Proper Orthogonal Decomposition (POD) is a statistical procedure
that transforms a series of observations (the so-called snapshots) of possibly
correlated variables into a set of orthogonal vectors of linearly uncorrelated vari-
ables. The number of resulting vectors is less than or equal to the number of
original snapshots.
To describe the computation of a POD orthogonal basis set, assume that
a series of numerical simulations have been performed off-line (the snapshots)
and, for each of them, the value of a certain field of interest is known. By way
of example, the damage field g(x; t) is considered here, which is expressed in
a discrete form, depending on both certain positions of the model xi and on
some instants of time tm = m t, with i 2 [1; : : : ;M ] and m 2 [0; : : : ; P ]. For
the sake of simplicity, the notation g(xi; tm)  gm(xi)  gmi is used, and gm is
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defined as the vector of nodal values gmi at time tm. The key goal of POD is to
find the most characteristic structure (x) amongst these gm(x), 8m [144]. To






















1A =  MX
i=1
~(xi)  (xi),







gm(xi)  gm(xj)  (xj)
1A ~(xi)
1CA =  MX
i=1
~(xi)  (xi),
for all ~. This is equivalent to solve the eigenvalue problem
~T c =  ~T,
c = ,





gm(xi)  gm(xj); c =
PX
m=1
gm  (gm)T, (4.12)





1    gP1
g12 g
2
2    gP2... ... . . . ...
g1M g
2
M    gPM
1CCCCA ,
then the matrix c in Eq. (4.12) results in
c = Q QT.
To obtain a reduced-order model from a set of snapshots, the eigenvalue
problem in Eq. (4.12) should be solved. The N eigenvectors i associated to
the highest eigenvalues i can be selected according to the requirements of the
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Figure 4.3. Diagram of the proposed algorithm. A POD reduced basis is used for the
parametrisation of the space of initial conditions. Figure adapted from [175].
problem and used to approximate the solution gm(x), 8m. The orthogonal basis
set can be expressed as the following matrix B = [1; : : : ;N ], i. e.
B =
0BBBB@
1(x1) 2(x1)    N (x1)
1(x2) 2(x2)    N (x2)... ... . . . ...
1(xM) 2(xM)    N (xM)
1CCCCA .
4.5.2 POD–PGD approach
In this section, a combined POD–PGD approach is considered [175]. A suitable
parametrisation of the space of initial conditions can be obtained by applying
the POD decomposition to a set of solutions from similar problems. The POD
decomposition provides an optimal basis (in a given norm) onto which project
the results of any particular problem. The order of this basis can be selected
to be as reduced as possible, depending on the assumed margin of error. Thus,
reduced-order bases of the initial conditions can be re-injected into the PGD
problem to obtain a computational vademecum, which takes as input parameters
the projected coefficients of the scalar fields of damage of the previous time step.
A diagram of the method is shown in Fig. 4.3.
In this particular case, the scalar fields of the damage variables g and h can




i  i and h =
rX
j=1
j  j, (4.13)
where i and j are the set of basis vectors of the new reduced-order basis; i
and j are the coefficients associated to each vector of the reduced basis; and
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q and r indicate the size of each reduced basis, with q; r  ngp (for practical
purposes, not higher than ten), and not necessarily q = r.























u t d  d   , (4.14)
where U =rsu : C :rsu.
The PGD formulation of the solution u can be expressed, assuming the
computation at iteration n of the procedure, as














j(L)  J ij(s).
Then, the expression for obtaining the (n+ 1)-th term can be written as
un+1j (x; 1; : : : ; q; 1; : : : ; r; s) = u
n







TLj(L)  Uj(s). (4.15)
Lastly, the test function can be obtained by applying the rules of variational
calculus to the expression above,








+Rj(x)  S1j(g1)  : : :  Sqj(gq) 
rY
L=1
TLj(hL)  Uj(s) + : : :




















TLj(hL)  Uj (s).
Once the number of parameters of the problem has been reduced to only a
few tens or less, both the development of the mathematical equations and the
computation of the vademecum are clearly much simpler than when the approach
based solely on the PGD is used. Consequently, the explicit algorithm of the
on-line stage (see Algorithm 4.2) also requires some modifications.
1 initialisation: t = 0, ut = 0, gpt = 1, hpt = 0, pt = 0, (m)p = 0, Spt = 0,
for each Gauss point p ;
2 while t has not reached the end of simulation do
3 determine f from t ;
4 obtain t by L2 projection of gt onto  ;
5 obtain t by L2 projection of ht onto  ;
6 particularise computational vademecum to obtain u ;
7 ut+t = ut +u ;
8 follow lines 10–22 of Algorithm 4.1 ;
9 end
Algorithm 4.2. Explicit formulation of the POD–PGD algorithm.
4.5.3 Simplification of the model
A simplification of the damage model is described here, which will be used in the
following sections for obtaining the matrix formulation (§ 4.5.4), and developing
numerical examples (§ 4.6). It consists in considering that the function h(m)
that characterises the damage process, Eq. (4.4), is zero in all cases. In this
way, h(m) = 0 not only when T  m, but also when T > m (check lines
13–19 of Algorithm 4.1). This greatly simplifies the expression of the elasticity
tensor C, and reduces the complexity of the computational vademecum.
This simplification is made with the sole purpose of obtaining a less complex
expression of damage, with which to check that the method proposed in this
chapter operates as expected. Therefore, although it is possible to implement
a full description of the damage model by following the POD–PGD approach
presented in the previous section, it has been decided to leave it for future
developments of the method, and use only the simplified version. Obviously,
the behaviour of the simplified model is different from that of the full model,
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Figure 4.4. L2 error norm (top) andL2 relative error norm (bottom) of the nodal displace-
ments between full and simplified damage models.
and may vary depending on the implemented application. Just to analyse how
different the two approaches are, a comparison between the full model and the
simplified model has been performed in a particular example.
In the comparison, a distributed uniform load is applied vertically to the
upper surface of a unit cube, which is fixed at its base and allows displacements
along the horizontal plane. The load is applied in increments of 1 N during 200
pseudo-time steps. The material is linear elastic, with a Young’s modulus of
E = 5 Pa, a Poisson’s ratio of  = 0:3, and damage parameters of  = 0:4,
and  = 0:1, similar to the examples that will be described in § 4.6.1. The full
model and the simplified model have been compared with each other, and L2
error norms have been computed for the nodal displacements at each step of the
simulation (Fig. 4.4). The results show that the differences between models in
this example are appreciable, and increase as the simulation advances. It has
been checked that, in the simplified model, the values of damage D grow faster
than in the full model. However, because of its simplicity, the model in which
h(m) = 0 is a good starting point for developing the method.
4.5.4 Matrix formulation
The practical simplification described in the previous section, by which h =
0, is followed here. For clarity of exposition in this formulation, parameter s
governing the position of the load is also omitted.
By discarding all the integrals and variables related to the scalar field of
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u f d  d   , (4.16)
with U =rs u : g C0 :rs u.
Assuming that the POD basis of the scalar field of damage g consists of q
vectors, Eq. (4.13 left), the matrix form for the computation of a new mode of
u in Eq. (4.15) can be expressed, following the notation already described in
§ 2.4 [157], as













T(K) SK , (4.17)
where MK represents the vectors M1;M2; : : : ;Mq, which contain the one-di-
mensional finite element shape functions of the parameters 1; 2; : : : ; q, respec-
tively; andGKi represents the vectorsG1i;G2i; : : : ;Gqi, which contain the nodal
values of the finite element mesh of the functions G1i(1);G2i(2); : : : ; Gqi(q),
respectively. The latter also applies in the case of SK .
The admissible variation of u, in turn, can be expressed as





+NT(x) R M1T(1) S1  : : : MqT(q) Sq + : : :
+NT(x) R M1T(1) S1  : : : MqT(q) Sq. (4.18)
The fixed-point iteration implies the computation of R;S1;S2; : : : ;Sq when,
for each of the variables, the remaining ones are known. This computation is
described below. In the case of the variables SK , with K = 1; 2; : : : ; a; : : : ; q,
the development of the expression for an arbitrary Sa is provided.
4.5.4.1 Computation of R when the rest of the variables are known
IfR is searched when S1;S2; : : : ;Sq are known, then S1 = S2 = : : : = Sq = 0
and Eq. (4.18) can be expressed as




T(K) SK . (4.19)
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By incorporating Eqs. (4.13 left), (4.17), and (4.19) into the left-hand side of
Eq. (4.16), U results in
U =rs
































1A f d  d   .
Finally, after applying variable separation, rearranging the terms, and calcu-


































































= RT f  S1T mG1  : : :  SqT mGq, (4.20)








withB being the shape function derivative matrix, and K being theK-th vector
of the reduced-order basis, see Eq. (4.13 left). The matrices MGL, with L =
1; 2; : : : ; q, represent the mass matrices of the one-dimensional discretisations of
the parameters L. For each term in Eq. (4.20), the matrixMGL does not exist






Lastly, mGK(K) are vectors containing the values of the finite element shape




4.5.4.2 Computation of an arbitrary Sa when the rest of the
variables are known
Similarly, if an arbitrary Sa is searched when the rest of the variables are known,
then R = S1 = : : : = Sa 1 = Sa+1 = : : : = Sq = 0, and Eq. (4.18) can be
expressed as
u(x; 1; : : : ; q)
=NT(x) R M1T(1) S1  : : : MaT(a) Sa  : : : MqT(q) Sq. (4.22)
By incorporating Eqs. (4.13 left), (4.17), and (4.22) into Eq. (4.16), and operat-


























































































= RT f  S1T MS  : : :  SaT Ma  : : :  SKT MS,
from which an expression of Sa can be found.
4.6 Numerical examples
To illustrate better how the proposed method behaves, some examples have been
studied. In particular, § 4.6.1 analyses some basic problems using a unit cube
to test the validity of the approach, and § 4.6.2 shows how the method can be
applied to simulate the surgical removal of adipose tissue from the gallbladder.
All the examples have been implemented using the POD-PGD approach and the
simplified model of damage described in §§ 4.5.2 and 4.5.3.
4.6.1 Unit cube
A series of simple test examples have been developed to show the applicability
of the method. The model common to these simple test examples is a unit cube
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Figure 4.5. Damage evolution of a unit cube loaded at a node. From left to right and from
top to bottom, initial configuration, and pseudo-time steps 2, 4, 6, 8, and 10 are depicted.
Colours show the values of the interpolated variable of damage D.
consisting of a single regular eight-node hexahedral element. The cube is fixed at
its base, and different loads are applied on its upper part. § 4.6.1.1 describes the
damage evolution of a cube to which one of its upper corners is pulled upwards,
while § 4.6.1.2 describes the damage evolution a cube undergoing an ideal pure
shear deformation.
4.6.1.1 Load at a node
A traction load is applied vertically to a single node of the upper part of the
unit cube. One of the nodes of the base is fully fixed, whereas the remaining
nodes of the base allow displacements along the plane Z. The magnitude of the
applied load is constant over time, so each pseudo-time step t is associated to
the same increment of force, which has a value of f = 0:05 N in this example.
The considered material is linear elastic, with a Young’s modulus of E = 5 Pa,
and a Poisson’s ratio of  = 0:3; and the parameters of damage are  =  = 0:4,
which are chosen so that the model can reach quickly an intermediate level of
damage.
To obtain the POD reduced basis, a standard FEM model incorporating dam-
age is taken as a reference model. The previously described load, boundary
conditions, and material and damage parameters are applied. This reference
model is simulated for 10 pseudo-time steps and, at each step, the scalar field
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Figure4.6. L2 error norm (top) andL2 relative error norm (bottom)of theunit cube loaded
at a node for each of the 10 computed pseudo-time steps.
of damage g is recorded at the Gauss integration points of the element. Eight
Gauss points (two per dimension, 23) are considered, thus obtaining ten differ-
ent sets (one per step) of eight values of the damage field. Then, these ten sets
are used as snapshots with which to compute a POD basis. Since each of the
ten vectors of the resulting basis has an associated value of explained variance,
the selected vectors to form the reduced basis  are those that accounts for a
greater proportion of explained variance. The number of selected vectors should
not be high either, so a balance must be maintained between both factors, which
depend on each situation. In this example, the selected POD reduced basis 
consists of three vectors, which explain nearly the 100% of the total variance of
the provided snapshots.
Once the POD reduced basis  is known, a PGD computational vademecum
can be obtained. To this end, it is necessary to determine the discretisation of
coefficients K (with K = 1; 2; 3), represented by matrices GK in § 4.5.4. Since
the solution of this example is already known (it is the previously computed
reference model), the limits between which the coefficients K vary can be easily
approximated by projecting the damage values of the reference model into the
POD reduced basis. By doing this, the discretisation in this example can be
defined by the following interval limits and number of uniformly distributed
mesh nodes: 1 2 [ 3; 2] using 4 000 nodes; 2 2 [ 0:3; 0:3] using 2 400 nodes;
and 3 2 [ 0:1; 0:3] using 1 600 nodes. With this discretisation of coefficients
Universidad de Zaragoza
Real-time simulation of surgery by PGD techniques 81
K , PGD required 28 modes before reaching convergence.
The computed vademecum can be incorporated into the explicit incremental
POD–PGD algorithm (Algorithm 4.2). Again, ten pseudo-time steps are com-
puted in real-time, six of which are shown in Fig. 4.5. In analysing the sequence,
it can be observed that damage concentrates around the corner that is pulled
upwards, and it intensifies as the magnitude of the load increases. L2 error
norms have been computed for each step (see Fig. 4.6), which allow to compare
the differences between the results obtained by the POD–PGD algorithm and
the reference solution.
4.6.1.2 Pure shear
In this example, traction loads of the same value are applied horizontally to the
upper four nodes of a unit cube to achieve pure shear deformation. The four
nodes of the base are fully fixed and, unlike the previous example, the force
increment vary over time in terms of Fig. 4.7. In total, 200 pseudo-time steps
are simulated with the following values of force increment: f = 0:004 from
steps 1 to 25, f =  0:004 from steps 26 to 50, f = 0:008 from steps 51
to 75, f =  0:008 from steps 76 to 100, f = 0:012 from steps 101 to 125,
f =  0:012 from steps 126 to 150, f = 0:016 from steps 151 to 175, and
f =  0:016 from steps 176 to 200. This allows the cube to return to the
original configuration each 50 steps (conserving the gained damage, though),
and to reach higher values of the total applied load f at each cycle.
steps










Figure 4.7. Total load f applied at each simulation step to a unit cube undergoing pure
shear deformation.
The constitutive material is linear elastic with Young’s modulus E = 5 Pa
and Poisson’s ratio  = 0:3; and the damage parameters are  = 0:4, and
 = 0:1, which are selected so that the model can reach quickly a high level of
damage. The POD reduced basis  is obtained following the strategy described
in the previous example, by which a standard FEM model is used as a reference.
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Figure 4.8. Damage evolution of a unit cube undergoing pure shear deformation. Initial
configuration and steps 20, 70, 120, 170, and 175 are shown (from left to right, and from
top to bottom), which correspond to values of total applied force f of 0, 0.08, 0.16, 0.24,
0.32, and 0.4 N, respectively.
The chosen POD reduced basis consists of one vector which explains nearly
the 100% of the total variance of the 200 provided snapshots. With regard to
the coefficient 1, it is uniformly discretised in the interval [ 3; 0] with 12 000
nodes. In this case, PGD only required 2 modes to reach convergence.
The incorporation of the computational vademecum to Algorithm 4.2 allows
the real-time computation of the 200 pseudo-time step, six of which are shown
in Fig. 4.8. In this example, the damage is uniformly distributed throughout the
volume of the model, and intensifies as the magnitude of the load increases. For
each simulation step, the tensors of strain " and stress  have been computed.
The stress–strain curve of the model is plotted in Fig. 4.9. Lastly, L2 error norms
have been computed for each step (see Fig. 4.10), which allow to determine
how the results obtained by the POD–PGD algorithm differ from the reference
solution.
4.6.2 Removal of fatty tissue from gallbladder
In laparoscopic surgery, procedures based on tearing and ripping soft tissues
are much more common than those involving cutting. Thus, to achieve realistic
laparoscopic simulations, it is of utmost importance to be able to reproduce all
the tearing processes that can take place. For instance, in laparoscopic chole-
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Figure 4.9. Stress–strain curve.
cystectomy (i. e. the removal of the gallbladder), prior to performing the single
cut that separates the gallbladder from the cystic duct, the anatomical region
known as Calot’s (or hepatobiliary) triangle must be dissected to unveil the cys-
tic duct and the cystic artery. During this process, the adipose tissue needs to
be removed to obtain a view of the underlying structures [181]. This removal is
made simply by tearing the adipose tissue with the help of laparoscopic instru-
ments equipped with either scraping tools or hook-shaped electrocautery tips.
In this section, an example of the removal of the fat adjoining the gallbladder
by tearing the tissue is considered. This example uses the POD-PGD approach
and the simplified model of damage implemented in the previous sections.
A model of the Calot’s triangle region is considered that includes the common
hepatic duct, the cystic duct, and the right hepatic duct, along with the gallblad-
der, see Fig.4.11. In white, some adipose tissue has been added to the anatomic
model. The gallbladder is meshed using trilinear hexahedral elements, and con-
sists of 31 128 elements (28 232 for the bladder, 2 896 for the fat) and 37 010
nodes. Two views of the mesh are depicted in Fig. 4.12. A large part of the
nodes on the surface of both the rear part of the gallbladder and its ducts are
fully fixed, thus emulating the contact of these areas with the liver and other
surrounding connective tissues.
The constitutive material is linear elastic, although the consideration of hy-
perelastic models do not induce any additional difficulty and have been previ-
ously studied in [89, 90]). Unlike the previous examples, two different material
properties are considered, one for the gallbladder and another for the fat. Exper-
imental studies [182–184] suggest that the material properties of the gallbladder
can be selected with values EG = 1:15 kPa and G = 0:48, whereas the fat can
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Figure 4.10. L2 error norm (top) and L2 relative error norm (bottom) of the unit cube
undergoing pure shear deformation for each of the 200 computed pseudo-time steps.
be characterised with EF = 0:5 MPa and F = 0:495. The fact that the model
is constituted with two different materials implies to modify the computation of















G represents the domain of the gallbladder, 
F represents the domain
of the fat, and CG and CF are the elasticity tensors of the gallbladder and the
fat, respectively. Damage, then, is only considered in the fat but not in the
gallbladder. Considered values of damage parameters are  = 1, and  = 0.
The POD reduced basis of the damage in the fat is obtained following the
strategy described in the previous examples, by taking an identical FEM model
as a reference. To test the proper performance of the method in this early
stage, traction is applied only on one node; later developments of the method
will consider a broader set of nodes on the surface. 15 pseudo-time steps are
simulated with constant f = 1/3 N. From the obtained POD solution, a
reduced basis consisting of three vectors is selected, which accounts for nearly
the 100% of the explained variance. Coefficients i are discretised with the
following interval limits, and number of uniformly distributed mesh nodes: 1 2
[ 152:1; 145:2] using 6 900 nodes; 2 2 [ 6:3; 5:8] using 4 840 nodes; and 3 2
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Figure 4.11. Model of the Calot’s triangle region.
[ 0:3; 0:4] using 2 800 nodes. With these data, an accurate PGD solution is
achieved with 17 modes.
The PGD computational vademecum is then incorporated into the incre-
mental algorithm, and the fifteen pseudo-time steps can be now computed in
real-time. The sequence, depicted in Fig. 4.13, simulates the interactive tear-
ing of the adipose tissue by means of a laparoscopic instrument (not pictured),
which grasps and pulls the tissue outwards. The values of damage in the affected
area increase with the total applied load, and levels of damage exceeding certain
threshold indicate the full rupture of the tissue.
As a measure of the low error that the POD-PGD approach produces, the
tearing sequence computed using this method is visually identical to the one
computed with the FEM approach, for both the attained deformations and the
damage values.
For visualisation purposes, elements whose Gauss points have reached a pre-
scribed damage threshold, say 0:8, are removed from the rendering process. In-
deed, grasping is considered lost and therefore elastic recovery is perceived from
the perspective of the user, see Fig. 4.14. To increase realism, the damaged
surface is rendered using artificial roughness textures, to indicate the user that
the tissue is broken.
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Figure 4.12. Geometry of the finite element model of the gallbladder (in green) and its
adipose tissue (in yellow).
4.6.3 Timings
The results presented in this section have been obtained using a 64-bit laptop,
running Matlab 2014b with an i5 processor running at 2.50 GHz, and 4 Gb
RAM memory. In spite of the use of non-optimised Matlab code prototypes,
computation times in the example of the gallbladder were always under 1 ms,
which is enough for visual as well as haptic real-time requirements.
The final version of the simulator, implemented using the OpenHaptics Toolkit
by GeoMagic, also provided results below the millisecond threshold. The force
perceived by the user is always smooth, with no appreciable jumps in the pe-
ripheral.
4.6.4 Conclusions
In this chapter, a method for the real-time simulation of the tearing of soft
tissues, based on the continuum damage mechanics theory, is presented. As
a first approach to solving the model, an explicit incremental finite element
algorithm is introduced. However, it requires the computation of the inverse of a
large stiffness matrix at each step, which makes its implementation incompatible
with the real-time execution.
To address this problem, the use of PGD computational vademecums is pro-
posed, since the allow to obtain quick direct solutions with a low computational
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Figure 4.13. Damage sequence of the removal of fatty tissue from gallbladder.
cost. Nevertheless, the parametrisation of the damage field for this kind of prob-
lems may be huge, and a reduced order model technique is required to minimise
the number of parameters of the vademecum. To this end, a reduced basis of
the damage field is computed using POD, thus compacting the vademecum to a
great extent.
This POD-PGD method is tried in both simple and complex examples with
excellent results. A surgical application focused on the simulation of the tearing
of adipose tissue is implemented. The reduced computing times achieved by the
implemented algorithm allow a real-time performance compatible with haptic
environments, and the levels of error presented by the method are low when
compared with reference FEM models. The method achieves a high degree of
realism in the simulation of tearing of soft tissues. In sharp contrast to existing
approaches, it does not require any update in the model mesh, and no element
is modified or removed.
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Figure 4.14. Images of the implemented simulator. Top: full view of the simulator, con-
sisting of a laptop and a haptic interface that controls the virtual laparoscopic instrument.
Middle: screenshot showing the process of tearing of the adipose tissue. Bottom: close-





In this thesis, two novel strategies have been developed for the real-time sim-
ulation of two interactions that are common in the operating theatre: surgi-
cal cutting, and tearing of soft tissues. These strategies are based on the use
of model reduction techniques, mainly the Proper Generalised Decomposition
(PGD), which has been extensively used in its form of computational vademe-
cum, i. e. a general solution of a parametric high-dimensional problem that can
be evaluated at very fast feedback rates.
Simulators have proved to be very beneficial for the training of surgical skills
and their transfer to the clinical setting. Classic surgical simulators, such as
live animals or human cadavers, provide a realistic working environment. How-
ever, they present a series of disadvantages (e. g. high costs, complex mainte-
nance, access to special facilities, or cultural issues, to mention a few) that make
computer-based surgical simulators an appealing alternative that have attracted
great interest during the recent years.
Yet, computer-based surgical simulation is considered to be in an initial phase.
During the early years of its development, simulators failed to meet a minimal
level of realism because of both the limited computing power and the lack of
algorithms based on physics. By contrast, over the last decade, several numer-
ical methods based on computational continuum mechanics have allowed the
real-time simulation of deformations using simple constitutive materials for the
organs. Nevertheless, other surgical invasive interactions, such as the cutting
and tearing of soft tissues, had not been adequately addressed.
The computational vademecums provided by the PGD have shown, on their
own, to be a very efficient tool for simulating the deformations of linear and
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non-linear constitutive materials, but have not been used so far to simulate
other surgical interactions. In this thesis, PGD appears in combination with
other numerical methods and model order reduction techniques to achieve the
real-time simulation of cut and tearing of soft tissues.
First, an approach for the simulation of surgical cutting of soft tissues is stud-
ied. It is valid for haptic environments, which require 500–1000 Hz of feedback
response, and combines PGD computational vademecums and XFEM techniques
in a continuous–discontinuous multi-scale framework. The realistic real-time
simulation of surgical cuts is a major source of difficulties, since it demands
the modification of the geometry and the topology of both the domain and its
associated mesh without penalising the computation time.
The key idea to achieve this objective consists in pre-computing, at an off-line
stage, the vademecum of an organ for every possible location of an applied load
(i. e. the continuous solution). In addition, all the displacements generated by
cutting each node of the accessible surface of the model, for any possible orien-
tation of those cuts, are also computed off-line using XFEM techniques (i. e. the
discontinuous solutions). Then, at the interactive on-line stage, the continuous
solution is used as a reduced basis, which is enriched by the required discontinu-
ous solutions, to obtain the solution of the cut model. From a practical point of
view, the on-line stage only involves the computation of a simple matrix system
of equations that can be solved very fast. The manner in which the discontin-
uous solutions have to be combined together to simulate long cuts (those that
implies two or more nodes), is provided by the so-called cracking node method.
An application for the simulation of corneal surgery (radial keratotomy) is
developed and analysed. The cornea is modelled as linear elastic and has been
subjected to different patterns of radial incisions. Two different ways of ap-
proaching the solution (the PRB and the SRB formulations) are provided, both
depending on whether the computational vademecum is particularised for a load
position or not before its projection. Reported errors were low, and computation
times were within the specified limits for haptic devices.
Second, the real-time simulation of tearing of soft tissues is also developed.
This is achieved by computing the PGD vademecum of a parametric equation
based on the theory of continuum damage mechanics. In order to simplify the
computation of the damage fields, and to reduce the number of parameters, POD
model order reduction techniques are incorporated into the vademecum. The
fundamental aspect of this approach consists in implementing the vademecum
within the framework of an incremental explicit formulation, as a sort of time
integrator, i. e. a feedback system that routes back the last computed outputs
as initial conditions with which to compute the new inputs.
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This method is applied for simulating, in real-time, the removal of visceral
adipose tissue from the walls of the gallbladder. Both fat and gallbladder are
modelled as linear elastic, although considering different material parameters for
each of them. Excellent results are obtained meeting all expectations: haptic
real-time execution is achieved, low levels of error are generated, and a realistic
immersive feeling is perceived.
In short, the use of strategies based on PGD computational vademecums,
in combination with other supporting techniques, has proven to be an appeal-
ing methodology to address the real-time simulation of surgical interactions,
and paves the way towards the development of future generations of simula-
tors, whose complexity will be focused on physiological, micro-anatomical and
biochemical aspects.
5.2 Thesis contributions
The work that has been carried out in the context of this thesis has provided two
main contributions in the fields of computational biomechanics and numerical
simulation.
On the one hand, it has been proven that PGD computational vademecums
can be efficiently used as reduced order bases à la POD. The combination of
these reduced bases with XFEM techniques allows the real-time simulation of
the process of cutting. On the other hand, it has also been proven that com-
putational vademecums can be conveniently coupled with POD techniques to
reduce multi-parametric systems of great dimensions, such as those obtained
by the equations of continuum damage mechanics. These vademecums can be
implemented, in the context of an explicit incremental formulation, to simulate
the tearing of soft tissues in real-time.
However, other research works (not necessarily related to the real-time simu-
lation of surgery) have been carried out during the doctoral period of the author
to prove the suitability of PGD in certain fields of applied mathematics and
engineering. These works encompass the solution of problems with high-order
differential operators [185], the development of applications for augmented learn-




The design of full second-generation computer-based surgical simulators is a task
that can be as unbounded as the living organs they simulate. This thesis has
shown that the simulation of the most common invasive surgical interactions
can be achieved using PGD. However, there are matters that remain open for
further research.
For instance, with regard to cutting, the extreme cases in which cutting
leads to dissection have not been studied. Such a study did not need to be
carried out in the example of the corneal surgery, since the developed simu-
lator is intended for training surgeons in the particular intervention of radial
keratotomy, where no dissection is possible. Nevertheless, these kind of studies
may be interesting to make the method exportable to other organs or surgical
procedures.
Concerning tearing, the implemented method has been developed using a
simplified model of damage, which has been very useful to verify its correct
operation. Now that this verification has been positively conducted, a complete
implementation of the damage model (which includes the damage field h into the
parametrisation of the computational vademecum) should be obtained. Aside
from this, a more detailed treatment of the resection process would also be
interesting to analyse.
In general, future full developments of these simulators may demand the im-
plementation of several interactions simultaneously; for example, cutting, tear-
ing, and suturing tissues in the same session, and not as separate actions as they
are at present. It may be convenient to devise some kind of strategy to handle
these demands.
As a final remark, although the evolution of computer-based surgical simula-
tors was established by Satava, twenty years ago, as a sequence of five generations
(see § 1.1.3.2), this prediction may not be fulfilled if clinical practice demands
other needs. For example, it seems much more relevant that surgeons train and
plan surgical procedures using real patient avatars (i. e. computational patient-
specific models of organs) [25], rather than using extremely detailed but generic
fifth-generation models.
5.4 Publications
As a result of the research conducted throughout the doctoral period, several
articles have been published in journals, and in proceedings of national and inter-
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national conferences, as well as posters and book chapters. These publications
are detailed below.
5.4.1 Journal publications
1. Quesada, C., González, D., Alfaro, I., Cueto, E., & Chinesta, F. (2016).
Computational vademecums for real‐time simulation of surgical cutting in
haptic environments. International Journal for Numerical Methods in En-
gineering.
2. Quesada, C., González, D., Alfaro, I., Cueto, E., Huerta, A., & Chinesta, F.
(2015). Real-time simulation techniques for augmented learning in science
and engineering. The Visual Computer, 1–15.
3. Quesada, C., Xu, G., González, D., Alfaro, I., Leygue, A., Visonneau,
M., … & Chinesta, F. (2015). Un método de descomposición propia genera-
lizada para operadores diferenciales de alto orden. Revista Internacional de
Métodos Numéricos para Cálculo y Diseño en Ingeniería, 31(3), 188–197.
4. González, D., Alfaro, I., Quesada, C., Cueto, E., & Chinesta, F. (2015).
Computational vademecums for the real-time simulation of haptic collision
between nonlinear solids. Computer Methods in Applied Mechanics and
Engineering, 283, 210-223.
A fifth article about the tearing of soft tissues described in chapter 4 (Quesada,
C., Alfaro, I., González, D., & Chinesta, F., Cueto, E. Haptic simulation of
tissue tearing during surgery) is pending publication.
5.4.2 Conference papers
5. Carlos Quesada, Iciar Alfaro, David Gonzalez, Elias Cueto, & Francisco
Chinesta (2016). Model order reduction of initial value problems. In 12th
World Congresses on Computational Mechanics (WCCM XII). Seoul, South
Korea
6. Carlos Quesada, David González, Icíar Alfaro, Elías Cueto, & Francisco
Chinesta (2015). Real-time simulation of surgical cutting in haptic en-
vironments using computational vademecums. In Congress on Numerical
Methods in Engineering (CMN 2015). Lisbon, Portugal.
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7. Carlos Quesada, David González, Icíar Alfaro, Elías Cueto, & Francisco
Chinesta (2015). Real-time simulation of surgical cutting in haptic environ-
ments using computational vademecums. In 2nd Joint Thematic Workshop
CSMA-SEMNI. Biarritz, France.
8. Carlos Quesada, Icíar Alfaro, David González, Elías Cueto, & Francisco
Chinesta (2015). Real-time simulation of surgical cutting in haptic envi-
ronments using computational vademecums. In IV Jornada de Jóvenes
Investigadores I3A. Zaragoza, Spain.
9. C. Quesada, D. González, I. Alfaro, E. Cueto, & F. Chinesta (2014). Sim-
ulación del corte quirúrgico en tiempo real mediante PGD. In XXXII Con-
greso Anual de la Sociedad Española de Ingeniería Biomédica (CASEIB
2014). Barcelona, Spain.
10. C. Quesada, D. González, I. Alfaro, E. Cueto, & F. Chinesta (2014). Real-
time simulation of surgical cutting using PGD. In 11th World Congress on
Computational Mechanics (WCCM XI). Barcelona, Spain
11. C. Quesada, I. Alfaro, D. González, & E. Cueto (2013). A new generation
of real-time simulation techniques. In II Jornada de Jóvenes Investigadores
I3A. Zaragoza, Spain.
5.4.3 Poster communications
12. C. Quesada, D. González, I. Alfaro, & E. Cueto (2013). PGD approxima-
tions for high-order problems. In 2nd International Workshop on Reduced
Basis, POD and PGD Model Reduction Techniques. Blois, France.
5.4.4 Book chapters
13. Gonzalez, D., Alfaro, I., Quesada, C., Cueto, E., & Chinesta, F. (2015).
Vademecums for Real-Time Computational Surgery. In Computational
Biomechanics for Medicine (pp. 3-12). Springer International Publishing.
14. Quesada, C., Alfaro, I., González, D., Cueto, E., & Chinesta, F. (2014,
October). PGD-Based Model Reduction for Surgery Simulation: Solid Dy-
namics and Contact Detection. In International Symposium on Biomedical







En esta tesis, se han desarrollado dos estrategias novedosas para la simulación
en tiempo real de dos interacciones muy comunes en la sala de operaciones,
como son el corte y el rasgado (o desgarro) de tejidos blandos. Estas estrategias
se basan en el uso de técnicas de reducción de modelos, principalmente la Des-
composición Propia Generalizada (PGD), que se ha utilizado ampliamente en su
forma de vademécum computacional, esto es, una solución general a un problema
paramétrico de altas dimensiones que se puede evaluar a gran velocidad.
Los simuladores han demostrado ser muy beneficiosos tanto para el apren-
dizaje y desarrollo de habilidades quirúrgicas como para su transferencia a la
práctica clínica. Los simuladores quirúrgicos tradicionales, como animales vivos
o cadáveres humanos, proporcionan un ambiente de trabajo realista. Sin em-
bargo, las desventajas que presentan (altos costes, mantenimiento complejo,
acceso a instalaciones especiales, cuestiones ético-culturales, etc.) convierten a
los simuladores quirúrgicos por ordenador en una alternativa atractiva, la cual
ha suscitado un gran interés en los últimos años.
Sin embargo, la simulación quirúrgica por ordenador todavía se encuentra en
una fase inicial. Durante los primeros años de su desarrollo, los simuladores no
cumplían con el nivel mínimo de realismo por dos razones fundamentales: la
potencia de cálculo era muy limitada y faltaban por desarrollar algoritmos con
cierta base física. Por el contrario, durante la última década, el desarrollo de
métodos numéricos basados en mecánica computacional ha permitido la sim-
ulación en tiempo real de deformaciones utilizando leyes constitutivas simples
para modelar los órganos. Asimismo, otras interacciones quirúrgicas invasivas,




Los vademécums computacionales proporcionados por la PGD han demos-
trado ser, por sí mismos, una herramienta muy eficiente para la simulación
de deformaciones de materiales constitutivos lineales y no lineales, pero no se
habían utilizado hasta ahora para simular otras interacciones quirúrgicas. En
esta tesis, PGD aparece en combinación con otros métodos numéricos y técnicas
de reducción de modelos para conseguir la simulación en tiempo real del corte
y el rasgado de tejidos blandos.
En primer lugar, se estudia un método para la simulación del corte quirúr-
gico de tejidos blandos. Es válido para entornos hápticos, los cuales requieren
tiempos de respuesta de 500–1 000 Hz, y combina vademécums computacionales
obtenidos con PGD con técnicas XFEM en un marco de trabajo multiescala. La
simulación realista en tiempo real del corte quirúrgico es una fuente importante
de dificultades, ya que exige modificar la geometría y la topología del dominio
y de su malla asociada sin penalizar el tiempo de cálculo.
La idea clave para lograr este objetivo consiste en precalcular, en una etapa
off-line, el vademécum de un órgano para cada posible localización de una carga
aplicada (obteniéndose así una solución continua). Además, todos los desplaza-
mientos generados por el corte de cada nodo de la superficie accesible del mode-
lo, para cualquier posible orientación de los cortes, también se calculan off-line
utilizando técnicas XFEM (obteniéndose así un conjunto de soluciones discon-
tinuas). A continuación, en la etapa interactiva on-line, la solución continua se
utiliza como una base reducida, que se enriquece con las soluciones discontin-
uas necesarias, para obtener la solución del modelo cortado. Desde un punto
de vista práctico, la fase on-line sólo implica el cálculo de un sistema de ecua-
ciones matricial sencillo que se puede resolver muy rápido. La manera en que
las soluciones discontinuas se combinan para simular cortes largos (aquellos que
implican dos o más nodos), viene dada por el denominado cracking node method.
Se ha desarrollado y analizado una aplicación para la simulación de cirugía
corneal (en particular, la intervención conocida como queratotomía radial). La
córnea se ha modelado como un material elástico lineal y se ha sometido a dife-
rentes patrones de incisiones radiales. Se proporcionan dos enfoques diferentes
para abordar la solución (las formulaciones PRB y SRB), en función de si el
vademécum computacional se particulariza para una posición de carga antes de
su proyección o no. Los errores obtenidos han sido bajos y los tiempos de cálculo
se encontraban dentro de los límites especificados para dispositivos hápticos.
En segundo lugar, también se ha desarrollado la simulación en tiempo real
del rasgado de tejidos blandos. Esto se consigue mediante el cálculo de un
vademécum obtenido con PGD para una ecuación paramétrica basada en la
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teoría de mecánica de daño continuo. Para simplificar el cálculo de los campos
de daño, y con el fin de reducir el número de parámetros, se han incorporado
al vademécum técnicas POD de reducción de modelos. El aspecto fundamental
de este enfoque consiste en la aplicación del vademécum en el marco de una
formulación explícita incremental como si de una especie de integrador temporal
se tratase. Es decir, como un sistema realimentado en el que las salidas son las
condiciones iniciales con las que se calculan las nuevas entradas.
Este método se aplica para simular, en tiempo real, la extirpación de tejido
adiposo visceral de las paredes de la vesícula biliar. Tanto la grasa como la
vesícula biliar se han modelado como un material elástico lineal, aunque teniendo
en cuenta diferentes parámetros de los materiales para cada uno de ellos. Se han
obtenido excelentes resultados que cumplen con todas las expectativas: se ha
conseguido la ejecución háptica en tiempo real, se han generado bajos niveles de
error y las sensaciones percibidas son realistas.
En resumen, el uso de estrategias basadas en vademécums computacionales
basados en PGD, en combinación con otras técnicas de apoyo, ha demostrado
ser un método atractivo para hacer frente a la simulación en tiempo real de
interacciones quirúrgicas, y allana el camino hacia el desarrollo de futuras gen-
eraciones de simuladores, cuya complejidad se centrará en aspectos fisiológicos,
microanatómicos y bioquímicos.
A.2 Contribuciones de la tesis
El trabajo que se ha llevado a cabo en el contexto de esta tesis ha proporcionado
dos contribuciones principales en los campos de la biomecánica computacional
y la simulación numérica.
Por un lado, se ha demostrado que los vademecums computacionales basados
en PGD se pueden utilizar eficientemente como bases de orden reducido «a la
POD». La combinación de estas bases reducidas con técnicas XFEM permite la
simulación en tiempo real del proceso de corte. Por otra parte, también se ha
demostrado que los vademécums computacionales se pueden acoplar convenien-
temente con técnicas POD para reducir sistemas multiparamétricos de grandes
dimensiones, como los obtenidos por las ecuaciones de la mecánica de daño
continuo. Estos vademécums se pueden implementar, en el contexto de una
formulación incremental explícita, para simular el rasgado de tejidos blandos en
tiempo real.
Sin embargo, también se han llevado a cabo, durante el período de doctorado
del autor, otros trabajos de investigación (no necesariamente relacionados con
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la simulación quirúrgica en tiempo real) para probar la idoneidad de PGD en
ciertos campos de matemática aplicada e ingeniería. Estos trabajos abarcan
la solución de problemas con operadores diferenciales de alto orden [185], el
desarrollo de aplicaciones para el aprendizaje aumentado [186], y la detección
de contacto entre sólidos deformables [187].
A.3 Trabajo futuro
El diseño de simuladores quirúrgicos completos de segunda generación es una
tarea muy ambiciosa que puede ser tan ilimitada como los órganos vivos que se
simulan. Esta tesis ha demostrado que PGD permite conseguir la simulación
de las interacciones quirúrgicas invasivas más comunes. Sin embargo, todavía
queda trabajo abierto para futuras investigaciones.
Por ejemplo, con respecto al corte, los casos extremos en los que éste lleva
a la disección completa del tejido no se han estudiado. Tal estudio no ha sido
necesario en el ejemplo de la cirugía corneal, ya que el simulador desarrollado
está destinado a entrenar a cirujanos en la intervención particular de la querato-
tomía radial, donde la disección no es posible. Sin embargo, este tipo de estudios
puede ser interesante para que el método sea exportable a otros órganos o pro-
cedimientos quirúrgicos.
En cuanto al rasgado, el método implementado se ha desarrollado utilizando
un modelo simplificado de daño, que ha sido muy útil para verificar su correcto
funcionamiento. Una vez que la verificación es positiva, se debe obtener una
implementación completa del modelo de daño que incluya el campo de daño h
en la parametrización del vademécum computacional. Además, también sería
interesante analizar con más detalle el proceso de resección.
En general, futuros desarrollos completos de este tipo de simuladores pueden
requerir la implementación de varias interacciones al mismo tiempo; por ejem-
plo, cortar, rasgar y suturar tejidos en una misma sesión, y no como acciones
separadas, que es como se hace en la actualidad. Podría ser conveniente idear
algún tipo de estrategia para gestionar estos casos.
Como última observación, aunque la evolución de los simuladores quirúrgicos
por ordenador fue establecida por Satava hace veinte años como una secuencia de
cinco generaciones (véase § 1.1.3.2), esta predicción puede no llegar a cumplirse
si la práctica clínica tiene otras necesidades. Por ejemplo, parece mucho más
relevante que los cirujanos entrenen y planifiquen los procedimientos quirúrgicos
usando avatares reales del paciente (esto es, modelos de órganos por ordenador
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específicos para cada paciente) [25], en lugar de utilizar un modelo de quinta
generación extremadamente detallado pero genérico.
A.4 Publicaciones
Como resultado de la investigación realizada a lo largo del período doctoral, se
han publicado varios artículos y capítulos de libros, y se han realizado varias
contribuciones en congresos nacionales e internacionales, tanto orales como en
formato póster. Todas ellas se detallan a continuación.
A.4.1 Revistas
1. Quesada, C., González, D., Alfaro, I., Cueto, E., & Chinesta, F. (2016).
Computational vademecums for real?time simulation of surgical cutting in
haptic environments. International Journal for Numerical Methods in En-
gineering.
2. Quesada, C., González, D., Alfaro, I., Cueto, E., Huerta, A., & Chinesta, F.
(2015). Real-time simulation techniques for augmented learning in science
and engineering. The Visual Computer, 1–15.
3. Quesada, C., Xu, G., González, D., Alfaro, I., Leygue, A., Visonneau,
M., … & Chinesta, F. (2015). Un método de descomposición propia genera-
lizada para operadores diferenciales de alto orden. Revista Internacional de
Métodos Numéricos para Cálculo y Diseño en Ingeniería, 31(3), 188–197.
4. González, D., Alfaro, I., Quesada, C., Cueto, E., & Chinesta, F. (2015).
Computational vademecums for the real-time simulation of haptic collision
between nonlinear solids. Computer Methods in Applied Mechanics and
Engineering, 283, 210-223.
Está pendiente de publicación un quinto artículo sobre el rasgado de tejidos
blandos descrito en el capítulo 4 de esta tesis (Quesada, C., Alfaro, I., González,
D., & Chinesta, F., Cueto, E. Haptic simulation of tissue tearing during surgery).
A.4.2 Congresos
5. Carlos Quesada, Iciar Alfaro, David Gonzalez, Elias Cueto, & Francisco
Chinesta (2016). Model order reduction of initial value problems. In 12th
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World Congresses on Computational Mechanics (WCCM XII). Seoul, South
Korea
6. Carlos Quesada, David González, Icíar Alfaro, Elías Cueto, & Francisco
Chinesta (2015). Real-time simulation of surgical cutting in haptic en-
vironments using computational vademecums. In Congress on Numerical
Methods in Engineering (CMN 2015). Lisbon, Portugal.
7. Carlos Quesada, David González, Icíar Alfaro, Elías Cueto, & Francisco
Chinesta (2015). Real-time simulation of surgical cutting in haptic environ-
ments using computational vademecums. In 2nd Joint Thematic Workshop
CSMA-SEMNI. Biarritz, France.
8. Carlos Quesada, Icíar Alfaro, David González, Elías Cueto, & Francisco
Chinesta (2015). Real-time simulation of surgical cutting in haptic envi-
ronments using computational vademecums. In IV Jornada de Jóvenes
Investigadores I3A. Zaragoza, Spain.
9. C. Quesada, D. González, I. Alfaro, E. Cueto, & F. Chinesta (2014). Sim-
ulación del corte quirúrgico en tiempo real mediante PGD. In XXXII Con-
greso Anual de la Sociedad Española de Ingeniería Biomédica (CASEIB
2014). Barcelona, Spain.
10. C. Quesada, D. González, I. Alfaro, E. Cueto, & F. Chinesta (2014). Real-
time simulation of surgical cutting using PGD. In 11th World Congress on
Computational Mechanics (WCCM XI). Barcelona, Spain
11. C. Quesada, I. Alfaro, D. González, & E. Cueto (2013). A new generation
of real-time simulation techniques. In II Jornada de Jóvenes Investigadores
I3A. Zaragoza, Spain.
A.4.3 Comunicaciones póster
12. C. Quesada, D. González, I. Alfaro, & E. Cueto (2013). PGD approxima-
tions for high-order problems. In 2nd International Workshop on Reduced
Basis, POD and PGD Model Reduction Techniques. Blois, France.
A.4.4 Capítulos de libros
13. Gonzalez, D., Alfaro, I., Quesada, C., Cueto, E., & Chinesta, F. (2015).
Vademecums for Real-Time Computational Surgery. In Computational
Biomechanics for Medicine (pp. 3-12). Springer International Publishing.
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14. Quesada, C., Alfaro, I., González, D., Cueto, E., & Chinesta, F. (2014,
October). PGD-Based Model Reduction for Surgery Simulation: Solid Dy-
namics and Contact Detection. In International Symposium on Biomedical
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