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A SECOND-QUANTIZED KOLMOGOROV-CHENTSOV THEOREM
ABDELMALEK ABDESSELAM
Dedicated to the memory of Roland Se´ne´or (1938–2016)
Abstract. We establish a direct connection between two fundamental topics: one in prob-
ability theory and one in quantum field theory. The first topic is the problem of pointwise
multiplication of random Schwartz distributions which has been the object of recent progress
thanks to Hairer’s theory of regularity structures and the theory of paracontrolled distri-
butions introduced by Gubinelli, Imkeller and Perkowski. The second topic is Wilson’s
operator product expansion which is a general property of models of quantum field theory
and a cornerstone of the bootstrap approach to conformal field theory. Our main result is
a general theorem for the almost sure construction of products of random distributions by
mollification and suitable additive as well as multiplicative renormalizations. The hypoth-
esis for this theorem is the operator product expansion with precise bounds for pointwise
correlations. We conjecture these bounds to be universal features of quantum field theories
with gapped dimension spectrum. Our theorem can accommodate logarithmic corrections,
anomalous scaling dimensions and even lack of translation invariance. However, it only
applies to fields with short distance singularities that are milder than white noise. As an
application, we provide a detailed treatment of a scalar conformal field theory of mean field
type, i.e., the fractional massless free field also known as the fractional Gaussian field.
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1. Introduction
1.1. The problem of pointwise multiplication for Schwartz distributions. As is well-
known, the pointwise multiplication of Schwartz distributions is, in general, impossible [99].
In accordance with the intuition expressed in [97, p. 115], any deterministic theorem to this
effect must involve a “compensation principle”. Namely, the regularity of one of the factors
must compensate for the other’s lack of regularity. Ho¨rmander’s celebrated theorem [62,
Theorem 8.2.10] using wave front sets is a beautiful implementation of this compensation
principle, in a direction-wise manner. Another instance of this principle is the multiplication
theorem in [13, §2.8.1] which uses Bony’s paraproducts [19]. Let Cα(Rd) denote the inhomo-
geneous Besov space Bα∞,∞(R
d). Then the product of smooth functions continuously extends
to Cα(Rd)×Cβ(Rd), provided α+β > 0 holds. In this article, however, the main issue being
addressed is the problem of multiplication of random Schwartz distributions which live in the
generalized Ho¨lder spaces Cα(Rd) with α negative. Random distributions are not so nice as
to sit in relation to each other in a way that satisfies a compensation principle which would
allow one to multiply them via such a deterministic theorem. A particularly unfavorable
case is when the two factors are the same, i.e., one is trying to take the square (or higher
powers) of a random distribution. The probabilistic setting thus brings extra difficulties, but
it also comes with a precious advantage: one does not have to multiply all distributions but
only almost all of them in the sense of the underlying probability measure. One only has to
aim for a pathwise and pointwise multiplication. For a long time, the only know rigorous
method for doing this was the Wick product construction (see, e.g., [102], [104, §V.1], [45,
§8.5] or [26, 31]). In the last few years, however, there has been tremendous advances on this
problem which go far beyond the Wick product method. Notable examples of such advances
are the theory of regularity structures [49] and the theory of paracontrolled distributions [47]
which both take their inspiration in the theory of rough paths [76]. The main result of this
article is a very general theorem for pointwise and pathwise multiplication of random distri-
butions which can be seen as a useful complement to these two recent theories. Indeed, our
result shows that at the heart of the problem is one of deepest aspects of quantum field the-
ory (QFT): Wilson’s operator product expansion (OPE). The latter was discovered in [111]
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and first appeared in published form in [20] (see also [92, 65, 66]). For a presentation of the
OPE from a physical perspective and also aimed towards a mathematical audience, see [114,
Lecture 3].
For concreteness, let us consider the simplest instance of the problem of pointwise and
pathwise multiplication of random distributions: the squaring of the fractional massless free
field (FMFF) also known as fractional Gaussian field [74]. Let C denote the continuous
bilinear form on the Schwartz space S(Rd) of rapidly decaying smooth functions defined by
C(f, g) =
1
(2π)d
∫
Rd
dξ
f̂(ξ)ĝ(ξ)
|ξ|d−2[φ]
where [φ] ∈ (0,∞) is a parameter called the scaling dimension of the field φ. Note that in this
article we will write integrals as above, i.e., with the volume element preceding rather than
following the integrand. This is hardly avoidable when integrands take several lines to write,
as will be the case in this article. Also, we simply write dξ instead of ddξ as the dimensionality
will be clear from the context. Our Fourier transform normalization convention is
f̂(ξ) =
∫
Rd
dx e−iξ·xf(x) .
By the Bochner-Minlos Theorem, there is a unique probability measure P on the space of
temperate distributions S ′(Rd) such that
E eiφ(f) = exp
(
−1
2
C(f, f)
)
for all test functions f ∈ S(Rd). We use φ to denote the random distribution in S ′(Rd).
Here the (canonical) probability space is (Ω,F ,P) with Ω = S ′(Rd) equipped with F =
Borel(S ′(Rd)). In contrast to the treatment in [104, 45], our point of view (which follows [35])
is to see S ′(Rd) as a topological space when endowed with the strong topology. Note that,
depending on what is most convenient, we will use φ(f) or 〈φ, f〉 for the duality pairing
between a distribution φ and a test function f . We will however avoid writing the formal
integral
∫
Rd
dx φ(x)f(x). When discussing the theory of kernels, involving several sets of
variables, it is necessary to employ notation of this kind which names yet shames integration
variables with the epithet “dummy”. Instead, we will use:
〈φ(x), f(x)〉x
together with the subscript notation introduced by Schwartz for function spaces. For exam-
ple, the distribution φ(x) is said to belong to S ′x(Rd) in order to emphasize the name of the
variable.
In order to define the pointwise square “φ2(x)”, the most direct approach is to use a
mollifier. Take ρUV or simply ρ to be a function in S(Rd) such that
∫
Rd
dx ρ(x) = 1. Fix
L > 1 and for, r ∈ Z, define the rescaled function ρr(x) = L−rdρ(L−rx). The convolution
φ ∗ ρr is well defined in a pointwise manner and gives us an opportunity to practice the
previous notation. Indeed, by definition, (φ ∗ ρr)(x) = 〈φ(y), ρr(x − y)〉y. The result is a
function in OM,x(Rd). Here, OM denotes the space of temperate smooth functions. It is
defined by
OM(Rd) = {f ∈ C∞(Rd) | ∀α ∈ Nd, ∃k ∈ N, ∃K > 0, ∀x ∈ Rd, |∂αf(x)| ≤ K〈x〉k} .
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For our notations we use the Bourbaki convention N = {0, 1, 2, . . .}. We denote the Euclidean
norm of a vector x ∈ Rd by |x|, and we write 〈x〉 =√1 + |x|2 for its “inhomogeneous norm”.
For U an open subset of Rd, we of course use C∞(U) to denote the space of (real-valued)
smooth functions on U . We remark in passing that (φ ∗ ρr)(x) in fact belongs to the smaller
space OC [63, Proposition 7, p. 420] but we will not use this here. Since (φ ∗ ρr)(x)
converges to φ(x) in S ′x(Rd) when r → −∞, it is natural to try to define the square of φ as
the distribution φ2 whose action on a test function f would be given by
φ2(f) = lim
r→−∞
∫
Rd
dx [(φ ∗ ρr)(x)]2 f(x) .
While the integral makes perfect sense, unfortunately, the limit usually does not. Neverthe-
less, one can define a suitable smeared square φ2(f) for any [φ] > 0 as a Hida distribution [10]
(see [102] for a related result). The outcome, however, is in general not a true random vari-
able or function on Ω = S ′(Rd) but a “second-quantized Schwartz distribution” [53, Ch. 8]
(see also [54] and [70]). It is to L2(Ω,F ,P) what a Schwartz distribution is to L2(Rd). By
a “second-quantized” Kolmogorov-Chentsov regularity result, we mean showing that what
a priori is such a generalized functional of the field φ is in fact a true random variable. In
the simple example under consideration, it is easy to show that if [φ] ∈ (0, d
4
)
, then such a
second-quantized regularity holds. Indeed, if one recenters the distribution-valued random
variable [(φ ∗ ρr)(x)]2 ∈ OM,x(Rd) ⊂ S ′x(Rd), then the desired limit exists. Namely, the
correct (Wick) square φ2 or rather : φ2 : is given by
: φ2 : (f) = lim
r→−∞
∫
Rd
dx
(
[(φ ∗ ρr)(x)]2 − E [(φ ∗ ρr)(x)]2
)
f(x) (1)
with convergence in every Lp(Ω,F ,P), p ≥ 1, and almost surely. This is the simplest case
of the Wick product construction.
Let us revisit this simple example in a way that gives the OPE flavor of our general
theorem. When [φ] ∈ (0, d
2
)
, then one has a pointwise representation for the covariance C,
i.e.,
C(f, g) =
∫
R2d
dx dy 〈φ(x)φ(y)〉 f(x)g(y)
where the pointwise correlation 〈φ(x)φ(y)〉 is defined outside the diagonal by
〈φ(x)φ(y)〉 = κ|x− y|2[φ] with κ = π
d
2 × 22[φ] × Γ ([φ])
Γ
(
d
2
− [φ])
as shown, e.g., in [44, p. 193]. If now one considers a higher order moment, say a fourth
order one,
E [φ(f1)φ(f2)φ(f3)φ(f4)] = C(f1, f2)C(f3, f4) + C(f1, f3)C(f2, f4) + C(f1, f4)C(f2, f3)
for f1, . . . , f4 ∈ S(Rd), then one also has a pointwise representation
E [φ(f1)φ(f2)φ(f3)φ(f4)] =∫
R4d
dx1 dx2 dx3 dx4 〈φ(x1)φ(x2)φ(x3)φ(x4)〉 f1(x1)f2(x2)f3(x3)f4(x4)
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featuring the pointwise correlation
〈φ(x1)φ(x2)φ(x3)φ(x4)〉 =
κ2
|x1 − x2|2[φ]|x3 − x4|2[φ] +
κ2
|x1 − x3|2[φ]|x2 − x4|2[φ] +
κ2
|x1 − x4|2[φ]|x2 − x3|2[φ] .
Note that, in this discussion, our pointwise correlations are seen as ordinary functions on
the open subset of Rnd where the points x1, . . . , xn ∈ Rd are distinct. The integrals above
are also on this open subset. Define (again at non-coinciding points) the new function
〈 : φ2 : (x1) φ(x2)φ(x3)〉 = 2κ
2
|x1 − x2|2[φ]|x1 − x3|2[φ] .
Then one has the asymptotic behavior
〈φ(x1)φ(x2)φ(x3)φ(x4)〉 = 〈φ(x1)φ(x2)〉〈φ(x3)φ(x4)〉+ 〈 : φ2 : (x2) φ(x3)φ(x4)〉+ o (1)
when x1 → x2 while the three points x2, x3, and x4 are fixed. This is the simplest instance
of Wilson’s OPE which here would say that, “inside correlations”, one has
φ(x1)φ(x2) = C1lφφ(x1, x2)× 1 + Cφ
2
φφ(x1, x2) : φ
2 : (x2) + o(1)
with
C1lφφ(x1, x2) =
κ
|x1 − x2|2[φ] and C
φ2
φφ(x1, x2) = 1 .
Our theorem shows how such an OPE, with precise bounds on the remainder, allows one to
establish convergence in Lp and almost surely for suitably renormalized products as in (1).
We do this in a vast setting which can handle Gaussian and non-Gaussian measures, massive
and massless fields, anomalous scaling dimensions, logarithmic corrections, finite degeneracy
in the dimension spectrum, as well as lack of translation invariance. Much notation and
machinery needs to be introduced before stating our theorem precisely in §1.10. This is
provided in the following sections. The general introduction will then resume in §1.11 which
includes a discussion of related work.
1.2. Abstract systems of pointwise correlations. Let A be a finite set which we will
call an alphabet and will serve to label fields. Define the big diagonal
Diagn = {(x1, . . . , xn) ∈ (Rd)n| ∃i 6= j, xi = xj}
and the configuration space
Confn = (R
d)n\Diagn .
An abstract system of pointwise correlations consists in specifying for all n ≥ 0 and
A1, . . . , An ∈ A an element of C∞(Confn) denoted by
〈OA1(x1) · · ·OAn(xn)〉 .
This is a purely symbolic notation. No constituent of the formula has meaning by itself and
the whole simply is some smooth function of the tuple (x1, . . . , xn).
We impose that the degenerate n = 0 case is taken care of by setting 〈∅〉 = 1.
We assume symmetry, namely,
〈OAσ(1)(xσ(1)) · · ·OAσ(n)(xσ(n))〉 = 〈OA1(x1) · · ·OAn(xn)〉 (2)
for all permutations σ ∈ Sn.
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We assume A contains a distinguished element 1l having the following “forgetful” property.
For all n ≥ 0, and A1, . . . , An in A we have
〈O1l(z)OA1(x1) · · ·OAn(xn)〉 = 〈OA1(x1) · · ·OAn(xn)〉 (3)
for all (z, x1, . . . , xn) ∈ Confn+1.
1.3. Multilinear multilocal enhancement. For n ≥ 0, let Vn be the free module over
the algebra C∞(Confn) with basis An. A basis element indexed by (A1, . . . , An) ∈ An will
be symbolically denoted by OA1 ⊗ · · · ⊗ OAn . Each P ∈ Vn has a unique expression as
P =
∑
(A1,...,An)∈An
fA1,...,An OA1 ⊗ · · · ⊗ OAn
where the fA1,...,An are in C
∞(Confn). To any P ∈ Vn we associate a function 〈P 〉 ∈
C∞(Confn). Namely, it is the function (x1, . . . , xn) 7→ 〈P (x1, . . . , xn)〉 where, by definition,
〈P (x1, . . . , xn)〉 =
∑
(A1,...,An)∈An
fA1,...,An(x1, . . . , xn) 〈OA1(x1) · · ·OAn(xn)〉 .
The latter is not necessarily symmetric in the arguments xi, 1 ≤ i ≤ n. Note that one can
give meaning to P (x1, . . . , xn) as a C
∞ function Confn → RAn but we will not use this point
of view. For P ∈ Vm and Q ∈ Vn we define their concatenation P ⊗Q ∈ Vm+n by
P ⊗Q =
∑
(A1,...,Am+n)∈Am+n
(fA1,...,Am ⊗ gAm+1,...,Am+n) OA1 ⊗ · · · ⊗ OAm+n
if
P =
∑
(A1,...,Am)∈Am
fA1,...,Am OA1 ⊗ · · · ⊗ OAm
and
Q =
∑
(B1,...,Bn)∈An
gB1,...,Bn OB1 ⊗ · · · ⊗ OBn
where we used the notation (f ⊗ g)(x1, . . . , xm+n) = f(x1, . . . , xm)g(xm+1, . . . , xm+n) for
f ∈ C∞(Confm) and g ∈ C∞(Confn). We will use the notation
〈P (x1, . . . , xm)Q(xm+1, . . . , xm+n)〉 = 〈(P ⊗Q)(x1, . . . , xm+n)〉 (4)
for the evaluation of 〈P ⊗Q〉 ∈ C∞(Confm+n) on the argument (x1, . . . , xm+n), and similarly
for higher products 〈P1⊗· · ·⊗PN〉. The latter are unambiguously defined since concatenation
is associative. However, concatenation is not commutative: in general P ⊗Q 6= Q⊗ P and
also the smooth functions of the argument (x1, . . . , xm+n) given by 〈P ⊗Q〉 and 〈Q⊗P 〉 are
different. Because of the symmetry (2), one has instead 〈P ⊗ Q〉 = 〈Q⊗ P 〉 ◦ τ where τ is
the “braiding map” given by
τ(x1, . . . , xm, xm+1, . . . , xm+n) = (xm+1, . . . , xm+n, x1, . . . , xm) .
Nevertheless, if for instance P,Q,R belong to V2 then
〈P (x1, y1)Q(x2, y2)R(x3, y3)〉 = 〈R(x3, y3)Q(x2, y2)P (x1, y1)〉
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and similarly for other permutations in S3. This is the point of the notation (4): braiding
maps take care of themselves. As a result, if P1, . . . , PN are say in V2,〈
N∏
i=1
Pi(xi, yi)
〉
is an unambiguously defined function of the x and y arguments. There is no need to indicate
an order in which the product must be written. Finally, note that there is a clear notion
of subsystem of pointwise correlations corresponding to a subset A′ of the alphabet A and
obtained by only keeping data concerning labels A in A′.
1.4. OPE structure. An OPE structure consists of an abstract system of pointwise cor-
relations together with some extra data. To A ∈ A we associate a number [A] ∈ R called
the scaling dimension of the field labeled by A. We impose [1l] = 0. For ∆ ∈ R, we let
A(∆) = {A ∈ A | [A] ≤ ∆}. We assume that for each triple (A,B,C) ∈ A3 we have an
element CCAB in C∞(Conf2) thus giving rise to a smooth function CCAB(x, y) of (x, y) ∈ Conf2.
An OPE structure is what is needed in order to formulate physicists’s statements that if one
fixes a number ∆ then the “operators” OA, A ∈ A , satisfy an operator product expansion
OA(x)OB(y) =
∑
C∈A(∆)
CCAB(x, y)OC(y) + o(|x− y|∆−[A]−[B]) (5)
“inside correlations”. A precise statement corresponding to such intuition is that, for all
n ≥ 0 and D1, . . . , Dn in A and all fixed (y, z1, . . . , zn) ∈ Confn+1, we have
〈OA(x)OB(y)OD1(z1) · · ·ODn(zn)〉 =∑
C∈A(∆)
CCAB(x, y)〈OC(y)OD1(z1) · · ·ODn(zn)〉+ o(|x− y|∆−[A]−[B])
when taking the limit x→ y. The very easy example from §1.1 corresponds to A = {1l, φ, φ2}
and ∆ = [φ2] = 2[φ]. The nontriviality of the mathematical statement embodied in Wil-
son’s OPE resides in the independence of the shape of this asymptotic expansion from the
number n and labels D1, . . . , Dn as well as positions z1, . . . , zn for the “spectator fields”
OD1(z1), . . . ,ODn(zn).
The multilinear multilocal enhancement of §1.3 allows a more elegant rephrasing as
〈OPE(x, y) OD1(z1) · · ·ODn(zn)〉 = o(|x− y|∆−[A]−[B])
where OPE ∈ V2 is defined by
OPE = OA ⊗OB −
∑
C∈A(∆)
CCAB O1l ⊗OC . (6)
Note that a subset A′ ⊂ A also defines in an obvious manner a sub-OPE structure.
1.5. Probabilistic incarnations. Suppose that our system of pointwise correlations is such
that all smooth functions 〈OA1(x1) · · ·OAn(xn)〉 are locally integrable on Diagn and have
suitable moderate growth at infinity so the integrals∫
Confn
n∏
i=1
dxi f(x1, . . . , xn) 〈OA1(x1) · · ·OAn(xn)〉
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converge absolutely for all test functions f ∈ S(Rnd). Then it makes sense to talk about what
we call a probabilistic incarnation. It is given by a (not necessarilty complete) probability
space (Ω,F ,P) together with S ′(Rd)-valued random variables OA, A ∈ A such that for all
f ∈ S(Rd), the real-valued random variable OA(f) has moments of all orders and for all
n ≥ 0, A1, . . . , An ∈ A and all f1, . . . , fn ∈ S(Rd) one has
E [OA1(f1) · · ·OAn(fn)] =
∫
Confn
n∏
i=1
dxi f1(x1) · · ·fn(xn) 〈OA1(x1) · · ·OAn(xn)〉 .
We used the same notation OA on both sides of the equation but there is no risk of confu-
sion. If OA appears in a formula with the expectation symbol E then we mean an honest
distribution-valued random variable from the probabilistic incarnation. If not, then we mean
a constituent symbol participating in the definition of a pointwise correlation. Also, when
we say OA is an S ′(Rd)-valued random variable, we mean that the map Ω → S ′(Rd) given
by ω 7→ OA(ω) is (F ,Borel(S ′(Rd)))-measurable. As said earlier, the space of temperate dis-
tributions S ′(Rd) is here equipped with the strong topology, although the weak-∗ topology
would give rise to the same Borel σ-algebra.
1.6. Soft hypotheses: kernel semi-regularity. Regarding the functions CCAB we make
the following rather mild hypotheses.
We assume that for all z ∈ Rd the function y 7→ CCAB(y, z) is locally integrable at y = z and
has at most polynomial growth at infinity. Namely, we assume local integrability together
with ∀z ∈ Rd, ∃k ∈ N, ∃K > 0, ∃R > 0 such that for all y ∈ Rd\{z},
|y| > R =⇒ |CCAB(y, z)| ≤ K〈y〉k . (7)
As a result, and following Schwartz’s subscript notation, CCAB(y, z) can be seen as a z-
dependent element of S ′y(Rd) defined by
〈CCAB(y, z), f(y)〉y =
∫
Rd\{z}
dy CCAB(y, z)f(y)
for all test function f(y) in Sy(Rd). We now make two more assumptions or “soft hypotheses”.
SH1: For all g(z) in Sz(Rd) and all f(y) in Sy(Rd), the function
g(z)〈CCAB(y, z), f(y)〉y
belongs to Sz(Rd). Moreover, the resulting map
f(y) 7→ g(z)〈CCAB(y, z), f(y)〉y
is a continuous map Sy(Rd)→ Sz(Rd).
SH2: For all g(x, z) in Sx,z(R2d) and all f(y, w) in Sy,w(R2d), the function
g(x, z)〈CCAB(y, z), f(y, w)〉y
belongs to Sx,z,w(R3d). Moreover, the resulting map
f(y, w) 7→ g(x, z)〈CCAB(y, z), f(y, w)〉y
is a continuous map Sy,w(R2d)→ Sx,z,w(R3d).
Essentially, we are assuming that the kernel CCAB(y, z) is semi-regular and of moderate
growth in z. This is a pedestrian way of saying CCAB ∈ S ′y(Rd) ⊗̂ OM,z(Rd) in the sense of [100,
§4]. Note that there is no need [106, Theorem 50.1 (f)] to specify if the tensor product is ⊗̂π
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or ⊗̂ε, since all spaces involved are nuclear [46, Ch. 2, Theorem 10, p. 55]. In fact (SH1)
implies (SH2), as a consequence of the Schwartz theory for Volterra composition [100, §4]. It
is easy to check (SH1) and (SH2) by hand in the case of the FMFF from §1.1, as will be done
in §6.4. The functional analytic difficulties in the more general framework of this section are
due to non-translation invariance (see, e.g., [29, 82, 117] where similar issues arise).
1.7. Hard hypotheses: factorized nearest neighbor bounds. From now on we assume
that [A] ∈ [0, d
2
), for all A ∈ A. We sharpen the bound (7) on the OPE “structure constants”
CCAB by requiring ∀A,B,C ∈ A, ∀ǫ > 0, ∃k ∈ N, ∃K > 0, ∀(x, y) ∈ Conf2,
|CCAB(x, y)| ≤
K
|x− y|[A]+[B]−[C]+ǫ〈x〉
k〈y〉k . (8)
An element in V2 is called OPE-like if it is of the form (6) for some A,B ∈ A and ∆ ∈
{[C] | C ∈ A}. An element in V2 is called CZ-like if it is of the form OA ⊗ O1l − O1l ⊗ OA
for some A ∈ A. “CZ” stands for Caldero´n-Zygmund.
For all m,n, p ≥ 0, for all OPE-like elements OPE1, . . . ,OPEm, given by
OPEi = OAi ⊗OBi −
∑
Ci∈A(∆i)
CCiAiBi O1l ⊗OCi
and all CZ-like elements CZm+1, . . . ,CZm+n given by CZi = OBi ⊗ O1l − O1l ⊗ OBi with
arbitrary Bm+1, . . . , Bm+n+p ∈ A, we require:
∃η > 0, ∃γ > 0, ∀ǫ > 0, ∃k ∈ N, ∃K > 0,
m+n∏
i=1
1l
{
|yi − xi| ≤ ηmin
j 6=i
|xi − xj |
}
×
∣∣∣∣∣
〈
m∏
i=1
OPEi(yi, xi)
m+n∏
i=m+1
CZi(yi, xi)
m+n+p∏
i=m+n+1
OBi(xi)
〉∣∣∣∣∣ ≤
K
m+n+p∏
i=1
〈xi〉k ×
m+n∏
i=1
〈yi〉k ×
m∏
i=1
{
|yi − xi|∆i+γ−[Ai]−[Bi] ×
(
min
j 6=i
|xi − xj |
)−∆i−γ−ǫ}
×
m+n∏
i=m+1
{
|yi − xi|γ ×
(
min
j 6=i
|xi − xj |
)−[Bi]−γ−ǫ}
×
m+n+p∏
i=m+n+1
(
min
j 6=i
|xi − xj |
)−[Bi]−ǫ
(9)
for all collections of 2m + 2n + p distinct points in Rd. When, for fixed i, we write minj 6=i,
we mean the minimum over j such that 1 ≤ j ≤ m+ n + p and j 6= i.
We call (9) the enhanced factorized nearest neighbor bound (EFNNB). It includes, as the
m = n = 0 special case, the basic factorized nearest neighbor bound (BFNNB) for pointwise
correlations: ∀ǫ > 0, ∃k ∈ N, ∃K > 0,∣∣〈OB1(x1) · · ·OBp(xp)〉∣∣ ≤ K p∏
i=1
〈xi〉k ×
p∏
i=1
(
min
j 6=i
|xi − xj |
)−[Bi]−ǫ
(10)
for all (x1, . . . , xp) ∈ Confp. The ǫ is only needed in order to account for eventual logarithmic
corrections. In a conformal field theory (CFT) as discussed in [5], one can take ǫ = 0. The
k allows more generality for our main theorem and is natural in the setting of probability
theory on spaces of temperate distributions, but it is not needed in usual QFT models. In
order to work in the space D′(Rd) of general Schwartz distributions, the previous bounds
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can be readily adapted by dropping k altogether and letting the constant K depend on the
radius of a large ball in which all the points must be confined.
For further reference, we introduce the following terminology regarding the EFNNB. The
points xi or rather their labels i, 1 ≤ i ≤ m+ n+ p, are called effective because they can be
someone else’s nearest neighbor and they all participate in the computation of the minimums
over distance. By contrast, the points yi or more precisely their labels i, 1 ≤ i ≤ m + n,
are called virtual. They only communicate with their xi which serves as a local point of
reference, the center of their “mini-universe” or “solar system”.
1.8. Worst-case scenario planning. For the bound on CCAB, the first quantifier is “∀”
regarding the format, i.e., the choice of triple (A,B,C). If one anticipates needing the
bound for several but finitely many formats, it is advantagious to have the same K, k for all
formats. Namely, the order of quantifiers can be modified to ∀ǫ > 0, ∃k ∈ N, ∃K > 0, ∀
format, etc. One just needs to take the largest k and K.
A similar property holds for the EFNNB. In this case a format consists in a choice of
m,n, p, the Ai, Bi, ∆i featuring in the OPE-like elements, and the choice of Bi’s for m+1 ≤
i ≤ m+ n + p. Let us denote such a format by F. First pick the smallest η and γ, namely,
set η = minF ηF and γ = minF γF. Then if one chooses ǫ > 0, the indicator function on
the left-hand side of (9) with the new η is bounded by the similar one for F. The correlator
defined by the format F on the left-hand side is bounded as before and the old majorant with
γF is converted into the new one with the uniform γ, at the cost of creating an additional
factor
m+n∏
i=1
{ |yi − xi|
minj 6=i |xi − xj |
}γF−γ
≤ η(m+n)(γF−γ) .
Finally, take k = maxF kF and K = maxF[KFη
(m+n)(γF−γ)] while keeping in mind that m,n
depend on the format F. As a result, the bound (9) also works with the new order of
quantifiers ∃η > 0, ∃γ > 0, ∀ǫ > 0, ∃k ∈ N, ∃K > 0, ∀F. By the same reasoning, one can
restrict the common γ to be less than a specified positive number if needed, e.g., for local
integrability reasons.
Remark 1. In §3 and §4 we will be rather implicit on how we do the worst-case scenario
planning. We suggest to the reader to go over these sections a first time without worrying
about how small γ and ǫ have to be and then come back to this section in order to see that
the use of the same k and K is legitimate. The reason for this is that the number of formats
involved in the proofs is finite, because A is finite and the correlation in Proposition 1 has
fixed order.
1.9. Non-degeneracy condition. In order to use the OA ×OB OPE for the definition of
a field OC , we need to be able to peel it off by a formula one may write intuitively as
OC ∼ 1CCAB
[
OA ×OB −
∑
D 6=C
CDABOD
]
and this requires a non-vanishing or non-degeneracy condition on the OPE coefficient CCAB.
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We say that the triple (A,B,C) is non-degenerate if ∀ǫ > 0, ∃k ∈ N, ∃K > 0, ∀(x, y) ∈
Conf2,
CCAB(x, y) ≥
1
K|x− y|[A]+[B]−[C]−ǫ × 〈x〉
−k〈y〉−k . (11)
1.10. Statement of results. We assume that we have an OPE structure with alphabet A
and such that [A] ∈ [0, d
2
)
for all A ∈ A. We assume the hypotheses from §1.6 and §1.7
hold for this OPE structure. We suppose that we have a subset B ⊂ A together with a
probabilistic incarnation (OB)B∈B on some probability space (Ω,F ,P) for the subsystem of
pointwise correlations corresponding to B. We assume that C∗ is an element of A\B such
that A([C∗])\{C∗} ⊂ B. We also assume that we have two elements A, B in B such that the
triple (A,B,C∗) is non-degenerate. We let ρ be a mollifier as in §1.1, except that we now
add the more restrictive hypotheses that ρ is compactly supported with supp ρ ∈ B¯(0, 1)
(the closed Euclidean ball of radius one around the origin), and is pointwise nonnegative.
We again use the notation ρr(x) = L
−rdρ(L−rx) for the rescaled mollifier and use this to
define the function
Zr(x) =
{∫
Conf2
dy dz ρr(x− y)ρr(x− z) CC∗AB(y, z)
}−1
in OM,x(Rd). We then introduce the random element of OM,x(Rd) given by
Mr(x) = Zr(x)
OA,r(x)OB,r(x)− ∑
C∈A(∆)\{C∗}
O˜C,r(x)
 (12)
where
OA,r(x) = (OA ∗ ρr)(x) = 〈OA(y), ρr(x− y)〉y
and similarly
OB,r(x) = (OB ∗ ρr)(x) = 〈OB(z), ρr(x− z)〉z
while
O˜C,r(x) = 〈OC(z), gr(x, z)〉z
with
gr(x, z) = ρr(x− z)×
∫
Rd\{z}
dy ρr(x− y) CCAB(y, z) .
Note that the dependence on the sample ω ∈ Ω has been suppressed from the notation
and that OA, OB, OC designate the distribution-valued random variables provided by the
probabilistic incarnation for B. We view Mr(x) as the random Schwartz distribution whose
action on a test function f ∈ S(Rd) is of course given by
Mr(f) =
∫
Rd
dx Mr(x)f(x) = 〈Mr(x), f(x)〉x .
It is not trivial to show that Mr(f) is indeed well defined, F -measurable, and in every
Lp(Ω,F ,P), p ≥ 1. This will be done in §3. The main result in this article is as follows.
Theorem 1.
(1) For any test function f , and when taking r → −∞, the random variable Mr(f)
converges in every Lp(Ω,F ,P), p ≥ 1, and P-almost surely to a random variable
which we will denote by OC∗(f).
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(2) The limit is independent from the choice of mollifier ρ.
(3) There exists a Borel-measurable map
P :
∏
C∈B
S ′(Rd)→ S ′(Rd)
such that for all f ∈ S(Rd),
OC∗(f) = [P ((OC)C∈B)] (f)
P-almost surely.
(4) If one extends the probabilistic incarnation to B ∪ {C∗} by adding the S ′(Rd)-valued
random variable P ((OC)C∈B), then the result is a probabilistic incarnation of the
system of pointwise correlations corresponding to the new set of labels B ∪ {C∗}.
Clearly, this can be iterated. By growing B and also using the trivial construction of
derivatives in the sense of Schwartz distributions of already existing random fields, one can
construct all the composite operators of the fractional massless free field from §1.1 in this
way, provided one remains under the Caldero´n-Zygmund d
2
threshold for scaling dimensions.
This will be explained in detail in §6 which provides an example where all the hypotheses of
our theorem are satisfied. Also note that if one constructs say φ4 as φ2 × φ2 or as φ × φ3,
the result is the same. Namely, our renormalized product construction is associative, as an
easy consequence of Theorem 1, Part (4).
1.11. Wider context and structure of the article.
1.11.1. The OPE in mathematics and physics. There exists several versions of the OPE.
The one used here is the pointwise OPE in position or x-space. One can also express the
OPE in a smeared sense, i.e., asymptotics such as (5) are to be interpreted in the sense of
distributions involving suitable test functions [113, §2]. Finally, there is the OPE in Fourier
or momentum space when modifing two momenta by adding ξ and −ξ respectively and then
taking the limit |ξ| → ∞ (see, e.g., [118, §10.4]). The latter was historically important
since it provides the theoretical counterpart (see, e.g., [25, Ch. 14]) of the SLAC experi-
ments which confirmed the quark picture [21]. This experimental discovery has somewhat
been eclipsed by the more recent ones regarding the Higgs boson [12, 24] and gravitational
waves [1]. One should remember, however, that the deep inelastic scattering experiments
were an important milestone in the progress of human knowledge, since they helped guide
researchers towards the discovery of asymptotic freedom and the elaboration of the Standard
Model of particle physics. As to the pointwise OPE, it is a cornerstone of the conformal
bootstrap (see, e.g., [116] for a pedagogical introduction in the 2D situation and [94, 103]
for higher dimensions). Note that the pointwise OPE has led to important developments in
mathematics too. The notions of vertex operator algebras (see, e.g., [39]), as well as chiral
and factorization algebras [18] can be seen as ways of capturing the mathematical struc-
ture of the pointwise OPE. These mathematical applications pretain to algebraic geometry
and representation theory or, more specifically, the area known as the geometric Langlands
program (see, e.g., [38]). This article shows that the pointwise OPE is also important to
probability theory. Our construction of the renormalized product OC∗ is the adaptation to
the probability context of what is known as a “point-splitting procedure” in the QFT con-
text [28, 51, 52, 108]. The theorem from §1.10 relies on a functional analytic part done in §3
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using tools from what one may call Schwartz-Grothendieck-Fernique theory in view of the
foundational works [97, 98, 100, 101, 46, 35]. It also relies on Proposition 1 which is a com-
binatorial estimate in the pure tradition of the E´cole Polytechnique school of constructive
QFT founded by Roland Se´ne´or. This estimate allows one to go from the pointwise OPE to
a smeared OPE.
1.11.2. Where our bounds and methods came from. Let us now explain the origin of the
BFNNB and EFNNB. They both were outcomes of the study of the p-adic or hierarchi-
cal fractional φ4 model in [7]. Although concerning a hierarchical model, the result in [7],
previously announced in [6], is a rigorous mathematical substantiation of Wilson’s ε Expan-
sion [112] which gave “methods to calculate numerically the crucial quantities” [86] such
as anomalous scaling dimensions. In May 2015 (see [4, Theorem 3]), the author obtained
the BFNNB with A = {1l, φ, φ2} for the non-Gaussian hierarchical scaling limit constructed
in [7], together with the local integrability proof in §2. The results from [7] give an explicit
bi-infinite series over scales representation for the mixed φ and φ2 correlations in terms of
(operad-like) composition along a tree (as in [3, p. 203]) of certain maps. Among those, the
most important map for the bounds is the one corresponding to degree two vertices forming
linear chains in the tree. This map, V˙ 7→ RGdv[~V∗, V˙ ] in the notation of [7], is the renor-
malization group (RG) acting in the space Ept of “non-integrated” or point-like operator
perturbations of the infrared fixed point ~V∗. Namely, its differential at V˙ = 0, for a rescaling
by a factor of L, would have the eigenvalue L−[A] for the operator OA instead of Ld−[A]. The
(fusion) tree is determined by geometry, i.e., the relative positions of the points x1, . . . , xp
for which the correlation is evaluated. The BFNNB simply comes from the estimates in [7]
applied to the initial linear chains steming from the leaves of the tree until the first fusion
(vertex of the tree with degree ≥ 3) which corresponds to the scale given by the distance to
the nearest neighbor. The bound comes in factorized form simply because the correlation is
computed using a Fre´chet differential of order p (the number of points) which is continuous,
i.e., bounded by the product of norms of the inputs.
The contribution of the OPE-like factors in (9) comes from similar yet more involved RG
arguments. Showing that the EFNNB implies the analogue of Theorem 1 for S ′(Qdp) was
done by the author in August 2015. Namely, the results in the present article were first
derived for random fields in S ′(Qdp) and then later adapted to random fields in S ′(Rd). The
EFNNB over Qp looks exactly the same as the one over R given in (9), except for the effect
of the CZ-like factors. The proof in the p-adic case requires CZ-like terms, i.e., “moving
legs around” as in Bogoliubov-Parasiuk-Hepp-Zimmermann (BPHZ) renormalization in x-
space [93, §II.2] or as in (18) below. However, the pointwise correlations outside the diagonal
are smooth which in the p-adic setting means locally constant: the CZ-like elements have a
vanishing contribution. In the real case, one can use the Fundamental Theorem of Calculus
OC(y)−OC(x) =
∑
|α|=1
∫ 1
0
dt (y − x)α∂αOC(x+ t(y − x))
“inside correlations”. In the particular CFT case [5], where a derivative increases the scaling
dimension by one, we see that such a CZ-element has the contribution written on the right-
hand side of (9) with γ = 1. In order to make Theorem 1 more general, we also allowed
0 < γ < 1. It turns out this kind of bound is exactly what is used in harmonic analysis and
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the theory of Caldero´n-Zygmund operators (see [27, p. 372] and [83, p. 9]), hence our choice
of terminology. Note that our motivation for the present work is that it accomplishes one
of the tasks from the program outlined in [5]: we showed how [5, Conjecture 8] implies [5,
Conjecture 9]. In order to help the reader better understand the EFNNB (9), a simple
heuristic is as follows. Replace CZi by (yi − xi)∂OBi(xi). Replace the OPE remainder
OPEi(yi, xi) by CEAi,Bi(yi, xi)OE(xi) where E is next operator appearing in the expansion,
i.e., the one with the smallest [E] > ∆i. Finally, apply the BFNNB. The result essentially
is the EFNNB. The upper gap [E]−∆i in the spectrum of scaling dimensions is what limits
how large γ > 0 can be. In fact, this heuristic is turned into a rigorous proof of the EFNNB
in the example provided in §6.
1.11.3. A conjecture and relation to other work. We propose the following conjecture for
theoretical and mathematical physicists.
Conjecture 1. (for physicists) Any reasonable QFT with a gapped dimension spectrum
satisfies the OPE in the strong sense expressed by the EFNNB (9), without the d
2
restriction
on scaling dimensions.
As a matter of convenience, we imposed that the set of labels A for our abstract system
of pointwise correlations be finite. However, the above formalism also makes sense if A is
countably infinite, provided ∀∆ ∈ R, {A ∈ A | [A] ≤ ∆} is finite. This is what we mean
by having a gapped dimension spectrum. This condition is also related to the first axiom
in the definition of regularity structures [49, Definition 2.1] with the caveat that Hairer’s
homogeneity exponents α essentially are minus our scaling dimensions [A].
Note that the OPE is believed by physicists to be true (in the weaker sense of (5)) for
any reasonable QFT. Because of this generality, one may wonder if the OPE would follow
from the Wightman axioms (see, e.g., [105]), but this is still unclear [95, 9]. See [96, 75, 77]
for the better behaved case of CFT. Also note that the Wightman axioms are designed
for flat space. Trying to find a suitable substitute that works for curved spaces has been
a long-term pursuit, with progress made in [60] (see [37] for a recent review). Reversing
the question, Hollands and Wald proposed to solve this axiomatization problem in curved
space by using the OPE itself as the axiom [61]. This led Hollands and his collaborators to
mathematically study the OPE from the perturbative QFT perspective, i.e., in the sense of
formal power series [59, 55, 56, 57, 58, 41, 40]. This work uses the flow equation methods
developed earlier by Keller and Kopper [68, 69]. However, these are mainly Fourier or
momentum space methods. For example, in [59], the authors prove the convergence of the
OPE, at every finite order of perturbation theory, without limitation on the distance between
the two points being collapsed. This is because the spectator fields are smeared with test
functions that have compact support in Fourier space. Take the simple example from §1.1
and consider the partially smeared correlation 〈φ(x1)φ(x2)φ(f3)φ(f4)〉 where f̂3 and f̂4 are
compactly supported. Then for fixed x2, this is real-analytic in x1 on all of R
d\{x2}. If f̂3
and f̂4 have constant modulus equal to one, as is the case when localizing at points x3 and x4,
then the singularity at |x1 − x2| = min{|x2 − x3|, |x2 − x4|} is indeed present. For the proof
of the above conjecture, in perturbative QFT, which is formulated in x-space, we believe
that position space methods are more appropriate. Nevertheless the above-mentioned works
manage to go quite far. In particular, [41, Theorem 3] essentially proves the analogue of our
conjecture above for the BFNNB. The bound [41, Theorem 3] is not in factorized form, but
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it is grosso modo equivalent to (10). We believe the most powerful techniques for proving our
conjecture in the sense of perturbative QFT are the multiscale x-space methods for BPHZ
renormalization [32, 33] developed by the E´cole Polytechnique school of constructive QFT.
The power of these methods resides in the fact they can adapted (albeit with tears) to the
non-perturbative situation [34, 78, 93, 8, 2, 80, 81, 107].
One could also mention that the methods from [32, 33] play an important role in the
recent result by Chandra and Hairer [22]. Note that with simple modifications, our result
can be applied to random space-time distributions u(x, t), e.g., ones arising from singular
SPDEs. One needs to change, in the following estimates, Euclidean norms | · | by anisotropic
“norms” (e.g., suitable for parabolic scaling) || · ||s as defined in [49, §2.2]. The length of
the multiindex s should replace d in the local integrability conditions, etc. One can also
easily work with the more general spaces of distributions D′(U) instead of S ′(Rd). However,
a difficulty is that one would need more than a local in time well-posedness result which is
valid up to a random blow-up time. This is because our approach uses moments as input and
they are required to exist at least on a tiny domain U . Nevertheless, a good test example
for such an adaptation of our theorem is for a solution u(x, t) of the linear heat equation,
following the treatment in §6. In general, it would be of great interest to investigate the
(dynamical) OPE structure in space-time for solutions of singular SPDEs.
While singular SPDEs are part of the motivation for this article, our main result was
mainly designed for CFT. From a careful reading of §6 and the heuristic given at the end of
§1.11.2 it would be reasonable to expect that, in the CFT case, the EFNNB should follow
from the convergence of the OPE (as a series without the ∆ cut-off on scaling dimensions)
and from the BFNNB (for a larger collection of fields). In §6 we prove the hypotheses of our
theorem in the case of the FMFF. Although this is a Gaussian example, the construction of
local Wick monomials given by §6 and Theorem 1 is non-Gaussian in spirit. In particular, we
do not rely on hypercontractivity as is done, e.g., in [26, 31]. This example is interesting since
it corresponds to a generalized free field [45, §6.2]. Indeed, the FMFF satisfies Osterwalder-
Schrader or reflection positivity when [φ] ≥ max{0, d−2
2
} (see, e.g., [36, Lemma 2.1]). This
example is also called a CFT of mean field type in the physics literature [67]. It is nontrivial
from the point of view of the conformal bootstrap because the same kinematic (position
dependent) building blocks (conformal blocks) feature in Gaussian as well as non-Gaussian
CFTs. Only different values for purely numerical quantities like scaling dimensions and
OPE coefficients (in the CFT sense, not our CCA,B) distinguish these two types of CFTs. For
completeness, we end §6 with a proof of conformal invariance for the FMFF example. This
was previously sketched in [5] to which we refer the reader for more background. When
d = 2 and for some smooth volume cut-off function g(x), our result also shows that
φ 7−→ exp
(
−
∫
R2
dx g(x) : φ4(x) :
)
is well-defined and Borel measurable when 0 < [φ] < 1
4
. Hence, one should be able to use
Nelson’s old approach for constructing the fractional φ42 model, at least in the massive case.
The more difficult massless case is an important test example for the conformal bootstrap
approach [88, 16, 17, 15].
An interesting and beautiful example for the BFNNB and the EFNNB is the two-dimensional
Ising CFT. Up to multiplying the (spin) field by a constant, this corresponds to the very
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explicit collection of pointwise correlations given by
〈φ(x1) · · ·φ(xn)〉 =
√∑
q
∏
1≤i<j≤n
|xi − xj |
qiqj
2
where the sum is over “neutral charge configurations” q = (qi)1≤i≤n ∈ {−1, 1}n such that∑n
i=1 qi = 0. These correlations satisfy the BFNNB, as can be established with at least five
different proofs. A first proof follows from the observation that, in the notations of Eq. (22)
below, one has
〈φ(x1) · · ·φ(xn)〉 ≤
∑
W
∏
{a,b}∈W
〈φ(xa)φ(xb)〉 . (13)
This follows from the Gaussian correlation inequality at the lattice level [85], then passing to
the limit using the results of [30, 23]. The BFNNB with ǫ = 0 and k = 0 then immediately
follows from (13) as in the proof of Proposition 2 in §6 below. A second proof uses [50,
Proposition 3.5] which is a bound such as (13) but with a possibly large constant in front.
A third proof of the BFNNB can be found in [42, §3.3] using properties of the random
cluster model. A fourth proof [72, Appendix A] uses the Gale-Shapely stable marriage
theorem. Finally, a fifth proof [64, §3.2] can be obtained by looking at an individual charge
configuration, taking logarithms and reducing to problem to an electrostatic inequality (in
the tradition of Onsager [87], Baxter [14], Lieb-Yau [73]) for the two-dimensional Coulomb
potential. Although one cannot use Theorem 1 to construct the square or energy field φ2
as a random distribution (since it has scaling dimension equal to d/2), it would still be
interesting to establish the EFNNB for it, i.e., for the alphabet A = {1l, φ, φ2}. Finally, note
that another very interesting example of system of pointwise correlations, though without
the permutation symmetry (2), is that of multiple SLE pure partition functions [71, 115, 90].
This system is now known to satisfy the BFNNB when 0 < κ ≤ 6. We refer to the upcoming
review [89] for more details.
1.11.4. Structure of the article. In §2 we show how the BFNNB implies local integrability
for correlations. It uses elementary estimates and in particular Lemma 2 as well as Lemma 4
which are the workhorses on which the proof of Proposition 1 relies. These are very special
cases of [49, Lemma 10.14] which is also an important tool for applications of the theory of
regularity structures. The easy proof in §2 should give the gist of our method for proving
Proposition 1 from which Theorem 1 follows. In §3, we explain how to reduce the probability
theory statements of Theorem 1 to the purely combinatorial estimate in Proposition 1. In
order to deal with the space OM, we devised an approach which we cannot resist calling
the “multiply and conquer” strategy: multiply by a generic function in S, prove the needed
kernel theorem or special case of [100, Proposition 34] only using S and S ′, and finally undo
the dammage thanks to the multiplier space characterization of OM. Section 3 below gives
an example of how this strategy works. For the main result of this article, the core argument
is in §4 where Proposition 1 is proved. In the rather short §5 we finish the proof of Theorem
1. Finally, in §6 the example of the fractional massless free field is treated in detail, including
a proof of conformal invariance. Note that while the proofs in §6 are rigorous, we adopted
a semi-formal style of presentation for this last section. This is because we felt that a more
formal handling of the combinatorics involved would have made this section harder rather
than easier to understand.
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2. A warm-up example: local integrability
2.1. Elementary beta integral estimates. We show how the basic nearest neighbor
bound implies the integrability property from §1.5. This uses some elementary lemmas.
Throughout the remainder of this article, we will use the notation 1l{· · · } for the sharp
indicator function of the condition between braces.
Lemma 1. ∀α ∈ [0, d), ∀β ∈ (d,∞), ∃K > 0, ∀x ∈ Rd∫
Rd\{x}
dy 〈y〉−β|x− y|−α ≤ K .
Proof: Since β ≥ d > 0 and 〈y〉 ≥ 1, we have∫
Rd\{x}
dy 1l{|x− y| ≤ 1} 〈y〉−β|x− y|−α
≤
∫
Rd\{x}
dy 1l{|x− y| ≤ 1} |x− y|−α = 1
d− α ×
2π
d
2
Γ
(
d
2
) .
On the other hand, α ≥ 0 implies∫
Rd\{x}
dy 1l{|x− y| > 1} 〈y〉−β|x− y|−α ≤∫
Rd\{x}
dy 1l{|x− y| ≤ 1} 〈y〉−β ≤
∫
Rd\{x}
dy 〈y〉−β .
Combining both pieces gives the wanted bound with
K =
2π
d
2
Γ
(
d
2
)
 1
d− α +
∞∫
0
dr
rd−1
(1 + r2)
β
2
 .

The following lemma is the fundamental tool and resembles an estimate for the beta
function.
Lemma 2. ∀α, β ∈ [0, d
2
), ∀γ ∈ (d,∞), ∃K > 0, ∀x, z ∈ Rd,∫
Rd\{x,z}
dy 〈y〉−γ|x− y|−α|y − z|−β ≤ K
Note that we allow the case x = z although it already follows from Lemma 1.
Proof: If |x− y| ≤ |y − z| then |y − z|−β ≤ |x− y|−β because β ≥ 0. Therefore,∫
Rd\{x,z}
dy 1l{|x− y| ≤ |y − z|} 〈y〉−γ|x− y|−α|y − z|−β ≤∫
Rd\{x,z}
dy 1l{|x− y| ≤ |y − z|} 〈y〉−γ|x− y|−(α+β) ≤
∫
Rd\{x}
dy 〈y〉−γ|x− y|−(α+β) ≤ K ′
where K ′ is provided by the previous lemma with α+β in lieu of α. By symmetry, the other
piece ∫
Rd\{x,z}
dy 1l{|x− y| > |y − z|} 〈y〉−γ|x− y|−α|y − z|−β
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is bounded by the same K ′ since α ≥ 0. The lemma follows with K = 2K ′. 
We also need local versions of the two lemmas where the points are restricted to a closed
Euclidean ball B¯(0, R) with R > 0. Note that the range of exponents is larger.
Lemma 3. ∀α ∈ (−∞, d), ∃K > 0, ∀R > 0, ∀x ∈ B¯(0, R),∫
B¯(0,R)\{x}
dy |x− y|−α ≤ KRd−α .
Proof: Since |x− y| ≤ |x|+ |y| ≤ 2R, the integral is bounded by∫
B¯(x,2R)\{x}
dy |x− y|−α = KRd−α
with
K =
2d−α
d− α ×
2π
d
2
Γ
(
d
2
) .

Lemma 4. ∀α, β ∈ (−∞, d
2
), ∃K > 0, ∀R > 0, ∀x, z ∈ B¯(0, R),∫
B¯(0,R)\{x,z}
dy |x− y|−α|y − z|−β ≤ KRd−α−β
Proof: Suppose first that α < 0. Then, on the integration domain, |x − y|−α ≤ (2R)−α
holds. Thus,∫
B¯(0,R)\{x,z}
dy |x− y|−α|y − z|−β ≤ (2R)−α
∫
B¯(0,R)\{x,z}
dy |y − z|−β
and the previous lemma gives the desired bound. Likewise if β < 0 we use |y−z|−β ≤ (2R)−β
and obtain the same conclusion. So we can assume that both α and β are nonnegative. We
then have ∫
B¯(0,R)\{x,z}
dy 1l{|x− y| ≤ |y − z|} |x− y|−α|y − z|−β ≤
∫
B¯(0,R)\{x,z}
dy 1l{|x− y| ≤ |y − z|} |x− y|−(α+β)
and bound this with the previous lemma with α + β instead of α. The other piece∫
B¯(0,R)\{x,z}
dy 1l{|x− y| > |y − z|} |x− y|−α|y − z|−β ≤
∫
B¯(0,R)\{x,z}
dy 1l{|x− y| ≤ |y − z|} |y − z|−(α+β)
satisfies the same desired bound. 
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2.2. The pin and sum argument with hairy cycles. We use the notation
||f ||α,k = sup
x∈Rd
〈x〉k|∂αf(x)|
for the defining seminorms of S(Rd) indexed by the integer k ∈ N and multiindex α ∈ Nd.
Note that if x ∈ Rm and y ∈ Rn then 〈x, y〉2 = 1 + |x|2 + |y|2 ≤ (1 + |x|2)(1 + |y|2). More
generally, we have the following nice factorization property for concatenation of points or
vectors
〈x1, . . . , xn〉 ≤ 〈x1〉 · · · 〈xn〉.
Let f(x1, . . . , xp) be a function in Sx1,...,xp(Rpd). Then from the BFNNB with
ǫ =
1
2
min
1≤i≤p
(
d
2
− [Bi]
)
we get ∫
Confp
p∏
i=1
dxi |f(x1, . . . , xp)| × |〈OB1(x1) · · ·OBp(xp)〉| ≤ K||f ||0,k+d+1 × I
where
I =
∫
Confp
p∏
i=1
dxi
p∏
i=1
〈xi〉−(d+1)
p∏
i=1
(
min
j 6=i
|xi − xj |
)−([Bi]+ǫ)
.
For p = 1, there is nothing to prove so we assume p ≥ 2. Let N denote the set of fixed-
point-free endofunctions of [p] = {1, . . . , p}, namely, all maps τ : [p]→ [p] such that τ(i) 6= i
for all i. Then for any fixed configuration of points (x1, . . . , xp) ∈ Confp, we have
1 ≤
∑
τ∈N
p∏
i=1
1l
{
|xi − xτ(i)| = min
j 6=i
|xi − xj |
}
.
Indeed, for each point i we can choose a nearest neighbor which we call τ(i). Insert the
inequality inside the integral, then use the equalities in the indicator functions to replace
the min’s in the bound by |xi− xτ(i)|’s. Then drop the indicator functions and pull the sum
out of the integral. Therefore,
I ≤
∑
τ∈N
∫
Confp
p∏
i=1
dxi
p∏
i=1
〈xi〉−(d+1)
p∏
i=1
|xi − xτ(i)|−([Bi]+ǫ) .
One can draw a directed graph on the vertex set [p] with edges i → τ(i), for i ∈ [p]. Since
τ is an endofunction, the connected components are what we call “hairy cycles”. Namely,
each component is made of a central cycle playing the role of “root” for a collection of trees
attached to it and oriented towards it. Then eliminate the trees by recursively using Lemma
1, starting from the leaves. The remaining cycle has length at least two by the fixed-point-
free condition. Use Lemma 2 to open the cycle and erase two consecutive edges. Finally,
eliminate the left over chain by Lemma 1 including its α = 0 case for the last point. As a
result ∫
Confp
p∏
i=1
dxi |f(x1, . . . , xp)| × |〈OB1(x1) · · ·OBp(xp)〉| ≤ O(1) ||f ||0,k+d+1
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and the function 〈OB1(x1) · · ·OBp(xp)〉 canonically defines an element of S ′x1,...,xp(Rpd). Note
that we will use O(1) in order to denote constants which do not need to be made explicit.
As a picture is worth a thousand words, let us show on an example how the pin and sum
argument works.
PSfrag replacements
i1
i2
i3
i4
i5
i6
i7 i8
i9
i10
i11
i12
i13
i14
i15
i16
Suppose for instance that the root is the label i16. Namely, xi16 is the last variable to be
integrated. Then a possible order of integration is given by the succession
i1, i2, i3, i4, i6, i12, i7, i8, i9, i10, i11, i15, i5, i13, i14, i16.
All these integrations are done with the help of Lemma 1, except when opening the cycle,
i.e., integrating over xi5 which uses Lemma 2.
Remark 2. An important variant which will be used later is that one does not have to follow
the arrows and pick the root in the cycle. One can be a contrarian and decide that the root
is say i10, i.e., that xi10 is integrated last. The argument works just as well, if one chooses
for instance the order of integration
i9, i8, i7, i6, i12, i15, i1, i2, i3, i4, i16, i5, i14, i13, i11, i10.
Indeed, when one is left with just the cycle attached by a path to the root, one can always
open the cycle at a vertex which is different from the one where the path touches the cycle.
This is again because the latter has length at least two.
Remark 3. This kind of pin and sum argument is rather common in constructive QFT [93].
A similar use of the nearest neighbor function τ is in [48].
3. From probability to combinatorics
We pick up the thread and notations from §1.10. Note that the function gr from §1.10
can be written as
gr(x, z) = ρr(x− z)× 〈CCAB(y, z), ρr(x− y)〉y .
More generally, we can define
Gr(x, z, w) = ρr(x− z)× 〈CCAB(y, z), ρr(w − y)〉y
for (x, z, w) ∈ R3d. Let ψ1, ψ2 ∈ S(Rd), then
ψ1(x)ψ2(w)Gr(x, z, w) = ψ1(x)ρr(x− z)× 〈CCAB(y, z), ψ2(w)ρr(w − y)〉y
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belongs to Sx,z,w(R3d), as results from our hypothesis (SH2) in §1.6. By restriction to the
subspace x = w, we get that ψ1(x)ψ2(x)gr(x, z) belonds to Sx,z(R2d). However, by a lemma
of Miyazaki [84, Lemma 1] (see also [91, 109] or [43] which uses [110, Lemma 5]), every ψ(x)
in Sx(Rd) can be written as ψ1(x)ψ2(x). Thus, ψ(x)gr(x, z) belonds to Sx,z(R2d) for all ψ(x)
in Sx(Rd).
Now consider the integral used to define Zr(x), in §1.10, namely,
Yr(x) =
∫
Conf2
dy dz ρr(x− y)ρr(x− z) CC∗AB(y, z) = 〈1, gr(x, z)〉z
in the special case C = C∗. If ψ ∈ S(Rd), then
ψ(x)Yr(x) = 〈1, ψ(x)gr(x, z)〉z ∈ Sx(Rd) ,
because ψ(x)gr(x, z) ∈ Sx,z(R2d) and by Fubini’s Theorem for distributions [97, Theorem
IV, p. 108]. From the multiplier space characterization of OM (see [63, Proposition 5, p.
417] or [11, Proposition 1.6.1]), this implies that Yr(x) is in OM,x(Rd) and therefore smooth.
For taking the inverse, the soft hypotheses from §1.6 are not enough. From (11) we get
Zr(x)
−1 ≥
∫
Conf2
dy dz ρr(x− y)ρr(x− z) 1
K|y − z|[A]+[B]−[C∗]−ǫ 〈y〉
−k〈z〉−k
or rather
Zr(x)
−1 ≥
∫
Conf2
du dv ρr(u)ρr(v)
1
K|u− v|[A]+[B]−[C∗]−ǫ 〈x− u〉
−k〈x− v〉−k
after the change of variables y = x− u and z = x− v. Note that if |u| ≤ 1 then
〈x− u〉2 ≤ 1 + (|x|+ 1)2 ≤ 1 + 2(|x|2 + 1) ≤ 3〈x〉2
so that 〈x− u〉 ≤ √3〈x〉. From now on we assume r ≤ 0. Because of the support condition
on the mollifier ρ, this results in
Zr(x)
−1 ≥ K−13−k〈x〉−2k
∫
Conf2
du dv ρr(u)ρr(v)
1
|u− v|[A]+[B]−[C∗]−ǫ .
From the scaling change of variables u = Lru˜ and v = Lrv˜ we obtain
Zr(x)
−1 ≥ K˜〈x〉−2kL−r([A]+[B]−[C∗]−ǫ)
where
K˜ = K−13−k
∫
Conf2
du˜ dv˜ ρ(u˜)ρ(v˜)|u˜− v˜|−[A]−[B]+[C∗]+ǫ > 0
from the assumptions on the mollifier ρ.
Thus
Zr(x) ≤ O(1)〈x〉2kLr([A]+[B]−[C∗]−ǫ) .
Since derivatives of Zr(x) = Yr(x)
−1 are polynomials in Zr(x) and derivatives of Yr(r), we
immediately conclude that Zr(x) belongs to OM,x(Rd).
For f ∈ S(Rd) as in §1.10, let
MCA,B,r(f) =
∫
Rd
dx Zr(x)O˜C,r(x)f(x) = 〈Zr(x), 〈OC(z), gr(x, z)〉zf(x)〉x
= 〈Zr(x), 〈OC(z), f(x)gr(x, z)〉z〉x .
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From the above considerations, f(x)gr(x, z) ∈ Sx,z(R2d) and so by Fubini’s Theorem for
distributions 〈OC(z), f(x)gr(x, z)〉z is in Sx(Rd). Moreover,
MCA,B,r(f) = 〈Zr(x)⊗OC(z), f(x)gr(x, z)〉x,z = 〈OC(z), hCA,B,r(z)〉z (14)
where
hCA,B,r(z) = 〈Zr(x), f(x)gr(x, z)〉x =
∫
Rd
dx Zr(x)f(x)gr(x, z)
is a fixed test function in Sz(Rd), while OC is random and depends on ω ∈ Ω. From
our hypotheses on probabilistic incarnations and the representation (14), it follows that
MCA,B,r(f) is a well defined random variable on Ω with finite moments of all orders.
We now define
MA,B,r(f) =
∫
Rd
dx Zr(x)OA,r(x)OB,r(x)f(x)
= 〈Zr(x), 〈OA(y), ρr(x− y)〉y〈OB(z), ρr(x− z)〉zf(x)〉x
= 〈Zr(x)⊗OA(y)⊗OB(z), ρr(x− y)ρr(x− z)f(x)〉x,y,z
by Fubini’s Theorem for distributions. This can be rewritten as
MA,B,r(f) = 〈OA(y)⊗OB(z), hA,B,r(y, z)〉y,z (15)
where
hA,B,r(y, z) =
∫
Rr
dx Zr(x)ρr(x− y)ρr(x− z)f(x)
is a fixed test function in Sy,z(Rd). Since the tensor product of distributions is continuous
for the strong topology, we have that MA,B,r(f) is F -measurable. By [35, Theorem III.7.1]
and its corrolary, we also conclude that this random variable has moments of all orders.
In order to proceed further, we need to generalize the setting of §1.10 by jugling several
renormalized product constructions at the same time.
For 1 ≤ i ≤ m, we pick Ai, Bi in B and C∗i ∈ A\B. We set ∆i = [C∗i] and assume as
before that A(∆i)\{C∗i} ⊂ B. We pick C∞ functions or mollifiers ρUV,i or simply ρi such
that supp ρi ∈ B¯(0, 1), ρi ≥ 0, and
∫
Rd
dx ρi(x) = 1. We pick shifts ∆ri ∈ {0, 1} which
are needed for the telescopic sum argument and bound on ||Mr(f)−Mr−1(f)||Lp in §5. We
also pick n ≥ m and Am+1, . . . , An ∈ A for the spectator fields and we fix a collection of
test functions f1, . . . , fn in S(Rd). There will only be one varying quantity in the following
discussion, namely the UV cut-off r ∈ Z which will be taken to −∞. We define ri = r−∆ri
and the rescaled mollifiers ρi,ri(x) = L
−driρi(L
−rix). We set
Zi,ri(x) =
{∫
Conf2
dy dz ρi,ri(x− y)ρi,ri(x− z)CC∗iAiBi(y, z)
}−1
as well as OAi,ri(x) = (OAi ∗ ρi,ri)(x) = 〈OAi(y), ρi,ri(x − y)〉y. We likewise set OBi,ri(x) =
(OBi ∗ ρi,ri)(x) = 〈OBi(z), ρi,ri(x− z)〉z . For C ∈ A(∆i)\{C∗i}, we let
gi,ri(x, z) = ρi,ri(x− z)
∫
Rd\{z}
dy ρi,ri(x− y) CCAiBi(y, z)
and define
O˜C,ri(x) = 〈OC(z), gi,ri(x− z)〉z
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as before. This gives us the candidate for the regularized product “OC∗i” as a function of x.
Namely, it is
Mi,ri(x) = Zi,ri(x)
OAi,ri(x)OBi,ri(x)− ∑
C∈A\{C∗i}
O˜C,ri(x)
 .
We let
Mi,ri(fi) = 〈Mi,ri(x), fi(x)〉x =
∫
Rd
dx Mi,ri(x)fi(x) .
Our goal is to estimate the “moment” difference
Υr = TMr − IPC
where
TMr = E
[
m∏
i=1
Mi,ri(fi)×
n∏
i=m+1
OAi(fi)
]
is a true moment, while
IPC =
∫
Confn
n∏
i=1
dxi
n∏
i=1
fi(xi)×
〈
m∏
i=1
OC∗i(xi)×
n∏
i=m+1
OAi(xi)
〉
is an integral of pointwise correlations.
We have seen thatMi,ri(fi) is a random variable in L
p(Ω,F ,P) for all p ≥ 1. By the multi-
linear Ho¨lder inequality, the random variable in the expectation defining TMr is integrable.
It is not hard to see that as a consequence of §2.2, the representations (14) and (15) for
the pieces making up Mi,ri(fi) and the discussion in [35, §II.2.5], that one has the following
pointwise representation
TMr =
∫
Confm+n
m∏
i=1
dyi
n∏
i=1
dzi
m∏
i=1
hi,ri(yi, zi)×
n∏
i=m+1
fi(zi)
×
〈
m∏
i=1
Pi(yi, zi)
n∏
i=m+1
OAi(zi)
〉
where, for 1 ≤ i ≤ m, Pi ∈ V2 is given by
Pi = OAi ⊗OBi −
∑
Ci∈A(∆i)\{C∗i}
CCiAiBiO1l ⊗OCi
and where
hi,ri(yi, zi) =
∫
Rd
dxi Zi,ri(xi)fi(xi)ρi,ri(xi − yi)ρi,ri(xi − zi) . (16)
The proof of our main theorem from §1.10 is based on the follow proposition which is a
purely combinatorial estimate.
Proposition 1. The exists ν > 0 such that
|Υr| ≤ O(1) Lνr .
The proof of this proposition is provided in the next section. It can be viewed as an
amplification of the one given in §2.
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4. The main estimate
4.1. Preparatory steps. We define Qi ∈ V2 by
Qi = CC∗iAiBiO1l ⊗OC∗i
so that
Pi = Qi +R1,i (17)
where R1,i is the OPE-like element
R1,i = OAi ⊗OBi −
∑
Ci∈A(∆i)
CCiAiBiO1l ⊗OCi .
By a decomposition (I1, . . . , Ip) of a finite set I we mean an ordered collection of disjoint
subsets whose union is I. This differs from a set partition because of the ordering and
allowing the empty set. Borrowing our notation from the theory of symmetric functions, we
will write (I1, . . . , Ip) ⊢ I in order to say that (I1, . . . , Ip) is a decomposition of I.
We now expand using (17) so that
TMr =
∑
(I1,I23)⊢[m]
∫
Confm+n
m∏
i=1
dyi
n∏
i=1
dzi
m∏
i=1
hi,ri(yi, zi)×
n∏
i=m+1
fi(zi)
×
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I23
Qi(yi, zi)×
∏
i∈I4
OAi(zi)
〉
where I4 = [n]\[m] is fixed.
We replace hi,ri(yi, zi), for i ∈ I23, by the integral in (16) which introduces |I23| new vari-
ables of integration xi. We use the forgetful property (3) to replace Qi(yi, zi) by Q˜i(xi, yi, zi)
where Q˜i ∈ V3 is given by O1l ⊗Qi. We write Q̂i = Qi ⊗O1l so that
Q˜i = Q̂i +R2,i (18)
with
R2,i = (1⊗ CC∗iAiBi) [O1l ⊗O1l ⊗OC∗i −OC∗i ⊗O1l ⊗O1l]
where “1” simply is the function of the first argument xi which is constant and equal to one.
We expand using (18) and get
TMr =
∑
(I1,I2,I3)⊢[m]
∫
Conf2|I1|+3|I2|+3|I3|+|I4|
∏
i∈I2∪I3
dxi
∏
i∈[m]
dyi
∏
i∈[n]
dzi
∏
i∈I1
hi,ri(yi, zi)×
∏
i∈I4
fi(zi)×
∏
i∈I2∪I3
[Zi,ri(xi)fi(xi)ρi,ri(xi − yi)ρi,ri(xi − zi)]
×
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
R2,i(xi, yi, zi)×
∏
i∈I3
Q̂i(xi, yi, zi)×
∏
i∈I4
OAi(zi)
〉
.
Since
Q̂i(xi, yi, zi) = CC∗iAiBi(yi, zi)OC∗i(xi)
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“inside correlations”, we can factor CC∗iAiBi(yi, zi) out of the pointwise correlation and integrate
over yi, zi for i ∈ I3. This produces the inverse of Zi,ri(xi) by definition of the latter. Thus,
TMr =
∑
(I1,I2,I3)⊢[m]
∫
Conf2|I1|+3|I2|+|I3|+|I4|
∏
i∈I2∪I3
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1∪I2∪I4
dzi
∏
i∈I1
hi,ri(yi, zi)×
∏
i∈I4
fi(zi)×
∏
i∈I3
fi(xi)×
∏
i∈I2
[Zi,ri(xi)fi(xi)ρi,ri(xi − yi)ρi,ri(xi − zi)]
×
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
R2,i(xi, yi, zi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉
.
We introduce the CZ-like elements Ti = OC∗i ⊗O1l −O1l ⊗OC∗i for i ∈ I2. Noting that one
can write
R2,i(xi, yi, zi) = CC∗iAiBi(yi, zi) [OC∗i(zi)−OC∗i(xi)] = CC∗iAiBi(yi, zi)Ti(zi, xi)
“inside correlations”, we factor the CC∗iAiBi(yi, zi)’s out of the pointwise correlation. We also
insert the integrals (16) and therefore create |I1| new variables of integration xi for i ∈ I1.
Therefore
TMr =
∑
(I1,I2,I3)⊢[m]
∫
Conf3|I1|+3|I2|+|I3|+|I4|
∏
i∈I1∪I2∪I3
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1∪I2∪I4
dzi
∏
i∈I2
CC∗iAiBi(yi, zi)×
∏
i∈I4
fi(zi)×
∏
i∈I3
fi(xi)×
∏
i∈I1∪I2
[Zi,ri(xi)fi(xi)ρi,ri(xi − yi)ρi,ri(xi − zi)]
×
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
Ti(zi, xi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉
.
Now note that IPC is the term corresponding to the decomposition (I1, I2, I3) = (∅, ∅, [m]).
We now start putting absolute values inside the integral in order to write estimates. Hence
|Υr| ≤
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
P(I)I(I)
where P(I) = 1 and
I(I) =
∫
Conf3|I1|+3|I2|+|I3|+|I4|
∏
i∈I1∪I2∪I3
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1∪I2∪I4
dzi
∏
i∈I2
|CC∗iAiBi(yi, zi)| ×
∏
i∈I4
|fi(zi)| ×
∏
i∈I3
|fi(xi)| ×
∏
i∈I1∪I2
|Zi,ri(xi)fi(xi)ρi,ri(xi − yi)ρi,ri(xi − zi)|
×
∣∣∣∣∣
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
Ti(zi, xi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉∣∣∣∣∣
and we suppressed the dependence on the decomposition from the notation for the prefactor
P(I) and the integral I(I). There will be many more later, hence the roman numerals (I),
(II), etc. We use the bound
|ρi,ri(xi − yi)| ≤ O(1)L−dr1l{|xi − yi| ≤ Lr}
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and from now on we will denote r-independent constants by O(1) if convenient. These
constants can depend on everything else. For instance, the one above already ate up an Ld
factor which is needed if ∆ri = 1.
In §3, we already established
Zi,ri(x) ≤ O(1)〈x〉2kLr([Ai]+[Bi]−[C∗i]−ǫ) .
Inserting the previous bounds for the Zi,ri and the ρi,ri as well as (8) for the CC∗iAiBi we get
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
P(II)I(II)
with
P(II) =
∏
i∈I1∪I2
Lr([Ai]+[Bi]−∆i−2d−ǫ)
and
I(II) =
∫
Conf3|I1|+3|I2|+|I3|+|I4|
∏
i∈I1∪I2∪I3
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1∪I2∪I4
dzi∏
i∈I1∪I2
〈xi〉2k ×
∏
i∈I2
〈yi〉k ×
∏
i∈I2
〈zi〉k ×
∏
i∈I1∪I2∪I3
|fi(xi)| ×
∏
i∈I4
|fi(zi)|
×
∏
i∈I1∪I2
( 1l{|xi − yi| ≤ Lr} 1l{|xi − zi| ≤ Lr} )×
∏
i∈I2
|yi − zi|−[Ai]−[Bi]+∆i−ǫ
×
∣∣∣∣∣
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
Ti(zi, xi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉∣∣∣∣∣ .
Now we make sure every point gets some long-distance decay by tapping into the nearest
test function. Since r ≤ 0 and |u| ≤ 1 implies 〈x− u〉 ≤ √3〈x〉 we can insert for all i ∈ I1,
1 = 〈yi〉−(d+1+k)〈yi〉d+1+k ≤ O(1)〈yi〉−(d+1+k)〈xi〉d+1+k
and
1 = 〈zi〉−(d+1+2k)〈zi〉d+1+2k ≤ O(1)〈zi〉−(d+1+2k)〈xi〉d+1+2k .
Likewise, for i ∈ I2, we insert
1 = 〈yi〉−k〈yi〉k ≤ O(1)〈yi〉−k〈xi〉k
and
1 = 〈zi〉−(d+1+2k)〈zi〉d+1+2k ≤ O(1)〈zi〉−(d+1+2k)〈xi〉d+1+2k .
Therefore
I(II) ≤ O(1)
∫
Conf3|I1|+3|I2|+|I3|+|I4|
∏
i∈I1∪I2∪I3
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1∪I2∪I4
dzi∏
i∈I1
〈xi〉2d+2+5k ×
∏
i∈I2
〈xi〉d+1+5k ×
∏
i∈I1
〈yi〉−(d+1+k) ×
∏
i∈I1
〈zi〉−(d+1+2k)
×
∏
i∈I2
〈zi〉−(d+1+k) ×
∏
i∈I1∪I2∪I3
|fi(xi)| ×
∏
i∈I4
|fi(zi)|
×
∏
i∈I1∪I2
( 1l{|xi − yi| ≤ Lr} 1l{|xi − zi| ≤ Lr} )×
∏
i∈I2
|yi − zi|−[Ai]−[Bi]+∆i−ǫ
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×
∣∣∣∣∣
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
Ti(zi, xi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉∣∣∣∣∣ .
We now bound the test functions by suitable seminorms and prepare for the integration over
points which are not in the big pointwise correlation, namely, xi for i ∈ I1 and yi for i ∈ I2.
For i ∈ I1, we use the inequality
〈xi〉2d+2+5k|fi(xi)| 1l{|xi − yi| ≤ Lr} 1l{|xi − zi| ≤ Lr} ≤
||fi||0,2d+2+5k 1l{|xi − zi| ≤ Lr} 1l{|yi − zi| ≤ 2Lr} .
For i ∈ I2, we use the inequality
〈xi〉d+1+5k|fi(xi)| 1l{|xi − yi| ≤ Lr} 1l{|xi − zi| ≤ Lr} ≤
〈xi〉−(d+1+2k)||fi||0,2d+2+7k 1l{|yi − zi| ≤ 2Lr} 1l{|xi − zi| ≤ 2Lr} .
Note that we allowed ourselves to loose a bit on the |xi−zi| bound in order to make this case
look like the previous one and thus ease the bookkeeping. For i ∈ I3, we use the inequality
|fi(xi)| ≤ 〈xi〉−(d+1+2k)||fi||0,d+1+2k .
Finally, for i ∈ I4, we use the inequality
|fi(zi)| ≤ 〈zi〉−(d+1+2k)||fi||0,d+1+2k .
Absorbing the Schwartz seminorms into the O(1) constant, we obtain
I(II) ≤ O(1)
∫
Conf3|I1|+3|I2|+|I3|+|I4|
∏
i∈I1∪I2∪I3
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1∪I2∪I4
dzi
∏
i∈I1
〈yi〉−(d+1+k) ×
∏
i∈I1
〈zi〉−(d+1+2k) ×
∏
i∈I2
〈xi〉−(d+1+2k) ×
∏
i∈I2
〈zi〉−(d+1+k)
×
∏
i∈I3
〈xi〉−(d+1+2k) ×
∏
i∈I4
〈zi〉−(d+1+2k) ×
∏
i∈I1
( 1l{|xi − zi| ≤ Lr} 1l{|yi − zi| ≤ 2Lr} )
×
∏
i∈I2
( 1l{|yi − zi| ≤ 2Lr} 1l{|xi − zi| ≤ 2Lr} )×
∏
i∈I2
|yi − zi|−[Ai]−[Bi]+∆i−ǫ
×
∣∣∣∣∣
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
Ti(zi, xi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉∣∣∣∣∣ .
We now integrate over xi, i ∈ I1 and yi, i ∈ I2, respectively using the α = 0 and α =
[Ai] + [Bi]−∆i + ǫ cases of Lemma 3. Thus
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
P(III)I(III)
with
P(III) =
∏
i∈I1
Lr([Ai]+[Bi]−∆i−d−ǫ) ×
∏
i∈I2
L−r(d+2ǫ)
and
I(III) =
∫
Conf2|I1|+2|I2|+|I3|+|I4|
∏
i∈I2∪I3
dxi
∏
i∈I1
dyi
∏
i∈I1∪I2∪I4
dzi
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∏
i∈I1
〈yi〉−(d+1+k) ×
∏
i∈I1
〈zi〉−(d+1+2k) ×
∏
i∈I2
〈xi〉−(d+1+2k) ×
∏
i∈I2
〈zi〉−(d+1+k)
×
∏
i∈I3
〈xi〉−(d+1+2k) ×
∏
i∈I4
〈zi〉−(d+1+2k) ×
∏
i∈I1
1l{|yi − zi| ≤ 2Lr} ×
∏
i∈I2
1l{|xi − zi| ≤ 2Lr}
×
∣∣∣∣∣
〈∏
i∈I1
R1,i(yi, zi)×
∏
i∈I2
Ti(zi, xi)×
∏
i∈I3
OC∗i(xi)×
∏
i∈I4
OAi(zi)
〉∣∣∣∣∣ .
In order to continue, we will consolidate our notation by renaming the dummy variables of
integration as follows
• For all i ∈ I1, yi stays yi.
• For all i ∈ I1, zi becomes xi.
• For all i ∈ I2, zi becomes yi.
• For all i ∈ I2, xi stays xi.
• For all i ∈ I3, xi stays xi.
• For all i ∈ I4, zi becomes xi.
We also introduce the notation I34 = I3 ∪ I4 together with the new field labels Di, i ∈ I34
defined as follows.
• For all i ∈ I3, Di = C∗i .
• For all i ∈ I4, Di = Ai.
These changes made, we can give a simpler formula for the integral, i.e.,
I(III) =
∫
Conf2|I1|+2|I2|+|I3|+|I4|
∏
i∈[n]
dxi
∏
i∈I1∪I2
dyi
∏
i∈[n]
〈xi〉−(d+1+2k) ×
∏
i∈I1∪I2
〈yi〉−(d+1+k) ×
∏
i∈I1∪I2
1l{|yi − xi| ≤ 2Lr}
×
∣∣∣∣∣
〈∏
i∈I1
R1,i(yi, xi)×
∏
i∈I2
Ti(yi, xi)×
∏
i∈I34
ODi(xi)
〉∣∣∣∣∣ .
4.2. Re-expansion. At this point the pointwise correlation looks ready for the EFNNB.
However, we are missing the indicator functions needed for this bound. We pick a number
δ > 0. For each i, 1 ≤ i ≤ n, we insert in the integral I(III) the identity
1 = 1l
{
min
j 6=i
|xi − xj | > δLr
}
+ 1l
{
min
j 6=i
|xi − xj | ≤ δLr
}
.
Then we expand. This results in a sum over decompositions (IG, IB) of [n]. Let i ∈ [n].
If we pick for it the first indicator function we say that i is good. If we pick the second,
we say that i is bad. The set IG is that of good labels, whereas IB is the set of bad ones.
The R1,i(yi, xi)’s and Ti(yi, xi) with i ∈ IG are left untouched. On the other hand, those for
i ∈ IB must re-expanded completely. Recall that “inside correlations” we have
R1,i(yi, xi) = OAi(yi)OBi(xi)−
∑
Ci∈A(∆i)
CCiAiBi(yi, xi)OCi(xi) (19)
and
Ti(yi, xi) = OC∗i(yi)−OC∗i(xi) .
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We need new notation for subsets of [n], as follows.
• We let I1G = I1 ∩ IG.
• We let I2G = I2 ∩ IG.
• We let I1BOO be the set of i’s in I1 ∩ IB for which the first OO term in (19) is chosen
in the expansion.
• We let I1BCO be the set of i’s in I1 ∩ IB for which a CO term in the sum in (19) is
chosen for the expansion.
• We let I2BY be the set of i’s in I2 ∩ IB for which OC∗i(yi) is chosen.
• We let I2BX be the set of i’s in I2 ∩ IB for which OC∗i(xi) is chosen.
After putting absolute values so one does not have to worry about the signs produced by i’s
in I1BCO or I2BX, and after factoring the C’s out of the pointwise correlation, the resulting
estimate is
I(III) ≤
∑∫
Conf2|I1|+2|I2|+|I3|+|I4|
∏
i∈[n]
dxi
∏
i∈I1∪I2
dyi
∏
i∈[n]
〈xi〉−(d+1+2k) ×
∏
i∈I1∪I2
〈yi〉−(d+1+k) ×
∏
i∈I1∪I2
1l{|yi − xi| ≤ 2Lr}
×
∏
i∈IG
1l
{
min
j 6=i
|xi − xj | > δLr
}
×
∏
i∈IB
1l
{
min
j 6=i
|xi − xj | ≤ δLr
}
×
∏
i∈I1BCO
∣∣CCiAiBi(yi, xi)∣∣×
∣∣∣∣∣
〈 ∏
i∈I1G
R1,i(yi, xi)×
∏
i∈I2G
Ti(yi, xi)×
∏
i∈I1BOO
[OAi(yi)OBi(xi)]
×
∏
i∈I1BCO
OCi(xi)×
∏
i∈I2BY
OC∗i(yi)×
∏
i∈I2BX
OC∗i(xi)×
∏
i∈I34
ODi(xi)
〉∣∣∣∣∣ .
For obvious reasons, we did not write the (formidable) summation index under the sum. In-
deed, the sum is now over decompositions (I1G, I1BOO, I1BCO) of I1, as well as decompositions
(I2G, I2BY, I2BX), of I2, followed by a summation over Ci ∈ A(∆i), for each i ∈ I1BCO.
At (long) last, we are now able to use the EFNNB as well as the bound (8) for the
C’s. Indeed, if we pick δ ≥ 4η−1 then the indicator functions present imply the needed
repulsive condition for the OPE-like elements R1,i(yi, xi), i ∈ I1G, and CZ-like elements
Ti(yi, xi), i ∈ I2G. Since the xi’s and yi’s are treated differently, and in order to keep the size
of formulas under control, we need to introduce two notions of nearest-neighbor distance,
before writing the outcome of the EFNNB.
For all i ∈ [n]\I2BY, we let
NNDXi = min
{
min
j∈([n]\I2BY)\{i}
|xi − xj | , min
j∈I1BOO∪I2BY
|xi − yj|
}
.
For all i ∈ I1BOO ∪ I2BY, we let
NNDYi = min
{
min
j∈[n]\I2BY
|yi − xj | , min
j∈(I1BOO∪I2BY)\{i}
|yi − yj|
}
.
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These precautions taken, we now have
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
∑
(I1G,I1BOO,I1BCO)⊢I1
(I2G,I2BY,I2BX)⊢I2
∑
(Ci)i∈I1BCO∈
∏
i∈I1BCO
A(∆i)
P(IV)I(IV)
with
P(IV) = P(III) =
∏
i∈I1
Lr([Ai]+[Bi]−∆i−d−ǫ) ×
∏
i∈I2
L−r(d+2ǫ)
and
I(IV) =
∫
Conf2|I1|+2|I2|+|I3|+|I4|
∏
i∈[n]
dxi
∏
i∈I1∪I2
dyi
∏
i∈I1BCO
〈xi〉−(d+1) ×
∏
i∈I2BY
〈xi〉−(d+1+2k) ×
∏
i∈[n]\(I1BCO∪I2BY)
〈xi〉−(d+1+k) ×
∏
i∈I2BX
〈yi〉−(d+1+k)
×
∏
i∈(I1∪I2)\I2BX
〈yi〉−(d+1) ×
∏
i∈I1∪I2
1l{|yi − xi| ≤ 2Lr} ×
∏
i∈IG
1l
{
min
j 6=i
|xi − xj | > δLr
}
×
∏
i∈IB
1l
{
min
j 6=i
|xi − xj | ≤ δLr
}
×
∏
i∈I1BCO
1
|yi − xi|[Ai]+[Bi]−[Ci]+ǫ
×
∏
i∈I1G
|yi − xi|∆i+γ−[Ai]−[Bi]
NNDX∆i+γ+ǫi
×
∏
i∈I2G
|yi − xi|γ
NNDX∆i+γ+ǫi
×
∏
i∈I1BOO
1
NNDY
[Ai]+ǫ
i × NNDX[Bi]+ǫi
×
∏
i∈I1BCO
1
NNDX
[Ci]+ǫ
i
×
∏
i∈I2BY
1
NNDY∆i+ǫi
×
∏
i∈I2BX
1
NNDX∆i+ǫi
×
∏
i∈I34
1
NNDX
[Di]+ǫ
i
.
In order to reduce the complexity of this formula, we immediately integrate over the yi’s
with i ∈ I1G ∪ I1BCO ∪ I2G ∪ I2BX. Indeed, the latter only couple to their corresponding xi
through a simple dependence that can be dealt with using Lemma 3.
For ∈ I1G, we use the bound∫
dyi 1l{|yi − xi| ≤ 2Lr} 〈yi〉−(d+1) |yi − xi|∆i+γ−[Ai]−[Bi] ≤ O(1) Lr(d+∆i+γ−[Ai]−[Bi])
which follows from 〈yi〉 ≥ 1 and Lemma 3. For convenience, we did not write the domain of
integration since it is Rd minus a finite number of points (all the other xj ’s and yj’s).
For ∈ I1BCO, we similarly use the bound∫
dyi 1l{|yi − xi| ≤ 2Lr} 〈yi〉−(d+1) |yi − xi|−[Ai]−[Bi]+[Ci]−ǫ ≤ O(1) Lr(d−[Ai]−[Bi]+[Ci]−ǫ) .
For ∈ I2G, we use the bound∫
dyi 1l{|yi − xi| ≤ 2Lr} 〈yi〉−(d+1) |yi − xi|γ ≤ O(1) Lr(d+γ) .
Finally, for ∈ I2BX, we use the bound∫
dyi 1l{|yi − xi| ≤ 2Lr} 〈yi〉−(d+1+k) |yi − xi|0 ≤ O(1) Lrd .
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As for the surviving long-distance decay factors, we bound them by the worst-case expo-
nent, i.e., we turn them all into 〈·〉−(d+1). Therefore
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
∑
(I1G,I1BOO,I1BCO)⊢I1
(I2G,I2BY,I2BX)⊢I2
∑
(Ci)i∈I1BCO∈
∏
i∈I1BCO
A(∆i)
P(V)I(V)
with
P(V) =
∏
i∈I1G
Lr(γ−ǫ) ×
∏
i∈I1BOO
Lr([Ai]+[Bi]−∆i−d−ǫ) ×
∏
i∈I1BCO
Lr([Ci]−∆i−2ǫ)
×
∏
i∈I2G
Lr(γ−2ǫ) ×
∏
i∈I2BY
L−r(d+2ǫ) ×
∏
i∈I2BX
L−2ǫr
and
I(V) =
∫
Confn+|I1BOO|+|I2BY |
∏
i∈[n]
dxi
∏
i∈I1BOO∪I2BY
dyi
∏
i∈[n]
〈xi〉−(d+1) ×
∏
i∈I1BOO∪I2BY
〈yi〉−(d+1)
×
∏
I1BOO∪I2BY
1l{|yi−xi| ≤ 2Lr} ×
∏
i∈IG
1l
{
min
j 6=i
|xi − xj | > δLr
}
×
∏
i∈IB
1l
{
min
j 6=i
|xi − xj | ≤ δLr
}
×
∏
i∈I1G
1
NNDX∆i+γ+ǫi
×
∏
i∈I2G
1
NNDX∆i+γ+ǫi
×
∏
i∈I1BOO
1
NNDY
[Ai]+ǫ
i × NNDX[Bi]+ǫi
×
∏
i∈I1BCO
1
NNDX
[Ci]+ǫ
i
×
∏
i∈I2BY
1
NNDY∆i+ǫi
×
∏
i∈I2BX
1
NNDX∆i+ǫi
×
∏
i∈I34
1
NNDX
[Di]+ǫ
i
.
Clearly, another round of consolidation of notation and relabeling is needed! We will avoid
the different treatment of the xi’s versus the yi’s by replacing the set of labels [n] by a larger
one we will denote by V . The latter is a subset of [n] × {X,Y} where X, and Y are mere
symbols. The set V is nothing more nor less than what we need in order to label all the
variables in the previous integral. Thus, the set V is the (disjoint) union of the following ten
blocks.
• Let V X1G = I1G × {X}.
• Let V X2G = I2G × {X}.
• Let V Y1BOO = I1BOO × {Y}
• Let V X1BOO = I1BOO × {X}
• Let V X1BCO = I1BCO × {X}.
• Let V Y2BY = I2BY × {Y}.
• Let V X2BY = I2BY × {X}.
• Let V X2BX = I2BX × {X}.
• Let V X34G = (I34 ∩ IG)× {X}.
• Let V X34B = (I34 ∩ IB)× {X}.
For each a ∈ V we will define its corresponding (denominator) exponent βa, we will also
indicate its status, i.e., effective versus virtual from the point of view of the EFNNB we
just used. This will result in a decomposition (Veff , Vvirt) ⊢ V . Elements a ∈ V which were
not present in the correlation estimated by the EFNNB, namely, those of V X2BY, are declared
virtual. The point is that only effective elements can be somebody else’s neighbor for the
calculation of the NNDXi and NNDYi functions. All of this is summarized in the following
table which should help the reader follow the rest of the proof.
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Block Status β(i,s)
V X1G eff ∆i + γ + ǫ
V X2G eff ∆i + γ + ǫ
V Y1BOO eff [Ai] + ǫ
V X1BOO eff [Bi] + ǫ
V X1BCO eff [Ci] + ǫ
V Y2BY eff ∆i + ǫ
V X2BY virt 0
V X2BX eff ∆i + ǫ
V X34G eff [Di] + ǫ
V X34B eff [Di] + ǫ
We let V X denote the set of all (i, s) ∈ V with s = X. We likewise define V Y denote the
set of all (i, s) ∈ V with s = Y. We let VG denote the set of all (i, s) ∈ V with i ∈ IG. We
likewise define VB as the set of all (i, s) ∈ V with i ∈ IB.
We also introduce notation for the following sets.
• We let V XG = VG ∩ V X = V X1G ∪ V X2G ∪ V X34G.
• We let V XB = VB ∩ V X = V X1BOO ∪ V X2BY ∪ V X2BX ∪ V X34B.
• We let V YB = VB ∩ V Y = V Y1BOO ∪ V Y2BY.
Of course, there is no need for a fourth set V YG since it would be empty.
We define an involution ι : V → V as follows.
• For all i ∈ I1BOO ∪ I2BY, we let ι(i,Y) = (i,X) and ι(i,X) = (i,Y).
• For all i ∈ [n]\ (I1BOO ∪ I2BY), we let ι(i,X) = (i,X)
We can now rewrite the last integral as
I(V) =
∫
Conf|V |
∏
a∈V
dua
∏
a∈V
〈ua〉−(d+1) ×
∏
a∈V Y1BOO∪V
Y
2BY
1l{|ua − uι(a)| ≤ 2Lr}
×
∏
a∈V XG
1l
{
min
b∈V X\{a}
|ua − ub| > δLr
}
×
∏
a∈V XB
1l
{
min
b∈V X\{a}
|ua − ub| ≤ δLr
}
×
∏
a∈Veff
1(
minb∈Veff\{a} |ua − ub|
)βa .
The next step which we call preemptive rerouting is necessary in order to keep the complexity
of the graphs arising in the next section under control. We will overestimate the last integral
by replacing Veff simply by V . Indeed, V \Veff = V X2BY. There is no harm in adding the factors
1(
minb∈V \{a} |ua − ub|
)βa
for a ∈ V X2BY since the corresponding exponent is βa = 0. As for the elements a ∈ Veff , we
have
1(
minb∈Veff\{a} |ua − ub|
)βa ≤ 1(
minb∈V \{a} |ua − ub|
)βa
since all exponents βa in the table are nonnegative.
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As a result,
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
∑
(I1G,I1BOO,I1BCO)⊢I1
(I2G,I2BY,I2BX)⊢I2
∑
(Ci)i∈I1BCO∈
∏
i∈I1BCO
A(∆i)
P(VI)I(VI)
with
P(VI) = P(V) =
∏
i∈I1G
Lr(γ−ǫ) ×
∏
i∈I1BOO
Lr([Ai]+[Bi]−∆i−d−ǫ) ×
∏
i∈I1BCO
Lr([Ci]−∆i−2ǫ)
×
∏
i∈I2G
Lr(γ−2ǫ) ×
∏
i∈I2BY
L−r(d+2ǫ) ×
∏
i∈I2BX
L−2ǫr
and
I(VI) =
∫
Conf|V |
∏
a∈V
dua
∏
a∈V
〈ua〉−(d+1) ×
∏
a∈V Y1BOO∪V
Y
2BY
1l{|ua − uι(a)| ≤ 2Lr}
×
∏
a∈V XG
1l
{
min
b∈V X\{a}
|ua − ub| > δLr
}
×
∏
a∈V XB
1l
{
min
b∈V X\{a}
|ua − ub| ≤ δLr
}
×
∏
a∈V
1(
minb∈V \{a} |ua − ub|
)βa .
4.3. Graph construction. We are now ready for a more involved version of the argument in
§2.2. We let G be the set of all pairs (τ, σ) made of fixed-point-free endofunctions τ : V → V
and σ : VB → VB which satisfy the crucial requirement τ(VB) ⊂ VB.
Claim: For any fixed point configutation (ua)a∈V ∈ Conf |V |, the following inequality holds
1 ≤
∑
(τ,σ)∈G
∏
a∈V
1l
{
|ua − uτ(a)| = min
b∈V \{a}
|ua − ub|
}
×
∏
a∈VB
1l
{|ua − uσ(a)| ≤ δLr}× ∏
a∈VB
1l
{|ua − uτ(a)| ≤ δLr} .
To prove the claim, we need to construct a pair (τ, σ) with the desired properties. For
τ we proceed exactly as in §2.2, namely, we choose a nearest-neighbor. This already takes
care of the first set of indicator functions. As for the construction of σ, it is done as follows.
For a ∈ V YB , we let σ(a) = ι(a) ∈ V XB . For a ∈ V XB we let σ(a) be some choice of element
b ∈ V X\{a} such that |ua−ub| ≤ δLr. Since we can arrange for δ ≥ 2, this definition clearly
satisfies all conditions in the second group of indicator functions. Note that such a b cannot
belong to V XG by the repulsive condition in the definition of the latter. So σ is indeed an
endofunction of VB.
We are reduced to showing that, for any a ∈ VB, we have τ(a) ∈ VB and |ua−uτ(a)| ≤ δLr.
For a ∈ V YB , σ(a) ∈ V XB ⊂ VB by construction, while the inequalities
2Lr ≥ |ua − uι(a)| ≥ min
b∈V \{a}
|ua − ub| = |ua − uτ(a)|
and δ ≥ 2 imply |ua − uτ(a)| ≤ δLr.
Now let a ∈ V XB . Then σ(a) ∈ V XB \{a} satisfies
δLr ≥ |ua − uσ(a)| ≥ min
b∈V \{a}
|ua − ub| = |ua − uτ(a)| .
33
Finally, we argue by contradiction an assume that τ(a) /∈ VB. Then τ(a) ∈ V XG which by
definition implies
|uτ(a) − uι(a)| > δLr
because ι(a) ∈ V XB must be different from τ(a). On the other hand ι(a) 6= a satisfies
2Lr ≥ |ua − uι(a)| ≥ min
b∈V \{a}
|ua − ub| = |ua − uτ(a)|
while
|ua − uτ(a)| ≥ |uτ(a) − uι(a)| − |ua − uι(a)| > (δ − 2)Lr
which is a contradiction because we can arrange for δ ≥ 4.
Now that the claim is proved, we do as in §2.2. We pull the sum over (τ, σ) out of the
integral, use the first set of indicator functions to replace the min’s by |ua−uτ(a)|’s. Finally,
we discard the old indicator functions and the ones from the first group we just used, and
we keep the new ones from the second and third group. As a result, we have
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
∑
(I1G,I1BOO,I1BCO)⊢I1
(I2G,I2BY ,I2BX)⊢I2
∑
(Ci)i∈I1BCO∈
∏
i∈I1BCO
A(∆i)
∑
(τ,σ)∈G
P(VII)I(VII)
with
P(VII) = P(VI) =
∏
i∈I1G
Lr(γ−ǫ) ×
∏
i∈I1BOO
Lr([Ai]+[Bi]−∆i−d−ǫ) ×
∏
i∈I1BCO
Lr([Ci]−∆i−2ǫ)
×
∏
i∈I2G
Lr(γ−2ǫ) ×
∏
i∈I2BY
L−r(d+2ǫ) ×
∏
i∈I2BX
L−2ǫr
and
I(VII) =
∫
Conf |V |
∏
a∈V
dua
∏
a∈V
〈ua〉−(d+1) ×
∏
a∈VB
1l
{|ua − uσ(a)| ≤ δLr}
×
∏
a∈VB
1l
{|ua − uτ(a)| ≤ δLr}×∏
a∈V
|ua − uτ(a)|−βa . (20)
4.4. Two-scale pin and sum argument. The workhorses in §2.1 having now been pro-
vided with proper steering, we can sit back and watch them take care of the remaining
integral. Indeed, one has a directed graph on V with two types of edges: a → τ(a) and
a → σ(a). Moreover, we have a decomposition (VG, VB) ⊢ V . Clearly, the restriction of the
graph to VG is such that there can only be two kinds of connected components: 1) isolated
pure τ hairy cycles or, 2) directed τ trees attached to some vertex in VB. There is no σ
edge incident to a vertex in VG. Furthermore, the only possible communication between VG
and VB is through an edge going from a vertex in VG to a vertex in VB, and this can only
happen at most once per connected component of VG. We therefore repeat the pin and sum
argument from §2.2 and integrate over the vertices of VG which produces an O(1) factor.
Let (W1, . . . ,Wq) ⊢ VB be a decomposition into connected components for the remaining
graph made of both τ and σ edges. For i with 1 ≤ i ≤ q, further decompose Wi into
connected components for the subgraph only made of τ edges. This gives a decomposition
(Wi,1, . . . ,Wi,lq) ⊢ Wi. Then delete all σ edges internal to the Wi,j. Also, keep enough σ
edges, i.e., lq − 1 of them which connect Wi,1, . . . ,Wi,lq together and delete the rest. When
a σ edge is deleted we discard the corresponding indicator function in (20). Also pick some
bi ∈ Wi,1 which will serve as root for all of Wi. Discard the 〈ua〉−(d+1) factors except those of
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b1, . . . , bq. As a result, each τ edge a→ τ(a) contributes an L−βar and each vertex contributes
Ldr except the bi’s which have to be integrated with Lemma 1 instead of Lemma 3.
Again, an explicit example with a picture should help the reader follow the argument.
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In the above graph, the solid lines represent τ edges and the dashed ones represent the σ
edges. The elements in VG are at the top and the ones in VB are at the bottom. We first
preform the succesion of integrations corresponding to the sequence
a1, a4, a5, a3, a2, a6, a7, a8, a9, a10, a11, a12, a13, a14
in order to get rid of the good points. These operations all use Lemma 1, except the treatment
of a3 which uses Lemma 2. We are then left with the following picture.
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In this example we have
W1 = {a15, a16, a17, a18, a19, a20, a21, a22, a23, a24, a25}
and
W2 = {a26, a27} .
The sub-components are
W1,1 = {a15, a16, a17} ,
W1,2 = {a18, a19} ,
W1,3 = {a20, a21, a22, a23, a24, a25} ,
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and
W2,1 = {a26, a27} .
Then we remove σ edges which do not improve connectivity, until we have a spanning tree
between Wi,j’s in each Wi. Of course there are many ways to do so. For example, one could
obtain the following graph.
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For the choices of roots, we could for instance take b1 = a15 and b2 = a26. A possible order
of integration is then
a27, a26, a24, a25, a23, a20, a21, a22, a18, a19, a17, a16, a15.
Note that used the idea from Remark 2 in the last three integrations. For a15 and a26, we
used Lemma 1. For a27, a20, a18 and a17, we used Lemma 4. Finally, for the remaining
points, we used Lemma 3.
4.5. Power-counting. At this point we are left with an accounting problem which is to
make sure the overall coefficient of r in the exponent of L is positive. Indeed,
|Υr| ≤ O(1)
∑
(I1,I2,I3)⊢[m]
(I1,I2,I3)6=(∅,∅,[m])
∑
(I1G,I1BOO,I1BCO)⊢I1
(I2G,I2BY,I2BX)⊢I2
∑
(Ci)i∈I1BCO∈
∏
i∈I1BCO
A(∆i)
∑
(τ,σ)∈G
P(VIII)I(VIII)
with I(VIII) = 1 but also
P(VIII) =
∏
i∈I1G
Lr(γ−ǫ) ×
∏
i∈I1BOO
Lr([Ai]+[Bi]−∆i−d−ǫ) ×
∏
i∈I1BCO
Lr([Ci]−∆i−2ǫ)
×
∏
i∈I2G
Lr(γ−2ǫ) ×
∏
i∈I2BY
L−r(d+2ǫ) ×
∏
i∈I2BX
L−2ǫr × L−rdq ×
∏
a∈VB
L(d−βa)r .
Using the table, this can be reorganized according to subsets of I as follows.
P(VIII) = LrαTotal
with
αTotal = −dq + (γ − ǫ)|I1G|+ (γ − 2ǫ)|I2G|
+
∑
i∈I1BOO∪I1BCO∪I2BY∪I2BX
(d−∆i − 3ǫ) +
∑
i∈I34∩IB
(d− [Di]− ǫ) .
Now notice that each connected component Wi must contain at least two elements of V
X
B .
Indeed, it is not empty by definition. If it contains a ∈ V YB then by construction it also
contains σ(a) ∈ V XB . But if we caught one element b of V XB , then we can also catch another
one, namely, σ(b). Thus
2q ≤ |V XB | = |I1BOO|+ |I1BCO|+ |I2BY|+ |I2BX|+ |I34 ∩ IB| = |IB|
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and therefore
αTotal ≥ −d
2
|IB|+ (γ − 2ǫ) (|I1G|+ |I2G|)
+|IB| ×min
{
min
i∈I1∪I2
(d−∆i − 3ǫ),min
i∈I3
(d−∆i − ǫ),min
i∈I4
(d− [Ai]− ǫ)
}
≥ (γ − 2ǫ) (|I1G|+ |I2G|)
+ (|I1B|+ |I2B|+ |I34 ∩ IB|)×min
{
min
i∈I1∪I2∪I3
(
d
2
−∆i − 3ǫ
)
,min
i∈I4
(
d
2
− [Ai]− ǫ
)}
.
We toss |I34 ∩ IB| away and use |I1| = |I1G| + |I1B| as well as |I2| = |I2G|+ |I2B| in order to
write
αTotal ≥ ν (|I1|+ |I2|)
where
ν = min
{
γ − 2ǫ, min
1≤i≤m
(
d
2
−∆i − 3ǫ
)
, min
m+1≤i≤n
(
d
2
− [Ai]− ǫ
)}
> 0 .
Recalling that (I1, I2, I3) 6= (∅, ∅, [m]) and r ≤ 0, and all the sums being finite, we finally
obtain
|Υr| ≤ O(1)Lνr ,
namely, the statement of Proposition 1. 
5. Proof of the main theorem
We will be brief since now the rest of the proof of Theorem 1 is standard. For Part (1), it
is enough to take p ≥ 2 to be an even integrer. We write
||Mr(f)−Mr−1(f)||pLp = E [Mr(f)−Mr−1(f)]p =
p∑
q=0
(
p
q
)
(−1)p−q E [Mr(f)p−qMr−1(f)q]
=
p∑
q=0
(
p
q
)
(−1)p−q (E [Mr(f)p−qMr−1(f)q]− IPC)
with
IPC =
∫
Confp
p∏
i=1
dxi
p∏
i=1
f(xi)
〈
p∏
i=1
OC∗i(xi)
〉
.
We apply Proposition 1 to each term and deduce convergence of the telescopic series in Lp,
and thus in L1 from which the almost sure convergence follows too. We then prove part
(2). If one used two different mollifiers ρ1 and ρ2 and constructed two versions OC∗,1(f) and
OC∗,2(f) of the smeared renormalized product corresponding to the label C∗, then
||OC∗,1(f)−OC∗,1(f)||2L2 = E OC∗,1(f)2 − 2 E OC∗,1(f)OC∗,2(f) + E OC∗,2(f)2 = 0
by a similar r → −∞ limit and application of Proposition 1.
It is also easy to similarly show that by adjoining the random variables OC∗(f), f ∈ S(Rd),
the pointwise representation from §1.5 still holds. Hence f → OC∗(f) is continuous in say
L2 and thus in probability. It is just a matter of collating this generalized random field into
a random distribution (see [35, Proposition III.4.2 (a)]), in order to finish the proof of the
theorem. 
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6. A detailed example: the fractional massless free field
6.1. The explicit abstract system of pointwise correlations and the BNNFB. We
fix throughout this section the parameter [φ] > 0. For any integer r ∈ N, let Ar = (Nd)r/Sr,
namely the set of r-tuples (ν(1), . . . , ν(r)) of multiindices ν(i) ∈ Nd modulo the action of the
symmetric group Sr by permutation of these multiindices. We will denote the equivalence
class or Sr-orbit of the tuple (ν(1), . . . , ν(r)) by [ν(1), . . . , ν(r)]. More generally, for any
finite set F of cardinality r and any function ν : F → Nd we define a corresponding element
of Ar given by {F ; ν} = [ν(a1), . . . , ν(ar)] where a1, . . . , ar is some enumeration of the
elements of F . We define the disjoint union A∞ = ∪r≥0Ar. The unique element of A0
is denoted by 1l. Using the language of multilinear algebra, A∞ can also be seen as a set of
labels for a “monomials of monomials” linear basis for the plethysm Sym(Sym(Rd)) where
Sym(V ) = ⊕r≥0Symr(V ) is the symmetric algebra obtained from a real vector space V . For
any A ∈ A∞ we define a notion of scaling dimension
[A] = r[φ] + |ν(1)|+ . . .+ |ν(r)|
and degree deg(A) = r, if A = [ν(1), . . . , ν(r)]. We recall that for a multiindex α =
(α1, . . . , αd) ∈ Nd we will use the standard notations for the length |α| = α1 + · · · + αd,
the factorial α! = α1! · · ·αd!, the differential operator ∂αx = ∂
|α|
∂x
α1
1 ···∂x
αd
d
and the monomial
xα = xα11 · · ·xαdd . Such an element A will serve as a label for the composite field formally
given by
OA(x) =: ∂ν(1)φ(x) · · ·∂ν(r)φ(x) : .
Because of the hypothesis [φ] > 0, for any ∆ ∈ R, the set {A ∈ A∞ | [A] ≤ ∆} is finite.
We also have that the quantity next(∆) = min{[A] | A ∈ A∞, [A] > ∆} is well defined
and satisfies next(∆) > ∆. The present example thus has gapped dimension spectrum as in
the statement of Conjecture 1. The application of our main theorem will concern the finite
alphabet A = {A ∈ A∞ | [A] < d
2
}, but we will first define an abstract system of pointwise
correlations 〈OA1(x1) · · ·OAn(xn)〉, more generally for any labels A1, . . . , An in A∞. For such
a collection of labels, pick a finite set F of cardinality |F | = deg(A1) + · · ·+ deg(An). Pick
a decomposition (ordered collection of disjoint subsets whose union is F ) F1, . . . , Fn such
that |Fi| = deg(Ai). Also pick a function ν : F → Nd such that, for all i, {Fi; ν|Fi} = Ai.
The previous data determine a function ι : F → [n] = {1, . . . , n} which maps a ∈ F to the
unique i such that a ∈ Fi.
Recall from §1.1 that for x 6= y in Rd, C(x, y) = κ
|x−y|2[φ]
. We introduce the more general
notation
Cα,β(x, y) = ∂αx ∂
β
yC(x, y)
for any α, β ∈ Nd. As a consequence of the symmetry C(y, x) = C(x, y), we have
Cβ,α(y, x) = Cα,β(x, y) . (21)
By definition, we let for (x1, . . . , xn) ∈ Confn,
〈OA1(x1) · · ·OAn(xn)〉 =
∑
W off−diag
∏
{a,b}∈W
Cν(a),ν(b)(xι(a), xι(b)) . (22)
Here W is a set partition of F with pairs only, i.e., a perfect matching. The sum is over
all such W’s which are off-diagonal. This means that no (unordered) pair {a, b} ∈ W is
allowed to be contained in one of the blocks Fi of the given decomposition of F . Thus
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{a, b} ∈ W implies ι(a) 6= ι(b) and therefore xι(a) 6= xι(b). Also note that by the symmetry
(21), a factor Cν(a),ν(b)(xι(a), xι(b)) does not depend on the choice of ordered pair (a, b) or
(b, a) corresponding to a given unordered pair {a, b}.
If A1 = [ν(1, 1), . . . , ν(1, r1)], . . . , An = [ν(n, 1), . . . , ν(n, rn)], then in better agreement
with physics literature notation, the previous pointwise correlation could be written more
explicitly as
〈OA1(x1) · · ·OAn(xn)〉 =
〈: ∂ν(1,1)φ(x1) · · ·∂ν(1,r1)φ(x1) : × · · ·× : ∂ν(n,1)φ(xn) · · ·∂ν(n,rn)φ(xn) :〉 (23)
which formally represents a correlation of several Wick-ordered local monomials in the ele-
mentary scalar field φ and its derivatives. In this case, we take F = {(i, j) | 1 ≤ i ≤ n, 1 ≤
j ≤ ri} ⊂ N2 and Fi = {(i, j) |1 ≤ j ≤ ri} for 1 ≤ i ≤ n. The function ν : F → Nd is the
already defined (i, j) 7→ ν(i, j) and ι(i, j) = i simply is the projection on the first coordinate.
In order to prove our wanted bounds we will need more general objects involving nonlocal
Wick monomials. Let
z = (zi,j) 1≤i≤n
1≤j≤ri
∈ U ⊂ (Rd)r1+···+rn
where U is the open set defined by the conditions zi,j 6= zi′,j′ whenever i 6= i′. We define the
function z ∈ U given by
〈: ∂ν(1,1)φ(z1,1) · · ·∂ν(1,r1)φ(z1,r1) : × · · ·× : ∂ν(n,1)φ(zn,1) · · ·∂ν(n,rn)φ(zn,rn) :〉 =∑
W off−diag
∏
{a,b}∈W
Cν(a),ν(b)(za, zb) (24)
where we used the same choices for F , (Fi)1≤i≤n and ν as before. Of course, the correlation
〈OA1(x1) · · ·OAn(xn)〉 corresponds to the specialization
z1,1 = · · · = z1,r1 = x1
...
zn,1 = · · · = zn,rn = xn .
(25)
Lemma 5. For all α ∈ Nd, δ ∈ R, u ∈ Rd\{0}, one has the inequality
|∂αu |u|−δ| ≤ O(1) |u|−δ−α
where the constant O(1) can depend on d, δ and α but not on the position u.
Proof: By a trivial induction on |α| one can write
∂αu (u
2)−
δ
2 = Pα(u)× (u2)− δ2−α
for some polynomial Pα(u) which is homogeneous of degree |α|. The lemma then follows
from the obvious inequality |Pα(u)| ≤ O(1)|u||α|. 
As a consequence of the lemma, one has for any points x 6= y, and any multiindices α, β,
|Cα,β(x, y)| ≤ O(1) |x− y|−2[φ]−|α|−|β| . (26)
From now on we will use O(1) to denote unspecified constants which are independent of the
locations of the points concerned by the inequality at hand.
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Proposition 2. For all z ∈ U one has∣∣∣∣∣
〈
n∏
i=1
:
ri∏
j=1
∂ν(i,j)φ(zi,j) :
〉∣∣∣∣∣ ≤ O(1)×∏
a∈F
(
min
b∈F\Fι(a)
|za − zb|
)−[φ]−|ν(a)|
.
Proof: It is enough to bound each term in the finite sum over off-diagonal W’s. By (26),
such a term is bounded by a constant times∏
{a,b}∈W
(|za − zb|−[φ]−|ν(a)| × |zb − za|−[φ]−|ν(b)|) ≤
∏
{a,b}∈W
[(
min
c∈F\Fι(a)
|za − zc|
)−[φ]−|ν(a)|
×
(
min
c∈F\Fι(b)
|zb − zc|
)−[φ]−|ν(b)|]
since W is off-diagonal and the exponents are negative. Finally, collecting the resulting
factors according to elements a in F instead of pairs {a, b} in the prefect matching W, we
obtain the desired bound. 
Corollary 1. One has the bound
|〈OA1(x1) · · ·OAn(xn)〉| ≤ O(1)
n∏
i=1
(
min
j 6=i
|xi − xj |
)−[Ai]
and the BNNFB holds for the abstract system of correlations under consideration.
Proof: Given that, for all i,
∑
a∈Fi
([φ] + |ν(a)|) = [Ai], the first inequality follows immedi-
ately from Proposition 2 and the specialization (25). This gives a clean and sharp form of
the BNNFB with ǫ = 0 and k = 0 as expected for a conformal field theory. In order to derive
the BNNFB as formulated in §1.7 with some ǫ > 0 one can of course divide and multiply
by factors of the form |x − y|ǫ which are bounded by taking k large enough, thanks to the
elementary inequality |x− y| ≤ √2〈x〉〈y〉. 
Corollary 2. Suppose B1, . . . ,Bn are disjoint closed Euclidean balls in R
d. Suppose z = (zi,j)
satisfies zi,j ∈ Bi for all i, 1 ≤ i ≤ n and for all j, 1 ≤ j ≤ ri. Then∣∣∣∣∣
〈
n∏
i=1
:
ri∏
j=1
∂ν(i,j)φ(zi,j) :
〉∣∣∣∣∣ ≤ O(1)×
n∏
i=1
(
min
l 6=i
d(Bi,Bl)
)−ri[φ]−∑rij=1 |ν(i,j)|
where we used the standard notation d(A,B) = inf{|x− y| | x ∈ A, y ∈ B} for the distance
between two subsets of Rd.
Proof: For an element a ∈ Fi, we have ι(a) = i and za ∈ Bi. If b ∈ F\Fι(a), then b ∈ Fl for
some l 6= i and thus zb ∈ Bl. Hence, |za − zb| ≥ minl 6=i d(Bi,Bl) and the corollary follows by
a simple rearrangement of the bound from Proposition 2. 
6.2. The OPE structure. We now discuss the OPE structure of the abstract system of
pointwise correlations defined in (22). For given labels D1, . . . , Dn ∈ A∞ and given distinct
points u1, . . . , un, consider the correlator 〈OD1(u1) · · ·ODn(un)〉 where some operators are
grouped in pairs say {1, 2}, {3, 4}, etc. inside [n] = {1, . . . , n}. The OPE arises when
conditioning the sum over W according to the contractions {a, b} ∈ W which are contained
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in F1 ∪ F2, F3 ∪ F4, etc. Let us focus on one pair say {1, 2} ⊂ [n]. In this case we condition
the sum over W by fixing
V = {{a, b} ∈ W | {a, b} ⊂ F1 ∪ F2} .
“Inside correlations”, one has the identity
OD1(u1)OD2(u2) = : ∂ν(1,1)φ(u1) · · ·∂ν(1,r1)φ(u1) : × : ∂ν(2,1)φ(u2) · · ·∂ν(2,r2)φ(u2) :
=
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2) :
∏
a∈F1\(∪V)
∂ν(a)φ(u1)×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : .
The sum over V is over sets of disjoint (unordered) pairs contained in F1 ∪ F2 but not in F1
nor F2. Namely, V is a (not necessarily perfect) matching of F1∪F2 where one never matches
two elements of F1 or two elements of F2. Unmatched elements of F1 form the set F1\(∪V)
whereas unmatched elements of F2 form the set F2\(∪V). Note that, strictly speaking, the
expression
OD1(u1)OD2(u2) = : ∂ν(1,1)φ(u1) · · ·∂ν(1,r1)φ(u1) : × : ∂ν(2,1)φ(u2) · · ·∂ν(2,r2)φ(u2) :
is shorthand for a product
Cν(1,1),∗(u1, ∗) · · ·Cν(1,r1),∗(u1, ∗)Cν(2,1),∗(u2, ∗) · · ·Cν(2,r2),∗(u2, ∗)
where the other attachment points (and orders of derivation) generically denoted by ∗ depend
on the matching W. Also note that the product has the above form when V = ∅. If
say {(1, 1), (2, 1)} ∈ V, then the two factors Cν(1,1),∗(u1, ∗) and Cν(2,1),∗(u2, ∗) have to be
replaced by a single factor Cν(1,1),ν(2,1)(u1, u2), etc. Alternatively, one can use the nonlocal
generalization (24) in order to write the precise identity
〈OD1(u1) · · ·ODn(un)〉 =
∑
V
 ∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)

×
〈
:
∏
a∈F1\(∪V)
∂ν(a)φ(u1)×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : ×OD3(u3) · · ·ODn(un)
〉
.
The next step is to perform a Taylor expansion to sufficiently high order in the position u1
with respect to the reference point u2. Still in shorthand notation, this amounts to setting
f(t) =:
∏
a∈F1\(∪V)
∂ν(a)φ(u2 + t(u1 − u2))×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) :
and writing
f(1) =
pV∑
q=0
f (q)(0)
q!
+
1∫
0
dt
(1− t)pV
pV !
f (pV+1)(t)
for some well chosen pV to be defined shortly.
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By the multivariate chain rule,
f (q)(t) =
∑
α∈Nd
|α|=q
q!
α!
(u1 − u2)α : ∂α
 ∏
a∈F1\(∪V)
∂ν(a)φ
 (u2 + t(u1 − u2))× ∏
b∈F2\(∪V)
∂ν(b)φ(u2) :
which by the multivariate Leibnitz rule gives
f (q)(t) = q!
∑
β,||β||=q
(u1 − u2)|β|
β!
:
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2 + t(u1 − u2))×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) :
where the following notation was used. The sum is over maps β : F1\(∪V)→ Nd. Therefore,
β is not a multiindex but a collection of multiindices β(a), one for each unmatched element
a in F1\(∪V). We thus introduced the new notation
β! =
∏
F1\(∪V)
β(a)! ∈ N , |β| =
∑
F1\(∪V)
β(a) ∈ Nd and ||β|| =
∑
F1\(∪V)
|β(a)| ∈ N .
As a result, we have “inside correlations” the identity
: ∂ν(1,1)φ(u1) · · ·∂ν(1,r1)φ(u1) : × : ∂ν(2,1)φ(u2) · · ·∂ν(2,r2)φ(u2) :
=
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)×
∑
β,||β||≤pV
(u1 − u2)|β|
β!
× :
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2)×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) :
+
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)×
∑
β,||β||=pV+1
(u1 − u2)|β|
β!
× (pV +1)
1∫
0
dt (1− t)pV :
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2+ t(u1−u2))×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : . (27)
Suppose one is performing the OPE up to a scaling dimension cut-off Θ. Then we make a
minimal choice for pV , namely, we let
pV = max
0 ,
 Θ− |(F1 ∪ F2)\(∪V)| × [φ]− ∑
a∈(F1∪F2)\(∪V)
|ν(a)|
 .
We are now able to introduce the needed OPE coefficients as suggested by the terms ap-
pearing in the first sum of (27). We let, by definition,
CED1,D2(u1, u2) =
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)×
∑
β∈(Nd)F1\(∪V)
(u1 − u2)|β|
β!
× 1l{(V, β)→ E}
(28)
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where the condition (V, β)→ E means the symbolic equality
:
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ×
∏
b∈F2\(∪V)
∂ν(b)φ : = OE .
More precisely, construct the finite set G = (F1\(∪V))∪ (F2\(∪V)) and the map ω : G→ Nd
given by
ω(a) =
{
ν(a) + β(a) if a ∈ F1\(∪V) ,
ν(a) if a ∈ F2\(∪V) .
The condition (V, β)→ E, by definition, means that {G;ω} = E. Notice that the previous
constraint ||β|| ≤ pV which featured in (27) is not included in (28).
In fact, one can organize the first sum in (27) according to the unique label E ∈ A which
satisfies (V, β) → E. One then splits this sum according to whether [E] ≤ Θ or [E] > Θ.
Hence
OD1(u1)OD2(u2) =
∑
E,[E]≤Θ
CED1,D2(u1, u2)OE(u2) + Rem1 + Rem2 (29)
where the first remainder is
Rem1 =
∑
E,[E]>Θ
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)×
∑
β,||β||≤pV
(u1 − u2)|β|
β!
× :
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2)×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : ×1l{(V, β)→ E} (30)
and the second one is
Rem2 =
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)×
∑
β,||β||=pV+1
(u1 − u2)|β|
β!
× (pV +1)
1∫
0
dt (1− t)pV :
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2+ t(u1−u2))×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : . (31)
Note that the first sum in (29) should, in principle, be given by∑
E,[E]≤Θ
∑
V
∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)×
∑
β,||β||≤pV
(u1 − u2)|β|
β!
× :
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2)×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : ×1l{(V, β)→ E}
and a priori includes the constraint ||β|| ≤ pV . However, the latter is redundant and can
be removed which leads to the neater expression
∑
E,[E]≤Θ CED1,D2(u1, u2)OE(u2). Indeed, the
condition (V, β)→ E implies [E] = δ + ||β|| where
δ = |(F1 ∪ F2)\(∪V)| × [φ] +
∑
a∈(F1∪F2)\(∪V)
|ν(a)| .
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Since the condition [E] ≤ Θ is in force, the nonnegative integer ||β||must satisfy ||β|| ≤ Θ−δ
and therefore
||β|| ≤ ⌊Θ− δ⌋ ≤ max{0, ⌊Θ− δ⌋} = pV .
As a result, the OPE element for the product OD1(u1)OD2(u2), with u2 as point of reference
and subtracting all field labels E with scaling dimension [E] ≤ Θ, is given by
OPE(u1, u2) = Rem1 + Rem2 . (32)
6.3. A proof of the ENNFB. We will now show that the abstract system of pointwise
correlations corresponding to the fractional Gaussian field with scaling dimension [φ] > 0
satisfies the ENNFB as stated in §1.7. Reverting to the notations of §1.7, we now pick some
η ∈ (0, 1
3
] and first establish the bound with ǫ = 0 and k = 0. For 1 ≤ i ≤ m+ n+ p, we let
Ri = ηminl 6=i |xi − xl|, where the minimum is over all l’s such that 1 ≤ l ≤ m + n + p and
l 6= i. We let Bi denote the closed Euclidean ball centered at xi and of radius Ri. We also
let λi = minl 6=i d(Bi,Bl). If i 6= j, then clearly
Ri ≤ η|xi − xj | and Rj ≤ η|xi − xj | .
From this simple observation and the fact η < 1
2
, we see that the balls Bi are all disjoint.
Also note that from elementary geometry we have
d(Bi,Bj) = |xi − xj | −Ri −Rj ≥ (1− 2η)|xi − xj | .
As a result, we have
λi ≥ (1− 2η)min
l 6=i
|xi − xl| = (1− 2η)
η
Ri (33)
and hence
Ri
λi
≤ η
1− 2η ≤ 1 (34)
because we picked η ≤ 1
3
.
Regarding the EFNNB, there is nothing to prove unless yi ∈ Bi for all i, 1 ≤ i ≤ m+ n,
which we now assume. In order to bound
LHS =
〈
m∏
i=1
OPEi(yi, xi)
m+n∏
i=m+1
CZi(yi, xi)
m+n+p∏
i=m+n+1
OBi(xi)
〉
,
we decompose each OPE factor as Rem1+Rem2 following (32). For any CZ term OBi(yi)−
OBi(xi) with say Bi = [ν(1), . . . , ν(r)], we write
OBi(yi)−OBi(xi) =: ∂ν(1)φ(yi) · · ·∂ν(r)φ(yi) : − : ∂ν(1)φ(xi) · · ·∂ν(r)φ(xi) :
=
1∫
0
dt
d
dt
: ∂ν(1)φ(xi + t(yi − xi)) · · ·∂ν(r)φ(xi + t(yi − xi)) :
=
∑
β,||β||=1
(yi − xi)|β|
1∫
0
dt :
r∏
a=1
∂ν(a)+β(a)φ(xi + t(yi − xi)) : (35)
where the sum is over collections of multiindices β = (β(a))1≤a≤r ∈ (Nd)r and we used the
notations of the previous section for |β| ∈ Nd and ||β|| ∈ N.
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Implementing the expansion described above produces for LHS a rather formidable yet
finite sum which we will not write explicitly. Each term is then bounded using Corollary 2.
The latter gives a constant times a product of factors which can be collected by successively
examining each OPE, CZ and spectator factor. The reader might find it useful to go over
the following list of cases twice: once to check the applicability of Corollary 2 by making
sure all the points belong to the proper balls B, and once to review the collection of factors
produced by the application of Corollary 2.
1st case: OPE factor of Rem1 type.
First let us consider a Rem1 contribution for an OPE term OPEi(yi, xi), 1 ≤ i ≤ m, which
has further been decomposed using a sum over E,V, β with in fact E determined by V, β
via the condition (V, β)→ E.
As a matter of managing notations, we first need to connect the globally defined variables
from §1.7 with the locally defined variables used in §6.2. We thus set u1 = yi, u2 = xi,
D1 = Ai, D2 = Bi as well as Θ = ∆i. From (30), we see that we have a first expression∏
(a,b)∈F1×F2
{a,b}∈V
Cν(a),ν(b)(u1, u2)× (u1 − u2)|β| ,
outside the big correlator, which is readily bounded using (26) by
O(1)× |u1 − u2|−2|V|[φ]−
∑
a∈∪V |ν(a)|+||β|| . (36)
We also have a second expression
:
∏
a∈F1\(∪V)
∂ν(a)+β(a)φ(u2)×
∏
b∈F2\(∪V)
∂ν(b)φ(u2) : ,
inside the big correlator, which is bounded using Corollary 2. The corresponding contribution
to the global bound is
O(1)× λ−|(F1∪F2)\(∪V)|[φ]−
∑
a∈(F1∪F2)\(∪V)
|ν(a)|−||β||
i . (37)
Note that the Wick monomial only involves u2 = xi ∈ Bi.
Recall that the condition (V, β)→ E imposes
[E] = |(F1 ∪ F2)\(∪V)| × [φ] +
∑
a∈(F1∪F2)\(∪V)
|ν(a)|+ ||β||
while we also have
[D1] = |F1|[φ] +
∑
a∈F1
|ν(a)| and [D2] = |F2|[φ] +
∑
a∈F2
|ν(a)| .
Therefore
[D1] + [D2]− [E] = 2|V|[φ] +
∑
a∈∪V
|ν(a)| − ||β|| (38)
and the product of (36) and (37) gives an overall factor
O(1)× |u1 − u2|[E]−[D1]−[D2] × λ−[E]i .
By (34), and the hypothesis yi ∈ Bi, we have
|u1 − u2|
λi
≤ Ri
λi
≤ 1 .
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Also recall the condition [E] > Θ which implies [E] ≥ next(Θ). Hence( |u1 − u2|
λi
)[E]
≤
( |u1 − u2|
λi
)next(Θ)
.
We use the inequality in (33) and the fact next(Θ) ≥ 0 (even if Θ < 0) to bound λ−next(Θ)i
by (minl 6=i |xi− xl|)−next(Θ) times a harmless factor (1− 2η)−next(Θ) which gets absorbed into
O(1). Reverting back to global variables, we see that the present case contributes an overall
factor
O(1)× |yi − xi|
next(∆i)−[Ai]−[Bi]
(minj 6=i |xi − xj |)next(∆i)
to our final bound.
2nd case: OPE factor of Rem2 type.
Now let us consider a Rem2 contribution for an OPE term OPEi(yi, xi), 1 ≤ i ≤ m, which
has further been decomposed using a sum over V, β. While there is no E explicitly appearing
in the formula (31), there is no harm in reintroducing it by defining E using the condition
(V, β)→ E. We will also take a supremum over t ∈ [0, 1] in our estimates. Note that yi, xi or
rather u1, u2 are both in Bi and so is u2+ t(u1−u2) by convexity. Namely, all points involved
in the Wick monomial (which now is nonlocal) are contained in Bi. Note that [E] = δ+ ||β||
with
δ = |(F1 ∪ F2)\(∪V)| × [φ] +
∑
a∈(F1∪F2)\(∪V)
|ν(a)| .
However, now
||β|| = pV + 1 = max{0, ⌊Θ− δ⌋}+ 1 ≥ ⌊Θ− δ⌋+ 1 > Θ− δ
which implies [E] > Θ and therefore [E] ≥ next(Θ). Now the same reasoning as in the
previous case gives the same overall contribution to the final bound.
3rd case: CZ factor.
Let us now consider a CZ factor CZi(yi, xi), m + 1 ≤ i ≤ m + n. Using the notation of
(35), we now have a finite sum to bound. Each term gives a factor outside the big correlator
which is trivially bounded by
|(yi − xi)|β|| ≤ |yi − xi|||β|| = |yi − xi| (39)
since ||β|| = 1. We also have a Wick monomial
:
r∏
a=1
∂ν(a)+β(a)φ(xi + t(yi − xi)) :
inside the big correlator. We again make the easy yet important remark that xi+ t(yi−xi) ∈
Bi, by convexity. Via the bound provided by Corollary 2, this Wick monomial contributes a
factor
O(1)× λ−r[φ]−
∑r
a=1 |ν(a)|−||β||
i = λ
−[Bi]−1
i . (40)
Combining (39) and (40) and by similar geometric reasoning as in the 1st case we thus obtain
an overall factor
O(1)× |yi − xi|
(minj 6=i |xi − xj |)[Bi]+1
for our final bound.
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4th case: Spectator factor.
We finally consider a spectator factor OBi(xi), m+ n ≤ i ≤ m+ n + p. Trivially xi ∈ Bi
and Corollary 2 immediately gives the desired factor
O(1)
1
(minj 6=i |xi − xj |)[Bi]
.
This concludes the case discussion. Collecting all the factors considered above, we obtain:
m+n∏
i=1
1l
{
|yi − xi| ≤ ηmin
j 6=i
|xi − xj |
}
×
∣∣∣∣∣
〈
m∏
i=1
OPEi(yi, xi)
m+n∏
i=m+1
CZi(yi, xi)
m+n+p∏
i=m+n+1
OBi(xi)
〉∣∣∣∣∣ ≤
O(1)×
m∏
i=1
{
|yi − xi|∆i+γi−[Ai]−[Bi] ×
(
min
j 6=i
|xi − xj |
)−∆i−γi}
×
m+n∏
i=m+1
{
|yi − xi|γi ×
(
min
j 6=i
|xi − xj |
)−[Bi]−γi}
×
m+n+p∏
i=m+n+1
(
min
j 6=i
|xi − xj |
)−[Bi]
where
γi =
{
next(∆i)−∆i if 1 ≤ i ≤ m ,
1 if m+ 1 ≤ i ≤ m+ n .
This is a clean and sharp form of the ENNFB which is especially suitable for a conformal
field theory. Using the worst case scenario planning from §1.8 one can set
γ = min
{
1, min
1≤i≤m+n
γi
}
> 0
and one can also turn on ǫ > 0, at the expense of a suitable power k of inhomogeneous norm
factors 〈·〉, in order to establish the ENNFB exactly as it is stated in §1.7. 
6.4. A proof of the soft and hard hypotheses on the OPE coefficients. In order to
use Theorem 1, we need to check that the present system of pointwise correlations with its
OPE structure satisfies the soft and hard hypotheses of §1.6 and §1.7.
For any D1, D2, E ∈ A∞ and using the definition (28) of an OPE coefficient CED1,D2(u1, u2),
one immediately sees that this is indeed a C∞ function on Conf2. Moreover, each term in
the sum over V, β, is easily bounded using (26) by
O(1)× |u1 − u2|−2|V|[φ]−
∑
a∈∪V |ν(a)|+||β|| .
Since the relation (38) also holds here, we obtain
|CED1,D2(u1, u2)| ≤ O(1)× |u1 − u2|[E]−[D1]−[D2] (41)
which is the version of (8) with ǫ = 0 and k = 0. On can again turn on ǫ > 0 and adjust k
accordingly, so that the hypothesis (8) holds.
We now restrict ourselves to D1, D2, E in A = {A ∈ A∞ | [A] < d2} and examine the
requirements of §1.6. Since [D1] + [D2]− [E] ≤ [D1] + [D2] < d, the bound (41) guarantees
the local integrability of CED1,D2(u1, u2) on the diagonal u1 = u2. Moreover, the condition (7)
here is trivial.
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We now consider the condition (SH1) from §1.6 and take Schwartz functions f(u1) and
g(u2). Using the translation invariance/convolution kernel property
CED1,D2(u1, u2) = CED1,D2(u1 − u2, 0)
and a trivial change of variables, we have
g(u2)〈CED1,D2(u1, u2), f(u1)〉u1 = g(u2)
∫
Rd\{0}
dv CED1,D2(v, 0) f(u2 + v) .
Let k ∈ N and α ∈ Nd. By the Leibnitz rule and the theorem of derivation under the integral
sign, the estimation of
〈u2〉k ∂αu2
[
g(u2)〈CED1,D2(u1, u2), f(u1)〉u1
]
amounts to that of finitely many terms of the form
〈u2〉k ∂βg(u2)
∫
Rd\{0}
dv CED1,D2(v, 0) ∂α−βf(u2 + v)
where β is a multiindex which is bounded component-wise by α. Let p, q ∈ N and introduce
corresponding Schwartz seminorms for f and g. Putting absolute values and using (41), the
previous expression is bounded by
O(1)× 〈u2〉k−p ||g||β,p
∫
Rd\{0}
dv
||f ||α−β,q
|v|[D1]+[D2]−[E] × 〈u2 + v〉q .
Form the elementary inequality 〈x+ y〉 ≤ √2〈x〉〈y〉 we get 1〈u2+v〉 ≤
√
2× 〈u2〉〈v〉 which results
in the new bound
O(1)× 〈u2〉k+q−p ||g||β,p||f ||α−β,q
∫
Rd\{0}
dv
1
|v|[D1]+[D2]−[E] × 〈v〉q .
Taking a supremum over u2 while choosing q = d+1, p = k+d+1, and the earlier inequality
[D1]+[D2]−[E] < d show that the function u2 7→ g(u2)〈CED1,D2(u1, u2), f(u1)〉u1 is in Schwartz
space and depends continuously on f . Hence (SH1) is established. The proof of (SH2) is
similar and left to the reader who might find it convenient to use the concatenation notation
from the beginning of §2.2 and elementary inequalities between 〈x1, . . . , xn〉 and 〈x1〉 · · · 〈xn〉.
6.5. Application of the main theorem to the construction of local Wick monomials
as random distributions. Suppose we have an S ′(Rd)-valued random variable φ on a
probability space (Ω,F ,P) and with law given by the FMFF with [φ] > 0. We add the
field O1l which is constant in space and with respect to the random sample and equal to one.
Provided [φ] < d
2
, these two fields form an incarnation of the system of pointwise correlations
corresponding to the label subset {1l, φ} ⊂ A. Since derivatives in the sense of distributions
∂α : S ′(Rd)→ S ′(Rd) are continuous and thus Borel measurable, one immediately gets ∂αφ,
for all α ∈ Nd, as honest random Schwartz distributions on the same probability space.
However, only for the subset corresponding to [φ] + |α| < d
2
are we guaranteed to have an
incarnation for the corresponding pointwise correlations. Indeed, the needed identity for
arbitrary test functions f1, . . . , fn and sequence of multiindices α(1), . . . , α(n) is
E
[
n∏
i=1
(−1)|α(i)|φ(∂α(i)fi)
]
=
∫
Confn
dx1 . . . dxn 〈∂α(1)φ(x1) · · ·∂α(n)φ(xn)〉 f1(x1) · · ·fn(xn) .
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By the definition (23) of 〈∂α(1)φ(x1) · · ·∂α(n)φ(xn)〉, this identity reduces to the n = 2 case
which amounts to the integration par parts
(−1)|α(1)|+|α(2)|
∫
Conf2
dx1dx2
1
|x1 − x2|2[φ] ∂
α(1)f1(x1) ∂
α(1)f2(x2) =
∫
Conf2
dx1dx2
[
∂α(1)x1 ∂
α(2)
x2
1
|x1 − x2|2[φ]
]
f1(x1)f2(x2) .
It is an easy exercise to check that this equality holds without boundary terms at infinity or
the origin because our restriction on labels imposes the local integrability condition 2[φ] +
|α(1)|+ |α(2)| < d.
The construction of random distributions giving an incarnation of Wick monomials indexed
by A is done recursively with respect to the degree of the monomial. Consider a new field
to be constructed OC∗ =: ∂α(1)φ · · ·∂α(n)φ : with [C∗] = n[φ] + |α(1)| + · · · + |α(n)| < d2 .
It is obtained by Theorem 1 applied to the OPE given by the product OAOB where A =
[α(1), · · · , α(n − 1)] and B = [α(n)]. Using the definition (28), it is easy to check that in
this particular case CC∗A,B(x1, x2) = 1 and the non-degeneracy condition (11) holds trivially.
6.6. Conformal invariance. Conformal invariance for the elementary scalar field φ means
that we have the pointwise correlation identity
|Jf(x1)|
[φ]
d · · · |Jf(xn)|
[φ]
d 〈φ(f(x1)) · · ·φ(f(xn))〉 = 〈φ(x1) · · ·φ(xn)〉
for all global conformal transformations f of Rd, and all collections of distinct points which do
not get mapped to the point at infinity. We used Jf(x) to denote the Jacobian determinant
of f at x. It is clearly sufficient to show the identity for generators of the conformal group,
e.g., Euclidean isometries, homotheties and the unit sphere inversion I(x) = 1|x|2x. From the
definition (23), it is also clear that the case of general n reduces to n = 2, and only the case
of the transformation I needs explaining. In components, the Jacobian matrix of I is given
by
1
|x|2
(
δij − 2xixj|x|2
)
.
A simple linear algebra computation shows that the determinant is JI(x) = −|x|−2d and the
needed identity follows from the elementary equality
|I(x1)− I(x2)| = |x1 − x2||x1| × |x2| .
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