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Annotation: Computer programs fast entered in our live and the questions as-
sociated with the execution of these programs have become the most relevant in
our days. Programs should work efficiently, i.e. work as quickly as possible and
spend as little resources as possible. Most often, such a "measure of efficiency"
is the polynomial program execution time of the length of the input data. In
this article will introduce the method of ∆p0-enrichments which will show how
to switch from the usual polynomial model of M using ∆p0-enrichments to a
model with new properties and new elements so that the new model will also
be polynomial. Thus, we will show how to create new classes of objects whose
set will be polynomially computable. We will also prove the polynomial analog
of Gandy fixed point theorem and this result help us to take a different look on
p-computable programs, in particular, to create p-computable verifiable decen-
tralization smart contracts on blockchain and other structures.
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Introduction
In the 1970s and 1980s, Yu.L.Ershov, S.S.Goncharov, and D.I.Sviridenko[5] pro-
posed a direction of semantic programming based on the hereditary-finite lists
super structure HW (M). In this model, was added a next list constructions
and relations: ∈-accessories, ⊆ - to be the beginning of the list, as well as
functions head, tail and cons. All these constructions have a good property —
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for the basic polynomial model of M the complexity of verifying the truth for
∆0−formulas from superstructure remains polynomially computable.
The main goal of our article is to creating programs whose temporal computa-
tional complexity will be polynomial. Method ∆p0-enrichments will help consider
any program written in a high-level language as a logical formula in a suitable
model. And the calculation of the program is the same as checking the truth of
the formula on it. Therefore, the transition from calculating programs written
in high-level languages to verifying the validity of formulas on a model is nat-
ural. The paper will show how to enrich new elements the polynomial model,
so that the new model is also polynomial. At the same time, in a polynomial
model, the validation of a formula will also have polynomial complexity.
In our method ∆p0−enrichments, to enrich the model with new elements, the
concept of generating formulas and generating families(set of generating for-
mulas). If we want have polynomiali complexity, we will impose conditions on
generating formulas and generating families. After that, we construct a new
∆p0-operator Γ, which transfer p-computable sets in p-computable sets, we call
than operator ∆p0−operator.
Next, there will be a natural transition to the polynomial analogue of the Gandy
fixed-point theorem[6]. As in the main theorem, we will expand the set of ele-
ments on which the predicates P1, ..., Pn is true. But the main difference is that
this extension will be obtained due to the truth of the predicates Pi on elements
that were not previously in the model. And since new elements will be gener-
ated with the help of special generating families, ultimately the answer to the
question whether the predicate Pi is true on the element l will have polynomial
complexity.
1. Polynomial models
In this chapter, the concept of a polynomial model will be introduced. To do
this, we will have to consider algorithms working with final objects, but objects
can be represented by words on some alphabet.
Let Σ0−finite alphabet and A ⊆ Σ∗0
Definition: Function f : A→ Σ∗0 is called p-computable if there is a determin-
istic Turing machine T and numbers C, p ∈ N such that ∀x ∈ A function value
f(x) calculated on T for no more than C ∗ |x|p steps, where |x|− word length x.
Definition: The set A → Σ∗0 is-called P-computable if its p-computable char-
acteristic function χA : Σ
∗
0 → {0, 1}.
Definition: Model M - p-computable, if p-computable all functions, predicates
and the main set M .
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Denotement: Class P - class of problems solved in polynomial time, we will
often denote by ∆p0. Therefore, we will also use entries ∆
p
0−function for p-
computable function and ∆p0− set for p-computable set.
Let Σ = Σ0 ∪ {<} ∪ {>} ∪ {, } - new alphabet, received by adding new sm-
bols(brackets and comma).
We will need these symbols to form lists of objects encoded in the alphabet Σ0.
Consider set of words w ∈M0 ⊆ Σ∗0.
Inductively define the concept of hereditary-finite lists HW (M0) on set M0:
1) if a1, ..., an ∈M0, then word < a1, ..., an >∈ Σ∗ - is a list for any n ∈ N .
2) if l1, ..., lk - lists, then word < l1, ..., lk >∈ Σ
∗ - is a list for any k ∈ N .
Inductively define lists with depth n: l ∈ HWn(M0):
1) if a1, ..., an ∈M0, then list l =< a1, ..., an >∈ HW1(M0)
2) let li ∈ HWki(M0), where ki ≤ n and exist lr ∈ HWn(M0) then list
< l1, ..., ln >∈ HWn+1(M0)
Splitting word w ∈ Σ∗ we call the function: f : w → (w1, ..., wn), where
w =< w1, ..., wn >. If there are no such words wi, then f(w) ↑.
Lemma 1.1: The time spent splitting the word w is O(|w| ∗ log(|w|))
 The following algorithm splits a word in time O(|w| ∗ log(|w|)).
First, we remove the first and last triangular brackets in the word w, if they are
not there, then f(w) ↑.
Further, in the word we begin to read the characters until the appearance of
characters in triangle brackets or a comma.
Create to counts: count1 and count2, with initial values equal 0.
After each reading of one character in the word, we update the counter count1 =
count1+ 1, time not exceed log(|w|). If we found <, then count2 = count2+ 1.
If we found >, then count2 = count2− 1.
If we found a comma and if (count1 6= 1)&(count2 = 0), then save the word w1,
else return false and exit from program. If we saved the word w1, then after
reading the comma reset the counter count1 = 0 and start search for the word
w2.
We continue this process until we reach the end of the word. It is easy to see
that the time complexity of the algorithm is O(|w| ∗ log(|w|)). 
Let A ⊆ Σ∗ - set.
f : Σ∗ → Σ∗ - partially computable function.
B = dom(f)|A = {x | x ∈ A & f(x) ↓ & f(x) ∈ A} ⊆ A
Definition: f - ∆P0 ↑ - function on A(or partially p-computable function on
A), if:
3
1) A and B - ∆P0 −sets
2) f - ∆P0 −function on B
3) on A\B function f ↑(not defined)
Definition: Model M is ∆p0 ↑ −model, if M - ∆
p
0−set, all predicates is
∆p0−predicates and all functions is ∆
p
0 ↑ −functions.
Denotement: Often, instead of writing∆p0 (∆
p
0 ↑) we will write n-∆
p
0 (n-∆
p
0 ↑),
to mark the degree of polynomiality n. And we will write C-n-∆p0 (C-n-∆
p
0 ↑),
if we also want to select a constant. In particular, M - n-∆p0 model if, the main
set, functions and predicates are polynomially computable and the degree of
their polynomiality does not exceed the number n ∈ N .
Denotement: MP - this set of n elements is such that
MP = {(a1, ..., an)| M |= P (a)}
Let σ =< fm11 , ..., f
mk
k , P
m1
1 , ..., P
mn
n >.
M - ∆p0 ↑ −model with signature σ.
Determine the truth of the formula on the model M, where fi - ∆
p
0 ↑-
functions.
Let be γ : X →M interpretation of free variables x1, ..., xn.
All formulas are exactly the same as in the first-order predicate logic, but the
definability of terms and the truth of formulas are slightly different, bacause
exists ∆p0 ↑ −functions.
Inductively determine the meaning of terms in interpretations γ:
1) term f(xγ1 , ..., x
γ
n) - not defined, if (x
γ
1 , ..., x
γ
n) /∈ dom(f)|M
2) term f(t1[γ], ..., tn[γ]) - not defined, if done one of:
2.1) exist term ti[γ], which is not defined
2.2) (t1[γ], ..., tn[γ]) /∈ dom(f)|M .
3) in other cases, the term is determined as in the usual first-order predicate
logic..
The truth of the formulas on the model M:
1) Φ : t1[γ] = t2[γ] - the formula is, if terms t1 and t2 defined and t1[γ] = t2[γ].
Else Φ - is false.
2) P (t1[γ], ..., tn[γ]) - formula is false, if at least one of the terms t1, ..., tn - no
defined.
3) In other cases, the truth / falsity of the formula P (t1, ..., tn) corresponds to
truth in the logic of first-order predicates
4) Truth of formulas Φ&Ψ, Φ∨Ψ, Φ→ Ψ, ¬Φ, ∃xΦ, ∀xΦ - corresponds to truth
in the logic of first-order predicates.
Let M0 - ∆
p
0 ↑ − model with signature σ.
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Denotement: M =< M0, M
∗ > - enrichment model M0 new elements so
that:
1) M =M0 ∪M∗, M0 ∩M∗ = ∅
2) MPi = (M0)Pi , i.e ∀x /∈ (M0)Pi M 6|= Pi(x), Pi ∈ σ
3) dom(fi)|M = dom(fi)|M0 , i.e ∀x /∈ dom(fi)|M0 - fi(x) ↑, fi ∈ σ.
Let M =<M0, M
∗ >, where M0 - ∆
p
0 ↑ −model and M
∗-∆p0−set.
Lemma: If f −∆P0 ↑ −function on M0, then f −∆
P
0 ↑ −function on M
 Because the f −∆P0 ↑ −function on M0 follows, what dom(f)|M0 - ∆
p
0−set.
But: dom(f)|M0 = dom(f)|M and mean f - ∆
p
0 ↑-function on M. 
Let M =<M0, M
∗ >, where M0 - ∆
p
0 ↑ −model and M
∗ - ∆p0−set.
Lemma: M =<M0, M
∗ > - ∆p0 ↑ − model.

1) M =M0 ∪M∗ - ∆
p
0−set.
2) MPi = (M0)Pi - ∆
p
0-set, i ∈ I.
3) dom(fi)|M = dom(fi)|M0 - ∆
p
0−set, i ∈ I
4) {(x1, ..., xni)|xi ∈M\M0&f(x) ↑} - ∆
p
0−set, i ∈ I

2. Generating formulas and monotone operators.
Let Φ - quantifier-free formula in signature σ such that Φ does not contain im-
plications and negations in it are found only in front of atomic formulas. Let’s
say that the predicate symbol P in signature σ enters positively in Φ(denote
Φ(P+)), if Φ has no subformulas ¬P (t0, ..., tk−1) for any σ-terms t0, ..., tk−1.
Let P 1-single predicate in signature σ and M - model with signature σ, such
thatM ⊆ Σ∗. Where Σ = Σ0∪{<}∪{>}∪{, } - alphabet from previous chapter.
Denotement: M0 =< M, M
∗, P 10 > - it’s < M, M
∗ > enrichment, where
the predicate P 10 ∈ σ true on the elements x ∈M∗\M .
Let M - ∆p0 ↑ − model with signature σ
P 1 ∈ σ -single-place predicate.
Φ(P+) - formula in which the predicate symbol P enters positively.
M0 =<M,M
∗, P >
Definition: Quantifier free formula ΦM(P+) called generating for the predicate
P , if
1) M∗ = {< a1, ..., an > | M |= Φ(a1, ..., an)} ⊆ Σ∗ - set consisting of words of
the view < a1, ..., an >∈ HW (M) ⊆ Σ
∗
5
2) M0 |= P (a)⇔ a ∈MP ∪M∗ ⊆ Σ∗
Definition: Family of quantifier free formulas FP+ = {Φ
M
i (P
+)|i ∈ I} - is
generating for the predicate P , if
1) M∗i = {< a1, ..., ani > | M |= Φi(a1, ..., ani)}
2) M∗ = ∪i∈IM∗i
3) M0 |= P (a)⇔ a ∈MP ∪M∗
We build new elements of the form < a1, ..., an >∈ Σ∗ from elements a ∈ M
and then add this elements in our model M. Note that the predicate P one
placement and this is essential!
Let {FP+1
, ..., FP+n } - finite set of generating families for predicates P1, ..., Pn
respectively.
Definition: Set of families {FP+1
, ..., FP+n } - call generating for predicates P1, ..., Pn
respectively, if
1) FP+1
- generating family on M = M(0)
2) FP+j
- generating family on M(j−1), for j ∈ [2, n]
3) M(i) =<M(i−1),M∗i , Pi >, where
M∗i = ∪j∈J{< a0, ..., ani > |M |= Φj(a1, ..., an)&Φj ∈ FPi}
In first step, we obtain new elements with the help of the generating family FP1 ,
enrich the model M with these elements and obtain the model M(1), where the
truth of the predicate P1 remains unchanged on the set M and pridicate P1
truth on elements M∗1 \M . Then we repeat the same thing for the predicate
P2, we create new elements using the generating family FP2 , but already on the
model M(1).
We see that each generating family FPi extends only the predicate Pi. Therefore
N−generating families will expand no more than N -predicates for one iteration.
For this whole process of enriching the model and extending the predicates
P1, ..., Pn we can build the corresponding operator Γ
M, which defined on n-sets
(Q1, ..., Qn), where Qi ⊆ Σ∗.
Denotement: Build operator:
ΓMF
P
+
1
,...,F
P
+
n
(Q1, ..., Qn) = (Q
′
1, ..., Q
′
n), where
1) Q′j = Qj ∪Q
∗
j
2) Q∗j = ∪i{< a0, ..., ani > | M
(j−1) |= Φi(a0, ..., ani)}, where Φi ∈ FPj and all
ai ∈M
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As we see from the construction, the new operator is linked with its generating
families, and therefore this operator work with n-set (Q1, ..., Qn) and transfer
to (Q′1, ..., Q
′
n), where Q
′
i ⊆ Σ
∗.
In the next chapter we will add in operator ΓMF
P
+
1
,...,F
P
+
n
some conditions for
generating families FPi , which we need to prove the polynomiality of many con-
structions.
In the next chapter we will add in operator ΓMF
P
+
1
,...,F
P
+
n
some conditions on sets
Q1, ..., Qn and on generating families FPi , which we need to prove the polyno-
miality of many constructions.
Denotement: Fix partial ordering on n-subsets:
(Q1, ..., Qn) ≤n (R1, ..., Rn), if ∀i ∈ [1, ..., n] Qi ⊆ Ri
Proposition 2.1: ΓMF
P
+
1
,...,F
P
+
n
(Q1, ..., Qn) - monotone operator with partial
ordering ≤n.
 The proof of this statement follows directly from the definition of our opera-
tor. ΓMF
P
+
1
,...,F
P
+
n
. Where Q′j = Qj ∪Q
∗
j . 
Operator ΓMF
P
+
1
,...,F
P
+
n
create sequence:
Γ0,Γ1, ...,Γα, ... [α−ordinal]
n-set view (Q1, ..., Qn).
Γ0 = {∅, ..., ∅}, Γα+1 = ΓM
(α)
F
P
+
1
,...,F
P
+
n
(Γα), Γα = ∪β<αΓβ
Denote for Γ∗ - set Γα for the smallest ordinal α such that Γα+1 = Γα
Let M - ∆p0 ↑ −model. And let Γα = (Q
α
1 , ..., Q
α
n).
Lemma: If q ∈ HWr(M) and ∃α q ∈M (α), then q ∈M (r), where 0 < r ≤ α.
 Induction by r:
if r = 1 we get q =< a0, ..., ak >, where ai ∈M and proposition is true q ∈M (1).
Induction step:
Let q ∈ HWr+1(M), where q =< q1, ..., qn > and all qi ∈ HWki(M), where
ki ≤ r, i ∈ I. From the induction hypothesis, we find that there is at least one
element qi ∈ HWr(M).
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From ∃α qi ∈ M (α) and qi ∈ M (r), follow, exist some family F and formula
Φ ∈ F , what M(r) |= Φ(q1, ..., qn) and we get q ∈M (r+1). 
Let M - ∆p0 ↑ −model. And let Γβ ⊂ Γβ+1 for all β < w
Theorem 2.1:(about fixed point existence)
Γ∗ = Γw - fixed point for the operator Γ
M
F
P
+
1
,...,F
P
+
n
.
 Proof this with contradiction method.
Let it not and Γw ⊂ Γw+1.
Then exist element q =< q1, ..., qn >∈ M (w+1)\M (w), where all qi ∈ HW (M).
Therefore q =< q1, ..., qn >∈ HW (M)
∃ri qi ∈ HWri(M) and therefore ∃r = max{r1, ..., rn}+1 q ∈ HWr(M) and by
the above proved lemma we get that q ∈ M (r), where r < w. Got a contradic-
tion. 
3. Polynomial theorem and ∆P0 −operators.
Let: M - ∆p0 ↑ −model.
Definition Formula Φ - ∆p0−formula (p-∆
p
0−formula) on M, if
{(a1, ..., an)| M |= Φ(a1, ..., an)} −∆
p
0−set (p-∆
p
0−set).
Easy to see, what any quantifier free formula Φ(x1, ..., xn) is p-∆
p
0−formula on
M.
Denotement t(Φ(a1, ..., an)
M) (or simple t(Φ(a1, ..., an))) - maximum time for
truth checking formulas: M |= Φ(a1, ..., an)
Definition FP+ - p-∆
p
0−generating family on M, if
∃C ∀Φi ∈ FP+∀a1, ..., an t(Φi(a1, ..., an)) ≤ C ∗ (|a1|+ ...+ |an|)
p
where all generating formulas are quantifier free.
Let: M - p-∆p0 ↑ −model.
FP+1
, ..., FP+
N
- p-∆p0−generating families on M.
In Chapter 2, we indicated that each generating family consists of at most a
countable number of generating formulas.
And let for each generating family FP+
i
will be defined:
No exists two generating formulas Φj ∈ Fk1 and Φk ∈ Fk2 can’t be truth on the
same n−-set < w1, ..., wk > elements for any model M(i), where n1, n2 ∈ N ,
i ∈ N .
M
(i) 6|= Φj(a1, ..., an) &Φk(a1, ..., an), for all a1, ..., an ∈M (i)
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Those, for each new element l =< a1, ..., an > such that Pi(l) - is true, ex-
ist only one formula Φ ∈ FP+
i
and number r ∈ N such that for all n ≥ r:
M
(n) |= Φ(a1, ..., an)
We want to construct the operator ΓMF
P
+
1
,...,F
P
+
N
with good properties, for this we
need to require that a polynomial algorithm necessarily exist to verify the truth
of P (w), where w ∈ Σ∗(any word over Σ), we will find the formula generating
element w or the answer that there is no such generating formula will be com-
pared. Verifying that P (w), if the generating formula is, reduces to checking the
validity of the corresponding w of its generating formula Φ(w1, ..., wn), where
w =< w1, ..., wn >. In fact, this algorithm can be divided into two stages, firstly
by the word w ∈ Σ∗ in polynomial time, it gives the number of the formula n
from the corresponding generating family, and second stage by number n we
have to build this generating formula in polynomial time. For each family FP+
i
you can match two polynomial functions αi and γi, which solve these problems.
Since the operator ΓMF
P
+
1
,...,F
P
+
N
directly related to their generative families FP+1
, ..., FP+
N
and model M, then imposing conditions on families and on model M we impose
conditions on the operator.
Let the generating families Fi is p−∆
p
0 families.
Definition Operator ΓMF
P
+
1
,...,F
P
+
N
- p-∆p0−operator, if there are exists such p-
∆p0−functions αj and γj , j ∈ [1, ..., N ]:
1)
αj(w) =
{
n, n is number of generating formula Φn ∈ Fj for w
↑, if not exists generating formula for w
2) γj : n→ Φn ∈ Fj
3) γjαj is p-∆
p
0 ↑-functions.
Let: M0 - p-∆
p
0 ↑ −model.
M =<M0,M
∗, P >
where M∗ - p-∆p0−set and P - p-∆
p
0−predicate on M0.
Lemma 3.1:(about p-∆p0−models).
M is p-∆p0−model.

1) M =M0 ∪M∗ - p-∆
p
0−set.
2) (M)P = (M0)P ∪M∗ - p-∆
p
0-set.
3) (M)Pi = (M0)Pi - p-∆
p
0−set, for all Pi ∈ σ\{P}
4) dom(fi)|M = dom(fi)|M0 - p-∆
p
0−set, fi ∈ σ
5) {(x1, ..., xni)|xi ∈M\M0&f(x) ↑} - p-∆
p
0−set, fi ∈ σ
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Let: M0 - p-∆
p
0 ↑ −model.
1) FP+1
, ..., FP+n - p-∆
P
0 −generating families on M0.
2) ΓM0F
P
+
1
,...,F
P
+
n
(Q1, ..., Qn) = (Q
′
1, ..., Q
′
n)
M- p-∆p0−operator.
Proposition 3.1:(principle of polynomiality)
Operator ΓM0F
P
+
1
,...,F
P
+
N
transfer p-∆p0-predicates Qi on M0 in p-∆
p
0-predicates Q
′
i
on M. And model M0 transfer to M, which is also p-∆
p
0 ↑ −model.
 ΓM0F
P
+
1
,...,F
P
+
N
- p-∆p0−operator, then, by construction, there is a chain of en-
richment model M0 to model M:
M0 = M
(1) ⊆M(2) ⊆ ... ⊆M(N) = M
where M(i+1) =<M(i),M∗i , Pi > and
M∗i = ∪j∈J{< a1, ..., anj > | M
(i) |= Φj(a1, ..., anj )&Φj ∈ FP+
i
}
Show that M∗i - p-∆
p
0−set.
Let a =< a1, ..., an >
a ∈M∗i ⇒ α(a) = n⇒ γ(n) = Φn ⇒M
(i) |= Φn(a1, ..., an)
due to the fact that γα - p-∆p0− function, then M
∗
i - p-∆
p
0−set.
Applying the lemma about p-∆p0−models, we getM
(i) - p-∆p0 ↑ −model. There-
fore Q′j - p-∆
p
0-set on M .

4. Polynomial analogue of the Gandy fixed point theorem.
Definition: C-p-∆p0 generating families FP+1
, ..., FP+
N
will call predicate-separable,
if for any generating formula Φ(x1, ..., xn) ∈ FP+m , for all xi there are no two
subformulas Pj(xi) and Pk(xi) entering into Φ. For all Pj , Pk ∈ {P1, ..., PN}
and j 6= k.
Let: M0 - C-p-∆
p
0 ↑ −model, where M0 ⊆ Σ
∗
0
1) FP+1
, ..., FP+
N
- C-p-∆p0− predicate-separable generating families.
2) ΓM
(i)
F
P
+
1
,...,F
P
+
N
- C-p-∆p0−operator.
Let Γ0,...,Γn,... - countable sequence of extensions such that
ΓM
(0)
F
P
+
1
,...,F
P
+
N
(∅, ..., ∅) = Γ1
ΓM
(i)
F
P
+
1
,...,F
P
+
N
(Γi) = Γi+1
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And let Γ∗ = ∪i∈IΓi - fixed point, such that
ΓMF
P
+
1
,...,F
P
+
N
(Γ∗) = Γ∗.
Let left(l) - function counting the number of left brackets < in the encoding
element l ∈M .
Theorem 4.1(Polynomial analogue of the Gandy fixed point theorem):
Fixed point Γ∗ is ∆p0−set and P1, ..., PN - ∆
p
0−predicates on M
 ∀l ∈M : Induction by n = left(l) show that
t(Pi(l)) ≤ C ∗ (4n− 2) ∗ |l|p
n = 1: Let l =< l1, ..., ln >.
Due to the fact that
M |= Pi(l)⇔M |= Φα(l)(l1, ..., ln), where Φα(l) ∈ Fi
we need to find the generating formula and test its truth
M |= Φα(l)(l1, ..., ln)⇔M0 |= Φα(l)(l1, ..., ln)
Time is required for all these operations:
t(Pi(l)) ≤ C ∗ |l|p + t(Φα(l)(l1, ..., ln)) ≤ 2C ∗ |l|
p ≤ C ∗ (4 ∗ 1− 2) ∗ |l|p
induction step: let it be true when n = k:
In this case, it is a bit more complicated, at first we find the appropriate gen-
erating formula Φα(l) and calculate all predicates Pik(lj) included in it, such
different occurrences will be no more than N because families are predicate-
separable.
We just calculate them all. We need to calculate the n truth values Pi1(lj), ..., Pin(lj).
By induction hypothesis t(Pi(lj)) ≤ C ∗ (4n− 2) ∗ |lj |p.
Next, replace in the formula Φ occurrences Pik(lj) on the pre-calculated values
we get the formula Ψ in which predicates are not present P1, ..., PN , the rest of
the predicates Qj such thatM |Qj =M0|Qj , and consequently Ψ-p-∆
p
0−formula.
The time it takes to go through the formula Φ and replace all occurrences of
predicates with their respective truth values not exceeding 2C ∗ |l|p.
t(Pi(l)) ≤ C ∗ |l|
p +
∑
j t(Pjk(lj)) + t(Ψ(l1, ..., ln)) + 2C ∗ |l|
p
because any formula predicates-separable, for each lj in the generating formula
there can be at most one subformula of the form Pjk (lj)
t(Pi(l)) ≤ C ∗ |l|
p +
∑
C ∗ (4n− 2) ∗ |lj |
p + C ∗ |l|p + 2C ∗ |l|p
applying the triangle inequality to
∑
C ∗ (4n− 2) ∗ |lj |p get
t(Pi(l)) ≤ C ∗ |l|p + C ∗ (4n− 2) ∗ |l|p + C ∗ |l|p + 2C ∗ |l|p
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because n < |l| get
t(Pi(l)) ≤ C ∗ (4(n+ 1)− 2) ∗ |l|p
Our induction hypothesis is proved, it remains to take the last step - to show
the predicate polynomiality. From the fact that n < |l| we get the following:
t(Pi(l)) < C ∗ 4l ∗ |l|p = 4C ∗ |l|p+1

Theorem 4.2:(about limits p-∆p0-model)
M - ∆p0−model.
 From theorem 4.1 we get, what Pi - is (p+1)-∆
p
0-predicates on M.
Therefore, the basic set of elements of M is (p+1)-∆p0-set:
a ∈M ⇔ a ∈M0 ∨ ∃i M |= Pi(a)
M0 - p-∆
p
0−set and Pi(a) - (p+1)-∆
p
0 formula on M
Predicates Qj is p-∆
p
0 - predicates: (M0)Qj=MQj .
Functions fi - p-∆
p
0−functions: dom(fi)|M0 = dom(fi)|M

5. Polynomial analogue of the Gandy fixed point theorem on HW (M).
Let M - some p-∆p0−model.
HW (M) - it’s hereditarily finite list structure for M, where we extended our
signature σ for HW (M) with new constant symbols ci, i ∈ N .
Easy to see, what HW (M) - p-∆p0-model.
Now base set HW (M) ⊆ Σ∗ instead of M ⊆ Σ∗0.
Set some defintions and make some exchanges for model HW (M).
Definition: Family of quantifier free formulas FP+ = {Φ
HW (M)
i (P
+)|i ∈ I} -
is generating for the predicate P on HW (M), if
1) M∗i = {< a1, ..., ani > | HW (M) |= Φi(a1, ..., ani)}
2) M∗ = ∪i∈IM∗i
3) <HW (M), P > |= P (a)⇔ a ∈ HW (M)P ∪M
∗
Also, for F1, ..., Fn-generating families and for model HW (M) we demand:
HW (M) 6|= Φik(a1, ..., an)&Φjl(a1, ..., an), Φik ∈ Fi, Φjl ∈ Fj .
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Let: HW (M) - C-p-∆p0 ↑ −model
1) FP+1
, ..., FP+
N
- C-p-∆p0− predicate-separable generating families on HW (M).
2) Γ
HW (M)
F
P
+
1
,...,F
P
+
N
- C-p-∆p0−operator.
Let Γ0,...,Γn,... - countable sequence of extensions such that
Γ
HW (M)
F
P
+
1
,...,F
P
+
N
(∅, ..., ∅) = Γ1
Γ
HW (M)
F
P
+
1
,...,F
P
+
N
(Γi) = Γi+1
And let Γ∗ = ∪i∈IΓi - fixed point, such that
Γ
HW (M)
F
P
+
1
,...,F
P
+
N
(Γ∗) = Γ∗.
Theorem 5.1: (General Polynomial analogue of the Gandy fixed point theo-
rem):
Fixed point Γ∗ is ∆p0−set and P1, ..., PN - ∆
p
0−predicates on HW (M)
 The proof almost repeats the proof of the theorem 4.1.
Only need to be replaced everywhere M on HW (M)
And this we not generate a new elements not in base set, because HW (M) has
all lists elements.
Induction step allow us proof this theorem same method how theorem 4.1. 
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