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SINGULAR PERTURBATIONS OF FINITE DIMENSIONAL
GRADIENT FLOWS
CHIARA ZANINI
Abstract. In this paper we give a description of the asymptotic behavior, as
ε→ 0, of the ε-gradient flow in the finite dimensional case.
Under very general assumptions we prove that it converges to an evolution ob-
tained by connecting some smooth branches of solutions to the equilibrium equation
(slow dynamics) through some heteroclinic solutions of the gradient flow (fast dy-
namics).
1. Introduction
The study of quasistatic rate-independent evolutionary models may lead to consider
gradient flow-type problems. Indeed, suppose that one wants to find a time-dependent
function t 7→ u(t) satisfying
∇xf(t, u(t)) = 0 , (1.1)
where f : [0, T ] × X → R is a time-dependent energy functional, and X is a given
Banach space. To this aim, it seems natural to study the perturbed problem
εu˙ε(t) +∇xf(t, uε(t)) = 0 , (1.2)
which is indeed a gradient flow problem. In order to obtain the existence of a qua-
sistatic evolution, the limit as ε→ 0 is analyzed. The intention is to prove that under
suitable assumptions on the functional f , the solutions uε converge to a limit function
u solving problem (1.1) and that this method selects the most interesting solutions u
of (1.1) (see [3], [2], [10]).
In this paper we study a model case in which the main simplifying assumption is
that the dimension of the space X is finite. We shall see that, under very general
assumptions on f , the limit function u(t) is a local minimum of f(t, ·). Moreover, it
may admit some discontinuity times, while the approximating solutions uε(t) of the
ε-gradient system (1.2) are at least continuous.
The first work on similar subjects was written by Efendiev and Mielke [3], who
add to the energy functional a dissipation term, which is crucial in the proof of the
compactness of uε. In our work, we do not have dissipative terms, but the assumptions
on f are stronger (see Section 2 below).
To be more specific, we consider a smooth energy function f : [0, T ] × Rn → R
satisfying a suitable coerciveness condition (see Assumption 1). We suppose also
that uε(0) → u(0), ∇xf(0, u(0)) = 0, and that ∇
2
xf(0, u(0)) is positive definite.
We will prove that uε converges, as ε goes to zero, to a piecewise regular function
u : [0, T ]→ Rn, defined via the Implicit Function Theorem, such that∇xf(t, u(t)) = 0
and ∇2xf(t, u(t)) is positive definite on each continuity interval ]ti−1, ti[. It turns out
that discontinuities ti of u(t) are located at degenerate critical points of f(ti, ·), i.e.,
at points x ∈ Rn where the Hessian matrix ∇2xf(ti, x) possesses at least one zero
eigenvalue.
Preprint SISSA 41/2006/M (July 2006).
1
2 CHIARA ZANINI
To conclude this analysis we have to establish the connection between the limits
u(t−i ) and u(t
+
i ). This will be done by considering the fast dynamics, i.e., the dynamics
governed by the system of differential equations
v˙(s) = −∇xf(ti, v(s)) . (1.3)
In a generic situation we may assume that ∇2xf(ti, u(ti)) has exactly one zero eigen-
value, while the other eigenvalues are positive. To discuss the behavior of (1.3), we
are led to consider the systems of differential equations v˙(s) = −∇xf(t, v(s)) where
t is close to ti and plays the role of a parameter. Under very general hypotheses, the
following happens: before ti the vector field ∇xf(t, ·) has two zeroes, a saddle and
a node, at t = ti there is only one zero (the node and the saddle coalesce), and for
t > ti these zeroes of the vector field no longer exist. This corresponds to an abrupt
change in the phase portrait as the parameter varies and is known in the literature
as saddle-node bifurcation of codimension one (see [4], [11], [7]).
In Section 2 we list the technical assumptions which permit to obtain the main
result of the paper, Theorem 3.7. Without entering all technical details, the setting
obtained from our assumptions is the following one. For every t ∈ [0, T ] there is
a finite number of critical points x ∈ Rn of f(t, ·) and among them at most one is
degenerate. Moreover there exists only a finite number of pairs (t, ξ) such that ξ
is a degenerate critical point of f(t, ·). On the degenerate critical points with only
nonnegative eigenvalues, the Hessian matrix ∇2xf(t, ξ) has only one zero eigenvalue
and satisfies two transversality conditions (see (b) and (c) in Assumption 3). Although
we do not prove that Assumptions 1–4 are generic in any technical sense, they cover
a wide class of interesting examples.
If ξ is a degenerate critical point of f(t, ·) satisfying all conditions considered above,
then we prove that there is a unique heteroclinic solution v(s) of v˙(s) = −∇xf(t, v(s))
issuing from the degenerate critical point ξ, and we suppose that v tends, as s→ +∞,
to a nondegenerate critical point y of f(t, ·), with ∇2xf(t, y) positive definite. The
existence of such heteroclinic solution is standard. Since we have not been able to
find the proof of uniqueness in the literature, we give the complete proof in Lemma 2.5.
This analysis leads to a more precise construction of the function u mentioned
above. Accordingly, the main result of this paper, Theorem 3.7, states that if
uε(0) → u(0), ∇xf(0, u(0)) = 0, and ∇
2
xf(0, u(0)) is positive definite, and Assump-
tions 1–4 are satisfied, then uε(t) converges to u(t) uniformly on compact sets of
[0, T ] \ {t1, . . . , tk−1}, where ti are the discontinuity times for u. Moreover in a small
neighborhood of ti, a rescaled version of uε(t) converges to the heteroclinic solution
v(s), connecting u(t−i ) and u(t
+
i ). Finally, the graph of uε approaches the completion
of the graph of u obtained by using the heteroclinic trajectories.
2. Setting of the problem
Throughout the paper, for fixed T > 0, we make the following assumption:
Assumption 1. f : [0, T ]× Rn → R is a C3-function satisfying the property
∇xf(t, x) · x ≥ c0 |x|
2 − a0 ,
for some a0 ≥ 0 and c0 > 0,
where ∇xf = (fx1 , . . . , fxn) denotes the gradient of f with respect to its spatial
variable x ∈ Rn.
3We may deduce from this assumption that there exist two positive constants M
and c˜ (depending on a0 and c0), and a constant a˜ (depending also on f and T ) such
that
f(t, x) ≥ c˜|x|2 − a˜ for every |x| ≥M and every t ∈ [0, T ] . (2.1)
For given t ∈ [0, T ], we say that a point x ∈ Rn is a critical point for f(t, ·) if
∇xf(t, x) = 0.
Remark 2.1. Note that by Assumption 1 all critical points for the function f(t, ·)
belong to the compact B, where B := B(0,
√
a0c
−1
0 ) is the closed ball in R
n centered
at 0 and with radius
√
a0c
−1
0 . Moreover, taking the minimum of f(t, ·) in B it is
immediate to get a critical point. Hence, for every t ∈ [0, T ], critical points for f(t, ·)
exist and belong to B.
We denote the set of zeroes to the gradient of f by Γf , namely,
Γf := {(t, x) ∈ [0, T ]× R
n : ∇xf(t, x) = 0} , (2.2)
and observe that Γf ⊂ [0, T ]× B, by Remark 2.1.
We recall that a critical point ξ for f(t, ·) is said to be degenerate if the kernel of
the Hessian matrix ∇2xf(t, ξ) := (fxixj (t, ξ))ij is nontrivial, i.e., det∇
2
xf(t, ξ) = 0.
In this paper, a particular interest will be brought on the set Zf of all pairs (t, ξ)
such that ξ is a degenerate critical point for f(t, ·), i.e.,
Zf := {(t, ξ) ∈ Γf : det∇
2
xf(t, ξ) = 0}. (2.3)
We make the following assumption.
Assumption 2. The number of all pairs (t, ξ), such that ξ is a degenerate critical
point for f(t, ·), is finite, i.e.,
card(Zf) = m < +∞.
Moreover, let Π: Zf → [0, T ] denote the projection of Zf on the time-segment [0, T ],
then we assume that Π is injective and that 0, T /∈ Π(Zf).
Throughout the paper we will focus on a particular class of degenerate critical
points. More in detail, we make the following assumption.
Assumption 3. For every τ ∈ [0, T ] and for every degenerate critical point ξ ∈ Rn
for f(τ, ·), such that ∇2xf(τ, ξ) is positive semidefinite, there exists ℓ ∈ R
n \ {0} such
that the following conditions are satisfied:
(a) ker∇2xf(τ, ξ) = span(ℓ);
(b) ∇xft(τ, ξ) · ℓ 6= 0, where ft(τ, ξ) denotes the partial derivative of f with respect
to the time variable t;
(c)
∑
i,j,k fxixjxk(τ, ξ)ℓiℓjℓk 6= 0.
Notice that condition (a) means that 0 is a simple eigenvalue of ∇2xf(τ, ξ) with
eigenvector ℓ, while the remaining n− 1 eigenvalues are positive. Conditions (b) and
(c) are known in the literature as transversality conditions (see, e.g., [4]).
Remark 2.2. Let (τ, ξ) ∈ Zf , with ∇
2
xf(τ, ξ) positive semidefinite. An argument
based on the Implicit Function Theorem (see, e.g., [11]), implies that if (τ, ξ) satisfies
Assumption 3, then there exists a smooth curve of solutions of ∇xf(t(λ), x(λ)) = 0,
for λ in a neighborhood of zero, with (t(0), x(0)) = (τ, ξ).
More precisely, if conditions (b) and (c) have the same sign, then for every t < τ
and near τ there are two solutions for the problem ∇xf(t, x) = 0, while for t near τ
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but t > τ there are no solutions. If conditions (b) and (c) have opposite sign, then
the reverse is true.
Moreover, the curve of zeroes passing through (τ, ξ) possesses a vertical tangent at
(τ, ξ).
Remark 2.3. From our assumptions it turns out that Γf is the union of a finite
number of C2-curves with end-points contained in ({0} × Rn) ∪ ({T} × Rn), see
Figure 1. below for an example of the set Γf .
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Figure 1. An example for the set Γf : m and M stand for local mini-
mum and maximum, respectively.
Remark 2.4. The assumptions we made imply that for every t ∈ [0, T ] there exists
a finite number of critical points for f(t, ·). Indeed, if t /∈ Zf , then Assumption 2
ensures that there are only nondegenerate critical points for ∇xf(t, ·). Assumption 1
implies that all critical points belong to the compact set B, while by Assumption 3
it follows that they are isolated. On the other hand, by Assumption 2, at t = τ ∈ Zf
there is only one degenerate critical point ξ for f(τ, ·).
Let us freeze now a point τ ∈ Π(Zf) and consider the autonomous system of
differential equations in Rn (depending on the single parameter τ)
w˙(s) = −∇xf(τ, w(s)). (2.4)
This is obviously a gradient system and, thanks to Assumption 1, (since positive
semiorbits are bounded) we may apply the well known result that the ω-limit set is
contained into the set of equilibria of equation (2.4) (see, e.g., [6, Theorem 14.17]).
Moreover, since the equilibrium points are isolated (see Remark 2.4), such an ω-limit
set is a single equilibrium point.
The following lemma ensures the existence of a unique heteroclinic solution w
issuing from (τ, ξ) ∈ Zf , while previous argument guarantees that w has limit as
s→ +∞, and this limit is a (nondegenerate) critical point for f(τ, ·).
Lemma 2.5. Suppose that Assumption 1 and conditions (a) and (c) of Assumption 3
are satisfied. Let (τ, ξ) be a point of Zf such that ∇
2
xf(τ, ξ) is positive semidefinite.
Then there exists a unique (up to time-translations) solution of the problem{
w˙(s) = −∇xf(τ, w(s))
lim
s→−∞
w(s) = ξ .
(2.5)
5Proof. The proof is obtained by adapting a proof of the existence of the global center
manifold, based on the Contraction Mapping Principle (see, e.g., [11]). The main
difficulty is that usually, when the linearized part of a system of ordinary differential
equations has some zero eigenvalue, there is, in general, existence of a heteroclinic
solution, but not uniqueness (this is related to non-uniqueness of the local center
manifold, see, e.g., [4], [11, §1.4]). Here the uniqueness is obtained thanks to the
particular conditions (a) and (c) of Assumption 3.
During the proof, we will use the following notation: g(x) := f(τ, x), for every
x ∈ Rn. To simplify further the formulation we make a number of preliminary
transformations: a translation to take ξ to the origin, and a linear transformation to
bring ∇2g(0) in a diagonal form where the first eigenvalue is zero with eigenvector
e1 = (1, 0, . . . , 0). Therefore we are reduced to the following hypotheses:
∇g(0) = 0, ∇2g(0) =
(
0 0
0 A
)
, and gx1x1x1(0) 6= 0 , (2.6)
where A is an (n − 1) × (n − 1) diagonal and invertible matrix. Moreover, by our
assumption, the diagonal entries of A are all positive real numbers. In order to
simplify the notation, we also suppose that 1
2
gx1x1x1(0) = 1.
In order to obtain existence and uniqueness of the problem{
w˙(t) = −∇g(w(t)),
lim
t→−∞
w(t) = 0 ,
(2.7)
we apply the Contraction Mapping Theorem. More precisely, for every x ∈ Rn we use
the following decomposition x = (x1, x¯), with x¯ := (x2, . . . , xn) ∈ R
n−1 and consider
the space Y of all functions y : (−∞, 0]→ Rn, y(t) = (y1(t), y¯(t)), such that
‖y1‖Y1 := sup
t≤0
|(t− 1)y1(t)| <∞ , and ‖y¯‖Y := sup
t≤0
|(t− 1)2y¯(t)| <∞ ,
endowed with the norm
‖y‖Y := ‖y1‖Y1 + ‖y¯‖Y .
For every x ∈ Rn let ∇g(x) = (D1g(x), D¯g(x)). Using now the Taylor expansion for
x in a neighborhood of 0 ∈ Rn, we get
D1g(x) = x
2
1 + x1b · x¯+ ϕ(x¯, x¯) + o(|x|
2)
D¯g(x) = Ax¯+ x21b+ x1Bx¯+ Φ(x¯, x¯) + o(|x|
2) ,
(2.8)
where b is a suitable vector in Rn−1, ϕ : Rn−1×Rn−1 → R and Φ: Rn−1×Rn−1 → Rn−1
are bilinear symmetric forms (whose coefficients depend on the third derivative of g
at the origin), A is the matrix which appears in (2.6), and B is a (n − 1) × (n − 1)
matrix whose entries depend on the third derivative of g at 0. Moreover, for every
y ∈ Y we define
h1(t) := −D1g(y(t)) + y1(t)
2
h¯(t) := −D¯g(y(t)) + Ay¯(t) ,
(2.9)
and observe that due to (2.8) the asymptotic behavior at −∞ is h1(t) ∼ (t − 1)
−2,
and h¯(t) ∼ (t−1)−2, respectively. For every h = (h1, h¯) satisfying these estimates, let
us consider the function x = (x1, x¯) obtained by solving the following two problems
depending on a parameter ε > 0, which will be fixed later.

x˙1 + εx
2
1 = εh1(t) on (−∞, 0],
x1(0) = −
1
ε
,
(2.10)
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and {
˙¯x+ Ax¯ = εh¯(t) on (−∞, 0],
lim
t→−∞
x¯(t) = 0 .
(2.11)
We shall prove that problem (2.11) has a unique solution with ‖x¯‖Y finite, and that
for ε sufficiently small the solution of problem (2.10) does exist and satisfies
lim
t→−∞
x1(t) = 0 . (2.12)
Note that, if h = (h1, h¯) is defined by (2.9), and if x = y, then w := εx solves
problem (2.7).
From the variation of constant formula it follows that the unique solution of problem
(2.11) is
x¯(t) = ε
∫ t
−∞
e−A(t−s)h¯(s) ds . (2.13)
Moreover ‖x¯‖Y <∞.
Let us discuss now the existence of a solution of problem (2.10). We claim that
for ε sufficiently small there exists a solution defined on (−∞, 0]. This is done using
differential inequalities, since there exists a positive constant M such that |h1(t)| ≤
M/(t−1)2. More precisely, we are reduced to study two auxiliary problems, with the
same condition in zero: 

x˙1 + εx
2
1 =
M
(t− 1)2
on (−∞, 0]
x1(0) = −
1
ε
.
(2.14)
and 

x˙1 + εx
2
1 = −
M
(t− 1)2
on (−∞, 0]
x1(0) = −
1
ε
.
(2.15)
For our purposes, it is sufficient to prove that both solutions of the auxiliary problems
(2.14) and (2.15), tend to zero as t→ −∞, for ε sufficienlty small (depending on M).
For the existence, we observe that the equation considered in (2.14) (and in (2.15),
respectively) is a particular case of the Riccati equation (see, e.g., [9]). Putting
x1(t) = u(t)/(ε(t − 1)) (in both cases) we obtain an equation in the unknown u(t)
which is of the first order and can be solved by separation of variables. Moreover,
if ε is sufficiently small, then the solution u(t) related to problem (2.14) is defined
on (−∞, 0] and is bounded at −∞. On the other hand, the solution u(t) related to
problem (2.15) is defined on (−∞, 0] and is bounded at −∞, for every ε > 0. Hence,
for ε small enough, we obtain an upper (lower) function solving the auxiliary problem
(2.14) (or (2.15), respectively), and tending to zero as t→ −∞.
Using differential inequalities (see, e.g., [5, Theorem 6.1]), we deduce that there
exists ε0 = ε0(M) such that problem (2.10) admits a unique solution satisfying also
the limit condition (2.12), for every ε < ε0. Moreover, it is immediate to prove that
the asymptotic behavior of x1(t) at −∞ is like (t− 1)
−1.
Finally, for ε < ε0 we can define the map Γ: Y → Y by setting
Γ(y)(t) := (x1(t), x¯(t)) , (2.16)
7where x1(t) is the solution of (2.10)–(2.12), and x¯(t) is given by (2.13), with h1 and
h¯ defined by (2.9). Obviously, Γ(y) belongs to Y , while it remains to prove that the
map y 7→ Γ(y) is a strict contraction, for ε sufficiently small.
Let us begin with the first component of Γ(y). For every y ∈ Y , let h(t) =
(h1(t), h¯(t)) be defined as in (2.9), and let us pass from t to −t. Then, there exists
H1 ∈ L
∞(0,+∞) such that −h1(−t) =
H1(t)
(1+t)2
for every t ≥ 0. Let x1(t) be the
solution to the following problem

x˙1 − εx1 = ε
H1(t)
(1 + t)2
on [0,+∞)
x1(0) = −
1
ε
.
In the same way, starting from y∗ ∈ Y , we define h∗ = (h∗1, h¯
∗), H∗1 ∈ L
∞(0,+∞),
and x∗1 as the solution of an analogous problem having H
∗
1 in the right-hand side,
instead of H1. Put x1(t) =
u(t)
ε(1+t)
, so that u(t) solves the problem{
(1 + t)u˙ = ε2H1(t) + u
2 + u on [0,+∞)
u(0) = −1 .
By this choice of the initial datum, we deduce that
|u(t) + 1| ≤ ε2M , (2.17)
for every t ≥ 0, being M an upper bound for the L∞-norm of H1. Arguing in the
same manner for x∗1, we define u
∗. We want to prove that
|u(t)− u∗(t)| ≤ ε2C‖H1 −H
∗
1‖∞ , (2.18)
for every t ≥ 0, so that, passing from t to −t and not renaming the solutions x1 and
x∗1, we will get
|x1(t)− x
∗
1(t)| ≤
ε
|t− 1|
C‖y − y∗‖Y for every t ≤ 0 ,
where we used the inequality ‖H1 − H
∗
1‖∞ ≤ C‖y − y
∗‖Y , which follows from (2.9).
We will obtain that
‖x1 − x
∗
1‖Y1 ≤
1
2
‖y − y∗‖Y , (2.19)
having supposed that εC < 1
2
.
Therefore, we are reduced to prove (2.18). Let z(t) := u(t) − u∗(t), and α(t) :=
−u(t)− u∗(t) > 0. Then z(t) solves the problem{
(1 + t)z˙ = ε2(H1(t)−H
∗
1 (t))− α(t)z + z on [0,+∞)
z(0) = 0 .
By the variation of constant method, we deduce that the solution z(t) can be repre-
sented by the following formula:
z(t) = ε2
∫ t
0
H1(s)−H
∗
1(s)
1 + s
e−
∫ t
s
α(σ)−1
1+σ
dσ ds .
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Due to (2.17), we obtain that u(t) < −3
4
for ε sufficiently small, and the same is true
for u∗(t). Hence, α(t) > 3
2
, for ε sufficiently small. Then
|z(t)| ≤ ε2‖H1 −H
∗
1‖∞
∣∣∣ ∫ t
0
1
1 + s
e−
1
2
∫ t
s
dσ
1+σ ds
∣∣∣ =
= ε2‖H1 −H
∗
1‖∞
1
(1 + t)
1
2
∣∣∣ ∫ t
0
(1 + s)−
1
2 ds
∣∣∣ ≤ 2ε2‖H1 −H∗1‖∞ .
This last estimate gives (2.18), and therefore (2.19) is proved.
Let us consider now the second component of Γ(y). Let Γ(y)(t) = (x1(t), x¯(t)) and
Γ(y∗)(t) = (x∗1(t), x¯
∗(t)). Therefore,
x¯(t)− x¯∗(t) = ε
∫ t
−∞
(h¯(s)− h¯∗(s))e−A(t−s) ds .
Hence, using the fact that, by (2.9), |h¯(s)− h¯∗(s)| ≤ C‖y − y∗‖Y (s− 1)
−2, we get
(t− 1)2|x¯(t)− x¯∗(t)| ≤ Cε(t− 1)2
∫ t
−∞
e−A(t−s)
(s− 1)2
ds‖y − y∗‖Y .
Since
sup
t≤0
(
(t− 1)2
∫ t
−∞
e−A(t−s)
(s− 1)2
ds
)
< +∞ ,
we deduce that there exists a positive constant C∗ such that (t− 1)2|x¯(t)− x¯∗(t)| ≤
εC∗‖y − y∗‖Y , i.e.,
‖x¯− x¯∗‖Y¯ ≤
1
2
‖y − y∗‖Y , (2.20)
having supposed that εC∗ < 1
2
.
This estimate, together with (2.19), guarantees that the inequality
‖Γ(y)− Γ(y∗)‖Y ≤
1
2
‖y − y∗‖Y
holds true, and this concludes the proof. 
Throughout the paper, we make the following assumption.
Assumption 4. For every (τ, ξ) ∈ [0, T ] × Rn such that ξ is a degenerate critical
point for f(τ, ·), satisfying the assumptions of Lemma 2.5, let w be the unique solution
of (2.5) corresponding to τ and ξ. Let w∞ := lims→+∞w(s), then we assume that
∇2xf(τ, w∞) is positive definite . (2.21)
3. Preliminary results
Starting from a suitable point (t¯, x¯) ∈ [0, T [× Rn we prove in the next lemma the
existence of a maximal interval [t¯, tˆ[, and of a regular function u, defined on [t¯, tˆ[, such
that u(t) is a critical point for f(t, ·) for every t ∈ [t¯, tˆ[.
Lemma 3.1. Let 0 ≤ t¯ < T , and let x¯ ∈ Rn be such that ∇xf(t¯, x¯) = 0 and ∇
2
xf(t¯, x¯)
is positive definite. Suppose that Assumptions 1 and 2 are satisfied. Then there exist
a maximal interval of existence [t¯, tˆ[, and a function u : [t¯, tˆ[ → Rn of class C2, such
that u(t¯) = x¯ and ∇xf(t, u(t)) = 0 for every t ∈ [t¯, tˆ[. Moreover, either tˆ = T or tˆ
belongs to Π(Zf) (defined in Assumption 2).
9Proof. The Implicit Function Theorem ensures that there are a maximal interval of
existence [t¯, tˆ[ and a function u : [t¯, tˆ[→ Rn of class C2 such that
∇xf(t, u(t)) = 0 and det∇
2
xf(t, u(t)) > 0 on [t¯, tˆ[.
The next step is to prove that u(t) has limit as t approaches tˆ to the left. This is
trivial if tˆ = T . For the case tˆ < T , we introduce the following auxiliary result that
will be proved later.
Lemma 3.2. Under the same assumptions of Lemma 3.1, let us define the following
set
K := {x ∈ Rn|∃sk ր tˆ : u(sk)→ x}. (3.1)
Then K is a compact and connected set, composed only of critical points of f(tˆ, ·).
Moreover, if tˆ < T then det∇2xf(tˆ, x) = 0 for any x ∈ K.
Proof of Lemma 3.1 (continued). Let us suppose that Lemma 3.2 is true, and let us
prove that
lim
t→tˆ−
u(t) (3.2)
does exist. Indeed, let K be the nonempty set defined by (3.1). We need to show that
K reduces to just one point. Assume by contradiction that the limit (3.2) does not
exist. Then there are at least two sequences sik ր tˆ, i = 1, 2 and two distinct points
w1, w2 ∈ R
n such that u(sik) → wi, i = 1, 2. But K is a connected set, thus there
exists a continuous path γ : [0, 1]→ Rn, connecting w1 to w2, such that γ([0, 1]) ⊂ K.
The contradiction comes from the fact that by Lemma 3.2 x ∈ K implies (tˆ, x) ∈ Zf ,
which is finite by Assumption 2.
Finally, if tˆ < T , then by Lemma 3.2 det∇2xf(tˆ, x) = 0 for any x ∈ K, while by
continuity ∇xf(tˆ, x) = 0, i.e., every x ∈ K is a degenerate critical point for f(tˆ, ·).
Hence by Assumption 2, tˆ ∈ Π(Zf), and this concludes the proof of Lemma 3.1. 
Proof of Lemma 3.2. We begin with compactness. By definition the set K is closed,
while Assumption 1 guarantees that it is bounded (see Remark 2.1).
We continue by proving that K is connected. This can be done in two steps. The
first one consists into prove that for any neighborhood U of the set K there exists
k > 0 such that u(s) ∈ U for any s ∈ Vk := [tˆ−
1
k
, tˆ[, that is, in other words,
u(s) converges to K whenever s → tˆ. This can be done arguing by contradiction
and using again Assumption 1. The second step consists in taking two closed and
disjoint sets A and B and assuming by contradiction B ∩ K = K \ A, and that
distance(A∩K,B ∩K) is positive. Then the first step gives the contradiction. These
two arguments are standard and we omit the details of them.
Last, let x ∈ K and assume tˆ < T . Then by definition there exists sk ր tˆ
such that u(sk) approaches x as k → ∞. By continuity, det∇
2
xf(sk, u(sk)) tends to
det∇2xf(tˆ, x), and, moreover, ∇xf(tˆ, x) = 0. If det∇
2
xf(tˆ, x) 6= 0, then the Implicit
Function Theorem could be applied, a contradiction with the definition of tˆ. This
concludes the proof. 
Starting from t¯ = 0 and from a suitable point y0 ∈ R
n, we may repeatedly apply
Lemma 3.1 and Lemma 2.5 obtaining the result stated in the following proposition.
Proposition 3.3. Suppose that Assumptions 1–4 are satisfied. Let y0 be such that
∇xf(0, y0) = 0 and ∇
2
xf(0, y0) is positive definite. Then there exist a unique (and
finite) family of times 0 = t0 < t1 < · · · < tk−1 < tk = T and a unique family
of functions ui : [ti−1, ti[ → R
n of class C2, for i = 1, . . . , k, and a unique (up to
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time-translations) family of functions vi : R→ R
n of class C2, i = 1, . . . , k − 1, such
that
(1) u1(0) = y0,
(2) for every t ∈ [ti−1, ti[, ∇xf(t, ui(t)) = 0 and ∇
2
xf(t, ui(t)) is positive definite,
(3) for every i = 1, . . . , k, there exists xi := lims→t−i ui(t), and for every i =
1, . . . , k − 1, (ti, xi) ∈ Zf , ∇
2
xf(ti, xi) is positive semidefinite and conditions
(b) and (c) of Assumption 3 have the same sign,
(4) for every i = 1, . . . , k − 1, function vi(s) solves
v˙i(s) = −∇xf(ti, vi(s)) (3.3)
and satisfies
lim
s→−∞
vi(s) = lim
t→t−i
ui(t) lim
s→+∞
vi(s) = ui+1(ti). (3.4)
Proof. We apply Lemma 3.1 with (t¯, x¯) = (0, y0) obtaining the existence of tˆ =: t1,
and of a function u1 : [0, t1[→ R
n of class C2 such that u1(0) = y0, ∇xf(t, u1(t)) = 0
on [0, t1[, and ∇
2
xf(t, u1(t)) is positive definite on [0, t1[. This proves conditions (1)
and (2) restricted to [0, t1[.
Arguing as in the proof of Lemma 3.1 (using Lemma 3.2), we deduce that there
exists x1 := limt→t−1 u1(t) and all eigenvalues of ∇
2
xf(t1, x1) are nonnegative. More-
over, since for every t < t1 the function u1(t) solves the problem ∇xf(t, x) = 0, then
it follows from Remark 2.2 that the transversality conditions (b) and (c) of Assump-
tion 3 have the same sign. Indeed, if on the contrary they had the opposite sign, then
there should be no solutions for the problem ∇xf(t, x) = 0 for t belonging to a left
neighborhood of t1. Thus condition (3) (restricted to [0, t1[) is satisfied.
By Lemma 2.5 there exists a unique (up to time-translations) heteroclinic solution
v1 issuing from x1. In addition, as s → +∞, v1(s) tends to a critical point y1 for
f(t1, ·), and by Assumption 4, ∇
2
xf(t1, y1) is positive definite, so that condition (4)
for i = 1 is satisfied.
Next, if t1 < T , we apply Lemma 3.1 with (t¯, x¯) = (t1, y1) and repeat the previous
arguments. 
Definition 3.4. Suppose that Assumptions 1–4 are satisfied. For fixed y0 ∈ R
n
such that ∇xf(0, y0) = 0 and ∇
2
xf(0, y0) is positive definite, let ui, i = 1, . . . , k be
the functions obtained in Proposition 3.3. We thus define the C2-piecewise function
u : [0, T ]→ Rn, such that u(0) = y0, by
u∣∣[ti−1,ti) := ui, for every i = 1, . . . , k .
Hence, u is discontinuous at t1 < · · · < tk−1 and satisfies
∇xf(t, u(t)) = 0 for every t ∈ [ti−1, ti), u(ti−1) = yi−1 and lim
t→t−i
u(t) = xi ,
(3.5)
for every i = 1, . . . , k (cfr. Figure 2.).
At (ti, xi) by Assumption 3 the Hessian matrix ∇
2
xf(ti, xi) has one zero eigenvalue
while by construction the remaining n−1 eigenvalues are positive, for i = 1, . . . , k−1.
By Remark 2.2 there exist ri > 0 and Ri > 0 such that the following conditions hold
true (see also Figure 3.).
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Figure 2. The C2-piecewise function u, expressed in terms of the func-
tions ui defined in Proposition 3.3, when k = 4.
(Cl) There are two regular branches of solutions of ∇xf(t, x) = 0 for t ∈ [ti−ri, ti],
i = 1, . . . , k−1. Moreover, if ker∇xf(ti, xi) = span(ℓi), then the two branches
have common (vertical) tangent (0, ℓi) at (ti, xi), i = 1, . . . , k − 1;
(Cr) we have
|∇xf(t, x)| > 0, on ]ti, ti + ri]× B(xi, Ri) (3.6)
for every i = 1, . . . , k − 1.
By Definition 3.4 and condition (Cl) one of these two regular branches of solutions
has graph contained in {(t, u(t))|t ∈ [0, T ] \ {t1, . . . , tk}}. Throughout the paper, the
other one will be called u¯(t). It follows that u and u¯ have the same limit as t→ t−i .
 
 
 
 




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Figure 3. The local structure of Γf near ti.
In the second part of this section we study some properties of the following ε-
gradient system
εu˙ε(t) = −∇xf(t, uε(t)). (3.7)
We start by proving the existence of global solutions to Cauchy problems associated
to (3.7). By global we mean a solution defined on the whole interval [0, T ].
Lemma 3.5. Under Assumption 1, for any x ∈ Rn there exists a unique solution
t 7→ uε(t) to equation (3.7), defined on the whole interval [0, T ], with the initial
condition uε(0) = x. Moreover, uε(t) is bounded uniformly with respect to t and ε.
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Proof. Since, by assumption, function f is regular, it follows from standard arguments
on ordinary differential equations that for every ε, the Cauchy problem associated to
(3.7) has locally a unique solution t 7→ uε(t). Moreover, multiplying (3.7) by uε and
using Assumption 1 we get
d
dt
|uε(t)|
2 ≤ 2
a0
ε
− 2
c0
ε
|uε(t)|
2 ,
which in particular implies that for every ε the solution uε is defined on [0, T ].
By a standard comparison argument it follows that
|uε(t)|
2 ≤
a0
c0
+ e−2
c0
ε
t
(
|x|2 −
a0
c0
)
≤ max
{a0
c0
, |x|2
}
,
which gives the uniform boundedness of uε with respect to t and ε. This concludes
the proof. 
In the next proposition we deduce another important fact for the sequence (uε)ε.
Proposition 3.6. Suppose that Assumption 1 is satisfied. For every ε, let uε be the
solution to a Cauchy problem associated to (3.7). Then
εu˙ε → 0 strongly in L
2([0, T ]),
as ε goes to zero.
Proof. Let us notice that
−∇xf(t, uε)u˙ε = −
d
dt
f(t, uε) + ft(t, uε). (3.8)
Multiplying equation (3.7) by u˙ε, integrating between 0 and T , and taking into ac-
count (3.8), we get
ε
∫ T
0
|u˙ε(t)|
2 dt = f(0, uε(0))− f(T, uε(T )) +
∫ T
0
ft(t, uε(t)) dt.
The conclusion follows now from the fact that the right-hand side is bounded uni-
formly with respect to ε. 
Now we are in a position to state the main result of this paper.
Theorem 3.7. Under Assumptions 1–4, let y0 ∈ R
n be such that ∇xf(0, y0) = 0 and
∇2xf(0, y0) is positive definite. Let u : [0, T ]→ R
n be the C2-piecewise function given
by Definition 3.4 with u(0) = y0, and let uε : [0, T ] → R
n be the solution of (3.7)
starting from uε(0) =: yε ∈ R
n. If yε → y0, then
uε → u uniformly on compact sets of [0, T ] \ {t1, . . . , tk}. (3.9)
Moreover, for every i = 1, . . . , k − 1 let vi be the heteroclinic solution of (3.3)–(3.4).
Then there exists tiε such that t
i
ε → ti as ε→ 0 and
viε(s) := uε(t
i
ε + εs)→ vi(s) uniformly on compact sets of R. (3.10)
Finally, if γi := vi(R) ∪ {xi, yi} represents the trajectory of vi and
G := graph(u) ∪
k⋃
i=1
({ti} × γi), (3.11)
then
dist((t, uε(t)), G)→ 0 as ε→ 0 , (3.12)
uniformly for t ∈ [0, T ].
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Remark 3.8. In previous theorem the following three facts are established. First,
that out of some small neighborhoods of the critical times ti, the distance between
the “perturbed” solution uε(t) and the limit function u(t) is small uniformly with
respect to t. Next, that in a small neighborhood of ti, the solution uε belongs to a
tubular neighborhood of the trajectory of the heteroclinic solution vi.
Notice that these two facts together imply that the graph of uε approaches the
completion of the graph of u obtained by using the heteroclinic trajectories, defined
in (3.11).
The third fact is that near the critical times ti, a suitable rescaled version of uε
converges to the heteroclinic solution vi.
4. Proof of the main result
The proof of Theorem 3.7 follows from some intermediate lemmas which we are
going to prove. For simplicity, we focus on the first subinterval [0, t1] and we start by
showing in the next lemma that (3.9) holds true.
Lemma 4.1. Under the assumptions of Theorem 3.7, if uε(0) → u(0), then uε → u
uniformly on compact subsets of [0, t1).
Proof. For every 0 ≤ τ < t1, by construction of the function u, there exists α = α(τ)
such that
∇2xf(t, u(t))y · y ≥ 2α|y|
2
for every y ∈ Rn and every 0 ≤ t ≤ τ . (Indeed it is sufficient to take α(τ) be equal
to the smallest (positive) eigenvalue of ∇2xf(t, u(t)) for t ∈ [0, τ ]).
By uniform continuity, there exists δ0 > 0 such that
∇2xf(t, x)y · y ≥ α|y|
2 (4.1)
for every y ∈ Rn and every t ∈ [0, τ ], provided that |u(t)− x| < δ0.
Since uε(0) converges to u(0) as ε→ 0, then there exists ε0 > 0 such that |uε(0)−
u(0)| < δ0, for every ε < ε0. Let t
∗
1 be the largest time such that |uε(t) − u(t)| < δ0
for every t ∈ [0, t∗1), i.e.,
t∗1 := sup{t ∈ [0, τ) : |uε(t)− u(t)| < δ0} .
For every t ∈ [0, t∗1) and every ε < ε0, subtracting εu˙(t) to (3.7), we deduce that
ε(u˙ε(t)− u˙(t)) = −∇xf(t, uε(t)) +∇xf(t, u(t))− εu˙(t).
Let us multiply previous equation by wε(t) := uε(t) − u(t). By the Mean Value
Theorem, and using (4.1), and the Cauchy inequality, we obtain
ε
2
d
dt
|wε(t)|
2 ≤ −α|wε(t)|
2 +
ε
2
β +
ε
2
|wε(t)|
2 ,
where β is an upper bound for |u˙(t)|2. Using differential inequalities, we deduce that
|wε(t)|
2 ≤
(
|wε(0)|
2 − ε
β
2α− ε
)
e−(2
α
ε
−1)t + ε
β
2α− ε
. (4.2)
It follows from (4.2) that for ε small enough |uε(t
∗
1) − u(t
∗
1)| < δ0, which, by the
definition of t∗1, implies that t
∗
1 = τ . Moreover, since by assumption wε(0) → 0, we
deduce from (4.2) that wε(t)→ 0 uniformly on [0, τ ] as ε→ 0, and this concludes the
proof. 
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In order to prove condition (3.10) in Theorem 3.7, we zoom in on a neighborhood
of t1 and discuss what happens. Let x1 be defined by condition (3) in Proposition 3.3,
and let Λ := min{|x1 − y| : ∇xf(t1, y) = 0 , y 6= x1} be the minimal distance between
x1 and the other critical points of f(t1, ·). Let 0 < δ1 < min{Λ, R1}, where R1
is the constant such that inequality (3.6) is satisfied for every t ∈ ]t1, t1 + r1], and
|x− x1| < R1.
By continuity, since u(t) tends to x1 as t→ t
−
1 , there exists t¯ < t1 such that
|u(t)− x1| <
δ1
4
∀ t ∈ (t¯, t1) . (4.3)
Consider now an increasing sequence τh approaching t1 to the left, with τ1 > t¯. Since,
for every h, Lemma 4.1 implies that |uε(t)−u(t)| → 0 uniformly on [0, τh], we deduce
that there exists εh > 0 such that
|uε(t)− u(t)| <
δ1
4
∀ t ∈ [0, τh], ∀ 0 < ε < εh. (4.4)
Let us define
tδ1ε := inf{t ≥ τ1 : |uε(t)− x1| ≥ δ1}, (4.5)
i.e., tδ1ε is the first time larger than τ1 such that |uε(t)− x1| = δ1.
Lemma 4.2. Let tδ1ε be defined by (4.5). Then
tδ1ε → t1 as ε→ 0. (4.6)
Proof. We begin by proving that
lim inf
ε→0
tδ1ε ≥ t1. (4.7)
Let t¯ < t1 be such that (4.3) is satisfied. Since by definition τ1 > t¯, we have that
τh belongs to (t¯, t1) for every h. Then for fixed τh it follows from (4.3), (4.4), and
triangular inequality, that
|uε(t)− x1| <
δ1
2
∀ t ∈ (t¯, τh), and every ε < εh.
Hence, tδ1ε > τh, for every 0 < ε < εh. Thus, lim infε→0 t
δ1
ε ≥ τh for every h, which
implies (4.7).
On the other hand, by Proposition 3.6 for a.e. t∗ ∈ [0, T ], |∇xf(t
∗, uε(t
∗))| tends
to 0 as ε → 0 along a suitable sequence. In particular, this is true for a.e. t∗ in a
right-neighborhood of t1. Condition (3.6) implies now that |uε(t
∗) − x1| > R1 for ε
sufficiently small. Let us take η > 0 and choose t∗ ∈ ]t1, t1 + η[. Since R1 > δ1, from
the definition of tδ1ε and the regularity of uε, we deduce immediately that t
δ1
ε < t
∗ for
ε sufficiently small. This concludes the proof, since the result does not depend on the
subsequence of ε chosen. 
Let us observe now that for s ∈ [−tδ1ε /ε, (T − t
δ1
ε )/ε], function v
ε
1(s) := uε(t
δ1
ε + εs)
solves the following problem{
v˙ε1(s) = −∇xf(t
δ1
ε + εs, v
ε
1(s))
vε1(0) = uε(t
δ1
ε ).
(4.8)
Moreover, since uε(t
δ1
ε ) belongs to the compact set ∂B(x1, δ1), there exists κ1 ∈
∂B(x1, δ1) such that, passing to a subsequence, uε(t
δ1
ε ) → κ1 as ε → 0. There-
fore, Lemma 4.2 and the Continuous Dependence Theorem imply that vε1 converges
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uniformly on compact sets of R to the solution w(s) of the following problem:{
w˙(s) = −∇xf(t1, w(s))
w(0) = κ1.
(4.9)
The next step consists in proving that w is precisely (up to time-translations) the het-
eroclinic solution v1, defined in Proposition 3.3. To this aim we introduce a sequence
δk ց 0, where δ1 is the constant already introduced (after the proof of Lemma 4.1),
and define, for k > 1,
tδkε := sup{t ≤ t
δ1
ε : |uε(t)− x1| ≤ δk}, (4.10)
i.e., tδkε is the last time before t
δ1
ε such that |uε(t)− x1| = δk.
Lemma 4.3. For s ∈ [−tδkε /ε, (T − t
δk
ε )/ε], let v
ε
k(s) := uε(t
δk
ε + εs), and let t
δ1
ε =
tδkε + εS
1,k
ε , for some S
1,k
ε > 0. Then S
1,k
ε → sk < +∞ as ε → 0 along a suitable
sequence, and, for every k,
vεk(s)→ w(s− sk) uniformly on compact subsets of R . (4.11)
Moreover sk → +∞ as k →∞. Finally, lims→−∞w(s) = x1.
Proof. We begin by observing that tδkε converges to t1 as ε → 0. Indeed, arguing in
the same manner as for tδ1ε in the proof of Lemma 4.2, we get that lim infε→0 t
δk
ε ≥ t1,
while, since tδkε ≤ t
δ1
ε , and t
δ1
ε → t1, we deduce that lim supε→0 t
δk
ε ≤ t1.
Near (t1, x1), using the local structure of the set Γf (defined in (2.2)), given by (Cl)
and (Cr), we can prove that for every k there exists ηk > 0 such that
Γf ∩
(
[t1 − ηk, t1 + ηk]×B(x1, R1)
)
⊂ [t1 − ηk, t1]×B
(
x1,
δk
2
)
, (4.12)
where R1 is the constant such that (3.6) is satisfied for every t ∈ ]t1, t1 + r1] and
|x − x1| < R1. Next, we notice that for fixed k, for ε sufficiently small and for
t ∈ [tδkε , t
δ1
ε ], we have
(t, uε(t)) ∈ Sk := [t1 − ηk, t1 + ηk]× {x ∈ R
n : δk ≤ |x− x1| ≤ δ1} .
Moreover, we observe that Sk is closed and since, by (4.12), (t, x) ∈ Sk is quite distant
from both (t, u(t) and (t, u(t)) (the two regular branches of Γf near (t1, x1)), we have
Sk ∩Γf = ∅, so that there exists a positive constant ck such that |∇xf(t, x)| ≥ ck > 0
for every (t, x) ∈ Sk. By the fact that (t, uε(t)) ∈ Sk for t ∈ [t
δk
ε , t
δ1
ε ], it follows
|∇xf(t, uε(t))| ≥ ck > 0 for every t
δk
ε ≤ t ≤ t
δ1
ε , (4.13)
and for ε small. (See also Figure 4.)
After these preliminaries, we prove now that S1,kε → sk < +∞, as ε → 0 along a
suitable sequence. Indeed, for s ∈ [0, 1] let us define wε(s) := uε(s(t
δ1
ε − t
δk
ε ) + t
δk
ε ).
Hence, wε is the solution of the following problem:

1
S1,kε
w˙ε(s) = −∇xf(s(t
δ1
ε − t
δk
ε ) + t
δk
ε , wε(s))
wε(0) = uε(t
δk
ε ).
(4.14)
Multiplying by w˙ε and integrating between 0 and 1 we get:
1
S1,kε
∫ 1
0
|w˙ε(s)|
2 ds = f(tδkε , uε(t
δk
ε ))− f(t
δ1
ε , uε(t
δ1
ε ))+
+ (tδ1ε − t
δk
ε )
∫ 1
0
ft(s(t
δ1
ε − t
δk
ε ) + t
δk
ε , wε(s)) ds,
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Figure 4. The sets Sk and [t1 − ηk, t1 + ηk]× B(x1, R1) are disjoint.
where the right-hand side is bounded uniformly with respect to ε. If, by contradiction,
S1,kε → ∞ as ε → 0 along a suitable sequence, then (S
1,k
ε )
−1w˙ε → 0 strongly in
L2(0, 1), which in particular implies that
1
S1,kε
w˙ε(s)→ 0 for a.e. s ∈ [0, 1]. (4.15)
By (4.13) and the definition of wε, for ε sufficiently small, we obtain that
|∇xf(s(t
δ1
ε − t
δk
ε ) + t
δk
ε , wε(s))| ≥ ck > 0 ,
for every s ∈ [0, 1], which contradicts (4.14) and (4.15).
Now we continue as for δ1, and define v
ε
k(s) := uε(t
δk
ε +εs), for s ∈ [−t
δk
ε /ε, T−t
δk
ε /ε].
It turns out that vεk solves{
v˙εk(s) = −∇xf(t
δk
ε + εs, v
ε
k(s)),
vεk(0) = uε(t
δk
ε ).
Since uε(t
δk
ε ) belongs to the compact set ∂B(x1, δk), we deduce that there exists
κk ∈ ∂B(x1, δk) such that uε(t
δk
ε )→ κk as ε→ 0 along a suitable sequence. It follows
that, if we define wk as the solution of{
w˙k(s) = −∇xf(t1, wk(s))
wk(0) = κk,
then vεk(s) → wk(s) uniformly on compact subsets of R, by the Continuous Depen-
dence Theorem. Moreover, the equality vεk(S
1,k
ε ) = uε(t
δ1
ε ) implies wk(sk) = κ1. By the
uniqueness of the solution of the Cauchy problem (4.9) we obtain wk(s) = w(s− sk)
and w(−sk) = κk. It follows that w(−sk)→ x1 as k → +∞.
Let now s∞ be such that sk → s∞, and assume by contradiction that s∞ < +∞.
Then, by continuity, w(s∞) = x1 and, since x1 is an equilibrium point, from the
uniqueness it should follow w(s) ≡ x1, a contradiction.
It remains to prove that lims→−∞w(s) = x1. Indeed this follows from some stan-
dard facts on the α-limit set (see, e.g., [8], [1]).
More precisely, let g(x) := f(t1, x) for every x ∈ R
n, and let E be the set of critical
points of g, i.e., E = {x : ∇g(x) = 0}. Let us call the α-limit set of w by α(w).
Then x1 ∈ α(w), and we can prove that for every y ∈ α(w) we have g(y) = g(x1).
Indeed, for y ∈ α(w) there exists a sequence sˆk such that w(−sˆk)→ y and sˆk → +∞.
Moreover, the sequence g(w(−sˆk)) converges to g(y) as k → ∞. Since the map
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s 7→ g(w(s)) is nonincreasing, there exists a ∈ R ∪ {+∞} such that g(w(s))→ a, as
s→ −∞. But
lim
s→−∞
g(w(s)) = lim
k→∞
g(w(−sk)) = lim
k→∞
g(κk) = g(x1) ,
so that a = g(x1) ∈ R and a = g(y), for every y ∈ α(w). It follows that g(w(s)) ≤ a
for every s ≤ 0. By (2.1) we deduce that the negative semiorbit is precompact. Then
α(w) is connected, compact, and contained in E.
Since by assumption the points of E are isolated, we have α(w) = {x1}, therefore
lims→−∞w(s) = x1. 
By Lemma 4.3 there exists a subsequence εk → 0 such that
uεk(t
δ1
εk
+ εks)→ w(s) .
Let us choose now v1 satisfying (3.3) and (3.4) of Proposition 3.3. Then there exist
α, β ∈ R such that
{s ∈ R : v1(s) ∈ ∂B(x1, δ1)} ⊂ [α, β] . (4.16)
From the fact that w(0) = κ1 ∈ ∂B(x1, δ1) and by uniqueness, there exists unique
c ∈ R (defined by v1(c) = w(0) = κ1) such that
w(s) = v1(s+ c) . (4.17)
In order to prove that our main result does not depend on suitable subsequences of
ε, we will use the following lemma (given in an abstract setting).
Lemma 4.4. Let C be a nonempty set, let (F , d) be a metric space, and let us consider
a function G : ]0, ε0[× C → F . Assume that there exists g0 ∈ F such that
∀εk → 0 ∃εkj , ∃c ∈ C : G(εkj , c)→ g0 . (4.18)
Then for every ε ∈ ]0, ε0[ there exists cε ∈ C such that
G(ε, cε)→ g0 .
Proof. It is sufficient to prove that
inf
c∈C
d(G(ε, c), g0)→ 0 . (4.19)
Assume by contradiction that (4.19) is not true. Then, there exists η > 0 such that
for every k ∈ N there exists εk ∈ ]0,
1
k
[ with
inf
c∈C
d(G(εk, c), g0) > η . (4.20)
But this contradicts the assumption (4.18), since for every subsequence εkj of εk and
for every c ∈ C we should get d(G(εkj , c), g0) > η. 
Now we are in a position to prove the main result of this paper.
Proof of Theorem 3.7. Let us first concentrate on the time interval [0, t1]. Then
Lemma 4.1 implies that condition (3.9) restricted to [0, t1] is satisfied.
Let us prove now condition (3.12). For fixed η ∈ ]0, t1
2
[ the goal is to prove that
there exists ε0 > 0 such that
dist((t, uε(t)), G) < η for every ε < ε0 , (4.21)
uniformly with respect to t ∈ [0, t1]. Indeed, let τ := t1 −
η
2
. Let us take δ1 < η and
define tδ1ε as in (4.5). We consider now ε belonging to a suitable sequence tending to
zero such that κ1 is defined (as the limit of uε(t
δ1
ε )). Then by Lemma 4.1 there exists
ε1 > 0 such that (4.21) is satisfied for every t ∈ [0, τ ] and every ε < ε1. Moreover,
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from the definition of tδ1ε we deduce that |uε(t) − x1| ≤ δ1 < η, for every t ∈ ]τ, t
δ1
ε ].
Hence (4.21) is satisfied for every t ∈ [0, tδ1ε ] and every ε < ε1.
On the other hand, by Lemma 4.3 and by (4.17), there exists ε2 > 0 such that
|uε(t
δ1
ε + εs)− v1(s+ c)| <
η
2
for every 0 ≤ s ≤ Sη and ε < ε2 ,
where Sη ∈ R is such that
|v1(s)− y1| <
η
2
for every s ≥ Sη .
Let τ 1ε := t
δ1
ε + εSη − εc and observe that it is not restrictive to assume that τ
1
ε > t
δ1
ε .
Hence, for s = Sη and ε small enough,
|uε(τ
1
ε )− v1(Sη)| <
η
2
.
We have thus obtained that
dist((t, uε(t)), {t1} × γ1) ≤ η on [t
δ1
ε , τ
1
ε ] ,
recalling that γ1 is the trajectory of v1. This, together with the fact that τ
1
ε → t1,
completes the proof of (4.21) and begins the proof of the uniform convergence in the
interval [t1, t2]. After a finite number of steps we obtain (3.9) and (3.12).
Since (3.9) and (3.12) do not depend on the particular subsequence chosen, we
deduce that the result holds true for the whole sequence ε.
More delicate to prove is condition (3.10), since the constant c introduced in (4.17)
depends on the subsequence εk. Indeed we recall that uεk(t
δ1
εk
+εks)→ w(s) = v1(s+c),
i.e.,
uεk(t
δ1
εk
− εkc+ εks)→ v1(s) .
Therefore Lemma 4.4 applies with C := [α, β] (see (4.16)) and F be equal to the set of
continuous functions endowed with the distance induced by the uniform convergence
on compact sets, and we obtain (3.10). 
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