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Abstract
The simulation of the behavior of the human brain is one of the most ambitious challenges today with a non-end of important
applications. We can find many different initiatives in the USA, Europe and Japan which attempt to achieve such a challenging
target. In this work, we focus on the most important European initiative (the Human Brain Project) and on one of the models
developed in this project. This tool simulates the spikes triggered in a neural network by computing the voltage capacitance
on the neurons’ morphology, being one of the most precise simulators today. In the present work, we have evaluated the use
of MPI+OpenMP tasking on top of this framework. We prove that this approach is able to achieve a good scaling even when
computing a relatively low workload (number of neurons) per node. One of our targets consists of achieving not only a highly
scalable implementation, but also to develop a tool with a high degree of abstraction without losing control and performance
by using MPI+OpenMP tasking. The main motivation of this work is the evaluation of this cutting-edge simulation on multi-
morphology neural networks. The simulation of a high number of neurons, which are completely different among them, is an
important challenge. In fact, in the multi-morphology simulations, we find an important unbalancing between the nodes, mainly
due to the differences in the neurons, which causes an important under-utilization of the available resources. In this work, the
authors present and evaluate mechanisms to deal with this and reduce the time of this kind of simulations considerably.
Keywords: MPI, OpenMP, Tasking, Simulation, Human Brain, Human Brain Project
1. Motivation
Today, we can find multiple initiatives that attempt to sim-
ulate the behavior of the human brain by computer simula-
tions [1, 2, 3, 4]. This is one of the most important challenges in
the recent history of computing with a large number of practical
applications. The main constraint is being able to simulate effi-
ciently a vast number of neurons (there are about 11 billions of
neurons in the human brain) using the current computer tech-
nology. One of these is the called NEST Initiatives [5]. The
main motivation of this new initiative is to design and develop
a modular brain simulator, which is able to adapt the simulator
to the target platform. In the present paper, the authors focus
on MPI+OpenMP tasking on homogeneous multi-core clusters.
Although we would like to see the work performed in this paper
as a new back-end based on MPI+OpenMP tasking of the sim-
ulator, it is important to note that we are not the developers of
such simulator, and the MPI+OpenMP tasking is not integrated
into such framework.
The present paper extends the previous work [6] with addi-
tional contributions. Unlike the reference paper [6], this work
not only focuses on mono-morphology simulations, where all
the neurons share the same shape and size, but it also addresses
the problems what arise from the multi-morphology simula-
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tions. This kind of simulations are more realistic, being one
important step forward towards this big challenge.
One of the most efficient ways in which the scientific com-
munity attempts to simulate the behavior of the human brain
consists of computing the next 3 major steps [7]: 1) the Volt-
age on neuron morphology, 2) the synaptic elements in each of
the neurons and 3) the connectivity between the neurons. Pre-
viously to compute these steps, the network of neurons, the size
and shape of the neurons and the connectivity between them are
created.
In this work, we focus on evaluating the MPI+OpenMP
tasking scalability for the simulation of the human brain. Our
tests include all the steps of the simulator. We describe in de-
tail the numerical model and evaluate the use of MPI+OpenMP
tasking to minimize the impact of the MPI communication, and
exploit the efficiency of OpenMP tasking, not only to orches-
trate the overlapping of communication and computation, but
also to develop a tool with a high degree of abstraction without
losing control and performance. Additionally, we present and
analyze some strategies and implementations on OpenMP task-
ing to deal with the multiple constraints that the multi-morphology
simulations present.
One of the most important challenges achieved in the pre-
vious work [6] was the implementation of an approach that can
benefit from the strategies presented in the numerical model
(simulator), attaining both, high programming productivity and
performance. This was implemented by using the MPI function
MPI AllGather for the inter-node communication and OpenMP
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tasking for the intra-node computation and for the overlapping
of MPI communication and OpenMP computation. In the present
work, we extend these optimizations to deal with multi-morphology
simulations. Unlike the previous work [6], where all the neu-
rons to be simulated shared the same size and shape, in this
work, the authors focus on a much more realistic problem, that
is, the simulation of a large number of neurons where all of
them are completely different between them, which presents
important constraints and challenges in terms of work-distribution.
Both, MPI AllGather and OpenMP tasking can cause an im-
portant infra-utilization of the computational resources, in par-
ticular on multi-morphology simulations, regarding distributed
memory communication and thread scheduling on shared-memory,
if the workload is not well distributed among the nodes. The au-
thors study and present several optimizations, using OpenMP
tasking and different ways to sort the neurons and the assig-
nation of these to the computational nodes, to deal with this
important problem without losing the achievements presented
in the previous work; keeping a high programming productivity
and scalability.
This paper is structured as follows. Section 2 describes
the physical problem at hand and the general numerical frame-
work that has been selected to cope with it. In Section 3, we
present the specific parallel features for the resolution of mono-
morphology simulations, as well as the parallel strategies envis-
aged to optimally enhance the performance. We also include the
performance study to evaluate the scalability of this approach.
Section 4 extends the study presented in the previous section on
multi-morphology simulations. Section 5 presents the state-of-
the-art references and related work. Finally the conclusions are
outlined in Section 6.
2. Human Brain Simulator
The simulator is divided into two major tasks: i) computa-
tion on neurons’ morphology (voltage capacitance and spikes
triggered), and ii) exchange of the spike events between neu-
rons which are connected through synapses. In the model used
by the simulator, the neurons can be seen as multi-compartment
cables [8] composed of active electrical elements. This model
can benefit from several HPC capabilities such as vectorization,
tasking, and overlapping of MPI communication and OpenMP
computation.
Next we describe the numerical framework behind the com-
putation of the voltage capacitance on neurons morphology [9],
which is one of the most time consuming steps of the simula-
tion. It follows the next general form:
C
∂V
∂t
+ I = f
∂
∂x
(g
∂V
∂x
) (1)
where f and g are functions on x-dimension and the current
I and capacitance C [7] depend on the voltage V. Discretizing
the previous equation on a given morphology (as the simple
morphology shown in Figure 1) we obtain a system that has to
be solved every time-step. This system must be solved at each
point:
aiVi+1 + diVi + biVi−1 = ri (2)
where the coefficients of the matrix are defined as follows:
upper diagonal: ai = −
figi+ 12
2∆2x
lower diagonal: bi = −
figi+ 12
2∆2x
diagonal: di = Ci∆t − (ai + bi)
rhs: ri = Ci∆t Vi − I − ai(Vi−1 − Vi) − bi(Vi+1 − Vi)
The ai and bi are constant in time, and they are computed
once at start up. Otherwise, the diagonal (di) and right-side-
hand (rhs) coefficients are updated every time-step when solv-
ing the system.
The discretization explained above is extended to include
branching, where the spatial domain (neuron morphology) is
composed of a series of one-dimension branches that are joined
at node points according to the neuron morphology.
For the sake of clarity, we illustrate a simple example of a
neuron morphology in Figure 1, composed of 3 branches and
one node, which connects the branches. It is important to note
that the graph formed by the neuron morphology is an acyclic
graph, i.e. it has no loops. The nodes are numbered using a
scheme that gives the matrix sparsity structure that allows to
solve the system in linear time.
To describe the sparsity of the matrix from the numbering
used, we need an array p (pi i ∈ [2 : n]) which stores the parent
indexes of each node. The pattern of the matrix which illus-
trates the morphology is also graphically illustrated in Figure 1.
This kind of matrices are known as Hines matrices.
The Hines matrices [10, 11] feature the following proper-
ties: they are symmetric, the diagonal coefficients are all nonzero
and per each off-diagonal element, there is one off-diagonal el-
ement in the corresponding row and column.
Given the aforementioned properties, the Hines systems, i.e.
Ax = b where A is a Hines matrix, can be efficiently solved
by using an algorithm similar to Thomas algorithm for solving
tridiagonal systems. This algorithm, called Hines algorithm, is
almost identical to the Thomas algorithm except by the sparsity
pattern given by the morphology of the neurons whose pattern
is stored by the p vector. An example of the sequential code
used to implement the Hines algorithm is illustrated in pseudo-
code in Algorithm 1.
Once the voltage is computed, we compute the spikes. Ba-
sically, this consists of going through the different points on the
neurons’ morphology where there is a synapse (a connection
between two neurons) and check if the voltage in these points is
higher or lower than a given threshold to trigger or not a spike.
It is important not to forget one of the most important chal-
lenges into this model. This is the massive spike exchange
between the neurons, which can be a problem on current dis-
tributed memory clusters due to the large difference between
communication and computation speed, in particular if this com-
munication has to be carried out using the MPI AllGather rou-
tine, since one neuron can be connected (through the synapses)
with a huge number of neurons. The strategy followed in this
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Figure 1: Example of a neuron morphology (left) and its sparsity pattern mapped on a matrix (right).
Algorithm 1 Hines algorithm.
1: void solveHines(double *a, double *b, double *c,
2: double *rhs, int *p, int n)
3: // a→ upper vector, b→ diagonal vector, c→ lower vector
4: // Backward Sweep
5: for i = n − 1→ 0 do
6: factor = a[i] / b[i]
7: b[p[i]] -= factor × c[i]
8: rhs[p[i]] -= factor × rhs[i]
9: end for
10: rhs[0] /= b[0];
11: // Forward Sweep
12: for i = 1→ n − 1 do
13: rhs[i] -= c[i] × rhs[p[i]]
14: rhs[i] /= b[i]
15: end for
model to deal with this problem consists of the next ideas. The
simulation time is divided into two different time-step factors,
one local and one global (Figure 2). In every local (dt) iteration,
all the neurons are computed and the spike events are stored
in one local buffer. There is no MPI communication at this
level. After computing several local steps, we compute what we
call a global (Network delay) step. The MPI (MPI AllGather)
communication is carried out in this step. Basically, it consists
of two tasks: first, we store the spike events triggered, along
one global step, into another local buffer; then, we send/receive
the information of the spikes to/from the rest of nodes using
MPI AllGather. In this way, all the nodes have the information
about the spikes triggered along the simulation.
It is important to note that, although this model is in need
of exchanging the information about the spikes at every global
step, there is an important difference between the data size sent
in the spikes’ exchange (MPI AllGather) and the operations
computed along the local steps that compose one global step.
For instance, let us assume that we have N neurons of size M,
where every neuron has S synapses. Let us also assume that we
compute a total of local steps equal to D per global step, and
along these steps S p spikes were triggered (S p <= S ). The op-
erations performed every global step are D×(N×((8×M)+(S ))),
where (8×M) corresponds to the necessary operations to com-
pute the Hines algorithm on a neuron of size M, and S corre-
sponds to the operations performed for spike computation on
synapses. While the data transferred is N × S p, the opera-
tions computed are D × N × (8 × M), which are much more
numerous than the data transferred. Depending on the simu-
lation, these parameters can be very different; however, com-
monly used value [12, 13] for M are about 10 − 800, for S is
200 − 1000, and N depends more on the hardware (memory)
limit and simulation time desired than on a specific range, but
in our experiments we execute in the range of dozens to hun-
dreds of thousands of neurons. D can be about of 10 − 20.
2.1. Overlapping Computation & Communication
In this section we will explain the characteristics of the
model implemented in the simulator, which allows the overlap-
ping of computation and communication. The communication
is carried out every global step (Figure 2). The data transferred
are the spike events triggered along one global step. This infor-
mation is first stored locally, in each of the nodes. All the nodes
must share this information with the rest of nodes to know the
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necessary statistics of the simulation, such as the source and
destination of such spikes. This information does not influence
on the rest of the steps of the simulation, so this step can be
performed at the same time that the others are being computed.
To keep updated the information regarding the spikes trig-
gered among all the nodes, two buffers are used per node: one
buffer, which stores the spikes triggered by the neurons com-
puted by each of the nodes with the local information of the
simulation (for the sake of clarity we call this buffer as local
buffer), and one buffer (global buffer), which is updated after
every global step with the information that come from the other
nodes via MPI AllGather with the global information of the
simulation.
Although this communication can be overlapped with the
computation into one global step, it is not possible to perform
this overlapping between different global steps. Due to this,
we can see this communication as a “synchronization point”.
Hence, after computing one global step, we cannot start the ex-
ecution of the next global steps, until the information of the
triggered spikes has been shared among the nodes. To avoid
important and potential infra-utilization of resources due to this
“synchronization point”, it is important that all the nodes have a
similar workload. This can be partiality solved by overlapping
communication with computation. Although the data trans-
ferred among nodes is not large, a load unbalance among nodes
together with the communication (synchronization) can hinder
the performance considerably. As shown in the following sec-
tions, some of the proposed optimizations have been imple-
mented to achieve load balancing among nodes, in particular
for multi-morphology simulations.
3. Parallel MPI+OpenMP Tasking Simulator on
Mono-Morphology Simulations
After reviewing the main characteristics of the simulator,
we focus on its parallelization. We decided to use both, MPI
and OpenMP, since both are standards, and the most extended
and used programing models for distributed memory and shared
memory computation, respectively. In fact, in the last years
the concept of MPI+X is more and more popular, being the
OpenMP standard the most popular and widely used candidate
for the X unknown into the equation.
As commented above, for MPI call, the simulator makes use
of the MPI instruction, MPI AllGather. This is because of the
particular nature of the target application (see Section 2). Al-
though this routine is among the least scalable routines in MPI,
this simulator is able to achieve good scalability by minimizing
the cost of this routine thanks to both, the model used for the
simulation and the parallelization implemented.
Recently, since OpenMP 3.0 [14], it is possible to use task-
ing into OpenMP. Using tasking not only allows us to declare
the dependences among tasks and let the compiler deal with
the best distribution of the tasks on multi-core processors, but
it also helps us to implement MPI+OpenMP codes very easily.
For instance, we can encapsulate MPI routines into OpenMP
tasks, which considerably simplifies the interoperability between
both standards and the overlapping of MPI communication with
OpenMP computing.
Our target is to achieve the model graphically illustrated in
Figure 2, overlapping the computation on the neurons’ mor-
phology (Hines and Spikes in Figure 2) and the MPI communi-
cation (Spikes Exchange in Figure 2). Although there are many
different ways to achieve this target, our target is to perform
an “easy to implement” and as much transparent (from the pro-
grammer’s point of view) as possible approach that can yield
a good scalability and performance. It is also important that
our implementation makes use of standard programing models,
minimizing (even avoiding) the programing effort to maintain,
port and/or tune our application. Keeping this idea in mind, we
parallelize our code using OpenMP tasking in the way that is
illustrated by Algorithm 2.
Algorithm 2 Parallel implementation based on MPI + OpenMP
tasking.
1: while(global step ≤ total steps){
2: #pragma omp parallel{
3: #pragma omp master{
4: #pragma omp task
5: MPI AllGather(Spikes);
6: #pragma omp task
7: for( local step=0; local step ≤ D; local step++){
8: for( i=0; i ≤ #Neurons; i++){
9: #pragma omp task{
10: Hines(Neuron[i]);
11: Spikes(Neuron[i]);
12: } //End omp task
13: } //End for #Neurons
14: #pragma omp taskwait
15: } //End for D
16: } //End omp master
17: } //End omp parallel
18: global step++;
19: }
The parallelization is based on OpenMP pragmas. First we
open (fork) a parallel region by using #pragma omp parallel
every global time-step (global step in Algorithm 2). After this,
since we use OpenMP tasking, we must use #pragma omp mas-
ter. Note that although the use of #pragma omp master could
be substituted by the use of #pragma omp single . . . nowait, the
master construct is faster and has a better integration with MPI.
At this level, we can create as many OpenMP tasks as we want.
We also take advantage of using OpenMP nesting for the mod-
ularity of the code, where every major step (MPI communica-
tion, Hines and Spikes computation) has been implemented in
separate files. So, while in the fist level (file) we have the while
loop show in line 1 of Algorithm 2, the exchange of spikes and
the computation of Hines algorithm on neurons’ morphology
are implemented in separate files. The use of both, OpenMP
tasking and nesting, allows us to do this without important mod-
ifications in the code. Also, as we will see in the following
sections, the use of OpenMP tasks in the computation of Hines
and Spikes (lines 10 and 11 in Algorithm 2) instead of other
OpenMP constructs, such as parallel for or taskloop, gives us
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Time line Synchronization MPI Comm.
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MPI_AllGather
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Local Step n
...
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OpenMP Master
Global Step 1
OpenMP Master
Global Step 0
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...
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Data Execution Control Flow
Figure 2: Parallel model implemented for the simulator based on MPI+OpenMP tasking.
a better flexibility and control that allows us to identify and
explore novel approaches, which have helped to accelerate the
simulation. Both, the number of neurons and the computational
cost per neuron (task) are large enough to make an effective use
of OpenMP tasking. However, for mono-morphology simula-
tions, the use of these OpenMP constructs can offer a good per-
formance (as the workload in every iteration of the loop is the
same) for multi-morphology simulations (where the computa-
tional cost of every iteration of the loop is completely different)
the use of the parallel for or taskloop OpenMP pragma is too
rigid to achieve a good balancing [15]. In fact, as shown in
the next sections, OpenMP tasks are able to balance this kind
of non-homogeneous loops in a simple and elegant way. Fur-
thermore OpenMP tasks can help for a better and deeper per-
formance analysis (Section 3.1), since the analysis can be per-
formed at very low granularity (task-level granularity).
In the first level of parallelism, we use two tasks, one for
MPI communication and one for OpenMP computation. The
last task (line 6 in Algorithm 2) instantiates one task (line 9
in Algorithm 2) per neuron, which computes the Hines algo-
rithm and the Spike computation on one particular neuron. Af-
ter the #Neurons for loop (line 14 in Algorithm 2), we must syn-
chronize the tasks instantiated because of the data-dependences
among different iterations of the D for loop. This additional
level of parallelism (nesting) using OpenMP tasks eases the
overlapping between the two main steps, the spikes exchange
and the computation of the voltage capacitance. The parallel
region is closed (join) every global time step. As we show in
the next section, the use of fork-join, nesting, and tasks syn-
chronization does not represent an overhead due to the com-
putational intensity to compute the Hines algorithm on a high
number of neurons.
As shown in Algorithm 2, “by only” using 5 different OpenMP
pragmas and one MPI primitive, we are able to have a portable,
easy to maintain and optimized code for the simulation of the
human brain.
Table 1: Details of the architecture used
Platform Xeon E5649 (Westmere) at 2.53 GHz
Cores 2×6
On-chip Memory L1 32KB (per core)
L2 256KB (per core)
L3 12MB (unified)
Main Memory 24GB DDR4
Compiler gcc 6.2.0
openmpi v3.0.0
Network 2 Infiniband QDR (4 Gbit/s each)
non-blocking network
3.1. Analysis of Scalability
The platform used in our experiments is a cluster composed
of 39 NUMA nodes with 2 sockets each, using Intel Xeon CPU
E5649, see Table 1 for more details. Hyperthreading is not en-
abled.
In all the experiments we use one MPI process per node,
and as many OpenMP threads as cores available (12 in our test
platform). We use the default values for the parameters regard-
ing the size of the neurons (450) and number of synapses per
neuron (500) 1. The simulations consist of computing 10 global
iterations and 10 local iterations per global iteration. The num-
ber of spikes triggered along the execution depends only on the
parameters of the simulation, not on the number of nodes and
cores per node. In particular it has a strong relationship with the
number of neurons computed. In general, the more neurons, the
more spikes are generated (see Figure 3). The number of spikes
triggered (data size transferred) can be different at every global
iteration.
Next, we analyze the strong and weak scaling of our ap-
proach. First we focus on strong scaling analysis. In this case,
1For those experiments, which involve 100 neurons, the number of synapses
per neuron is 100, achieving a fully-connected neural network
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Figure 4: Strong scaling analysis depending on number of neurons.
we have launched 4 test cases regarding the number of neurons
computed (100, 1,000, 10,000 and 100,000). Figure 4 graph-
ically illustrates the strong scaling analysis by increasing the
number of nodes keeping constant the number of neurons com-
puted in the simulation. The neurons computed per node de-
pend on the number of nodes used. For instance, for a simu-
lation composed of 100,000 neurons and executed on 2 nodes,
half of the neurons (50,000 neurons) are computed on one node
and the rest of neurons on the other node. In case of using 4
nodes, every node computes 25,000 neurons. As shown, our
approach is able to achieve an ideal strong scaling, except in
the case of computing 100 neurons on 32 nodes (384 cores),
where the MPI communication dominates against the computa-
tions on the neurons. This is because, in this case, the number
of neurons per node is very low (3). Unlike the previous sce-
nario, when computing 1,000 neurons on 32 nodes (31 neurons
per node), we do not see this behavior, so that it is proven that it
is not necessary to have a high workload per node to yield good
scaling.
After analyzing the strong scaling, we analyze the weak
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Figure 5: Weak scaling analysis.
scaling by increasing the number of nodes while keeping con-
stant the number of neurons computed in the simulation per
node. In this case, we have two test cases regarding the number
of neurons distributed per node, 1,000 and 10,000 neurons per
node, respectively. As shown in Figure 5, our MPI+OpenMP
tasking implementation is able to achieve ideal weak scaling.
3.2. Detailed Performance Analysis
In order to perform a deeper analysis on the implementation
presented, we have used the tools Extrae+Paraver [16]. Extrae
is a dynamic instrumentation tool to trace programs compiled
and run using OpenMP, OmpSs, pthreads, MPI or a combina-
tion of the previous programming models (different MPI pro-
cesses using OpenMP threads within each MPI process). Extrae
generates trace files that can be later visualized with Paraver.
The first two traces (Figure 6) correspond to the execution
of 10,000 neurons on 2 and 16 nodes, respectively. Both traces
have the same time-scale to see the differences in time. In the
traces, we can see three different colors which correspond to
OpenMP scheduling (in yellow), OpenMP execution (in blue)
and MPI communication (in orange). We see as many lines
as cores used, 24 and 192 rows/cores for 2 and 16 nodes re-
spectively (see Table 1). Using Extrae+Paraver we are able to
visualize easily the reduction in time achieved by increasing the
number of nodes. In the 2-node trace (Figure 6-top), it is dif-
ficult to see the orange color (MPI communication), since the
time consumed by MPI AllGather is very low with respect to
the time needed by the computation of the neurons just using 2
nodes. However, when using 16 nodes (Figure 6-bottom), it is
easier to identify where the MPI communication is performed.
Increasing the number of nodes, we increase the complexity of
the MPI communication, the number of MPI calls, and then the
time consumed by these calls is longer. However, even when
the use of MPI AllGather poses an increment in time when
using a higher number of nodes, the time consumed by these
calls is less than 0.4% of the total execution time. Further-
more, these calls are overlapped (using OpenMP tasking) with
the OpenMP execution, so that this increment does not affect
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Figure 6: Trace of a simulation of 10,000 neurons on 2 nodes (top) and 16 nodes (bottom). Horizontal axis represents the time consumed by the application, and the
vertical axis represent the number of cores used.
scalability. Only in extreme cases where we have a very low
number of neurons per node (see Figure 4, 100 neurons using
32 nodes) the time of the MPI communication can affect scala-
bility. Due to the OpenMP scheduler, the MPI communication
is done in one of the cores in each node, and the core responsi-
ble of the communication can change along the simulation. In
both traces the predominant color is the blue (OpenMP compu-
tation).
To analyze the MPI communication and OpenMP schedul-
ing deeper, we zoom in between the end of one global step and
the beginning of the following global step for both traces (Fig-
ure 7). As in the previous traces, the time-scale is the same in
these two traces. We can see more clearly the difference in time
for MPI communication. As expected, the MPI calls are more
time consuming by using 16 nodes than using 2 nodes. Anyway
this is still low with respect to the computing time and, as com-
mented before, the MPI calls are overlapped with computation
thanks to OpenMP tasking. Hence, this increment does not af-
fect scalability. Also, it is important to note that, unlike what
we see in the previous traces (Figure 6), the first cores of each
node also compute some operations on the neurons, so they are
not only busy computing OpenMP instructions.
4. Parallel MPI+OpenMP Tasking Simulator on
Multi-Morphology Simulations
Once the mono-morphology simulations have been deeply
analyzed in the previous section, in this section we extend this
analysis to multi-morphology simulations. As most of the de-
tails about the parallelization implemented have been already
presented, we start evaluating the impact of computing multi-
morphology simulations on performance. The first test con-
sists of changing the size of the neurons by using a group of 20
neurons with different sizes initialized randomly (the maximum
difference between the largest size and the smallest size is 700).
We use this group to assign the size of 10,000 different neu-
rons, so multiple neurons still have the same size. In order to
evaluate the potential overhead that the multi-morphology sim-
ulations could suppose with respect to the mono-morphology
configurations, we also execute a similar test case, but using
just one size for all the neurons of the simulation. Both, the
7
Figure 7: Zoom in between the end of one global step and the beginning of the following global step for a simulation of 10,000 neurons on 2 nodes (left) and 10,000
neurons on 16 nodes (right).
multi-morphology and the mono-morphology tests, present the
same computational cost in terms of average size of the neu-
rons (300). We use 4 nodes of the same platform presented in
the previous section.
Similarly to the previous section, we make use of the Ex-
trae + Paraver tools to carry out the performance analysis. Fig-
ure 8 illustrates the traces for the mono-morphology (first trace)
and multi-morphology (second trace) tests. As shown, a few
changes in terms of size of the neurons have important con-
sequences on performance, the multi-morphology test being
about 12% slower in only 10 global iterations, even when both
tests have the same computational cost in terms of average size
of the neurons. We can note that the MPI communication is
longer in the multi-morphology test. Contrary to what one
might think, this is not because of an increase in the amount
of data transferred in the MPI calls for the multi-morphology
test. In fact, the data transfered in the MPI communications
is quite similar in both cases, mono-morphology and multi-
morphology, and the number of MPI calls are exactly the same.
This unbalancing and the long MPI calls presented in the trace
corresponding to the multi-morphology test is mainly because
of the unbalancing of the computational cost per node found in
this kind of simulations.
The first approach that we propose and analyze to mini-
mize the unbalancing found between nodes consists of using
OpenMP priorities to execute the large neurons before the small
neurons. This approach is not in need of important changes in
the code. Basically, it consists of using the priority(x) clause
when instantiating the OpenMP tasks, which compute the Hines
algorithm and the Spike computation on the neurons. The pri-
ority assigned is the size of the neuron (see Algorithm 3).
In order to evaluate the effectiveness of this approach deeper,
Figure 9 graphically illustrates the same traces presented be-
fore, but using a different color diagram, which help us to visu-
alize and check if the big tasks (neurons) are effectively com-
puted before the smaller ones. For that purpose, and for the
8
Algorithm 3 Parallel implementation based on MPI + OpenMP
tasking + OpenMP priorities.
1: while(global step ≤ total steps){
2: #pragma omp parallel{
3: #pragma omp master{
4: #pragma omp task
5: MPI AllGather(Spikes);
6: #pragma omp task
7: for( local step=0; local step ≤ D; local step++){
8: for( i=0; i ≤ #Neurons; i++){
9: #pragma omp task priority(sizeof(Neuron[i])){
10: Hines(Neuron[i]);
11: Spikes(Neuron[i]);
12: } //End omp task
13: } //End for #Neurons
14: #pragma omp taskwait
15: } //End for total local steps
16: } //End omp master
17: } //End omp parallel
18: global step++;
19: }
sake of clarity, we selected that the darker the color, the longer
the execution time.
As shown in both figures (third trace of Figures 8 and 9), the
use of OpenMP priorities does not achieve the expected results
and it is not able to execute the large neurons (tasks) before the
small neurons (tasks). Although this approach is easy to imple-
ment, the size of OpenMP throttle [17], which depends of the
implementation, does not allow us to exploit the potential bene-
fit of using priorities on our specific application, where we have
a large number of tasks (as many task as neurons). The perfor-
mance achieved is basically as fast as the version, which does
not use priorities. Also, the data locality cannot be efficiently
exploited for those groups of neurons where large neurons have
been stored in memory very separated from each other. These
results are in agreement with the results presented in [15]. As
we will see in the rest of this section, the way that the neurons
are stored in memory has very important consequences on per-
formance.
Since the use of OpenMP priorities does not present the ef-
fectiveness that we expected for our problem, we propose a dif-
ferent approach, which basically consists of sorting the neurons
before the simulation according to their size. This can help not
only to have a better balancing between nodes, but also a better
data-locality in the execution on each of the nodes. As we can
see (fourth trace of Figure 8 and Figure 9), this simple change
has important benefits. The time consumed is quite similar to
the time of the mono-morphology test, being only 2,8% slower.
This is an important reduction with respect to the original multi-
morphology test. As shown, the size of the MPI calls were re-
duced due to a better scheduling. However, the large neurons
are not executed before the small counterparts in all the nodes
(see fourth trace of Figure 9); this is because of the sorting of
the neurons and the assignation of these to the computational
nodes.
To analyze the performance and the efficiency of our ap-
proach on more realistic scenarios, we perform one last test as-
signing the size of the neuron according to an F-Fisher distribu-
tion. Multiple studies have proven that the size of the neurons
follows this kind of statistical distributions [18]. We follow the
same sorting done in the previous test. For the sake of simplic-
ity, let us call this sorting as global sorting-storing.
In the last tests analyzed, we realized that the sorting and
storing of the neurons on the different computational nodes can
influence substantially the execution time of the simulation, as
well as the efficient use of our computational resources. There-
fore, it is of vital importance the way in which we distribute
the group of neurons between the nodes. We want to con-
firm this by using a more realistic neural network. We have
used the same number of nodes and number of neurons than
in the previous tests. However, we have used an F-Fisher dis-
tribution to assign the size of the neurons. Two different ap-
proaches are tested. The first consists of sorting all the neu-
rons globally, so the largest neurons are stored in the first of
the four nodes, and the smallest neurons in the last node. As
expected, this approach causes an important underutilization of
the computational resources, where an important part of these
resources is not used along the simulation. Even in the last
global step, only the first node is computing, the rest of nodes
being completely idle (see Figure 10-top). This is mainly due to
two consequences: first, the unbalancing between nodes; sec-
ond, the communication among nodes which, as we introduced
in Section 2, is an important synchronization point between
global steps, this being the cause behind the large communi-
cation tasks (orange lines) in Figure 10-top.
To solve this problem, we propose a different approach. As
commented before, the size of the neurons follows a particu-
lar statistical distribution depending on the brain area of inter-
est [18]. We generate as many groups of neurons as number
of nodes, and then we sort these groups independently in each
of the nodes (local sorting-storing). The neurons generated in
each of the nodes are sorted to achieve a good balancing not
only between nodes but also between cores of the same node.
This is mainly because of the use OpenMP tasking. Using tasks
and sorting the group of neurons in each node(local storing-
storing), we are able to balance the workload between nodes
and cores, minimizing considerably the time of the simulation
(about 30% of the time), by using efficiently all the resources
available (see Figure 10-bottom).
It is also important to note that this preprocessing (sorting
and storing) is computationally expensive, but this has to be
computed just once at the very beginning of the simulation,
so the time consumed by this preprocessing is negligible when
compared to the hours of computation that these simulations
need.
5. Related Work
It is possible to find many initiatives for the simulation of
the behavior of the human brain by computers across the world,
for instance in the USA [1], Europe [3, 2, 5] and Japan [4, 19].
Each of these initiatives is focused on the development of a set
of tools for such target. In particular, we have focused on one of
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the tools developed in the European initiative and on the scala-
bility study using MPI+OpenMP tasking.
Most of the state-of-the-art references are focused on accel-
erating one of the most computationally expensive steps, that is
the voltage capacitance on neurons’ morphologies. The stan-
dard algorithm used to compute the voltage on neurons’ mor-
phology is the Hines algorithm [10]. This algorithm is based on
the Thomas algorithm [11], which solves tridiagonal systems.
Although the use of GPUs to compute the Thomas algorithm
has been deeply studied [20, 21, 22, 23, 24, 25, 26], the differ-
ences among these two algorithms, Hines and Thomas, makes
us impossible to use the latter, since it cannot deal with the spar-
sity of the Hines matrix. Recently, a new methodology was pro-
posed to deal with a very high number of neurons on NVIDIA
GPUs, achieving good scalability [12, 27].
Unlike previous works, we focused on the parallelization
and scalability on the whole application based on MPI+OpenMP
tasking. In fact, the use of MPI+OpenMP tasking has been
also used in other applications [28], such as the HPLinpack [29]
tool used for the performance analysis of the TOP-500 list [30],
achieving good results.
6. Conclusions and Future Work
In the present work the authors proposed and evaluated an
efficient (in terms of programmability) and optimized (in terms
of performance and scalability) implementation for one of the
most important challenges into the scientific community today,
that is the simulation of the human brain. Given the results
obtained and presented in this paper, the authors have proven
the efficiency of using MPI+OpenMP tasking to achieve good
scaling.
Although MPI AllGather and OpenMP tasking can cause
an important infra-utilization of the computational resources,
if a good scheduling is not used or there is a bad distribution
of the workload among nodes, it has been proven that this ap-
proach is not only an affordable and reduced-cost implementa-
tion in terms of programmability, but also it is able to exploit
efficiently the strategy implemented in the simulator, achieving
even an ideal scaling. However, it is of vital importance to bal-
ance the workload between nodes; otherwise, the effectiveness
of this model is not well exploited, performing an important
infra-utilization of the computational resources, as in the case
of multi-morphology simulations.
Multi-morphology simulations present an important chal-
lenge in terms of scheduling to achieve a balanced workload
distribution between nodes. In fact, an important underutiliza-
tion of the resources is presented, even in those simulations
where the neurons, in terms of size, are not very different be-
tween them. We have proven that the way in which the neu-
rons are distributed on the different nodes has important conse-
quences to achieve a good performance for this kind of sim-
ulations. Unfortunately, the use of OpenMP priorities does
not obtain the expected results for a better balancing between
nodes. However, storing the large neurons before the smaller,
and following this same order when accessing to memory can
alleviate the important underutilization of the computational re-
sources. To analyze this approach on more realistic scenarios,
we have followed an F-Fisher distribution to assign the size of
the neurons. In this case, all the neurons are completely dif-
ferent between them, which causes a much more important un-
derutilization of computational resources and unbalancing be-
tween nodes. To solve this problem, we propose: i) to distribute
the creation of the neurons in each of the nodes and ii) storing
the neurons regarding their size (the large neurons before the
smaller) in each of the nodes. This reduces considerably the
execution time of the simulation by improving the usability of
the computational resources and the balancing between nodes.
In fact, the behavior achieved when this approach is used is
quite similar to the results reported for mono-morphology sim-
ulations.
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Figure 8: Traces of a simulation of 10,000 neurons on 4 nodes for the mono-morphology test (first trace), the multi-morphology test (second trace), the implemen-
tation with OpenMP priorities for the multi-morphology test (third trace), and the implementation with the initial sorting of the neurons (fourth trace).
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Figure 9: Traces of a simulation of 10,000 neurons on 4 nodes with a different color diagram (the darker the color, the longer execution time) for the mono-
morphology test (first trace), the multi-morphology test (second trace), the OpenMP priorities for the multi-morphology test (third trace), and the implementation
with the initial sorting of the neurons (fourth trace).
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Figure 10: Traces of a simulation of 10,000 neurons on 4 nodes for the multi-morphology test using as size of the neurons a F-Fisher distribution using global
sorting-storing (top) and local sorting-storing (bottom).
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