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ABSTRACT 
A model for solute-solvent interactions is considered, in which the 
solute molecule is placed in a cavity surrounded by a dielectric, as 
originally treated by Kirkwood and Westheimer. In the present version, 
each atom of the solute molecule is assigned a polarizability and a 
fixed partial charge, determined by semiempirical methods. These charges 
induce dipole moments at the atoms and polarize the dielectric. Each 
induced dipole is calculated by a rigorous treatment of its interactions 
with the charges and dipoles of the other atoms and with the dielectric. 
The electrostatic free energy for the molecule is determined as the 
reversible work to polarize the atoms and the surrounding dielectric and 
to assemble the charges and induced dipoles in their final positions 
within the cavity. In turn, molecular dipole moments and free energies 
of proton and electron transfer among related molecules may be calculated. 
Explicit formulas are derived for the case of a spherical cavity. 
Semiempirical determinations for some of the input parameters re­
quired by this model were made for several groups of related compounds, 
based on experimental dipole moments and free energies of charge transfer 
at 25°C. Generally, single most stable conformations of the molecules 
were used, and systematic procedures were developed to center each 
molecule inside its cavity and to generate the cavity radii. In this 
manner, a single radius increment (used to generate cavity radii based on 
molecular size and shape) and set of atom charges for the carboxyl and 
carboxylate groups of six mono- and dicarboxylic acids were determined, 
for which the calculated free energies of proton transfer with acetic 
acid in water agreed with experimental values to within an average 
deviation of 0.65 kJ/mol. When these same charges were used for calcula­
tions of proton transfer between the rather elongated bicyclo[2.2.2]octane-
1-carboxylic acid and the 4-substituted acid in water, the radius incre-
o 
ment s used had to be modified by as much as 0.12 A to produce comparable 
agreement with experiment. Moreover, a single set of atom charges for the 
amino groups of five primary amines in the gas phase was determined, 
for which the calculated free energies of electron transfer with methyl-
amine and calculated dipole moments agreed with the corresponding experi­
mental values to within average deviations of 2.52 kJ/mol and 0.13 D, 
respectively. Finally, a series of calculations was done for the mole­
cules CXY^, CX^Yg, and CX^Y (X, Y = H, F, CI, Br, or I) to determine 
single sets of charges for atoms X and Y which produced agreement with 
experimental gas phase dipole moments to within an average deviation 
of 0.09 D. These results suggest that free energies of charge transfer 
may be explained largely in terms of electrostatic free energies. In ad­
dition, it was noted that interactive atom polarization contributes 
significantly to the total molecular dipole moment. 
1 
I. INTRODUCTION 
A. The Problem of Solvent Effects on the Properties 
of Solute Molecules 
Theoretical calculations of molecular properties are made frequently 
for molecules in solution. That the solvent may have a major effect 
on these properties is best appreciated by considering the relatively 
large values observed for ion solvation enthalpies, which for monoatomic 
1 2 
monovalent ions in a variety of solvents are about 300 to 500 kJ/mol. ' 
These energies contribute significantly to the stability of charged 
species dissolved in highly polar media. Other properties are affected 
as well; for example, the free energies of proton transfer among simple 
carboxylic acids in the gas phase differ by 5 to 7 kJ/mol from values 
3 found in solution. However, many theoretical calculations neglect the 
important role of solvent. 
Recently, a wide variety of approaches, both quantum mechanical 
and classical, have been developed to deal with solvent effects. Un­
fortunately, much of this work, especially that utilizing quantum 
mechanics, has been hampered by the lack of knowledge of detailed sol­
vent structure in the region immediately surrounding the solute, as 
well as by the overall complexity of the system. These difficulties 
may be overcome by treating the solvent as a continuous, structure­
less dielectric, as was done in the classical BCirkwood-Westheimer model.^ 
Although it is fairly crude, this model has been used with some success 
to calculate differences in free energies of proton dissociation among 
related acids.In this project, a modification of this Kirkwood 
2 
approach is presented, in which the interactions of the atoms of the 
solute molecule with each other and with the surrounding dielectric 
are treated explicitly. 
B. Goals of This Research 
An electrostatic model for energies of molecules in solution will 
be presented and characterized. For each of several groups of re­
lated compounds, semiempirical determinations for some of the input 
parameters required by this model will be made. In this manner, it is 
intended to find a single set of values for these parameters for which 
good agreement with experimental free energies of proton or electron 
transfer and/or experimental dipole moments is obtained for all com­
pounds in the given group. The object will be to determine whether 
such free energies can be explained in terms of electrostatic energies 
alone. In addition, the importance of interactive atom polarization 
as a contribution to total molecular dipole moment may be ascertained. 
3 
II. HISTORICAL BACKGROUND 
Electrostatic free energies of molecules in solution include 
significant contributions from two interdependent kinds of dielectric 
polarization: that occurring within the molecule itself and that in­
volving the surrounding medium. Early models dealing with solvent 
effects are presented below as historical background to the present 
study, followed by more recent developments in this field. Finally, 
a model treating intramolecular polarization effects is introduced 
as a prelude to presentation of the model itself in the next section. 
A, Early Models for Effects of Solvent on Solute Energies 
The simplest approach for dealing with solvent effects is the 
Born equation for ion solvation energies^: 
*ei = -
where W . is the electrostatic work to take an ion, considered as a 
el 
rigid sphere with charge q and radius r, from a gas state and place 
it in a structureless medium with dielectric constant e. This equation 
predicts the correct order of magnitude and relative sizes of these 
2 
energies for monovalent ions. However, since ionic radii larger 
than those occurring in crystals must be used to produce good agreement 
with experimental energies, reservations about the model have been 
raised.^ 
The use of ion solvation energies can be extended to describe 
the difference in free energy of proton dissociation between an 
unsubstituted acid in solution and a related acid which has a charged 
substituent group R on the molecule a distance r^ from the ionizable 
8 9 group X. According to the Bjerrum ' model, if R has net charge q, 
the electrostatic work required to remove the proton from X in the 
substituted acid is: 
«el -
where e is the dielectric constant of the medium in which the acids 
are dissolved. Since, in this case, the same kind of ionizable group 
is involved with both acids, all other contributions to the total work 
of transferring the proton between the acids cancel (except for 
statistical corrections due to the presence of more than one identical 
ionizable group on the same molecule).Therefore, represents 
the total free energy of proton transfer. Later, this model was 
expanded^ to include the case of an R group with a strong permanent 
dipole n: 
"el " " (3) 
6r 
RX 
where Q is the angle between p- and r^^. Generally, (2) and (3) were 
used together with experimental free energies to calculate r^g^, 
because, in those days, lack of knowledge of detailed molecular structure 
prevented precise determination of r^^ on structural grounds. Since for 
small acid molecules r was calculated to be much smaller than the KX. 
values expected from structural considerations, e in (2) and (3) was 
later replaced by the effective dielectric constant in the region 
of space between X and R. This approach is justified by recognizing that 
5 
the dielectric medium is excluded from the volume occupied by the 
solute molecule itself, with its much lower internal dielectric 
constant 
A quantitative determination of to be used in Eqs. (2) and 
(3) is provided by the Kirkwood-Westheimer model,^ in which all the 
molecules involved in the proton transfer reaction are placed in 
cavities of the same size and shape, filled with a medium of dielectric 
constant All cavities are surrounded by the continuous medium of 
dielectric constant e. The electrostatic work to bring the charges on 
X and R from infinite separation to their final locations within the 
2 
cavity is determined by solution of Laplace's equation, v 0=0, both 
inside and outside the cavity. Solution of this equation depends on 
the shape of the cavity. Because of mathematical complexities, solu­
tions are determined only for spherical and prolate ellipsoidal cavi­
ties. The expressions for the electrostatic free energy of proton 
transfer determined in this manner are compared with Eq. (2), and 
formulas for are derived. For the spherical cavity, depends 
on e, the cavity radius, and the location of X and R within the 
cavity. For the prolate ellipsoidal cavity, X and R are assumed to 
lie at the foci of the ellipsoid, and depends on e, e^, and the 
ratio of the major axis to the interfocal distance. A value of two is 
assigned to e^. 
Like the Bjerrum model, this model was used to calculate r^ 
from the experimental free energies of proton transfer. With both 
spherical and ellipsoidal cavities, Kirkwood and Westheimer were able 
to determine values for simple dicarboxylic acids and halogenated 
6 
carboxylic acids either that were close to values expected for free 
rotation about all single bonds or that were between these values and 
those for fully extended forms of the molecules. These results repre­
sented a substantial improvement over what had been obtained with the 
earlier model. Later, the use of conformationally rigid 4-substituted 
5 bicyclooctane-l-carboxylic acids by Roberts and Moreland made possible 
direct calculation of the free energies for the first time. The 
calculated results so obtained were of the same order of magnitude as 
the experimental values. However, a number of difficulties still re­
mained. For the spherical cavity, the appropriate cavity radius had 
to be determined, and, for the prolate ellipsoidal cavity, the ionizable 
and substituent groups needed to be placed at the foci of the ellipse. 
This first problem was addressed by Tanford,^ who found that placing 
charged substituents 1.0 X from the cavity wall and substituents with 
permanent dipole moments 1.5 from the wall tended to produce the 
best overall agreement with experimental free energies. With this 
modification, he obtained significantly improved agreement with 
experiment for 4-bromobicyclooctane-l-carboxylic acid over that ob­
tained by Roberts and Moreland, with only 15% error. The restrictions 
on using prolate ellipsoidal cavities were partly relaxed by Ehrenson, 
who extended the model so that the ionizable and substituent groups need 
only be placed anywhere along the major ellipsoidal axis. 
The Kirkwood-We s theimer^ model is the basis for the development of 
the model presented in Section III, 
7 
B. Recent Approaches Dealing with Solvent Effects 
Over the past few years, a variety of approaches have been proposed 
to include treatment of solvent effects in determinations of molecular 
properties. A number of these are summarized briefly below, starting 
with purely quantum mechanical methods and ending with an electro­
static approach. 
A variety of quantum mechanical approaches exist, in which solvent 
molecules are included explicitly around the solute. On the one hand, 
there may be only a few water molecules hydrogen-bonded to the solute, 
11 for calculations with ammonium fluoride or for free energies of proton 
12 transfer among 4-substituted bicyclooctane-l-carboxylic acids. On 
the other hand, solvent molecules up to an entire solvation layer may 
13 14 be placed around the solute in the "supermolecule" approach ' in 
which ab initio calculations are done including all electrons of the 
system in the fields of all the nuclei. This method has been used 
for calculations of relative conformational stabilities with peptide 
analogues and nucleotides. However, lack of knowledge of detailed 
solvent structure makes placement of these solvent molecules uncertain; 
therefore, Monte Carlo simulations^^have been introduced in 
order to determine the proper placement of large numbers of solvent 
molecules about the solute. All of these calculations either ignore 
bulk solvent effects or treat such effects in an exceedingly complicated 
way. 
It is frequently convenient to deal with the lack of knowledge of 
solvent structure by treating the solvent as a structureless, continuous 
8 
dielectric, coupled with quantum mechanical treatment of the solute 
molecule itself. Like the Kirkwood-Westheimer model, the solute molecule 
is placed in an evacuated, generally spherical, cavity surrounded by 
the dielectric. One of the earliest and most frequently cited ap-
17 proaches of this type was developed by Sinanoglu. In his model, the 
total potential energy consists of interactions within the solute mole­
cule itself (quantum mechanically determined), the electrostatic inter­
action with the solvent, dispersive or van der Waals interactions with 
the solvent, and the surface tension of solvent at the wall of the 
cavity. The electrostatic interaction is approximated by treating the 
net molecular charge or dipole moment of the solute as a point charge 
or dipole located at the center of the cavity. Comparison with the 
model presented in the next section of this thesis suggests that serious 
discrepancies may result, especially if there are highly charged 
portions of the solute near the cavity wall. On the other hand, the 
treatment of the dispersive interactions tends to be quite complex. 
Over the years, this approach has been modified and used to explore 
18 1 
relative conformational stability of acetylcholine, amino acyl amides, 
20 histamine, and fluorinated alanines. (Remark; it is the intention of 
this present research project to determine whether electrostatic inter­
actions with the solvent are sufficient to explain solvent effects, 
without including dispersion forces and surface tension.) 
In more sophisticated approaches combining quantum mechanical 
with continuum dielectric treatments, the potential energy portion of 
the quantum mechanical Hamiltonian for the solute is expanded to 
include reaction potentials due to polarization of the dielectric. 
9 
21 22 One approach ' explores the structure of the water molecules of a 
miniature formamide supermolecule (only one to three solvent molecules 
included) placed in the cavity surrounded by the continuous dielectric. 
In this model, the Hamiltonian is expanded to include discrete reaction 
potentials due to all the electrons and protons of the supermolecule, 
which are represented using Eq. (25) of this thesis, with the series 
23 
truncated at n = 3. In another method, the reaction potentials are 
represented by a continuum dieletric polarization expression (integral). 
Yet another approach,used to calculate dipole moments of simple 
molecules like carbon monoxide in solution, treats the reaction potential 
due to the solute dipole without explicit reference to the cavity it­
self, by representing the solvent as a series of point polarizabilities 
that interact with each other and the solute. This method was later 
25 
expanded. Like the quantum mechanical methods, the calculations re­
quired for these approaches are quite complex. 
Two models of special interest in relation to the model presented here 
26 27 26 
were developed recently by Warshel and Levitt, ' In their first approach, 
used to calculate the energetics of the substrate-enzyme interaction for 
lysozyme, the regions of the enzyme and substrate at and near the active 
site are treated quantum mechanically. The remaining portions of the 
enzyme and substrate are treated by calculating induced dipole moments 
at each of the atoms in the presence of fields due to quantum mechanically 
determined atom charges in the active site region, using an atom dipole 
interaction model similar to that of Ref. 28. The solvent, in 
turn, is represented by placing point solvent dipoles in a 
rigid cubic lattice with appropriate orientations around the enzyme-
10 
substrate complex. (Fields due to all these dipoles are included in 
the quantum mechanical calculations.) Finally, the interaction energy 
of all charges and dipoles is determined. Despite similarities in 
the approach, this system is beyond the present capacity of the 
model described later in this thesis. 
27 
In Warshel's second model , the solute molecule is surrounded 
by layers of solvent molecules, each explicitly represented as a 
point dipole at the center of a compressible sphere, with the whole 
being placed in an evacuated spherical cavity surrounded by a 
continuous dielectric. Interactions within the solute molecule are 
treated quantum mechanically, and interactions with the solvent dipole 
fields are included. The solvent energy includes electrostatic and 
van der Waals interactions of the solvent molecules with each other and 
with the solute atom charges, plus interactions with the continuum 
dielectric outside the cavity. The solvation energy is approximated as 
the difference between the solvent energy of that configuration of 
solvent dipoles with minimum energy and that of the system having pure 
solvent inside the cavity. A number of calculations have been done with 
this model, including ion solvation enthalpies, enthalpies of proton 
dissociation in solution, and cytosine dimer base stacking energy. 
Although the system is quite complex, this model suggests a possible 
future use of the present model. 
A purely classical modification to the Kirkwood-Westheimer model 
that provides for variations in the dielectric constant inside the 
cavity to account for nonuniform occupation of the solute was presented 
29 30 
recently by Orttung. ' In this model the molecule and surrounding 
11 
dielectric are divided into several different regions, each of which is 
assigned a dielectric constant and charge density. The electrostatic 
free energy within each region is determined by the finite element 
method, a modification of the variation method for the Poisson equation 
of electrostatics, together with appropriate boundary conditions to 
prevent discontinuities between regions. The difficulties with this 
approach are the determination of the proper division of the molecule 
Into regions and the assignment of appropriate dielectric constants to 
each region. However, for a two-dimensional system, appropriate 
parameters have been determined to produce agreement with experimental 
free energies of proton transfer to within 5% to 15% for 4-bromo-, 
4-trimethylamlno- and 4-carboxyl-blcyclooctane-l-carboxyllc acids re-
30 
ferred to the unsubstltuted form. 
C. Intramolecular Polarization Effects: 
The AtOTi Dlpole Interaction Model 
In the Klrkwood-Westheimer model,^ the polarization that occurs 
within the solute molecule itself is modeled by the internal dielectric 
constant inside the cavity e^. This assumes that the solute occupies 
space within the cavity uniformly, which is not true for a cavity of 
molecular dimensions. It would be preferable if a way were found to 
account for variations In polarization within the cavity due to non­
uniform occupation by the solute. In addition, inclusion of the actual 
charge distributions on the ionizable and substituent groups would be 
desirable, Instead of representing them simply by net charges or 
12 
dipole moments. 
Recently an atom dipole interaction model was proposed to treat 
28 intramolecular polarization explicitly. Although developed as an 
31 
optical model, it was later extended to electrostatic calculations. 
In the present form of this model, each atom of the molecule is as­
signed a polarizablllty ^  and a fixed charge q^. These charges in­
duce In the atoms point dipole moments whose values are determined by 
the simultaneous equations for the interaction of all charges and in­
duced dipoles. The interaction energy of these fixed charges and 
Induced dipoles is determined as shown in the next section. 
The effect of surrounding the molecule with a continuous dielectric 
is to introduce new fields, called reaction fields, that result from 
polarization of this dielectric by the fixed charges and induced dipoles 
of the solute molecule. This, in turn, has the effect of increasing 
the magnitude of the induced dipoles of the solute beyond that oc­
curring in vacuo, as shown on pp. 134-136 of Ref. 32. Therefore, 
intramolecular polarization and polarization occurring in the dielectric 
are strongly interactive in nature. 
13 
III. THE MODEL 
(Note: The following (Sections A-G) is adapted closely from a manu­
script prepared by Dr. Jon Applequlst that represents a refinement of 
an earlier report by the author containing a detailed description of 
the model.) 
A. Introduction 
The system consists of a molecule placed in an otherwise empty 
cavity in a continuous, structureless dielectric medium with dielectric 
constant e. The molecule is made up of N units (atoms) which are held 
rigidly in space and which do not exchange charge. Unit i is charac­
terized by charge and polarizability both located at point r^^. 
The solute is assumed to be at infinite dilution (no solute-solute 
interactions), and électrostriction, dielectric saturation, and specific 
solute-solvent interactions (e.g., hydrogën bonds) are ignored. 
p 
At each unit i, there exists a potential 0^^ due to the charge q^ 
and induced dipole at unit j and a reaction potential 0^^ due to 
the polarization of the dielectric by q^ and ^, respectively. 
See Figure 1. 
B. The Electrostatic Free Energy 
The electrostatic free energy of the system is calculated as the 
reversible work required to polarize the units and the dielectric and 
bring the units from infinite separation to their final positions in 
Figure 1. The charged, polarizable units inside the cavity surrounded by the dielectric 
m:# 
###::: 
;w:$:¥S55! 
% 
iWSx 
#!### A::::::::::::::::: mm# 
16 
the cavity. The method closely parallels that given on pp. 141-144 of 
Ref. 32. Let unit i be polarized to its final dipole moment ^  prior to 
introduction into the cavity. The work required is 
where P., is the field at unit i in the final system due to the charge 
and dipole on unit j and is the reaction field at unit i in the 
final system due to the polarization of the medium by the charge and 
dipole on unit j. The summations are over j = 1, N, except that 
the primed sum excludes the term i = j. 
Now let the units so polarized be introduced into the cavity at 
their final positions in numerical order of their indices. The work 
required to introduce unit i is: 
"înt - i - i Si • Sli 
+ V -iii • (Zij + <5) 
j-J-
where the potentials 0?. and , shown in Fig;ure 1, are related to 
1J 
their respective fields by: 
and 
(7) 
where = b/ . The first two terms on the right side of (5) are 
the work done against the reaction field due to unit i, and the re­
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maining terms are the work done against the direct fields and reaction 
fields due to the units which precede unit i into the cavity. 
The total work is 
" - I Kol + "Lt>- <6> 
If the units are introduced into the cavity in the reverse order, 
W remains unchanged, but the sum in (5) is then over j = i + 1 to 
j = N. These two expressions for W are added and divided by 2, with 
a cancellation of dipole terms, to give: 
W = 1 Z q (Z' 0^ + S A). (9) 
i j j 
The induced dipoles affect this total work through their contribu­
tions to the potentials: 
where r.. = r, - r,, and 
+4j''' <") 
where the subscripts q and d denote, respectively, the contributions of 
the charge and dipole of unit j to the reaction potential, 
C. Reaction Fields : General Principles 
The charge and dipole reaction fields are related to their respective 
potentials by: 
18 
Sij = -
and 
•  -  z A f -
The charge and dipole reaction potentials can be related by the 
following theorem (pp. 141-144 of Ref. 32): The energy of a charge 
distribution in the reaction field of a second charge distribution is 
equal to the energy of the second charge distribution in the reaction 
field of the first. Applying this to the charge q^ and the dipole 
one may obtain: 
Therefore, from (12), 
and from (13), 
sîj ' - • 4i' (1*) 
For convenience, the coefficient of in (16) is defined to be 
the dipole reaction field tensor F,.: J 
îij - -
This is one of the major results of the model. From the above 
energy theorem, one may also obtain: 
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Hence, from (16) and (18), 
iji " llj • 
where T indicates transpose. 
D. The Induced Atom Dipoles 
The dipole moment M-. is induced by the total field acting on 
unit il 
iii = ^ £ij + 
= % • - lij • (&ij £ij * 
^ ^ (20) 
3 5 
where . is the dipole field tensor T l x . .  - 3r..r../r... This equation 
M-j ~ ij ij 
may be rearranged to give 
- Eii) ' 4i+ =' - Zij) • = Si. «1.1) 
where 
This system of equations can be written in matrix form: 
<â - £)i; = h (22) 
where A is the same interaction matrix used in the original dipole 
interaction model,with diagonal blocks and off-diagonal blocks 
T... Fis the matrix of reaction field tensors F.., p is the column 
J J rv 
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vector of induced moments , and E is the column vector of charge 
fields and reaction fields . The solution to (22), 
gives the induced dipole moments, which together with the charges, 
permit one to calculate the electrostatic free energy using Eqs. (9), 
(10), (11), (14), and (15). 
Valid solutions to (23) are obtained only if the matrix (A - F) 
has all positive eigenvalues. If, in addition, the units have symmetric 
T polarizabilities (a. = a.), then, from (19) and (21), (A - F) is sym-
metric and positive definite. 
Moreover, (23) may be used to calculate the total dipole moment of 
the system (molecule) 
z'>'\ (23) 
Smol (24.1) 
m^ol - l-GnoJ' o^l'* (24.2) 
It now remains to find expressions for which, in general, 
depend on the shape of the cavity. 
E. Reaction Fields for a Spherical Cavity 
Let the cavity be a sphere of radius a centered at the origin of 
33 
the coordinate system. Kirkwood treated the electrostatic problem 
21 
of a set of charges embedded in a medium with dielectric constant 8^  
filling a spherical cavity which was, in turn, surrounded by another 
medium with dielectric constant e. Since the internal medium in the 
present model is a vacuum ( = 1), his formula for the electrostatic 
free energy leads to the equation: 
00 
9?'^  = q (1 - e)a"^  2 c z"p (cos Y), (25) 
J J n=0 
-1 2 
where c^  = [e + n/(n + 1)]" , z = r^ r^^ /a , is the Legendre polynomial 
of degree n, and Y is the angle between r. and r.. For unit i located 
~!L 
at spherical coordinates (r^ , 0^ , then,^  ^
X = cos Y = cos9.cos9. + sin9.sin0,cos( 1 - 'If,). (26) 
i J  ^ J i J 
Let the symbol A denote vectors and tensors whose components are 
given with respect to a set of spherical coordinate unit vectors. 
Thus, 
y^  r^ ô^/àe^ , (r^ sin0^ ) . (27) 
Applying this operator to (25), one obtains from (12), 
SiJ ' (28) 
and from (17), 
\ 
(29) 
A . _3 
F^ j=(G-l)a 
SY:»2 
22 
where : 
CO 
S = Z C z"p (x), (30.1) 
n=0 " " 
œ 1 
S = ôs/ôz = S ne z*" P (x), (30.2) 
= n=l " " 
00 
s = z"^ ÔS/ÔK = S P^ (x), (30.3) 
 ^ n=l  ^  ^
03 
S = zâ^ S/Ôz^  + ôs/ôz = S n^ c z""^ P (x), (30.4) 
zz n=l " " 
00 -
S„ = à^ s/ôxôz = s ncz"'^ P'(x), (30.5) 
n=l " " 
00 
S = z'^ ô^ S/àsc^  = S c z*"lp"(x), (30.6) 
YY N=L " 
D. = 5K/Ô9. = - sin9.cos9. + cos8.sin8.cos(# - \ |L.) ,  (30.7) i J- 1 j 1 J J 
Dg = ôx/ô0j = - sin@jCOS@^  + cos9jsin0^ cos( - ifj)» (30.8) 
= (sin0^ ) ^ àx/ôil;^  = - sin8jSin(^  ^- 4L), (30.9) 
= (sin8j) ^ôx/ôil(j = sin6^ sin(^  ^- y^), (30.10) 
D = â^ x/ô9 ôe, = sine.sin8. 4- cosS cos8.cos( t. - .^). (30.11) j ij 1 J 1 J  ^ J 
A transformation from spherical to Cartesian components is ac­
complished by using the matrix of Ref. 32, p. 340: 
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C. 
sinS^ cos 
sinQ^ sin^  ^
, COS0. 
cosQ^ cos 
cos9^ sin\|(^  
- sin8. 
- sinij/j 
cos lit (31) 
whereby 
2i = Si%i' 
R 
q _ 
C,R?,, 
oiLj r->i~ij 
A T 
F,. = C.F.,C,. 
(32) 
(33) 
(34) 
Appendix A provides a proof of convergence of all the above series, 
as well as those in Eqs. (39) to (43). 
Because of the relative simplicity of the mathematics involved, 
compared with other cavity shapes, spherical cavities have been used 
for all work reported in this thesis. 
F. The Electrostatic Entropy 
The electrostatic contribution to the entropy of the system is 
®el = " ((Gei/aT)p = - dW/dT, (35) 
where we identify the work W with the electrostatic Gibbs free energy 
G . In this model, W depends on temperature through the dielectric 
el 
constant and the cavity radius. Thus, 
dW/dT = (aw/ôe)(de/dT) + (ÔW/Ôa)(da/dT). (36) 
The derivative of W with respect to any variable X (= e or a) is 
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found from (9), making use of (10), (11), (14), and (21.2); 
sw/àx = ^ 2 [2 (Q.A^;^/AX- n. •  ÔRJ. /SX) -E.  • S^/AX].  
C, m » i IJ i. J 
(37) 
The derivative of is obtained by differentiating (20) to give 
Stt/ax-E [(A - F)-l . (2«^ j/ÔX + • j^/ax)]. (38) 
where (A - P)^ j is the ijth 3x3 block of the matrix (A - F) The 
derivatives of ,^ and ^  ^with respect to e may be found by 
differentiating (25), (28), and (29) , using the identity 
00 00 
T- [(G - 1) 2 c g(n, z, x)] = E [1 - (e - l)c ]c g(n, z, x). 
n=0 " n=0 * 
(39) 
The derivatives with respect to a are similarly obtained using the 
identities 
. m - » 
2 c (x) = - 2a' 2 nc z"p (x), (40) 
a* n.O " " n=0 " " 
00 03 
& a"^  S c z"p (x) = - a" 2 (2n + l)c z"P (x), (41) 
n=0 n=0 " " 
> 0 0  m  
2 c z^ "" f(n, x) = - 2a 2 (n - l)c z" f(n, x), (42) 
=^n=l  ^ n=l 
00 00 
Z c z* ^ £(n, x) = - a 2 (2n + l)c f(n, x). 
n=l n=l * 
(43) 
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G. Boltzmann Conformational Averaging 
Suppose the electrostatic free energy W is known for a number of 
conformations of the molecule. The conformational partition function 
is 
-W./kT 
Q = 2 e , (44) 
k 
where is the energy of conformation k. If property x (e.g., 
2 
or has value x^  for conformation k, the weighted sum of the Xj^  
is 
-W /kT 
P(Xj^ ) = 2 x^ e . (45) 
k 
Then the conformational average value for property x is 
<x> = P(x^ )/Q, (46) 
and the temperature derivative of this averaged value is 
d<&>/dT = P(dXj /^dT)/Q + [QP(x^ W^ ) - P(Xj^ )P(Wj^ )]/kT^ Q^  
+ [P(x^ )P(dW^ /dT) - QP(Xj^ dt^ /dT)]/kTQ^ . (47) 
H. The Free Energy of Charge Transfer 
The free energy of proton or electron transfer among closely re­
lated acids at constant temperature and pressure may be determined ex­
plicitly as: 
ûGei = , (48) 
products reactants 
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where is the electrostatic free energy of the kth molecule [Eq. (9)]. 
The justification for this procedure is as follows: Consider the 
reversible ionization of an acid. Suppose that the free energy for 
this ionization can be divided into electrostatic statistical 
(Wg^ ), and nonelectrostatic components, or 
a 
W  =  W , + W  + W ^ .  ( 4 9 )  
el non st 
The nonelectrostatic work represents the bond dissociation energy, 
changes in translational, rotational, and vibrational motions, inter­
atomic electronic shifts (resonance), and changes in specific solvation 
effects associated with removal of the proton from the acid molecule. 
The electrostatic work includes the interactions of the proton with the 
ionizable group, as well as with the rest of the molecule. Finally, the 
statistical work^  accounts for the presence of more than one 
ionizable group on the same molecule, and is generally represented for 
4 8 
a given reaction as ' : 
= RTln( Tl CT^  / n CT^  ), (50) 
products reactants 
where the symmetry number is the number of indistinguishable orienta­
tions of species i. Proton transfer between two acids is simply the 
ionization of one of them coupled with protonation of the other. 
If the same kind of ionizable group is present on both acids, and if 
no interatomic electronic shifts occur outside the ionizable group on 
either molecule, then the nonelectrostatic work, as well as that 
portion of the electrostatic work pertaining to interactions between 
the proton transferred and the ionizable groups, will be the same for 
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both acids. Therefore, these energies cancel, leaving just the remaining 
electrostatic work, which is equivalent to the difference in electro­
static free energies among the protonated and ionized forms of the two 
acids, plus the statistical work to consider. Normally, this latter 
work is treated by making adjustments to the experimental data, using 
known symmetry numbers, as is done in this thesis. These same justifica­
tions apply to calculations of electron transfer and for the entropy 
of proton or electron transfer. 
I. Comparison with the Born Equation 
An important test for the model presented here is to show that, 
under certain circumstances, it reduces to the same results as those 
given by simpler models. 
Consider the case of a nonpolarizable point dipole located at the 
center of a spherical cavity. Since only the first term of each of the 
infinite series in (30.1) to (30.6) is nonzero, the reaction field as 
given in Eqs. (16) and (29) to (34) (noting that cT)> reduces to 
a 
This same result is given on page 145 of Ref, 32. The interaction 
energy with the reaction field, determined by representing the dipole 
as a charge distribution clustered very close to the center of the 
cavity and using only the term in the series of (25) for n = 1, is, 
by (9), 
28 
"el • - ^  ittf «« 
a 
This same result is obtained from (51) by noting from p. 145 of Ref. 32 that 
W . = - ^  tJb . R^ . (53) 
el L 
Next, consider the case of a monoatomic ion, represented by a 
fixed charge at the center of the cavity. From (14) and (28), 
is zero, and (9) and (25) reduce to 
= "I q^ (e - l)/ea, (54) 
which is the same as the Born equation (1)^  if the cavity radius is set 
equal to the ionic radius. Note, however, that, unlike the original 
derivation, there is no requirement here that the two radii be the 
same, although one would expect them to be fairly similar. 
This latter result indicates that the ion solvation energy is a 
major component of the total electrostatic free energy of a charged 
molecule in solution, which is a feature consistently observed with this 
model. As a consequence, the electrostatic free energy of a charged 
species is particularly sensitive to cavity radius (especially if it 
has a charge > 1 a.u.). In addition, this effect may play a major 
role in altering free energies of proton dissociation from their vacuum 
values. 
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IV. GENERAL PROCEDURES 
A. Computer Programs 
Computer programs implementing the model contained in the previous 
section were developed and are described in Appendix D. These were 
adapted in part from the routines ROPO and I0N3 developed in this 
laboratory for the original atom dipole interaction model. For the 
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solution to Eq. (22), LINPACK routines for positive definite matrices 
were used. All calculations were done in double precision arithmetic 
on an Itel AS/6 computer. 
The major source of numerical error occurs in the calculation of 
the infinite series. These series, in Eqs. (25), (30.1) to (30.6), 
and (39) to (43), are calculated together term by term in the forward 
direction, with summation terminated when the last term is less than 
lO"^  times the sum for every series. Appropriate recurrence relations^  ^
are used to generate the values of successive Legendre polynomials: 
P (x) = [(2n - l)xP . (x) - (n - 1)P (x)]/n, (55) 
n n-i n-z 
P^ (x) = nP^ _^ (x) + xP^ _^ (x), (56) 
and the derivative of (56), 
P%(x) = (n + + ^ n-i<x). (57) 
Since sometimes as many as fifty terms must be included in the series 
for units close to the cavity wall, especially when calculating tempera­
ture derivatives, a modified form of these series for faster convergence, 
presented in Appendix B, was developed. (This form is used only when 
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temperature derivatives are calculated.) These latter series are 
terminated when the last term is less than 10 ^  times the sum. This 
leads to agreement in calculated energies with those calculated with 
the original form to within 0.01 J/mol, which is more than sufficient 
accuracy for the calculations done. 
B. Determination of Input Data 
and Molecular Properties Calculated 
In this project the theory has been used primarily to calculate 
molecular dipole moments and free energies of proton or electron 
transfer according to Eqs. (24) and (48). Entropies of proton 
transfer and relative stabilities of different conformational states 
of the molecules have been calculated as well. A variety of input 
data are required for these calculations. Atom bond lengths and angles, 
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which are obtained from Tables of Interatomic Distances and listed in 
Tables I and II, are transformed for each molecule into Cartesian 
37 
coordinates using the program ATCOOR. The atom polarizabilities 
used, which are those determined by means of the dipole interaction 
38 
theory for optical properties, are listed in Table III. Initially 
the atom charges were taken from quantum mechanically determined values 
given in the literature^ '^^ '^^ '^*^ '^^ ;^ in later calculations, these 
were determined semiempirically. Dielectric constants were taken from 
the literature. 
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Table I, Bond lengths^ 
Bond Occurrence Length (X) 
C-Br Standard 1.912 
c*-c* Standard 1.537 
Alanine zwitterion 1.510 
Succinic acid, all forms 1.517 
C°-C' Standard 1.505 
Acetic acid 1.526 
Alanine zwitterion and anion 1.540 
Glycine zwitterion and anion 1.520 
Malonic acid, all forms, for COOH 1.530 
Succinic acid, all forms, for COOH 1.498 
C*-H Standard 1.096 
Amino acid zwitterions 1.094 
Methylamine 1.093 
C'-U Formic acid and formate 1.087 
C*-N Standard, protonated amino groups 1.479 
Standard, unprotonated amino groups 1.472 
Alanine zwitterion 1.500 
Glycine zwitterion 1.490 
e^f. 36. 
b 
C is any aliphatic carbon atom. 
is carbonyl carbon. 0' is carbonyl or carboxylate oxygen. 
'^ Standard values are used for all molecules except those explicitly 
listed and halomethanes. 
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Table I. Continued 
Bond^ '^  Occurrence^  Length (X) 
c'^ -N Methylamine, unprotonated 1.474 
C^ -0 Standard, esters 1.426 
C'-O Standard, carboxyl groups, esters 1.312 
Acetic acid 1.344 
Formic acid 1.337 
Malonic acid, all forms, for COOH 1.300 
Succinic acid, all forms, for COOH 1.311 
C'=0' Standard, carboxyl groups, esters 1.233 
Standard, carboxylate groups 1.260 
Acetic acid, carboxyl group 1.241 
Alanine zwitterion and anion 1.240 
Formic acid, carboxyl group 1,230 
Malonic acid, all forms, for COOH 1.230 
Succinic acid, all forms, for COOH 1.251 
N-H Standard, protonated amino groups 1.032 
Standard, unprotonated amino groups 1.012 
Amino acid zv/itterions 1.014 
Methylamine, unprotonated 1.013 
0-H Standard, carboxyl groups 0.950 
Formic acid 0.962 
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Table 
! 
H
 
M Bond angles^  
Angle 
Atoms Occurrence (deg.) 
T(C", c". c5, T(C*, 0°^ , . C) Standard 110.00 
Alanine and its methyl ester 111.00 
Bicyclooctane carboxylic acids 109.47^  
Succinic acid, all forms 112.54 
T(C', c". C) Malonic acid, all forms 109.47^  
T(C*, H), T(C', C", H) G Standard 109.47^  
Succinic acid 108.70 
T(C*, c", N), t(C', C®. N) Standard 110.00 
T(C*, C, 0) Standard, carboxyl groups, esters 113.93 
Malonic acid, all forms 114.00 
Succinic acid, all forms 113.44 
T(C*, C, 0') Standard, carboxyl groups, esters 120.75 
Standard, carboxylate groups 117.00 
Acetic acid, carboxyl group 120.00 
Malonic acid, all forms, for COOH 118.00 
Succinic acid, all forms, for COOH 124.22 
T(C®, N, H) Standard, protonated amino groups 109.47^  
Standard, unprotonated amino groups 112.20 
R^ef, 36. See footnotes for Table I. 
'^ Exact tetrahedral angle, cos ^ (- 1/3), used. 
C Oi 
Here, C is the carbon attached to the carboxyl or amine group, 
is attached to C*^ . 
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Table II. Continued 
Atoms Occurrence 
Angle 
(deg.) 
a. T(C',  0 ,  C~) 
T(C',  0 ,  H) 
T(0,  C,  H) 
T(H, C,  0) 
T(H, C,  0')  
T(H, C" H) 
T(H, N, H) 
Standard, esters 113.30 
Standard, carboxyl groups 106.65 
Acetic acid 107.80 
Formic acid 106.62 
Standard, esters 109.47^  
Formic acid 116.02 
Formic acid 120.08 
Standard 109.47^  
Standard, protonated amino groups 109.47^  
Standard, unprotonated amino groups 105.80 
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Table III. Atom polarizabilities and van der Waals radii 
Atom Description Polarizability^  
Van der Waals 
radius (A) 
C Aliphatic 0.878 2.06^  
C Carboxyl 0.616 1.87^  
0' Carboxyl, 
carbonyl 0.434 1,56^  
0 Hydroxyl, 
carboxylic acid 0.465 1.62^  
N For protonated 
amino groups 0.618^  1.995b 
N For unprotonated 
amino groups 0.618 1.755 b 
H Aliphatic 0.135 1.46^  
H Amino 0.155 1.34b 
H Hydroxyl 0.135 1.415b 
Br Haloalkane 2.88 1.95^  
F Haloalkane 0.32 1.35^  
Cl Haloalkane 1.91 1.80^  
I Haloalkane 4.69 2.15^  
I^nteractive polarizabilities from Ref. 38. 
R^e£. 39. 
A^ssumed value. 
R^ef. 42. 
36 
Exploratory calculations revealed that the location of the molecule 
within the spherical cavity has a definite effect on the calculated 
energies; however, placement of the molecule is necessarily arbitrary 
in the present treatment. In order to center the molecule within the 
cavity on a consistent basis, the centering algorithm of Appendix C 
was eventually developed and implemented in the program TRANSL. 
Determination of the cavity radius for each molecule presents a 
special problem. No values derivable from experimental quantities, 
such as partial molar volumes, appeared to work satisfactorily with this 
model. Therefore, this parameter is determined semiempirically as 
follows: After the molecule is properly centered, a molecular radius 
r , is determined as the sum of the distance of the furthest atom from 
mol 
VDW 
the origin r and that atom's van der Waals radius p or 
max max 
r T = r + (58) 
mol max max 
Then the cavity radius is determined as 
» = W + dpad, (59) 
where the radius increment d ,, assumed to be the same for all conforma-
rad 
tions of all molecules involved in a given reaction, is determined 
39 42 
semiempirically by optimization methods. The van der Waals radii ' 
used in (58) are listed in Table III. The temperature derivative of 
cavity radius da/dT is also determined semiempirically. A modification 
of this approach to account for shape effects is presented in Part V, 
Section D. 
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Most semiempirical optimizations were carried out by the program 
ZXSSQ (IMSL)which uses a nonlinear, modified Levenberg-Marquardt 
algorithm to find values for the radius increment and/or atom charges 
for which the SSQ or sum of the squares of the residuals (differences 
between calculated and experimental values) for dipole moments or free 
energies of charge transfer is minimized. Single most stable conforma­
tions were used for all molecules, and a single set of values for the 
inputs, applicable to all molecules in the calculation, was determined. 
As the input parameters were varied during the course of the optimization 
procedure, the single conformations used were checked periodically and 
changed if necessary so that these continue to be the most stable 
conformations at each stage of the calculation. Note that the semi-
empirical determinations are meaningful only if the number of independent 
experimental data used is larger than the number of inputs optimized, 
and if the same procedures are used for all molecules to determine 
values for those inputs not optimized. Later, the results may be 
checked against experimental data not used for the optimization. 
C. Conformational Averaging 
and Relative Conformational Stability 
As is shown in Figure 5 for the case of succinic acid, the 
calculated molecular energy tends to be quite sensitive to the conforma­
tion of the molecule. Since the molecule in solution would be ex­
pected to exist in a variety of conformations, calculated energy values 
averaged over all conformations of the molecule should be determined to 
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compare with experimental values. However, having to do this for every 
new set of parameters would make the calculations quite inefficient. 
Fortunately, frcnn the preliminary calculations that were done, it was 
noted that the electrostatic energy for the most stable conformation 
tends to represent a good approximation to the averaged energy, with a 
discrepancy within about 2 kJ/mol, depending on the number of distinct 
stable conformations. However, as the input parameters are varied during 
the course of the semiempirical determinations, periodic calculations 
of relative conformational stability are done to make sure that the 
single conformations used continue to be the most stable ones at each 
stage of the calculation. This procedure is necessary since different 
conformations of the molecule tend to be the most stable for different 
values of the input parameters, particularly the atom charges. 
To account for atomic excluded volumes that prevent atom nuclei 
from approaching each other too closely (i.e., so that such conforma­
tions are recognized as unstable), a nonbonded or van der Waals energy 
is added to the electrostatic energy only during conformational 
averaging. The nonbonded energy used,^ '^^  ^which was selected 
arbitrarily, is 
W = £ S" (FA^ /^rJ-J - ckl/r* ), (60) 
" i j 
where F is set equal to one-half if three separate atom bonds connect 
the atoms and to unity otherwise. The parameters A^  ^and listed 
in Table IV, are determined according to the methods in Ref. 39, with 
k and 1 referring to particular atom types. The double primed sum " 
indicates that this energy is calculated only if at least three 
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Table IV, Nonbonded energy parameters^  
b X 10"5 
Atom types 
(kJ (kJ &G/mol)d 
c c 37.92 1550 
c c 40.78 2214 
c c 43.89 3208 
0' c 17.32 1540 
0' c 17.69 2172 
0' 0' 7.12 1544 
0 c 14.48 1166 
0 c 14.72 1629 
0 0' 6.10 1180 
0 0 5.26 909 
N® c 34.06 1532 
N® c 36.22 2173 
N® 0' 15.44 1530 
0 13.00 1165 
if 30.65 1519 
*For Eq. (60), determined according to the methods and with the 
data of Ref. 39. 
S^ee Table III. Types k and 1 are interchangeable. 
R^epulsive nonbonded parameter. 
"^ Attractive nonbonded parameter. 
N^itrogen, for protonated amino groups. 
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Table IV. Continued 
Atom tvoes^  A^  ^X 10"^  
(kJ 
cki 
(kJ X^ /mol)*^  k 1 
C 24.85 1612 
C 25.99 2291 
0' 10.67 1607 
0 9.03 1222 
N® 22.21 1597 
/ 15.70 1679 
HS C 5.00 526 
H® C 5.28 774 
H® 0' 1.93 510 
H® 0 1.61 378 
H® N® 4.36 513 
# 2.99 542 
H® H® 0.59 190 
G 4.06 526 
C 4.24 774 
0' 1.52 510 
0 1.27 378 
N® 3.53 513 
2.38 542 
N^itrogen, for unprotonated amino groups. 
A^liphatic hydrogen. 
A^mino hydrogen. 
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Table IV. Continued 
Atom tvpes^  
k 1 
Akl X 10-5 
(kJ X^ /^mol)® 
çkl 
(kJ &^ /mol)^  
H® 0.46 190 
0.35 190 
C 4.63 526 
C 4.87 774 
0' 1.77 510 
0 1.48 378 
N® 4.03 513 
2.75 542 
H® 0.54 190 
0.42 190 
0.49 190 
H^ydroxy1 hydrogen. 
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separate bonds connect the atoms. 
In general, equal 30° rotation intervals were used for the conforma­
tional averaging to include all eclipsed, staggered, and half-staggered 
conformational states of all rotatable groups with three-fold and two­
fold rotation axes. This usage is supported by findings from preliminary 
calculations with glycine anion indicating that satisfactory accuracy 
in the averaged energies is obtained thereby. (Use of successively 
smaller intervals led to no significant change in this parameter.) 
Only distinguishable conformational states were used, including only 
one of an enantiomeric pair of conformations. Based on results of 
further calculations with the amino acids and simple carboxylic acids, 
only fixed staggered conformations of sidechain methyl groups and 
planar cis conformations [9(0', C, 0, H) = 0°] of carboxyl groups were 
used. Also, cis conformations of carbon chain backbones, known to be 
very unstable because of the close proximity of bulky groups, were not 
included. Any variations from these general procedures are noted with 
the specific calculations involved. 
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V. PRELIMINARY CALCULATIONS 
A. Proton Transfer between Amino Acids and Their Methyl Esters 
Calculations were initially carried out for proton transfer reactions 
involving glycine and alanine with their methyl esters, with the intention 
of possibly working with peptides and proteins in the future. The 
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reaction, occurring in water (dielectric constant 78.54 ) at 25°C is 
"•"H^ N-CHR-COOCH^  + H^ N-CHR-COO" -» "^ H^ N-CHR-COO" + H^ N-CHR-COOCH^ . 
(61) 
To provide an initial test of the feasibility of this model, values for 
the radius increments for glycine and alanine were determined, for which 
good agreement with the free energies of proton transfer would be ob­
tained. The bond lengths and angles used for these calculations are 
listed in Tables I and II. As indicated in Tables V and VI, atom 
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charges for the zwitterions come from Momany, et al., and those for 
the carbon and oxygen atoms of the -COOCH^  portions of the molecules 
30 
were modified from data given by Orttung for acetic acid. The values 
for all other atoms, for which no literature values were available, 
were assigned as reasonable guesses based on values for related com-
pounds. 
For the conformational averaging, the dihedral angles used are given in 
Table VII, Although 30° rotation intervals would have been preferred, 
the number of conformations resulting would have been prohibitive. 
Free energies averaged over all conformations, including, for 
these particular reactions only, the nonbonded energies, were used for 
the optimization of the radius increments. The final Increments so 
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Table V. Atom charges used with amino acids (atomic units) 
Atom 
Glycine 
zwitterion® 
Glycine 
anion" 
Alanine 
zwitterion® 
Alanine 
anion^  
c"^  - 0.120 - 0.120 - 0.090 - 0.090 
C^  — — - 0.090 - 0.090 
c 0.500 0.352 0.500 0.352 
0.060 0.060 0.060 0.060 
— — 0.040 0.040 
0.264 0.116 0.264 0.116 
N - 0.292 - 0.292 - 0.292 - 0.292 
0' - 0.500 - 0,646 - 0.500 - 0.646 
®Ref. 39. 
S^ee text. 
obtained are 0,29 A and 0.70 A for glycine and alanine, respectively, 
for which the calculated and experimental^ f^ree energies are listed 
in Table VIII. Table IX gives the cavity radius for the most stable 
conformation of each species. 
A check on the calculations is provided by comparing the calculated 
and experimental^  ^dipole moments listed in Table X. Note that the 
values calculated with the fixed atom charges alone (Col. II) agree 
much more closely with experiment than when interactive atom polariza­
tion is included (Col. I). This suggests that the atom charges used 
may not be appropriate for this model. Indeed, the quantum mechanical 
methods used to generate many of them did not anticipate the subsequent 
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Table VI. Atom charges used with amino acyl methyl esters (atomic 
units 
Glycyl, Glycyl, Alanyl, Alanyl, 
Atom cation neutral cation neutral 
C« 0.005 0.065 0.005 0.045 
— 
— 
- 0.068 - 0.060 
cb,c 0.075 0.075 0.075 0.075 
0.500 0.500 0.500 0.500 
0.052 0.040 0.052 0.040 
— 
— 0.040 0.040 
0.040 0.040 0.040 0.040 
0.381 0.116 0.381 0.116 
N - 0.167 - 0.292 - 0.167 - 0.292 
ob,c 
- 0.375 - 0.375 - 0.375 - 0.375 
0'° 
- 0.405 - 0.405 - 0.405 - 0.405 
®See text. 
A^toms of ester group. 
C^harges modified from data for acetic acid, Ref, 30. 
treatment of atom polarization by this model. Further evidence to this 
effect is suggested by noting the wide disparity between the cavity 
radii of 3.97 A and 4.46 X used for glycine and alanine zwitterions, 
respectively, and the corresponding radii of 2.58 ^  and 2.89 
respectively, calculated for these compounds from partial specific 
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volumes. However, the results obtained in this section do indicate 
some promise for this model, but future work might be more fruitful 
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Table VII, Dihedral angles used for conformational averaging with 
amino acids and their methyl esters® 
Carboxylate 
groups^  Ester d groups Amino groups® 
8(N, C, C, 0') e(N, C, C, 0') 
o
 
CD 
, C, 0') 6(H, N, C, C) 
0° 0° 
- 90° - 59.48°, 59.48° 
90° 90° 0° 30.52°, 149.48° 
180° 90° - 120.52°, 120.52° 
- 90° - 149.48°, - 30.52° 
F^ixed staggered NH^  and CH^  groups were used. 
9^(N, C, C', 0') = 180°, - 90° are identical to those listed. 
Their contribution to average properties was included by weighting 
each conformation by a factor of two. 
F^or glycine zwitterion, the dihedral angles used were 60° and 
150°, to include the most stable conformation (60°). 
8^(C, 0, C , 0') = 180° was omitted because a high energy is always 
associated with this conformation. 
D^ihedral angles are specified for both amino hydrogens. The 
interval between successive conformations is 90°. 
with simpler molecules having fewer atom types and fewer conformational 
states. 
B. Proton Transfer among 4-Substituted 
Bicyclooctane-l-Carboxylic Acids 
The bicyclo[ 2. 2. 2] octane-1-carboxylic acids were chosen at this point 
because their rigid backbones greatly limit the number of different 
conformational states that must be considered. (Indeed, this is the 
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Table VIII. Free energies (kJ/mol) of proton transfer 
acids and their methyl esters^  
involving amino 
Species Calculated Experimental^  
Glycine - 12.8 - 12.0 
Alanine - 11.0 - 10.9 
o^r the reaction of Eq. (61), at 25°C (s = 78.54). 
R^efs. 45 and 46. 
Table IX. Cavity radii (X) used for most stable conformations of amino 
acids and their methyl esters® 
Form Glycine Alanine 
Zwitterion 3.97 4.46 
Anion 3.51 4.50 
Methyl ester, cation 4.76 5.17 
Methyl ester, neutral 4.51 5.22 
U^sed to generate the data in Table VIII. 
reason that these compounds had been chosen frequently in the past^ '^  ^for 
calculating free energies of proton transfer.) The reaction, which 
30 takes place in a mixture of 50% by weight ethanol and water (e = 50) 
at 25^ 0 is; 
X-R-COOH + H-R-COO" -» X-R-COO" + H-R-COOH, (62) 
where 
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Table X. Dipole moments (D) for amino acid zwitterions* 
Calculated 
Species lb 11= Experimental^  
Glycine 2.87 9.31 11.6-16.0 
Alanine 3.22 9.35 12.6-17.0 
F^or the data in Tables V and IX. 
''including atomic polarization. 
"^ Due to the fixed atom charges alone. 
*Ref. 47. 
and X represents the 4-substituent. In these calculations, ZXSSQ'^  ^
was used to determine a single radius increment for which agreement 
with the experimental free energies of proton transfer for both the 
4-bromo and the 4-hydroxyl compounds is optimal. The bond lengths and 
angles used are listed in Tables I and II. In Table XI, the assignment 
of atom charges is given. The procedure for conformational averaging 
described in Part IV, Section C, was used. Because the centering algorithm 
described in Appendix C had not yet been developed, each molecule was 
centered by placing the major axis of its bicyclooctane backbone [on which 
lie the C-COO(H) and C-X bonds] along the Y-axis of the coordinate 
system in a position which minimizes its molecular radius. The 
optimized radius increment obtained is - 0.63 X, for which the 
calculated and experimental free energies are given in Table XII. 
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Table XI. Preliminary atom charges used with bicyclooctane carboxylic 
acids (atomic units) 
Group Atom Charge 
Backbone^  - 0.096 
0.048 
C-COOH^  0.010 
c 0.495 
0' 
- 0.397 
0 
- 0.305 
H 0.197 
C-COO'^  
- 0.041 
c 0.305 
0' 
- 0.632 
C-H (term.)^  c - 0.096 
H 0.096 
C-Br^  C 0.229 
Br 
- 0.229 
C-OH^  C 0.140 
0 
- 0.310 
H 0.170 
T^aken from data for alkyl carbon and hydrogen, Ref. 26. 
T^aken from data for acetic acid and acetate, Ref. 30. 
D^etermined from the C-Br bond dipole moment given in Ref. 30, 
ignoring induced atom dipoles. 
T^aken from data in Ref. 39. 
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Table XLI, Preliminary calculated free energies (kJ/mol) of proton 
transfer reactions involving bicyclooctane carboxylic 
acids® 
4-Substituent (X) Calculated Experimental^ 
OH - 1.68 - 2.11 
Br - 4.14 - 4.20 
^or the reaction (in 50% wt. ethanol-water at 25°C) : 
X-R-COOH + H-R-COO" X-R-COO" + H-R-COOH. 
^Ref. 49, e = 50. 
o 
Table XIII. Cavity radii (A) used for most stable conformations of 
bicyclooctane carboxylic acids® 
4-Substituent X-R-COOH X-R-COO" 
H 4.23 3.89 
OH 4.52 4.20 
Br 4.85 4.44 
^Used to generate the data in Table XII. 
Table XIII contains a list of the cavity radii for the most stable 
conformations for each species. Subsequent calculations with the 4-
carboxyl compound failed to produce good agreement with experiment 
with this same radius increment, perhaps because of uncertainties in 
the atom charges used. However, the success in finding a single radius 
increment to produce agreement with experiment for two related reactions 
is encouraging. 
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C. Proton Transfer between Formic and Acetic Acids 
The results of the previous sections suggest the desirability of 
doing calculations for a number of simple and closely related acids, 
for which a single radius increment would be determined to optimize 
agreement with all experimental free energies of proton transfer. 
Therefore, initial work was carried out for proton transfer between 
formic and acetic acids in water (e = 78.54^^) at 25° using the 
reaction 
CH^COO" + HCOOH -» CH^COOH + HCOO", (63) 
with the intention of expanding the calculation later to include other 
carboxylic acids. The atom charges used are listed in Table XV. 
Calculations were done with two independent sets of charges from the 
literature (I and II) for the acidic species and using a wide variety 
of radius increments. A selection of these results is presented in 
Table XEV, together with calculations done in vacuo to represent the 
limit of an infinitely large cavity. From these data, it became ap­
parent that neither set of charges would produce agreement with the 
experimental value of - 5.79 kJ/mol^^ for any radius increment. How­
ever, when charge set II for formic acid was modified slightly to 
generate set III, such agreement was possible to obtain. This result, 
in conjunction with that obtained with the amino acids, indicates that 
quantum mechanically determined atom charges may not be appropriate to 
use with this model. Therefore, in all further calculations in this 
Table XIV. Preliminary calculated free energy (kJ/mol)^'^ of proton transfer between acetic and 
formic acids 
c In water 
Charge set B n ç â I* 
used d , = - 0.6 A d ,=-0.25 d , = 0.3 A d , = 1.3 A vacuo 
rad rad rad rad 
I - 55.8 - 50.9 - 41.5 - 31.2 - 16.4 
II 27.2 27.5 35.9 45.7 60.3 
III - 6.5 - 4.8 3.9 - 28.6 
*For the reaction: CH^COQ- + HCOOH ^  CH^COOH + HCOO~. 
^The experimental free energy in water is - 5.79 kJ/mol (Ref. 50). 
^See Table XV. 
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Table XV. Atom charges used in calculations for Table XIV 
Charge 
set Compound C 0' 0 H C H 
I* CHgCOOH 0.50 - 0,36 - 0.35 0.19 - 0.16 0.06 
HCOOH 0.47 - 0.33 - 0.34 0.20 — - 0,01 
lit CHgCOOH 0,495 - 0.397 - 0,305 0.197 - 0.047 0,019 
HCOOH 0.495 - 0.397 - 0.305 0.197 — 0.010 
III^ CH^COOH 0.495 - 0.397 - 0.305 0,197 - 0.047 0.019 
HCOOH 0.475 - 0.382 - 0,300 0.197 — 0.010 
All^ CHgCOO" 0.453 - 0.632 — — - 0,042 - 0,049 
HCOO" 0.453 - 0.632 — — - - 0.189 
*Ref. 41. 
^Ref. 30. 
'^Selected for HCOOH at values between those of I and II to produce 
agreement with the experimental free energy at a reasonable value of 
^rad" 
thesis, atom charges are determined semiempirically by an optimization 
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method using the program ZXSSQ. 
During the course of this work, calculations were done to study 
the effect of systematic variation of certain of the input parameters 
on the electrostatic free energy for acetic acid and acetate in water 
30 (Orttung's charges). Variations in the cavity radius, dielectric 
constant, and atom charges were considered, and the results are pre­
sented in Figures 2, 3, and 4, respectively. As expected from the 
discussion of Part III, Section I, the energy is much more sensitive to 
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Figure 2. Effect of cavity radius on the electrostatic free energy of 
acetic acid and acetate 
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Figure 3. Effect of dielectric constant on the electrostatic free energy of acetate 
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Figure 4. Effect of atom charges on electrostatic free energy of acetate 
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cavity radius for charged (acetate) than uncharged molecules. In ad-
tion, this sensitivity falls off rapidly as the cavity radius increases, 
so that, in a very large cavity, reaction field effects become unim­
portant. On the other hand, although the energy is quite sensitive to 
2 
the dielectric constant in the optical frequency range (e = n ), it is 
remarkably insensitive to values of the dielectric constant over 40, 
as shown in Figure 3. This suggests that factors other than the 
dielectric constant may be important in explaining observed changes in 
molecular properties in different solvents. 
To determine the sensitivity of the energy to variations in the 
atom charges, the charges on the highly charged carboxylate oxygens of 
acetate were increased in magnitude in a systematic manner from values 
in Ref. 30. To keep the net charge on the molecule at - 1, this was 
accomplished by transfer of charge from the two oxygens, half to 
carboxylate carbon and the rest evenly divided among the atoms of the 
methyl group. As shown in Figure 4, the effect on the calculated 
energy was substantial. From this and other similar types of calcula­
tions, it has become apparent that the calculated energy tends to be 
very sensitive to the charges on the highly charged portions of the 
molecule, but much less so to the smaller charges on other parts of the 
molecule. Therefore, only those charges on such highly charged portions 
of molecules such as carboxyl, carboxylate, and amino groups will be 
determined semiempirically using ZXSSQ.^^ To keep the number of such 
parameters at a manageable level, the charges on the remaining portions 
of the molecules are set arbitrarily to zero. 
Prior to commencing with the semiempirical determinations with the 
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carboxylic acids, a few exploratory calculations were done with some of 
these compounds using data from Ref. 30 for acetic acid and acetate to 
assign charges to the carboxyl and carboxylate groups. From these 
calculations, the data presented in Figure 5 were generated, showing 
the variation in calculated free energy with backbone conformation for 
succinic acid. For each such conformation, the calculated energy is 
the average value over all conformations of both carboxyl groups 
[0(0', C, C, C) ] using 30° rotation intervals. The calculated energy 
difference between trans and gauche conformations is 7.2 kJ/moI, which 
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may be compared with the 0.8 kJ/mol determined experimentally using 
NMR. The poor agreement seen here may be due to errors in assumptions 
made in determining the experimental value and to the fact that some of the 
atom charges and the cavity radius increment of 0.2 ^  were assigned 
arbitrarily. 
D. Proton Transfer among Acyclic Carboxylic Acids 
Calculations were done for proton transfer among a number of re­
lated mono- and di-carboxylic acids, with the intention of determining 
a single radius increment and set of atom charges for the carboxyl and 
carboxylate groups that would produce agreement with experimental free 
energies of proton transfer for all compounds. The acids chosen were 
formic, propionic, n-butyric, iso-butyric, succinic, and malonic (all 
fully protonated), for which proton exchange with acetic acid in water 
(e = 78.54^^) at 25°C was considered: 
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Variation of electrostatic free energy with conformation of 
succinic acid 
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CH^COO" + RCOOH CH^COOH + RCOO". (64) 
In addition, intramolecular proton exchange for malonic acid, 
HOOCCH^COOH + "OOCCH^COO' -> 2 HOOCCH^COO", (65) 
and the corresponding reaction for succinic acid, were included initially. 
The atom bond lengths, angles, polarizabilities, and van der Waals 
radii used are given in Tables I-III, and the geometric algorithm of 
Appendix C was used to center each molecule inside its spherical cavity. 
The procedures of Part IV, Sections B and C, for performing the optimiza­
tions with ZXSSQ^^ and for the conformational averaging were adopted, 
except that, on the basis of results of the exploratory calculations 
mentioned earlier, only fully extended backbones of n-butyric and 
succinic acids, assumed to be the most stable conformations, were used. 
[This assumption was checked and verified with the optimized parameters 
in Table XVII after the calculations were completed by doing conformational 
averaging including backbone rotations with these compounds, using 
6(C', C, C, C) = 60°, 120°, and 180°.] In addition, the atom charges on 
the carboxyl and carboxylate groups are assumed to be the same for all 
molecules, and those on other atoms of the molecules are set equal to 
zero. With the constraints that the net charges on these carboxyl and 
carboxylate groups are 0 and - 1, respectively, and that both carboxylate 
oxygens are identical, three independently variable atom charges on the 
carboxyl and one on the carboxylate group remain to be optimized. 
When the intramolecular proton transfer reactions [Eq. (65)] 
were included in the optimization calculations, residuals (differences 
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between calculated and experimental free energies) much larger than the 
experimental values resulted. In addition, with the earlier exploratory 
calculations for these intramolecular transfer reactions alone, much 
poorer agreement with experiment was observed than for intermolecular 
transfer. These results suggest that, on molecules containing two 
highly charged groups such as carboxylate groups in close proximity to 
each other, the atom charges may be different from those on other 
molecules. Since the number of independently variable atom charges that 
would have to be optimized to account for this effect is greater than 
the number of experimental data, the intramolecular transfer reactions, 
as well as intermolecular transfer with malonic acid, were deleted 
from the calculations. 
For the remaining acids, significant improvement in the agreement 
with experiment was obtained, as is shown in Table XVI (Column I). 
Since only five experimental free energies were used to determine four 
independently variable atom-charges and the radius increment, this is 
not a proper optimization. In fact, one might expect to obtain "perfect" 
agreement with experiment in this case. Therefore, to see if improve­
ment in agreement with experiment might be obtained, the procedure used 
to generate the cavity radius of each molecule [Eqs. (58) and (59)] 
was changed to include effects of molecular shape. This idea is based 
on results of the exploratory calculations with the acyclic carboxylic 
acids, as well as those with 1,4-dicarboxybicyclooctane, which sug­
gested that use of a somewhat smaller cavity radius for a highly 
elongated molecule than for a more spherical one with the same intrinsic 
molecular radius might lead to improved agreement with experiment. 
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Table XVI. Preliminary calculated free energies of proton transfer 
(kJ/mol) for acyclic carboxylic acids^ 
Calculated 
Acid lb lie Experimental' 
Formic - 5.84 - 5.79 - 5.79 
Propionic 2.98 0.62 0.62 
n-butyric - 1.23 0.31 0.31 
iso-Butyric 0.44 0.54 0.54 
Succinic - 1.25 - 1.47 - 1.47 
^These results do not constitute a rigorously correct optimization 
since the number of optimized variables is equal to the number of 
experimental data. 
^Cavity radii determined according to Eqs. (58) and (59). The 
optimized radius increment is - 0.67 R, and the optimized atom charges 
C W • / JU \ j  • WV VJ OJ-IU V ULIC U*C«JU J.C» UC G,L AIIU — \ j ,  £ . J  y  
0.24, - 0.40, and 0.39 on C, 0', 0, and H of the carboxyl group, 
respectively. 
^Cavity radii determined according to Eqs. (66) to (69). The 
optimized radius increment is - 0.67 A, and the optimized atom charges 
are 0.66 and - 0.83 on C and 0' of the carboxylate group and 0.13, 
- 0.08, - 0.40, and 0,35 on C', 0', 0 and H of the carboxyl group, 
respectively. 
^Ref. 50. 
Perhaps this adjustment in cavity size compensates for the fact that 
the former molecule occupies a smaller portion of the volume of the 
cavity than does the latter. In order to incorporate this effect in 
a systematic way, the intrinsic molecular radius r^^^ of Eq. (58) 
was replaced by a modified radius r^^^^ defined as 
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2 
where n is an arbitrary parameter, is the mean square radius of 
atom centers, 
= 2 r?/N, (67) 
ms 
2 
and R is the mean square radius of a solid sphere of radius r , 
sp max 
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the distance of the furthest atom center from the origin, or 
Equation (59) is then replaced by 
» = 'mol + \ad- (69) 
Note that the ratio R /R is an index representing how spherical or 
ms sp 
elongated the molecule is, with a value approaching 1.291 for the limit 
of a spherical shell-shaped molecule and becoming less than unity as 
the molecule becomes more elongated. The effect of this procedure, 
therefore, is to assign relatively smaller cavity radii to the elongated 
molecules than was done in Eqs. (58) and (59). The sensitivity of 
cavity radius to molecular shape is governed by the parameter n, for 
which a suitable value may be estimated from experience in fitting 
experimental data. Several values were tried, and n = 4 was found 
to produce particularly good agreement with experiment, as is shown 
in Column II of Table XVI. Therefore, Eqs. (66) to (69), together 
with n = 4, will be used in all remaining calculations described in 
this thesis to generate the cavity radii. 
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VI. CALCULATIONS FOR PROTON TRANSFER AMONG CARBOXYLIC ACIDS 
A. Free Energies for Acyclic Carboxylic Acids 
The calculations for interraolecular proton transfer among a number 
of acyclic carboxylic acids in water [Eq. (64)], described in the 
previous section, were expanded to include intermolecular transfer with 
malonic acid. As before, the experimental free energies of proton 
transfer were used to determine values for the atom charges and radius 
increment semiempirically. The procedures described in the previous 
section for generating cavity radii including molecular shape effects 
and for conformational averaging and molecular centering were used. 
In this manner, a single cavity radius increment of - 0.632 ^ and 
set of atom charges for the carboxyl and carboxylate groups, listed in 
Table XVII, were determined. With these values, the free energies 
calculated using single conformations of the molecules were found to 
agree fairly well with the experimental energies, as is shown in Table 
XVIII, The most stable conformation of each species and the cor­
responding intrinsic molecular radii r^^^ and cavity radii a, together 
with the ratios [Eq. (66)], are listed in Tables XXII and XXIII. 
The conformations used in the final stage of the optimization procedure 
were those having the lowest calculated energies, except those for 
n-butyric and malonic acids. However, since these conformations were 
only 0.05 kJ/mol and 0.21 kJ/mol less stable than the most stable ones, 
respectively, it was felt that any errors arising from these discrepancies 
would not be significant. As a check on the calculations. Table XIX 
contains calculated dipole moments averaged over all conformations 
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Table XVII. Optimized atom charges for acyclic carboxylic acids 
free energies of proton transfer®' 
from 
Atom COO" COOH 
C 1.086 0.277 
0' - 1.043 0.117 
0 - 0.683 
H 0.289 
^Optimized radius increment is - 0,632 
Charges on all other atoms are set equal to zero. 
(using rigid trans backbones) for some of these acids, along with the 
experimental values. Finally, the furthest atoms of each molecule from 
the center of the cavity, as well as the distances to the cavity wall 
(a-r ), are provided in Table XXIV. 
^ max 
The fairly good agreement between calculated and experimental free 
energies of proton transfer shown in Table XVIII provides an important 
test of the validity of this model. It may be noted that this calcula­
tion was set up according to the conditions set forth in Part III, 
Section H, of this thesis. In particular, the same kind of ionizable 
group was involved for all compounds, and the charges on the other 
portions of the molecules remained unchanged during the course of the 
reaction. Therefore, it appears that, at least in this case, free 
energies of charge transfer among related compounds can be explained 
in terms of electrostatic effects alone. 
As is shown in Table XXII, little consistency in the dihedral 
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Table XVIII. â b Free energies and entropies ' 
acyclic carboxylic acids 
of proton transfer for 
AGO (kJ/mol) ASO (J/mol-K) 
Acid Calcd.c Exptl.d Calcd.c,e Exptl.d 
Formic - 6.26 - 5.79 - 7.5 20.1 
Propionic 0.52 0.62 - 6.5 - 3.8 
n-Butyric - 0.77 0.31 - 9.8 - 9.6 
iso-Butyric 1.71 0.54 - 2.4 - 17.2 
Succinic - 1.71 - 1.47 43.3 16.4 
Malonic - 8.54 - 9.36 2.3 35.7 
^According to the reaction: CH^COO" + RCOOH -* CH^COOH + RCOO". 
^Use the data of Table XVII, together with a dielectric constant 
of 78.54, with temperature derivative - 0.3596/K, and n = 4 in 
Eq. (66). 
^For most stable conformations. 
^Data from Ref. 50. 
®Use da/dT = 0.000105 A/K. 
angles exists among the most stable conformations of the various acids. 
In addition, throughout the optimization procedure, changes in the 
optimized parameters continued to result in shifts of the most stable 
conformations, especially for succinic and malonic acids and their 
monovalent anions. These trends have been observed also for all other 
calculations made with this model to date. A further discussion about 
conformational averaging in this model is presented in Section C. 
The poor agreement between the calculated and experimental dipole 
moments (see Table XIX) for succinic acid seems to result from the 
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Table XIX. Dipole moments (D)^ for acyclic carboxylic acids 
Acid Calculated^ Experimental^ 
Acetic 2.69 0.74-2.17 
Formic 1.79 1.20-2.09 
Propionic 2.42 0.88-1.76 
Succinic 0.25 2.08-2.20 
Malonic 1.37 2.56-2.66 
^For the optimized charges of Table XVII, 
Averaged over all conformations. 
'^Data from Ref. 47. 
circumstance that the most stable conformation of this molecule with its 
very small calculated dipole moment is much more stable than others with 
much larger moments. As is suggested in Section C, this result may be 
due, therefore, to errors in the calculated relative conformational 
stabilities rather than in the calculation of the dipole moment itself. 
Otherwise, the agreement between calculated and experimental dipole 
moments appears to be fairly reasonable for the acyclic acids. 
B. Entropies for Acyclic Carboxylic Acids 
In order to determine the usefulness of this model for calculating 
entropies of proton transfer, a calculation was made in order to find a 
single value for the temperature derivative of cavity radius da/dT for 
which agreement with experimental entropies of proton transfer would 
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be obtained for all the acids used in Section A. The reaction of Eq. (64) 
was used, together with the optimized radius increment of - 0.632 X, 
the optimized atom charges of Table XVII, and a temperature derivative 
of the dielectric constant^^ of - 0.3596/K for water at 25°C. Since 
substantial discrepancies exist between the entropies of single conforma­
tions and averaged entropies [due to the conformational partitioning 
term in Eq. (47)], the latter had to be used for the optimizations. 
The resulting calculated entropies, shown in Table XVIII, were obtained 
using an optimized temperature derivative of cavity radius of 0.000105 
o 
A/K. Further calculations, in which the atom charges, d^^^, and da/dT 
were all optimized using both the free energies and entropies of proton 
transfer, produced little improvement in the fit with experiment over 
the results presented here. Apparently, additional contributions to the 
entropy besides those indicated in Eqs. (36) and (47) need to be taken 
into account, but at least the correct signs and orders of magnitude are 
obtained in most cases. 
C. Discussion of Conformational Averaging 
Considering the importance of conformational averaging in determining 
the most stable conformations used in the empirical determinations, an 
investigation into how well the calculated relative conformational 
stabilities agree with experimentally observed values is desirable. 
When calculations were made with ethane in vacuo, using arbitrary atom 
charges of 0.06 a.u. on each hydrogen and - 0.18 a.u. on each carbon 
atom plus the nonbonded energy, a calculated internal barrier to free 
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Table XX. Cavity radius increments optimized to fit free energies 
proton transfer for bicyclooctane carboxylic acids 
of 
Source of Treatment of "rad- ^ 
atom charges conformations la lib Ilic 
Optimized^ Averaged - 0.507 - 0.547 • 0.370 
Most stable - 0.509 - 0.549 -
Quant, mech.^ Averaged <K - 0.286 - 0.492 -
Most stable - 0.286 - 0.498 (est.) — 
^For the reaction of Eq. (70). 
''For the reaction of Eq, (71) . 
^For the reaction of Eq. (72). 
^Listed in Table XVII. 
^Listed in Table XI. 
rotation of 1.4 kJ/mol was obtained, compared with an experimental 
5 3 5A o Q 
value of 12.5 kJ/mol. ' Perhaps the nonbonded energy usedmay 
not discriminate sufficiently between staggered and eclipsed states, 
or the charges may be incorrect. In addition, as part of the verifica­
tion that the trans conformation of the backbone for succinic acid is 
in fact the most stable, a calculated energy difference between trans 
and gauche conformations of 72 kJ/mol was obtained. This value com­
pares very poorly with the experimentally determined value of 0.8 
kJ/mol.^^ In fact, the calculated energy difference of 7.2 kJ/mol 
30 
obtained using Orttung's charges agrees better with experiment. The 
large energy difference obtained with the optimized charges may be due 
in part to the tight fit of the cavity about this molecule, particularly 
70 
Table XXI. Free energies (kJ/mol) 
octane carboxylic acids 
of proton transfer 
in water 
for bicyclo-
Source of 
atom charges® 
Treatment of 
conformations I^ if III^'G 
Optimized Averaged - 1.96 2.52 - 2.65 
Most stable - 1.87 1.80 -
Quant, mech. Averaged 2.14 -
Most stable - 1.77 — — 
Experimental^ - 1.80 2.21 - 2.65 
*See Table XX. 
^For the reaction: HOOC-R-COOH + H-R-COO~ -> HOOC-R-COO" + H-R-COOH 
[Eq. (70)]. 
^For the reaction: HOOC-R-COOH + "OOC-R-COO" -* 2 HOOC-R-COO" 
[Eq. (71)]. 
Sor the reaction: Br-R-COOH + H-R-COO" -» Br-R-COO" + H-R-COOH 
[Eq. (72)]. 
®The atom charges used for C^, Cg, and Br on the brominated species 
only were 0,845, - 2.474, and - 0.061, respectively. 
^Data from Ref. 55. 
its trans conformation, so that energy differences among conformations 
are unrealistically amplified. Taken together, these results indicate 
relatively little success with this model in determining relative 
conformational stabilities. Perhaps specific interactions with solvent 
and the arrangement of solvent molecules about the solute may be af­
fected by changing conformation, but these effects were not taken into 
account here. 
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Table XXII. Most stable conformations of^ 
carboxylic acids 
acyclic and bicyclooctane 
e(B, C, C, 0') 
Compound Atom B Acid Monovalent anion 
Acetic acid H 180° 90° 
Propionic acid C 90° 90° 
n-Butyric acid^ C 30° o
 
o
 o
 
120° 
iso-Butyric acid H 180° 30° 
Succinic acid^ C 0°; 0° o
 
o
 
o
 
o
 
Malonic acid C - 30°; - 60° 0° (COOH); 
(- 30°; - 30°)^ - 90° (COG") 
H-R-COOH^ C 0° 90° 
HOOC-R-COOH^ C - 90°; - 90° o
 o
 
o
 o
 
"OGC-R-COQ-d C 0°; 90° — 
H-R-COOH, 
Br-H-COOH®'^ C 0° 0° 
^These conformations are the most stable for the values of the 
input parameters in Tables XVII and XX (optimized charges). 
^The all trans backbone, e(C, C, C, C) = 180°, is the most stable 
conformation. 
^These conformations, which were the ones used in the optimization, 
are different from those later found to be the most stable. 
'^Bicyclooctanes, using the reactions of Eqs. (70) and (71). The car­
bon atoms B used to define the dihedral angles for both carboxyl groups 
are on the same bridge of the molecule. 
^Bicyclooctanes, using the reaction of Eq. (72). 
£ These compounds have different conformations here than for Eqs, 
(70) and (71), in part because, in this calculation, the molecules 
could not be centered according to the method of Appendix C. 
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Table XXIII. Intrinsic molecular and cavity radii for most stable 
conformations of carboxylic acids 
Acid Monovalent anion 
Compound 
^mol 
R /R 
ms sp 
a 
^mol 
R /R 
ms sp 
a 
Acetic acid 3.45 1.05 2.86 3.19 1.14 2.66 
Formic acid 2.99 1.08 2.41 2.77 1.12 2.22 
Propionic acid 3.93^ 0.99 3.29 3.70 1.02 3.09 
n-Butyric acid 4.67 0.89 3.90 4.32 0.96 3.65 
iso-Butyric acid 4.11 0.98 3.54 3.79 1.07 3.23 
Succinic acid 5.13 0.81 4.23 4.90 0.84 4.06 
Malonic acid 4.38 0.90 3.64 4.08^ 0.99 3.44 
H-R-COOH^ 4.82 0.96 4.26 4.55^ 1.01 4.06 
HOOC-R-COOH^ 5.81 0.78 4.95 5.53 0.83 4.77 
HOOC-R-COOH^ 5.81 0.78 4.91 5.53 0.83 4.74 
"OOC-R-COO"^ 5.10 0.89 4.41 - - -
H-R-COOH®'^ 4.88 0.91 4.40 4.52^ 1.00 4.15 
Br-R-COOH® 5.50 0.77 4.79 5.13 0.86 4.56 
^These data refer to the input parameters and most stable conforma­
tions in Tables XVII, XX (optimized charges), and XXII. See text for 
definitions of terms and symbols. 
^The modified and intrinsic molecular radii of these compounds are 
within 0.01 A of each other. 
'^Bicyclooctanes, using the reaction of Eq. (70). 
^Bicyclooctanes, using the reaction of Eq, (71). 
®Bicyclooctanes, using the reaction of Eq. (72). 
^The molecular radii here are different than for the same com­
pounds in other reactions, since, in this calculation, the molecules 
were not centered according to the method of Appendix C. 
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Table XXIV. Closeness of fit of carboxyiic acids inside the spherical 
cavities^ 
Acid Monovalent anion 
Furthest atom(s) 
^"^max Furthest atom(s) ®"%ax 
Compound from cav. center (A) from cav. center A 
Acetic acid \oOH 0. 87 3%*, 20" 1. 03 
Formic acid 
^COOH 0. 99 H" , 20" 1. 01 
Propionic acid 
' ®COOH' 0. 89 IHp, 20" 0. 95 
n-Butyric acid IHy' ^ COOH 0. 70 10" 0. 89 
iso-Butyric acid 
^COOH 0. 88 3Hp, 20" 0. 93 
Succinic acid 
^"COOH 0. 52 ^COOH' 0. 72 
Malonic acid 
^^COOH 0. 67 ^COOH' 0. 92 
H-R-COOH^ SHyg, H^OOH 0. 90 Hg, (20") 1. 06 
HOOC-R-COOH^ 
^BcoOH 0. 55 ^COOH' 0, 81 
HOOC-R-COOH^ 
^^COOH 0. 51 ®C00H' 0. 77 
"OOC-R-COO"*^ 40" 0. 87 -
H-R-COOH^ 
^COOH 0. 94 *6 1. 16 
Br-R-COOH^ 
^COOH 0. 70 20" 0. 99 
^These data refer to the data (optimized charges only) in Tables 
XVII to XXIII. See text for definitions of terms and symbols. 
^Bicyclooctanes, using the reaction of Eq. (70). 
^Bicyclooctanes, using the reaction of Eq. (71). 
^Bicyclooctanes, using the reaction of Eq. (72). 
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D. Sources of Error 
in the Optimized Input Parameters 
Any errors in the calculations that might result from numerical 
characteristics of the computer programs, including the infinite series 
calculation, are negligible in comparison with those resulting from 
uncertainties and errors in the input parameters. Although some un-
43 
certainty in the optimized parameters is intrinsic to the ZXSSQ 
routine itself, much greater uncertainty occurs as a result of errors 
in the values of those inputs not being optimized. For example, when 
the final portion of the optimization for the carboxylic acids was 
repeated using atom polarizabilities that are one percent smaller than 
the values of Table III, the following optimized parameters resulted: 
a radius increment of - 0,634 atom charges for the carboxylate group 
of 1.072 on C and - 1.036 on C, and charges for the carboxyl group 
of 0.343 on C, 0.062 on 0', - 0.675 on 0^, and 0.270 on H. (Compare 
with Table XVII.) Therefore, all optimized input values should be 
regarded as approximate. 
E. Calculations of Free Energies in the Gas Phase 
In order to understand better the importance of the dielectric 
environment on the values of the optimized atom charges, a calculation 
of free energies of proton transfer for formic, propionic, and n-butyric 
acids in vacuo was done according to Eq. (64). The atom charges deter­
mined in water (Table XVII) were used together with those single 
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Table XXV. Calculated free energies of proton transfer for carboxylic 
acids in the gas phase 
AGO (kJ/mol) 
Species Calculated Experimental^ 
Formic acid 43.8 - 13.4 
Propionic acid - 4.4 - 5.0 
n-Butyric acid - 14.3 - 8.4 
®Ref. 3. 
conformations most stable in vacuo. The results are presented in 
Table XXV. 
The significant discrepancy with formic acid can be attributed to 
a much larger electrostatic free energy of solvation for formate than 
for the other anions. Since this effect occurs to a significant extent 
only for formate in the gas phase, it may be that the charges for the 
carboxylate group in Table XVII are not valid unless a polarizable 
region, such as an alkyl sidechain or a dielectric medium, exists 
near it. 
F. Free Energies for 4-Substituted 
Bicyclooctane-l-Carboxylic Acids 
The value of the model would be enhanced if the input parameters 
listed in Table XVII could also produce agreement with experimental 
free energies for a completely different system, such as the 4-substituted 
bicyclo[2.2.2]octane-l-carboxylic acids. This was investigated for 
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proton transfer involving the 4-carboxy and 4-bromo compounds in water 
(G = 78.54^S at 25°; 
HOOC-R-COOH + H-R-COO" HOOC-R-COO~ + H-R-COOH, (70) 
HOOC-R-COOH + "OOC-R-COO" -> 2 HOOC-R-COO", (71) 
Br-R-COOH + H-R-COQ- -* Br-R-COO" + H-R-COOH. (72) 
The same atom charges and centering within the cavities was used 
here as with the simple carboxylic acids, except for the following; The 
optimized set of atom charges determined for C^H^Br, CH^Br, and CHgBrg 
using dipole moment data (see Table XXXI) was used to assign charges 
of 0.845, - 2.474, and - 0.061 to the gamma and delta carbons and bromine, 
respectively, of the 4-bromo species only. In addition, since the van 
der Waals radius of bromine is much larger than that of most other 
atoms dealt with in this research, the centering method of Section VI, 
Part B, rather than that of Appendix C was used for the calculation of 
the reaction in Eq. (72) only. 
Although a value of 4 was used for n in Eqs. (66) to (69) to 
modify the cavity radius to account for shape effects, it was not pos­
sible to achieve agreement with experiment using the same radius 
increment determined for the acyclic carboxylic acids. The increments 
used and the resulting calculated free energies are shown in Tables XX 
and XXI, Perhaps the two carboxylate groups of the divalent anion in 
(71) are still sufficiently close together to affect the atom charges; 
this effect, as well as the different centering algorithm used for 
(72), could explain the need for separate radius increments for these 
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reactions. In Tables XXII to XXIV are listed the most stable conforma­
tions of each molecule, along with the associated molecular and cavity 
radii, the ratios R /R of Eq. (66), and the furthest atoms from the 
ms sp 
center of the cavity, as well as the distances to the cavity wall. 
A careful examination of the data in this last table reveals some degree 
of consistency in the distances from the furthest atoms to the cavity 
walls between bicyclooctane compounds and corresponding acyclic com­
pounds. 
Parallel calculations for Eqs. (70) and (71) using the atom 
charges of Table XI required that very different radius increments be 
used to produce agreement with experiment. As a consequence, much 
less consistency in the distances of the furthest atoms to the cavity 
walls would be expected here than with the optimized charges. 
G. Relating the Cavity Radii to Molecular Dimensions 
By comparing the distances of the atoms lying furthest from the 
centers to the cavity walls for the various molecules (Table XXIV), 
it may be possible to identify relationships between molecular size 
(and shape) and cavity size (Table XXIII). Several trends may be 
noted. First, these distances tend to be roughly similar among most 
monocarboxylic acids, and also among their corresponding anions, for 
both the acyclic and bicyclooctane species. Similarities in these 
distances are seen also between succinic and bicyclooctane-1,4-
dicarboxylic acids, and between malonic, n-butyric, and 4-bromo 
bicyclooctane-l-carboxylic acids. Second, for the acyclic compounds, 
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these distances decrease with increasing elongation of the molecules, 
as represented by decreasing R /R ratios. This effect is a 
ms sp 
consequence of using Eq. (66) to generate the cavity radii, and may be 
considered to compensate for the differing portions of the cavity 
volumes occupied by molecules of different elongation. Finally, it 
may be noted that these distances of the furthest atoms to the cavity 
wall are of the same order as the lengths of short covalent bonds, 
suggesting that the cavities fit tightly about their respective 
molecules. 
Further insight into this last point may be gained by comparing 
the cavity radii used (Table XXIII) with values determined from partial 
molar volumes. For formic, acetic, and n-butyric acids, the partial 
molar volumes, extrapolated to infinite dilution at 25^0, are 34.7 
ml/mol, 51.9 ml/mol, and 69.2 ml/mol, respectively.^^ If one assumes 
that the volume of solvent displaced by each solute molecule is 
represented by the spherical cavity containing it, then cavity radii of 
2.40 2.74 S, and 3.02 X, respectively, are obtained for the three 
acids. The value so obtained for formic acid is very similar to the 
2.41 X indicated in Table XXIII; however, that for n-butyric acid is 
much smaller than the 3.90 ^  indicated in that table. Apparently, 
this latter discrepancy is an artifact resulting from using a 
spherical cavity for a nonspherical molecule. Nevertheless, the close 
agreement for formic acid suggests that, at least for spherical mole­
cules, the cavities must fit tightly about their respective solute 
molecules, leaving little room inside for any solvent. On the other 
hand, the lack of agreement for n-butyric acid justifies continuing 
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to determine the cavity radii semiempirically; apparently, the values 
required by the model do not necessarily correspond exactly to physical 
radii. 
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VII. SUPPLEMENTAL CALCULATIONS 
A. Electron Transfer Reactions and Dipole Moments 
for Primary Amines in the Gas Phase 
Calculations were done to determine semiempirically a single set 
of atom charges for the amino groups of primary amines for which agree­
ment with both experimental free energies of electron transfer and 
dipole moments (uncharged species) in the gas phase would be obtained. 
These results should provide a test of the theory without need for a 
dielectric. The amines chosen were ethylamine, n-propylamine, iso-
propylamine, and n-butylamine, for which electron exchange with 
methylamxne at 25°C was considered: 
CH^ HN^  + RNH^  -» CHgNH^  + RNH^ . (73) 
The experimental free energies of electron transfer were determined from 
57 ionization potentials. Atom charges on the nitrogen atoms and on those 
carbons and hydrogens bonded directly to them, assumed to be the same 
for all molecules in the same oxidation state, were determined semi­
empirically using ZXSSQ.^  ^ All other charges were set equal to zero. 
With the constraints that the net charges on the charged and uncharged 
amines are 1 and 0, respectively, and that the two hydrogens on each 
kitid of group are identical to each other, two independently variable 
atom charges remain to be optimized for each type of amino group. 
The atom bond lengths, angles, and polarizabilities used are given 
in Tables I-III, except for the charged amino groups, which have a 
coplanar geometry. In the absence of good experimental data, the atom 
81 
bond lengths and angles for these latter groups were assigned values 
modified from those used for the uncharged groups (Tables I and II) 
arbitrarily in a manner analogous to the differences in corresponding 
values between propane and propylene^  ^(since this change in the geometry 
3 2 
of the amino group corresponds to a change from sp to sp hybridization 
of the valence electrons on nitrogen). The bond lengths used were 
1.445 X for C-N and 0.999 X for N-H, and the bond angle t(C, N, H) was 
set at 121.5°. In addition, since the ionization of the nitrogen cor­
responds to the loss of one of its five valence electrons, a second set 
of calculations was done using a value for the nitrogen polarizability 
on charged amino groups reduced by 20% from the value given in Table III 
to 0.494. 
Since substantial discrepancies were observed to exist between 
calculated dipole moments averaged over all conformations and those for 
the most stable conformations, conformationally averaged free energies 
and dipole moments were used for the optimization. These latter quantities 
2 
were calculated by replacing in Eqs. (44)-(46) with only or 
as appropriate, while in the exponential portions of the expressions 
was replaced with (W^  ^+ W^ )^. This has the effect of averaging only 
the electrostatic energies themselves but including the nonbonded 
energies to weigh the relative stabilities of the different conforma­
tions. In addition, in light of the discussion in Part VI, Sections C 
and D, about errors resulting from uncertainties in nonoptimized input 
parameters and about the poor agreement between calculated and experi­
mentally observed relative conformational stabilities, it was felt that 
the extensive conformational averaging used in previous calculations was 
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no longer needed. Therefore, the following limited set of conformations 
was chosen; 60° rotation intervals of all amino groups to include all 
eclipsed and staggered conformations of the uncharged groups and all 
half-staggered states of the charged groups. Also, trans and gauche 
backbones [0(N, C, C, C) = 60°, - 60°, and 180°] were used, and the 
angle 0(C, C, C, C) of n-butylamine was held fixed at 180°. 
The final optimized charges are listed in Table XXVI. Data are 
presented for both standard and reduced nitrogen polarizabilities. The 
calculated free energies of electron transfer and dipole moments, as shown 
in Tables XXVII and XXVIII are remarkably similar for the two sets of 
calculations. In fact, the same consistent most stable conformations, 
listed in Table XXIX, occur for both. The only real difference between 
the two sets of results is that the nitrogen on charged amino groups ap­
pears to have a larger positive charge when its polarizability is re­
duced. Because the conditions set forth in Part III, Section H, of 
this thesis for calculating the free energies of charge transfer are 
satisfied in these calculations, the results in Table XXVII provide 
further support for the hypothesis that such free energies can be ex­
plained largely in terms of electrostatic effects. In addition, the 
success of this model for calculating molecular dipole moments is 
demonstrated. 
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Table XXVI. Optimized atom charges (a.u.) for primary amines in the gas 
phase using free energies of electron transfer® and dipole 
moment s 
Atom^  l"" 11^  
Uncharged RNH^ : 
- 0.21 - 0.23 
N - 0.27 - 0.27 
0.24 0.25 
Charged RNH^ : 
- 0.01 - 0.05 
N 1.50 2.12 
- 0.245 - 0.535 
F^or the reaction: RNEt^  + CH^ NH^  -> RNH^  + 
C^harges on all other atoms are set equal to zero. 
T^or Q!j^  = 0.618 on charged RNH^  groups. 
^^ For = 0.494 on charged RNH^  groups. 
B. Calculations for Halomethanes Using Dipole Moment Data 
Semiempirical determinations of the atom charges for a number of 
halomethanes were done with the program ZXSSQ^  ^on the basis of gas 
phase dipole moment data. From this work it is hoped to gain a better 
understanding of the extent to which charges determined for one com­
pound may be transferred to corresponding atoms and groups of other 
compounds, and of the importance of atom polarization in determining 
the total molecular dipole moment. The atom polarizabilities and 
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Table XXVII. Free energies of electron transfer^  (kJ/mol) for primary 
amines in the gas phase 
Calculated 
Compound lb Iic Experimental 
Ethylamine - 10.5 - 10.5 - 10.6 
n-Propylamine 
- 21.1 - 21.2 - 18.3 
iso-Propylamine 
- 19.2 - 18.8 - 24.1 
n-Butylamine 
- 26.9 - 27.3 - 25.1 
F^or the reaction: RNH2 + CH3NH2 -* RNH^  + CHoNH,, using the 
charges in Table XXVI. 
F^or o'j^  = 0.618 on charged amino groups. 
F^or 0^  = 0.494 on charged amino groups. 
'^ From ionization potentials, Ref. 57, with uncertainties of 4-5 
kJ/mol. 
Table XXVIII. Dipole moments (D) of uncharged primary amines 
Calculated 
Compound la 11" Experimental^  
Methylamine 1.21 1.22 1,29 
Ethylamine 1.18 1,19 1,32 
n-Propylamine 1,18 1,18 1.18 
iso-Propylamine 0.98 0,97 1.20 (liq.) 
n-Butylamine 1,24 1,23 1.00 
F^or Qfjj = 0.618 on charged amino groups. 
F^or 0^  = 0.494 on charged amino groups, 
°Gas phase data (except as noted) from Ref. 47. 
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Table XXIX. Most stable conformations of primary amines^  
Atom e(H, N, C. B) for: 
Compound B Uncharged RNH^  Charged RNH^  
Methylamine H - 59.48°, 59 .48° - 90°, 90° 
Ethylamine C - 59.48°, 59 
o
 
00 
- 90°, 90° 
n-Propylamine^  C - 59.48°, 59 00
 
o
 
- 90°, 90° 
iso-Propylamine H 60.52°, 179 00
 
o
 
- 30°, 150° 
n-Butylamine^  C - 59.48°, 59 00
 
o
 
- 90°, 90° 
F^or both values of the nitrogen polarizability. 
9^(N, C, C, C) and 0(C, C, C, C) are 180° for all compounds, 
coordinate data of Tables III and XXX were used. 
In these calculations, molecules of the form CX^ Y, CXgYg, ^ nd CXY^  
were considered. Separate optimizations were performed for each trip­
let of molecules with given X and Y (= H, F, Cl, Br, or I). The 
charges on these halogen and hydrogen atoms were determined assuming 
that a given kind of atom would have the same charge for all molecules 
in the given calculation. For the central carbon atoms, the charges 
were assigned separately for each molecule in such a way that the net 
charge on the molecule was zero. The optimized charges so obtained are 
listed in Table XXXI and the resulting calculated dipole moments in 
Table XXXII. 
Little general consistency in the values of the optimized charges 
in Table XXXI is observed for given kinds of atoms among the different 
set of compounds. When the calculations were expanded to include 
halogenated ethanes, including, for example, the set CH^ Br, CH^ Br^ , 
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Table XXX. Atom coordinate data for halomethanes^  
Compound C-X (1) C-Y (&) T(X, C, X) T(Y, C, Y) T(X, C, Y) 
CHGF^ 1,106 1.38527 110.0° — 108.9° 
1.092 1.358 111.9° 108.3° — 
CHFg^  1.098 1.332 - 108.8° — 
CHgCl^  1.0959 1.78123 110.8667° - 108.0° 
1.068 1.7724 112.0° 111.8° — 
CHClgb 1.073 1.762 - 110.9° — 
CHgBr^  1.0954 1.9388 111.6333° - 107.2333° 
1.093 1.907 109.5° 112.0° — 
CHBr^  ^ 1.068 1.930 - 110.8° — 
CHgl^  1.0958 2.1387 111.8333° — 106.9667° 
1.093^  2.12 109.4712°^  114.7° — 
CHI 3^  1.068^  2.12 - 113.0° — 
CFgCl^  1.325 1.743 108.5° — — 
CFjCl/ 1.35 1.74 109.0° 113.0° — 
CFCLGD 1.40 1.76 — 111.5° — 
1.094 1.938 109.4712°^  — 107.16°° 
*Ref. 36. 
X^ = H; Y = F, CI, Br, or I. 
'^ Selected on the basis of values reported for related compounds. 
*^ X = F; Y = Cl. 
e o 
In addition, C-C = 1.537 A, T(C, C, H) = 109.4712°, and T(C, C, Br) = 
114.00°. 
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Table XXXI, Optimized atom charges^  for triplets of halomethanes 
using dipole moment data 
Optimized charges 
Atoms 
X Y 
Carbon in: 
X Y GX^ Y CXgY^  CXY3 
H F - 0.548 - 0.331 1.975 1.758 1,541 
H Cl 0.200 - 1.327 0.727 2.254 3.781 
H Br - 0.729 - 0.116 2.303 1.690 1.077 
H I 1.630 - 0.765 - 4.125 - 1.730 0.665 
F Cl 0.069 - 0.373 0.166 0.608 1.050 
H Br" 0.845 - 0.061 - 2.474 - 1.568 _b 
â 43 
A nonlinear optimization procedure, ZXSSQ, was used to deter­
mine values for the charges on atoms X and Y which would lead to the 
best overall agreement with the experimental dipole moments in the gas 
phase. 
T^his calculation is a simultaneous optimization for CH^ Br, CH2Br2, 
and C2HgBr. The optimized charge for both carbons in the last species 
is - 2.082. 
and CgHgBr (staggered conformation), for which results are included in 
Tables XXXI and XXXII, a similar lack of consistency in the optimized 
charges was observed. (In spite of this difficulty, because the re­
sulting calculated dipole moments agreed particularly well with experi­
ment, the charges optimized for these latter compounds were used to 
assign the charges for 4-bromo-bicyclooctane-l-carboxylic acid in Part 
VI, Section F.) These results suggest that charges optimized for 
particular kinds of atoms on one molecule may not be valid for other 
molecules, depending on how closely related the molecules are. More 
will be said about charge transferability in the next section. 
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Table XXXII. Dipole moments for halomethanes in the gas phase 
Dipole moment (D) Dipole moment (D) 
Compound Calcd.a Exptl.b Compound Calcd.a Exptl.b 
CH3F 
CHoFo 
CHF3 
1.770 
2.119 
1.501 
1.849 
1.960 
1.632 
CH3CI 
CH2CI2 
CHCI3 
1.849 
1.604 
1.068 
1.874 
1.592 
1.043 
CHjBr 
CH2Br 2 
CHBr 3 
1.912 
1.450 
0.591 
1.774 
1.465 
1.00 
CH3I 
CHoIo 
CHI3 
1.637 
1.272 
0.486 
1.635 
1.117c 
O.899C 
CF3CI 
CFoClo 
CFCI3 
0.474 
0.520 
0.488 
0.472 
0.530 
0.480 
CHgBr 
CH2Br 2 
CgHgBr 
1.760 
1.472 
1.965 
1.774 
1.465 
1.958 
F^or the optimized charges of Table XXXI. 
D^ata from Réf. 47. 
'^ Measured in condensed phase. 
In addition, it may be shown that dipole moments calculated with 
the fixed optimized charges alone are very different frcrni those re­
ported in Table XXXII. Therefore, with this model, interactive atom 
polarization plays a major role in determining the total molecular dipole 
moment for these compounds as well as for the amino acids. 
In light of these findings, it may be of value to examine the com­
monly held notion of the additivity of bond dipole moments. Consider a 
molecule CXY^ , where X and Y may be hydrogen or halogen atoms. As­
suming that the molecule is tetrahedral and that its dipole moment is 
equal to the vector sum of its bond moments, vector analysis gives 
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•^ CXYg G^X^ Y* 
Similarly, 
- ^ c-YI = <"> 
While the experimental data in Table XXXII for the fluorinated and 
chlorinated methanes, particularly the 0.472 D, 0.530 D, and 0.480 D 
for the three fluorochloromethanes, are consistent with (74) and (75), 
those for the brominated and iodinated species are not. In addition, 
note that 
•^ CF^ Cl ' I C^-F " ^ C^-Cl t ~ " ^ C^-Cl " ' 
" '^ CHgCl I' 
However, the difference between the experimental dipole moments of 
CHgF and CH^ Cl of 0.025 D is very different from the 0.472 D observed 
for CFgCl. Therefore, the assumption of bond dipole additivity 
appears to be of limited applicability, which is analogous to the findings 
obtained with this model. 
C. Discussion on the Transferability of Atom Charges 
A basic assumption used in the empirical determination of the atom 
charges is that the values used for a given functional group are the 
same for all molecules used in the calculation. However, a number of 
results have been obtained which indicate that this assumption is of 
limited validity. 
90 
From the calculations that have been done, it has been possible 
to find a single set of atom charges for the acyclic carboxylic acids 
and one for the primary amines, for which agreement with experiment 
was obtained for all compounds. However, the reactions involving the 
divalent anions of succinic and malonic acids could not be included 
in the semi empirical determination, apparently because the close 
proximity of two highly charged carboxylate groups on these compounds 
has an effect on the atom charges. Similarly, the lack of general 
consistency in the optimized charges for given types of atoms on the 
halomethanes may be due to the presence of different kinds of highly 
charged atoms near the ones in question for different sets of com­
pounds. In fact, the calculation for formic acid in vacuo indicates 
that even the dielectric environment of a functional group may affect 
atom charges. Therefore, no general charge transferability exists. 
Based on these findings, it does appear to be acceptable to use 
the same atom charges for a given functional group on closely related 
molecules. However, if there exists another highly charged functional 
group nearby on some molecules but not on others, it may not be cor­
rect to use the same charges for all species. This does pose difficul­
ties for possible future semiempirical determinations of atom charges 
with this model, but such calculations certainly are possible, provided 
the molecules used are chosen carefully to meet the above criteria. 
91 
VIII. CONCLUSIONS 
An electrostatic model for energies of molecules in solution has 
been presented and characterized. A number of semiempirical determina­
tions of atom charges and cavity radius increments (used to generate 
cavity radii) have been carried out. In this manner, single sets of 
values for the atom charges and radius increments have been determined, 
for which fairly good agreement with experiment has been obtained for 
free energies of proton transfer among acyclic carboxylic acids, gas 
phase dipole moments for halomethanes, and both free energies of electron 
transfer and dipole moments for primary amines in the gas phase. These 
results suggest that free energies of charge transfer may be explained 
largely in terras of electrostatic free energies. This major conclusion 
is consistent with the considerations presented in Part III, Section H, 
and with results obtained by others.^  6,30,55 
In order to produce good agreement with experimental free energies 
of proton transfer for the bicyclooctane carboxylic acids with the same 
charges optimized for the acyclic acids, different radius increments 
were required. Perhaps the two carboxylate groups on the divalent 
anion for Eq. (71) were sufficiently close together to have an effect 
on the atom charges, or the results may be simply an artifact of using 
spherical cavities for nonspherical molecules. However, some degree 
of consistency was noted (Table XXIV) in the relationship between 
molecular and cavity sizes between these two sets of compounds. In 
addition, these latter data, as well as the similarity in the cavity 
radius used for formic acid with that determined from the partial 
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molar volume suggest that, at least for spherical molecules, the 
cavities fit tightly around their respective solute molecules. 
From the work with the halomethanes and the amino acids, it was 
noted that interactive atom polarizabilities make a major contribution 
to the total molecular dipole moment. In addition, although it seems 
acceptable to use the same charges for a given functional group on 
closely related molecules, it may not be correct to transfer the 
values used to other molecules that have different, highly charged, 
functional groups near the one in question. Therefore, for any future 
semiempirical determinations of atom charges with this model, the com­
pounds used must be chosen carefully to satisfy the above conditions. 
Both atom charges determined quantum mechanically and values deter­
mined semiempirically with this model have been used in the calculations. 
Although the latter charges are preferred for reasons described in 
Part V, Sections A and C, of this thesis, the use of quantum mechanically 
determined values cannot be ruled out entirely. Indeed, good agreement 
with experiment was obtained with the 4-substituted bicyclooctane-1-
carboxylic acids using the quantum mechanical charges (Tables XII 
and XXI), and better agreement with the experimental relative conforma­
tional stability of trans and gauche succinic acid was noted for quantum 
mechanical charges than for the optimized values (Part V, Section C). 
However, for the time being, it is best to continue determining these 
parameters semiempirically. Because of the large discrepancy between 
the cavity radius of 3.90 X used for the elongated n-butyric acid and 
9 56 the 3.02 A obtained from the partial molar volume, radius increments 
also might continue to be determined semiempirically. 
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XI. APPENDIX A. PROOF OF CONVERGENCE OF THE INFINITE SERIES 
In order to establish the convergence of the infinite series in 
this thesis, consider the series 
CO 
S = S cW'^ , (Al) 
° n=0 * 
where K>0, k>l, C^  = [e + n/(n + l)] and e > 1. The convergence 
of this series can be demonstrated by using the ratio test: 
lira |C^  (n + DV'^ l^/IC^ nVl = 
n-*= 
lira (C /C )k[(n + l)/n]K|z| = |z|. (A2) 
n-*° 
Therefore, S^  converges absolutely for [zj <1. 
A similar result may be obtained for the series 
00 
S = 2 ckp(n)z*, (A3) 
n=0 " 
or even the series 
CO 
S' = Z C%(n)z", (A4) 
n=0 
by taking linear combinations of the series in (Al), where p(n) is any 
polynomial in n. 
By using the "pinching theorem," any series such as 
CO 
S" = 2 C^ z%^ f(n) (A5) 
n=0 " 
can be shown to converge absolutely, provided 
|cVz"f(n)| < lc\Vp(n)l 
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or 
|f(n)| < lp(n)1 (A6) 
for all n and any function f(n). 
Therefore, all the infinite series in (25), (30.1) to (30.6), 
and (39) to (43) converge absolutely, provided the Legendre poly­
nomials P^ (x), as well as their first and second derivatives, satisfy 
(A6), for |x I < 1. 
In Ref. 58, it is given that, for jxj <1, 
|P^ x^)1 < 1. (A7) 
Boundedness of the derivatives of the Legendre polynomials is 
best demonstrated by considering the list of polynomials and derivatives 
from p. 361 of Ref. 32 below: 
n P (x) P'(x) P"(x) 
n n n 
1 X 1 0 
2 I (3x^  - 1) 3x 3 
3 ~ (5x^  - 3x) "I (15x^  - 3) 15X 
By inspection, one can see that, for n = 1, 2, (|xl < 1), 
IP^ U) 1 <1 n(n + 1). (A8) 
This result can be shown to be valid in general, by induction, 
using (A7) and the following identity^ :^ 
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P'(x) = nP Xx) + xP' .(x). (A9) 
n n-1 n- i 
Then, 
|p;^ l(x)t = 1(n + l)P^ (x) + xP^ (x)I < 
(n + 1)|P^ (x)I + |x| • 1p^ (X)I < 
n + 1 + "I n(n + 1) = ^  (n + l)(n + 2). (AlO) 
The second derivatives are handled similarly. From the table 
above, one may note that, for n = 1, 2, 3, 
1P (^X)I < n^ . (All) 
By using the derivative of (A9), 
P"(x) = (n + DP' Ax) + xP" .(x), (A12) 
n n-1 n- i 
this result can also be shown to be valid in general by induction: 
t  =  l ( n  +  2 ) p ; ( x )  +  x p ; ; ( x )  |  <  
(n + 2) 1P^(X) 1 + 1X1 • |p%(x) I < 
•| n(n + 1) (n + 2) + n^  = •!• n^  + + n + < 
+ 4n^  -h 6n^  + 4n + 1 = (n + 1)^ . (A13) 
Therefore, all infinite series in this thesis converge absolutely , 
provided | z | <1. This condition is valid provided all the units are 
within the cavity. 
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XII. APPENDIX B. A MODIFIED FORM OF THE 
INFINITE SERIES FOR FASTER CONVERGENCE 
œ 00 
Let 2 a = S and S b = s . (A14) 
n=0  ^ n=0  ^ ° 
59 It has been proven that, if s^  is known in closed form, and if 
lim (a /b ) = 1, (A15) 
n-x» " ^  
00 
then the series S = s + S (a - b ) (A16) 
° n=0 " * 
converges more rapidly than the equivalent form in (A14). 
This result may be applied to the infinite series in (25), (30.1) 
to (30.6), and (39) to (43) by letting 
a = c z"p (x) (A17) 
n n n 
and 
b^  = (1 + e)'^ z"p^ (x), (A18) 
-1 
where c^  = [e + n/(n + 1)] and x = cos Y. 
It may be shown quite easily that (A15) is satisfied in this 
case. 
It is also given that^  ^
00 09 
2 b = (1 + e)" S z"p (x) = (1 + e)'^ F , (A19) 
n=0 " n=0  ^ ° 
where F^  = (1 + - 2zx) Therefore, (A16) becomes in this case, 
GO 
S = (1 + e)"^ [F + 2 d z"p (x)], (A20) 
° n=0 * * 
where d^  = [n + e(n +1)] This result provides an alternate way to 
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express (25). Equivalent expressions for the series in (30.1) to (30.6) 
may be found by taking the appropriate derivatives of (A20): 
CO 00 
L c z""^ f(n, x) = (1 + e)"^ [F(z, x) + S d z'^ "^ f(n, x) 1, 
n=l  ^ n=l " 
(A21) 
where the functions F(z, x) are given in Table XXXIII. 
Equation (39) becomes 
a> 
e " j" [F(z, x) + 2 d g(n, z, x) ] = Ô€ e + 1 n=0 
7T1 ITTI =•> + 'rh 
- (n + l)(e - l)d^ ]d^ g(n, z, x)| . (A22) 
Equation (41) becomes 
-I («+1)-V^[F^+ = 
n=0 
CO 
-  ( e +  1 ) " V ^ [ ( 1  -  2 ^ ) F ^  +  2  ( 2 n  +  l ) d  z * P  ( x ) ] ,  
° n=0 
(A23) 
and (43) becomes 
00 
(G + l)"^ a"^ [F(z, x) + 2 d z""^ f(n, x)] = 
 ^ n=l " 
CO 
- (e + 1) ^ a"^ [G(z, x) + 2 (2n + l)d z^  ^ f(n, x)1, 
n=l * 
(A24) 
where G(z, x) = 3F(z, x) + 2zôF(z, x)/ôz and is listed explicitly in 
Table XXXIII for each series. 
This method provides results with the same accuracy as the sunraiation 
Table XXXIII, Functions for modified infinite series 
Series 
a,b 
F(z, x) b,c G(z, x) b,c 
= z ÔS/ÔX 
o 
,3 
F^ l^ - ,2) 
5 2 
3F^ (1 - z ) 
= ÔS/ ôz Fg(x - z) F^ (3x - 5z + z^ x + 
Syy = z'^ a^ s/axZ 3zF' 15zF^ (l - z^ ) O 
s = à S/àxôz yz F^ (l - 2z^  + zx) 3F^ (1 - 7z^  + 3zx + 2z^  + z\) 
S = zô^ S/ôz^  + àS/ôz 
zz 
•5 2? 1 
F^( x  - z x + x z  - 2 z + z )  F^ (3x - 14z^ x + 9zx^  - lOz 
o 
, in 3 . 4 3 2 5v 
+  1 9 z  -  5 z  X  -  z  X  - z )  
See Eqs, (25) and (30.1) to (30,6). 
= (1 + z^  - 2zx) and x = cos y. 
'See text in Appendix B. 
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of the original series with up to 40% fewer terms for atoms close to 
the cavity wall. 
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XIII. APPENDIX C. A GEOMETRIC ALGORITHM FOR CENTERING THE MOLECULE 
INSIDE THE SPHERICAL CAVITY 
The system of charged, polarizable units located at various points 
is centered by determining the coordinates of the center of the smallest 
sphere that will enclose them completely. Then the origin of the co­
ordinate system is translocated to this point. 
Initially, the system is centered independently in the X, Y, and 
Z directions. Then point A, the furthest from the origin and point 
B, the furthest from point A, are determined. The line AB connecting 
these points forms the diameter of the first trial sphere. If all the 
other points of the system lie within it, this is the required sphere, 
1 11
with center [j (x^  ' 2 ^^ A ' 2 ^ A^ B^^ *^ Otherwise, the 
number of points lying outside this sphere is determined. 
If two or more points lie outside the trial sphere, only those 
two furthest from its center are considered, together with points A 
and B. These four points are assumed to lie on the surface of the 
required sphere, whose center, (X, Y, Z) is determined by solving 
the equation of the sphere^  ^simultaneously for each point: 
(x. - X)^  + (y^  - Y)^  + (z. - Z)^  = R^ , (A25) 
where R is the radius of the sphere. 
When the four equations (A25) are solved simultaneously algebraic 
manipulation leads to: 
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(Xg - (72 " ^ l) (^ 2 • ^1^ \ I A 
(x- - x.) (y_ - y.) (z, - z ) 
\(^4 - (y^ - yp (^4 - 2 i v v l  
('2 - 'lA 
2 <4 - '?> 
2 ('4 - ''' !• 1>I-
(A26) 
2 2 2 2 
where r^  = + z^ . If the four points are coplanar, the matrix 
in (A26) is singular. In this special case, the single point furthest 
from the center of the trial sphere is used together with points A 
and B in the procedure given below. 
If only one point lies outside the trial sphere, this point, 
together with points A and B, are assumed to lie on the circumference 
of a circle, which, when rotated about its diameter, defines the 
required sphere. The center of this sphere is determined by solving 
(A25) simultaneously for these three points, together with the equation 
of the plane^  ^defined by them; 
L(X - X.) + M(Y - y.) + N(Z - z.) = 0, (A27.1) 
where 
L = (72 - yi)(z3 - zp - (yq - YiXz-, - Zi). 3 'l'\-2 V  
M = (Zg - - (Zg - Zj^ )(x2 - x^ ), 
N = (xg - - y^ ) - (xg - *i)(y2 - yi)' 
(A27.2) 
(A27.3) 
(A27.4) 
In this case, further algebraic manipulation leads to; 
107 
(x^  - Xj^ ) (y^  - y^ ) 
(Zg - l^A / / 2 ^ 2^ " ^ l) \ 
1 / 2  2 .  
\ ' M N I y ^ Lx^  + My^  + Nz^ . 
(A28) 
After the required sphere has been determined, a check is made 
to make sure all the points of the system are contained within it. 
If there were more than two points outside the trial sphere, this may 
not be so; in this case, the furthest point from the center of the 
sphere determined by (A26) or (A28) becomes the new point A. A new 
trial sphere is determined and the whole process repeated. If several 
such attempts prove unsuccessful, that sphere which minimizes the greatest 
atom distance from the origin is selected. 
Remark; It had been hoped originally to develop an algorithm 
taking into account the volumes or van der Waals radii of the units. 
Unfortunately, any algorithm so proposed tended to be much more complex 
than the above and often proved impractical, especially if more than 
two units lay outside the trial sphere. It is anticipated that, since 
van der Waals radii of most atoms involved in this study are fairly 
similar (see Table III), any errors resulting from their omission 
will be small. 
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XIV. APPENDIX D. DESCRIPTION OF COMPUTER PROGRAMS 
A number of programs were written to implement the theory and to 
perform the calculations described in this thesis. All are written in 
FORTRAN for an Itel AS/6 computer and use double precision arithmetic. 
The major program package, collectively called ENRGY3, calculates 
the electrostatic free energy and entropy, as well as the dipole moment, 
for a single conformation of a molecule in solution. First, the reaction 
fields and potentials at the atoms [Eqs. (25)-(34), (39)-(43), and 
(A20)-(A24)] are determined, and then the induced dipoles at the atoms 
(and the corresponding temperature derivatives) are calculated as the 
solution to Eqs, (23) and (38). Finally, the molecular dipole moment 
[Eqs. (24.1) and (24.2)], the electrostatic and nonbonded energies 
[Eqs. (9)-(ll), (14), (15), and (60)], and the electrostatic entropy 
[Eq. (37)] are determined. When the entropy is calculated, the forms 
of the infinite series given in Appendix B are used for the calculation 
of the reaction fields; otherwise, the original forms of these series 
are used. 
The program TRANSL centers the molecule inside its spherical 
cavity according to the algorithm of Appendix C. The center of the 
smallest sphere that will contain the molecule completely is deter­
mined, and the origin of the coordinate system is translocated to the 
center of this sphere. Atura van der Waals radii are ignored. If, 
after a limited number of centering attempts, no satisfactorily 
centered position of the molecule is found, that position of the 
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molecule which minimizes the distance of the furthest atom from the 
origin is used. 
37 Other programs are used to generate the Cartesian and spherical 
coordinates of the atoms, to generate the cavity radii [Eqs. (66)-(69)], 
and to calculate molecular properties averaged over all conformations 
of the molecule [Eqs. (46) and (47)]. Additional programs calculate 
the residuals and call ZXSSQ^  ^to optimize the cavity radius increment 
and atom charges. 
Copies of the major programs ENRGY3 and TRANSL may be obtained 
from the address given in Ref. 31. 
