Compared to the other four articles, this takes a little more time to get into at the start because of the notion of 'local weak convergence of geometric graphs' which the reader might not have seen before and takes a moment to get accustomed to. However, the effort is very well worthwhile and makes for fascinating reading.
The authors describe an approach for studying the limiting properties of a number of easily stated combinatorial problems. One example of such a combinatorial problem is the following. Take an n × n matrix (c i,j ) whose entries c i,j are i.i.d. mean 1 exponentials. Letting
the question is what is the limit of E[A n ]? (The answer is ζ(2); a priori, it is not obvious that this limit is finite.) The general approach that the authors put forth, the 'objective method', is to construct some infinite object some of whose constituent parts have distributional properties similar to those of the corresponding constituent parts of the finite system one starts with. The method is first explained in detail on a different combinatorial problem called the 'maximal weight partial matching on random trees' problem. It is close to impossible to summarize the method in such short space, but here is an attempt. One first obtains some type of formula for the quantity of interest (which is the expected value of some random variable in the finite system) in terms of certain other random variables in the finite system, say X n and Y n for the nth system. Next, X n and Y n converge in distribution to random variables X ∞ and Y ∞ associated to some infinite system. After this, because of the recursive structure of the infinite system, one obtains some recursion formulas (or 'distributional identities') for X ∞ and Y ∞ ; however, these recursions differ and are more complicated than traditional recursions. One then shows analytically that these distributional identities have unique solutions and finds formulas for them. This then solves the original problem. The above method is applied to a number of different problems and there are a number of other topics. This notion of a distributional identity is not only a very appealing one but an important one which arises in a number of different problems.
2. The Random-Cluster Model, by G. Grimmett. The random-cluster model is a two parameter family of probability measures on the edges of a finite graph which, among other things, generalizes ordinary percolation. While it was discovered more than 30 years ago, it has in recent years undergone a renaissance. The connection with Ising and Potts models was, somehow, already known to Fortuin and Kasteleyn, but was clarified only in the late 80s by Swendsen-Wang, Edwards-Sokal, and Aizenman-Chayes-Chayes-Newman, and one might say that this is what triggered the renaissance. For a number of experts, the random-cluster model is their 'method of choice' for proving phase transitions in these statistical mechanical models. Randomcluster models, however, have a life of their own which are worthy of investigation in their own right and this is what the article sets out to survey.
For a finite graph G = (V , E), define the random-cluster measure φ p,q G with parameters p ∈ [0, 1] and q > 0 to be the probability measure on {0, 1} E which to each η ∈ {0, 1} E assigns probability
where n 0 (η) (resp. n 1 (η)) is the number of edges taking value 0 (resp. 1) in η, k(η) is the number of connected components in η, and Z p,q G is a normalizing constant. One of the fascinating features of the random-cluster model is that it exhibits a 'firstorder phase transition' for certain values of q; this corresponds to a first-order phase transition for the corresponding Potts model, an interesting feature which distinguishes larger q Potts model from the Ising model (q = 2). This first-order phase transition refers to the fact that (once the measure is appropriately defined on Z d ) the probability of percolation is, for fixed q sufficiently large, a discontinuous function of p.
All of the above issues are discussed in the article including discussion of the possible 'infinite volume' random-cluster measures, summary of the sub-and supercritical regimes and much discussion of the critical case. As far as the last point, there is a description of how the very recent Schramm-Löwner evolution (with appropriate parameter) is conjectured to describe certain interfaces. (Smirnov has shown that this conjecture is true for q = 1.) Finally, discussion concerning the random-cluster model on complete graphs and the stochastic random-cluster model are also given. There are a number of open questions presented, including many of which are concerned with the much more difficult case of q < 1 (where FKG properties fail). , one defines T (u, v) (thought of as the time it takes to reach v from u) to be the infimum, over all simple paths π from u to v, of the sum e∈π X e . FPP concerns itself with the study of the random variables T (u, v). The last time a survey was written on this subject is the one written in 1986 by Kesten and given the number of results since then, a new survey is well motivated.
One of the important objects of study is the 'time constant' which is defined to be
] n where 0 is the origin and e 1 = (1, 0, . . . , 0).
To begin with, one hopes for some type of law of large numbers in the sense that T (0, ne 1 )/n should converge to µ and this does indeed occur (both a.s. and in L 1 ) under reasonable assumptions. Some of the main topics covered in the article are the following.
Asymptotic shape: The random set
after being properly modified and normalized, approaches a deterministic shape and a number of results concerning fluctuations about this shape are given. Transversal fluctations: This concerns the question of how much the path of minimal length from v to w fluctuates from the straight line between v and w. Some results and questions concerning the relationship between these fluctuations are also given. Newer developments in the area (since the last survey) which are discussed include FPP on Poisson processes and a model called Euclidean FPP. Both of these have the advantage of being invariant under all rigid motions (as opposed to standard FPP which has a finite symmetry group). A number of results concerning this latter model are given. In addition, other interesting concepts are described; for example, infinite and doubly-infinite 'geodesics'.
Finally, the article ends with an appealing list of open questions.
The last two articles deal with convergence rates for certain Markov chains. However, the two articles are very different in flavour.
Relaxation Times of Markov Chains in Statistical Mechanics and Combinatorial
Structures, by F. Martinelli.
This extensive survey covers a number of recent developments concerning mixing rates for Markov chains arising in statistical mechanics. In the last decade, researchers in statistical mechanics and researchers in some areas of theoretical computer science have been working on some closely related problems, although perhaps with different motivations. After this was realized, there has been a good deal of exchange of ideas and one of the goals of this article is to record these developments.
This article begins by reviewing a number of the techniques for bounding mixing rates for finite state, reversible Markov chains: Poincaré inequalities, logarithmic Sobolev inequalities, path methods, etc. It is nice that these concepts are presented in the general setting and then, only afterwards, the models to be studied are introduced. The author points out (as does the author of the last article) that there is much important information about mixing rates which cannot be read off from the spectral gap; it is also explained why the logarithmic Sobolev constant is a better measure of mixing than the (inverse) spectral gap.
The general principle is or was that 'phase transition' for statistical mechanical models should correspond to 'slow mixing' of the corresponding Markov chain (Glauber dynamics) on finite subsystems. An important theorem in this spirit is presented: namely, on Z d , (1) the logarithmic Sobolev constant on all finite subsystems is uniformly bounded above iff (2) the inverse spectral gaps on all finite subsystems is uniformly bounded above iff (3) something called 'strong mixing' occurs. This last condition is defined directly in terms of the Hamiltonian itself. Sketches of various proofs of this are given. Interestingly, the author tells us that there are good reasons to believe that one can have uniqueness of the Gibbs state and exponential convergence of the infinite volume dynamics but where the above fail; this does not however occur for the 2-d Ising model. Very interestingly, as also discussed, is that the philosophy that 'phase transition iff slow mixing' turns out to fail completely for the Ising model on trees. In particular, the inverse spectral gap is uniformly bounded above in the 'intermediate regime'; the latter refers to the regime where nonuniqueness occurs but the 'free measure' is extremal.
Other topics presented are results for the hard core model, for torpid mixing in the nonuniqueness regime, and even for conservative systems such as one with Kawasaki dynamics. This article surveys a number of interesting aspects of this topic. A random walk on a group is a very specific type of Markov chain: one has a finite group G, a subset S of G which generates and a probability measure µ on S; from these one constructs a Markov chain by moving from g to gs with probability µ(s). While the very special nature of this Markov chain allows for more complete analysis, there are many concrete situations which are well modelled by such a set up, card shuffling perhaps being one of the most interesting ones. In this case, the group G is S 52 and the measure µ (and therefore the set S) is determined from the particular card shuffling model one uses. In general, the uniform distribution is always the unique stationary distribution and one is interested in how fast the distribution at time n converges (in total variation norm!) to the uniform distribution.
The article starts with more probabilistic techniques for proving convergence, namely the distinct (but similar sounding) notions of couplings and strong stationary times. The author explains these by looking at a number of different card shuffling models. In this context, the notion of the 'cut-off phenomenon' is explained, which in words says that the difference (in total variation norm) between the distribution at time n and the uniform distribution changes (as n increases) very abruptly from being close to 1 to being close to 0. After this, more analytic tools for studying convergence are presented; for example Poincaré inequalities, representation theory and also 'path techniques' for estimating the '2nd largest eigenvalue', β 1 . While the latter determines the 'exponential rate of convergence to stationarity', the author warns 'It is a widespread misconception that the relaxation time contains all the information one needs to have good control on the convergence of a reversible Markov chain.' (The relaxation time is 1 over the spectral gap; 1/ (1 − β 1 ) When the first edition of Convex Polytopes was published in 1967, it was very well received. It was not a completely comprehensive account of the subject; for example, it said nothing about equidissectability (Hilbert's Third Problem), and very little about the associated idea of valuations. Nevertheless, it covered a large range of combinatorial topics, giving what was then the most up-to-date information on them. Grünbaum himself expressed the hope -and expectation -that the book would prompt research and further progress on these topics; however, he could hardly have anticipated the torrent of results which was unleashed. As a consequence, in a number of areas Convex Polytopes was almost immediately rendered obselete. Even so, it remained required background reading for researchers in convex polytopes, and its going out of print was much to be regretted; its reappearance is thus very welcome. The second edition is not an up-dated version of the first, in the sense that the original material has not been rewritten in any way. Instead, the trio who have prepared it have added a few pages at the end of each chapter; in these, brief reports on progress on the relevant topics are given. To complement these, there are also (towards the end of the book) a list of errata in the first edition, and a valuable extensive additional bibliography; moreover, the indices have been completely rewritten.
Let me survey the contents of the book and, to a certain extent, the subject as a whole, with a view to commenting on the additional material. (I have made contributions to these notes, but I have now noticed various other things which I should have made remarks about.) Chapters 1 (Notation and Prerequisites) and 2 (Convex Sets) need little comment, although the notes to the latter do include references to what may be called pathological properties of face functions of convex sets.
Algorithmic aspects of polytopes theory have been increasingly important in recent years, and many of the comments on Chapter 3 (Polytopes) refer to them, such as the relationship between V-and H-representations (vertices and facets, respectively). The notes also give up-dates on (Schlegel) diagrams, and point out the utility of the normal fan N(P ) of a polytope P . Some extra examples of polytopes have been added to Chapter 4 (Examples).
A Gale diagram of a d-polytope with n vertices is an associated set of n points in (n − d − 1)-dimensional space; they are particularly useful when n is not too much larger than d, but also have wider applications. The brief description of Gale diagrams (see Section 5.4, and, for applications, Section 5.5 and Section 6.3 in the next chapter) in Chapter 5 (Fundamental Properties and Constructions) gave little foretaste of what was to follow. During the next few years, Gale diagrams were explained in a geometric way, central (c.s.) diagrams were invented to treat centrally symmetric polytopes (mentioned in the notes to the next chapter), as were zonal diagrams for zonotopes (I shall return to these later), and diagrams for positive bases (which can be regarded as a kind of inverse of Gale diagrams). Yet another development is that of representations of polyhedral sets, which lies, in a sense, at a more basic level. (The last two topics are not specifically mentioned in any of the notes, but a general reference is given to the reviewer's survey article [8] .) The notes here, though, concentrate more on applications such as Mnëv's universality theorem and the enumeration of combinatorial types.
The brief Chapter 7 (Neighborly Polytopes) prepares the way for the next few chapters. The notes discuss enumeration questions, but also the problems posed at the end of the chapter. A weaker version of one of these asks whether any polytope except a simplex can be 2-neighbourly and dual 2-neighbourly; a negative answer here would, of course, settle the stronger question posed by Grünbaum.
A main thrust of Convex Polytopes concerned combinatorial properties of polytopes, and, in particular, descriptions of the ranges of their f-vectors, namely, the numbers of their faces of each dimension. Chapter 8 (Euler's Relation) lies at the heart, and it is pointed out in the notes that Grünbaum's proof of the Euler relation (which can be interpreted as a Morse theory argument) is dual to that using the concept of shellings of the boundary complex. Chapter 9 (Analogues of Euler's Relation) treats the extension of the Euler relation to simplicial and cubical polytopes; here, the (later) shelling approach provides a much superior proof in the simplicial case. At the original time of writing, both the upper bound conjecture (giving the maximal numbers of faces for a given number of vertices -or facets) and the lower bound conjecture for simplicial polytopes, discussed in Chapter 10 (Extremal Problems Concerning Numbers of Faces), were open; both were settled within a few days of each other in July 1970. Even more generally, the reviewer's g-conjecture, proposing to describe all the possible f-vectors of simplicial polytopes, was actually formulated a little beforehand (in April 1970, but not published until the next year). The quest to prove the resulting g-theorem (established in 1979) provided a crucial focus for much subsequent research. The harder necessity part of the conditions of the g-theorem was first proved using deep techniques from algebraic geometry (see [12] ); the reviewer's later 'elementary' proof (see [9, 11] ) has inspired others to use pure algebra to obviate the need to assume rationality (and so provide proofs in the general situation) in even deeper related combinatorial problems.
The notes to Chapter 11 (Properties of Boundary Complexes) point out easier approaches to several of the questions discussed there, but also mention some striking new results. In particular, Kalai [7] has shown that, if d 5, then every d-polytope has a triangular or quadrilateral 2-face. Equally intriguing here is a problem raised by Kalai [6] : does every centrally symmetric d-polytope have at least 3 d non-empty faces? In several ways, our knowledge of the topic of Chapter 12 (k-Equivalence of Polytopes) -that is, to what extent is a polytope determined by its k-skeleton -is now much expanded. For instance, Perles has shown that the face-lattice of a simplicial d-polytope can be reconstructed from its d/2 -skeleton, while Blind and Mani [1] showed that the edgegraph of a simple d-polytope is strongly and weakly d-unambiguous (and so, in particular, determines the polytope).
Steinitz's problem (solved by him) shows that -combinatorially speaking -the edgegraphs of 3-polytopes are just the 3-connected planar graphs. In some directions, stronger results than those of Chapter 13 (3-Polytopes) are now known; for example, each isomorphism class of 3-polytopes has a representative, all of whose edges touch a sphere (a problem mentioned by Grünbaum elsewhere as being open, but actually -in effectproved some years earlier), while a given edge-circuit can be projected on to a given polygon with the same number of sides (the special case of a face was known already). In general, though, comparatively little progress has been made in this area; however, the newer alternative techniques are, in their ways, much more powerful.
The following two Chapters 14 (Angle-sums Relations; the Steiner Point) and 15 (Addition and Decomposition of Polytopes) form starting points for a whole rich area, that of valuations and related concepts, which had hitherto received rather little attention. (For example, the seminal work of Hadwiger -see [4] in particular -was essentially ignored, even though his characterization theorem for the quermassintegrals is widely recognized as one of the major pieces of mathematics of the last century.) To add to the notes, I should observe that the angle-sum theorem credited to Gram (whose name is then usually applied to the result in all dimensions) was actually first proved by Brianchon [2] 37 years earlier. It is also worth commenting that many facts about decomposability of polytopes (with respect to vector addition), as well as Blaschke addition (adding area vectors of facets) are perhaps clearer when set in the context of the reviewer's representation theory (see [8] ).
A main interest in polytopes has come from optimization problems, in particular, linear programming. For example, the upper bound theorem, in terms of the maximal number of vertices a d-polytope (or d-polyhedron) with n facets can have, obviously gives a bound on how many steps a linear program need take. There are better bounds than this crude one; Chapter 16 (Diameters of Polytopes) treated this and similar problems. While considerable progress has been made -the conjectured bound n − d for the maximal number of edges needed to join two vertices of a d-polytope with n facets is now known to be achievable in all but a few cases (see [3, 5] ) -the general problem of establishing this as the upper bound still seems to be as intractable now as it was then. Chapter 17 (Long Paths and Circuits on Polytopes) asked (among other things) how badly the simplex algorithm could perform; it is still open whether the upper bound theorem gives a sharp bound here.
It was surely only due to Grünbaum's particular interests that he included the topic of Chapter 18 (Arrangements of Hyperplanes). The connexion with zonotopes, or Minkowski (vector) sums of line segments, was already well known. What is subsequent to the first edition is the connexion with oriented matroids and matroid duality. In the geometric context, the connexion is provided by zonal diagrams. Shephard built on the reviewer's original paper to find deeper combinatorial relationships between associated zonotopes, which the reviewer then further extended to show that a zonotope tiles space by translation if and only if the associated zonotope does too. Again, we refer to [8] for more details. The deep connexions between hyperplane arrangements and oriented matroids has provided a considerable impetus for research in recent years; the notes to Chapter 19 (Concluding Remarks) could provide only the barest impression of the subsequent developments in this area.
It would obviously be wrong to castigate those who have prepared this second edition for not doing various things that would have been very desirable. I must again emphasize, however, that even a straight reprinting of Convex Polytopes would have been very welcome. But it also has to be said that the subject has moved on, and many of the most powerful techniques which have been developed since 1967 are, because of the restrictions which the redactors have imposed on themselves, much under-represented. Nevertheless, within the terms of reference which they have set themselves, they have done a fine job, and their efforts should be rewarded by all those with even a marginal interest in the subject placing this volume on their bookshelves.
