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Abstract. We study a sequence of rational functions considered by Bessis, Mehta and Moussa 
(1982) and we show that a conjecture given in this paper is not correct. Moreover we give a 
relation between values of these rational functions and a finite automaton. 
Resume. Nous Ptudions une suite de fractions rationnelles introduite par Bessis, Mehta et Moussa 
(1982) et nous montrons qu’une conjecture enoncee dans cet article est inexacte. De plus, nous 
mettons en evidence une relation entre les valeurs de ces fractions rationnelles en certains points 
et un automate fini. 
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Introduction 
The iteration of continuous functions can be studied by coding the orbits of every 
point: combinatorial properties of sequences over a finite alphabet are then translated 
into properties of the iteration. In [2] it is shown how “automatic sequences” (see 
[6]) can appear in this context. 
Here we want to describe another example of automatic sequences in iterative 
problems: Baker, Bessis, Mehta and Moussa (see in particular [4,5]) studied in 
various contexts a sequence of rational functions R,(x) defined below; this sequence 
is related to the integer moment problem and to the iteration of quadratic maps. 
For instance, given two polynomials T and W such that 
T(z) = zd + ; t,zdmi, 
d- I 
W(z) = z’“+ 1 w,zd-‘-‘, 
,=I t-1 
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let 9 be the set of formal series 
and define 7: .9+ 4 by rg(z) = W(z)g( T( z)). Then there exists a unique (fixed 
point) g satisfying g(z) = W(z)g( T(z)) and g is the limit of the sequence g,,(z) 
defined by an arbitrary g,, in 9 and the relation g,, + ,(z) = rg,,( z). 
In the case where T(z)==z’-x and W(z)=z, g satisfies g(z)=zg(z’-x) and 
has the following continued fraction expansion: 
g= 
RI 
Z- 
R2 
“_- 
where R,, is defined by (x22): 
R,,(x) = 0, R,(x) =x. 
Vn>O R Z,,+,(X) + Rz,,(x) = x, 
‘dn > 0 R~,~(x)RZ,, l(x) = R,,(x) 
This sequence R,, also appears in the study of an “almost Schrodinger operator” 
H, defined for Cc, = t/~(n) by 
For this operator the problems of determinating the spectrum and deciding whether 
(c, is chaotic at large distance can be solved, using a “renormalization” property: If 
D is defined by D+(n) = 4(2n), then HD = D( Hz-x). This allows for instance to 
prove that H is almost periodic for x> 3. 
In [4] the authors prove for the sequence R,, the following inequalities: 
Moreover the authors conjecture that this splitting at each step continues, so that 
R,, s R,,, s R, -c R,s R4,,+? s R2, 
R, s R,,,+j s R,c R,s R4,,+,s R,, 
and more generally Rp,, + (, lies between R,, and Rp+‘, (R, may be smaller or larger 
than R 2h+c,). We shall study R,,(x) “in the neighbourhood of 2,” (which means for 
x in an interval [2,2-t??]), and prove that, for such values of x, R+,,+,,(x) is always 
outside the interval ( R2~~,,+c,(~), R,,(x)) except for a = 0 or a = 1. We shall also 
propose a modified and more precise conjecture. 
In the second part of this paper we shall show that the study of R,,(x) in the 
neighbourhood of 2 is related to the value of the continuation of R,, at 0 and that 
the sequence R,(O) is generated by a finite automaton. 
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1. R, in the neighbourhood of 2, 
Let us recall that the sequence of rational functions defined, for n 3 2 and x 3 2 
by 
R*(x) = 1, 
Vnzl R2n(~)+Rz,+,(x)=x, 
Vn 32 R2,(x)R+,(x) = R,(x), 
satisfies (see [4]) 
Vxs2 Vn32 O<R,(x)<x. 
Moreover, it is clear that, for all n, R,,(2) = 1. Let us define o(n) = R’,(2), so that, 
for x tending to 2, 
R,(x)=l+(x-2)a(n)+o(x-2). 
We first prove a proposition similar to a result in [4]. 
1.1. Proposition. For ns2, one has a(n)=$($(n)-9(n-1)) where 9(n) denotes 
the greatest odd divisor of n. 
Proof. Indeed, after differentiating and taking the value at 2 in the relations defining 
R,, we obtain 
C?(2) = 0, 
Vn31 a(2n+l)+o(2n)=l, 
Vi782 o(2n)+a(2n_l)=a(n). 
On the other hand, if one defines 
y(n)=$(JJ(n)-3(n-l)), 
it is straightforward that 
y(2)=$(1-l)=O, 
Vn31 y(2n+l)+y(2n)=~(2n+l-.9(n)+9(n)-2n+l)=l, 
VnS2 y(2n)+y(2n-l)=~(9(n)-2n+l+2n-1-4(n-l))=y(n); 
hence, Vn 32, y(n) = o(n). 0 
We can now prove the following theorem. 
1.2. Proposition. Let k, a, n bejixed integers such that k z 1, 0~ a c 2k - 1 and n 2 2. 
Then, for x in the neighbourhood of 2+, one has 
(a) R34x) < R,i(x), 
(b) RP+,(x) < Ron+,, 
(c) Rpntrr(x) < Rp+,(x) < R,(x) ifa is even and a # 0, 
(d) R,(x) < Rp+,(x) < RZkn+u(~) if a is odd and a # 1. 
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Proof. It suffices to prove inequalities (a) and (c) and to use the relation R2,,+,(x) = 
x - R,,(x). 
(1) For x in the neighbourhood of 2, one has 
R,~,(x)-RZ~(X)=(cu(2”n)-a(2~))(x-2)+o(x-2). 
But 
a(2%l-a(2~)=~(4(n)-2”n+l-1+2h-1) 
=;(9(n)-2%7+2”-1). 
Let n = 2”(2v + I), u 3 0, ZI 3 0; then 
4(n)-2“n+2h-1=20+1-2h+“(2v+1)+2~-1 
=2V(l-2h+“)+2h(1-2”), 
which is strictly negative, except for u = u = 0, i.e. n = 1. We deduce that, for n z 2 
and x near 2, R?L,,(x) < R7k(.r). 
(2) In the same way, we can write (x near 2+), for 0<26~2” - 1, 
Rp n+2~(x)-R2~i2h(~)=(x-2)(~(2hn+2b)-~(2”+2b))+o(x-2). 
But 
(~(2”n+2b)-cu(2“+2b) 
=:(9(2%+2b)-2’ n-2b+1-4(2X+2b)+2’+2b-l) 
=;(9(2hn+2b)-4(2h+2b)-2h(n-1)). 
As b is not zero, we can write 26 ==2”(2u+ l), U> 1, v>O. Notice that 2bc 
2“ - 1 =3 u < k. Then 
2”n+2b=2”(2“ “n+2u+l), 
2h+2b=2”(2hm”+2v+l), 
and consequently 
a(2/‘n+2b)-a(2“+2b)=$(n-1)(2/‘ “-2”); 
hence, for n 3 2, 
cu(2hn+2b)-a(2h+2b)<0 (u~l), 
and, for n 2 0, 
a(2b)-cu(2h+2b)>0, 
which ends the proof of inequalities (c) and of our theorem. Cl 
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Remarks. (1) This proves that the conjecture given in [4] and reproduced in the 
Introduction is not correct for x near 2,. We think nevertheless that it is true for 
x large enough (probably for x23) although our method does not give such a 
general result. If we explicitly compute R,,,- R,, we obtain 
R,,,(x)-R,(x)=(x-2)A(x)(x2-x-1)-’(x5-3x4+3x3-3x2+2x+1)-‘, 
with A(x) = x5 -4x4+ 5x3 -3x’+ x + 1. The variation of A shows that A has a unique 
real root greater than 2 (actually between 2.20 and 2.25); hence, the inequality 
R,,,(x) > R6(x) is true for x strictly greater than this root. 
(2) Let us indicate that the respective sizes of R2h+” and R, probably depend on 
the parity of the sum of the binary digits of a (the so-called Thue-Morse sequence; 
see [6], for instance). More precisely, we think that the conjecture in [4] should be 
modified as follows: Let t(m) be 0 if the sum of the binary digits of m is even and 
1 if the sum is odd; then, 
Vx~3Vk?=1VaE[0,2k-1] 
t(a) = 1 =+ R~+a(x) c Rz~n+r,(x) 4 K,(x), 
t(a) =0 =+ R,(x) s R2~,,+,(x) G R2k+,(.x). 
We can notice as well that the above conjecture is equivalent to 
Vx~73 Vn t/m R,,(x)< R,(x) + RIn(x)s Rzm(x). 
2. The values R,,(O) 
We notice that the recurrence relations defining R, allow us to define a sequence 
p(n) for x = 0. (Clearly, P(n) = R,(O) and all our rational functions are well-defined 
at 0.) The sequence P(n) satisfies 
P(2) = 1, 
Vn 2 1 P(2n + 1) = -/3(2n), 
Vn32 P(2n)/3(2n_l)=p(n). 
One immediately verifies that P(n) = +l for every n. Actually, this sequence is 
closely related to the sequence a(n) previously defined. Moreover, the sequence 
P(n) is generated by a finite automaton (for this notion see [6,1], see also [3]); 
more precisely, we have the following theorem. 
2.1. Proposition. (1) Vn 32 P(n) = (-1)“‘“’ (in other words R,(O) = (-l)R6(“). 
(2) The 2-automaton in Fig. 1 generates the sequence P(n). 
Proof. Let us recall how this automaton works; to compute p( 13) for example, one 
writes down the binary expansion of 13 namely 1101, we feed the machine with 
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0 C 
P 
0 
H- 
rp(~)= v(A)= p(B)= v(c)= v(D)= * 
v(E)=1 
p(F)=-1 
v(G)=1 
p(H)=-1 
Fig. 1. 
these digits starting from I and following the arrows: 
then we compute q(H) = -1, which gives the value of p(13) = -1. 
The proof of the first assertion of our theorem is easy (indeed P(n) and (-1)“‘“’ 
have the same value for n = 2 and satisfy the same recurrence relation). 
As far as the automaticity is concerned, it suffices to prove that the set of 
subsequences 
is finite (see [7]). To prove the finiteness of this set F, notice that 
a(n) =+(,a(n)-4(n-l)), 
a(2n) =-n+$(l+$(n)), 
a(2n+l) =n+$(l-9(n)), 
a(4n) = -2n +$( 1+9(n)) = -n + (u(2n), 
cu(4n+l) =2n+i(lEs(n)) =n+a(2n+l), 
a(4n+2) =-2n-l+n+l =-n, 
a(4nt3) =2n+l-n =n+l; 
hence, 
P(4n) = (-l)“P(2n) /3(4n+l)=(-l)“p(2n+l) 
F(4n+2) =(-1)” p(4n+3) = -(-l)“, 
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from which we get 
P(8n) = P(4n), p(8n+4)=/3(4n+3), 
p(8n+l)=P(4n+l), p(8n+5)=p(4n+2), 
p(Sn+2) = 1, p(8n+6) = -1, 
p(8n+3) = -1, /3(8n+7)= 1. 
Hence F is finite and equal to 
F={(P(n)), (P(2n)), (P(2n+l)), ((-l)“P(2n)), ((-l)“P(2n+l)), 
((-I)“), (-(-l)“), (l), (-l)]. 
It is then straightforward to construct the automaton, using the set F and the above 
relations (see [7, 11). 0 
Remark. (1) Mend& France noticed that the above sequence (p(n)) is related to 
the paperfolding sequence (see [8]); indeed the paperfolding sequence is given, for 
n greater than or equal to 1, by 
x(2n) = x(n), x(2rz+l)=(-1)” 
Hence, .x(n)=(-l)‘Y(“‘~“‘l (the proof that this last sequence satisfies the same 
recursions as x is left to the reader), which gives 
x(n)x(n ~ 1) =x(n)/x(n - 1) = (-1)“‘“’ “‘I I’)“= /3(n), 
hence, for n greater than or equal to 1, P(4n) = -x(n), and this provides us with 
a different proof of the automaticity of the sequence p. 
(2) Automatic sequences already appeared in the problem of iterating real con- 
tinuous functions (see [2]). They also were used in the study of an lsing chain (see 
[3]): the main property of these sequences is that they lie somewhere between 
regularity and chaos, and we hope to give new applications in physics in the near 
future. 
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