Global well-posedness for a fifth-order shallow water equation in Sobolev spaces  by Yang, Xingyu & Li, Yongsheng
J. Differential Equations 248 (2010) 1458–1472Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Global well-posedness for a ﬁfth-order shallow water
equation in Sobolev spaces✩
Xingyu Yang, Yongsheng Li ∗
Department of Mathematics, South China University of Technology, Guangzhou, Guangdong 510640, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 28 April 2009
Revised 5 January 2010
Available online 20 January 2010
MSC:
35Q53
Keywords:
Shallow water equation
Global well-posedness
I-method
Almost conservation law
Bilinear estimates
The Cauchy problem of a ﬁfth-order shallow water equation
∂tu − ∂2x ∂tu + ∂3x u + 3u∂xu − 2∂xu∂2x u − u∂3x u − ∂5x u = 0
is shown to be globally well-posed in Sobolev spaces Hs(R) for
s > (6
√
10− 17)/4. The proof relies on the I-method developed by
Colliander, Keel, Staﬃlani, Takaoka and Tao. For this equation lacks
scaling invariance, we reconsider the local result and pay special
attention to the relationship between the lifespan of the local
solution and the initial data. We prove the almost conservation
law, and combine it with the local result to obtain the global well-
posedness.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider the global well-posedness for the Cauchy problem of a ﬁfth-order shallow water
equation
∂tu − ∂2x ∂tu + ∂3x u + 3u∂xu − 2∂xu∂2x u − u∂3x u − ∂5x u = 0, x ∈ R, t > 0, (1.1)
u(·,0) = u0(·) ∈ Hs(R). (1.2)
Eq. (1.1) is a higher-order modiﬁcation of the following Camassa–Holm equation
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We may observe more precisely the connection between (1.1) and (1.3) by writing them into the
following forms
∂tu + ∂3x u +
1
2
∂xu
2 + (1− ∂2x )−1∂x
[
u2 + 1
2
(∂xu)
2
]
= 0 (1.4)
and
∂tu + 1
2
∂xu
2 + (1− ∂2x )−1∂x
[
u2 + 1
2
(∂xu)
2
]
= 0, (1.5)
respectively.
The well-posedness for the initial value problem of Eq. (1.1) in Sobolev spaces has been investi-
gated by several authors. For the periodic case, Himonas and Misiolek [12,13] proved the initial value
problem of Eq. (1.1) is locally well-posed in Hs(T) for s > 1/2, and Gorsky [9] proved a similar result
for s = 1/2 under the restriction of small initial data, where T is the one-dimensional torus. For the
non-periodic case, Himonas and Misiolek [14] proved that the initial value problem of Eq. (1.1) is
locally well-posed in Hs(R) for s > 1/2. Using the bilinear estimate method initiated by Bourgain [1],
Byers [2] improved their result and proved the local well-posedness in Hs(R) for s > 1/4. For both pe-
riodic and non-periodic cases, global well-posedness for Eq. (1.1) in H1 follows from the local results
and the H1 energy conservation law. Recently, Wang and Cui [17] proved the global well-posedness
for (1.1)–(1.2) in Hs(R) for s > (5
√
7 − 10)/4 by using the I-method, which is initially developed
by Colliander, Keel, Staﬃlani, Takaoka and Tao [4–7]. Eq. (1.3) has been intensively studied by many
authors, for instance, see [3,8,16,18] and references therein.
In this paper we use the I-method to prove the global well-posedness for (1.1)–(1.2) in Hs(R) for
s > (6
√
10− 17)/4 and thus improve the result in [17]. We reconsider the local well-posedness result
and pay special attention to the relationship between the lifespan of the local solution and the initial
data, which is important for equations that lack scaling invariance in the iteration process. This is
done by proving the bilinear estimates involving an operator I , which will be deﬁned below. Moreover,
we prove the almost conservation law, which implies that the modiﬁed energy increases slowly and
is used in the iteration process. However, there is still a gap in the regularity index between the
condition s > 1/4 for the local well-posedness as far as we know and the condition s > (6
√
10−17)/4
for the global well-posedness in this paper.
First we introduce some notations. We denote the Fourier transform in x and t of u by uˆ or Fu,
and in x by Fxu. Dθx denotes the Fourier multiplier operator with symbol |ξ |θ . {W (t) = exp(−t∂3x )}t∈R
is the free Airy group deﬁned by Fx(W (t)u0)(ξ) = exp(itξ3)uˆ0(ξ). The notation a+ and a− denote
respectively a+ε and a−ε for an arbitrary small positive number ε. For any positive A and B , A ∼ B
means that there exists a generic constant C such that A  C B and B  C A. Denote 〈·〉 = 1 + | · |,
σ = τ − ξ3, σ j = τ j − ξ3j , j = 1,2,3.
Let ψ ∈ C∞c (R) be a radially decreasing function with ψ ≡ 1 on [0,1] and suppψ ⊆ [−1,2], and
ψδ(t) = ψ(t/δ), δ > 0.
Deﬁnition 1.1. For s,b ∈ R, we deﬁne the space Xs,b to be the completion of the Schwartz space
S (R2) with respect to the norm
‖u‖Xs,b =
∥∥〈σ 〉b〈ξ〉suˆ(ξ, τ )∥∥L2ξ L2τ .
For any given δ > 0, we deﬁne the function space Xδs,b to be the restriction of Xs,b on R × [0, δ]
with norm
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{‖U‖Xs,b : U ∈ Xs,b, U |R×[0,δ] = u}.
From Lemma 1.6 in [10], for u ∈ Xδs,b , there exists an extension u˜ ∈ Xs,b , i.e. u˜ = u on [0, δ], and
for s′  s,
‖u˜‖Xs′,b = ‖u‖Xδs′,b . (1.6)
Let s < 1 and N  1 be ﬁxed. We deﬁne the Fourier multiplier operator I : Hs(R) → H1(R) by
Fx(Iu)(ξ) =m(ξ)Fxu(ξ), where m(ξ) is a smooth, radially monotone, even function satisfying
m(ξ) =
{
1, |ξ | N;
(
|ξ |
N )
s−1, |ξ | 2N.
Then there exists a constant C independent of N such that
‖u‖Hs  ‖Iu‖H1  CN1−s‖u‖Hs ; (1.7)
‖u‖Xs,b  ‖Iu‖X1,b  CN1−s‖u‖Xs,b . (1.8)
The main result of this paper is as follows.
Theorem 1.1. The Cauchy problem of Eq. (1.1) is globally well-posed in Hs(R) for s > (6
√
10 − 17)/4. More
precisely, for any given T  1, (1.1)–(1.2) possesses a unique solution u ∈ C([0, T ]; Hs(R)), and the mapping
u0 → u belongs to C(Hs(R);C([0, T ]; Hs(R))). Moreover, the solution u satisﬁes
sup
t∈[0,T ]
∥∥u(t)∥∥Hs  CT 5−
√
10
5 γ (1−s)‖u0‖1+γ (1−s)Hs ,
where γ = [(s − (6√10− 17)/4)−1]+.
This paper is arranged as follows. In Section 2, we establish linear and bilinear estimates, which
will be used to prove the local well-posedness. In Section 3, we present the local result, giving the
relationship between the lifespan of the local solution and the initial data. In Section 4, we prove the
almost conservation law. In Section 5, we show the global well-posedness by an iteration process, and
thus complete the proof of Theorem 1.1.
2. Linear and bilinear estimates
In this section, we establish linear and bilinear estimates, which will be used in the next section.
In particular, we consider bilinear estimates involving the operator I .
First we recall some preliminary estimates. The following inequalities were established in [15]:
‖u‖L4x L4t  C‖u‖X0, 13 +; (2.1)
‖u‖L4x L6t  C‖u‖X0, 512 +; (2.2)∥∥D 14x u∥∥L4x L3t  C‖u‖X0, 13 + . (2.3)
From [10] or [11], we have
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where the operator Iα− deﬁned as
F
(
Iα−(u1,u2)
)
(ξ, τ ) =
∫
ξ=ξ1+ξ2
τ=τ1+τ2
|ξ1 − ξ2|α uˆ1(ξ1, τ1)uˆ2(ξ2, τ2)dξ1 dτ1.
Let s ∈ R, −1/2< b < b′  0 or 0 b < b′ < 1/2, δ ∈ (0,1). Then
‖ψδu‖Xs,b  Cδb
′−b‖u‖Xs,b′ ; (2.5)
‖u‖Xδs,b  Cδ
b′−b‖u‖Xδ
s,b′
. (2.6)
For the proof of (2.5) we refer readers to [10], and (2.6) follows from (2.5).
From the linear estimates in [15], we can easily obtain their variant version.
Theorem 2.1. Let s ∈ R, b > 1/2. Then the following inequalities hold
∥∥W (t)u0∥∥Xδs,b  C‖u0‖Hs ; (2.7)∥∥∥∥∥
t∫
0
W
(
t − t′)u(t′)dt′
∥∥∥∥∥
Xδs,b
 C‖u‖Xδs,b−1 . (2.8)
Now we turn to establish bilinear estimates.
Theorem 2.2. Assume 3/8< s < 1, 1/2< bmin{1, s + 1/8} and 0< δ < 1, then it holds that
∥∥I(1− ∂2x )−1∂x(∂xu1∂xu2)∥∥Xδ1,b−1  C(δ1−b + δα−Nβ)‖Iu1‖Xδ1,b‖Iu2‖Xδ1,b , (2.9)
where α =min{5/4− b,3/8+ s − b}, β =min{−1/4,3s − 23/8}.
Proof. By duality and Plancherel identity, it suﬃces to show that for all u ∈ X0,1−b , u j ∈ Xδ0,b , j = 1,2,
Υ ≡
∫
ξ=ξ1+ξ2
τ=τ1+τ2
m(ξ)
m(ξ1)m(ξ2)
|ξ ||ξ1||ξ2|
〈ξ〉〈ξ1〉〈ξ2〉
∣∣ψ̂δu(ξ, τ )∣∣∣∣ ˆ˜u1(ξ1, τ1)∣∣∣∣ ˆ˜u2(ξ2, τ2)∣∣dξ dτ dξ1 dτ1
 C
(
δ1−b + δα−Nβ)‖u‖X0,1−b‖u˜1‖X0,b‖u˜2‖X0,b , (2.10)
where u˜ j is an extension of u j . Without loss of generality, we may assume that ψ̂δu, ˆ˜u j are nonneg-
ative. For simplicity of notations, we drop the ∼ over u j in the following.
By symmetry of ξ1 and ξ2, we need only to control the integral in the domain
D = {(ξ, τ , ξ1, τ1, ξ2, τ2): ξ = ξ1 + ξ2, τ = τ1 + τ2, |ξ1| |ξ2|}.
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D1 =
{
(ξ, τ , ξ1, τ1, ξ2, τ2) ∈ D: |ξ2| 4N
};
D2 =
{
(ξ, τ , ξ1, τ1, ξ2, τ2) ∈ D: |ξ2| > 4N, |ξ1|  |ξ2|, |ξ1| 2N
};
D3 =
{
(ξ, τ , ξ1, τ1, ξ2, τ2) ∈ D: |ξ2| > 4N, |ξ1|  |ξ2|, |ξ1| > 2N
};
D4 =
{
(ξ, τ , ξ1, τ1, ξ2, τ2) ∈ D: |ξ2| > 4N, |ξ1|∼ |ξ2|, |ξ | 2N
};
D5 =
{
(ξ, τ , ξ1, τ1, ξ2, τ2) ∈ D: |ξ2| > 4N, |ξ1|∼ |ξ2|, |ξ | > 2N
}
.
We denote the integral restricted to these regions in their appearing order by Υ1, Υ2, Υ3, Υ4, Υ5,
respectively.
1. Estimate of Υ1. By using Plancherel identity, (2.1), (2.5) and (2.6), we have
|Υ1| C
∫
D1
ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 C‖ψδu‖L2x L2t ‖u1‖L4x L4t ‖u2‖L4x L4t
 C‖ψδu‖X0,0‖u1‖X0, 13 +‖u2‖X0, 13 +
 Cδ1−b‖u‖X0,1−b · δ
1
6−‖u1‖X
0, 12
· δ 16−‖u2‖X
0, 12
 Cδ( 43−b)−‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
2. Estimate of Υ2. Noticing that |ξ |∼ |ξ2|, and using (2.1), (2.5), (2.6), we have
|Υ2| C
∫
D2
( |ξ |
N
)s−1( |ξ2|
N
)1−s
ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 C‖ψδu‖L2x L2t ‖u1‖L4x L4t ‖u2‖L4x L4t
 Cδ( 43−b)−‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
3. Estimate of Υ3. Noticing |ξ1 ± ξ2|∼ |ξ2|, and using (2.4), (2.5), we have
|Υ3| C
∫
D3
( |ξ |
N
)s−1( |ξ1|
N
)1−s( |ξ2|
N
)1−s |ξ ||ξ1||ξ2|
〈ξ〉〈ξ1〉〈ξ2〉 ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 CNs−1
∫
D3
|ξ1|1−s
|ξ |1−s|ξ2|s ψ̂δu|ξ1 + ξ2|
1
2 |ξ1 − ξ2| 12 uˆ1uˆ2 dξ dτ dξ1 dτ1
 CN−1‖ψδu‖L2x L2t
∥∥D 12x I 12−(u1,u2)∥∥L2x L2t
 CN−1δ1−b‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
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|Υ4| C
∫
D4
( |ξ1|
N
)1−s( |ξ2|
N
)1−s |ξ ||ξ1||ξ2|
〈ξ〉〈ξ1〉〈ξ2〉 ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 CN2(s−1)
∫
D4
|ξ1|1−s|ξ2|1−s|ξ |
〈ξ〉 ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1.
Next we deal with the cases 7/8 s < 1 and 3/8< s < 7/8 in different ways.
(1) 7/8 s < 1. By using (2.2), (2.3), (2.5) and (2.6), we have
|Υ4| CN− 14
∫
D4
ψ̂δuuˆ1|ξ2| 14 uˆ2 dξ dτ dξ1 dτ1
 CN− 14 ‖ψδu‖L2x L2t ‖u1‖L4x L6t
∥∥D 14x u2∥∥L4x L3t
 CN− 14 ‖ψδu‖X0,0‖u1‖X0, 512 +‖u2‖X0, 13 +
 CN− 14 δ1−b‖u‖X0,1−b · δ
1
12−‖u1‖X
0, 12
· δ 16−‖u2‖X
0, 12
 CN− 14 δ( 54−b)−‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
(2) 3/8< s < 7/8. Since σ − σ1 − σ2 = 3ξξ1ξ2, one of the following cases always occurs:
(a) |σ | |ξξ1ξ2|; (b) |σ1| |ξξ1ξ2|; (c) |σ2| |ξξ1ξ2|. (2.11)
We consider the three cases separately. If (a) holds, for s < 7/8 and 7/8 − s  1 − b, the integral Υ4
restricted to this domain is bounded by
CN2(s−1)
∫
D4
|ξ1|1−s|ξ2|1−s|ξ |
〈ξ〉|ξ | 78−s|ξ1| 78−s|ξ2| 78−s
〈σ 〉 78−sψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 CN2(s−1)
∫
D4
〈σ 〉 78−sψ̂δuuˆ1|ξ2| 14 uˆ2 dξ dτ dξ1 dτ1
 CN2(s−1)
∥∥〈σ 〉 78−sψ̂δu∥∥L2ξ L2τ ‖u1‖L4x L6t ∥∥D
1
4
x u2
∥∥
L4x L
3
t
 CN2(s−1)‖ψδu‖X
0, 78 −s
‖u1‖X
0, 512 +
‖u2‖X
0, 13 +
 CN2(s−1)δ( 38+s−b)−‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
If (b) or (c) holds, the argument is similar to case (a).
5. Estimate of Υ5.
|Υ5| C
∫
D5
( |ξ |
N
)s−1( |ξ1|
N
)1−s( |ξ2|
N
)1−s
ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 CNs−1
∫
D
|ξ1|1−s|ξ2|1−s
|ξ |1−s ψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1.5
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(1) 7/8 s < 1. We have
|Υ5| CN− 14
∫
D5
ψ̂δuuˆ1|ξ2| 14 uˆ2 dξ dτ dξ1 dτ1
 CN− 14 ‖ψδu‖L2x L2t ‖u1‖L4x L6t
∥∥D 14x u2∥∥L4x L3t
 CN− 14 δ( 54−b)−‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
(2) 3/8 < s < 7/8. We consider the three cases (a), (b), (c) in (2.11) separately. If (a) holds, the
integral Υ5 restricted to this domain is bounded by
CNs−1
∫
D5
|ξ1|1−s|ξ2|1−s
|ξ |1−s|ξ | 78−s|ξ1| 78−s|ξ2| 78−s
〈σ 〉 78−sψ̂δuuˆ1uˆ2 dξ dτ dξ1 dτ1
 CN3s− 238
∫
D5
〈σ 〉 78−sψ̂δuuˆ1|ξ2| 14 uˆ2 dξ dτ dξ1 dτ1
 CN3s− 238
∥∥〈σ 〉 78−sψ̂δu∥∥L2ξ L2τ ‖u1‖L4x L6t ∥∥D
1
4
x u2
∥∥
L4x L
3
t
 CN3s− 238 ‖ψδu‖X
0, 78 −s
‖u1‖X
0, 512 +
‖u2‖X
0, 13 +
 CN3s− 238 δ( 38+s−b)−‖u‖X0,1−b‖u1‖X0,b‖u2‖X0,b .
If (b) or (c) holds, the argument is similar to the case (a). The proof of Theorem 2.2 is complete. 
Theorem 2.3. Assume 0 s < 1, 1/2< b (2+ s)/3 and 0< δ < 1, then it holds that
∥∥I∂x(u1u2)∥∥Xδ1,b−1  Cδ1−b‖Iu1‖Xδ1,b‖Iu2‖Xδ1,b . (2.12)
The proof of Theorem 2.3 is similar to that of Theorem 2.2 and so is omitted.
3. Local well-posedness result
In this section, we aim to present the local well-posedness result, especially focus our attention on
the relationship between the lifespan of the local solution and the initial data.
Let 3/8 < s < 1,1/2 < b min{(2 + s)/3, s + 1/8},0 < δ < 1. For u0 ∈ Hs(R), we deﬁne a ball in
Xδs,b
B = {u ∈ Xδs,b: Iu ∈ Xδ1,b, ‖Iu‖Xδ1,b  2C‖Iu0‖H1} (3.1)
and a mapping
S(u) = W (t)u0 −
t∫
W
(
t − t′)B(u,u)(t′)dt′, u ∈ B, (3.2)0
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B(u,u) = 1
2
∂xu
2 + (1− ∂2x )−1∂x
[
u2 + 1
2
(∂xu)
2
]
.
For u ∈ B, by using Theorems 2.1–2.3, we obtain
∥∥I S(u)∥∥Xδ1,b  C‖Iu0‖H1 + C(δ1−b + δα−Nβ)‖Iu‖2Xδ1,b
 C‖Iu0‖H1 + C
(
δ1−b + δα−Nβ)(2C‖Iu0‖H1)2,
where α,β are deﬁned as in Theorem 2.2. By choosing N suitable large and
δ ∼ ‖Iu0‖−
1
1−b
H1
, (3.3)
we have
Cδ1−b
(
2C‖Iu0‖H1
)2  1
2
C‖Iu0‖H1; (3.4)
Cδα−Nβ
(
2C‖Iu0‖H1
)2  1
2
C‖Iu0‖H1 , (3.5)
and thus
S(B) ⊆ B.
In an analogous way, for u, v ∈ B, by (3.4) and (3.5), we obtain
∥∥I S(u) − I S(v)∥∥Xδ1,b
 C
(
δ1−b + δα−Nβ)(‖Iu‖Xδ1,b + ‖I v‖Xδ1,b )‖Iu − I v‖Xδ1,b
 1
2
‖Iu − I v‖Xδ1,b .
Therefore, S is a contraction mapping on B. The ﬁxed point u is the unique local solution to the
Cauchy problem (1.1)–(1.2) in Xδs,b , and furthermore
‖Iu‖Xδ1,b  C‖Iu0‖H1 . (3.6)
Theorem 3.1. Assume 3/8 < s < 1, then the Cauchy problem (1.1)–(1.2) is locally well-posed for ini-
tial data u0 ∈ Hs(R). More precisely, (1.1)–(1.2) possesses a unique solution u satisfying Iu ∈ Xδ1,b ⊆
C([0, δ]; H1(R)), and the mapping u0 → u belongs to C(Hs(R); Xδs,b) ⊆ C(Hs(R);C([0, δ]; Hs(R))), where
1/2< b min{(2+ s)/3, s + 1/8}. Moreover, the lifespan and the solution satisfy (3.3) and (3.6).
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The goal of this section is to prove the almost conservation law, which indicates that the modiﬁed
energy ‖Iu(t)‖H1 increases slowly provided that N is large and δ is small.
Assume u is the solution to the Cauchy problem (1.1)–(1.2) on [0, δ] in the sense of Theorem 3.1.
Acting (1.4) with operator I , and then multiplying with 2(1− ∂2x )Iu and integrating in x, we obtain
∥∥Iu(δ)∥∥2H1 − ‖Iu0‖2H1 =
δ∫
0
∫
R
(
1− ∂2x
)
∂x(Iu)
(
Iu2
)
dxdt
+ 2
δ∫
0
∫
R
∂x(Iu)
(
Iu2
)
dxdt
+
δ∫
0
∫
R
∂x(Iu)
(
I(∂xu)
2)dxdt. (4.1)
Noticing that
δ∫
0
∫
R
[(
1− ∂2x
)
∂x(Iu)(Iu)
2 + ∂x(Iu)(Iu)2 + ∂x(Iu)(∂x Iu)2
]
dxdt = 0, (4.2)
we have
∥∥Iu(δ)∥∥2H1 − ‖Iu0‖2H1 =
δ∫
0
∫
R
(
1− ∂2x
)
∂x(Iu)
[
Iu2 − (Iu)2]dxdt
+ 2
δ∫
0
∫
R
∂x(Iu)
[
Iu2 − (Iu)2]dxdt
+
δ∫
0
∫
R
∂x(Iu)
[
I(∂xu)
2 − (∂x Iu)2
]
dxdt. (4.3)
Inserting (4.2) into (4.1) enables us to take advantage of some internal cancellation.
Theorem4.1. Assume s < 1, bmax{(1/2)+,7/8−s} and u is the solution to the Cauchy problem (1.1)–(1.2)
on [0, δ] in the sense of Theorem 3.1. Then it holds that
∣∣∥∥Iu(δ)∥∥2H1 − ‖Iu0‖2H1 ∣∣ Cδ 14−N−2b− 14 ‖Iu‖3Xδ1,b . (4.4)
Proof. We estimate the three integrals in (4.3) separately, and denote them in their appearing order
by J1, J2, J3, respectively.
First we estimate J1. By Plancherel identity, it suﬃces to show that for all u j ∈ Xδ0,b , j = 1,2,3,
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ξ1+ξ2+ξ3=0
τ1+τ2+τ3=0
|m(ξ1 + ξ2) −m(ξ1)m(ξ2)|
m(ξ1)m(ξ2)
|ξ3|〈ξ3〉
〈ξ1〉〈ξ2〉
· ∣∣ ˆ˜u1(ξ1, τ1)∣∣∣∣ ˆ˜u2(ξ2, τ2)∣∣∣∣ ˆ˜u3(ξ3, τ3)∣∣dξ1 dτ1 dξ2 dτ2
 Cδ 14−N−2b− 14
3∏
j=1
‖u˜ j‖X0,b , (4.5)
where u˜ j ∈ X0,b is an extension of u j . Without loss of generality, we may assume that ˆ˜u j are nonneg-
ative. For simplicity, we drop the ∼ over u j in the following. By symmetry of ξ1 and ξ2, and noticing
that m(ξ1 + ξ2) −m(ξ1)m(ξ2) vanishes when |ξ1|, |ξ2| N/2, we restrict the domain of integration to
A = {(ξ1, τ1, ξ2, τ2, ξ3, τ3): ξ1 + ξ2 + ξ3 = 0, τ1 + τ2 + τ3 = 0, |ξ1| |ξ2|, |ξ2| > N/2}. (4.6)
In order to estimate the integral, we split the domain of integration A into three regions:
A1 =
{
(ξ1, τ1, ξ2, τ2, ξ3, τ3) ∈ A: |ξ1|  |ξ2|, |ξ1| N
};
A2 =
{
(ξ1, τ1, ξ2, τ2, ξ3, τ3) ∈ A: |ξ1|  |ξ2|, |ξ1| > N
};
A3 =
{
(ξ1, τ1, ξ2, τ2, ξ3, τ3) ∈ A: |ξ1|∼ |ξ2|
}
. (4.7)
We denote the integral in (4.5) restricted to these regions in their appearing order by J11, J12, J13,
respectively.
Since σ1 + σ2 + σ3 = 3ξ1ξ2ξ3, one of the following cases always occurs:
(a) |σ1| |ξ1ξ2ξ3|; (b) |σ2| |ξ1ξ2ξ3|; (c) |σ3| |ξ1ξ2ξ3|. (4.8)
1. Estimate of J11. By mean value theorem, there exists θ ∈ (0,1), such that
m(ξ1 + ξ2) −m(ξ1)m(ξ2) =m′(θξ1 + ξ2)ξ1.
In the region of A1, |θξ1 + ξ2|∼ |ξ2|, thus
|m(ξ1 + ξ2) −m(ξ1)m(ξ2)|
m(ξ1)m(ξ2)
= |m(ξ1 + ξ2) −m(ξ2)|
m(ξ2)
= |m
′(θξ1 + ξ2)||ξ1|
m(ξ2)
 C |ξ1||ξ2| . (4.9)
If (a) holds, by Plancherel identity and (2.2), (2.3), (2.6), the integral J11 restricted to this domain
is dominated by
C
∫
A1
|ξ1|
|ξ2|
|ξ3|〈ξ3〉
〈ξ1〉〈ξ2〉
1
|ξ1|b|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 C
∫
A
|ξ1|1−b|ξ3|2−b
〈ξ1〉|ξ2|2+b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ21
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∥∥〈σ1〉buˆ1∥∥L2ξ L2τ ∥∥D
1
4
x u2
∥∥
L4x L
3
t
‖u3‖L4x L6t
 CN−2b− 14 ‖u1‖X0,b‖u2‖X0, 13 +‖u3‖X0, 512 +
 Cδ 14−N−2b− 14
3∏
j=1
‖u j‖X0,b .
If (b) or (c) holds, the argument is similar to case (a).
2. Estimate of J12. In the region of A2,m(ξ1 + ξ2)∼m(ξ2), and thus
|m(ξ1 + ξ2) −m(ξ1)m(ξ2)|
m(ξ1)m(ξ2)
 max{m(ξ1 + ξ2),m(ξ2)}
m(ξ1)m(ξ2)
 C
m(ξ1)
 C
( |ξ1|
N
)1−s
. (4.10)
If (a) holds, for 2− b  b+ 5/4, by (2.2), (2.3), (2.6), in this domain the integral J12 is bounded by
C
∫
A2
( |ξ1|
N
)1−s |ξ3|〈ξ3〉
〈ξ1〉〈ξ2〉
1
|ξ1|b|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CNs−1
∫
A2
|ξ3|2−b
|ξ1|s+b|ξ2|1+b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN−3b− 14
∥∥〈σ1〉buˆ1∥∥L2ξ L2τ ∥∥D
1
4
x u2
∥∥
L4x L
3
t
‖u3‖L4x L6t
 CN−3b− 14 ‖u1‖X0,b‖u2‖X0, 13 +‖u3‖X0, 512 +
 Cδ 14−N−3b− 14
3∏
j=1
‖u j‖X0,b .
If (b) or (c) holds, the argument is similar to case (a).
3. Estimate of J13. In the region of A3, we have
|m(ξ1 + ξ2) −m(ξ1)m(ξ2)|
m(ξ1)m(ξ2)
 C
( |ξ1|
N
)1−s( |ξ2|
N
)1−s
. (4.11)
If (a) holds, for 2− b 2(s + b) + 1/4, we bound the integral J13 restricted to this domain by
C
∫
A3
( |ξ1|
N
)1−s( |ξ2|
N
)1−s |ξ3|〈ξ3〉
〈ξ1〉〈ξ2〉
1
|ξ1|b|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN2(s−1)
∫
A3
|ξ3|1−b〈ξ3〉
|ξ1|s+b|ξ2|s+b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN−3b− 14
∥∥〈σ1〉buˆ1∥∥L2L2τ ∥∥D 14x u2∥∥L4x L3‖u3‖L4x L6tξ t
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 Cδ 14−N−3b− 14
3∏
j=1
‖u j‖X0,b .
If (b) or (c) holds, the argument is similar to case (a). Therefore we obtain
| J1| Cδ 14−N−2b− 14 ‖Iu‖3Xδ1,b .
The estimate of J2 can be obtained similarly as for J1, so we only present the result and omit the
details
| J2| Cδ 14−N−2b− 94 ‖Iu‖3Xδ1,b .
Next we estimate J3. By Plancherel identity, it suﬃces to show that for all u j ∈ Xδ0,b, j = 1,2,3,∫
ξ1+ξ2+ξ3=0
τ1+τ2+τ3=0
|m(ξ1 + ξ2) −m(ξ1)m(ξ2)|
m(ξ1)m(ξ2)
|ξ1||ξ2||ξ3|
〈ξ1〉〈ξ2〉〈ξ3〉
· ∣∣ ˆ˜u1(ξ1, τ1)∣∣∣∣ ˆ˜u2(ξ2, τ2)∣∣∣∣ ˆ˜u3(ξ3, τ3)∣∣dξ1 dτ1 dξ2 dτ2
 Cδ 14−N−2b− 14
3∏
j=1
‖u˜ j‖X0,b , (4.12)
where u˜ j ∈ X0,b is an extension of u j . We may again assume that ˆ˜u j are nonnegative. For simplicity,
we drop the ∼ over u j in the following. Similarly, we restrict the domain of integration to A deﬁned
in (4.6) and split it into three regions A1, A2, A3 deﬁned in (4.7). We denote the integral in (4.12)
restricted to these regions in their appearing order by J31, J32, J33, respectively.
1. Estimate of J31. If the case (a) in (4.8) holds, noticing (4.9) and by Plancherel identity and (2.2),
(2.3), (2.6), we bound the integral J31 restricted to this domain by
C
∫
A1
|ξ1|
|ξ2|
|ξ1||ξ2||ξ3|
〈ξ1〉〈ξ2〉〈ξ3〉
1
|ξ1|b|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 C
∫
A1
|ξ1|2−b
〈ξ1〉|ξ2|1+b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN−3b− 14
∥∥〈σ1〉buˆ1∥∥L2ξ L2τ ∥∥D
1
4
x u2
∥∥
L4x L
3
t
‖u3‖L4x L6t
 CN−3b− 14 ‖u1‖X0,b‖u2‖X0, 13 +‖u3‖X0, 512 +
 Cδ 14−N−3b− 14
3∏
j=1
‖u j‖X0,b .
If (b) or (c) holds, the argument is similar to case (a).
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by
C
∫
A2
( |ξ1|
N
)1−s |ξ1||ξ2||ξ3|
〈ξ1〉〈ξ2〉〈ξ3〉
1
|ξ1|b|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CNs−1
∫
A2
|ξ1|1−s−b
|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN−3b− 14
∥∥〈σ1〉buˆ1∥∥L2ξ L2τ ∥∥D
1
4
x u2
∥∥
L4x L
3
t
‖u3‖L4x L6t
 Cδ 14−N−3b− 14
3∏
j=1
‖u j‖X0,b .
If (b) or (c) holds, the argument is similar to case (a).
3. Estimate of J33. If (a) holds, for 2(1 − s − b)  1/4 and noticing (4.11), we bound the integral
J33 restricted to this domain by
C
∫
A3
( |ξ1|
N
)1−s( |ξ2|
N
)1−s |ξ1||ξ2||ξ3|
〈ξ1〉〈ξ2〉〈ξ3〉
1
|ξ1|b|ξ2|b|ξ3|b 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN2(s−1)
∫
A3
|ξ1|1−s−b|ξ2|1−s−b|ξ3|1−b
〈ξ3〉 〈σ1〉
buˆ1uˆ2uˆ3 dξ1 dτ1 dξ2 dτ2
 CN−2b− 14
∥∥〈σ1〉buˆ1∥∥L2ξ L2τ ∥∥D
1
4
x u2
∥∥
L4x L
3
t
‖u3‖L4x L6t
 Cδ 14−N−2b− 14
3∏
j=1
‖u j‖X0,b .
If (b) or (c) holds, the argument is similar to case (a). Therefore we obtain
| J3| Cδ 14−N−2b− 14 ‖Iu‖3Xδ1,b .
This completes the proof of Theorem 4.1. 
5. Global well-posedness result
In this section, we prove the global well-posedness for the Cauchy problem of Eq. (1.1), i.e. for any
given T  1, (1.1)–(1.2) are well-posed on the time interval [0, T ].
For given initial data u0 ∈ Hs(R),
‖Iu0‖H1  C1N1−s‖u0‖Hs . (5.1)
Theorem 3.1 shows that the solution u exists on [0, δ], with
δ−1 ∼ ‖Iu0‖
1
1−b
H1
,
1
2
< bmin
{
2+ s
3
, s + 1
8
}
(5.2)
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‖Iu‖Xδ1,b  C2‖Iu0‖H1  2C2‖Iu0‖H1 . (5.3)
By Theorem 4.1, we have
∥∥Iu(δ)∥∥2H1  ‖Iu0‖2H1 + C3δ 14−N−2b− 14 (2C2‖Iu0‖H1)3.
As long as
C3δ
1
4−N−2b−
1
4
(
2C2‖Iu0‖H1
)3  3‖Iu0‖2H1 , (5.4)
we have
∥∥Iu(δ)∥∥H1  2‖Iu0‖H1 . (5.5)
Thus we may consider the Cauchy problem of Eq. (1.1) with initial time t = δ and initial data u(δ),
and repeat the above process to extend the solution to time t = 2δ.
To extend the local solution to the time interval [0, T ], we should iterate the process [T δ−1] times,
which can be done provided
C3δ
1
4−N−2b−
1
4
(
2C2‖Iu0‖H1
)3
T δ−1  3‖Iu0‖2H1 . (5.6)
By (5.1) and (5.2), it suﬃces
C4T‖u0‖
7−4b
4(1−b)+
Hs N
−2b− 14+ 7−4b4(1−b) (1−s)+  1, (5.7)
which can be satisﬁed by choosing N suﬃciently large and demanding that
−2b − 1
4
+ 7− 4b
4(1− b) (1− s) < 0, (5.8)
i.e.
s >
8b2 − 11b + 6
7− 4b . (5.9)
As the right-hand side of (5.9) achieves its minimum (6
√
10 − 17)/4 when b = (14 − 3√10)/8, and
thus s > (6
√
10− 17)/4. More precisely, by choosing
N = [C4T‖u0‖ 7−4b4(1−b)+Hs ]
1
2b+ 14 − 7−4b4(1−b) (1−s)
+
= CT 5−
√
10
5 γ ‖u0‖γHs ,
where γ = [(s − (6√10− 17)/4)−1]+, from the iteration, we have
sup
t∈[0,T ]
∥∥u(t)∥∥Hs  2‖Iu0‖H1  2CN1−s‖u0‖Hs
 CT 5−
√
10
5 γ (1−s)‖u0‖1+γ (1−s)Hs . (5.10)
This completes the proof of Theorem 1.1.
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