Abstract-In real-world applications, objects of multiple types are interconnected, forming Heterogeneous Information Networks. In such heterogeneous information networks, we make the key observation that many interactions happen due to some event and the objects in each event form a complete semantic unit. By taking advantage of such a property, we propose a generic framework called HyperEdge-Based Embedding (HEBE) to learn object embeddings with events in heterogeneous information networks, where a hyperedge encompasses the objects participating in one event. The HEBE framework models the proximity among objects in each event with two methods: (1) predicting a target object given other participating objects in the event, and (2) predicting if the event can be observed given all the participating objects. Since each hyperedge encapsulates more information of a given event, HEBE is robust to data sparseness and noise. In addition, HEBE is scalable when the data size spirals. Extensive experiments on large-scale real-world datasets show the efficacy and robustness of the proposed framework.
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INTRODUCTION
L EARNING objects embeddings is to represent each object using a low-dimensional vector. It is an important task in unsupervised learning and in data preprocessing of supervised learning. The low-dimensional vectors, as distributed representations of the relationships among objects, are beneficial for various downstream applications, such as exploratory data analysis, link prediction [1] , visualization [2] , object clustering [3] , classification [4] , and recommendation [5] . The objective of embedding techniques is mainly to preserve certain relationships among objects [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] .
Interactions among individual components or agents, such as friendships in social sites, hyperlinks on webpages, word co-occurrences in corpora and citations in bibliographical data, are ubiquitous in real-world applications. Embedding on single-typed interactions (e.g., word cooccurrences, friendships) has been studied extensively. Taking word co-occurrences as an example, given a corpus, there is an interaction between two words if one word (as target) appears near the other word (as context) within a snippet, such as a sentence. The proximity of the interaction between the two words can be modeled as the conditional probability of predicting the observed target word given the context word [7] , where the conditional probability is estimated via softmax function, with low-dimensional vectors of words as parameters. This model has also been generalized to network data, such as [8] , [11] , [23] .
On the other hand, recent years have witnessed an increasing interest on studying interactions among strongly-typed objects, which form Heterogeneous Information Networks (HINs) [24] . Bibliographical data is one such example, the interactions among objects include authors writing paper, paper being published in venue, and paper containing terms as content. Among these strongly-typed interactions, a key observation is that many interactions happen due to some event. For instance, when a paper is published, the interactions among corresponding paper, author(s), venue and terms forms a complete semantic unit in the bibliographical HIN. Consequently, we define the publication of a paper as an event. Moreover, we represent each event using a hyperedge, which encapsulates all the participating objects in the event. Since all the interactions in one event share semantic implications, we take advantage of such a property and attempt the problem of object embedding learning with events in HINs.
Embedding learning with strongly-typed interactions has broad real-world applications [9] , [12] , [50] . There are different approaches to computing embeddings. However, existing approaches do not take advantage of such event simultaneity property. We use DBLP as an illustration example. Example 1.1. DBLP (http://dblp.uni-trier.de) is a CS bibliographical information network, where each publication record corresponds to an event. There are three types of participating objects: authors (A), terms (T), and venue (V), with their interactions represented at the schema level as shown in Fig. 1 (left). To learn object embeddings, we need to preserve the proximity among all the participating objects ( Fig. 1, top right) . Previous studies (e.g., [9] , [12] ) decompose the interaction among all participating objects in each event into several scattered pairwise interactions (e.g., Author-Paper, Venue-Paper), as shown in Fig. 1 (bottom right). Object embeddings are then learned by combing embedding learning procedures upon each set of pairwise interactions, using existing embedding learning methodologies developed for single-typed network data. However, such pairwise interactions may miss some important information. Consider Einstein and Hawking may publish in the same venue, using similar terms in astrophysics, but they did not coauthor a paper. Pairwise modeling cannot capture such subtle differences.
In this paper, we propose a generic framework called HyperEdge Based Embedding (HEBE) that captures multiple interactions as a whole, which is illustrated in the top right of Fig. 1 . Inspired from classical hypergraph theory [25] on hyperedges, we define a hyperedge as a set of objects forming a consistent and complete semantic unit. It is worth noting that the hyperedge defined here is more general than in classical hypergraph theory since the participating objects might be of different types. For each event, we model the proximity of the interaction among all participating objects in the hyperedge as a whole. Hyperedges provide us with a more complete description of events, therefore our methods preserves more contextual information for embedding learning in HINs.
The hyperedge model encapsulates more information, but also imposes challenges on modeling and optimization. Since interactions with multiple participating objects are modeled as a whole, existing methods cannot be straightforwardly applied. Instead, we propose two methods based on different prediction semantics to model the proximity of each event.
The first method HEBE-Predict Object (HEBE-PO) is to predict if a participating object (as target) would be observed in an event given all the other participating objects. This method is based on the observation that all the participating objects in an event share semantic similarity. Our second HEBE-Predict HyperEdge (HEBE-PE) is to predict if the hyperedge can be observed given all the participating objects. Similar to HEBE-PO, HEBE-PE is based on the observation of semantic similarity among participating objects. Moreover, HEBE-PE additionally learn the embedding for the event, which provides further guidance on the semantic meaning of the whole event. The embeddings for the events serve as summarization of the event and can filter out noise information in the event observations.
In addition, it is essential for HEBE to be scalable on big data. We leverage recent advancement of asynchronous stochastic optimization [26] to take advantage of the parameter sparsity in embedding learning. Furthermore, we devise a new optimization technique, called Noise Pairwise Ranking, on the conditional probability of prediction. In sharp comparison with the existing methods, our method is free of negative sampling hyperparameter [7] , [11] , [27] .
In HEBE, each hyperedge encapsulates more contextual information, leading to more informative and efficient updates. Consequently, HEBE is more robust to data sparseness and noise. We apply HEBE to large-scale HINs to learn object embeddings and measure the quality of the learned embeddings by various classification tasks. We observe that HEBE produces embeddings with better classification accuracy results while being robust to data sparseness and noise.
In sum, the study makes the following contributions:
1) It proposes the problem of learning embeddings for HINs using hyperedges, especially interactions with consistent and complete semantics are modeled as a whole, i.e., an event. 2) A new embedding framework HEBE is established, with two methods (HEBE-PO and HEBE-PE) further proposed to model the proximity among participating objects in each event. 3) A new method Noise Pairwise Ranking is developed to optimize the conditional probability based on ranking. 4) Extensive numerical experiments are conducted to demonstrate the effectiveness and robustness of HEBE.
PRELIMINARIES
In this section, we define the problem of embedding learning with events in heterogeneous information networks and introduce several related concepts and necessary notations.
Heterogeneous Information Networks and Events
We first define HIN and events in HINs.
Definition 2.1 (Information Networks). Given a set of objects belonging to T types X ¼ fX t g T t¼1 , where X t represents the set of distinct objects with tth type, a network G ¼ hX; Ei is called an information network on objects X , where E is a set of binary interactions of objects in X . Specifically, such an information network is called a heterogeneous information network (HIN) if T ! 2; and homogeneous information network if T ¼ 1.
Definition 2.2 (Events).
For a set of objects V i & X, if interactions among objects in V i form a consistent and complete semantic unit, we define it as an event Q i and represent the Fig. 1 . The interaction schema of DBLP is in the left. In a publication event, the interactions of authors-publication, venue-publication, and terms-publication form a complete semantic unit. Existing methods (in the bottom right) consider each interaction type independently. Our method (in the top right) defines the set of interactions resulted from the same event as a hyperedge, and model each hyperedge as a whole. event by a triplet Q i ¼ hq i ; V i ; v i i, where q i is the event identifier serving as the index of the event, V i X is the set of participating objects, and v i is the weight of event Q i (e.g., the number of occurrences of this event).
For each dataset, the semantic unit can be specified by the users. For example, in the DBLP dataset, the semantic unit is defined as the publication of each paper, with the additional information of the authors, terms, and venues.
In later sections we will slightly abuse notation and use X t to indicate both the set of objects belonging to tth type and the name of the type as well. Besides multiple object types, we also study the general case with multiple event types where each event type is associated with an event schema, which is a tool to visualize relationships among the event and participating objects. The network schema of DBLP of Example 1.1 is shown on the left of Fig. 1 with one event type. Yelp data described in the following example contain two event types. Event identifiers are marked in dashed circles. Example 2.3. Yelp (http://www.yelp.com/) is an online website for users to review various businesses, which can be naturally represented as a HIN. As shown in Fig. 2 , there are two types of events. The first event type (left) is business profile, the participating object types of which include Terms in Name and Business; The second (right) is the review event, including User, Business, and Term types. The business objects type participates in both event types.
Learning Object Embedding
Given a HIN and the event schema, embedding algorithms learn to represent each object of different types using a lowdimensional vector in the same space. The embedding algorithms are to preserve the semantic similarity among objects as well as event topological structures such that objects that are semantically similar and co-occur in the same event will be close in the space, with the distance measured by cosine similarity, for instance.
Object embedding learning for HINs has broad applications [9] , [12] . A straightforward method would ignore the object types and learn the object embeddings using network models, such as LINE [11] . In existing studies, heterogeneous event data are modeled as a HIN, in which the objects are of multiple types and the relations between objects are also of multiple types [24] . Chang et al. [9] , Tang et al. [12] decompose each event into multiple binary relations between objects. Object embeddings are thus learned based on all sets of binary relations independently in a joint optimization framework. However, as we discussed above, such a decomposition method may lose some subtle information within the HINs.
Instead of simply considering each event as a set of independent binary relations between individual participating objects, we define a new structure to encapsulate all the information based on the events. Inspired from classical analysis on hypergraphs and hyperedges [25] , [28] , for each event Q i , we use a corresponding hyperedge H i to model the event by viewing all the participating objects as a whole in the hyperedge, i.e., H i with q i as its identifier connects the set of objects V i with edge (event) weight v i . When the number of participating objects in each event is two, our model reduces to classical network model with binary interactions. Therefore, each event corresponds to one binary interaction.
In order to model the semantic similarity among participating objects in each event, which consequently preserves the topological structures of events, we propose two methods based on different semantics of prediction. The first insight is that semantically related objects are more likely to participate in the same event. For instance, in the DBLP data, it is more frequently to observe publications with author "Christos Faloutsos" and term "Network" in the venue ICDM. Therefore, we define the object-driven proximity based on the prediction of participating object observation given the other participating objects as context. Definition 2.4. The Object-driven proximity of an event is defined as the likelihood of observing a target object given all other participating objects on the same hyperedge corresponding to an event.
Based on Object-Driven Proximity, we aim at predicting a target object. Therefore, the corresponding embedding algorithm is called HEBE Predict Object (HEBE-PO) where HEBE stands for hyperedge-based embedding.
Since the HEBE-PO approach considers only the semantic proximity among participating objects on the same event (i.e., hyperedge), we further take the event itself into consideration. The second approach therefore is to predict the event given the set of participating objects. In other words, we additionally assign embeddings to each hyperedge (through event identifier) so that the proximity is well-defined, as follows. Definition 2.5. The hyperedge-driven proximity is defined as the likelihood of observing a hyperedge given all the participating objects.
For example, given the set of author (Christos Faloutsos), term (Network) and venue (ICDM), we additionally learn the embedding of the publication event record, and connect the set of participating objects with the right publication record as an observed hyperedge. The corresponding embedding algorithm is called HEBE Predict HyperEdge (HEBE-PE). The underlying intuition of HEBE-PO is that the semantic meanings of all participating objects are close to the semantic meaning of the event. Particularly, the event embedding serves as summarization of all the participating objects, which can effectively filter out noise information within each event if exists.
Based on the two kinds of proximity that preserves the event structures as defined above, we formally define the task of object embedding as follows. either object-driven or hyperedge-driven proximity, where d ( jXj, i.e., M : X ! R d , where X is the set of all objects.
HEBE FRAMEWORK
In this section, we introduce the HEBE framework to learn the object embeddings. The major difficulty that lies in embedding learning in heterogeneous event data is how to model and optimize the proximity among participating objects in each event. We will provide the details of estimating the proximity as introduced in Section 2, and the optimization of which will be discussed in Section 4.
SubEvent Sampling
Before diving into the object learning, we first introduce a concept of SubEvent Sampling to simplify the representation of heterogeneous events. To address the imbalance problem, we propose to sample subevent from each event by uniformly sampling one object from each object type. For instance, given an event of
g (where a Á , t Á and v Á stand for author, term, and venue objects, respective, as shown in Fig. 3 ), we can sample a subevent Q i;s ¼ fa 2 ; t 2 ; v 1 g with probability of 1=ð2 Â 3Þ, consequently, we assign the weight for Q i;s as v i =ð2 Â 3Þ.
For a more general case of Q i , we can sample S i ¼ Q T t¼1 jV t i j subevents, with the weight of each subevent as v i =S i . Notably, we can see for each object v i;t 2 V t i , the aggregated weight for the object is v i =jV t i j, which naturally balances the number of objects in each type. In other words, the more objects are in one type, the less important each object of that type is, vice versa.
We denote e Q i 0 ¼ Q i;s for i ¼ 1; . . . ; n, s ¼ 1; . . . ; S i with i 0 obtained sequentially, as one subevent w.r.t. the event Q i . We flatten the subevent structures within events by defining 1 g have e Q 1 ¼ fa 1 ; t 1 ; v 1 g as a subevent. For implementation, we do subevent sampling on the fly. Suppose event Q i is sampled with probability proportional to v i , we randomly sample one object from each object type and obtain a subevent e Q i 0 . Specifically, the probability of a subevent e Q i 0 being sampled is propotional to v i =S i as desired. The probability of subevents from more than one event can be aggregated accordingly.
Thereafter, for the following analysis we use event and subevent interchangably and we drop e for e Q; e q; e V ; e v whenever the context is clear. We can also use hyperedges to encapsulate subevent topological structures. Without loss of generality, we assume there are no duplicated subevents e Q i 0 's and the weight e v i 0 for each subevent e Q i 0 has been aggregated appropriately.
HEBE Object Prediction
Our first method is HEBE-PO, which is to predict a target object out of all alternative objects given the other participating objects on the same hyperedge as context. Due to the heterogeneity of the objects, we constrain that the alternative objects are of the same type as the target object. When the target object type X t is given, the corresponding target object in each subevent is accordingly u t 2 V t i where jV t i j ¼ 1 for each subevent. Without loss of generality, we further assume the target object is of type X 1 . We denote the target object as u, context object set as C. Obviously, jCj ¼ T À 1 for subevents and u = 2 C. The conditional probability of predicting the target object u is defined as
where SðÁÞ is a scoring function reflecting the similarity between target object u and context objects C. Intuitively, (3.1) can be understood as given C selecting u from the pool of candidates X 1 . Suppose C ¼ fc 2 ; c 3 ; . . . ; c T g, we have the scoring function as
where w u 2 R d is the embeddings of u. We remark that the choice of scoring function is a free parameter and can be altered based on specific applications. The HEBE framework does not depend on the choice of the scoring function.
Objective. Suppose the target object type t. To preserve the object-driven proximity, we can naturally minimize Kullback-Leibler (KL) divergence between model distribution P o ðÁjC t Þ and empirical distribution b P o ðÁjC t Þ where C t is an arbitrary choice of context [11] . We additionally define P t as the sample space of C i;t for i ¼ 1; . . . ; N, such that
is the collection of possible values of context C in the empirical observations of Q. Therefore, the objective function is where we use C t is the importance of the context C t ,
, where u i;t 2 V i is the target object in type X t and I fÁg is a binary indicator function.
Note that we assign the same weight to each object type. The model can be further extended to distinguish the relative importance for different types, as follows:
with g t as importance parameter of object type X t . For simplicity, we set
We leave the more general cases with different g t 's for future work.
Proof.
where
is a constant and the last equation follows from the fact that
The proof completes. t u
Since P o ðu i;t jC i;t Þ is the probability of observing a subevent of with participating objects V i with weight v i , by Lemma 3.1, we have that minimizing the KL divergence is equivalent to maximium likelihood estimation.
HEBE Hyperedge Prediction
Recall that the hyperedge-driven proximity is to predict the hyperedge (through event identifier) given the set of participating objects. Therefore, we need to estimate the corresponding scoring function between the hyperedge (event identifier) and the set of objects. Desirably, the new scoring function Sðq i ; V i Þ for event Q i measures the similarity between the participating object set and the event identifier. The scoring function is defined as follows:
where the embedding of the event identifier is h i and w v i;t is the embedding for object v i;t 2 V t i . Note that in HEBE-PE the context is the set of participating objects. Therefore, the condition probability of predicting the subevent identifier in the hyperedge is as follows:
where Q is the set of all event identifiers. Similarly, P e ðq i jV i Þ corresponds to given V i selecting q i from the pool of candidates Q. To preserve the topological structure of events, we minimize the KL divergence between the empirical distribution of b P e ðÁjV Þ and P e ðÁjV Þ, i.e.,
where V is a set of participating objects, V is the sample space of V , and
V is weighted number of hyperedges connecting with participating objects of V . Since we assume there is no duplicated V i , for subevent q i ,
Maximizing L e is equivalent to maximizing
Since P e ðq i jV i Þ is the probability of observing a subevent of with participating objects V i in subevent q i with weight v i , by Lemma 3.2, we have the minimizing the KL divergence is equivalent to maximium likelihood estimation.
Multiple Event Types
In this section, we consider a more general case, when there are multiple event types, such as Example 2.3. As depicted in Fig. 2 , there are two event types in the event schema, i.e., business profile event type and review event type. Assume there are K event types, considering HEBE-PO, for each event type, we have the objective function as
We treat each event type as equally important. Therefore, the overall objective function to be minimized is
Similar analysis can be directly applied to HEBE-PE.
OPTIMIZATION
We introduce a novel general optimization procedure, called Noise Pairwise Ranking (NPR), for the HEBE framework.
Noise Pairwise Ranking
Considering the objective function of HEBE-PO in (3.3), direct optimizing L o is intractable since the conditional probability (3.1) requires the summation over the entire set of objects of type X 1 . The similar challenge exists for HEBE-PE in (3.6), which sums over the entire set of event identifiers. In the real world applications, the size of objects and event identifiers can be tremendous.
To address this challenge, noise contrastive estimation (NCE) [27] and negative sampling (NEG) [7] are proposed. NCE reduces the problem of estimating the conditional probability into a probabilistic classification problem to distinguish samples from the empirical distribution and a noise distribution, where the empirical distribution corresponds to positive samples and the noise distribution corresponds to negative samples. Moreover, based on NCE, [7] introduces negative sampling. Negative sampling also learns the parameters as a binary classification problem, it particularly formulates the objective as logistic regression, which is shown to be effective in embedding learning [7] , [8] , [11] .
Here, we develop a new optimization framework, called noise pairwise ranking (NPR), from a pairwise ranking perspective. To illustrate the underlying idea, the conditional probability to be maximized can be abstracted as follows:
where U is the set of targets (which can be instantiated to objects or event identifiers). For HEBE-PO, U corresponds to X t where t is the type of the target object; while for HEBE-PE, U corresponds to fq i g N i¼1 . Therefore, we have
which follows from (4.1) via dividing the denominator and numerator by exp À Sðu; CÞ Á . Instead of directly optimizing (4.2) over all u 0 2 U n u, we sample an example u n from U n u as a negative sample; then we update (4.2) using u n as proxy of U n u. W.r.t. sampling u n from U n u, similar to NCE and NEG [7] , [27] , NPR also has a noise distribution P n as a free parameter.
We denote the sigmoid function as sðxÞ ¼ 1=ð1 þ exp ðÀxÞÞ. In order to maximize the conditional probability defined in (4.1), we maximize the following noise pairwise ranking function [7] instead, Pðu > u n jCÞ ¼ s À ÀSðu n ; CÞ þ Sðu; CÞ Á ; (4:3)
which can be interpreted as maximizing the probability of observing the target u over the noise u n , given the context C. Particularly, it can be verified as follows that
Pðu > u n jCÞ;
which implies that optimizing Pðu > u n jCÞ can be explained as optimizing the lower bound of PðujCÞ. It is worth noting that the lower bound is not tight.
Remark 4.1. The derived noise pairwise ranking results in (4.3) is similar to the Bayesian Pairwise Ranking (BPR) proposed in [29] . However, BPR is designed for the personalized ranking in a specific recommender system with the negative samples coming from missing implicit feedback; while our NPR is derived based on approximation from the softmax definition of the conditional probability. Besides, the negative samples are sampled from a noise distribution.
Thus, for all u n 2 U n u, (4.1) can be approximated by log PðujCÞ / E u n $P n log Pðu > u n jCÞ;
where P n is the noise distribution. We set P n / d 3=4 u , as proposed in [7] , where d u is the degree of u. For HEBE-PO, the degree d u of each object is the number of hyperedges that object u involves in; while for HEBE-PE, the degree d u is set to be the weight of the event (i.e., v u ).
Optimization for HEBE-PO
Based on the NPR optimization framework proposed in Section 4.1, we apply it to the method of HEBE-PO in the HEBE framework. Recall that the optimization objective of HEBE-PO is defined in (3.3) with the conditional probability defined in (3.1). By applying the NPR optimization method, we have the following new objective function
E u n;t $PnðX t Þ P o ðu i;t > u n;t jC i;t Þ:
where u n;t is the sampled noise from P n ðX t Þ and the latter is the noise distribution of objects of type X t . According to (4.3), we have
To optimize e L o , we use the asynchronous stochastic gradient algorithm (ASGD) [26] . ASGD takes advantage of the sparsity of the optimization problem, which means that most gradient updates only modify a small portion of the variables. Define Q Q ¼ fw v g v2X as the parameters, where w v is the embedding for object v, we have the gradient
E u n;t $P n ðX t Þ @P o ðu i;t > u n;t jC i;t Þ @Q Q :
We define the shorthand notation P o ð > t;i;n Þ ¼ P o ðu i;t > u n;t jC i;t Þ. The gradients can be written as follows:
where S D ¼ ÀSðu n;t ; C i;t Þ þ Sðu i;t ; C i;t Þ. Gradient Coefficient. Objects in types of smaller sizes are more likely to be sampled when we sample the events. For instance in the example of DBLP, the expected probability of a random venue being sampled is propotional to 1=jX V j; while for objects of types author and term, the expected probabilities of being sampled are 1=jX A j and 1=jX T j, respectively. Since jX A j ) jX V j and jX T j ) jX V j, the expected probability of each venue being sampled is higher than authors and terms. Similar observations can also be made in the Yelp network. This inevitably makes some object types better trained than others as optimization proceeds, resulting in the learned Q Q being trapped at poor local optima during the optimization procedure.
In order to balance the average step size among different object types, when applying ASGD to learn the object embeddings (and event identifier embeddings for HEBE-PE), we propose to adjust the global step size using a type-wise gradient coefficient. Suppose the global step size is h, given an object type t, the step size for each object in X t is defined as b t ¼ a t h, where a t is the gradient coefficient,
We define b b ¼ ½b t T t¼1 as the vector of step size for each object type. By (4.5), we have that for object type t, the smaller jX t j, the smaller a t , corresponding to smaller stepsize. Therefore, we slow down the training process for the objects of type t where jX t j is relatively smaller.
The updating process for a single iteration of HEBE-PO is summarized in Algorithm 1.
Algorithm 1. HEBE-PO(Q i ; b b)
1: Sample a subevent e Q from Q i ; 2: Uniformly sample an object type X t from e Q; 3: Draw a random object from P n ðX t Þ as noise object; 4: Update Object Embeddings Q Q of e Q by Gradient Descent (4.4) with type-wise step size b b; 5: Return: Q Q
Optimization for HEBE-PE
Similarly, we apply the NPR optimization framework to HEBE-PE, which yields the new optimization objective of
v i E q n $P n ðQÞ P e ðq i > q n jV i Þ;
where q n is the sampled noise event from P n ðQÞ. In addition, we have
It
as parameters, in addition to object embeddings Q Q. The gradient @P e ð > i;n Þ=@Q Q can be obtained as follows, with P e ð > i;n Þ ¼ P e ðq i > q n jV i Þ,
where S D ¼ ÀSðq n ; V i Þ þ Sðq i ; V i Þ. Additionally, we have @P e ð > i;n Þ=@H H as follows:
(4:7)
The corresponding updating process for a single iteration of HEBE-PE is presented in Algorithm 2. 
Algorithm 2. HEBE-PE(Q
i ; b b) 1: Sample a subevent e Q from Q i ; 2: Draw an event identifier from P n ðQÞ as negative; 3: Update Object Embeddings Q Q of e Q by Gradient Descent (4.6) with type-wise step size b b; 4: Update Event Identifier Embeddings
Unified Algorithm
The optimization procedures for HEBE-PO and HEBE-PE introduced in the previous sections are applicable when there is only one event type. Here, we consider the more general scenario where there are multiple event types (i.e., K > 1). The unified algorithm is described in Algorithm 3, with h 0 and R as the initial step size and the iteration number. When learning embeddings for the objects (and the event identifiers) in the heterogeneous information networks, we opt to use a similar procedure to that used in [12] , which is to use all event types jointly and weigh each event type equally. Accordingly, we adopt the strategy that first uniformly samples a event type and then sample a event instance of that type, as shown in Line 8.
EXPERIMENTAL STUDY
In this section, we report experimental results of the proposed two HEBE methods, including HEBE-PO and HEBE-PE. To evaluate how well the learned embeddings preserve the proximity between objects in HINs with events, we evaluate the embeddings using both classification and ranking measures. Particularly, via a series of quantitative studies, we aim at answering the following questions: 
Sample a event Q i of event type k 10:
if method is HEBE-PO then 11:
else if method is HEBE-PE then 13:
end if 15: end for 16: end for 17: Return: Q Q; H
Datasets and Compared Methods
We introduce two datasets on which we conduct experiments: DBLP and Yelp, as of Examples 1.1 and 2.3. The basic statistics of both datasets are summarized in Table 1 . The event schemas of DBLP and Yelp can be found in Figs. 1  and 2 . In Yelp dataset, user type is removed in event type I due to data sparsity that the number of reviews written by each user is typically small. It is worth noting that we distinguish the terms in the review and terms in the business profile in event type II.
In order to demonstrate the efficacy of the two proposed methods, we use an extensive set of existing methods as baselines. For the sake of convenience, we define some notations before detailing the baselines. Recall that X is the set of objects and D is the set of events. We define the coocurrence matrix M 2 R jX jÂjXj such that M i;j denotes the number of events that two objects are both involved in. It is worth noting that by constructing the coocurrence matrix, we ignore the type information associated with each object. Due to the fact that some methods decompose the data into pairwise interactions, total degrees among different interactions may vary significantly and compromise the embeddings. For fair comparison, we therefore can first apply degree normalizions to these pairwise interaction sets and then merge them to get normalized coocurrence matrix f M as presented in [30] . The dimensionality of object embeddings is set to be 300 for all methods. In particular, we consider the following methods: Singular Value Decomposition (SVD) on M, and singular vectors are used as object representations. Normalized SVD (NSVD) on f M. Positive shifted PMI (PPMI). As shown in [31] , the word embedding with negative sampling is equivalent to approximate the PPMI. Hence, we perform SVD on the PPMI matrix of M. We have k ¼ 5 as the negative sampling parameter. Non-negative Matrix Factorization (NMF) on M, and matrix factor is used as object representation. Normalized NMF (NNMF) on f M. LINE [11] : a second-order object embedding approach originally proposed for networked data. We apply LINE to the decomposed pairwise interactions directly, ignoring the object type information. PTE [12] : an object embedding approach that applies pairwise modeling in a round-robin fashion within each event, considering the type information. 1 The implementation of HEBE can be found here (bitbucket.org/hgui/hebe).
Evaluation Metric
The goal of our experiments is to quantitatively evaluate how well our methods perform in generating proximitypreserved embeddings.
One way to evaluate the quality of the embeddings is through proximity-related object classification tasks. After obtaining the embeddings of the objects, we feed these embeddings into classifiers including linear SVM and logistic regression to perform classification with five-fold cross validation. Supposing x 2 X, we define l Ã x as the true label of x while b l x as the predicted label of x. We report the classification metric accuracy (Acc.)
where X l is the set of objects that have labels and dðÁÞ is the indicator function. Due to the space limit, the higher accuracy of linear svm and logistic regression for each method gets reported. Classification relies on ground truth labels to learn mapping function between embeddings and classes. It may not be able to exploit information underlying all dimensions. For instance, some dimensions may be independent of the class labels. Therefore we further use a ranking metric called area under the curve (AUC) [32] to evaluate the quality of embeddings over all dimensions
where v; u; u 0 2 X l and simðu; vÞ is the similarity measure between the embeddings of objects u; v. Specifically, we use cosine similarity as the similarity measure [7] . The AUC measure becomes high if embeddings are close for objects sharing the same label, and distant for objects having different labels.
Regarding the DBLP dataset, we have two types of labels of authors. The first is on the research groups, with 116 members from four research group manually labelled. These groups are lead by Christos Faloutsos, Dan Roth, Jiawei Han, and Michael I. Jordan, respectively. The other type of labels is on the research area, including 4,040 researchers from four research areas including data mining, database, machine learning, and artificial intelligence. 1. In the original presentation of [12] , labels are provided. For fair comparison, we do not provide labels for PTE during training.
As for the Yelp dataset, we select eleven restaurant categories including Mexican, Chinese, Italian, American (traditional), American (new), Mediterranean, Thai, French, Japanese, Vietnamese and Indian as labels. 2 For each category, we randomly select 100 restaurants that have at least 50 reviews. Restaurants with multiple labels are excluded.
Experimental Results
Now we are ready to present the experimental results for the aforementioned tasks and try to answer the three questions raised at the beginning of this section. Table 2 summarizes the experimental results on classification (Acc.) and ranking (AUC) in DBLP and Yelp.
Classification Results
Considering the results for research group classification in DBLP, we note that PTE and HEBE-PE achieve the best performance. PTE is slightly better than HEBE-PE on accuracy but the latter outperforms the former on AUC by a large margin. HEBE-PO narrowly loses to HEBE-PE on both measures. It is interesting to see that the normalization strategy on M has a big effect on the performance, but the trend is oppsite between SVD and NMF respecting AUC.
For the task of research area classification in DBLP, HEBE-PO attains the best performance on classification accuracy and HEBE-PE has the highest AUC score. The results on research area are better than the ones on research group for all methods, which means that the research area task is easier than the former task. It's worth noting that two HEBE methods are better than baselines on both measures, confirming the their effectiveness of capturing the proximity. We also observe that both NSVD and NNMF beat their unnormalized versions, implying that the normalization trick works at least for some tasks.
With respect to the Yelp dataset, on classifying the restaurant type, both HEBE methods are significantly better than the baselines, for both measures. A tentative explanation is that HEBE framework models both event types explicitly, the review event and the business profile event, which better captures the proximity among objects. For PTE and the rest methods, this intricate structure will be dropped due to the representation limits of the models.
To summarize, we positively answer Q1 on the effectiveness of HEBE methods in learning the object embeddings. Among all the competitors, PTE works relatively well for all three tasks, showing its idea of modeling pairwise interactions better than the rest. Meanwhile, by modeling each event as a whole, HEBE achieves even better performance.
Robustness to Noisy Objects
One challenge of modelling events in HINs is to develop a method with anti-interference ability. Hence, we test the robustness of the HEBE framework against artificially inserted object noises. The added noisy objects are designed to convey little knowledge regarding the tasks on both datasets. Consequently, for DBLP data, we include the year of the publication as an additional object type. For Yelp data, the zip code of each restaurant is considered. The results are summarized in Table 3 .
For all three tasks, HEBE-PE achieves the best performance and is better than the baselines by a large margin. In addition, HEBE-PO is bested by HEBE-PE for all three tasks, but attain results better than PTE and the rest methods in most cases. These observations verify our expectation that HEBE-PE is more robust to noise than all the rest methods including HEBE-PO. A possible explanation is that HEBE-PO explicitly models the proximity between the noisy object and the context objects, leading to deviation of the object embeddings from the optimal ones. In contrast, HEBE-PE additionally learns the event identifier embeddings. With respect to each event, the event identifier serves as a filter and summarizing the sematic information of all participating objects. Since the noise objects have low semantic similarity with the other participating objects, information related to the noise objects will be droped by the event identifier embedding. While learning embeddings for other objects, information is directly propagated from the event identifier to objects. Consequently, the object embedding learning will not be influenced by the noise objects. The experimental results across all three tasks, we have HEBE-PO achieves the best performance. Moreover, we can observe that by adding noise, HEBE-PO achieves good classification accuracy as when there are no noise objects. On the other hand, we still recognize that HEBE-PO is the second best method in terms of absolute performance. 
Robustness to Sparsity
In general, the sparsity of event data is defined as the average number of events each object is involved in. Thus, if we assume the set of objects to be relatively stable, the sparsity of the heterogenous event data can be altered by sampling a subset of all events. In this section, we randomly sample different percentages (1, 5, 10, 20, 30, 50 percent) of the two datasets and repeat the three tasks mentioned aforehand. Experimental results are reported in Table 4 for the DBLP dataset and Table 5 for the Yelp dataset. The density measures are reported in the first two rows. For DBLP, since the classification is performed on authors, we define density measure as the number of publications each author is associated with. For Yelp, because the businesses are of interest, we define density measure as the number of reviews each restaurant receives. The density measure increases as the sampling percentage increases, and its incremental rate is slower than the latter due to the long-tail behavior in the event data. In other words, when more events are sampled, the size of the object set will also increase, but having a slower rate of increment. Across the three tasks in the two datasets, vertically we observe the two HEBE methods achieve the best performance in general among all cases. In DBLP dataset, for both tasks, HEBE-PE is better than HEBE-PO for both measures in most cases. In Yelp dataset, when less than 20 percent of events are sampled, HEBE-PE attains better results than HEBE-PO; when more than 20 percent of events are sampled, HEBE-PO outperforms similar to HEBE-PE; across the different sampling percentages the margin between HEBE-PO and HEBE-PE is relatively small. For different percentages, we observe that PTE is still the most stable method among all baselines while the performances of the rest fluctuate wildly for different tasks. When the density measure is close to 1 such as 1 percent of events being sampled in the DBLP dataset, the The sparsity is measured by the average number of publication each author is involved in. AUC scores are close to random (0.5). This is because with a density measure of 1.29, the average number of events an object is involved in is only slightly higher than 1 and the co-occurrence observations are not sufficient to capture proximity among objects. Based on the vertical comparison from Table 3 , with regard to Q2, the HEBE framework is relatively robust to noise and data sparsity. For the scenarios (i) when there is noise objects and (ii) when the observation data is sparse, HEBE consistently outperforms the baselines.
Horizontally, we observe that when more events are observed, the accuracies of the classification tasks increases as well. The increment rate is the largest when sampling percentage changes from 1 to 5 percent. Similarly, the performance improvements from 10 to 20 percent are more significant than from 20 to 30 percent. Particularly, we are interested in the case, when the sampled percentage of events exceeds 20 percent, the performance of HEBE-PO becomes comparable with HEBE-PE, and is even slightly better. When the density measure increases, HEBE-PO becomes more effective in modeling the semantic relatedness. In other words, HEBE-PO is more effective when there are enough observations. It is worth noting that even though HEBE-PO better performs than HEBE-PE when the sampling percentage is larger than 20 percent, HEBE-PE is only surpassed by a small margin.
Hence, we answer Q3 based under two scenarios. If the data is noisy, HEBE-PE is more robust than HEBE-PO. If the data is relatively sparse, HEBE-PE is more effective than HEBE-PO; otherwise, if the data is relatively dense, both methods are robust in preserving the proximity among objects.
Noise Pairwise Ranking
In this section, we study the proposed NPR, and compare NPR with NEG. We consider different choices of the negative sampling parameter. The experimental results are reported in Table 6 , where NEG-PO-k and NEG-PE-k correspond to HEBE-PO and HEBE-PE with NEG of parameter k, respectively.
As shown in Table 6 , we have the following observations. (i) Regarding accuracy, the performance of HEBE with NPR is comparable with HEBE with NEG; regarding AUC, NPR significantly outperforms NEG. This is due to the fact that NPR is ranking based while AUC is also a ranking based measure.
(ii) When increasing the negative sampling parameter k, the classification accuracy of HEBE with NEG increases in general. The perform is good when k is large enough. Such an observation aligns with previous studies, such as [33] , which also uses accuracy as evaluation metric. (iii) When increasing the negative sampling parameter k, the AUC result of HEBE with NEG decreases. This can be partially explained by the fact that the optimization objective of negative sampling does not align with the AUC measure. Additionally, we remark that the larger k is, the longer time the optimization takes.
SubEvent Sampling
In Section 4.1, we introduced SubEvent sampling to address the count imbalance problem. In this section, we empirically validate the efficacy of SubEvent Sampling. We compare HEBE with SubEvent sampling with the baseline method, which is to do pooling of all the object embeddings with regard to each event, i.e., averaging. For each iteration, the average baseline method needs longer optimization time. For fair comparison, we vary the iteration number and compare the performance of the two approaching based on running time. The results are plotted in Fig. 4 . First, we have the observation that increasing the running time (which is equivalent to increase the iteration number), the performance of all methods increases and converges. Second, for the evaluation metric of AUC, with the same running time, HEBE methods with subevent sampling achieves better performance than the averaging methods without subevent event sampling. Therefore, SubEvent sampling helps with faster convergence and addresses the count imbalance problem.
Hyperparameters
In this section, we study the hyperparameter in the HEBE model. Particularly we study three aspects: the dimensionality of the embedding, the type-wise gradient coefficient, and the number of threads.
We plot the AUC results against dimensionality of the learned embeddings in Fig. 6 . An increasing and converging performance pattern is observed for both methods, which is a common pattern that has been observed in previous work [11] , [12] .
In Section 4, we proposed a type-wise gradient coefficient for ASGD. We verify the effectiveness of the proposed gradient coefficient, compared with a global gradient for all types, the results are reported in Fig. 5 , which clearly shows the superiority of the proposed gradient coefficient for step size adjustment, especially on the Yelp dataset.
Regarding the efficiency, we have tested the number of events processed per second against the number of threads, which is shown in Fig. 7 . The experiments were conducted on a machine with 2 Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80 GHz (20 Cores). One can observe that the more threads we have, the larger the number of events processed per second. Therefore, our method can be easily scaled to extremely large information networks. However, it is worth mentioning that the incremental speed-up of HEBE-PE is smaller than HEBE-PO. Our explanation is that HEBE-PE has many more parameters than HEBE-PO due to the embeddings of hyperedge, resulting in slower performance due to the caching mechanism among different threads when they are accessing random objects and hypeedges.
RELATED WORK
Heterogeneous information networks ubiquitously exist in real word and have been investigated in previous studies [24] , [30] . Quite many methods were developed towards various applications including classification [30] , clustering [24] , and similarity search [34] . Recall that when the number of object types in each event is one, the heterogeneous information networks reduce to homogeneous. However, in previous studies of heterogeneous information networks, only binary interactions are studied. In this paper, we model the semantic relatedness among objects based on the concept of events, which correspond to a complete semantic unit.
In particular for the embedding task, both [12] and [9] study the problem of object embedding in heterogeneous information networks. But instead of modeling proximity among objects in each event as a whole, [9] , [12] decompose each event into several binary interactions and then do the pairwise modeling separately. Li et al. [21] studies the problem of a new angle by considering the multi-faceted representation of objects in information networks. Zhang et al. [20] learns object embedding by considering the hetergenity of both nodes and relations, based on knowledge base, which is specifically developed for the task of recommender system. Our model is substantially different since we directly model each hyperedge as a whole so that the proximity among objects can be better preserved. Chen et al. [35] studies the problem of embedding in heterogeneous information network, specifically for the task of anomaly detection, with each event defined as a collection of categorical values. Our framework is more general and consider two different methods of modeling the proximity among objects. Zhang et al. [36] shares similar flavor as our modeling for task of modeling people's activities in urban space. These two papers are tailed for particular tasks; while our framework is general, which is can be adopted for various tasks via feeding corresponding task labels.
The hyperedge-based framework is also related to tensor analysis, with each event corresponding to an element int the tensor. Such studies in higher-order data [37] , [38] have recently emerged for some tasks, such as recommender system [29] , multi-relational learning [39] , and clustering [40] . In [29] , a tensor factorization model is designed specifically for tag recommendation; while we explore a more general framework for embedding from which two methods are designed to model the object-driven and hyperedge-driven proximity respectively. Benson et al. [40] defines higher-order network structures, such as cycles and feed-forward loops, and uses tensor to model the heterogenous event data. In sharp contrast, most of these methods cannot scale to the datasets used in this paper and meanwhile our framework is more general in the sense that it allows multiple event types. In addition, [40] only models the events with one type of object; while HEBE supports multiple object types in multiple event types. However, in order to perform tensor decomposition, the tensor needs to be materalized. Due to curse of dimension, such a method is not computationally feasible. In our case, each time we sample an event, which is independent of the size of dimensions of the corresponding tensor. Moreover, we adopted ASGD, which is designed for distributed computation, leading to better scability.
Another line of research is embedding learning in Knowledge Bases (KBs) [41] , [42] , [43] , [44] , [45] , which is also relevant to embedding learning in HINs. One pioneer work in knowledge base completion (KBC) is [41] . Not only the entities are embedded but also the relations. In the proposed TransE model, the relations serve as translations between entities. Wang et al. [44] extends the TransE model and proposes a TransH model, which enjoys more mapping properties of relations. In addition, [45] proposes to jointly embed entities and words into the same continuous vector space to improve accuracy in predicting facts. To improve the results for link prediction, TransR is proposed which projects the entities and relations into two different vector spaces [43] . Furthermore, instead of direct modeling of relations among entities, [42] considers to take multiple-step relation paths as translations between entities in KBs while learning embeddings. To summarize, embedding learning in KBs is to model the pairwise relations among entities and is aimed at adding new facts by making link predictions. Meanwhile, our model models interactions among objects in the network as a whole and uses embeddings to represent the semantic information of objects.
In addition, some dimension reduction methods can be adapted for object embedding learning in heterogeneous information networks, such as principal component analysis [46] , singular value decomposition [46] , and non-negative matrix factorization [47] . In [48] , a new algorithm is proposed to mine both context and content links in social media networks for semantics understanding, which address the problem of sparse context links. Meanwhile, [49] learn object embeddings based on a joint matrix factorization framework. However, these methods ignores the intrinsic event types and fails to model the participating objects collectively, and thus cannot capture the intricate proximity in heterogeneous information networks.
CONCLUSION
In this paper, we proposed to learn object embedding in heterogeneous information networks with event. In detail, we proposed a generic framework called HEBE, which models participant objects in each event as a whole, resulting in more efficient information propagation. Two methods were presented based on the concept of hyperedge: HEBE-PO, modeling the proximity among the participating objects themselves on the same hyperedge, and HEBE-PE modeling proximity between the hyperedge and the participating objects. Within the HEBE framework, we presented a parameter-free rankingbased method to efficiently optimize the conditional probabilities via noise sampling. Extensive quantitative experiments have been conducted to corroborate the efficacy of the proposed model in learning the object embeddings, particularly robustness towards noisy observations and data sparseness.
We identify some future work for the HEBE framework. First, it is general and could be adapted to many downstream applications, including recommender system and link prediction. Second, HEBE prefers term entities from short text due to the operations of subevent sampling. Some additional work needs to be done in order to adapt it to those data having longer text. Third, it could be of interest to learn the relative importance of different event types, based on specific applications. Finally, this work focuses on learning embeddings in an unsupervised manner. Exploring how to incorporate labels and generate predictive embeddings is a another promising direction.
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