Some researchers have recently criticized using the normal distribution for modeling stock returns. While it's true that the normal distribution is inappropriate and leads to the extreme outliers, known as the Black Swans problem, other elliptical distributions allow addressing this issue. The Student's t-distribution with 3 to 4 degrees of freedom and the Laplace distribution both can be used to largely eliminate Black Swans in daily returns. Both distributions are compatible with the modern portfolio theory. We also show that no single distribution is clearly preferred when describing periodic returns, but the Black Swans problem is not so acute when considering returns over holding periods longer than one month.
To make this research more comprehensive, we will additionally consider samples for two different liquid stocks, a high-beta stock of General Electric (NYSE: GE) and a low-beta stock of Exxon Mobil (NYSE: XOM). Both samples contain 20 years of market data.
The data samples analyzed in this research are: • DJIA sample of 23,981 observations from January 5, 1915 to July 27, 2010;
• SPY sample of 4,510 observations from February 1, 1993 to December 23, 2010;
• GE sample of 5,042 observations from January 2, 1990 to December 31, 2010;
• XOM sample of 5,042 observations from January 2, 1990 to December 31, 2010.
All samples contain logarithmic returns and are built using Yahoo Finance market data (closing prices adjusted for corporate actions).
The DJIA sample has a large excess kurtosis (22.04) and is somewhat asymmetrical (skewness -0.56), which constitute a significant deviation from normality. Will it lead to Black Swans? Let's consider an extreme outcome of catastrophic daily loss of -6.9%, which is about 6 standard deviations below the mean daily return. If DJIA returns were normally distributed, such an outcome would occur once in 3.5 million years, so we are highly unlikely to meet even a single such a loss in our 95 years sample. In fact, there're 28 days with returns below -6.9%. It seems we've encountered a real Black Swan. The actual probability of such an outcome is 1 million times higher than the normal distribution predicts. If we took less extreme losses, like -5.8% (about 5 standard deviations below the mean) and -4.6% (about 4 standard deviations below the mean), their actual probability would be 7,000 times and 130 times higher than the normal distribution predicts.
Maybe the DJIA is a rare exception in the stock market? Let's check if SPY has any Black Swans. The SPY sample has lower but still high excess kurtosis (10.11), but it almost symmetric (skewness -0.05). For SPY, the actual probability of extreme loss of -7.4% (about 6 standard deviations below the mean) is 900 thousand times higher than the normal distribution predicts. This number is very close to that of DJIA, and this resemblance holds for other outliers considered. For extreme losses of -6.2% (about 5 standard deviations below the mean) and -5.0% (about 4 standard deviations below the mean), their actual probability would be 6,200 times and 132 times higher than the normal distribution predicts.
The Black Swans we met in S&P 500 are very similar to those in DJIA. Is the same true for single stocks? Despite GE and XOM are very different securities with quite different volatility, they both have a high excess kurtosis (8.07 for GE, 9.01 for XOM) and insignificant skewness (0.02 for GE, 0.06 for XOM). The normal distribution does a terrible job predicting extreme outliers for both securities. If we had assumed their returns are normally distributed, we would have underestimated true probability of catastrophic losses of about 6 standard deviations below the mean by 400,000 times for GE and by 700,000 times for XOM. While the numbers are slightly less than those for DJIA and SPY, they're still huge.
The Black Swans are there, and Mr. Taleb seems to be absolutely right regarding the normal distribution. But is he right regarding failure of the modern portfolio theory? Luckily, no. Some other elliptical distributions can be used to model daily returns that eliminate the Black Swans problem. As you can see from Table 1 , if the Student's t distribution with 3 degrees of freedom does much better job in estimating probability of extreme outliers. For DJIA, SPY and GE it slightly (1.1 to 1.5 times) underestimates the actual probability, and for XOM it even overestimates it. The Laplace distribution, while being substantially worse the t distribution, still is much better is predicting catastrophic events, its worst mismatch is only about 20 times instead of 1 million times for the normal distribution. 
Goodness of fit tests
While checking the difference between actual and theoretic probability at several arbitrary selected points allowed us to make a conclusion that the normal distribution can't effectively model the log-returns of securities, that test was somewhat artificial. Now we can use a more theoretically sound way of testing distributional assumptions. The typical question asked by a statistician is whether the hypothesis that the observed data fit the theoretical distribution holds with a given significance level. We'll use a slightly different question -which of the elliptical distributions would fit the actual data best.
The first test we use in this research is the well-known Pearson's chi-squared test. Test formula for the test statistics is
where O i denotes the actual number of observations between x i and x i-1 , x i are boundaries of bins (x 0 is -∞ and x n+1 is +∞), F is the CDF of the theoretical distribution, N is the same size. The test was performed using n = 201, x 1 = -10%, x 2 = -9.9%, …, x n = 10%, so the χ 2 is expected to adhere to the chi-squared distribution with 200 degrees of freedom (we have 203 intervals and estimate 2 parameters from the sample).
Results of the chi-squared test are given in Table 2 . It's quite clear than the normal distribution is inferior to both the t-distribution and the Laplace distribution. The t-distribution is preferred for DJIA and SPY, somewhat better for GE and approximately as good as the Laplace distribution when modeling XOM log-returns. One can perceive the difference better when looking at the graphic of PDF for the actual and theoretic distribution, which is shown on Figure 1 . The normal PDF clearly misfits the actual PDF, and the difference is really huge in the tails.
Daily return The seconds test used is the Korlogorov-Smirnov (K-S) goodness of fit test, a nonparametric test that makes no assumption of the underlying distribution. While more powerful tests exist for normality, such as Shapiro-Wilk and Adnerson-Darling tests, we're using the K-S test since we need to check hypothesis for distributions other than the normal. The K-S test statistics is ( )
where y i denotes the i-th element of the sorted sample for daily log-returns. K D N = is expected to follow the Kolmogorov distribution.
Results for the K-S test are given in Table 3 . Please note that we use K values, for D values in this table. The normal distribution is inferior according to this test as well. Unlike the chi-squared test, the t-distribution doesn't seem preferred to the Laplace distribution any more -for latter fits somewhat better for SPY and much better for XOM, while the former is significantly better only for DJIA. The actual and theoretic cumulative probability functions for the SPY log-returns are shown on Figure 2 . While both the t-distribution and the Laplace distribution CDFs are quite close to the actual function, the normal CDF clearly misfits it up to -2.5% and lies well below. In terms of probability, this means that the probability of losses calculated assuming the log-returns are normally distributed (i.e. the returns are log-normally distributed) would underestimate the actual losses a great deal, which is corresponds to the results displayed in Table 1 .
Using the Student's t distribution for modeling daily returns
The Student's t-distribution with 3 degrees of freedom proved to be the preferred distribution for modeling log-returns according to the chi-squared test, and performed quite well according to the K-S test. But why have we chosen 3 degrees of freedom and how do other t-distributions behave? The t-distribution, unlike the normal and the Laplace ones, doesn't have a constant kurtosis -its excess kurtosis is equal to ( )
ν − , where ν > 4 denotes the number of degrees of freedom. Excess kurtosis for the normal distribution is 0, and for the Laplace distribution is 3. The sample excess kurtosis for all the securities reviewed is above 8. Therefore, the tdistributions with ν > 4 fail to model the sample kurtosis. So our primary candidates for testing are the t-distributions with ν = 3 and ν = 4 (since the variance is infinite for ν ≤ 2, but all the samples clearly have finite variances). Both distributions have interesting statistical properties, and the distribution with ν = 4 is practically appealing for modeling since its inverse CDF has a simple analytical expression. The Student's t-distribution is not limited to integer number of degrees of freedom. Non-integer values of ν were also tested in this research. We used different values around ν = 3 and ν = 4 with step of 0.10 in an attempt to find local minimums for K.
The classic t-distribution has only one parameter, the number of degrees of freedom. So we use a generalized t-distribution that allows choosing the location and the scale parameters. A random variable that adheres to the generalized t-distribution is expressed as follows: where t ν is a random variable following the generalized t-distribution, t ν is a random variable following the t-distribution, µ is the expected value, 2 σ is the variance. Test results for the Student's t-distributions with different degrees of freedom are given in Table 4 . While they generally support the preliminary conclusion that the distributions with 3 to 4 degrees are freedom fit the actual data best, they do not indicate the sole best number of degrees of freedom to use. Moreover, the chi-squared and the K-S tests favor different numbers of degrees of freedom for some securities. The chi-squared test shows clear preference for ν = 2.8 for modeling SPY and GE returns, ν = 3 for DJIA and ν = 3.7 for XOM. The K-S test shows that the t-distribution with ν = 2.8 fits the actual distribution of DJIA and SPY the best, while for GE and XOM the preferred amount of degrees of freedom would be 3.7. If we limit ourselves with integer values of ν only, the most reasonable choice is ν = 3, although for XOM ν = 4 is much better. That may indicate that ν = 3 is preferred for modeling high-kurtosis or higher-volatility assets, while ν = 4 seems better for stocks with lower volatility.
Using the Laplace distribution for modeling daily returns
The Laplace distribution is an elliptic distribution that is overlooked by researchers and analysts. Unlike the normal the t-distributions, which both have a smooth top, the Laplace distribution has peaked top. Its excess kurtosis is 6, so it has fatter tails than the normal distribution. Unlike both the normal and t-distributions, the Laplace distribution has a simple analytical expression of PDF, CDF and the inverse CDF, which is quite essential for implementation of custom computer software.
The Laplace distribution, while not having any degrees of freedom, still allows discrepancy of choosing its parameters. The Laplace distribution PDF and CDF are expresses as ( ) ( ) ( )
where µ is the location parameter (the mode, median and mean are all equal to µ), b is the scale parameter (the variance is equal to 2b 2 ). Hence we can estimate the parameters as follows : 1) Test chi-squared test results for different sets of estimates are shown in Table 5 . Surprisingly, the chi-squared and the K-S tests suggest using completely different sets of estimates for the Laplace distribution. The latter clearly prefers the sample median as the estimate for µ and the mean absolute deviation from it as the estimate for b (expect for XOM, for which the sample mean it the best estimate for µ), while the former typically favors using the sample standard deviation as the estimate for b.
We can also compare the test results for the Laplace and for the Student's t-distributions. While the chi-squared tests certainly indicate the superiority of the t-distribution, the K-S test favors the Laplace distribution more. Since the chi-squared test is based on the PDF and the K-S test is based on the CDF, we can conclude that it's the latter which should be given a higher weight for decision making. Therefore, using the Laplace distribution (variant L3 or L1) is the recommended way of modeling daily returns for securities.
Modeling periodic returns
As it has been shown in the previous sections, the Student's t or the Laplace distribution is much more appropriate for modeling daily log-returns both for individual stocks and for diversified equity portfolios than the normal distribution. But while for the latter it's true that the sum of normally distributed random variables adhere to the normal distribution, the same doesn't hold for both the t-distribution and the Laplace distribution. Thus, we can't rely on those distributions being appropriate for modeling periodic returns and must research this issue separately.
We use the Monte-Carlo simulation to generate a large sample (23,981) of periodic returns for different time intervals based on the assumption that the underlying daily returns follow either one of the Student's t or the Laplace distributions discussed in the previous sections. If the underlying daily rates follow the Student's t-distribution with df = 3, the corresponding periodic returns seem to adhere to a Student's t-distribution but with a different degrees of freedom. The longer is the period the larger is df, and starting with 63 trading days (3 months) we can reasonably model the periodic returns using the normal distribution, based on both chi-squared and Kolmogorov-Smirnov goodness of fit criteria (see Table 6 ). As you can see from Table 6 , the Student's t-distribution with 3 degrees of freedom, which is used to model daily returns, is inappropriate for modeling periodic returns for periods over 1 week. For periods from 1 week to 1 month, it's best to use t-distributions with 6-7 degrees of freedom. For periods of 3 months and more it's quite appropriate to use the normal distribution, which passes chisquared test and is quite good on Kolmogorov-Smirnov test, but using a t-distribution with 17-18 degrees of freedom (not shown in the When the Laplace distribution is used to model the underlying daily returns, the corresponding periodic returns have quite a different distribution. It's important to note than even for 2-days returns the Laplace distribution is inappropriate to use, and starting with monthly returns the normal distribution becomes appropriate to model the periodic returns both on chi-squared and on Kolmogorov-Smirnov criteria (see Table 7 ). For periods of 2-10 days a t-distribution seems to be reasonable, and the one with 6 degrees of freedom would not be a bad choice. Finally, let's check the hypothesis of the best distribution for modeling periodic returns on actual data. Since we can't rely on the fact that any 1-month holding period coincides with a calendar month or a 1-yeah holding period is always a calendar year, let's consider all possible daily return samples of specific length (21 trading days per month, 251 trading days per year). Using the same daily return samples for DJIA, SPY, GE and XOM we used before in this article, we can check if the goodness of fit criteria favors the same distributions as for the modeled data.
As you can see from Table 8 , the actual historical distribution differs a great deal from the distribution of Monte-Carlo modeled data. Unlike the latter, it seems that the Student's t-distribution with 6 degrees of freedom doesn't fit well to the actual monthly returns distribution, and the tdistribution with 18 degrees of freedom doesn't fit at all the actual annual returns distribution. Chisquared criterion doesn't favor any particular distribution, but according to the KolmogorovSmirnov criterion the Laplace distribution does a good job almost for all securities (with the exception of XOM, for which the normal distribution is even better). This result is much unexpected and clearly contradicts to result obtained using the Monte-Carlo simulation. 
Conclusions
The modern portfolio theory is not as bad as its critics say. While Nassim Taleb and others are partially right in their claims that the normal distribution is absolutely inappropriate for describing the daily log-returns, it doesn't mean the theory itself is flawed. As it has been shown in this article, the Student's t-distribution or the Laplace distribution can be used to describe the distribution of daily log-returns and address the famous problem of the extreme outliers ("Black Swans"). While the problem is not completely eliminated, the discrepancy between the actual probability and the theoretically predicted one becomes quite minor, thousands and even millions times less than it is when using the normal distribution. The modern portfolio theory allows both the Student's t-distribution and the Laplace distribution to be used for describing the returns without altering its assumptions. Based on my research, I recommend using either the t-distribution with 3 to 4 degrees of freedom, or the Laplace distribution (with the sample median and the mean absolute deviation from it as parameters) to model the daily log-returns.
Unlike daily returns, there's no clear preference for modeling periodic log-returns. While the t-distribution fits the Monte-Carlo simulated data better, the Laplace distribution seems to do a much better job when describing the historical returns. On the other hand, Black Swans problem is not such a big issue for periodic returns. The difference between the actual and the theoretic probability is moderate, and thus the risks related to investing over holding periods longer than 1 month should be manageable even if we assume the normal distribution of log-returns.
