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Abstract—The well-known GKYP is widely used in system
analysis, but for singular systems, especially singular fractional
order systems, there is no corresponding theory, for which many
control problems for this type of system can not be optimized
in the limited frequency ranges. In this paper, a universal
framework of finite frequency band GKYP lemma for singular
fractional order systems is established. Then the bounded real
lemma in the sense of L∞ is derived for different frequency
ranges. Furthermore, the corresponding controller is designed to
improve the L∞ performance index of singular fractional order
systems. Three illustrative examples are given to demonstrate the
correctness and effectiveness of the theoretical results.
Index Terms—Singular fractional order systems, GKYP
lemma, L∞ norm, Bounded real lemma.
I. INTRODUCTION
The singular fractional order system (SFOS) is a research
hotspot in recent years. It plays an important role in many
applications, such as optimization problems, economics, con-
strained mechanics, biology, aircraft, robot dynamics, electric
networks and large systems. Many scholars have paid attention
to the analyses and control of SFOSs in many aspects, such
as stability [1–3], admissibility [4], iterative learning control
[5] and feedback control [6, 7]. The L∞ norm of the transfer
function matrix is an important performance index for SFOSs,
which plays a significant role in energy calculation, controller
design and filter analysis [8–10]. Generally speaking, there
are many methods to solve L∞ norm, among which the most
effective method is to establish the L∞ bounded real lemma
by using KYP lemma and GKYP lemma [11].
The KYP lemma was first proposed in [12], which effec-
tively establishes the connection between time domain method
and frequency domain method, and transforms the complex
frequency domain inequality into a simple time domain linear
matrix inequality. It enables comprehensive control of the
system over the full frequency range. The KYP lemma was
generalized to singular systems by Xu who gave a series of
theories of positive real control for singular systems in [13].
Subsequently, there were many studies based on KYP lemma
for singular systems [14–16] and people paid more and more
attention to the research of singular systems [17–21]. More
recently, Bhawal et al. established a new KYP lemma for
strong passive singular systems [22].
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Although the KYP lemma has been well generalized to
singular systems, GKYP lemma has not. The GKYP lemma
was first proposed by Iwasak in 2005 to solve control prob-
lems in different frequency ranges [23]. Compared with KYP
lemma, GKYP lemma is more practical, because in actual
control problems, systems are usually required to meet differ-
ent performance specifications in different frequency ranges.
The proposal of GKYP lemma provided new ideas for many
control problems, thus there are plenty of researches on GKYP
lemma [24–27]. Recently, the GKYP lemma has also been
extended to fractional order systems [11, 28]. But for singular
systems, the research in this area is remarkably lagging. In
[29], Mei first designed the controller of singular perturbed
systems based the GKYP lemma of non-singular systems by
using the fast and slow subsystem decomposition method.
Based on this idea, many researches on the finite frequency
control of singularly perturbed systems have been developed
[30–32]. However, this kind of normalization method could
only apply to a part of SFOSs which can be normalized to
non-singular systems, and could not handle systems that do
not satisfy the normalization condition. Up to now, there is
no universal GKYP lemma for singular systems, regardless of
fractional or integer-order systems. This leads to the fact that
researches of singular integer and fractional order systems are
limited to the whole frequency band, or only those systems
which can be normalized into non-singular systems are able
to be controlled in a limited frequency band.
Motivated by these findings, the GKYP lemma of SFOSs in
the finite frequency ranges without normalization restriction
is established in this paper, which can also be applied to
singular integer order systems. Furthermore, the L∞ bounded
real theorem and L∞ controller are obtained. The establish-
ment of these theories will fundamentally solve the finite
frequency control problem of singular systems, and provide
a new perspective for other researches of SFOSs, like H∞
control and optimal tracking problem in finite frequency bands,
the optimization of uncertain SFOSs in different frequency
ranges and the decoupling of large-scale systems’ singular
representation.
The rest of this paper is arranged as follows. In Section
II, some basic facts on this work are provided. Section III
derives the universal framework of finite frequency band
GKYP lemma for the SFOS. In section IV, L∞ bounded real
lemma of SFOS is derived in different frequency ranges. Then
an L∞ controller is designed in Section V. The numerical
simulation is performed in Section VI. Finally, conclusions in
Section VII close the paper.
Notations. For matrix X , the symbols XT and X∗ represent
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2the transpose and complex conjugate transpose, respectively.
Expression X > 0 (X < 0) indicates that X is positive
(negative) definite. The symbol sym(X) is an abbreviation
for X + X∗, and δmax(X) represents the maximum singular
value of X . The symbols Cm×n and Rm×n stand for sets of
m × n complex and real matrices, respectively. Hn denotes
the set of n × n complex Hermitian matrices. The trace and
rank of a matrix X are represented by tr(X) and rank(X),
respectively. Re(X) and Im(X) denote the real and imaginary
parts of X . The operator ⊗ is the Kronecker’s product. The
convex hull and the interior of a set S are denoted by co(S)
and int(S), respectively. The set N represents a set of matrices
that satisfy N = N∗ ≤ 0.
II. PRELIMINARIES
A. Singular fractional order system model
Consider a singular fractional order system{
EDαx (t) = Ax (t) +Bu (t),
y (t) = Cx (t) +Du (t),
(1)
where x (t) ∈ Rn is the state variable of the system,
u (t) ∈ Rm is the control input, y (t) ∈ Rp is the measured
output, B,C and D are constant matrices with appropriate
dimensions, Dα represents the Caputo fractional derivative,
α is the commensurate order of the SFOS and 0 <α< 2,
E,A ∈ Rn×n, and rank(E) = r < n.
If the SFOS is relaxed at t = 0, the transfer function matrix
between u (t) and y (t) is
G(s) = C(sαE −A)−1B +D. (2)
B. S-procedure
In deriving the process of GKYP lemma, S-procedure is
a very important tool. Given Θ,M ∈ Hq , if the regularity,
M > 0, is assumed, there exists the equivalence
ξ∗Θξ < 0,∀ξ ∈ Cq such that ξ 6= 0, ξ∗Mξ ≥ 0.
⇔ ∃τ ∈ R such that τ ≥ 0,Θ + τM < 0.
To generalize the above S-procedure, paper [23] rewrites it
with a different notation. Define set S1 specified by M as
follows
S (M) = {S ∈ Hq : S > 0, tr (MS) ≥ 0} , (3)
S1 (M) = {S ∈ S (M) : rank (S) = 1} , (4)
where
M = {τM : τ ∈ R, τ ≥ 0,M ∈ Hq} .
Then, the S-procedure can be stated as
tr(ΘS1) < 0⇔ (Θ +M) ∩ int(N) 6= Ø. (5)
Clearly, the S-procedure is completely specified by the set
M. If in the equation (5), “⇒” and “⇐” are simultaneously
established, the S-procedure is considered to be lossless. The
lossless condition of S-procedure has been demonstrated in
[23] as following.
Definition 1. M ⊂ Hq is said to be
i) admissible if it is a nonempty closed convex cone and
int (N) ∩M = Ø;
ii) rank-one separable if S = co(S1).
Lemma 1. [23] Let M ⊂ Hq be defined by (3) and (4). Then
for any matrix Θ ∈ Hq , if and only if the set M is admissible
and rank-one separable, the strict S-procedure is lossless.
Remark 1. Lemma 1 shows that when M is chosen to be
admissible and rank-one separable, no matter which Θ is
selected, the S-procedure will be lossless. This is important
in the following subsequent proof process.
Lemma 2. [23] Let M ⊂ Hq be a rank-one separable set.
Then the set F ∗MF+P is rank-one separable for an arbitrary
F ∈ Cq×p and subset P ⊂ Hp of positive semi-definite
matrices containing the origin.
C. Frequency range
Definition 2. A curve on the complex plane is a collection
of infinitely many points λ (t) ∈ Cq×p continuously parame-
terized by t for t0 ≤ t ≤ tf where t0, tf ∈ R ∪ {±∞} and
t0 < tf . A set of complex numbers Λ ⊆ C is said to represent a
curve (or curves) if it is a union of a finite number of curve(s).
With Φ,Ψ ∈ H2 being given matrices, Λ is defined as
Λ (Φ,Ψ) = {λ ∈ C : δ (λ,Φ) = 0, δ (λ,Ψ) ≥ 0} , (6)
where
δ (λ,Φ) =
[
λ
I
]∗
Φ
[
λ
I
]
According to [28], when Φ and Ψ take different forms, Λ
can represent a specific frequency range.
Lemma 3. For the continuous-time setting fractional order
system, one has
Φ =
[
0 ejθ
e−jθ 0
]
, (7)
Λ = {(jω)α : ω ∈ Ω} , (8)
where θ = pi2 (1− α) and Ω is a subset of real numbers which
is determined by the choice of Ψ. For different frequency, we
can get a table as follows
Low Frequency Middle Frequency High Frequency
Ω 0 ≤ ω ≤ ωL 0 ≤ ω1 ≤ ω ≤ ω2 0 ≤ ωH ≤ ω
Ψ
[ −1 0
0 ω2α
L
] [ −1 ωc
ωc −ωα1 ωα2
] [
1 0
0 −ω2αH
]
where ωc =
jα(ωα1 +ω
α
2 )
2 . In order to ensure that ω belongs to
the main Riemann sheet, here ω must be nonnegative. This is
determined by the particularity of the fractional order system.
Proof: Substituting matrix Φ into the definition of
δ (λ,Φ), there is
δ (λ,Φ) =
[
λ
I
]∗ [
0 ejθ
e−jθ 0
] [
λ
I
]
= cosθRe (λ) + sin θIm (λ)
= 0
3Therefore, matrix Φ represents that the object considered here
is a continuous-time system. When
Ψ =
[ −1 0
0 ω2αL
]
,
there is
(λ+ωαL) (λ− ωαL) ≤ 0⇒ λ ≤ ωαL.
Hence, Λ represents the low frequency.
When
Ψ =
[
1 0
0 −ω2αH
]
,
there is
(λ+ωαH) (λ− ωαH) ≥ 0⇒ λ ≥ ωαH .
Hence, Λ represents the high frequency. As for the middle
frequency situation, there is
(λ−ωα1 ) (λ− ωα2 ) ≤ 0⇒ ωα1 ≤ λ ≤ ωα2 .
It is worth noting that here, ωc is used to guarantee the matrix
Ψ ∈ H2. Since λ = ωα, the conclusion is reached.
Remark 2. Note that when Ψ ≥ 0, Ω can represent the infinite
frequency range. If Ψ = 02, there is no constraint on λ, so
it can represent the full band. If Ψ > 0, depending on the
property of positive definite matrix, for any non-zero vector
X , there is X∗ΨX > 0. Let X =
[
λ
I
]
, and one can then find
that there is no constraint on λ by simple calculation, so Ω
can also represent the full frequency range when Ψ > 0. In
this study, Ψ = 02 is simply taken.
III. GKYP LEMMA FOR SFOS
In this section, the appropriate S1 and M will be chosen to
derive the GKYP lemma for SFOFs by the S-procedure tool,
and the conclusion will be strictly proved.
According to the standard KYP lemma in [12] and the
transfer function of SFOS in (2), the set S1 which represents
the positive definiteness of the SFOS should be given as
S1 =
{
ξξ∗: ξ =
[
[(jω)
α
E −A]−1B
I
]
η,
η ∈ Cm, η 6= 0
ω ∈ R+∪ {+∞}
}
.(9)
This set can be described as
S1 =
{
ξξ∗ : ξ ∈ Gλ, λ ∈ Λ
}
,
Gλ = {ξ ∈ Cn+m : ξ 6= 0,ΓλFξ = 0} , (10)
where Λ = (jR+)α ∪ {∞} and
Γλ =
{
[ In −λIn ] (λ ∈ C)[
0 −In
]
(λ =∞) , F =
[
A B
E 0
]
. (11)
Considering the general frequency range Λ in (6), the Λ in
(10) is defined as
Λ =
{
Λ, if Λ is bounded;
Λ ∪ {∞} , otherwise. (12)
Now, the main technical steps in achieving the GKYP lemma
for the SFOS are to represent the set S1 in (10) as (4) through
choosing a suitable M. At the same time, in order to ensure
that the S-procedure is lossless, it is also necessary to indicate
that the selected set M possesses the attributes in Definition
1.
Lemma 4. [28] Let Φ0,Ψ0 ∈ H2 and a nonsingular matrix
T ∈ C2×2 be given and define Φ,Ψ ∈ H2 as follows
Φ = T ∗Φ0T, Ψ = T ∗Ψ0T, (13)
Φ0 =
[
0 ejθ
e−jθ 0
]
, Ψ0 =
[
α βejθ
βe−jθ γ
]
, (14)
where α, β, γ ∈ R ,α ≤ γ, and γ ≥ 0. Consider Γλ in (11), Λ
in (6) and Λ in (12). Suppose Λ represents curves. For a given
vector ζ ∈ C2n, the following two conditions are equivalent.
i) Γλζ = 0 holds for some λ ∈ Λ (Φ,Ψ).
ii) Γs (T ⊗ I) ζ = 0 holds for some s ∈ Λ (Φ0,Ψ0).
Lemma 5. [28] Let Φ0,Ψ0 be defined in (14), Γλ in (11),
Λ in (6) and Λ in (12). Suppose Λ represents curves. The
following conditions are equivalent.
i) Γsη = 0 for some s ∈ Λ (Φ0,Ψ0);
ii) η∗ (Φ0 ⊗ P + Ψ0 ⊗Q) η ≥ 0 for all P,Q ∈ Hn, Q ≥ 0.
Theorem 1. Let F ∈ C2n×(n+m) and define Γλ and Λ as
(11) and (12). The matrices Φ,Ψ ∈ H2 are given such that Λ
in (6) represents curves. Then the set S1 defined in (10) can
be represented by (5) and (6) with
M = {F ∗(Φ⊗ P + Ψ⊗Q)F : P,Q ∈ Hn, Q ≥ 0}. (15)
Proof: Let S1 be defined by (10) and S2 be defined to
be S1 in (5) with M in (15). F0 = (T ⊗ I)F . Then, for a
nonzero vector ξ, one has
ξξ∗ ∈ S1
⇔ ΓλFξ = 0 for some λ ∈ Λ (Φ,Ψ)
⇔ ΓsF0ξ = 0 for some s ∈ Λ (Φ0,Ψ0)
⇔ ξ∗F ∗0 (Φ0 ⊗ P + Ψ0 ⊗Q) ξF0 ≥ 0
for all P,Q ∈ Hn, Q ≥ 0
⇔ ξξ∗ ∈ S2,
(16)
where the first and fourth equivalences can be derived from
the definition, the second equivalence holds based on Lemma
4, and the third equivalence holds due to Lemma 5.
Note that for a singular fractional order system, the matrix
F that affects the set M is different from the normal system ,
so we need to specifically prove that M satisfies Definition 1.
Theorem 2. Let F =
[
A B
E 0
]
and Φ,Ψ ∈ H2 be given
such that Λ in (6) represents curves. Define Γλ by (11) , Λ
by (12), and the set M by (15). Then the set M is admissible
and rank-one separable.
Proof: The proof process is divided into the following
two steps.
Step 1. The set M is a closed convex cone by definition. When
M ∈ M > 0, the set S1 is not empty. According to Lemma
11 in [23], M is admissible.
Step 2. According to Lemma 4, we get
Φ⊗ P + Ψ⊗Q
=(T ⊗ I)∗
[
αQ P ejθ + βejθQ
P e−jθ + βe−jθQ γQ
]
(T ⊗ I) , (17)
4where α < 0 < γ or γ ≥ α ≥ 0.
When γ ≥ α ≥ 0, let
V =
[
e−jθ/2 0
0 ejθ/2
]
(T ⊗ I)
[
A B
E 0
]
, (18)
X = P + βQ, (19)
Y = [(T ⊗ I)F ]∗
[
αQ 0
0 γQ
]
(T ⊗ I)
[
A B
E 0
]
. (20)
Then, the set M can be expressed as M = V ∗MXV +Y with
MX defined as
MX =
{[
0 X
X 0
]
: X ∈ Hn
}
. (21)
When α < 0 < γ, let
W =
[ √−αIe−jϕ/2 0
0
√
γIejϕ/2
]
(T ⊗ I)
[
A B
E 0
]
, (22)
X =
(P + βQ)√−αγ , Y = Q. (23)
Then, the set M can be expressed as M = W ∗MXYW with
MXY defined as
MXY =
{  −Y X
X Y
 : X,Y ∈ Hn, Y ≥ 0
}
. (24)
Since MX and MXY are proved rank-one separable in [23],
it then follows from Lemma 2 that M is rank-one separable.
This ends the proof.
Theorem 3. (GKYP lemma for SFOS) Let A ∈ Rn×n, B ∈
Rn×m,Θ ∈ Hn+m and Φ,Ψ ∈ H2 be given. Define Λ and Λ
by (6) and (12). Γλ is defined in (11) and Sλ is defined as the
null space of ΓλF . Suppose Λ represents curves on the right
half complex plane, the following statements are equivalent
i) S∗λΘSλ < 0, ∀λ ∈ Λ (Φ,Ψ).
ii) There exist P,Q ∈ Hn such that Q > 0 and[
A B
E 0
]∗
(Φ⊗ P + Ψ⊗Q)
[
A B
E 0
]
+ Θ < 0. (25)
Proof: i) holds if and only if tr(ΘS1) < 0 where S1 is
defined in (10) with M in (15). By Theorem 2, the set M is
admissible and rank-one separable. Hence, according to (5),
condition i) is equivalent to Θ +M < 0. Substituting the set
M in (15) into the above inequality, it is concluded that (25)
holds when there exist P,Q ∈ Hn such that Q ≥ 0. Since the
inequality in (25) is strict, the positivity of Q can be enhanced
to Q > 0 without loss of generality.
IV. L∞ BOUNDED REAL LEMMAS FOR THE SFOS
In this section, the L∞ bound real lemmas for the SFOS in
different frequency ranges will be derived.
As is known, for a matrix singular G(s), the L∞ norm of
G(s) is defined as ‖G (s)‖L∞ = sup
ω∈R
σmax (G(jω)) , where
σmax is the maximum singular value. It has the following
property.
Lemma 6. [11] For a matrix function G(s), there holds
‖G (s)‖L∞ = sup
ω≥0
σmax (G(jω)) , (26)
Theorem 4. (L-BR Lemma for SFOSs at Low Frequency)
Consider an SFOS whose transfer function G(s) is (2). If
the L∞ performance bound is given as δ > 0, then for all
ω belong to the principal Riemann sheet and ω ∈ ΩL =
{ω ∈ R+ : 0 ≤ ω ≤ ωL}, ‖G (s)‖L∞ < δ holds if and only if
there exist P,Q ∈ Hn, Q > 0, such that sym(XE)−ATQA+W Y ∗ CTY −δI −BTQB DT
C D −δI
 < 0, (27)
where X = ejθATP , Y = −BTQA + ejθBTPE , W =
ETω2αL QE, θ =
pi
2 (1− α).
Proof: For low frequency, according to Lemma 3, let
Φ =
[
0 ejθ
e−jθ 0
]
,Ψ =
[ −1 0
0 ω2αL
]
.
Then, according to Lemma 4, Λ (Φ,Ψ) can represent a curve
on complex plane with the frequency range ΩL.
Let λ (ω) = ej
pi
2 αωα, and then
G (jω) = C[λ (ω)E −A]−1B +D.
According to the definition of σmax, one has
sup
ω∈R
σmax (G (jω)) < δ
⇔ G∗ (jω)G (jω)− δ2I < 0,∀ω ∈ ΩL
⇔
[
H (λ)
I
]∗
θ
[
H (λ)
I
]
< 0,∀λ ∈ Λ (Φ,Ψ) .
(28)
where
H (λ) = (λE −A)−1B, θ =
[
CTC CTD
DTC DTD − δ2I
]
.
According to Theorem 3, the last part of (28) is equivalent
to the following LMI with P,Q ∈ Hn, Q > 0.[
A B
E 0
]∗
(Φ⊗ P + Ψ⊗Q)
[
A B
E 0
]
+ θ < 0. (29)
Substituting the definitions of Φ and Ψ into the above equa-
tion, it follows[
A B
E 0
]∗[ −Q ejθP
e−jθP ω2αQ
] [
A B
E 0
]
+ θ < 0. (30)
Let X = ejθATP , Y = −BTQA + ejθBTPE, W =
ETω2αL QE and Bδ = −δ2I − BTQB. The LMI (30) can
be simplified as[
sym (XE)−ATQA+W Y ∗
Y Bδ
]
+
[
CT
DT
] [
C D
]
< 0. (31)
Then according to the Schur complement theorem in [33], LMI
(27) is finally achieved. This completes the proof.
Theorem 5. (L-BR Lemma for SFOSs at Middle Frequency)
Consider an SFOS whose transfer function G(s) is (2). If
L∞ performance bound is given as δ > 0, then for all
ω belong to the principal Riemann sheet and ω ∈ ΩM =
5{ω ∈ R+ : 0 < ω1 < ω < ω2}, ‖G (s)‖L∞ < δ holds if and
only if there exist P,Q ∈ Hn, Q > 0, such that sym(XE)−ATQA−W Y ∗ CTY −δI −BTQB DT
C D −δI
 < 0, (32)
where X = ejθATP , Y = −BTQA + ejθBTPE, W =
ETωα1 ω
α
2QE, θ =
pi
2 (1− α) .
Proof: The theorem of middle frequency can be proved
similar to the proof of low frequency. According to Lemma 3,
the curve Λ (Φ,Ψ) here is chosen as
Φ =
[
0 ejθ
e−jθ 0
]
,Ψ =
[
−1 jα ωα1 +ωα22
(−j)α ωα1 +ωα22 −ωα1 ωα2
]
. (33)
Then following the proof of Theorem 4, Theorem 5 can be
proved. To avoid duplication, the remaining proof process is
omitted here.
Theorem 6. (L-BR Lemma for SFOSs at High Frequency)
Consider an SFOS whose transfer function G(s) is (2). If
L∞ performance bound is given as δ > 0, then for all
ω belong to the principal Riemann sheet and ω ∈ ΩH =
{ω ∈ R+ : 0 ≤ ωH ≤ ω}, ‖G (s)‖L∞ < δ holds if and only if
there exist P,Q ∈ Hn, Q > 0, such that sym(XE) +ATQA−W Y ∗ CTY −δI +BTQB DT
C D −δI
 < 0, (34)
where X = ejθATP , Y = −BTQA + ejθBTPE , W =
ETω2αH QE, θ =
pi
2 (1− α) .
Proof: The curve Λ (Φ,Ψ) in high frequency is chosen
as
Φ =
[
0 ejθ
e−jθ 0
]
,Ψ =
[
1 0
0 −ω2αH
]
. (35)
Similar to the proof process of the previous two theorems,
Theorem 6 can be proved to be true.
Theorem 7. (L-BR Lemma for SFOSs at Full Frequency)
Consider an SFOS whose transfer function G(s) is (2). Given a
prescribed L∞ performance bound δ > 0, then ‖G (s)‖L∞ =
sup
ω∈R
σmax (G(jω)) < δ, where ω belongs to the principal
Riemann sheet and Ω ∈ Ω0 = R+ ∪ {+∞}, holds if and
only if there exists P ∈ Hn, such that sym(XA) XB CT(XB)∗ −δI DT
C D −δI
 < 0, (36)
where X = e−jθETP ∗, θ = pi2 (1− α) .
Proof: The curve Λ (Φ,Ψ) in infinite frequency is chosen
as
Φ =
[
0 ejθ
e−jθ 0
]
,Ψ =
[
0 0
0 0
]
. (37)
Using these two matrices for calculation, Theorem 7 can be
proved to be correct.
Remark 3. This is the first time to establish the universal
framework of the GKYP lemma for the SFOS. When the
order α = 1, it degenerates into the GKYP lemma of the
integer order singular system. Therefore, the conclusion here
is more general and universal. Besides, for singular systems,
the GKYP lemma established here is completely new and
the conclusion is proven systematically for the first time,
regardless of fractional or integer order systems.
V. L∞ CONTROLLER SYNTHESIS FOR THE SFOS
As the L∞ performance index of the system matrix is very
important to a system, we can design the controller to modify
the system which does not meet our requirements.
Considering the SFOS in (1), state feedback will be used to
design the controller. Let u (t) = v (t)+Kx (t), where v (t) ∈
Rn is the exogenous input. Then the closed loop system has
the transfer function from v to y as
Gvy (s) = (C +DK) [s
αE − (A+BK)]−1B +D. (38)
Theorem 8. Consider the SFOS system (1) with transfer
function Gvy (s) in (38). If and only if there exist P ∈
Rn×n, Q ∈ Rm×n, such that for X = ejθP, Y = ejθQ and
θ = pi2 (1− α), the following LMI is establishedsym(AXE +BY E) ET(CX +DY )∗ B(CX +DY )E −δI D
BT DT −δI
 < 0, (39)
there holds ‖Gvy‖L∞ < δ. The state feedback controller can
be derived as K = Y X−1.
Proof: In order to facilitate the design of the controller,
we should make some mathematical deformation for Theorem
7. Considering the duality of the system, let A1 = AT, B1 =
CT, C1 = B
T , D1 = D
T, and X1 = X∗ = ejθPE, and then
(31) can be replaced by[
A∗ C∗
E 0
]∗
(Φ⊗ P + Ψ⊗Q)
[
A∗ C∗
E 0
]
+ θ < 0, (40)
where θ =
[
CTC CTD
DTC DTD − δ2I
]
.
By the derivation step by step, the LMI (36) in Theorem 7
is transformed into sym(A1X1) (C1X1)∗ B1C1X1 −δI D1
BT1 D
T
1 −δI
 < 0. (41)
By comparing Gvy in (38) with the original transfer function
in (2), there is A ⇒ A + BK,C ⇒ C + DK. In order to
make sure that K = Y X−1 is real and available, X needs to
be nonsingular. Let X1 = ejθPE = X2E, and then the matrix
X2 is invertible, and the LMI (39) is reached.
Since the controller gain must be real, the conclusion needs
to be further proven. Suppose there exists P˜ ∈ Hn satisfying
the LMI (39). According to the property of Hermitian matrix,
P˜ = P˜ ∗, one has
Re(P˜ ) =
1
2
(P˜ + P˜ ∗).
6Let P = Re(P˜ ), and then for each P˜ ∈ Hn satisfying the LMI
(39), we can find a corresponding P ∈ Rn×n also satisfies the
above condition.
VI. SIMULATION STUDY
Example 1. Consider a singular fractional order system with
the following state space representation
[
1 0
0 0
]
D0.5x =
[
1 2
2 −1
]
x+
[
1
0
]
u,
y =
[
1 1
]
x.
Under low frequency conditions, let 0 ≤ ω ≤ 100 Hz, the
maximum singular values are shown in Fig. 1.
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Fig. 1. Maximum singular values of Example 1.
It shows that the ‖G (s)‖L∞ index of Example 1 is about
0.85 in the frequency range. Due to Theorem 4, letting δ=0.9,
one has
U =
[ −3.1443 −2.8870
−2.8870 0
]
, V =
[
0.0035 1.4166
1.4166 5908.0319
]
This implies that ‖G (s)‖L∞ < 0.9 is convinced. However,
when setting δ=0.8, LMI (27) cannot be solved because 0.8
is less than the max value shown in Fig. 1. It means that
Theorem 4 is correct. Further, by using the mincx solver in
MATLAB, it can be got that ‖G (s)‖L∞ = 0.8486, which is
corresponds to the maximum value shown in Fig. 1.
Example 2. One newer area of research which must be
mentioned is the application of SFOSs to network theory.
Westerlund et al. first proposed a new linear capacitor model
in [34], and after that, many material scientists have studied
and proved the existence of fractional capacitance and other
fractional components from different perspectives [35–37].
The fractional capacitance is based on Curies empirical law
which states that the current through a capacitor is
i (t) =
u0
h1tα
where h1 and α are constants, u0 is the DC voltage applied
at t = 0, and 0 < α < 1, (α ∈ R). For an input voltage u(t),
the current is
i(t) = C0D
αu(t),
where C0 is the capacitance of the capacitor, which is related
to a kind of dielectric. Another constant α(order) is related to
the loss of the capacitor.
Let C0 = 1, α = 0.2. Applying this special capacitor to the
following circuit in Fig. 2(a) and using the equivalent circuit
in Fig. 2(b), a singular fractional order system is obtained as
[
1 0
0 0
]
D0.2x =
[
0 1
1 0
]
x+
[
0
1
]
u,
y =
[
0 βR
]
x,
where x =
[
uc ic
]T
. The singularity of the coefficient
matrix reflects the fact that unless uc(0)=−u(0) and ic (0) =
0, there will be an impulse when the circuit is turned on at
t = 0.
C
+
u(t)
_
+
y(t)
_
R
β
(a)
+
u(t)
_
+
y(t)
_
R
βic
ic
_
uc
+
(b)
Fig. 2. The circuit structure diagram of Example 2.
To simplify the calculation, let R = 1/β. The maximum
singular values of this SFOS are shown in Fig. 3. At the same
time, according to the L-BR lemma at infinite frequency band
in Theorem 7, there is ‖G (s)‖L∞= +∞. Therefore, it can be
indirectly judged that this system is unstable and the theorem
is correct.
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Fig. 3. Maximum singular values of the SFOS in Example 2.
7Example 3. Consider a singular fractional order system with
the following state space representation
[
1 0
0 0
]
D0.5x =
[
1 2
2 −1
]
x+
[
1
1
]
u,
y =
[
2 1
]
x+ 0.2u.
The maximum singular values are shown in Fig. 4. By using
the mincx solver in MATLAB, there is ‖G (s)‖L∞ = 2.8971.
If the required performance index is given as ‖G (s)‖L∞ < 1,
then a controller method should be designed to achieve the
target.
According to Theorem 8, one has K = [ 4.850 −3.084 ].
After feedback, ‖Gc (s)‖L∞ = 0.7964, which meets the
requirements of the performance indicators. The maximum
singular values of the closed-loop system are shown in Fig. 5.
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Fig. 4. Maximum singular values of the open-loop system in Example 3.
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Fig. 5. Maximum singular values of the closed-loop system in Example 3.
VII. CONCLUSIONS
In this paper, a universal framework of finite frequency band
GKYP lemma has been well developed for the SFOS. This is
the first time to fundamentally study the singular fractional-
order system in finite frequency ranges without normalization
constraints, thus the GKYP lemma on it is brand new. Based
on the proposed GKYP lemma, the L∞ bounded real lemma
of SFOSs in different frequency ranges is obtained, and the
controller is designed to effectively satisfy the performance
index. The future research directions include the analysis
and synthesis of SFOSs with time-delay, the control and
optimization of uncertain SFOSs in different frequency ranges,
the passivity of SFOS, the decoupling of large-scale systems’
singular representation and the applications of finite frequency
SFOSs in power, mechanical and aerospace systems.
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