Abstract. The notions of deleted and restricted arrangements have been very useful in the study of arrangements of hyperplanes. Let A be an arrangement of hyperplanes and x ∈ A. The deleted and restricted arrangements A ′ and A ′′ allows us to compute recursively the Poincaré polynomials of the complement space M (A) with the following formula :
Introduction
An arrangement of subspaces is a finite set A = {x 0 , . . . , x n } of vector subspaces in C l . Unless said otherwise, we'll always suppose that A is a complex arrangement and that there is no x = y in A such that x ⊂ y. We consider the poset of intersections of elements of A ordered by reverse inclusion. We define two operations on L(A) : the meet x ∧ y = ∩{z ∈ L(A) | x ∪ y ⊂ z} and the join x ∨ y = x ∩ y. These two operations endow L(A) with a lattice structure. Our main interest is the study of the complement space M (A) = C l \ ∪ x∈A x. When all the subspaces x ∈ A are hyperplanes (codim x = 1), then A is an arrangement of hyperplanes. If A is such an arrangement and x ∈ A, then we can consider the arrangements A ′ = A \ {x} and A ′′ = {x ∩ y | y ∈ A ′′ }. The triple (A, A ′ , A ′′ ) has been studied (a good reference is the book of P. Orlik and H. Terao [1] ), and possesses some interesting properties. For example, there is a relationship between the Poincaré polynomials of M (A), M (A ′ ) and M (A ′′ ) :
Poin(M (A), t) = Poin(M (A ′ ), t) + t Poin(M (A ′′ ), t).
The goal of this paper is to generalize that property to arbitrary subspaces arrangements. But before doing that, we need to define what are the deleted and restricted arrangements A ′ and A ′′ in the general case. The deleted arrangement is obvious, but there is a slight difficulty when we want to extend restricted arrangements. Section 2 contains a proper definition of A ′′ . It also gives a description of a simple rational model D(A) of M (A).
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Together, these results give us a long exact sequence connecting the cohomology of M (A), M (A ′ ) and M (A ′′ ), which is studied in section 4 (see theorem 4.1). A few consequences are studied as well. For example, the Euler characteristic of the complement space of a complex subspaces arrangement is always 0. Under some conditions, this long exact sequence allows us to generalize the formula about the Poincaré polynomials to
Finally, section 5 gives stronger results for the specific case of subspaces arrangements with a geometric lattice.
Rational models and restricted subspaces arrangements
In [2] , S. Yuzvinsky and E. Feichtner described a simple rational model for the topological space M (A) of arbitrary subspaces arrangements. This model is a graded differential algebra denoted by D(A).
Let A = {x 0 , . . . , x n } be a subspaces arrangement. A rational model for the space M (A) is given as follows : choose a linear order on A (in this paper, we'll use x 0 < x 1 < . . . < x n ). The graded vector space D(A) has a basis given by all subsets σ ⊆ A. For σ = {x i1 , . . . , x ir }, we define a differential by the formula
where the indexing of the elements in σ follows the linear order imposed on A. With deg(σ) = 2 codim ∨σ − |σ|, D(A) is a cochain complex. Finally, the multiplication is defined, for σ, τ ⊆ A, by
where ǫ(σ, τ ) is the permutation that, applied to σ ∪τ with the induced linear order, places elements of τ after elements of σ, both in the induced linear order.
Since we are interested in deleted and restricted subspaces arrangements, the rest of this section will be used to define such arrangements and to better understand their models. Let A be a (non-empty) subspaces arrangements and x 0 ∈ A. Obviously, the definition of the deleted arrangement is
is a subalgebra of D(A) (the inclusion is an injective map). However, the restricted arrangement is a little trickier to define for subspaces arrangements. Let A ′′ = {x 0 ∩ y | y ∈ A ′ }. The difficulty lies in the fact that A ′′ might contain two distinct subspaces x 0 ∩ y 1 and x 0 ∩ y 2 such that x 0 ∩ y 1 x 0 ∩ y 2 .
Since we are mainly interested in the complement space, it makes sense to define the restricted arrangement (in x 0 ) by 
gives us the following short exact sequence of cochain complexes :
Since there is a long exact sequence in cohomology, it is sufficient to prove that
is a vector space generated by all the elements of the form
. . , x ir } with x ij ∈ {u, v}. The differential dσ is a sum of {u, x i1 , . . . , x ir } and some elements ±{u, v, . . . , x ij , . . . , x ir }.
Let's introduce a new grading on D(B)/D(B ′ ). We say that deg{u, x i1 , . . . , x ir } = r and deg{u, v, x i1 , . . . , x ir } = r + 1. The differential decreases this degree by one, and we have a chain complex.
Let's introduce a filtration on D(B)/D(B ′ ) : F 0 is the subcomplex generated by {u} and {u, v}, and in general, F r is generated by all the {u, x i1 , . . . , x is } and {u, v, x i1 , . . . , x is } with s ≤ r. So, we have an increasing filtration F 0 ⊆ F 1 ⊆ . . . ⊆ F r ⊆ . . . Let's define the filtration degree d 0 of σ by the number of x ij in σ, and the complementary degree is 0 if v ∈ σ and 1 if v ∈ σ. This gives us a spectral sequence. The page E 0 is :
So, it is obvious that every spaces E 1 p,q of the next page is simply zero. Therefore, there is no homology in D(B)/D(B ′ ), which completes the proof.
Corollary 2.2. Let A be a subspaces arrangement. Then the inclusion
Proof. It is a consequence of the definitions and proposition 2.1.
The goal of this section will be to show the existence of a quasi-isomorphism
This will give us a long exact sequence connecting the rational cohomology of M (A), M (A ′ ) and M (A ′′ ). But before that, we need to define a few things. There is an equivalence relation in A ′ : x i ∼ x j if and only if x 0 ∩ x i = x 0 ∩ x j . This equivalence relation gives a partition of
In order to get the signs right, the linear order on the elements of A is chosen with the property that if i < j, y ∈ A i and z ∈ A j , then y < z.
. This map is not multiplicative but it commutes with the differential.
Lemma 3.1. The map ϕ is such that ϕd = dϕ.
Proof. Let σ ⊆ A. We need to check the following situations.
• If x 0 ∈ σ, then dϕσ = 0 = ϕdσ.
• if x 0 ∈ σ and there exists (y, z) ∈ E with {y, z} ∈ σ, then dϕσ = 0 and
where α and the α j can be 0 or ±1. So, by definition of ϕ, we have : ϕdσ = 0.
• Finally, the last possibility is that x 0 ∈ σ and no (y, z) ∈ E is such that {y, z} ⊂ σ. In that case, let σ = {x 0 , x i1 , . . . , x ir } and denote by J σ the set
So, the map ϕ commutes with the differential d.
The map ϕ is surjective. Obviously, it satisfies ϕj = 0 and induces a surjective mapφ :
We'll show that this map induces an isomorphism in cohomology. If the set E is empty, thenφ is injective and is an isomorphism. Otherwise, for every (u, v) ∈ E, let I u,v be the vector subspace of D(A)/D(A ′ ) generated by all the elements of the form {x 0 , u, y j1 , . . . , y jr } − {x 0 , v, y j1 , . . . , y jr } and {x 0 , u, v, y j1 , . . . , y jr } with the
We have the following lemmas :
Proof. It is clear that V ⊆ kerφ. Let u = s∈I α s σ s ∈ kerφ, with α s = 0 ∀s ∈ I and σ s = σ t if s = t. To show that u ∈ V , we will show that we can substract elements of V from u until we obtain zero.
• If there exists a s ∈ I such that σ s is of the form {x 0 , u, v, y j1 , . . . , y jr } with x 0 ∩ u = x 0 ∩ v and u = v, then α s σ s ∈ V and we can substract it from u. Let's repeat this operation until we obtain a sum s∈I ′ α s σ s without any such σ s .
• Let t ∈ I ′ . The element σ t can only be of the form {x 0 , x i1 , . . . , x ir } with
So, there exists a s ∈ I ′ \ {t} such thatφ(σ s ) =φ(σ t ). This is possible only if σ s = {x 0 , y 1 , . . . , y r } with x 0 ∩ x ij = x 0 ∩ y j . In that case, the difference σ s − σ t can be rewritten as j|yj =xi j {x 0 , y 1 , . . . , y j−1 , y j , x ij+1 , . . . , x ir } − {x 0 , y 1 , . . . , y j−1 , x ij , x ij+1 , . . . , x ir }, which is in V . We can substract α t (σ t −σ s ) from the sum and we get another sum s∈I ′′ α s σ s such that |I ′′ | < |I ′ |. This process can be repeated until we obtain an empty sum.
Therefore, u ∈ V and V = kerφ.
Lemma 3.3. For every (u, v) ∈ E, the complex I u,v is acyclic.
Proof. Let's consider a cocycle of the form
with the y i k , z j k ∈ {x 0 , u, v}. We want to show that α is a coboundary. Let
Since α is a cocycle, we have :
It implies that
Let's consider ω = − i α i {x 0 , u, v, y i1 , . . . , y ir }. We have
Hence, α is a coboundary and I u,v is acyclic. Proof. It is obvious that d(V ) ⊆ V . Showing that V is acyclic is technical. We'll do it in three steps. First, we choose r elements (u i , v i ) ∈ E that have some nice properties. Then, using these elements, we construct a sequence of vector subspaces I 0 I 1 I r = V . Finally, we prove by induction that all these subspaces are acyclic.
Let's remember that the linear order respects the equivalence relation ∼ on A ′ in the following sense : the equivalence classes are A ′ = A 1 ∪ A 2 ∪ . . . ∪ A r and if i < j, y ∈ A i and z ∈ A j , then y < z. Let A 1 = {x j1 , . . . , x j2−1 }, A 2 = {x j2 , . . . , x j3−1 }, . . . , A r = {x jr , . . . , x jr+1−1 }. Let A i be the first equivalence class with more than 1 element and (u 0 , v 0 ) = (x ji , x ji+1 ) ∈ E, (u 1 , v 1 ) = (u 0 , x ji+2 ), . . . , (u m , v m ) = (u 0 , x ji+1−1 ). Let A k be the next equivalence class with more than 1 element and ( Lemma 3.3 shows that I 0 is acyclic. Suppose I n−1 acyclic and let's show that I n = I n−1 + I un,vn is acyclic as well.
The key observation is that every element of I n−1 can be written as a sum α 1 + α 2 + dω where α 1 ∈ I n−1 , α 2 ∈ I un,vn , ω ∈ I n−1 and there is no v n in any of the terms of α 1 . It is sufficient to prove this for every element of a generating sequence of I n−1 :
• Let σ = {x 0 , u i , v i , . . . }. If v n ∈ σ and u n ∈ σ, then σ = 0+σ+d(0). If v n ∈ σ and u n ∈ σ, then d(σ∪{u n }) = ±σ±(σ∪{u n })\{v n }+S where S is a sum with {u n , v n } in each term, which means that S is in I un,vn . It shows that we have the required decomposition σ = ±(σ∪{u n })\{v n }±S±d(σ∪{u n }).
• Let's consider α = {x 0 , u i , y j1 , . . . , y jr } − {x 0 , v i , y j1 , . . . , y jr }. If v n ∈ {y j1 , . . . , y jr } and u n ∈ {y j1 , . . . , y jr }, then form ω = {x 0 , u i , y j1 , . . . , y jr } ∪ {u n } − {x 0 , v i , y j1 , . . . , y jr } ∪ {u n }. As in the first case, we obtain a good decomposition from dω.
This observation allow us to show that every cocycle in I n is a coboundary. Let α ∈ I n such that dα = 0. Since I n = I n−1 + I un,vn , we can write α = α 1 + α 2 + dω with α 1 ∈ I n−1 , α 2 ∈ I un,vn , ω ∈ I n and no v n in any term of α 1 . The vector α 2 can be written
For appropriate sets K i and L j (as in lemma 3.3), its differential is
But there is no term in α 1 containing v n and dα 1 + dα 2 = 0. Therefore, dα 1 = dα 2 = 0. By the induction hypothesis, there exists a ω 1 such that dω 1 = α 1 and by lemma 3.3, there exists a ω 2 such that dω 2 = α 2 . So, α = d(ω 1 + ω 2 + ω), I n is acyclic, which proves that V is acyclic.
Together, these lemmas give us the following proposition.
Proposition 3.5. The mapφ :
Proof. By lemma 3.2, we can factorizeφ as shown in the following diagram.
whereφ is the quotient map. Since V = kerφ andφ is surjective,φ is an isomorphism. By lemma 3.4, the map p is a quasi-isomorphism, which implies thatφ is a quasi-isomorphism as well.
A long exact sequence in rational cohomology
The quasi-isomorphismφ :
, described in section 3, decreases the degree by 2 codim x 0 − 1 = deg(x 0 ). Therefore, we have the following theorem. 
Proof. It is a direct consequence from the short exact sequence 0
2 and proposition 3.5.
As a first consequence, the Euler characteristic of the complement of non empty subspaces arrangements is zero. By the universal coefficient theorems (in homology and cohomology), we have the following equality :
is the ith Betti number of M (A). The long exact sequence in cohomology from theorem 4.1 gives us the following formula :
. Now, let's prove by induction on |A| that χ(M (A)) = 0. We suppose that this is true for arrangements with n or less subspaces. Let A be an arrangement with n + 1 subspaces and x 0 ∈ A. The deleted and restricted arrangements are such that |A ′ | = |A| − 1 and 1 ≤ |A ′′ | < |A|. So, by induction,
The special case of arrangements of hyperplanes is well known (see [1] ). If A is a complex arrangement of hyperplanes, not only do we know that χ(M (A)) = 0, but we also know that the Poincaré polynomials of a triple (A, A ′ , A ′′ ) verify the relation : Poin(M (A), t) = Poin(M (A ′ ), t) + t Poin(M (A ′′ ), t). Therefore, a natural question arises : can we extend this formula to the general case of subspaces arrangements? A generalized formula is equivalent to the splitting of the long exact sequence of theorem 4.1 in short exact sequences
This would give us the following formula :
But in general, the equality 4.1 does not hold, as shown by the following example. Example 1. In C 5 , let's consider the arrangement A = {h 0 , h 1 , h 2 } where h 0 , h 1 and h 2 are defined by the equations z 1 = z 5 = 0, z 1 = z 2 = z 3 = 0 and z 3 = z 4 = z 5 = 0, respectively.
A basis of the cochain complex D(A) is described in table 1. From that, it is easy to see that Poin(M (A), t) = 1 + t 3 + 2t 5 + 2t 6 (and that χ(M (A)) = 0). Let's consider A ′ = A \ {h 0 } and the corresponding restricted arrangement A ′′ . Some quick computations yield Poin(M (A ′ ), t) = 1+2t 
In the example, h 0 does not satisfy the PP property. However, if we consider the triple (A, A ′ , A ′′ ) associated to h 1 , then the Poincaré polynomials are :
The formula 4.1 is thus satisfied for h 1 . This example illustrates that, unlike with hyperplanes arrangements, not every subspace x 0 has the PP property. But the arrangement A of the example shows that even if a given subspace has not the PP property, then sometimes, we can find another subspace which possesses that property. At this point, it seems natural to ask the following questions :
(1) From any (non-empty) subspaces arrangement A, can we always choose a x ∈ A satisfying the PP property? (2) Can we find simple equivalent conditions for x ∈ A to have the PP property? (3) For any arrangement of hyperplanes A, each hyperplane has the PP property. Can we find a larger class of subspaces arrangements for which this is true? For example, is this true for arrangements with a geometric lattice?
Notice that the arrangement A of example 1 does not have a geometric lattice. To simplify the notations, for I = {i 1 , . . . , i r } ⊆ {0, . . . , n}, we'll denote x i1 ∩ . . . ∩ x ir by x {i1,...,ir } , or sometimes simply x I . The following definition is a generalization of the concept of separator in [1] .
Definition 4.4. Let A = {x 0 , . . . , x n } be a subspaces arrangement. We say that x 0 is a separator if x 0 ∩ x {1,2,...,n} > x {1,2,...,n} (in the lattice L(A)). Now, a partial answer to question 2 is given by the following proposition. Proof. To prove that x 0 has the PP property, it is sufficient to show that the injective map j :
since, in that case, the long exact sequence of theorem 4.1 splits into short exact sequences
Let's define a map k : D(A) → D(A ′ ) of cochain complexes by k(σ) = 0 if x 0 ∈ σ and k(σ) = σ if x 0 ∈ σ. This map commutes with the differential :
• If x 0 ∈ σ, then dk(σ) = kd(σ),
• if x 0 ∈ σ, then dk(σ) = 0 and kd(σ) = α(σ \ {x 0 }), with α = 0 if and only if ∩ x∈A x = ∩ y∈A ′ y, which is the case. So, the map k is a map of chain complexes and induces a map k
). Obviously, we have k ⋆ j ⋆ = id, which implies that j ⋆ is injective. Hence x 0 has the PP property.
In the example 1, we can use the proposition 4.5 to check that h 1 and h 2 are separators. But question 2 is not completely answered : the following example is an arrangement B which has the PP property with respect to h 0 . However, h 0 is not a separator.
Example 2. In C 3 , let's consider B = {h 0 , h 1 , h 2 } where h 0 , h 1 and h 2 are the three lines defined by the equations z 2 = z 3 = 0, z 1 = z 3 = 0 and z 1 = z 2 = 0, respectively. A basis for D(B) is 1 in degree 0, X i = {h i } in degree 3, X ij = {h i , h j } in degree 4 and X 012 in degree 3, with d1 = dX i = dX ij = 0 and dX 012 = −X 12 + X 02 − X 01 . From that, it is easy to compute Poin(M (B), t) = 1 + 3t
3 + 2t 4 = 1 + 2t 3 + t 4 + t 3 (1 + t) = Poin(M (B ′ ), t) + t deg(h0) Poin(M (B ′′ ), t).
Arrangements with a geometric lattice
When we suppose that the arrangement A has a geometric lattice, we have some stronger results. These results come from the following lemma.
Lemma 5.1. Let A = {x 0 , . . . , x n } be an arrangement with a geometric lattice such that x 0 is a separator. Let {i 1 , . . . , i r+1 } ⊂ {1, . . . , n}. Then we have x 0 ∩ x {i1,...,ir} = x 0 ∩ x {i1,...,ir+1} if and only if x {i1,...,ir } = x {i1,...,ir+1} .
Proof. If x {i1,...,ir} = x {i1,...,ir+1} , then obviously, we have x 0 ∩ x {i1,...,ir } = x 0 ∩ x {i1,...,ir+1} .
Suppose that x 0 ∩ x {i1,...,ir } = x 0 ∩ x {i1,...,ir+1} . From x 0 ∩ x {1,...,n} = x {1,...,n} , we deduce that x 0 ∩ x {i1,...,ir } = x {i1,...,ir } . Since the lattice is geometric, we obtain the maximal chain x {i1,...,ir } < x 0 ∩ x {i1,...,ir } from the maximal chain C l < x 0 . Therefore, we have the two following chains of inequalities :
x {i1,...,ir } < x 0 ∩ x {i1,...,ir} = x 0 ∩ x {i1,...,ir+1} , x {i1,...,ir } ≤ x {i1,...,ir+1} < x 0 ∩ x {i1,...,ir+1} .
Since the lattice is geometric, all maximal chains between two elements have the same length. The first line is a maximal chain of length 2, so the second line has the same length and we have the equality x {i1,...,ir} = x {i1,...,ir+1} .
Suppose that the arrangement A satisfies the assumptions of lemma 5.1 and let's define a map θ : D(A ′ ) → D( A ′′ ) by sending {x i1 , . . . , x ir } to {x 0 ∩x i1 , . . . , x 0 ∩x r }.
