595 line, Fig. 3(a) ], is obvious. The Hamming-windowed FFT reconstruction in Fig. 3(b) (dashed line) gets rid of the ringing, but sacrifices the resolution. Using the proposed method [dashed line, Fig. 3(c)], the middle box is recovered exactly, and the parabolic behavior of the object is fairly well reproduced. Note that, even though systematic error exists in this case, the edges are still well predicted and do not exhibit the usual ringing (the error has remained local in nature).
I. INTRODUCTION
The discrete adaptive LMS (Least-Mean-Square) algorithm [ 11 has been implemented directly in microprocessors and has found applications in prediction, inverse modeling, system identification, and the like. In the area of adaptive array antenna systems, an analog LMS algorithm was introduced [2] , where no delay units were involved. Based on this analog LMS algorithm, sampled analog or discrete-time analog implementations were also made, where the input signal was sampled and the delay line was realized by a charge coupled device (CCD) [3] or by a bucket-brigade device (BBD) [4]. However, the continuous-time LMS algorithm has not been carefully studied. Some authors [4] took it for granted that the adaptive gain for the continuous LMS algorithm has the same property as the adaptive gain in the discrete LMS algorithm. In fact, the adaptive gain for the discrete LMS algorithm is upper bounded, but it is not upper bounded for the continuous one.
In Section I1 of this correspondence, we present a continuoustime analog adaptive filter configuration via the well-known bilinear transform. We prove, in Section 111, that the adaptive gain of the continuous-time LMS algorithm can be arbitrarily large.
A CONTINUOUS-TIME ANALOG ADAPTIVE FILTER
In order to derive the analog adaptive filter, we first study the digital counterpart, whose configuration and notations are the same as in [ 11. The digital adaptive LMS filter is an FIR filter 
That is, the delay units, z -I , in (1) are replaced by the analog allpass filters, (s -p ) / ( s + p ) . where p is determined by the cutoff frequency of the filter. This analog all-pass filter can be realized by an RC-opamp circuit. With the transfer function (4), the filter output, y ( f ) , is given where and x o ( t ) = x ( t ) = input signal.
( 7 )
As a matter of fact, the x , ( t ) ' s do not have to be generated in the way described in (6) as long as they carry the information of
~( t ) .
Generally speaking, they can be a set of arbitrary signals.
When we analyze the LMS algorithm in the next section, we do not care how x, (2)'s are obtained.
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where p > 0 is a parameter controlling the convergence speed and it is called the adaptive gain. It can be easily verified that the solution to (1 l ) is
W ( r ) = R -' P + e-pR'(W(0) -K I P ) .
( 1 2 )
As t + 03, W ( r ) approaches the optimal Wiener solution (IO). In fact, (1 1) is the continuous version of the steepest descent algorithm to find a minimum of the objective function [. From (12), we observe that the parameter p can be set arbitrarily large, while the controlling parameter p in the discrete steepest descent algorithm should be bounded in a small range or else the algorithm will diverge [ I ] .
Since neither R nor P is available, in general, unbiased approximations are made by replacing R by R ( t ) and P by P ( t ) with
P ( r ) = d ( r ) X ( r )
and
R ( t ) = X ( t ) X ' ( t )
Then the algorithm (1 1) becomes
' ( t ) W ( t ) ] X ( t ) = p e ( f ) X ( t ) dt
( 1 4 ) which is the continuous-time LMS algorithm we wanted.
From the viewpoint of a linear system, (13) is a linear, timevarying, forced system. First, we need to prove that (13) is B I B 0 Fig. 1 where p, is the induced matrix measure defined in [6] . Since R ( t )
is symmetric, we have i.e.,
E [ W ] = R-IP (20)
which is the optimal Wiener solution.
IV. CONCLUSIONS We presented a complete analog adaptive filter. In Section 11, an analog transversal adaptive filter configuration was obtained simply by applying the bilinear transformation to its digital counterpart, the delay unit being realized by a first-order RC-opamp circuit. In Section 111, the continuous-time LMS algorithm was analyzed. Unlike in the discrete LMS algorithm, the adaptive gain p can be arbitrarily large without affecting the stability of the algorithm.
A laboratory model was constructed [7, ch. 41 , and achieved the objectives of proving the feasibility of building a continuous-time analog adaptive filter and observing the effects of the adaptive gain p . Our laboratory model was a two-weight predictor. Fig. 1 shows the oscilloscope trace of the error output signal. The corresponding filter weights are shown in Fig. 2 . No matter what value p was, the filter always converged. But due to the small dynamical range of Fig. 2 . The adaptation of the filter weights the analog circuit, sometimes the algorithm "converged" to the saturation state of the circuit.
