Fig. 1
Embodied cooperative behaviors in human-human communication chronized body movements, when the people evaluated the 158 robot positively (Kanda et al., 2003) . These research works 159 highlighted the importance of cooperative body movements 160 when robots played the role of a speaker while a human was 161 a listener in an interaction.
162
On the contrary, few papers have reported cooperative be-163 havior when a robot plays the role of a listener and a human 164 is the speaker. Watanabe and his colleagues found the im-165 portance of temporal cooperativeness, and have developed a 166 robot that is capable of giving responses to a speaking human 167 (Ogawa and Watanabe, 2001 ). However, only temporal co-168 operativeness was considered in that case and little previous 169 research has focused on the spatial cooperativeness of body 170 movements of a robot listener.
171
Cooperative body movements were also utilized for de-172 veloping an intelligent mechanism for robots based on imita-173 tion and learning. For example, interactive systems observe 174 human behaviors for the purpose of synthesizing behaviors 175 (Jebara and Pentland, 1999) . One imitation mechanism for a 176 robot was developed comprising a motion capturing system 177 and a neural network (Billard and Mataric, 2001 ). However, 178 these research approaches focused on the intelligent mech-179 anism for generating a motion, and they did not reveal its 180 effects on human-robot interaction, such as how effective 181 cooperative behaviors make interaction more natural. In a route guidance situation, there are two roles: a teacher 185 (mostly talking to explain the route) and a listener (mostly 186 listening), and since the roles of teacher and listener can be 187 clearly separated, there are two research directions:
188
(1) To develop a robot that teaches a route to a human (Ono 189 et al., 2001)
190
(2) To develop a robot that listens to the route guidance 191 instructions given by a human (this paper)
192
We believe that both directions are important, and these 193 will be finally merged into an ideal communication robot 194 that performs natural communication like humans do in any 195 interaction scenes. Since we have already developed a robot 196 for the teacher role (Ono et al., 2001 ), we are going to focus 197 on the second direction in this paper.
198
The situation where a robot teaches a route to a per-199 son is apparently important, since communication robots are 200 expected to perform the role of conveying information to 201 people. Here, however, we also focus on a route guidance 202 situation where a person teaches a route to a robot. We believe 203 that it is a realistic situation for a communication robot, thus 204 the function of expressing listening attitude needs to be de-205 veloped. There are two examples of this situation. First, there 206 is the case where a person asks a robot about some operation 207
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Auton Robot related to a place. Here, we believe that the most intuitive Through this development, our purpose is to prove the va- 
313
We adopted a microphone and a motion capturing system 314 as the system's sensors. The microphone is attached to the 315 robot, which acquires the utterance volume of a human. The 316 motion capturing system acquires three-dimensional numer-317 ical data on the human body movements. It consists of 12 318 sets of infrared cameras with an infrared irradiation function 319 and markers that reflect infrared rays. The motion captur-320 ing system calculates the three-dimensional position of each 321 marker based on the two-dimensional positions on all of the 322 cameras' pictures. The system's time resolution is 60 Hz and 323 spatial resolution is about 1 mm in the experimental envi-324 ronment. The attaching position of each marker is shown 325 in Fig. 4 . There is an approximately 50 milliseconds delay 326 to calculate the three-dimentional position of markers with 327 these settings. 
391
Some communicative units such as nodding (Hnd) do 392 not refer to the input from the motion capturing system. 393 For example, Hnd changes the head's orientation from the 394 current one to a relatively lower one for a while.
395
In addition, we prepared a parameter "response-delay 396 time (d sec)" to make communicative units more natural. 397 Because the robot can react faster than what humans do 398 due to the fast calculation of the motion capturing system, 399 we have observed unnaturalness in the robot's cooperative 400 behaviors when the delay d was not present. That is, it was 401 rather reflecting human motion rather than reacting to human 402 action. This response-delay time d was simply realized by 403 letting the robot's system refer to the d sec older data obtained 404 from the motion capturing system. Our system implements 405 Table 1 Implemented 
413

Method
414
We employed 25 pairs of university students (23 men, 27 415 women) for the preliminary experiment. They were asked to were no special request for subjects' capability except for 419 being fluent in Japanese and no specific selection was con-420 ducted to choose the subjects.
421
We placed four posters, P1, P2, P3, and P4, in each corner characters (since each Kanji character is associated with a 425 semantics and has a multiple way of readings, even Japanese 426 adults usually do not know the readings of very difficult 427 Kanji). Two subjects S1 and S2 were face-to-face in the 428 center of the room. S1 pointed at a poster and spoke the 429 reading of the Kanji to teach the reading to S2. S1 repeated 430 this for posters P1 (right rear), P2 (left rear), P3 (right front), 431 and P4 (left front). The task (teaching the reading of the 432 Kanji) was a pseudo task so that the subjects would not be 433 nervous about their body movements. The true purpose was 434 to measure the delay of the movements from the start of 435 S1's to that of S2's, which were measured by using a motion 436 capturing system.
437
Measurement of delay time
438
By using the numerically obtained body movement data, we 439 determined the start time of S1's movement (t1) to be the 440 earlier of the following two movements: the time when S1 441 started to move his/her arm (the start of pointing) and the 442 time when S1 started to move his/her head (the start of eye 443 gaze). Similarly, the start time of S2 (t2) was defined as the 444 time when S2 started to move his/her head (the start of the 445 looking motion). The response-delay time of the reaction is 446 retrieved as t2-t1.
447
Result
448
Figure 6 displays the response-delay times for the four point-449 ing behaviors for all subjects (data from 17 pairs was used 450 while that of 8 pairs was omitted due to data collection errors 451 with the motion capturing system). The average delay time 452 was 0.89 s (standard deviation 0.63). We utilized this param-453 eter in the developed system so that the response-delay time 454 d was 0.89 s. closely related to the implementation of control rules.
463
Settings
464
The subjects for the experiments were 50 university students
465
(23 male, 27 female) who also participated in the other pre-
466
liminary experiment described in the previous subsection.
467
After learning a route by walking, they were asked to teach to be appropriate to each situation.
473
Rs condition: the robot stayed stationary.
474
In addition, the subjects were paired and one subject in 475 each pair explained the route to the other (H condition).
476
Here, human operators chose communicative units (de-477 noted in Table 1 ) preferable for the current situation as shown 
490
Analysis of operator's selection
491
In the experiment, two operators controlled the robot's be-492 havior. There was no script prepared in advance for the op-493 erator, because we were not sure what behaviors would be 494 appropriate. We asked the operators to establish a consistent 495 manner of operation so that the behaviors would be con-496 sistent between different subjects. The operators used some 497 test subjects within the laboratory and tried to make the robot 498 behaviors appropriate from their subjective view.
499
They only controlled the selection of the communicative 500 units, and did not directly control head orientation or arm 501 gestures. Thus, the system controlled spatial cooperative be-502 haviors of the robot, while the human operators decided the 503 communicative units to be executed with appropriate timing. 504 We recorded the operation of choosing communicative units 505 along with video of the experiments, output from the motion 506 capturing system, and utterance information obtained from 507 the microphones.
508
We believe that this is one of the important points of 509 the research. The operators' decisions were recorded at the 510 symbol level, but not at the raw sensory-motor level. If we 511 were to allow the operators to directly control the motors of 512 the robot, their operation (such as, moving the robot's head in 513 a horizontal direction) might have multiple meanings (such 514 as, for nodding, facing its head in the indicated direction, 515 just making its pose as default, etc.); thus, the mapping, 516 required for later implementation, between sensory input 517 and robot's behavior would be more complicated, due to 518 such complex decision-making behind the motor control of 519 the operators. That is why we implemented sensory-motor 520 mapping (communicative units) first, and tried to retrieve 521 operators' behavior through symbolic operations.
522
After the experiment, we analyzed the operation records in 523 order to retrieve the if-then rules for selecting communicative 524 units. We assigned the reason why the operator chose each 525 of the communicative units that appeared in the operation 526 records (such as, "because the robot's left hand was so close 527 to the subject that it would have get contact with him/her, 528 its right hand was used", or "there were no specific action 529 needed for its head so the eye-contact module was chosen"). 530 Then, we added if-then rules that could be implemented with 531 its sensors until most of the operations could be reproduced 532 by the rules. As a result, the following rules were retrieved. 533 r "Eye contact" and "the same arm movement" are usually 534 selected. 
566
Situation detector
567
The situation detector detects 6 current characteristics and scribed below) and whether or not the subject is speaking.
572
The situation detector identifies them by referring to the in-
573
put from the motion capturing system and a microphone, and 574 also remembering short-term past situations. The unit selector consists of a set of rules for selecting ap-600 propriate communicative units for each of the head and both 601 arms. Figures 8 and 9 describe all implemented rules related 602 to the arms and the head and utterances. These rules are 603 based on the analysis of the operator, described in the pre-604 vious section. The rules are implemented as a combination 605 of if-then rules referring to the six current situations and five 606 past situations detected by the situation detector.
607
For example in Fig. 8 , if the last behavior module is not 608 Rpr, Rpl, Lpr, or Lpl, a human is pointing with the right hand 609 (Point = right hand), the human is using the right hand for 610 route guidance (Active = right hand), the human is not in 611 the region where either of the robot's hands might hit him or 612 her (Hit = nothing), and the human is pointing to the robot's 613 left side (Direction = left), then Lpr is selected.
3 Experiment 615
We conducted an experiment to verify the significance of the 616 developed system. The hypothesis for the experiment was 617 "if a robot performs embodied cooperative behaviors corre-618 sponding to the interacting human based on the developed 619 system, then the human will perceive the communication 620 with the robot during the route guidance is smooth." 
Method
622
A human teacher (denoted as Teacher) taught a route to a 623 destination to the developed robot or a human learner (de-624 noted as Learner). The following presents the details of the 625 experimental procedure.
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Subjects
627
We employed 81 university students as subjects in the exper-628 iment (36 men, 45 women). They were asked to participate in
629
"experiments to talk with a humanoid robot." We employed
630
them on a first-come-first-employed basis. There were no 631 special requests for subjects' capabilities except for being 632 fluent in Japanese, and no specific selection was conducted 633 to choose the subjects. They had never visited this environ-634 ment before, so they did not know the route that they would 635 teach or be taught. None of them had participated in the 636 previous experiment described in Section 2.
637
Conditions
638
We investigated the effect of the Learner's embodied co-
639
operative behaviors on the Teacher. We set five Learner 640 conditions as follows:
641
Human condition (H condition)
642
The Teacher teaches a human the route.
643
Robot cooperative condition (Rc condition)
644
The Teacher teaches the robot that performs embodied 645 cooperative behaviors.
646
Robot body move condition (Rb condition)
647
The Teacher teaches the robot that performs embodied 648 cooperative behaviors without utterances (only body 649 movements).
650
Robot voice condition (Rv condition)
651
The Teacher teaches the robot that performs embodied 652 cooperative behaviors without body movements (only 653 utterances).
654
Robot static condition (Rs condition)
655
The Teacher teaches the robot that remains stationary 656 (without body movements and utterances).
657
(We chose to keep the robot stationary for the control 658 condition because it more naturally falls within human 659 social norms than other reactions, such as random move-660 ment, would. It would not be unnatural, for example, for 661 an unfriendly person to remain nearly stationary while 662 listening to route guidance.)
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688
First, the Teacher is taught a route to the lobby (B or 689 C); he/she will guide by actually walking to the destination.
690
After that, the Teacher is given the instruction at a point close
691
to point A that: "There is a person (Learner) who gets lost.
692
He/she will ask you the route to the lobby, so please explain and neither the robot nor the human Listener was designed to 702 follow the route after the guidance. Instead, the experimenter 703 came and picked up the Teacher in order to let the Teacher 704 answer the questionnaire.
705
Evaluation
706
We administered a questionnaire to obtain subjective eval-707 uations of when the subjects behaved as Teacher and also 708 analyzed their behavior toward the Learner. In the ques-709 tionnaire, we investigated the influence of robot's behav-710 iors that affect communication. Specifically, we investigated 711 aspects of conveying the information, reliable communica-712 tion, and sympathetic interaction, where the last two aspects 713 are the ones related to human-like natural communication. 714 Concretely, the following six questions were used in the 715 questionnaire. The subjects answered each question on a 1-716 to-7 scale, where 1 stands for the lowest evaluation and 7 717 stands for the highest. 
728
Regarding the Teacher's behavior, the following factors 729 were recorded and analyzed. 
Results
734
First, we compared the subjective impressions for the H 735 condition, the Rc condition (a robot with the cooperative 736 embodied behavior), and the Rs condition (a static robot) to 737 verify the significance of the developed system.
738
Significance of the developed system 739 Table 2 shows the average, the standard deviation, and the 740 result of analysis of variance (ANOVA) among the H, Rs, 741 and Rc conditions of the six items on the questionnaire. In 742 the table, standard deviation is given in parentheses after the 743 average value. The comparison is also illustrated in Fig. 11. 744 
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Auton Robot the developed system had no effect on the aspects of con-764 veying information. Moreover, the subjective evaluation for 765 Rc was lower than the H condition in Q. 2 (Easiness) Q. 766 3 (Listening) and Q. 6 (Empathy), which suggests that the 767 realized natural communication by the developed system is 768 still far from that of inter-human communication; therefore, 769 there are some things we can improve in the system for more 770 naturalness.
771
Analysis of the effect of robot's body movements and
772
utterances 773 We performed a detailed analysis on the robot's body move-774 ments and utterances by comparing the Rc, Rb, Rv, and Rs 775 conditions. Table 3 shows the average and standard deviation 776 of the six questionnaire items. It also describes the results 777 of two-way factorial ANOVA among the conditions, where 778 the two factors are "body movements" and "voice." The Rc 779 condition has both factors, but the Rb condition has only the 780 factor of body movements, the Rv condition has only the 781 factor of voice, and the Rs condition has neither factor. The 782 number of subjects was 20 in the Rc condition, 21 in the Rb 783 condition, 20 in the Rv condition, and 20 in the Rs condition. 784 The two-way factorial ANOVA revealed that there were 785 significant simple main effects for the body movement fac-786 tor in Q. 3, Q. 5, and Q. 6, and an almost significant effect 787 in Q. 4. For the voice factor, there was a significant simple 788 main effect in Q. 5. Furthermore, there were significant sta-789 tistical interactions between the body movement factor and 790 the voice factor in Q. 3 and Q. 5. These results indicate that 791 both the body movement factor and utterance factor affected 792 on the reliability (Q. 3, 4) and sympathy (Q. 5, 6) aspects 793 (since there are simple main effects of both factors or the 794 interaction), and the body movement factor was relatively 795 more dominant than the utterance factor because some of the 796 questionnaire items were only affected by the body move-797 ditions. There were a few subjects' data excluded from the 804 analysis due to the failure of recoding of the motion captur-
805
ing system. We analyzed the total duration of utterance and 806 the total amount of arm gesture.
807
The left figure in Fig. 12 
840
Concerning the comparison of the body movement and 841 utterance factors, both factors affect how the robot exhibits 842 its listening behavior to the Teacher. Particularly, for shared-843 ness (Q. 5), it seems that each factor sufficiently affected 844 the subjective evaluation to make the effect of their mixture 845 seem little bigger than that of each of them individually. 846 We believe that the subjects received adequate signals of 847 
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These results seem to suggest that the robot is not yet as good 897 a listener as a human, probably due to the robot's appearance 898 and lack of social expectation. For example, subjects reported 899 on the difference of their behavior to the robot with the one to 900 humans, such as "I spoke to the robot as if I were talking to a 901 child," "I used simple landmarks when I explained directions 902 to the robot," "I talked slowly and loudly to the robot," "I 903 explained the route in detail to the robot," and "I did not give 904 detailed explanations to the robot."
905
Generality of findings and Limitations
906
Since this "pretending listening" behavior does not depend 907 on the appearance of Robovie, which has a less sophisticated 908 design than other humanoid robots such as Asimo (Sakagami 909 et al., 2002), we believe that the developed system and the ex-910 perimental results are applicable for other humanoid robots 911 that have a similarly simple or better appearance.
912
The experimental result showed that a robot with coop-913 erative behavior affected for natural communication with 914 humans to some degree, but not as much as inter-human 915 communication. Our implementation includes fundamental 916 cooperative behaviors with large movements, but it is appar-917 ently not perfect. We believe that its performance depends on 918 our implementation yet. On the contrary, since some of the 919 human Listeners in the experiment did not seem to be such 920 good listeners, such as their just listening without exhibit-921 ing responses to the Teacher. Thus, the ideal robot might be 922 able to realize natural communication as average humans do 923 if we could implement further body movements and utter-924 ances, or add other hardware devices for subtle expressions 925 such as facial expressions or degrees of freedom to the waist 926 (Miyashita et al., 2004) .
927
The findings also depend on the task. For example, we can 928 expect that effects for the body movements might be stronger 929 if a task requires significantly more spatial precision.
930
This research was conducted with the global perception 931 of a motion capturing system, which could potentially cause 932 a negative effect to the naturalness of the interaction of the 933 robot. For example, the pointing behavior of an instructor is 934 biased based on whether or not the listener can perceive the 935 object of attention (Trafton et al., 2005) . This type of infor-936 mation is difficult to account for using the global perception 937 of a motion capture system. However, since the robot's re-938 actions were limited to simple ones, such as nodding and 939 synchronized arm movements (when it is facing its head in 940 the direction, the speaker's motion is within the possible 941 sight of the robot's eye) in the route guidance situation, we 942 believe that the global perception did not cause a negative 943 effect. Of course, we should be aware that this point will be 944 more important when the robot will behave in different situ-945 ations with global perception, which will affect whether the 946 developed technique will be applicable for a robot without 947 global perception. Since the presence of the humanoid robot 948 is very strong, usually people (subjects) seem to interact pri-949
