INTRODUCTION
A Toep/itz matrix is one for which the entries are constant on diagonals:
Ci,j = c i _ j • Thus Toeplitz matrices are discrete analogues of convolution operators. They are connected to analysis by the trigonometric moment problem and its many ramifications, and to applications by discrete time-invariant linear systems and stationary stochastic processes, which they represent. They have therefore been extensively studied, and far-ranging theory has grown from the problem of inverting them, and from questions about the quadratic forms which they define. Nevertheless, relatively little is known about their spectral properties. In particular, the fundamental question of whether or not a real symmetric Toeplitz matrix can have arbitrary real eigenvalues, which was posed by P. Delsarte and Y. Genin and solved by them for n :5 4 [DG) , has been open. The problem is challenging because of its analytic intractability and because the few available examples exhibit multiple solutions that form no apparent pattern [P] . Here we use a nonconstructive method to give an affirmative answer, within a class of Toeplitz matrices having a certain additional regularity. These matrices therefore constitute another canonical form for Hermitian matrices under unitary transformation.
To describe the result more precisely, let a vector (VI' ... , v k ) be called even if vl+ i = V k _ i and odd if V I + i = -V k _ i , 0:5 i :5 k -1. Delsarte and Genin showed that each eigenvector of a real symmetric Toeplitz matrix can be taken to be either even or odd, and that the numbers of even and odd eigenvectors differ by one at most, not only for the matrix as a whole, but also for each subspace of eigenvectors corresponding to a multiple eigenvalue. They pointed out that, in consequence, for the inverse eigenvalue problem to have a continuous solution, the association of eigenvectors to eigenvalues Al < A2 < ... < An must assign eigenvectors of opposite parity to adjacent eigenvalues. We extend this crucial observation by focusing on matrices, termed regular, for which all the principal submatrices also have this property. Following S. Friedland [P] , we then consider the topological degree of the map which takes such a matrix to its eigenvalues. Using little more than a prior characterization [SL] of matrices with multiple eigenvalues, we succeed in showing that the degree does not vanish; it follows that the eigenvalues of matrices in this class already attain all possible n-tuples of real numbers. It is remarkable that a conclusion so inaccessible analytically nevertheless can be derived from such simple information.
NOTATION AND PRELIMINARIES
A symmetric Toeplitz matrix is determined by its top row, (tl' ... , t n ); accordingly, we denote such a matrix by Mn (t I ' ... , t n). Limiting consideration to real matrices in which tl = 0 and t2 = 1, we associate each Mn(O, 1, t 3 , ... , t n ) with the point (t3' ... ,t n ) of R n -2 . Such a matrix has n real eigenvalues, which we label so that .ill ~ .il 2 ~ ... ~.iln ; here L.il; = trace(Mn) = 0 , hence .ill < 0, else all the eigenvalues vanish, and .il n = -(.ill + ... + .il n _ l ) . We can rescale these so that .ill = -1 , and so associate with Mn the normalized eigenvalues Y; == .ildl.illl = .ild( -.ill)' satisfying which we view as a point (Y2' ... 'Yn-I) E R n -2 lying in the simplex Ln defined by the n -1 linear inequalities
2~i~n-2,
Y2+Y3+···+Yn-2+2Yn-1 ~ 1 that correspond to (1). Let A = A(Mn) denote the function which maps a point (tp ... ,t n ) onto these normalized eigenvalues (.il 2 I l.il I I , ... , .iln_dl.ild) of
We want to show that every set of n real numbers (Y I ' ••• , y n ), which we can label in increasing order, is the set of eigenvalues of some real symmetric n x n Toeplitz matrix. Since the eigenvalues of Mn + 01.1 are a uniform translation by 01. of those of M n , we may apply such a shift to the Y; to ensure L: Y i = 0, and again scale by Iy II ¥-° to produce a point in Ln. Our object therefore is to prove that the map A covers all of Ln. We will show that this is so already when A is restricted to the subset of regular matrices Mn described earlier. The argument will be based on the topological degree of A.
More specifically, on the strength of certain basic facts we will show that the set .9,;" of normalized n x n regular matrices is bounded, with boundary made up entirely of matrices having multiple eigenvalues. The complement of the image of this boundary under the eigenvalue map A therefore includes the License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use interior of Ln in a connected component. To determine the topological degree of A, as a map of 9,;" , at some point inside Ln we begin with the boundary point of Ln where the lowest n -1 eigenvalues coincide; this corresponds to a unique·matrix. Following the action of A in a neighborhood of that matrix, we show that it is locally one-to-one along a succession of boundary facets of 9,;" of increasing dimension, made up of matrices for which the lowest k eigenvalues coincide, k = n -2, . .. , 1. Ultimately this enables us to show that A is oneto-one also at some point interior to Ln; the degree of A is then not zero in Ln. Since the degree vanishes at a point outside A(9,;") , it follows that A(9,;") covers Ln. We begin with some basic properties of Toeplitz matrices. Throughout, Mn and Mk will denote, respectively, Mn(tl' t 2 , ••• ,t n ) without the preceding normalizations, and Mk(tl' ... , t k ) , its principal submatrix, k :::; n. We will always number the eigenvalues in nondecreasing order. Propositions 1 and 3(d) are known; we include brief proofs for completeness. Proposition 2 represents an elaboration of results in [SL) . In addition, we will frequently invoke the fact that the eigenvalues of Mk interlace those of M k + 1 . The motion of eigenvalues was studied also in [Tl, T2) . (A.) and nk (A.) . Choose a basis {w(i)} , 1 obtain n k -1 linearly independent vectors (nk for case (b)(i) in E k + I ). Thus for either situation n k + 1 ~ n k -1 , completing the proof of (3). We have also shown that (b)(ii) implies (b)(iii).
We return to (b)(i). Select V (I) 
. This cycle of implications proves (b) and (c). . Finally, we consider (a). If (b)(ii), which is a subcase of (a), is not satisfied, neither is (b) (iii). Thus the last component of all the vectors of Ek+1 must vanish. Thereupon, the vectors of any basis of E k + 1 ' when truncated to size k, remain linearly independent, lie in Ek ' and are extendible by (. ) ext to E k + 1 . Since (b) (i) is also false, they cannot include all of E k ; hence n k + 1 ::; n k -1. By (3), nk+1 = n k -1, completing the proof of (a).
Corollary 1 [I] . In any block of consecutive values of k for which nk(l) > 0, the sequence of numbers nk(l) can have at most one relative maximum.
Proof. It follows from Proposition 2(b) that, if nk+l(l) ::; nk(l) , all the vectors of Ek+1 have vanishing first and last components. By Proposition 2(c), the same must be true for Ek+2' and so this condition propagates. Thus once the sequence {nk(l)} starts to decrease, it continues to do so. 
(d) [DG] Ek+q().,) can be decomposed into the sum of subs paces of even and odd vectors, the dimensions of which differ by 1 at most. Moreover, when n k + q ().,) is odd, the subspace of larger dimension corresponds to vectors having the same parity as v, the single eigenvector in E k ().,).
(e) If )., is the largest eigenvalue of Mk then its multiplicity as an eigen- Proof. If n k _ 1 ().,) = 0 and n k ().,) = 1, then )., is an eigenvalue of 
. + t 2 V k ) .
With tk+1 so determined, the eigenspace Ek+1 ().,) is spanned by
; since v is even or odd, the second of these is equivalent to (0, VI' .•• ,v k ) . This establishes (a).
To maintain the increase of n k ().,) , we must ensure that each of these basis vectors, when extended by (. Continuing in this way, we see that if n j ().,) increases from 1 to m + 1 as j Finally, let 1 be the largest eigenvalue of Mk and have multiplicity exceeding 1. By Proposition 2(a), 1 is also an eigenvalue of M k -1 , and, from the interlacing of eigenvalues of these matrices, 1 is the largest eigenvalue of M k _ 1 • The interlacing shows also that n k _ 1 (1) cannot exceed nk(l) even when nk(l) = 1. The same considerations apply to the smallest eigenvalue of M k . This completes the proof of Proposition 3.
REGULAR TOEPLITZ MATRICES
From Proposition 3(d) [DG, p. 204 ] the authors drew the important conclusion that for the existence of a continuous map from ordered eigenvalues (11' ... ,1 11 ) to Toeplitz matrices it is necessary that the eigenvectors corresponding to successive eigenvalues alternate in parity. For otherwise, if both 1 j and 1j+l' say, correspond to even eigenvectors, a smooth deformation of the eigenvalue sequence which makes ). j and ). j+ 1 coincide could not be accompanied by a similarly smooth deformation of the matrices, since one of the eigenvectors corresponding to the multiple eigenvalue is necessarily odd. We amplify this crucial observation by restricting attention to matrices M n (tl' ... ,t n ) in which not only M n , but also each principal submatrix M k (tl ' ... , t k ), has this property.
Definition. A simple eigenvalue is termed even or odd according to the parity of its eigenvector. A matrix M n (tl' ... ,t n ) is regular provided it, and every submatrix M k (tl' ... , t k ), 1 ~ k ~ n, has the property that its eigenvalues are distinct and alternate being even and odd, with the largest one even. Let 9',; denote the set of regular matrices Mn (O, 1, t 3 
The corresponding eigenvalues are
. This shows explicitly that An is regular. We can also verify this without calculation by considering Tn' the inverse of -An' which is tridiagonal and extendible to a Jacobi matrix. Viewing this matrix as a three-term recursion which defines a sequence {Pj(x)} of orthogonal polynomials [A, p. 5] , the eigenvalues ).j of Tn are the zeros of Pn(X) , with eigenvectors (1, PI ().j) , . .. P n _ 1 (A j»; by Proposition 1, these are even or odd according to the sign of P n -1 ().j)' Since the zeros of orthogonal polynomials are distinct and interlace, the eigenvectors of Tn' equivalently those of An' alternate parit~ in the way required for An to be regular. Thus the set of regular matrices is not empty.
We henceforth return to the normalization tl = 0, t2 = 1 . Since single eigenvectors and eigenvalues deform smoothly under variations of the matrix, the set of regular matrices corresponds to an open set of points (t3' ... , tn) E R n -2 . To simplify notation, we will identify points (t3' ... , tn) with the corresponding matrices Mn (O, 1, t 3 , ... , tn) and refer to them interchangeably. We now describe the geometry of 9',; . Lemma 1. (a) For k > 2, 9,; corresponds to a set in R k -2 coordinatized by (t 3 , ... , t k ) for which (t 3 , ... , t k _ 1 ) E 9,;-1 and whose boundary consists entirely of the closure of (portions of) the (k -1) surfaces B j , defined as junctions over 9,;-1 by 
We know that ~ has an eigenvector w(€) near w, of the same parity, and corresponding neighboring eigenvalue A.( €). More precisely, by the theory of analytic (in €) perturbations of symmetric matrices [K, p. 120; RN, p. 376] , there exists a vector u and a constant Ji. such that
By substituting (6) into (5), and collecting terms of order € , we find (A) has a vector with nonzero first component, and from the construction proving Proposition 3( d) that both the even and the odd subspaces of E;_1 (A) do also. The eigenvectors of Mk~ 1 corresponding to the eigenvalues which approach A are mutually orthogonal, include even and odd vectors, and converge to some orthonormal basis for E;_1 (A) . At least one of these even eigenvectors must have its first component converge to a nonzero value, since the even subspace of EZ_ 1 (A) contains such a vector; say it is the ith eigenvector of Mk~ 1 ' and denote its limit by ve. It follows from (a) that the corresponding lower bounding surface (A) , the choice of sequence Mk~1 --+ M;_1 plays no role, and so the surfaces B j and B j are continuous at M;_I' with limit tk there. This shows that they account for the boundary of ~ also over ~_I ' and completes the proof of (a).
Let A be an eigenvalue of Mk E ~. If n k _ 1 (A) = 0, then (c) is automatically true. Otherwise, by Proposition 2(a), n k _ 1 (A) ~ 2; hence M k _ 1 lies on the boundary of ~_I ,and the argument just given shows that tk is determined to satisfy (a). By Proposition 3(b), this choice of tk produces an increase in the multiplicity, and so establishes (c).
Finally, since ~_I is compact by the induction hypothesis, and tk is bounded there, ~ remains compact. This concludes the proof of Lemma 1.
To illustrate for n = 4, ~ is the interval It31 < 1, and 9.;" is bounded by the curves -1 < t3 :::; 0 .
We remark that this example is atypical, in that, for k ~ 5, the projection of ~ onto tk = 0 is strictly smaller than ~_I ; that is, not all matrices of ~_I are extendible to ~. In particular, if M k _ 1 E ~_I has two different multiple eigenvalues, the heights tk determined in the preceding construction by the corresponding eigenspaces of M k _ 1 are not likely to coincide, and if they differ there can be no matrix in ~ above M k _ 1 • THE EIGENVALUE MAP Following S. Friedland [P] , we next focus on the topological degree [S, B] of the normalized eigenvalue map A. This map takes ~ C R k -2 into Lk C R k -2 , and, by Lemma l(a), the boundary 8~ into the hyperplane boundaries of the simplex L k • The topological degree, defined for a point disjoint from A({)~), the image of the boundary, measures the number of times the point is covered by the map A acting on ~, counted with orientation. Like the winding number in two dimensions, it is known to remain constant in each connected component of the complement of A({)~), hence in particular in L k • At a point not covered by A(~), the degree is zero. Therefore to prove that all of Lk is covered, it is sufficient to exhibit a single point in Lk where the degree is not zero. We do not do this explicitly, not knowing enough about A to invert it anywhere in L k • Instead, we proceed indirectly, beginning with a special boundary point of L k . (O, 1 , p, . .. ,/-2) as p --+ 1. This is not yet useful for our purpose, because it is only a boundary point of 9k, and one at which A is not differentiable. However, starting with this matrix, whose first k -1 eigenvalues coincide, we will perturb it, freeing one eigenvalue at a time.
We will be able to parametrize this sequence of boundary facets of 9k in a way which will allow us to follow A from the boundary of 9k to its interior, and to show that in this progression A is locally one-to-one. (For example, for n = 4, we find how A extends from the point t3 = t4 = 1, first along a segment of BI which is mapped onto a segment of ).2 = -1 near (-1, -1) , and thence to the interior of g; .) Finally, the uniqueness of the starting point will show that A, as a map of 9k, must also be globally one-to-one at some nearby point inside Lk ' and at such a point the degree does not vanish. 
We now show that M~f) approaches Mk as € -> 0+ , and that for all € sufficiently small, M~f) is boundary-regular.
The lowest eigenvector w( €) of M~~m+2 has for its limit as € -> 0+ that one of the two lowest eigenvectors of M k _ m + 2 which has the parity of w( €) , specifically, the one of opposite parity to v; by Proposition 3(b), the entries lj of M k , for k -m + 3::::; j ::::; k, are also definable by (4) using this eigenvector. is the next-to-smallest in Mjf) . We now determine the parity of this eigenvalue; in order to maintain the alternation required for boundary-regularity of M~f) , it must be that of v for each j .
The multiple block of eigenvectors of M j is generated, as in Proposition 3(b), by v, while that of My) comes from w(€), of opposite parity. By Proposition 3(d), when the block of M j has odd mUltiplicity, its subspace of vectors with the parity of v has the larger dimension, whereas in the block remaining in My) even and odd vectors have equal dimension; consequently, the eigenvector removed from the block by My) has the parity of v. Similarly, if the block of M j has even multiplicity, then that remaining in My) has an excess of vectors with the parity of w( €), opposite to v; hence again the eigenvector removed has the parity of v. This shows that M~f) is boundary-regular, completing the proof of Lemma 2. we take this to be 0 1 • In turn, the positivity of the derivative means that the map AI is one-to-one in the neighborhood of every point of the closed arc 0 1 ' that is, on 0 1 and its endpoint 0 0 • This proves the lemma for j = 1 .
Now suppose OJ C Sj has been determined to satisfy the requirements of the lemma. We argue as earlier. Let Mk(O, 1, t 3 Mk (0, 1, t 3 , ... , t k ) E Sj. As before, by Proposition 3(e), (b), its lowest eigenvalue .l(e) is a single eigenvalue of Mj~3' tj(e) in the range j + 4 ~ i ~ k is defined successively by (4), with v = w( e) the lowest eigenvector of Mj~3' and the (k -j -2)-dimensional eigenspace E~E) of Mk E ) corresponding to .l(e) is generated from this w(e) as in Proposition 2(b). As e -+ 0+, w( e) approaches that of the two lowest eigenvectors of M j + 3 which has the same parity as w( e); since Mj~3 E 9)+3' we know this to be even or odd, according as the integer j is. Consequently this limit, w(O) , is determined independently of the perturbation, and the eigenspace E~E) generated by w( e) has as its limit the eigenspace E~O) of Mk analogously generated by w(O). The eigenvector v k _ j _ 1 (e) of Mk E ) corresponding to the eigenvalue 9'i contains points in its interior for which Ai = A i + 1 ' a contradiction. This completes the proof of the theorem.
REMARKS
It is tempting to conjecture that the above correspondence between eigenvalues and regular Toeplitz matrices is one-to-one. Of course, it would also be very interesting to find an algorithm for carrying it out.
