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Abstract
In this paper, we study nonlinear discrete boundary value problems of the form
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ (λk + λ)y(t)+ f (t, y(t)) = h(t), t ∈ T,
a11y(a)+ a12∆y(a) = 0, a21y(b + 1)+ a22∆y(b + 1) = 0,
where λk is an eigenvalue of the associated linear problem, λ is a parameter, and f satisfies the sublinear growth condition
| f (t, s)| ≤ A|s|α + B, t ∈ {a + 1, . . . , b + 1}, s ∈ R
for some 0 ≤ α < 1 and A, B ∈ (0,∞). We study the existence and multiplicity of solutions for the above-mentioned problems
by establishing some a priori bounds, together with Leray–Schauder continuation and bifurcation arguments.
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1. Introduction
The field of difference equations is a mathematically rich and versatile area that is used for modeling discrete
processes. The interest in studying difference equations has been created, and is sustained, by two main factors:
(a) due to the theory’s significant and diverse modeling applications to almost all areas of science, engineering and
technology where discrete phenomena abound;
(b) from the advent and rise of computers, where differential equations are solved by employing their approximative
difference-equations formulations.
Thus the need for, and interest in, scientific advancements in the area is naturally motivated, see Rachunkova and
Tisdell [1, p. 2]. For more motivation, we refer the reader to Rachunkova and Tisdell [2] and Anderson, Rachunkova
and Tisdell [3] and the references therein.
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Let a, b ∈ N and T := {a + 1, . . . , b + 1}. Recently, Rodriguez [4] considered nonlinear discrete boundary value
problems of the form
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ λk y(t)+ fˆ (y(t)) = 0, t ∈ T, (1.1)
a11y(a)+ a12∆y(a) = 0, a21y(b + 1)+ a22∆y(b + 1) = 0, (1.2)
where p(t), q(t) are both defined for all t in {a + 1, . . . , b + 1}, and p(t) > 0 for all t, a211 + a212 > 0, and
a221 + a222 > 0; fˆ : R→ R is continuous; λk is an eigenvalue of the associated linear problem
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ λy(t) = 0, t ∈ T, (1.3)
a11y(a)+ a12∆y(a) = 0, a21y(b + 1)+ a22∆y(b + 1) = 0. (1.4)
He proved the following.
Theorem A ([4, Theorem 3.1]). Assume that
(A1) fˆ : R→ R is continuous and bounded;
(A2) there exists β > 0 such that
s fˆ (s) < 0, |s| ≥ β.
Then the boundary value problem (1.1) and (1.2) has a solution.
It is well known that every eigenvalue of the linear problem (1.3) and (1.4) is real, and that the eigenspace
corresponding to any such eigenvalue is one-dimensional [5]. Moreover if h¯ : T → R, and (λk, u) is an eigenpair,
then the nonhomogeneous linear boundary value problem
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ λk y(t) = h¯(t), t ∈ T, (1.5)
a11y(a)+ a12∆y(a) = 0, a21y(b + 1)+ a22∆y(b + 1) = 0 (1.6)
has a solution if and only if
b+1∑
t=a+1
h¯(t)u(t) = 0. (1.7)
From now on, we assume that the eigenfunction u corresponding to λk satisfies
(H0) Either u(a) > 0 or u(a) = 0 and u(a + 1) > 0, and
b+1∑
t=a+1
(u(t))2 = 1.
Remark 1.1. The case u(a) = u(a + 1) = 0 cannot occur, since it implies u(t) ≡ 0 on {a, . . . , b + 2} by (1.3).
In this paper, we shall consider nonlinear boundary value problems
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ (λk + λ)y(t)+ f (t, y(t)) = h(t), t ∈ T, (1.8λ)
a11y(a)+ a12∆y(a) = 0, a21y(b + 1)+ a22∆y(b + 1) = 0, (1.9)
where λ ∈ R is a parameter, f and h satisfy
(H1) (Sublinear growth condition) f : T × R → R is continuous, and there exist α ∈ [0, 1), A, B ∈ (0,∞), such
that
| f (t, s)| ≤ A|s|α + B, s ∈ R, t ∈ T; (1.10)
(H2) there exists β > 0 such that
s f (t, s) > 0, for t ∈ {a + 1, . . . , b + 1} and |s| > β; (1.11)
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(H3) h : T→ R satisfies
b+1∑
t=a+1
h(t)u(t) = 0. (1.12)
We shall establish some a priori bounds and use these, together with Leray–Schauder continuation and bifurcation
arguments, to reduce results which say that there are multiple solutions of (1.8λ) and (1.9) for λ on one side of zero,
and guarantee the existence of at least one solution for λ = 0 and λ on the other side of zero. To wit, we have that
Theorem 1.1. Let (H1), (H2) and (H3) hold. Then there exist λ− < 0 < λ+ such that (1.8λ) and (1.9) has
(1) at least one solution if λ ∈ [0, λ+];
(2) at least three solutions if λ ∈ [λ−, 0).
We have the following “dual” theorem if (H2) is replaced by the assumption
(H2′) there exists β > 0 such that
s f (t, s) < 0, for t ∈ {a + 1, . . . , b + 1} and |s| > β. (1.13)
Theorem 1.2. Let (H1), (H2′) and (H3) hold. Then there exist λ− < 0 < λ+ such that (1.8λ) and (1.9) has
(1) at least one solution if λ ∈ [λ−, 0];
(2) at least three solutions if λ ∈ (0, λ+].
Remark 1.2. Theorem 1.2 is a generalization of [4, Theorem 3.1] in which h = 0, λ = 0 and f (t, y) = f (y).
Finally we note that some similar results have been obtained for diverse boundary value problems of differential
equations; see [6–8] and the references therein. The methods we apply are rather similar to those in [8]. However a
great deal of additional efforts have to be made in the discrete case. In the last section, we also study the existence of
“sign-changing” solutions of the special problem
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ (λk + λ)y(t)+ f (t, y(t)) = h(t), t ∈ T,
y(a) = y(b + 2) = 0.
2. Lyapunov–Schmidt procedure
Let
X := {ψ ‖ ψ : {a, . . . , b + 2} → R, ψsatisfies (1.2)}
and for ψ ∈ X , let
‖ψ‖X := sup{|ψ(t)| : t ∈ {a, . . . , b + 2}}.
Let
Y = {ϕ | ϕ : {a + 1, . . . , b + 1} → R}
and for ϕ ∈ Y , let
‖ϕ‖Y := sup{|ϕ(t)| : t ∈ {a + 1, . . . , b + 1}}.
It is clear that the above are norms on X and Y , respectively, and that the finite dimensionality of these spaces makes
them Banach spaces.
Define L : X → Y by
(Ly)(t) = ∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ λk y(t), t ∈ T. (2.1)
Define F : X → Y by
(Fψ)(t) = f (t, ψ(t)), t ∈ T.
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It is easy to check that F : X → Y is continuous. Obviously (1.8λ), and (1.9) is equivalent to
Lx + λx + F(x) = h. (2.2λ)
Define an operator P : X → X by
(Px)(t) = u(t)
b+1∑
t=a+1
x(s)u(s), t ∈ T. (2.3)
It is easy to show the following.
Lemma 2.1. P is a projection and Im(P) = Ker(L). 
Define an operator E : Y → Y by
(Ey)(t) = y(t)− u(t)
b+1∑
t=a+1
y(s)u(s), t ∈ T. (2.4)
Lemma 2.2 ([4, Proposition 2.3]). E is a projection and Im(E) = Im(L). 
It is clear that if I represents the identity operator, then
X = XP ⊕ X I−P , Y = YI−E ⊕ YE ,
where XP , X I−P , YI−E and YE are the images of P, I − P, I − E and E , respectively.
It is obvious that the restriction of L to X I−P is a bijection from X I−P onto YE , the image of L . We define
M : YE → X I−P by
M := (L |X I−P )−1.
Since ker(L) = span{u}, we see that each x ∈ X can be uniquely decomposed into
x = ρu + v
for some ρ ∈ R, and v ∈ X I−P . For z ∈ Y , we also have the decomposition
z = τu + h¯,
with τ ∈ R and h¯ ∈ YE .
Lemma 2.3. (1.8λ) and (1.9) is equivalent to the system
Lv + λv + EF(ρu + v) = h, (2.5λ)
λ
b+1∑
s=a+1
u(s)u(s)+
b+1∑
s=a+1
u(s) f (s, ρu(s)+ v(s)) = 0.  (2.6)
Lemma 2.4. Let (H1) and (H2) hold. Then there exists R0 such that any solution y of (1.8λ) and (1.9) satisfies
‖y‖X < R0
as long as
0 ≤ λ ≤ δ := 1
2‖MJ‖YE→X I−P
(2.7)
where J : X → Y is defined by
(J x)(t) = x(t), t ∈ T.
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Proof. Obviously (L + λJ )|X I−P : X I−P → YE is invertible for |λ| ≤ δ. Moreover, by (2.7),
‖(L + λJ ) |−1X I−P ‖YE→X I−P = ‖[(L|X I−P )(I + λMJ )]−1‖YE→X I−P
= ‖[(I + λMJ )]−1‖X I−P→X I−P‖M‖YE→X I−P ≤ 2‖M‖YE→X I−P .
Let y = ρu + v be any solution of (1.8λ) and (1.9). Then we have that, if ρ 6= 0,
‖v‖X = ‖(L + λJ ) |−1X I−P E(h − F(ρu + v))‖X
≤ ‖(L + λJ ) |−1X I−P ‖YE→X I−P‖E‖Y→YE [‖h‖Y + A(|ρ|‖u‖Y + ‖v‖Y )α + B]
≤ 2‖M‖YE→X I−P‖E‖Y→YE [‖h‖Y + A(|ρ|‖u‖Y + ‖v‖Y )α + B]
≤ 2‖M‖YE→X I−P‖E‖Y→YE [‖h‖Y + A(|ρ|‖u‖X + ‖v‖X )α + B]
= 2‖M‖YE→X I−P‖E‖Y→YE
[
‖h‖Y + A(|ρ|‖u‖X )α
(
1+ ‖v‖X|ρ|‖u‖X
)α
+ B
]
≤ 2‖M‖YE→X I−P‖E‖Y→YE
[
‖h‖Y + A(|ρ|‖u‖X )α
(
1+ α‖v‖X|ρ|‖u‖X
)
+ B
]
= 2‖M‖YE→X I−P‖E‖Y→YE
[
‖h‖Y + A(|ρ|‖u‖X )α
(
1+ α
(|ρ|‖u‖X )1−α
‖v‖X
(|ρ|‖u‖X )α
)
+ B
]
,
and hence
‖v‖X
(|ρ|‖u‖X )α ≤
C0
(|ρ|‖u‖X )α + C1 +
αC1
(|ρ|‖u‖X )1−α
‖v‖X
(|ρ|‖u‖X )α ,
where
C0 = 2‖M‖YE→X I−P‖E‖Y→YE (‖h‖Y + B), C1 = 2A‖M‖YE→X I−P‖E‖Y→YE .
If
|ρ| ≥ (2αC1)
1
1−α
‖u‖X =: C˜, (2.8)
then we have
‖v‖X
(|ρ|‖u‖X )α ≤
2C0
(C˜‖u‖X )α
+ 2C1 =: C∗. (2.9)
If we assume that the conclusion of the lemma is false, we obtain a sequence {λn} with 0 ≤ λn ≤ δ and λn → 0,
and a sequence of corresponding solutions {yn} : yn = ρnu + vn , such that ‖yn‖X → +∞. From (2.9), we conclude
that it is necessary that |ρn| → +∞. We may assume that
ρn →+∞, and ρn ≥ C˜ for all n ∈ N
since the other case can be treated in the same way. Thus (2.9) yields that
‖vn‖X :≤ Cˆ |ρn|α (2.10)
with Cˆ := C∗‖u‖αX .
Now, from (2.6), we get that
λn
b+1∑
s=a+1
u(s)u(s)+
b+1∑
s=a+1
u(s) f (s, ρnu(s)+ vn(s)) = 0. (2.11)
By (2.7) and (2.11), it follows that
b+1∑
s=a+1
u(s) f (s, ρnu(s)+ vn(s)) ≤ 0. (2.12)
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Let
A+ = {t | t ∈ {a + 1, . . . , b + 1}, u(t) > 0},
A− = {t | t ∈ {a + 1, . . . , b + 1}, u(t) < 0}.
It is easy to see that
A+ ∪ A− 6= ∅, min{|u(t)||t ∈ A+ ∪ A−} > 0. (2.13)
Combining (2.13) and (2.10), we conclude there exists a positive constant Γ , such that for n ∈ N,
‖vn‖X ≤ Γ
(|ρn|min{|u(t)||t ∈ A+ ∪ A−})α , (2.14)
which implies that
lim
ρn→+∞
min{ρnu(t)+ vn(t) | t ∈ A+} = +∞, (2.15)
lim
ρn→+∞
min{ρnu(t)+ vn(t) | t ∈ A−} = −∞. (2.16)
Applying (2.15), (2.16) and (2.13) and (H2), we conclude that
b+1∑
s=a+1
u(s) f (s, ρnu(s)+ vn(s)) =
∑
s∈A+
u(s) f (s, ρnu(s)+ vn(s))
+
∑
s∈A−
u(s) f (s, ρnu(s)+ vn(s)) > 0, (2.17)
as n is large enough, which contradicts (2.12). 
Using similar arguments, we may establish the next lemma.
Lemma 2.5. Let (H1) and (H2′) hold. Then there exists R0 such that any solution y of (1.8λ) and (1.9) satisfies
‖y‖X < R0
as long as
−δ ≤ λ ≤ 0, (2.18)
where δ is given in (2.7). 
3. Proofs of the main results
Lemma 3.1. Let (H1) and (H2) hold. Then there exists R1 : R1 ≥ R0 such that for 0 ≤ λ ≤ δ and R ≥ R1, and we
have
deg(L + λI + F − h, B(R), 0) = deg(L + δ J, B(R), 0) = ±1,
where B(R) = {u ∈ X‖u‖X < R}, and “deg” denotes the Leray–Schauder degree when λ 6= 0, and the coincidence
degree when λ = 0 (see Gaines and Mawhin [9]). Therefore (2.2λ) has a solution in B¯(R) for λ ∈ [0, δ].
Proof. By Lemma 2.4 and the definition of L , the degree
deg(L + λJ + F − h, B(R), 0)
is well defined for λ ∈ [0, δ], and is a constant with respect to λ.
Now if (µ, y) ∈ [0, 1] × X is a solution of
Ly + δy + µ(F(y)− h) = 0,
then we have
‖y‖X = µ‖(L + δ J )−1(h − F(y))‖X ≤ ‖(L + δ J )−1‖Y→X (‖h‖Y + A‖y‖αX + B).
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Hence, there exists R′0 > 0 such that ‖y‖X < R′0. Thus if R1 = max{R′0, R0}, then we have, whenever R > R1, that
deg(L + δ J + F − h, B(R), 0) = deg(L + δ J, B(R), 0) = ±1,
which completes the proof. 
In a similar manner, we can establish the following
Lemma 3.2. Let (H1) and (H2′) hold. Then there exists R1 : R1 ≥ R0 such that for 0 ≥ λ ≥ −δ and R ≥ R1, we
have
deg(L + λI + F − h, B(R), 0) = deg(L − δ J, B(R), 0) = ±1.
Therefore, (2.2λ) has a solution in B¯(R) for λ ∈ [−δ, 0]. 
Lemma 3.3. Let (H1) and (H2) hold. Then there exists δ1 > 0 such that for −δ1 < λ < 0, we have
deg(L + λI + F − h, B(R1), 0) = deg(L + δ J, B(R1), 0) = ±1.
Proof. Let
τ0 = inf
x∈∂B(R1)∩X
‖Lx + F(x)− h‖X .
Then it is not difficult to check that τ0 > 0. Hence, if we take δ1 so small that δ1R1 < τ0, then for λ ∈ [−δ1, δ1],
deg(L + λI + F − h, B(R1), 0) = deg(L + F − h, B(R1), 0) = ±1. 
Lemma 3.4. Let (H1) and let (H2′) hold. Then there exists δ1 > 0 such that for 0 ≤ λ ≤ δ1, we have
deg(L + λI + F − h, B(R), 0) = deg(L − δ J, B(R), 0) = ±1. 
Proof of Theorem 1.1. By Massabo` and Pejsachowicz [10, Theorem 1.1], (2.2λ) has a continuum C∗ = {(λ, yλ)} of
solutions with ‖yλ‖ < R1 and λ ∈ [−δ1, δ]. On the other hand, since F is L-completely continuous and satisfies (H1)
and since λ = 0 is a simple eigenvalue, it follows from Rabinowitz [11, Theorem 1.6] that λ = 0 is a bifurcation point
from infinity for (2.2λ), i.e., there exists a subcontinuum
C∞ = {(λ, yλ)} ⊂ R× X
of solutions of (2.2λ), bifurcating from infinity at λ = 0, i.e., there exists 0 > 0 such that for all  : 0 <  ≤ 0 there
exists a continuum C ⊂ C∞
C ⊂
{
(λ, y) : ‖y‖X ≥ 1

, |λ| < 
}
=: U(0,∞) (3.1)
and C connects (0,∞) to ∂U(0,∞). Moreover, Lemma 2.4 implies that
C ⊂
{
(λ, y) : ‖y‖X ≥ 1

,− < λ < 0
}
.
This completes the proof. 
Proof of Theorem 1.2. Using a similar argument, we may derive the desired results. 
4. The Dirichlet problem
In this section, we study the existence of sign-changing solutions of a special case of (1.8λ) and (1.9), i.e.
∆[p(t − 1)∆y(t − 1)] + q(t)y(t)+ (λk + λ)y(t)+ f (t, y(t)) = h(t), t ∈ T, (4.1λ)
y(a) = y(b + 2) = 0. (4.2)
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Definition 4.1. A function y ∈ X has a zero j ∈ {a, . . . , b + 2} if y( j) = 0. If
y( j) = 0, and y( j − 1)y( j + 1) < 0
for some j ∈ {a + 1, . . . , b + 1}, then we say that j is a simple zero of y. If y(k)y(k + 1) < 0 for some
k ∈ {a + 1, . . . , b + 1}, then we say that y has a node at k + 12 . A simple generalized zero of y is then defined
as either its simple zero or its node.
Definition 4.2. For any integer k ∈ N and ν ∈ {+,−}, let Sνk be the set of function z ∈ X which satisfies
(i) the zeros of z in T are simple;
(ii) z has exactly k − 1 simple generalized zeros in {a, . . . , b + 2};
(iii) either νz(a) > 0, or z(a) = 0 and νz(a + 1) > 0.
Remark 4.1. The eigenfunction u of (1.3) and (4.2) has k − 1 simple generalized zeros in [a + 1, b + 1]; see Kelley
and Peterson [5, Theorem 7.6]. Hence u ∈ S+k by (H0).
Theorem 4.1. Let (H1), (H2) and (H3) hold. Then there exist λ¯− < 0 < λ¯+ such that
(1) if λ ∈ [0, λ¯+], then (4.1λ) and (4.2) has at least one solution;
(2) if λ ∈ [λ¯−, 0), then (4.1λ) and (4.2) has at least three solutions y∗, y+k and y−k , such that y+k has exactly k − 1
simple generalized zeros in {a, . . . , b+ 2} and y+k (a+ 1) > 0, and y−k has exactly k− 1 simple generalized zeros
in {a, . . . , b + 2} and y−k (a + 1) < 0.
Proof. By Massabo` and Pejsachowicz [10, Theorem 1.1], (2.2λ) has a continuum C∗ = {(λ, yλ)} of solutions with
‖yλ‖ < R1 and λ ∈ [−δ1, δ]. Using Rabinowitz [11, Corollary 1.8], we obtain two continua C+, C− ⊂ R × X
of solutions (λ, yλ) of (2.2λ), bifurcating from infinity at λ = 0, i.e., there exists 1 ∈ (0, 0) such that for all
 : 0 <  ≤ 1, there exist two subcontinua C+ ⊂ C+, C− ⊂ C− satisfying
(P1) C+ ⊂ U(0,∞) := {(λ, y) ∈ R×X : ‖y‖X ≥ 1 , |λ| < }, and (λ, y) ∈ C+ implies (λ, y) = (λ(ρ), ρu+w(ρ))
where w(ρ) ∈ X I−P , ρ > 0 and |λ(ρ)− 0| = o(1), ‖w(ρ)‖X = o(|ρ|) at |ρ| = ∞;
(P2) C− ⊂ U(0,∞), and (λ, y) ∈ C+ implies (λ, y) = (λ(ρ), ρu + w(ρ)) where w(ρ) ∈ X I−P , ρ < 0 and
|λ(ρ)− 0| = o(1), ‖w(ρ)‖X = o(|ρ|) at |ρ| = ∞.
We notice that w(ρ) ∈ X I−P in (P1) and (P2), since L is selfadjoint by [5, Theorem 7.1].
From (P1) and the fact that u ∈ S+k (see Remark 4.1), we conclude that there exists 2 ∈ (0, 1) such that for all
 : 0 <  ≤ 2,
(λ, yλ) = (λ(ρ), ρu + w(ρ)) ∈ C+
⇒ u + w
ρ
has exactly k − 1 simple generalized zeros in {a, . . . , b + 2}
which, together with the fact ρ > 0 in (P1), yields that
yλ ∈ S+k .
Similarly (λ, yλ) ∈ C− ⇒ yλ ∈ S−k . This completes the proof. 
The “dual” result of Theorem 4.1 is the following
Theorem 4.2. Let (H1), (H2′) and (H3) hold. Then there exist λ¯− < 0 < λ¯+ such that
(1) if λ ∈ [λ¯−, 0], then (4.1λ) and (4.2) has at least one solution;
(2) if λ ∈ (0, λ¯+], then (4.1λ) and (4.2) has at least three solutions y∗, y+k and y−k , such that y+k has exactly k − 1
simple generalized zeros in {a, . . . , b+ 2} and y+k (a+ 1) > 0, and y−k has exactly k− 1 simple generalized zeros
in {a, . . . , b + 2} and y−k (a + 1) < 0. 
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Remark 4.2. Let us consider the problem
∆2y(t − 1)+ (λ2 + λ)y(t)+ f0(y(t)) = h0(t), t ∈ {1, 2, 3}, (4.3λ)
y(0) = y(4) = 0 (4.4)
where h0 = {a, b, a}, a, b ∈ R, f0(s) = s1/3, and λ2 = 2 is the second eigenvalue of the corresponding linear
problem
∆2y(t − 1)+ µy(t) = 0, t ∈ {1, 2, 3}, (4.5)
y(0) = y(4) = 0. (4.6)
From [5, Example 7.1], we see that
u2 :=
{√
2
2
sin
pi
2
t : t ∈ {0, 1, 2, 3, 4}
}
=
{
0,
√
2
2
, 0,−
√
2
2
, 0
}
is an eigenfunction corresponding to λ2. Clearly, all conditions of Theorem 4.1 are satisfied. Therefore, there exist
λ¯− < 0 < λ¯+ such that
(1) if λ ∈ [0, λ¯+], then (4.3λ) and (4.4) has at least one solution;
(2) if λ ∈ [λ¯−, 0), then (4.3λ) and (4.4) has at least three solutions y∗, y+2 and y−2 , such that y+2 has exactly one simple
generalized zeros in {0, . . . , 4} and y+2 (1) > 0, and y−k has exactly one simple generalized zeros in {0, . . . , 4} and
y−2 (1) < 0. 
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