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ABSTRACT 
In the recent years, the rapid development of digital technologies and the low 
cost of recording media have led to a great increase in the availability of 
multimedia content worldwide. This availability places the demand for the 
development of advanced search engines. Traditionally, manual annotation of 
video was one of the usual practices to support retrieval. However, the vast 
amounts of multimedia content make such practices very expensive in terms of 
human effort. At the same time, the availability of low cost wearable sensors 
delivers a plethora of user-machine interaction data. Therefore, there is an 
important challenge of exploiting implicit user feedback (such as user navigation 
patterns and eye movements) during interactive multimedia retrieval sessions 
with a view to improving video search engines. In this thesis, we focus on 
automatically annotating video content by exploiting aggregated implicit 
feedback of past users expressed as click-through data and gaze movements. 
Towards this goal, we have conducted interactive video retrieval experiments, in 
order to collect click-through and eye movement data in not strictly controlled 
environments. First, we generate semantic relations between the multimedia 
items by proposing a graph representation of aggregated past interaction data and 
exploit them to generate recommendations, as well as to improve content-based 
search. Then, we investigate the role of user gaze movements in interactive video 
retrieval and propose a methodology for inferring user interest by employing 
support vector machines and gaze movement-based features. Finally, we propose 
an automatic video annotation framework, which combines query clustering into 
topics by constructing gaze movement-driven random forests and temporally 
enhanced dominant sets, as well as video shot classification for predicting the 
relevance of viewed items with respect to a topic. The results show that 
exploiting heterogeneous implicit feedback from past users is of added value for 
future users of interactive video retrieval systems.  
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Chapter 1  
 
 
INTRODUCTION 
This chapter summarises the recent challenges in interactive video 
retrieval and discusses the motivation that triggered our research 
activities. Then, the objectives of this research and the proposed 
approach are presented. Finally, we summarise the contribution of this 
work and report the achieved publications.  
1.1. Motivation 
In the recent years, the rapid development of digital technologies, the low cost of 
recording media, as well as the growth of communication networks have led to a 
rapid increase in the availability of multimedia content worldwide. The 
availability of such content, as well as the increasing user need of searching into 
multimedia collections place the demand for the development of advanced 
multimedia search engines that integrate multimodal retrieval techniques. 
Therefore, video retrieval remains one of the most challenging tasks of research. 
Despite the significant advances in this area recently, further advancements in 
multiple fields of video retrieval are required to improve the performance of 
video search engines. More specifically, major research challenges are still 
notable in the areas of semantic search with concept detection, multi-modal 
analysis and retrieval algorithms, as well as interactive search and relevance 
feedback (Lew, et al. 2006).  
In parallel, the high Internet penetration and the increasing usage of social 
platforms and environments for content exchange have generated tremendous 
amounts of user-machine interaction data, while the easily accessible and 
affordable technologies for recording context-based information, as well as the 
increasing usage of biometric and human behaviour recording devices, have 
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given easy access to human behavioural data. This fact reveals the need for the 
development of enhanced search techniques that could exploit the 
aforementioned information and combine it with content-based modalities, in 
order to generate additional metadata and facilitate the access to multimedia 
content. 
Video as a medium includes rich heterogeneous information, such as sound, text, 
as well as sequences of still images. Hence, current approaches of video retrieval 
adapt and combine techniques from text and image retrieval fields and employ 
multimodal approaches to deal with such diverse and heterogeneous information. 
To perform video retrieval, it is essential to index the content by creating 
efficient representations and descriptions of the video source. Shot change 
detection is the initial step of video segmentation and indexing (Lew, et al. 2006), 
in order to split the initial video to smaller scenes (i.e. video shots). By 
processing the audiovisual data, it is possible to extract low-level features (Sebe, 
et al. 2003) for each shot, however due to the well known problem of the 
semantic gap (i.e. the difficulty in translating low-level features to human 
understandable concepts), it is difficult to convert them to meaningful high-level 
concepts. Combination and fusion of heterogeneous information (i.e. visual and 
textual) is a first step towards the solution of this problem, as promising results 
have been presented both in image and video retrieval (Kherfi, D. and D. 2004), 
(Chang, Manmatha and Chua 2005), (Vrochidis, et al. 2008), (Snoek and 
Worring 2005), however the semantic representation and indexing of the 
multimedia content has not yet managed to overcome the semantic gap.  
An alternative way to bridge the semantic gap is to take advantage of the implicit 
and explicit feedback provided by the users (Hopfgartner, et al. 2008) of an 
interactive video search engine. During interactive video retrieval tasks, multiple 
sessions take place, in which the user interacts with the system either directly by 
submitting queries, browsing the video source and providing explicit relevance 
feedback by selecting specific shots of interest, or indirectly through his/her 
involuntary reactions (e.g. eye movements, facial expressions, etc.). Relevance 
feedback-based techniques in information retrieval (IR) constitute 
complementary methods to further improve the performance of a system by 
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requesting usually explicit feedback from the user (i.e. positive and negative 
examples). Despite promising results in image and video retrieval (Zhou, et al. 
2003), (Giacinto and Roli 2005), (Gurrin, et al. 2006), explicit relevance 
feedback-based functionalities are not very user-popular due to the fact that users 
are usually reluctant to provide such a feedback. Motivated by this, we propose 
to take into account the implicit feedback provided to the system by the users 
during the search process.  
 
Figure 1.1. Eye tracker 
As implicit user feedback we consider any voluntary or involuntary behaviour of 
the user during the interactive query session. In a typical search engine, when the 
user searches for a video, she/he navigates through the content and submits 
different queries by performing different mouse movements and clicks, as well as 
keystrokes that can provide information of his/her preferences. In addition, the 
physical involuntary reactions of the user as eye movements, heart rates, brain 
neuron reactions could also be considered as implicit feedback. Recording of the 
physical reactions of the user usually requires specialised equipment such as eye 
trackers (Figure 1.1), which are devices capturing the user eye movements, as 
well as biometric and electroencephalography sensors. The main advantage of 
using implicit techniques is that they do not require the user to provide explicit 
feedback. Although implicit information is in general thought to be less accurate 
than explicit (Nichols 1998) it has the advantage that large quantities of past user 
interaction data (e.g. log files in web search engines) can be gathered at no extra 
effort to the user.   
Exploiting implicit user feedback in multimedia retrieval would have an 
important impact in a variety of applications. First, it could facilitate video search 
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and retrieval in web applications, which are widely used by everyday users. For 
instance New York Times reported that YouTube1 has reached 2 billion searches 
per day in 2010. Therefore, the exploitation of such large amounts of user 
interaction data could result to a significant improvement of the search engine 
experience. Furthermore, given the fact that personal digital collections (e.g. 
photos and videos) have grown exponentially in the recent years, implicit 
feedback techniques could also contribute to generating additional semantic 
relations between the content, supporting that way the information retrieval tasks. 
Social media platforms, which already integrate several multimedia retrieval 
functionalities, would also benefit from such technologies, since the user 
interaction data during content browsing and exchange could be processed to 
facilitate search tasks. Finally, implicit user feedback approaches could be 
considered of added value in the domains of professional search (e.g. patent 
search), in which the search session data of past users could be reused in an 
unobtrusively manner to support future retrieval tasks.  
Overall, it can be said that the effective application of implicit feedback 
techniques could be a way to overcome current limitations of multimedia 
annotation and retrieval approaches that rely upon explicit user feedback. 
However, the distillation of meaningful information from noisy user interaction 
data can be considered as an important challenge to be addressed. 
1.2. Research objectives and approach 
In this work we propose to exploit the implicit user feedback inferred by the user 
interaction patterns and the gaze movements. The research objective of this thesis 
is to exploit past aggregated user implicit feedback, in order to generate 
additional metadata for a given dataset, as well as to build predictor models that 
would be capable of judging the relevance of a shot to a query based on 
                                               
 
1 http://www.youtube.com/ 
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aggregated user interaction. To this end we combine several techniques including 
video content analysis, text processing, supervised and unsupervised machine 
learning (i.e. classification and clustering), as well as heterogeneous 
representation schemes such as graphs and vectors. The conceptual framework of 
this approach is illustrated in Figure 1.2, in which the user interaction data are 
combined with video content analysis to facilitate interactive video retrieval. 
 
Figure 1.2. Conceptual framework  
In the context of establishing the environment for this research, we first perform 
video analysis and processing by employing well established techniques from 
image and video analysis. Then, we implement an interactive video retrieval 
engine, which is used to conduct user experiments. 
With a view to exploiting user navigation patterns, we generate additional 
semantic relations between the multimedia items (e.g. shots) included in a video 
collection and optimise content-based retrieval. This is performed by combining 
the information extracted from video content with aggregated past user 
navigation patterns. In this context, we take into account the user navigation 
pattern during a video retrieval task, which is expressed by user actions such as 
mouse clicks and keyboard inputs. These data are used to construct an action 
graph that describes the navigation of the user during the search process, by 
employing a methodology that defines several search subsessions (i.e. parts of 
sessions that the user is considered to search for the same topic). Subsequently, 
this graph is converted to a weighted graph that initiates relations between the 
queries and the content and is used to perform retrieval. Furthermore, this graph 
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is exploited, during a query by visual example to define positive and negative 
samples, in order to drive a pseudo-relevance feedback modality based on 
Support Vector Machines (SVM). The evaluation of the system is performed by 
conducting real user experiments with an interactive video search engine.  
The next step in our research focuses on the investigation of the role of 
aggregated gaze movements in interactive video retrieval. We propose an 
approach, in which, the gaze movements of past users are processed, in order to 
extract fixations (i.e. the eye remains fixed on a specific point for a certain 
amount of time) and pupil dilations. Then, we extract a set of features that 
describes each video shot based on aggregated fixation and pupil dilation 
characteristics. Subsequently, we employ SVMs and we train models that could 
predict which fixations of a future user could be considered as indicators of 
interest. We evaluate this approach by conducting an experiment, in which users 
are recruited to perform video retrieval with an interactive search engine, while 
there gaze movements are captured with an eye tracker.  
Finally, we propose an automatic annotation framework for video content by 
exploiting implicit user feedback during interactive video retrieval, as this is 
expressed with gaze movements, mouse clicks and queries. The queries 
submitted by new users are considered unknown and they are grouped in search 
topics and using two different clustering methods. First, we employ a dominant 
set clustering approach, in which we take into account the semantic similarity 
between the submitted queries and the temporal dimension to create query 
clusters. Then, we present a technique based on random forests clustering, in 
which the construction of the decision trees is driven by the user gaze 
movements, as well as by the semantic similarity between the queries. The 
evaluation shows that the combination of aggregated click and gaze movement 
data can be utilised effectively for automatic video tagging and annotation 
purposes. 
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1.3. Research contribution 
The research contribution of the work is split into three parts and is presented in 
Chapters 4-6.  
First, a notable contribution of this work is the methodology of graph analysis 
based on subsessions, as well as the approach for combining visual features with 
implicit user feedback under a supervised machine learning framework, which 
adds a semantic flavour to visual search. This approach enhances existing works 
(e.g. (Hopfgartner, et al. 2008), (Yang, et al. 2007)), in the area by constructing 
several sub-graphs based on subsession definition, instead of a single graph and 
by combining graph-structured past user interaction with content-based 
modalities. 
An additional research contribution of this thesis is the investigation of the role 
of aggregated gaze movements in not strictly controlled environments by 
conducting interactive video retrieval experiments. In this context, we propose a 
novel methodology for identifying shots of interest for new users, who search for 
a new query based on aggregated gaze data of past users combining a variety of 
eye movement features. This work goes beyond the state of the art showing that 
the combination of aggregated fixation and pupil dilation-based features from 
past users could effectively be applied to detect user interest for new users in not 
strictly controlled environments. Existing approaches (e.g. (Klami, et al. 2008)), 
have been mostly relying upon fixation-based features and consider more 
controlled environments compared to our approach. 
Finally, an important contribution of the proposed thesis is the video annotation 
framework, which is based on unsupervised (clustering) and supervised 
(classification) machine learning. The first approach is based on temporally 
enhanced dominant set clustering, while the second includes a novel variation of 
random forests algorithm, which integrates the gaze movements in the decision 
tree construction. This approach provides an alternative solution to the problem 
of query classification, where the semantic categories are not predefined, by 
enhancing the query clustering process with temporal and gaze movement data, 
while existing works in the area (e.g. (Beitzel, et al. 2007), (Wen, et al. 2002)) 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
8 
 
deal either with predefined query categories or they consider only click-through 
data. Furthermore, we integrate this novel clustering technique and the 
aforementioned gaze-based interest detection approach in an automatic video 
annotation framework. 
1.4. Thesis outline 
This thesis is structured as follows:  
 Chapter 2 deals with the literature review and the state of the art both in 
the areas of interactive video retrieval and in user implicit feedback 
exploitation during information retrieval (IR) tasks.  
 Chapter 3 presents the video analysis we perform in the context of our 
research and the implementation of an interactive video search engine.  
 Chapter 4 discusses the methodology for processing patterns of user 
interaction and combine them with content-based modalities. 
 Chapter 5 presents the eye-tracking experiment and the methodology for 
analysing aggregated gaze data.  
 Chapter 6 proposes a framework for video annotation that combines 
queries clustering and gaze movement-based analysis.  
 Chapter 7 concludes this thesis and proposes future work.  
1.5. Publications 
Several parts of the work and the results presented in this thesis are included in 
various research publications. Furthermore, additional papers have been 
published that are related and lead to the proposed thesis. These papers are listed 
below: 
1.5.1. Included publications 
Vrochidis, S., Patras, I., Kompatsiaris, I., "Exploiting gaze movements for 
automatic video annotation" Proceedings of the 13th International Workshop on 
Image Analysis for Multimedia Interactive Services (WIAMIS 2012), Dublin, 
Ireland, 2012. 
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Vrochidis, S., Kompatsiaris, I., Patras, I., "Utilizing Implicit User Feedback to 
Improve Interactive Video Retrieval". Advances in Multimedia, Hindawi, vol. 
2011, Article ID 310762, 18 pages, 2011. doi:10.1155/2011/310762. 
Vrochidis, S., Patras I., Kompatsiaris, I. "An Eye-tracking-based Approach to 
Facilitate Interactive Video Search", Proceedings of 2011 ACM International 
Conference on Multimedia Retrieval (ICMR2011), Trento, Italy, 2011. 
Vrochidis, S., Kompatsiaris, I., Patras, I., "Optimizing Visual Search with 
Implicit User Feedback in Interactive Video Retrieval", Proceedings of the ACM 
International Conference on Image and Video Retrieval (CIVR 2010), pp 274-
281, Xi'an, China, 2010. 
Vrochidis, S., Kompatsiaris, I., Patras, I., "Exploiting Implicit User Feedback in 
Interactive Video Retrieval", Proceedings of the 11th International Workshop on 
Image Analysis for Multimedia Interactive Services (WIAMIS 2010), Desenzano 
del Garda, Italy, 2010. 
1.5.2. Related publications 
Moumtzidou, A., Sidiropoulos, P., Vrochidis, S., Gkalelis, N., Nikolopoulos, S. 
Mezaris, V., Kompatsiaris, I., Patras, I., "ITI-CERTH participation to TRECVID 
2011", Proceedings of TRECVID 2011 Workshop, Gaithersburg, MD, USA, 
2011. 
Moumtzidou, A., Dimou, Gkalelis, N., Vrochidis, S., Mezaris, V., Kompatsiaris, 
I., "ITI-CERTH participation to TRECVID 2010", Proceedings of TRECVID 
2010 Workshop, Gaithersburg, MD, USA, 2010. 
Vrochidis, S., Moumtzidou, A., King, P., Dimou, A., Mezaris V., Kompatsiaris, 
I.,  "VERGE: A video interactive retrieval engine", Proceedings of the 8th 
International Workshop on Content-Based Multimedia Indexing (CBMI 2010), 
pp. 142-147, Grenoble, France, 2010. 
Moumtzidou, A., Dimou, A., King, P., Vrochidis, S., Angeletou, A., Mezaris, V., 
Nikolopoulos, S., Kompatsiaris, I., Makris, L., "ITI-CERTH participation to 
TRECVID 2009 HLFE and Search", Proceedings of TRECVID 2009 Workshop, 
Gaithersburg, MD, USA, 2009. 
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Vrochidis, S., King, P., Makris, L., Moumtzidou, A., Nikolopoulos, S., Dimou, 
A., Mezaris, V., Kompatsiaris, I., "MKLab Interactive Video Retrieval System", 
Proceedings of ACM International Conference on Image and Video Retrieval 
(CIVR09) - VideOlympics Showcase event, Santorini, Greece, 2009. 
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Chapter 2  
 
 
LITERATURE REVIEW 
Interactive video retrieval based on implicit user feedback mostly 
considers two important dimensions: video indexing and retrieval, as well 
as the user feedback and interaction with the search engine. First, this 
chapter discusses the related work in the area of interactive video 
indexing and retrieval from the content-based perspective. Specifically, 
we present the main techniques employed for video indexing including 
shot segmentation and feature extraction, while we discuss video retrieval 
by presenting the most common search functionalities, the retrieval 
interfaces and the evaluation methodologies. Then, the chapter focuses 
on the exploitation of implicit user feedback during information retrieval 
tasks. In this context, we first present the works that consider user 
navigation patterns during search both in the textual and multimedia 
domains. Then we discuss the implicit feedback approaches that deal with 
eye movements and finally we briefly present other relevant works in the 
area focusing on affective retrieval and implicit tagging using other 
forms of user implicit feedback such as brain neuron reactions. 
2.1. Video indexing and retrieval 
Interactive video retrieval research deals with facilitating user access to video 
collections through the development of more advanced retrieval techniques and 
systems. The objective of interactive video retrieval research is to improve the 
retrieval experience for users interacting with video content in terms of system 
effectiveness and efficiency for the tasks they wish to accomplish, as well as in 
terms of user satisfaction.  
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Video indexing and retrieval is typically performed at shot level (Over et al. 
2009). As shot we consider a video sequence, which is a set of consecutive series 
of frames that constitutes a unit of action in a film. Practically, it is a part of the 
video that has been taken without interruption by a single camera. Therefore, 
there is a need for shot segmentation, which is dictated both by the significant 
variability in the video content (e.g. movies, documentaries, sports), in order to 
separately index each elementary temporal segment of it. Based on this shot-
oriented analysis, interactive video retrieval provides the user with a set of 
functionalities for facilitating searching, browsing and navigating within large 
collections of video shots.  
To enable content-based retrieval of video shots, a variety of metadata generation 
techniques are employed. First, motion features are extracted from each shot 
based on the identification of salient points and their trajectories in time. In 
addition, image processing techniques are applied after extracting representative 
keyframes from the video shots and subsequently low-level visual features are 
generated. On top of these, in the recent years, the research trend has moved 
towards the extraction of high-level and human understandable concepts and 
events. Specifically, the concept and event-based indexing of video as a research 
direction has started to receive particular attention, following studies in 
neuroscience, which showed that humans perceive real life using past experience 
structure in events (Zacks, et al. 2001). Finally, textual metadata are generated by 
applying automatic speech recognition on the audio part of the video, by 
processing captions, as well as by applying Optical Character Recognition 
(OCR) techniques to identify text on the keyframes.  
Based on the aforementioned techniques and/or the combination of them, several 
video retrieval systems have been developed. In the following, we will present 
the state of the art in this area by discussing the video shot-based indexing 
methods, as well as video retrieval techniques, functionalities and interfaces. 
Since the area of video indexing and retrieval is very broad, we mostly focus on 
the parts that are more relevant to the proposed thesis, and we present the most 
recent and well performing algorithms that fall in this area. 
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Figure 2.1. Video indexing framework 
2.1.1. Video indexing 
Video indexing consists of several image and video analysis techniques. Figure 
2.1 illustrates a typical video indexing framework. The video source is first 
segmented into shots and subsequently the most representative keyframe is 
extracted. In the following, low-level visual and/or motion features are generated 
from the shots and the keyframes. This information is further exploited using 
machine learning techniques to extract high-level concept and events. In parallel, 
textual metadata are extracted by processing the audio part of the video, the close 
captions and by applying OCR on the keyframes.  
2.1.1.1. Video shot segmentation  
Video shot segmentation is based on shot boundary detection. The basic idea of 
shot boundary detection to perform segmentation is frame similarity. It is 
obvious that consecutive frames, which belong to the same shot, are visually 
similar. On the other hand, consecutive frames that are assigned to different and 
temporally neighbouring shots are quite different from the visual perspective. Of 
course there are cases, in which consecutive frame similarity does not provide 
enough information regarding the shot cut existence. For instance, when the 
camera moves very fast, the similarity of consecutive frames decreases 
significantly. In addition, there are cases, in which shot cuts are not easily 
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distinguishable. This occurs in the case of special transitions such as fade in/out, 
dissolve, split screen, wipe etc.  
In the early years, the methods were usually evaluated on relatively small 
datasets. Since 2001, the National Institute of Standards and Technology (NIST) 
has started a benchmark of content based video retrieval, i.e., TRECVID 
(Smeaton, et al. 2006), in which shot segmentation is included as one of the 
evaluation tasks. The practice of TRECVID tasks has significantly promoted the 
progress of shot segmentation techniques, revealing that the identification of 
abrupt cuts has been tackled to a satisfactory extent, however the detection of 
gradual transitions still remains a complicated and challenging problem.  
The early work on shot detection mainly focused on abrupt cuts. In such 
approaches a cut is detected, when a certain difference measure between 
consecutive frames exceeds a threshold. The difference measure is computed 
either at a pixel or at a block level. Noticing the weakness of pixel difference 
methods, which is due to high sensitivity to object and camera motions, many 
researchers proposed the use of alternative measures based on global 
information, such as intensity and/or colour histograms (Patel and Sethi 1997), 
(Tsekeridou and Pitas 2001). Since then, the standard colour histogram-based 
algorithm and its variations have been widely used for detecting abrupt cuts. 
While the use of more complex features, such as image edges or histograms or 
motion vectors (Huang and Liao 2001) improves the results and performs very 
well for abrupt cuts, it does not solve the problem of gradual transitions (Α. 
Hanjalic 2002). In another work, the authors have presented mathematical 
characterisations for most common transition effects (Albanese, et al. 2004), 
while more recent approaches deal with gradual transition detection using colour 
coherence change (Tsamoura, et al. 2008).  
2.1.1.2. Keyframe extraction 
As keyframe we consider the representative frame of an entire shot. In general, 
two applications of keyframe extraction can be considered: a) video indexing, 
browsing and retrieval and b) video summarisation and representation. The 
requirements for keyframes are to maintain the important content of the video 
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and remove any redundancy. To this end, the most reasonable approach would be 
to identify interesting objects, actions and events. However, due to the fact that 
so detailed semantic analysis is not currently feasible, the current works mostly 
rely on low-level image features or temporal information to extract representative 
keyframes.  
In simple and most straightforward approaches, the first, the last frames and the 
temporally middle frames of the shot are selected as keyframes, regardless of the 
complexity of visual content motion analysis. On the other hand, the more 
sophisticated approaches take into account visual content, motion analysis and 
shot activity (Zhuang, et al. 1998). However, these approaches in many cases fail 
to effectively capture the major visual content or they are computationally 
expensive.  In (Hanjalic and Zhang 1999) the frames of the shot are clustered and 
the centroids of the bigger clusters, also referred to as key clusters, are taken as 
keyframes. In another approach, discontinuity in the motion vectors provides 
information for the keyframes (Divakaran, et al. 2001). More recently, in 
(Besiris, et al. 2007) a keyframe extraction method based on a minimal spanning 
tree graph is proposed, where each node is associated to a single frame of the 
shot and the principle of maximum spread is applied to identify the keyframes.   
2.1.1.3. Low-level features extraction 
Low-level visual features such as colour, edge, texture, motion and salient points 
form the basis of similarity-based queries in video retrieval. Colour is considered 
as one of the most widely used features. The texture features characterise the 
different spatial patterns within the video, while the edge features may indirectly 
characterise the shape of the objects within the video. More recently the 
extraction of salient features from images and video keyframes has emerged.  
The low-level visual features colour, texture and edge can be globally defined for 
a single keyframe, locally (spatially) defined for regular sub-regions of the 
keyframe, or even spatio-temporally defined for a sequence of video frames.  
Global representation is the simplest and the most common use of low-level 
features.  
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For the majority of video retrieval approaches the temporal domain does not play 
important role. Visual features are often defined in terms of a distribution across 
the image or the video segment, which are quite naturally represented as 
histograms. More generally, features including histograms can be physically 
represented as a vector describing the visual content and defining the similarity 
between queries and documents based on their distance. In a similar way, the 
extraction of salient points is usually exploited with the aid of the bag of words 
model, in which each salient point is associated with a cluster and finally the 
feature vector is the histogram of the distribution of the salient points in the 
identified clusters. In several approaches multiple features are combined into a 
single vector representation for the visual segment, which is often referred to as 
early fusion of visual features, and the vector may be further processed before 
calculating distances by applying normalisation (Hauptmann, et al., 2003) or 
dimensionality reduction (Nikolopoulos, et al., 2010). 
Since 1999, the highly discriminative Scale-Invariant Feature Transform (SIFT) 
descriptor (Lowe 1999) is considered as one of the most popular descriptors in 
computer vision. Other examples of feature descriptors are Gradient Location 
and Orientation Histogram (GLOH) (Mikolajczyk and Schmid 2005), Speeded 
Up Robust Features (SURF) (Bay, et al. 2008), the machine-optimised gradient-
based descriptors (Winder and Brown 2007), (Winder, et al. 2009) and the well 
established MPEG-7 descriptors (Manjunath, et al. 2002). 
During the retrieval phase, both the query image and video keyframes have the 
same grid applied and matching is performed for the whole image. Alternatively, 
each regular region of the keyframe can be treated as a sub-image and shots can 
be ranked based on the best sub-image that matches the query image.  
2.1.1.4. High-level concepts and events 
One of the important challenges and perhaps the most interesting problem in 
semantic understanding of multimedia is visual concept detection. Many 
researchers have attempted to classify images as a whole, but the granularity is 
often too coarse to be directly used in real world applications. A well known set 
of high-level semantic concepts has been explored by the Large Scale Ontology 
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for Multimedia (LSCOM) initiative (Naphade, et al. 2006), a subset of which is 
used within TRECVID to study concept-based retrieval. Most approaches (e.g. 
(Gkalelis, et al. 2011), (Huiskes, et al. 2010)) in this area consider a supervised 
machine learning framework in order to train models that could predict the 
existence of a concept in a shot by exploiting annotated examples after extracting 
visual and motion low-level features.  
More recently, significant research has been devoted to the detection and 
recognition of events in multimedia, in different application domains. Event 
detection can be considered even more challenging compared to concept 
identification, since events usually span along several video shots and can be 
decomposed into a variety of concepts under motion. For instance, “dog” could 
be a characteristic example of a visual concept, while “a human walking next to a 
barking dog” could be considered as an event. In this context, in (Xu and Chang 
2008) a Bag-of-Words (BoW) algorithm is combined with a multilevel sub-clip 
pyramid method in order to represent a video clip in the temporal domain and the 
earth mover’s distance (EMD) is then used for recognizing events. More 
recently, Ballan, et al. (2010) present an algorithm that exploits knowledge 
embedded into ontologies and train SVM-based concept detectors to recognise 
events in the domains of broadcast news and surveillance. In (Jiang, et al. 2010), 
three types of features, namely, spatial-temporal interest points, SIFT features, 
and a bag of MFCC audio words, are used to train SVM-based classifiers for 
recognizing events. Finally, in (Moumtzidou, et al. 2010), a method for visual-
only event detection in multimedia is presented, which is based on using a large 
number of pre-existing visual concept detectors for generating model vectors. 
Then, a combination of a dimensionality reduction technique and a nearest 
neighbour classifier based on the Hausdorff distance are applied to the model 
vectors, for associating videos with high-level events.  
2.1.1.5. Textual metadata extraction 
There are three possible text sources available in video retrieval: a) the text, 
which results after applying automatic speech recognition (ASR) on the audio 
part of the video, b) the text extracted with optical character recognition text 
(OCR) on the video frames and c) the closed caption (CC) text. The ASR text 
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represents the transcripts (i.e. what is spoken) of the audio part of the video. The 
video OCR is visible during the video and is commonly used in interviews and 
news reports to identify title, location, etc. The CC text is a representation or 
translation of the audio that is transmitted. In most of the times the later is not a 
word-by-word transcription of what is spoken and it includes change of speaker 
information and identification of audio events for specific programmes (e.g. 
knock at door, phone rings). These three different sources of text can be 
considered complementary.  
The standard text processing that is applied to the ASR, video OCR and CC text 
is stopword removal, stemming and indexing. The textual information is easily 
aligned to shots using the available timestamps. In the case that the CC 
timestamps are missing, then they may be aligned with the video based on the 
ASR transcript (Rautiainen, et al., 2005). It is interesting to mention that despite 
the fact that the textual resources are synchronised with the video, there is no 
guarantee that the items reported in the text are visible in the associated shots. 
Finally there are cases, in which the textual information needs to be indexed in a 
different language from the initial one. To cope with this issue, automatic 
Machine Translation (MT) is employed, which however introduces noise to the 
text.  This was the case in several years in TRECVID video search tasks, where 
the ASR text of Dutch videos has been automatically translated in English (e.g. 
(Zhang, et al. 2008)).  
2.1.2. Video retrieval 
This section provides an insight in the video retrieval functionalities with a 
special focus on relevance feedback. Then, we present the interfaces used for 
video retrieval and finally we discuss the evaluation metrics employed for video 
search. 
2.1.2.1. Retrieval functionalities 
Since video data consist of heterogeneous sources of information, including text, 
audio visual features and generated metadata such as visual concepts, there are 
several ways, in which a user can formulate a query in a video retrieval system. 
As discussed in (Snoek, et al. 2007), three main query formulation paradigms 
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exist in the video retrieval domain: a) query by textual keyword, b) query by 
visual example and c) query by concept. In addition to these initial queries, the 
relevance feedback-based options, which involve the user in the search loop, can 
be considered as important functionalities of interactive retrieval systems. Since 
relevance feedback is very relevant to this thesis, we discuss it in detail in the 
next subsection. 
The query by textual keyword is one of the most popular methods of searching 
for video (Hauptmann 2005). This query type is very simple and users are 
already familiar with this paradigm, since it is adopted from the traditional text-
based searches. Query by text relies upon the availability of sufficient textual 
descriptions and annotations, including descriptive data and transcripts.   
The query by visual-example is inspired by content-based image retrieval. This 
query type allows for the users to provide an image or a video shot as a visual 
example and retrieve similar results. This approach is based on the comparison of 
low-level features such as colour, texture, shape and salient points and could 
work satisfactorily for retrieving near duplicate images and keyframes. However, 
the main problem of content-based retrieval is that users in several cases expect 
not only visually similar results, but also semantically similar. Specifically, the 
subjectivity of human perception (Rui, et al. 1998) has as result that different 
persons (or even the same person under different conditions) may interpret visual 
content in a different way. It should be also mentioned that this functionality is 
becoming more popular in the recent years after being adopted by very well 
known search engines such as Google2 and Yahoo!3. 
More recently, a great deal of interest in the multimedia retrieval research 
community has been invested in query by concept (or event), which is also 
referred to as concept or event-based retrieval. Concept retrieval relies on 
semantic annotations, i.e. high-level concepts or events that have been associated 
                                               
 
2 http://images.google.com/ 
3 http://images.search.yahoo.com/ 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
20 
 
with the video data (see 2.1.1.4). Assuming that semantic concepts can be 
considered as additional textual annotation, video documents can be retrieved by 
formulating textual search queries. In this context, query by concept can be 
considered as an extension to both query by textual keyword and query by visual 
example, since it includes textual input and considers visual features for 
performing retrieval.  
2.1.2.2. Relevance feedback 
Besides the aforementioned query options, several search engines provide a 
relevance feedback functionality to the users. In this case the user is capable of 
marking as relevant or non-relevant intermediate results and then the system 
provides an improved set of results. Relevance feedback techniques are usually 
based on supervised machine learning and the examples provided by the users 
are used as training samples.  
Historically, relevance feedback systems use machine learning techniques like 
expectation-maximisation (EM) and K nearest neighbours (KNN) to bring 
semantically similar results in response of any query image (Tao, et al. 2006).  
Other relevance feedback learning methods are based on Support Vector 
Machines (SVM) (Yildizer, et al. 2012), (Tong and Chang 2001) and Bayesian 
inference (Su, et al. 2011). SVM based methods consider the retrieval process as 
classification problem, in which relevant and irrelevant images are considered as 
training set. In an active learning approach (Yildizer, et al. 2012) the system 
selects the samples that fall near the SVM hyperplane and prompts the user to 
provide feedback. Constrained similar measure-based support vector machines 
(CSVM) (Azim-Sadjadi, et al. 2009) consider the images belonging to two 
clusters, construct a boundary to separate them and finally return sorted results.  
Although relevance feedback functionality certainly improves the initial results 
of a video or image retrieval systems, it is not considered very popular due to the 
unwillingness of users to provide explicit feedback. 
2.1.2.3. Retrieval interfaces 
Graphical user interfaces of video retrieval systems serve as a mediator between 
the user and the video collection. These interfaces facilitate the users in 
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formulating search queries, retrieving results and browsing the video content. A 
detailed survey on representative video browsing and exploration interfaces is 
presented in (Schoeffmann, et al. 2010). In general, video retrieval interfaces can 
be divided into shot-based and story-based. 
 
Figure 2.2. VERGE video search engine 
In one of the first efforts for developing shot-based video retrieval interfaces, 
(Arman, et al. 1994) proposed to utilise the concept of keyframes (i.e. the 
representative frames of shots), for browsing the content of a video sequence in a 
temporal manner. Several other works have been published that are based on 
keyframe browsing of shots in a video sequence, usually by showing a page-
based grid-like visualisation of keyframes (e.g. (Sull, et al. 2001), (Geisler, et al. 
2002)). In another work (Adcock, et al. 2008) the authors present an interactive 
video search system called Media-Magic, which allows for searching at textual, 
visual, and semantic level, while in (Hopfgartner, et al. 2009) a tool for 
performing simultaneous search tasks within a video is proposed. Recently 
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VERGE (Vrochidis, et al. 2010c) video shot-based search engine (Figure 2.2) has 
been presented, integrating visual similarity search, concept-based retrieval and 
manually assisted linear fusion of heterogeneous modalities. Considering the 
large number of systems that visualise search results in a shot-based view, this 
approach can be seen as the standard visualisation method. 
In some cases, shot-based retrieval is not considered as the ideal choice. To this 
end, story-based video retrieval interfaces have been devised. These interfaces 
usually consider news stories as the basic retrieval item. Examples of such search 
engines are NewsFlash (Haggerty 2004), which supports full text search and 
profile search, a similar system introduced in (Morrison S. Jose 2004), in which 
the web interface support query-by-textual-keyword, as well as NewsRoom 
proposed in (Diriye 2010). Consequently, not many system implementations 
exist for this scenario.  
An additional reason that the shot-based interface prevails is the influence of the 
TRECVID evaluation campaign on video retrieval research, the tasks of which 
are focused on the video shot. However it should be mentioned that in the recent 
years TRECVID has introduced search tasks (i.e. known-item search), which are 
video-oriented and do not focus on shots.  
2.1.2.4. Video retrieval evaluation  
The information retrieval systems, approaches and techniques are usually 
evaluated by considering their effectiveness and computational efficiency. The 
system effectiveness depends mostly on two features: a) the ability of the system 
to model relevance, (i.e. to correctly associate documents to a given query) and 
b) the results presentation on a graphical user interface.  
The majority of IR experiments focus on evaluating the system effectiveness. In 
this system-centred evaluation scheme, the system effectiveness is assessed, 
using well-established evaluation metrics, by comparing the output of the system 
with respect to a ground truth, which is manually constructed. On the other hand, 
in order to evaluate the presentation of the results, different interface models and 
their usability, a user-centred evaluation scheme is required. This evaluation 
scheme, which has its foundations in the area of human-computer interaction, 
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relies upon the explicit feedback of users to evaluate the system effectiveness and 
usability.  
The system centred evaluation is considered as the most common assessment 
scheme in the IR community (Ingwersen 2005). The most well known evaluation 
metrics in IR are recall and precision, while average precision and F-score that 
combine the aforementioned metrics are also used.  
Precision measures the proportion of the retrieved relevant documents. Based on 
the fact that users often interact with few results only, the top retrieved results 
can be considered as the most important ones. Assuming that during a search the 
system has retrieved M documents and the relevant retrieved results are Mୖ, the 
precision P is calculated as follows: 
ܲ =  
Mୖ
M
  (2. 1) 
An alternative to evaluate these results is to measure the precision of the top N 
results. The ܲ@ܰ metric focuses on the quality of the top results, with a lower 
consideration on the quality of the recall of the system. 
The recall measures the proportion of relevant documents that are retrieved in 
response to a given query. Assuming that during a search the system has 
retrieved Mୖ relevant documents, while the total correct documents to this query 
in the collection were  Mେ, the recall R is calculated as follows: 
ܴ =  
Mୖ
Mେ
  (2. 2) 
Both precision and recall are single-value metrics that consider the full list of the 
retrieved documents, while the ranking is not taken into account. Given the fact 
that most retrieval systems return a ranked list of documents, evaluation metrics 
should allow to measure the effectiveness of this ranking. One approach to 
combine these metrics is to plot precision versus recall in a curve.  
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Another popular measure of ranked retrieval runs is the “average precision” AP. 
Assuming that Mୖ are the relevant retrieved documents, and P୩ the precision at 
rank of k-th relevant document, the AP is calculated as: 
ܣܲ =
1
Mୖ
෍ P୩
୑౎
௞ୀଵ
 (2. 3) 
In several cases the arithmetic mean of average precision AP over all queries, the 
“mean average precision” MAP is employed. MAP assumes that all queries are 
considered equal.  
Finally, another popular evaluation measure that combines recall and precision is 
the F-score (also F1-score or F-measure). It considers both the precision P and 
the recall R of the system to compute the evaluation metric. The F-score can be 
interpreted as a weighted average of the precision and recall, where an F-score 
reaches its best value at 1 and worst score at 0. The F-score (F1 score) is the 
harmonic mean of precision and recall: 
ܨ − ݏܿ݋ݎ݁ =
2 ∙ P ∙ R
P + R
 (2. 4) 
The other dimension of evaluation in search engines is the user-centred 
evaluation. In several cases there has been an open question in the research 
community regarding the application of system-centred or user-centred 
evaluation scheme in IR. For instance the authors in (Hancock-Beaulieu 1992) 
argue that system-centred evaluation is not suitable for interactive IR systems, 
since the controlled evaluation environment ignores essential factors of human-
computer interactivity. In addition, they do not agree with the idea of using pre-
defined relevance lists as ground truth. Aiming to address the main critique 
points towards the disadvantages of interactivity in the system-centred evaluation 
scheme, in (Borlund 2003) a framework for the evaluation of interactive 
information retrieval systems is introduced. The author argues that interactive IR 
systems should be evaluated under realistic conditions and suggests recruiting 
potential users as test subjects of the IR systems.  
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
25 
 
However, the recruitment of human subjects imposes several subjectivity 
parameters to the evaluation. Specifically, according to (Stanley and Campbell 
1963), a well-known problem in such evaluations is the humans’ learning 
aptitude. In other words humans learn how to handle a system better the longer 
they use it. Therefore, the results of subsequent experiments are most likely to be 
better than the results of early experiments. In addition, the involved users might 
become familiar with a specific topic and return better results than inexperienced 
users without any background knowledge. To this end, an approach is to average 
the results by several users, who are searching for the same topics, considering 
different topic search sequences (e.g. user 1 searches first for topic A and then 
for B, while user 2 searches first for topic B and then for A). Another well-
established evaluation pattern to address this problem is called Latin-Square 
evaluation design, in which user and topic are treated as blocking factors. 
Assuming that we have two system variants, two topics and two users, the 2x2 
latin square design (Figure 2.3) would be described by the following actions. 
Searcher S1 uses system variant V1 to search topic T1 and then system variant 
V2 to search topic T2, while Searcher S2 uses system variant V2 to search topic 
T1 and then system variant V1 to search topic T2.  
 
Figure 2.3. 2x2 latin square design, in which two users are searching for two topics 
with two system variants 
2.2. Implicit user feedback in information retrieval 
Differentiating from the traditional relevance feedback methods, which explicitly 
request the user to rate results, the use of implicit feedback techniques helps 
learning users’ interest unobtrusively. The main advantage of this approach is 
considered the fact that the user is not prompted to provide explicit feedback. 
Since a large quantity of implicit data can be gathered without disturbing the user 
actions during retrieval, the implicit feedback-based approaches seem as an 
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attractive alternative. Of course not all the implicit user actions can be effectively 
interpreted or associated with relevance in information retrieval tasks. In this 
context, extended research has been performed to detect the features, which are 
valid indicators of interest.   
In general case retrieval tasks, the implicit user feedback can be divided into two 
main categories: the query actions and the involuntary physical user reactions. 
The first category includes the patterns of user interaction with the search engine, 
such as series of mouse movements and clicks, shot selections, key strokes and 
keyboard inputs, while the second includes physical user unconscious behaviour, 
such as eye movements e.g. (Zhang, et al. 2010), heart rate and brain neuron 
reactions that can be gathered with electroencephalography (EEG) (e.g. 
(Arapakis, et al. 2009)). On the one hand, the feedback of the first category is 
easily gathered even during a web search session by using log-files, while 
physical reactions are recorded with the aid of special wearable devices or other 
sensors (e.g. cameras) capturing and analysing user behaviour. In the following 
sections we discuss in detail the relevant research performed in both of the 
aforementioned categories. First we present the works that deal with user 
navigation patterns in information seeking and then we report the research 
dealing with the implicit user feedback of the second category. Specifically, we 
focus on the role of gaze movements in information retrieval tasks, since this 
area is very relevant to this thesis. Finally, we also present techniques of 
exploiting user additional forms of implicit feedback in information retrieval, 
such as neuron reactions, which are used both for cognitive and affective-based 
tagging purposes. 
2.2.1. Exploitation of past user interaction in information retrieval 
The study of past user interaction has started in the traditional text-based search 
engines and in the recent years the developed techniques have been transferred in 
the multimedia search systems. Therefore, we first provide an insight to the 
approaches applied to the textual search engines and then we discuss the works 
in multimedia retrieval. 
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2.2.1.1. Exploitation of past user interaction in textual retrieval 
Implicit feedback approaches based on the user interaction with search engines 
have been effective in the context of textual retrieval, where they are mostly 
employed for query expansion and user profiling in order to retrieve, filter and 
recommend items of interest (Kelly and Teevan 2003).  
The first works were aiming at quantifying the importance of implicit user 
feedback and investigate whether it could be exploited for retrieval. In this 
context, the authors in (Claypool, et al. 2001) introduce the definition of 
“Implicit Interest Indicators” by proposing specific user actions or combinations 
of them that can be considered as meaningful implicit feedback. In (White, 
Ruthven and Jose 2002), the authors perform a comparison between an explicit 
and an implicit feedback system concluding that there are not significant 
differences between them and that substituting the former with the latter could be 
feasible. In another work (Shinoda 1994), the authors evaluate whether user 
behaviour, while reading newsgroup articles, could be used as implicit indicator 
for interest. They measure the copying, saving or following-up of an entry and 
the time spent for reading the entries. They reveal that the reading time for 
documents rated as interesting is longer than for non interesting documents. 
However, a relation between interest and following-up, saving or copying has not 
been found.  
In the context of further exploiting implicit feedback, the authors in (Seo 2000) 
introduce a method to learn users’ preferences from unobtrusively observing 
their web-browsing behaviour. Based on their conclusion the proposed approach 
can improve the retrieval performance. However, the adaptation of users’ interest 
over a longer period of time has not been taken into account as their search 
sessions have been set up only for a short period.  
In another interesting work, the query-logs of a search engine are utilised to learn 
retrieval functions with the aid of machine learning (Joachims 2002). More 
specifically, the click-through data are translated into ranking user preference 
and then they are used to train a retrieval function with a Support Vector 
Machine (SVM) approach. The implemented SVMs in this case have been 
specifically designed in order to be trained by rankings, which declare related 
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preferences (i.e. one option is better than another). This development is 
considered more efficient and suitable for dealing with implicit feedback 
information, when compared to a typical SVM implementation that has to be 
trained with negative and positive samples.  
In (Radlinski and Joachims 2005) the authors propose to detect query chains (i.e. 
a sequence of queries) and then learn a retrieval function using SVMs. The 
authors demonstrate a simple method for automatically detecting query chains in 
query and click-through logs. These data are used to infer preference judgments 
regarding the relative relevance of documents both within individual query 
results, and between documents returned by different queries within the same 
query chain. The method used to generate the preference judgments is validated 
using a controlled user study. A ranking SVM is adapted to learn a ranked 
retrieval function from the preference judgments. The results demonstrate 
significant improvements in the ranking given by a normal search engine. 
More recent works focus on evaluating different ranking algorithms with the aid 
of implicit information (i.e. user click selection), either by comparing different 
ranking functions or by merging results of different algorithms (Radlinski, et al. 
2008).  
2.2.1.2. Past user interaction-based approaches in multimedia retrieval 
Implicit feedback techniques have not been fully explored in the multimedia 
domain (Hopfgartner and Jose 2007). In textual retrieval, the usual implicit 
information that can be taken into account is the user selection (i.e. the user 
clicks on an interesting link or textual description to view the complete 
document), while in video retrieval there are multiple interactions between the 
user and the system, defining in that way many implicit indicators (e.g. 
submission of textual, visual or temporal queries, etc).  
The main approach to exploit the user feedback during video retrieval interactive 
sessions is to extend the idea of “query chains” (Radlinski and Joachims 2005) 
and construct a graph that describes the user action. Subsequently this graph is 
transformed into a weighted graph by aggregating the links between the same 
nodes and weights are introduced based on the different actions taken into 
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account. In that way, links between the data and the submitted queries are 
initiated. Recent works employ the aforementioned technique to deal with user 
clicks.  
More specifically in (Hopfgartner, et al. 2008) the authors propose to use 
community based feedback mined from the interactions of previous users of a 
video retrieval system, which is based on Okapi BM25 retrieval model 
supporting text queries to aid users in their search tasks. This feedback is the 
basis for providing recommendations to new users of the video retrieval system. 
This is performed by representing all user interactions with a weighted graph. 
Then, this implicit information is aggregated from multiple sessions and users 
into a single representation, thus facilitating the analysis and exploitation of past 
implicit information. In (Vallet, et al. 2008) the authors evaluate 4 different 
algorithms that can be applied on the weighted graph to provide 
recommendations. The evaluation is performed with simulated users, whose 
navigation action is based on a statistical behaviour of real users. The results of 
these works seem to be promising as they complement the existing baseline text 
and relevance feedback systems.  
In another approach (Craswell and Szummer 2007), the authors apply a Markov 
random walk model to a large click log, producing a probabilistic ranking of 
documents for a given query in an image search engine. The model is able to 
retrieve relevant documents that have not yet been clicked for that query and 
rank those effectively. They conduct experiments on clicked logs during image 
search, comparing the proposed (‘backward’) random walk model to a different 
(‘forward’) random walk, reporting that the most effective combination is a long 
backward walk with high self-transition probability.   
In (Yang, et al. 2007), a video retrieval system is presented, which employs 
relevance feedback and multimodal fusion of different sources (textual, visual 
and click-through data), in order to generate recommendations for the user. In 
this approach, the textual, visual and aural data of the video shots are processed 
separately and compared with the selected video document. Then, these results 
are fused. A further adjustment of the fusion weights is performed with the aid of 
the click through data, which denote the interest of the user to a specific 
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document based on the time she/he watched the video shot. The approach of 
fusing content analysis information with the implicit feedback seems to be very 
interesting and promising, however in this specific work the implicit information 
is not very deeply exploited, as the sequence of query actions is not taken into 
account, failing in that way to semantically interconnect subsequent queries and 
shots.  
A similar approach is proposed in (Moumtzidou, et al. 2011), in which the time 
duration of a user hovering on a shot during video retrieval tasks is considered as 
the main implicit interest indicator. The authors are based on the assumption that 
there are topics for which specific visual concepts and metadata are important (or 
are more descriptive than others). With a view to exploiting this assumption, the 
implicit feedback information is utilised, in order to train weights between 
different modalities or between instances of the same modality, which are used 
by a fusion function. 
Overall it seems that most of the state of the art works consider only textual 
queries, while basic video retrieval options as query by visual example and 
temporal queries are not taken into account. In addition, fusion or combination of 
aggregated click-through data with the content-based modalities is not attempted. 
2.2.2. Eye movement-based approaches 
Studies utilising eye movements in order to investigate cognitive processes 
started to appear three decades ago. Based on this research, eye movement data, 
which are categorised in: fixations, saccades, pupil dilation and scan paths, have 
proven to be very valuable in studying information processing tasks (Rayner 
1998). Eye tracking methods are mostly used in information retrieval tasks in 
order to identify items of interest, as well as to understand the behaviour of the 
user. 
2.2.2.1. Eye movement-based works in textual retrieval 
Most of the works that employ gaze analysis in the area of information retrieval 
focus on textual document search. 
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In such a work (Granka, et al. 2004), the authors investigate how the users 
interact with the results of a web search engine by employing eye-tracking. A 
very interesting approach is described in (Puolamaki, et al. 2005), in which 
proactive information retrieval is proposed by combining implicit relevance 
feedback and collaborative filtering. More specifically, implicit feedback is 
inferred from eye movement signals, with discriminative Hidden Markov Models 
(HMM) estimated from data, for which explicit relevance feedback is available. 
Eye movements are modelled with a two-level discriminative HMM, where the 
first level models transitions between sentences, whereas the second level models 
transitions between words within a sentence. Collaborative filtering is carried out 
using the User Rating Profile model.  
Other approaches attempt to evaluate and interpret meaningfully the user 
behaviour during text retrieval tasks (Joachims, et al. 2005). In this case, the gaze 
movements are used to model and understand the user behaviour and decision 
process and finally propose strategies to generate feedback from clicks. 
Focussing only on gaze fixations, the authors conclude that results are usually 
viewed from top to bottom and that the lower a click in the ranking, the more 
abstracts are viewed above the click. In another work (Brooks, et al. 2006), 
restructuring of the information that is presented to the user during a text 
retrieval task based on eye-tracking is proposed. The measures considered are: 
cardinality of fixations, fixation duration, pupil size, and regressions. In a more 
recent work (Kirkegaard Moe, et al. 2007), the authors attempt to identify 
indicators and features for eye-tracking in text retrieval considering viewing time, 
thorough reading and regressions.  
In this context, the authors in (Hardoon, et al. 2007) introduce a search strategy, 
in which a query is inferred from information extracted either from eye 
movements measured when the user is reading text during an information 
retrieval (IR) task or from a combination of eye movements and explicit 
relevance feedback. A SVM implementation is employed both for predicting 
relevance between unseen documents and for combining eye movement and 
textual features.  
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In another work (Ajanki, et al. 2009), an implicit information retrieval query is 
inferred from eye movements measured when the user is reading, and used for 
query expansion. During the training phase, the user’s interest is known, and a 
mapping is learned from how the user looks at a term to the role of the term in 
the implicit query. Then, this mapping is used to construct queries even for new 
topics, for which no learning data are available.  
Finally, in another approach (Buscher, et al. 2008), the authors present a method 
for discriminating skimming from reading. 
2.2.2.2.  Eye movement-based approaches in multimedia retrieval 
The exploitation of eye movements in multimedia search followed the common 
practice in information retrieval of reusing and extending the work proposed for 
textual search. The first applications of eye-tracking in image and video retrieval 
were in the area of studying the user behaviour and evaluating interface 
representations. Then, the research trend moved to more challenging problems 
such as the identification of user interest and automatic annotation. 
More specifically, in (Hughes, et al. 2003) an eye-tracking study is conducted to 
investigate whether the textual or the visual representation of video is mostly 
considered by users in a search engine interface. Based on the results, the users 
seem to pay more attention to the textual information. In another work (Moraveji 
2004), eye-tracking is applied to evaluate an approach, in which a video timeline 
is enriched with colour information from the video visual data. Based on the gaze 
movements the authors conclude that their approach is indeed interesting for the 
user. Recently, the authors in (Castagnos, et al. 2010) perform an experiment 
using eye-tracking system in order to collect users’ interaction behaviours as they 
browse and select products to buy from an online store. They consider the 
aggregated eye fixations of the users, in order to derive, which parts of the 
interface of a recommender system are of interest. 
More recent works in image and video retrieval deal with deriving user interest 
based on eye movements (focusing mostly on fixation and saccades) and also 
utilise this technique to develop gaze-based interactive interfaces. In (Oyekoya 
and Stentiford 2004a) and (Oyekoya and Stentiford 2006) the idea of an 
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interactive interface for image retrieval is proposed. In these interfaces the input 
is provided by the eye movements of the user, concluding that eye-trackers could 
support such an implementation.  Furthermore, in (Kozma, et al. 2009) the real 
time interface GaZIR for browsing and searching images is proposed. In this 
approach, the relevance of the viewed images is predicted by considering fixation 
and saccade-based features, while relevance prediction is performed with 
classical logic regression. In a similar application (Santella, et al. 2006) fixation 
features are used to identify important content and perform photo cropping.   
In (Jaimes, et al. 2001) the authors explore the way, in which people look at 
images of different semantic categories (e.g., handshake, landscape), and attempt 
to perform automatic image classification. In this context, they conduct eye-
tracking experiments, which show that similar viewing patterns occur when 
different subjects view different images in the same semantic category. They 
propose a system, in which image classifiers are trained using machine learning 
from user input as the user defines a multiple level object definition hierarchy 
based on an object and its parts, and labels examples for specific classes (e.g., 
handshake). The authors also investigate the use of fixations, in order to 
automatically select the important regions of the images during the training phase.  
Other works in image and video retrieval attempt to derive user interest based on 
eye movements. In (Oyekoya and Stentiford 2004b) the authors conduct 
experiments to explore the relationship between gaze behaviour and a visual 
attention model that identifies regions of interest in image data. The reported 
results based on analysis of the fixation duration show that there is a difference in 
behaviour on images depending on whether they contain a clear region of interest.  
The authors in (Ramanathan, et al. 2009) propose a framework to localise and 
label affective objects and actions in images by combining text, visual and gaze-
based analysis. The affect model is derived from fixation patterns on labelled 
images, and guides localisation of affective objects (faces, reptiles) and actions 
(look, read) from fixations in unlabeled images.  
In another work (Klami, et al. 2008), the authors propose nine-feature vectors 
from different forms of fixations and saccades and use a classifier to predict one 
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relevant image from four candidates in two steps: a) first they extract features 
from the eye trajectory and employ a binary classifier to determine whether a 
specific page includes images of interest and b) they extract features for each 
image and use a 4-class classifier to detect which image is of interest.  
Recently, an approach for performing relevance feedback based on eye 
movements is proposed in (Zhang, et al. 2010). More specifically, this work 
employs eye-based features and the construction of a decision tree, which is 
trained using ground truth provided by the users.  
In another recent work (Hajimirza and Izquierdo 2010), the authors attempt to 
automatically annotate images by exploiting the gaze movements of the user 
during daily surfing in the Internet or in visual database. Specifically, in the 
proposed framework two subsequent Fuzzy Inference Systems (FIS) are 
employed, in order to assign relevance values to the viewed images with respect 
to a given target concept. The first FIS classifies visit period and number of 
revisits, while the second FIS generates a Gravity Vector, which moves the 
relevance value of the previous users towards the relevance value of the current 
user. The preliminary results indicate that in a multi-user environment the 
annotating precision of the system is over 80% with the recall between 60%-80%. 
In an extension of the previous work (HajiMirza, et al. 2011) the authors 
investigate using gaze movements as a form of feedback for media 
personalisation and adaptation. Descriptive features are extracted from the gaze 
trajectory of users, while they are searching in an image database. These features 
are used to measure a user’s visual attention to every image appeared on the 
screen. For every new user a new adapted processing interface is developed 
automatically. The authors argue that the gaze movements comprise a reliable 
feedback to be used for measuring one’s interest to images, which helps to 
personalise image annotation and retrieval.   
Besides fixations and saccades, pupil dilation has been also studied as an 
indicator of user interest during visual detection tasks. An interesting work, 
which falls into the area of visual target detection, is proposed in (Privitera, et al. 
2008). The authors investigate whether the pupil response can be considered as a 
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reliable marker of a visual detection event, while viewing complex imagery. 
After conducting experiments, in which viewers were asked to report the 
presence of a visual target during rapid serial visual presentation, the conclusion 
is that pupil dilation is significantly associated with target detection.  In another 
work (Qian, et al. 2009), pupil information is used to improve the performance of 
an image classification system based only on EEG signal analysis. More 
specifically, pupil responses are proposed as a complementary modality and are 
utilised for feature-extraction. A two-level linear classifier is then used to obtain 
cognitive-task-related analysis of EEG and pupil responses.  
Finally, more recent works in image retrieval attempt to combine image features 
with eye movements. In this context, the authors in (Hardoon and Pasupa 2010) 
propose a search methodology, which combines image features together with 
implicit feedback from users’ eye movements in a tensor ranking Support Vector 
Machine and show that it is possible to extract the individual source-specific 
weight vectors. In addition, they demonstrate that the decomposed image weight 
vector is able to construct a new image-based semantic space that outperforms 
the retrieval accuracy than when solely using the image-features.  
In (Liang, et al. 2010), the authors exploit the gaze information (fixations) to 
identify which part (i.e. region) of the image the user mostly looks to. Then, they 
perform image segmentation and extraction of local features. The parts of the 
image that seem to be mostly viewed are considered as most important and 
consequently greater weights are assigned to the local features extracted from 
these areas.  
In (Faro, et al. 2010), an implicit relevance feedback method is proposed with a 
view to improving the performance of image retrieval systems by re-ranking the 
retrieved images according to users’ eye gaze data. In detail, after the retrieval of 
the images by querying the image retrieval engine with a keyword, the proposed 
system computes the most salient regions (where users look with a greater 
interest) of the retrieved images by gathering data from an unobtrusive eye 
tracker. Subsequently, local features are extracted and reranking is performed 
based on similarity scores (i.e. distances based on local features) computed 
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between the relevant images identified by the eye tracker and the rest of the 
retrieved images.  
In another work (Pasupa, et al. 2009) an image search strategy is presented, 
which combines image features together with implicit feedback from users’ eye 
movements to rank images based on a perceptron formulation of the Ranking 
Support Vector Machine algorithm.   
Finally, in (Walber, et al. 2012) the authors investigate the principle idea of 
identifying specific objects shown in images by looking only at the users' gaze 
path information. Specifically, for each image region the fixation measures are 
calculated over all gaze paths and summed up per region. By analyzing the gaze 
paths, a 67% of the image regions is correctly identified. 
Overall, although research has been conducted towards gaze movement-based 
feature extraction, the existing techniques do not consider early or late fusion of 
fixation and pupil dilation-based features. In addition, most of the approaches do 
not consider aggregated gaze-movement data and the experiments are performed 
in strictly controlled environments (i.e. the users are instructed to look at 
interesting images). 
2.2.3. Additional implicit feedback approaches in multimedia 
retrieval 
Besides the gaze movements, several other modalities of implicit feedback have 
been used for gaining information of an unknown multimedia dataset. Such 
modalities have been used either to achieve cognitive implicit tagging and 
identify user interest or to extract affective information.  
2.2.3.1. Cognitive implicit tagging 
Implicit tagging research has recently attracted researchers' attention, and a 
number of studies have been published, most of them based on recording the 
brain response with electroencephalography (EEG). The use of EEG in this 
process is interesting mainly because it offers the possibility of passive, implicit 
tagging. This means that tags are generated by analysing the EEG data as 
subjects consume multimedia data, without active involvement or conscious 
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effort on their part. Implicit tagging is defined as using non-verbal behaviour to 
find relevant keyword or tags for multimedia content (Pantic and Vinciarelli 
2009). While at the moment the recording of EEG measurements is still a quite 
cumbersome process, the recent improvements in the development of dry 
electrodes may simplify the use of this modality and make it usable outside of the 
laboratory environment. The employment of EEG in annotating multimedia data 
is a rather recent research direction and so far only a few works have investigated 
this area.  
In this context, the authors in (Gerson, et al. 2006), consider a paradigm, in 
which images of a forest environment are shown to subjects for 100 msec each. 
The goal is to detect a small subset of target images that contained pedestrians. 
The target images elicit a P300 event-related potential (ERP) (i.e. the measured 
brain response that is the direct result of a specific sensory, cognitive, or motor 
event) (Luck 2005), which is then classified using Fisher linear discriminant 
analysis. Another test is run without considering the EEG modality, where 
subjects are instructed to press a button upon seeing the target images. The 
results show no significant differences in target image detection accuracy 
between the use of the EEG modality and the use of buttons.  
In another work (Kapoor, et al. 2008), categories of images are classified based 
on EEG measurements recorded during the presentation of images. The 
categories employed are faces, animals and inanimate objects. This is based on 
the notion that the human visual system responds very differently to images that 
fall into the aforementioned categories. The authors propose a vision-based 
algorithm that uses pyramid match kernels to initially classify the images. Then, 
the EEG data are combined with the vision-based features using a kernel-
alignment method. Based on the evaluation the combination of the two 
modalities outperforms the individual methods.  
In (Cowell, et al. 2008) the authors use ERP analysis in combination with eye- 
tracking to assist intelligence analysts in rapidly reviewing and categorizing 
satellite imagery. The analyst is assigned a target category to look for in the 
images. When subjects see an image in the target category, an ERP occurs in the 
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EEG data, which is then classified. The gaze movements are used to determine 
points of interest within the images.   
More recently in (Koelstra, et al. 2009), the authors attempt to find neuro-
physiological indicators to validate tags attached to video content. Subjects are 
shown a video and a tag and they aim to determine whether the shown tag is 
congruent with the presented video by detecting the occurrence of an N400 
event-related potential. The idea is that tag validation could be used in 
conjunction with a vision-based recognition system as a feedback mechanism to 
improve the classification accuracy for multimedia indexing and retrieval.  
2.2.3.2. Affective-based tagging 
In addition to the aforementioned works, research has been devoted to achieve 
affective tagging of multimedia by taking into account physiological responses, 
facial expressions and brain neuron reactions. Affective tagging and retrieval 
deals with the extraction of emotion descriptive metadata. 
In this context, the authors in (Kierkels, et al. 2009) propose a method for 
personalised affective tagging of multimedia using peripheral physiological 
signals. Valence and arousal levels of participants' emotion when watching 
videos are computed from physiological responses using linear regression. Then, 
quantised arousal and valence levels for a clip are mapped to emotion labels. 
This mapping enables the retrieval of video clips based on keyword queries. 
However, this novel method achieved low precision.   
The authors in (Joho, et al. 2010), (Joho, et al. 2009) have developed a video 
summarisation tool based on facial expressions. In this approach, a probabilistic 
emotion recognition based on facial expressions is employed to detect emotions 
of 10 participants watching eight video clips. The participants are asked to mark 
the highlights of the video with an annotation tool after the experiments. The 
expression change rate between different emotional expressions and the 
pronounce level of expressed emotions are used as features to detect personal 
highlights in the videos. The pronounce levels employed range from highly 
expressive emotions, surprise and happiness, to no expression or neutral. In 
addition, two affective content-based features (audio energy and visual change 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
39 
 
rate from videos) are extracted to create an affective curve in the same way as the 
affective highlighting method proposed in (A. Hanjalic 2005).  
Then, the authors in (Arapakis 2009b) introduce a method to assess the topical 
relevance of videos in accordance to a given query using facial expressions 
showing users' satisfaction or dissatisfaction. Based on facial expressions 
recognition techniques, basic emotions are detected and compared with the 
ground truth. They are able to predict with 89% accuracy whether a video is 
indeed relevant to the query.  
In a more recent study, the feasibility of using affective responses derived from 
both facial expressions and physiological signals as implicit indicators of topical 
relevance has been investigated. Although the results are above random level and 
support the feasibility of the approach, there is still room for improvement from 
the best obtained classification accuracy, 66%, on relevant versus non-relevant 
classification (Arapakis 2009a).  
In another recent work (Yazdani, et al. 2009) the authors propose to use a Brain 
Computer Interface (BCI) based on P300 evoked potentials to emotionally tag 
videos with one of the six Ekman basic emotions (Ekman, et al. 1987). The 
proposed system is trained with 8 participants and then tested on 4 others. A high 
accuracy on selecting tags is achieved. However, in this system, the BCI only 
replaces the interface for explicit expression of emotional tags, which means that 
the method does not implicitly tag a multimedia item using the participant's 
behavioural and psycho-physiological responses.   
Finally, in an approach (Koelsch, et al. 2004) that deals with music affective 
tagging, an N400 response is observed for labels presented after musical excerpts.  
These labels are attributed to the music in terms of associated objects (e.g. birds, 
needles), musical features, and moods. Given the fact emotions are subjective in 
nature, the N400 approach to tag validation introduced in this work could in 
principle assess the subjective response to media content. 
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Chapter 3  
 
 
VIDEO CONTENT ANALYSIS 
This chapter discusses the video indexing and retrieval techniques we 
have applied for implementing of a video search engine with a view to 
conducting interactive video retrieval experiments. First, we present the 
employed video processing techniques including shot segmentation, 
keyframe extraction, as well as textual indexing and extraction of low-
level visual features. Then we demonstrate the video search engine and 
the supported retrieval functionalities and we provide implementation 
insights. 
3.1. Introduction 
As discussed in the previous chapter, to perform video retrieval, we need to 
index efficiently the multimedia dataset. Following the recent work in video 
indexing and retrieval, we have applied well established image and video 
processing techniques and developed an interactive video search engine, in order 
to conduct experiments and evaluate the proposed algorithms that exploit implicit 
user feedback. The framework we employed towards this goal is illustrated in 
Figure 3.1, and is based in the standard approach for video indexing and retrieval 
as this was presented in Figure 2.1.  
The framework includes temporal indexing of the video source by performing 
shot segmentation and keyframe extraction. In the following, low-level MPEG-7 
visual features are extracted to enable retrieval functionalities based on visual 
similarity. To ensure fast response of the search engine, an R-tree indexing 
structure is employed to index efficiently the low-level features in the 
multidimensional space. In addition, textual information from the audio part of 
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the video is extracted and indexed with textual indexing algorithms. The 
extracted information is stored in a relational database, which is accessed by a 
web-based video search engine at run-time.  
 
Figure 3.1. Video indexing and retrieval framework 
In the rest of the chapter we present a description of the dataset we have used and 
then we describe the algorithms we have applied for video indexing. Since in this 
chapter we employ well established techniques of video processing and analysis, 
the results are directly reported after the algorithm presentations, given the fact 
that no evaluation is expected at this stage. Finally, we present the implemented 
interactive video search engine. 
3.2. Dataset 
In this work we made use of the TRECVID 2008 test video set by NIST4, which 
                                               
 
4 National Institute of Standards and Technology (NIST): http://www.nist.gov/ 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
42 
 
consists of about 100 hours of Dutch video (news magazine, science news, news 
reports, documentaries, educational programming, and archival video). In Figure 
3.2 we provide representative visual examples of the dataset. The video includes 
indoor and outdoor action, faces, humans, as well as colourful and black and 
white scenes. This set is also accompanied with annotated shots for 24 query 
topics, which were used in the search task of TRECVID 2008. Part of these 
query topics are also used in our experiments. The ground truth and the 
annotations for these topics are provided by NIST. 
In addition, in order to train the video shot detection module (section 3.3.1.1), we 
have used 10 minutes segments of TRECVID 2007 dataset, which includes a 
variety of content such as news, documentaries and sports.. 
 
Figure 3.2. Example keyframes of the TRECVID 2008 test video set 
3.3. Video indexing 
Video indexing is performed in three dimensions. These include temporal, text-
based and visual-based indexing. 
3.3.1. Temporal indexing 
In order to generate an efficient representation of the initial video source and 
index it according to temporal information, shot boundaries detection and shot 
segmentation steps are required to split the video into shots, which comprise the 
items to be retrieved. As already discussed (section 2.1.1), shot boundary 
detection provides the basis for almost all high-level video content analysis 
approaches, validating it as one of the major prerequisites for successful indexing 
and retrieval in large video databases.  
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3.3.1.1. Shot segmentation 
In this work, shot detection is achieved by following the approach proposed in 
(Tsamoura, et al. 2008). This method was selected, since it has already been 
evaluated using the dataset of TRECVID 2007 (which covers thematic categories 
similar to TRECVID 2008 dataset) with satisfactory results (Tsamoura, et al. 
2008). 
This approach considers four individual criteria for gradual transition detection, 
which include colour coherence change, Macbeth colour histogram change, 
luminance centre of gravity change and monotonous intensity change. Then, 
these criteria are combined in a meta-segmentation scheme, in order to achieve 
more accurate detection results. In this schema the selected features are initially 
computed for all the video frames. Given a couple of consecutive frames, the 
distances between the above features are computed forming distance vectors. 
These vectors are subsequently supplied to a trained binary classifier, the output 
of which denotes whether the vector (and therefore the intermediate between the 
two frames it represents) is part of transition area or not. The shot segmentation 
framework is illustrated in Figure 3.3. In the following, we discuss in details the 
distance calculation and the classification steps. 
 
Figure 3.3. Shot segmentation framework 
Colour Coherence Vectors (CCV) have been proposed for applications that 
involve image retrieval (Pass, et al. 1996) to alleviate the drawback that colour 
histograms do not provide any information regarding the spatial arrangement of 
colours in the image. Colour coherence expresses the degree of colour’s 
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accumulation in an image area. Coherent pixels belong to contiguous regions of 
size greater than ߰ , in contrast to incoherent pixels. Before computing the 
coherence, we apply colour quantisation using the Macbeth colour pallet 
(McCamy, et al. 1976), which consists of 24 colours. Pixel colours are mapped to 
one of the 24 colours of the Macbeth pallet by constructing a 24 bins histogram. 
Let ܼ௜  where ݅ = 1. .24 denote the Macbeth pallet colour clusters. Then, each 
pixel ݌(ݔ, ݕ)=[ ܴ௫௬ܩ௫௬ܤ௫௬] is assigned to the colour cluster ܼ௜  for which the L1 
distance between ܼ௜ and ݌ is minimised. Then, we classify the pixels of a given 
colour class as either coherent or incoherent. A coherent pixel is part of a 
connected spatial region, the pixels of which belong to the same colour class. A 
connected component ܥ is a set of pixels such that for every couple of pixels ݌ 
and  ݌́ ∈ ܥ, there is a path in ܥ between them. For each Macbeth colour cluster 
ܼ௜  ݅ = 1 … 24, some of it’s pixels will be coherent, while the others will be 
incoherent. Let ܿ௜  be the number of coherent pixels of ܼ௜  and ݀௜  the number of 
incoherent pixels. The total number of pixels belonging to ܼ௜  is ܿ௜  + ݀௜, resulting 
in a Macbeth color histogram: 
ܯ௧ = [ܿଵ
௧ + ݀ଵ
௧  ܿଶ
௧ + ݀ଶ
௧ … … ܿଶସ
௧ + ݀ଶସ
௧ ] (3. 1) 
The colour coherence vector is then defined as: 
ܩ௧ = [(ܿଵ
௧, ݀ଵ
௧) (ܿଶ
௧, ݀ଶ
௧ ) … … (ܿଶସ
௧ , ݀ଶସ
௧ )]   (3. 2) 
Based on (Tsamoura, et al. 2008) we have set ߰, the size of the smallest coherent 
area to 1% of the number of pixels in each frame. The distance between frames ߇௧  
and ߇௧ିଵ  having ܩ௧ and ܩ௧ିଵ  colour coherence vectors respectively, is computed 
as:  
ܦ௧
ீ = ෍(หܿ௜
௧ − ܿ௜
௧ିଵห + |݀௜
௧ − ݀௜
௧ିଵ|)
ଶସ
௜ୀଵ
 (3. 3) 
where ݐ = 0, … , ܶ and ܶ corresponds to video duration.  
The distance between frames ߇௧  and ߇௧ିଵ   using their Macbeth colour ܯ௧  and ܯ௧ିଵ  
is estimated as described in the previous paragraph and can then be defined as: 
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ܦ௧
ெ = ෍(หܿ௜
௧ − ܿ௜
௧ିଵห + |݀௜
௧ − ݀௜
௧ିଵ|)
ଶସ
௜ୀଵ
 (3. 4) 
Computing the distances between pairs of consecutive frames based on the 
Macbeth colour histogram feature, a curve ܦ௧
ெ, ݐ = 0, … , ܶ is produced.  
Luminance centre of gravity is defined in an analogous way to an object’s centre 
of mass: it is the point where luminance is concentrated on. Let ܮ௧(ݔ, ݕ) be the 
luminance image calculated for frame ܫ௧. Then the luminance centre of gravity of 
the frame is computed as:  
ܴ = [ܴ௫  ܴ௬]  (3. 5) 
ܴ௫ =
∑ ݔܮ௧(ݔ, ݕ)௫
∑ ܮ௧(ݔ, ݕ)௫
 (3. 6) 
ܴ௬ =
∑ ݕܮ௧(ݔ, ݕ)௬
∑ ܮ௧(ݔ, ݕ)௬
 (3. 7) 
The Euclidean distance of the luminance centres of gravity between frames ߇௧  and 
߇௧ିଵ, having ܴ௧  and ܴ௧ିଵ  respectively is: 
ܦ௧
ோ = ||ܴ௧ − ܴ௧ିଵ||  (3. 8) 
Computing distances between frames based on the luminance centre of gravity 
feature for an input video, a ܦ௧
ோ  curve ݐ = 0, … , ܶ is produced. 
The monotonous intensity change is described by the change of the percentage of 
pixels with monotonously varying intensities. If it exceeds a certain threshold, a 
dissolve/fade transition is detected. Let ݂(ݔ, ݕ, ݐ) = ܮ௧ାଵ(ݔ, ݕ) − ܮ௧(ݔ, ). Then, 
the monotonous change of intensity is evaluated using the following equation: 
݃(ݔ, ݕ, ݐ) = ൜
1, ݂(ݔ, ݕ, ݐ)݂(ݔ, ݕ, ݐ − 1) ≥ 0
0, ݂(ݔ, ݕ, ݐ)݂(ݔ, ݕ, ݐ − 1) < 0
 (3. 9) 
Subsequently, the percentage of pixels with monotonously varying intensities at 
a given time t can be calculated as ܦ௧
ூ = ∑ ݃(ݔ, ݕ, ݐ)௫௬ .  
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Since a single criterion is difficult to accommodate for all possible effects that 
hinder gradual shot detection, a combination of multiple individual criteria is 
employed to improve detection accuracy. To this end, a machine-learning 
classification approach is adopted, based on SVM. For training, the classifier is 
supplied with a set of input vectors manually assigned to the appropriate class 
(transition or non-transition). Jointly considering all the aforementioned criteria 
would result in a 4-dimensional distance vector ܦ௧  between frames ߇௧  and ߇௧ିଵ: 
ܦ௧ = [ܦ௧
ூ  ܦ௧
ெ ܦ௧
ோ  ܦ௧
ீ]  (3. 10) 
whereas using a subset of the criteria is also possible by defining a distance 
vector of lower dimensionality. For classification a C-SVM with a radial basis 
function kernel of 3rd degree is employed.  
About 10 minutes segments of TRECVID 2007 test set is used for training. After 
applying this technique to the dataset described in section 0, the latter is 
segmented into 35766 shots.   
3.3.1.2. Keyframe extraction 
After we have performed the shot segmentation procedure, the representative 
keyframe for each shot has to be extracted. Based on the fact that complicated 
approaches (e.g. content-based techniques) are computationally expensive and do 
not always perform better than simplistic approaches (as discussed in section 
2.1.1.2), we apply a straightforward technique to perform keyframe extraction. 
Specifically, in order to avoid high computational cost and achieve fast 
performance, we select the temporally middle frame as the representative one 
following the approach in (Moumtzidou, et al, 2009) and (Moumtzidou, et al. 
2010). 
Therefore, for the aforementioned dataset, we end up with 35766 representative 
keyframes (i.e. one keyframe per video shot). In that way a temporal indexing 
structure is constructed, and therefore each video can be represented by a 
sequence of images (i.e. one image per video shot).  
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
47 
 
3.3.2. Textual indexing 
Indexing of video shots according to the associated textual information is 
realised using the Lemur (The Lemur Project n.d.) toolkit, which is one of the 
well known libraries for text retrieval and has been successfully applied in 
similar works on interactive video retrieval, such as in (Moumtzidou, et al. 2009, 
2010 and 2011).  
In this work, the audio information is processed off-line with the application of 
Automatic Speech Recognition (ASR) on the initial video source, so that specific 
sets of keywords can be assigned to each shot. Given the fact that the initial 
audio is provided in Dutch, a Machine Translation (MT) step from Dutch to 
English is performed. The ASR and the MT are offered by the University of 
Twente5 in the context of TRECVID 2008. However, due to the errors that are 
usually employed during automatic speech recognition and machine translation 
they cannot be considered as highly reliable. This fact makes the video retrieval 
problem even more challenging, since the usually most reliable source of 
metadata (i.e. textual annotation from audio) is noisy.  In Figure 3.4 we illustrate 
an example of a shot represented as a keyframe and the associated transcription. 
It is interesting to notice how noisy and unstructured the text transcripts become 
after the employment of ASR and MT. It should be noted that the ASR and MT, 
provide a direct association of the transcripts with the temporal line of the video. 
 
Figure 3.4. Example of shot and associated ASR 
                                               
 
5 University of Twente: www.utwente.nl/ 
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Based on the shot boundaries detection task implemented in the previous section, 
we are able to map each shot to a set of keywords. Then, we apply text indexing 
using tools provided by the Lemur project (The Lemur Project n.d.).  
In order to clear the textual information from unwanted data we need to remove 
common uninformative words (e.g. the, at) and the word suffixes. To this end, 
we manually construct a list of unwanted stopwards, while stemming, which is 
the process for reducing inflected (or sometimes derived) words to their stem, 
base or root form, is performed by the application of the Porter stemming 
algorithm (Porter 1980). 
Then, we index the textual information by employing the Indri search engine 
(Strohman, et al. 2004) from Lemur project. The retrieval model implemented in 
the Indri search engine is an enhanced version of the model described in 
(Metzler, et al. 2004), which combines the language modelling (Ponte 1998) and 
inference network (Turtle and Croft 1991) approaches to information retrieval. 
The resulting model allows structured queries to be evaluated using language 
modelling estimates within the network, rather than standard ݐ݂. ݂݅݀ estimates. 
The documents are represented as multisets of binary feature vectors. The 
features can be nearly any interesting binary observation of the underlying text. 
During indexing, the system builds compressed inverted lists for each term and 
field in memory.  
When a query is submitted to the Indri system, it is evaluated in two phases. In 
the first phase, statistics about the number of times terms and phrases appear in 
the collection are gathered. In the second phase, the statistics from the first phase 
are used to evaluate the query against the collection. The documents are ranked 
according to ܲ(
ூ
஽
, ܽ, ߚ), which stands for the belief that the information need ߇ is 
met giving document ܦ and hyperparameters ܽ and ߚ as evidence.  
3.3.3. Visual similarity indexing 
The visual similarity shot indexing is performed with the extraction of low-level 
visual descriptors capturing different aspects of human perception such as colour 
and texture, following the approach described in (Zhang, et al. 2008). This 
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approach was selected, since MPEG-7 descriptors are well established in the area 
of content-based search, while the employment of the R-tree structure (section 
3.3.3.2) allowed for implementing retrieval in two steps (section 3.3.3.3), which 
was a prerequisite to apply the approach introduced in section 4.3 for combining 
visual and implicit feedback information. Given the fact that we followed a shot-
based representation, we select the representative keyframe from each shot to 
extract the visual descriptors. Then, we employ an indexing structure to facilitate 
retrieval. In the following, we will present the visual descriptors we have 
extracted, the indexing structure and the retrieval functionalities. 
3.3.3.1. Visual descriptor extraction 
In this work, the following five MPEG-7 descriptors are generated and stored in 
a relational database:  
 Colour Structure: it captures both the global colour features of an image 
and the local spatial structure of the colour.  
 Colour Layout: it is a resolution invariant descriptor designed to represent 
the spatial distribution of colour in the YCbCr colour space.  
 Scalable Colour: it is a Haar-transform based transformation applied 
across values of a colour histogram that measures colour distribution.  
 Homogeneous Texture: it provides a quantitative characterisation of 
texture and is an easy to compute and robust descriptor.  
 Edge Histogram: it captures the spatial distribution of edges and 
represents local-edge distribution in the image. 
An empirical evaluation of the system’s performance using different 
combinations of the aforementioned descriptors advocated the choice of one 
MPEG-7 based scheme, which relies on colour and texture and specifically the 
ColourLayout and EdgeHistogram descriptors are concatenated (Zhang, et al. 
2008). By concatenating these descriptors, a feature vector is formulated to 
compactly represent each keyframe in the multidimensional space. In the 
following, we provide a more detailed description of the two aforementioned 
descriptors. 
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The extraction of Colour Layout descriptor (Kasutani and Yamada 2001) consists 
of the following stages: image partitioning, dominant colour selection, discrete 
cosine transform (DCT), and non-linear quantisation of DCT coefficients. In the 
first stage, an input image is partitioned into 64 blocks. Then, a single dominant 
colour is selected in each block. Subsequently, each of the three components (Y, 
Cb and Cr) is transformed by 8x8 DCT, and three sets of DCT coefficients are 
obtained. Finally, a few low frequency coefficients are extracted and quantised to 
form the colour layout descriptor.   
Edge histogram descriptor (Eom and Choe 2005) is a histogram, where each bin 
corresponds to the frequency of occurrence of each of the five pre-defined edge 
categories in a specific region of input image. The pre-defined edge categories 
are: vertical, horizontal, 45o diagonal, 135o diagonal, and non-directional. First, 
the given image is divided into sub-images, and local edge histograms for each of 
these sub-images are computed. Each local histogram has five bins 
corresponding to the above edge categories producing a total histogram of 80 
bins. To compute the edge histograms, each of the 16 sub-images is further 
subdivided into image blocks. A simple edge detector is then applied to each of 
the macro-block, treating the macro-block as a pixel. The pixel intensities for the 
partitions of the image block are computed by averaging the intensity values of 
the corresponding pixels. The edge-detector operators include four directional 
selective detectors and one isotropic operator. The image blocks the edge 
strengths of which exceed a certain minimum threshold, are used for computing 
the histogram.   
3.3.3.2. Indexing of multidimensional vectors 
Multidimensional indexing structures have been widely used for performing fast 
search in large scale datasets. These structures can be classified in two categories 
(Nam and Sussman 2004). The first includes the so-called space partitioning 
methods, which are based on kd-trees (Bentley 1975) and have been shown to 
perform well for point data. These methods aim at automatically generating an 
optimal partitioning of the entire multidimensional space yielding mutually 
disjoint sub-partitions. The second category includes the data partitioning 
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methods, which are based on R-trees (Gutmann 2004) and have been shown to 
perform well for hyper-rectangular data.  
An R-tree is a height-balanced tree with index records in its leaf nodes 
(containing pointers to data objects). Typically, R-trees index spatial objects 
using their Bounding Boxes (BBs). When a query is submitted, the R-tree re- 
turns all records with BBs enclosing the query. In our case, since each keyframe 
(image) is represented by a d-dimensional feature vector, an R-tree structure can 
be constructed by associating a hyper-BB with each original image in the 
database. Selecting optimal hyper-BBs is crucial for the performance of the 
proposed retrieval system. Indeed, if the hyper-BBs are too large many of them 
overlap resulting in the retrieval of a large number of candidate originals and 
rendering the subsequent application of linear discriminant techniques ineffective. 
On the other hand, if the hyper-BBs are too small a similar image/keyframe is 
likely to fall outside the hyper-BB of its original image and not be included in the 
response.  
An inherent drawback of R-tree based methods is the so-called dimensionality 
curse, which states that the computational gains in retrieval performance 
degrades exponentially as a function of dimensionality. For this purpose, we 
reduce the dimensionality of the original feature space by projecting the initial 
feature vectors on a fixed PCA (Principal Component Analysis) basis. We 
precalculate this basis by finding the principal components of the data space 
formed by the feature vectors corresponding to the total amount of database 
images and their training replicas. Given the large amount of samples, PCA 
manages to robustly detect the existing patterns in data and reduce the 
dimensionality of the indexed feature vectors without losing much of the 
significant information.  
In this case, the PCA algorithm is applied to the involved dataset and results in a 
dimensionality reduction matrix ௗܹwhere ݀ is the dimension of the new reduced 
vector ௜݂ . Then the reduced features are given by ௜݂ = ௗܹ ∙ ݂ . Based on the 
experimental work of (Nikolopoulos, et al. 2010) we reduce the feature space 
dimensionality to 24 and 18 dimensions for the EdgeHistogram and ColorLayout 
descriptors respectively. Concerning the R-tree branching factor, we have used 
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ܯ = 8 and ݉ = 4, as the maximum and minimum number of allowed entries 
(i.e., children) in a node.   
3.3.3.3. Ranking and retrieval 
The distance calculation between the descriptors of two shots is performed as 
described in (Mezaris, et al. 2005) by employing the functions proposed in the 
MPEG eXperimentation Model (MPEG-7 XM software n.d.). 
Formally, when a query by visual example is initiated, the feature vector of the 
query shot (i.e. from the representative keyframe of it) ܳ is extracted and it is 
submitted to the R-tree indexing structure. The latter returns a set of not ranked 
ܭ results ܴ௏, which contains the shots ݏ ௜, (0 ≤ ݅ ≤ ܭ) that are found to resemble 
the query one. The final visual ranking is performed by calculating the visual 
distances ݀௏  between ܳ and all shots in ܴ௏ , so we have ݀௏(ܳ, ݅) = ௏݂ (ܳ, ݏ௜ ), 
where ௏݂  is the visual distance computing function and ݏ௜ ∈ ܴ௏ . The ranking for 
a query ܳ can be described as a new ordered set ܴܭ௏ = {ݏ௔ ,  ݏ௕ , ݏ௖ , … }, where 
݀ ௏(ܳ, ܽ) ≤  ݀ ௏(ܳ, ܾ) ≤  ݀ ௏(ܳ, ܿ), … and the cardinality of ܴܭ௏  elements is ܭ.  
 
Figure 3.5. Search engine interface 
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3.4. LELANTUS interactive video search engine  
In this section we present LELANTUS6 interactive video search engine7, which 
has been implemented to realise the video retrieval experiments. LELANTUS 
supports searching in a video collection using the afore-described indexing 
techniques. The search engine is a web based video search engine and it builds 
upon open source technologies, while the framework and the implementation are 
inspired by (Vrochidis 2010c). Following the research trend in interactive video 
retrieval, the implemented video search engine adopts a shot-based 
representation. In the following, we demonstrate the interface, we discuss the 
retrieval functionalities and finally we provide implementation insights. 
3.4.1. Interface 
The search engine interface through a web browser is illustrated in Figure 3.5. 
All the highlighted functionalities can be recorded during the user interaction. 
Taking a closer look we observe that the graphical user interface (GUI) is 
composed of two parts: the left column, which offers text-based search options 
and the main container, where the results are presented offering at the same time 
options for query submission. 
At the top of the left column the user is allowed to enter a keyword in order to 
fire a text-based search. Two different options are provided: 
i. To perform a textual search exploiting the ASR information by 
pressing the “Search” button.  
ii. To search based on the semantic weights generated with the 
exploitation of user clicks (weighted graph, which is constructed during 
                                               
 
6 LELANTUS in Greek Mythology was a Titan who had the capability of “moving without being seen” 
implying that the engine collects and processes the implicit user feedback in a transparent way to the user. 
7  An interactive demonstration of LELANTUS video search engine is available at: http://mklab-
services.iti.gr/lelantus 
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the processing of aggregated user navigation patterns as described in 
section 4.2.3) and receive recommendations using the “Suggest” button.    
Below this part, a number of related keywords is presented for every query 
submission using the weighted graph. Finally, the left column includes a basket 
storage structure, where the user can store the results she/he found. This basket 
mimics the structure that is usually available in on line stores and includes a 
small preview of the representative keyframe of the shot along with the 
associated ASR transcription. 
 
Figure 3.6. Keyframe-based video representation 
The main container is the part, where the results are presented. The shots are 
represented in an orthogonal grid by the representative keyframe. The following 
six different options exist for each shot and are made available to the user 
depending on the specific experiments: 
i. To perform a query by visual example using the analysis described in 
section 3.3.3 by clicking on the representative image.  
ii. To mark a shot as relevant to the topic (i.e. submit a shot).  
iii. To view all the shots of the same video on an overlaid screen as shown 
in Figure 3.6.  
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iv. To fire a query by visual example search using the relations of the user 
interaction weighted graph.  
v. To execute a hybrid search, which combines visual features and 
implicit user feedback, as discussed in section 4.3. 
vi. To view the temporally adjacent (i.e. neighbouring) shots of a selected 
video shot with the associated textual transcription. This is performed 
thickbox component, which overlays the previous results as it is shown 
in Figure 3.7. 
Finally, on the top part of the main container, the interface includes information 
on the cardinality of the results, options to navigate to next and previous pages, 
as well as the time that is elapsed during search. 
 
Figure 3.7. LELANTUS interface showing temporally adjacent shots 
3.4.2. Implementation insights 
LELANTUS is a web-based video search engine, which is built upon open 
source technologies. We have opted for a web-based implementation, since this 
would make the usage of the search engine more convenient following the 
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server-client model, while this would also facilitate its potential application as a 
web search engine for content available in the World Wide Web. 
The following open source technologies are employed in LELANTUS: PHP8, 
javascript, HTML, MySQL9 and Apache HTTP10 server. The Apache server is 
deploying the application, while the source code is written in PHP, javascript and 
HTML. MySQL database serves as backend storage. Finally, in order to separate 
application logic and content we have made use of the template engine Smarty11. 
In other words, this template engine allowed for a modular implementation of the 
search system by supporting interface generation using HTML-based templates 
and functionality definition in PHP-based source code files. 
3.5. Conclusions 
In this chapter, we have presented the video dataset we employ to test and 
evaluate the algorithms that exploit implicit user feedback during interactive 
video retrieval. We have described the video processing and analysis techniques 
we applied to this dataset including shot segmentation and keyframe extraction, 
as well as content-based indexing based on MPEG-7 descriptors and R-trees. The 
aforementioned techniques have been integrated into the interactive video search 
LELANTUS, which is implemented to support the experiments described in the 
upcoming chapters. Specifically, LELANTUS is used in the interactive retrieval 
experiments, in which the users perform video search tasks, while their 
navigation patterns are recorded into log files and their gaze movements are 
captured with the aid of an eye-tracker. In the following chapters we present in 
detail these experiments and the techniques applied for the exploitation of the 
implicit user feedback.  
                                               
 
8 http://www.php.net/ 
9 http://www.mysql.com/ 
10 http://httpd.apache.org/ 
11 http://www.smarty.net/ 
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Chapter 4  
 
 
EXPLOITATION OF USER PAST NAVIGATION PATTERNS TO ENHANCE 
INTERACTIVE VIDEO RETRIEVAL 
This chapter describes an approach to exploit the implicit user feedback 
gathered during interactive video retrieval tasks and expressed as past 
user navigation patterns. We propose a framework, where the video is 
first indexed according to temporal, textual and visual features and then 
implicit user feedback analysis is realised using a graph-based 
methodology. The generated graph encodes the semantic relations 
between video segments based on past user-interaction and is 
subsequently used to generate recommendations. Moreover, we combine 
the visual features and implicit feedback information by training a 
support vector machine classifier with examples generated from the 
aforementioned graph, in order to optimise the query by visual example 
search. The proposed framework is evaluated by conducting real user 
experiments. The results demonstrate that significant improvement in 
terms of precision and recall is reported after the exploitation of implicit 
user feedback, while an improved ranking is presented in most of the 
evaluated queries by visual example. 
4.1. Introduction 
As already discussed in Chapter 2, recent works in multimedia retrieval take into 
account the implicit user feedback with a view to facilitating search tasks and 
bridge the semantic gap. In this chapter, we consider as implicit user feedback 
any action or navigation behaviour of the user during interactive video retrieval 
tasks, including mouse movements and clicks, as well as keyboard inputs and 
keystrokes. In this context, we propose a video retrieval framework, which 
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combines video analysis, as well as implicit user feedback recording and 
processing. Then, we provide recommendations based on past user interaction 
and we offer a hybrid visual search modality by combining heterogeneously 
extracted information (i.e. implicit feedback and visual features) by employing 
machine learning methods.  
Video processing has already been discussed in Chapter 3. On top of this we 
attempt to exploit the implicit user feedback with a view to initiating semantic 
relations between the video segments. This is performed by introducing implicit 
interest indicators for video search and then by constructing a semantic affinity 
graph inspired by the approach proposed in (Hopfgartner, et al. 2008). Then this 
graph is utilised to generate recommendations in the following two steps. First, 
an action graph that describes the user navigation pattern is generated by 
employing a novel methodology that defines search subsessions (i.e. parts of 
sessions, in which the user searches a specific topic) based on query 
categorisation. Then a set of action graphs is converted to a single weighted 
graph by aggregating the action graphs and assigning weights to the user actions 
that quantify the implicit interest indicators. In order to provide 
recommendations, we employ a distance-based algorithm to rank the graph nodes. 
Additionally, when a query by visual example is considered, this graph is utilised 
in a similar way to define positive and negative examples. The latter are merged 
with a set of visually similar and dissimilar examples based on visual features, in 
order to construct a training set, which is used to train a Support Vector Machine 
(SVM) classifier that reranks the results of the visual search.  
This framework is realised in an interactive video search engine (section 3.4), 
which supports video retrieval functionalities including text, visual and temporal 
search. The search engine is used for the evaluation of the approach by 
conducting real user experiments in 3 phases: first, a baseline system that 
supports only video analysis retrieval options is used by the users and their 
actions are being recorded; then, different users are searching for topics that are 
slightly different than the aforementioned ones using both the baseline and the 
enhanced version of the search engine, which exploits also user implicit feedback, 
in order to evaluate the recommendations; finally, in the third phase, another 
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group of users is recruited to evaluate the reranking of the visual results. 
Therefore, the evaluation of the proposed approach was based on the direct 
comparison of the baseline with the enhanced system. Additional comparisons 
with other relevant works have not been attempted given the fact that the latter 
could not be directly applied to the proposed retrieval scenario, since either they 
didn’t consider visual search (Hopfgartner, et al. 2008), or they didn’t take into 
account sequence-based analysis of past user interaction (Yang, et al. 2007). 
The research novel contributions of this chapter are summarised in the proposed 
methodology of past user interaction analysis with a graph representation based 
on query categorisation and the definition of subsessions, as well as in the 
methodology for combining visual features with implicit user feedback. To the 
best of our knowledge this is one of the first attempts to combine patterns of past 
user interaction with visual features. Another relevant work that focused on 
combining visual features with past user interaction was performed by Urban, et 
al. (2006), who followed an adaptive retrieval approach to understand the user 
needs during the retrieval phase based on a query learning strategy. However this 
work did not consider aggregated user information, which differentiates our 
approach. In another work, (Yang, et al. 2007) presented a video 
recommendation system based on multimodal fusion of different sources (textual, 
visual and click-through data), which however does not consider sequence-based 
representation of aggregated past user interaction.  
Parts of this chapter have been published in (Vrochidis, et al. 2010a), (Vrochidis, 
et al. 2010b) and (Vrochidis, et al. 2011).  
This chapter is structured as follows: section 4.2 describes the processing of user 
implicit actions based on a graph approach and section 4.3 presents the 
methodology for combining visual features with graph structured implicit user 
feedback. The experimental results and the evaluation are presented in section 
4.4, while visual results through user interaction modes with the search engine 
are presented in section 4.5. Finally, section 4.6 concludes the chapter.  
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4.2. Implicit feedback analysis 
4.2.1. Implicit interest indicators 
The first step towards understanding and measuring the implicit user feedback is 
the introduction of implicit interest indicators (Claypool, et al. 2001). The 
implicit interest indicators measure aspects of the user navigation patterns during 
a retrieval task, in order to exploit the information content that the latter carries 
about the user’s perception of the presented multimedia material. To do that we 
need to identify the behaviours and the actions of a user that could declare 
interest and could convey meaningful information about his preferences. Based 
on available video search techniques (reported in section 2.1.2.1 and enhanced by 
temporal queries introduced in section 3.4), we define the following minimum 
set of user actions that can be considered as the main implicit interest indicators 
for video retrieval and are supported by LELANTUS:  
1. Text-based query (TQ): the user inserts a keyword and submits the query. We 
assume that when a user submits a keyword as a search term, this keyword 
satisfies his/her query (or at least part of it) with a very high probability. 
2. Visual query (VQ): the user selects a shot and submits a visual query by 
example. We assume that when a user selects a keyframe and searches for 
visually similar images, then she/he is also interested in the example that uses 
with a high probability. 
3. Side-shot query (SQ): the user selects a shot in order to view the temporally 
adjacent shots and the associated textual description. In that case the user is 
very likely to be interested in the shot she/he selected. 
4. Video-shot query (VSQ): the user selects a shot and retrieves all the shots of 
the same video. In this case we consider that she/he is interested in the initial 
shot to a certain extend. 
5. Submit a shot (SS): the user marks a shot as relevant. In this case we assume 
that the user is very interested in this shot. 
From the user point of view, all these actions may imply different functionalities, 
however they can be translated as declaration of interest on a specific shot with a 
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higher or lower probability. In addition to these indicators, we could also 
consider query-by-concept and explicit relevance feedback. However, as 
discussed in section 2.1.2.1, the query-by-concept actually is an extension to both 
query-by-textual-keyword and query-by-visual-example (since it includes textual 
input and uses visual features for performing retrieval), while explicit relevance 
feedback selections can be considered equivalent to SS indicator. 
In order to interpret meaningfully each of these actions, we need to rank and 
quantify the levels of interest of the user to the multimedia material 
(shot/keyword) by associating a weight to each of these actions. In order to 
assign the representative weights we asked ten users to rate the level of interest 
for each search action in the range between 0 and 10. This level of interest 
actually represents the importance of each selected shot or submitted query with 
respect to the search topic. The users were postgraduate students and researchers 
(6 male and 4 female) with an average age of 29.2 and with a computer science 
background. All these users have been involved in TRECVID experiments in the 
past using similar interactive video search engines and therefore we assume that 
there are experienced enough to judge the importance of each functionality. The 
results (i.e. the average weights for each action) of this survey are presented in 
Table 4.1 and form the basis for the construction of the weighted graph (section 
4.2.3). Although the number of users that were employed was limited due to time 
constraints, the results already provide an important indication of the 
quantification of the importance for each action. 
Table 4.1. Assign weights for each action 
Actions(a) g(a) 
Text-concept query (TQ) 7.9 
Visual query (VQ) 8 
Side-shot query (SQ) 7.1 
Video-shot query (VSQ) 5.8 
4.2.2. Action graph 
We exploit past user interaction information by employing an extended variation 
of the graph construction methodology proposed in (Hopfgartner, et al. 2008). 
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Specifically, we enhance this approach by considering query categorisation and 
splitting search sessions into subsessions. Although the subsession-based 
modelling requires an additional computational step (i.e. to identify the 
subsessions) compared to (Hopfgartner, et al. 2008), it reduces the complexity of 
the constructed graph, since not many links between the graphs representing each 
subsession are eventually established.  
In order to describe better the proposed methodology we introduce some basic 
definitions. We define as “search session” the time period that a certain user 
spends on searching. We consider as “search subsession” the time periods a 
certain user spends searching for a specific topic. In addition, we provide a 
categorisation schema for the user actions during interactive video search tasks. 
First, we introduce the property of “transitivity”, which characterises an action 
based on its output. More specifically we consider an action as “transitive”, when 
it generates an output and so it satisfies the triplet: 
݅݊݌ݑݐ → ܽܿݐ݅݋݊ → ݋ݑݐ݌ݑݐ (4. 1) 
On the other hand, when an action does not provide any output, (i.e. ݅݊݌ݑݐ →
ܽܿݐ݅݋݊) it is characterised as “intransitive”. Furthermore, we classify the query 
actions into two main categories based on their dependency with previous actions: 
a) the autonomous queries, which do not depend on previous results and b) the 
dependent queries, which take as input results from previous search actions. 
 
Figure 4.1. Search session and subsessions 
To construct an action graph based on the user search activity, we exploit the 
properties of the involved user actions. During a search session it is possible to 
have a series of transitive actions, where part of the output of one action is the 
input for another (e.g. a result from a text search is the input for a visual search). 
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Consequently, to create a link between two nodes of an action graph, we need to 
have a sequence of two actions, where at least the first one has to be transitive. 
During a search session, the user may search for a specific topic, however it is 
possible that the user fires a search having a very broad or complex topic in mind, 
or even decides to change the search topic during the session. For this reason, we 
propose that such sessions should not be analysed as whole, but should be first 
decomposed into subsessions. Assuming that every autonomous query could 
initiate a different topic search, we propose a novel methodology, based on 
which, we divide each search session into “search subsessions” generating in that 
way several subgraphs and using as break points the autonomous queries. 
 
Figure 4.2. Classification of user actions 
Taking into account the corresponding functionalities of the introduced implicit 
interest indicators, only the text-based search can be denoted as autonomous 
query, while the other queries are considered as dependent. This is because the 
submission of a text-based query (i.e. a set of keywords) does not necessarily 
depend on results retrieved by a previous query, while the other queries (e.g. 
visual search) depend on previous results, given the fact that the user selects a 
keyframe as query image from these results. In such a case, the text-based query 
is utilised as a break point between the subsessions as illustrated in the example 
of Figure 4.1. The overall classification of these functionalities can be visualised 
in the two different axes of transitivity and dependency as shown in Figure 4.2. 
In the general case, a search subsession ܵ consists of a set of actions ܣ௦  that 
includes one autonomous and a number of dependent query actions. The 
proposed subgraph ܩ௦ is comprised by a set of nodes (i.e. shots and keywords 
that represent inputs and outputs of a set of actions ܣ௦) and links that represent 
the corresponding actions ܽ௜  ߳ ܣ௦, where ݅߳{1, . . , ௌܰ} and ௌܰ is the cardinality of 
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the elements of ܣ௦. The action graph of a search session is composed of several 
subgraphs, which reflect the respective subsessions and have as parent nodes the 
autonomous queries. 
 
Figure 4.3. Action graph after user interaction 
These are illustrated in the example of Figure 4.3, where an action graph for a 
search session is presented. Here, the user is searching for shots, in which people 
sitting at a table talking are depicted.  
Then we construct a single action graph aggregating the action graphs from the 
different user sessions. More specifically, all the nodes from the individual action 
graphs are mapped to single action graph, and then all the action edges are 
mapped onto the same graph, generating in that way multiple links between the 
nodes. We observe that the three keywords that have been used to start the search 
(i.e. talk, sit and dialogue) are considered as the parents for new subgraphs, 
which correspond to different subsessions. In this way, concepts with different 
semantic meaning are not interconnected (e.g. ‘talk’ with ‘sit’), while keywords 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
65 
 
with similar semantic meaning (i.e. ‘talk’ and ‘dialogue’) are eventually linked 
due to the visual similarity between two shots in different subgraphs.  
 
Figure 4.4. Weighted graph after processing the action graph of Figure 4.3 
4.2.3. Weighted graphs 
After the construction of a single action graph, we generate the weighted graph in 
the following three steps: a) the relevant results are linked to the parent query, 
transforming in that way the intransitive actions into transitive, b) the multiple 
links between the same nodes are collapsed into one and c) actions are translated 
into weights. 
The final weight ݓ  for a link ݊  between two nodes ݇  and ݉  is given by the 
formula: 
w(n) = 1 −
1
x(n)
 (4. 2) 
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where ݔ(݊) is the sum of weights of each action that interconnects nodes ݇ and 
݉. This sum is expressed as: 
x(n) = ෍ g(a)
ୟ஫୙౩
 (4. 3) 
where ݃ is a function that maps each action to an implicit weight and ܽ is an 
action that belongs to the set of actions ௦ܷ ⊆  ܣ௦ that comprise the different links 
between the nodes ݇ and ݉ (Hopfgartner, et al. 2008). Following the analysis of 
section 4.2.1, we assign indicative values (between 0 and 10) that quantify the 
level of interest associated to the introduced implicit interest indicators (Table 
4.1). Using the equations (4. 1) and (4. 2) and the defined values for ݃, we are 
able to construct the weighted graph. Figure 4.4 illustrates the weighted graph 
that is produced after processing the action graph of Figure 4.3 according to the 
aforementioned methodology.  
4.2.4. Generation of recommendations 
In (Vallet, et al. 2008) several recommendation algorithms based on such a 
weighted graph have been proposed. However, in most of the cases the authors 
conclude that the best performing algorithm strongly depends on the search 
topics. Therefore in this work, we employ a straightforward algorithm that 
initiates recommendations based on the distances on the weighted graph. The 
latter are calculated as the shortest path between two nodes. The calculation of 
the distances between two different nodes in this graph is performed with the 
application of Dijkstra algorithm (Dijkstra 1959), which computes the shorter 
path between two nodes. Assuming that the starting node is called the initial node, 
Dijkstra's algorithm assigns initial distance values and attempts to improve them 
step by step in the following way: 
1. Assign to every node a tentative distance value. This is set to zero for the 
initial node and to infinity for all other nodes. 
2. Mark all nodes as unvisited. Set the initial node as current. Create a set of 
the unvisited nodes called the unvisited set consisting of all the nodes 
except the initial node. 
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3. For the current node, consider all of its unvisited neighbours and calculate 
their tentative distances. Even though a neighbour has been examined, it 
is not marked as "visited" at this time, and it remains in the unvisited set. 
4. When all the neighbours of the current node are considered, mark the 
current node as visited and remove it from the unvisited set. A visited 
node will never be checked again. 
5. If the destination node has been marked as visited or if the smallest 
tentative distance among the nodes in the unvisited set is infinity, then 
stop and terminate the algorithm. 
6.  Select the unvisited node that is marked with the smallest tentative 
distance, and set it as the new "current node" then go back to step 3. 
Although Floyd’s algorithm (Floyd 1962) is usually faster for calculating all the 
shortest distances according to graph theory, it is better suited for more dense 
graphs. In our case the produced weighted graphs are considered to be rather 
sparse and can be represented more efficiently with the aid of adjacency lists 
instead of adjacency matrices. In that way the method scalability is also 
supported, as this solution should be applicable for very sparse graphs generated 
by a large number of users and big datasets.  
Since the calculated distance is based on implicit information but it reveals 
semantic relations, we name it “implicit semantic distance”. Hence, based on the 
shorter path approach, we can calculate the implicit semantic distance of each 
query ܳ that is represented as a node in the graph, with the rest of the nodes 
included in the graph. In this case we need to notice that the query ܳ can be 
either a shot or a keyword, while the same stands for the results. Formally, we 
compute ݀ூ(ܳ, ݅) = ூ݂ (ܳ, ݏ௜ ) , where ூ݂  is the implicit semantic distance 
computing function, ݏ௜ ∈ ܴூ , ܴூ is the set of ܯ shots or/and keywords that are 
interconnected through links with the query ܳ  and 1 ≤ ݅ ≤ ܯ . The ranked 
recommendations for query ܳ  can be described as a new ordered set ܴܭூ =
{ݏ௔́ ,  ݏ௕ሖ  , ݏ௖́̇ , … }, where ݀ூ(ܳ, ܽ́) ≤  ݀ூ(ܳ, ሖܾ ) ≤  ݀ூ(ܳ, ܿ́), … with a cardinality of 
ܯ elements.  
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Another important functionality of the weighted graph is that it can be used to 
suggest new search term recommendations by calculating the distances of the 
input keyword term with the rest of the keywords in the weighted graph. 
Analogously, it can also generate related terms for a query by visual example by 
presenting to the user the keywords that are found to be closer in terms of 
distance to the query shot in the weighted graph.  
4.3. Combining visual and implicit feedback information 
The objective of this section is to rerank the initial results of the query by visual 
example by exploiting the weighted graph. Although the results obtained based 
on visual descriptors are usually quite satisfactory, in many cases visual search 
fails to fetch results of the same semantic meaning confused by similar colours or 
textures of semantically irrelevant depictions. For instance, if we observe the 
visual search results illustrated in Figure 4.14, it is clear that besides the visually 
and semantically relevant shots (i.e. people talking on a table) to the query image 
at the top left corner, the output of the system also includes video shots with 
relevant colours, which are semantically irrelevant (e.g. road, people outdoors) to 
the query. Given the fact that the users expect not only visually but also 
semantically similar results from such queries (section 2.1.2.1) we need to 
optimise accordingly the visual similarity function to give more emphasis on 
semantically similar results. 
As discussed in section 3.3.3, visual search is performed in the following two 
steps: i) by submitting the query descriptors to the R-tree structure and ii) by 
ranking the results returned calculating the distances between visual descriptors. 
The idea is to tune appropriately the ranking function of the second step with the 
aid of semantically related shots, in order to emphasise more on the specific 
visual features that can be of importance for each query. It is expected that 
training a classifier with semantically positive and negative examples from the 
user implicit feedback could optimise the ranking function adequately. More 
specifically, we train a classifier for each visual example query by employing as 
training set a combination of visually similar (almost duplicates) and dissimilar 
examples, as well as positive and negative samples generated by implicit 
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feedback information, in order to rerank the initial visual results. In Figure 4.5 
the overall algorithm of the proposed approach is presented. 
 
Figure 4.5. Algorithm to combine visual features and implicit user feedback 
As shown in the diagram, when a query by shot example ܳ is submitted, we 
produce the following ranked datasets of results: two sets ܴூ and ூܷ (i.e. related 
and unrelated shots respectively) using the weighted graph that is constructed by 
processing the past user interaction and one set ܴ௏  provided by the R-tree 
structure that includes visually related shots according to the visual features 
employed. Subsequently, parts of these sets are merged as described in section 
4.3.1, in order to construct a training set ܶ  and then train a support vector 
machine classifier utilising as features the visual descriptors. Finally, we employ 
the ܴ௏ (i.e. the set of results from visual search) as the test set, which is ranked 
according to the degrees of coefficients that are the output of the classifier and 
represent a similarity metric between each shot of the test set and the query. In 
the next subsections we provide the details about the training set construction and 
the SVM training. 
4.3.1. Training set construction 
In order to train a classifier, we need to identify a proper training set ܶ = ௉ܶ ∪
ேܶ, where ௉ܶ is the set of the positive and ேܶ the set of the negative samples. 
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Utilizing the weighted graph, we can extract a number of positive samples that 
are closer to the query shot and a number of negative samples that are placed as 
further as possible in this graph. Hence, we create the set of positive samples 
ூܶ,௉ = ܴூ,௉ ,  where ∀ݏ௜ ∈ ܴூ,௉ , ݀ூ(ܳ, ݅) < ݀ூ,௟௧௛௥௘௦  and ݀ூ,௟௧௛௥௘௦  is an 
experimentally set threshold. In the same way, we define a set of negative 
examples by employing another distance threshold ݀ூ,௛௧௛௥௘௦  and we consider the 
ூܶ,ே = ூܷ  , where ∀ݏ௜ ∈ ܷܭூ , ݀ூ(ܳ, ݅) > ݀ூ,௛௧௛௥௘௦ . In the best case, these shots 
should not be interconnected with the query shot in the graph (i.e. ݀ூ(ܳ, ݅) = ∞). 
Alternatively, we can select a predefined number of negative and positive 
samples from the graph and apply the distance thresholds only if required. 
The obvious approach could be to simply train the classifier with ூܶ,௉  and ூܶ,ே . 
However, due to the fact that implicit feedback is not always precise, such an 
approach would not always be efficient. On the other hand, visual search is 
usually capable of retrieving very similar keyframes (duplicates), which 
demonstrate an almost zero visual distance. Therefore, in order to minimise such 
effects and in addition to exploit the results from visual ranking that are of good 
quality, we follow an approach inspired by pseudo-relevance feedback technique 
(Xu and Croft 1996). The latter, also known as blind relevance feedback, 
automates the manual part of relevance feedback, so that the user gets improved 
retrieval performance without an extended interaction. The method is to do 
normal retrieval to find an initial set of most relevant documents, to then assume 
that the top ݇  ranked documents are relevant, and finally to do relevance 
feedback as before under this assumption. Following this idea, we include in the 
positive samples the shots that are visually closer to the query example by 
employing an experimentally set threshold. Furthermore, we include in the 
negative samples some of the visual results that are very far from the query 
image taking into account again a visual distance threshold. 
Formally, we construct a new set of positive samples ௏ܶ,௉ = ܴ௏,௉ ⊆ ܴ௏ , where 
ܴ௏  is the set of visual search results (section 3.3.3.3), ∀ݏ௜ ∈ ܴ௏,௉ , ݀(ܳ, ݅)௏ <
݀௏,௟௧௛௥௘௦  and ݀௏,௟௧௛௥௘௦  is an experimentally set threshold. Subsequently, we 
define a set of negative samples ௏ܶ,ே = ܴ௏,ே ⊆ ܴ௏ ,  where 
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∀ݏ௜ ∈ ܴ௏,ே , ݀௏(ܳ, ݅) > ݀௏,௛௧௛௥௘௦ . These distance thresholds could either 
experimentally be set to specific values, where always ݀௏,௛௧௛௥௘௦ > ݀௏,௟௧௛௥௘௦  or 
they could be manually adjusted by the user in a manual assisted combination of 
implicit information and visual data according to the user needs. The final 
training set is expressed as: 
T = T୔ ∪ T୒ = ൫T୍ ,୔ ∪ T୚,୔൯ ∪ ൫T୍ ,୒ ∪ T୚,୒൯  (4. 4) 
4.3.2. Support vector machine classifier 
Since the training and the reranking of the results are performed in real time 
during the query, we have to select a fast algorithm implementation, which can 
provide results in reasonable time. The advantage of performing the training at 
real time is that in a semi-automatic version of the module, the user would be 
able to optimise the combination procedure by adjusting weights for the two 
involved rankings (i.e. visual and implicit), which would reflect to the definition 
of different distance thresholds in the training data construction. Of course 
besides the implementation, the size of the training dataset comprises an 
important factor that could keep the speed low.  
In this task we employ Support vector machines (SVMs), which have been 
applied with success in several classification problems (e.g. (Jiang, et al. 2010), 
(Ballan, et al. 2010), (Yildizer, et al. 2012)). SVMs constitute a set of supervised 
learning methods used for classification and regression. When a set of training 
positive and negative examples is available, a SVM training algorithm builds a 
model that predicts in which category a new example falls. To achieve this, a 
support vector machine constructs a hyperplane or set of hyperplanes in a high or 
infinite dimensional space. In general, it is assumed that the best separation is 
achieved by the hyperplane that has the largest distance from the nearest training 
datapoints of any class. 
Due to the fact that we require a fast classification algorithm, which could 
perform training in real time, we employ the SVM implementation described in 
(Joachims 2006), which supports SVM training in linear time. This 
implementation realises the alternative structural formulation of the SVM 
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optimisation problem for conventional binary classification with error rate. For a 
given training set (ݔଵ , ݕଵ ), . . (ݔ௡ , ݕ௡ ) with ݔ௜ ∈ ܴே and ݕ௜ ∈ {−1, +1}, training 
this binary classification SVM solves the following optimisation problem, which 
was proposed for predicting structured outputs and optimizing multivariate 
performance measures like F1-Score (section 2.1.2.4) or the Precision/Recall 
Break-Event Point (i.e. is the point at which precision equals recall) (Joachims, 
2005). 
݉݁ܽ݊௪,కஹ଴  
1
2
ݓ்ݓ + ܥߦ             (4. 5) 
subject to: ∀ܿ ∈ {0,1}௡ : 
ଵ
௡
ݓ் ∑ ܿ௜ݕ௜ݔ௜ ≥
௡
௜ୀଵ
ଵ
௡
∑ ܿ௜ − ߦ
௡
௜ୀଵ  (4. 6) 
where ܥ is the capacity constant and ݓ a parameter vector. This approach has 2௡ 
constraints, one for each possible vector ܿ = (ܿଵ, . . , ܿ௡) ∈ {0,1}௡ and it has only 
one slack variable ߦ that is shared across all constraints. The algorithm that is 
employed to solve the aforementioned classification SVM optimisation problem 
is an adaptation of the Cutting-Plane Algorithm. This algorithm iteratively 
constructs a sufficient subset ܹ of the set of constraints. Starting with an empty 
set of constraints ܹ, in each iteration, it first computes the optimum over the 
current working set ܹ (i.e. ݓ = 0 and ߦ = 0 in the first iteration) and then it 
finds the most violated constraint in the optimisation problem and adds it to the 
working set ܹ (Joachims, 2006). 
Assuming that the concatenated visual descriptor is represented as ܸ =
{ݒ଴, ݒଵ, … . , ݒ௉}, then (4. 6)  is transformed into:  
∀ܿ ∈ {0,1}௡ : 
1
݊
ݓ் ෍ ܿ௜ݕ௜ ௜ܸ ≥
௡
௜ୀଵ
1
݊
෍ ܿ௜ − ߦ
௡
௜ୀଵ
 (4. 7) 
After having trained the classifier with ܶ, we provide as test set the initial results 
ܴ௏ based on visual descriptors. This test set is finally ranked based on the 
distances that are calculated between each shot and the hyperplane, which is 
constructed by the model. 
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Figure 4.6. Video indexing and retrieval framework 
4.4. Experiments and results 
In this section we present the experimental framework, the results and the 
evaluation of the proposed techniques. 
4.4.1. Interactive video retrieval framework 
In order to evaluate the current work and perform tests and experiments we 
designed a video retrieval framework that supports both video content analysis 
and implicit feedback processing. The framework is illustrated in Figure 4.6. 
As it can be observed the video analysis layer realises the processing described in 
Chapter 3, while the implicit feedback analysis implements the graph-oriented 
approach described in section 4.2. Then, we employ the LELANTUS video 
search engine (section 3.4) to conduct experiments and make comparisons 
between the different retrieval modalities. The evaluation experiment is divided 
into 3 phases: a) the training phase, in which the implicit user feedback is 
recorded, b) the evaluation of the generated recommendations and finally c) the 
evaluation of the hybrid search modality. 
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In these experiments we made use of the annotated video set of TRECVID 2008, 
which is described in detail in section 0.  
4.4.2. Training phase 
In the first phase (i.e. the training phase) we have recruited 24 users (18 male, 6 
female), who searched for 6 different topics. The participants were mostly 
postgraduate students or postgraduate researchers with an average age of 30.2 
years old. All of them had a very good knowledge of English and a computer 
science background. In addition, most of them had a good understanding of 
retrieval tasks and were familiar with multimedia search engines.  
Table 4.2. User-topic assignments 
User/ 
Topic 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
A                                                 
B                                                 
C                                                 
D                                                 
E                                                 
F                                                 
Each user searched for 15 minutes for each topic. The assignment of the topics to 
the users is shown in Table 4.2. As it is illustrated, all the topics are searched 4 
times by different users. Before the experiment the users have spend 15 minutes 
to familiarise themselves with the search engine, the retrieval functionalities and 
the type of the search task. Since many of these users had participated in the past 
in TRECVID interactive video retrieval experiments a more detailed tutorial of 
the search engine was not required. 
During the experiment the actions of the users including mouse clicks and 
keyboard inputs were recorded. The users were instructed to search for following 
topics and retrieve as many relevant results they can: 
A. Find shots of 3 or fewer people sitting at a table. 
B. Find shots of one or more people with mostly trees and plants in the 
background; no road or building visible. 
C. Find shots of one or more people where a body of water can be seen. 
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D. Find shots of a woman talking to the camera in an interview located 
indoors - no other people visible. 
E. Find shots of one or more pieces of paper, each with writing, typing, or 
printing it, filling more than half of the frame area. 
F. Find shots of a person on the street, talking to the camera. 
In this phase, the baseline version of LELANTUS was used. This included the 
textual, visual and temporal retrieval functionalities as these were presented in 
Figure 3.5. The functionalities that are based on implicit user feedback have been 
disabled during this phase.  
Table 4.3. Numerical statistics for the weighted graph 
Weighted Graph 
Nodes 1298 
Shots 1229 
Keywords 69 
Links 2659 
After having recorded the navigation movements of all users, we employ the 
proposed methodology to generate the action and the weighted graph. The 
numerical statistics (e.g. number of nodes, links, etc.) of the weighted graph are 
reported in Table 4.3.  
4.4.3. Recommendations evaluation 
In the second phase (testing phase), we recruited 8 different users, who searched 
for 4 different topics. These participants were again postgraduate students and 
researchers with an average age of 29.6 years old. All of them had a computer 
science background, a very good knowledge of English and were familiar with 
search engines.  
These topics were selected in such a way so that two of them were relevant (but 
not identical) to the ones of the first part and the two of them irrelevant. The 
topics of this phase are the following: 
1. Find shots of one or more people with one or more horses 
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2. Find shots of one or more people with one or more books.  
3. Find shots of a map (i.e. relevant but not identical to topic E) 
4. Find shots of food and/or drinks on a table (i.e. relevant but not identical 
to topic A) 
As it is shown, the topics 3 and 4 are considered relevant but not identical to 
topics E and A respectively, while the rest of the topics (i.e. 1 and 2) are 
considered irrelevant to all the topics A-F. In a similar way with the training 
phase, before the experiment, the users were familiarised with the search engine 
by having a tutorial session of 15 minutes to understand the retrieval 
functionalities and the purpose of the search tasks. The 15 minutes tutorial 
session was adequate, since many of these users had participated in the past in 
TRECVID interactive video retrieval experiments and therefore they were 
familiar with such tasks. 
Table 4.4. Latin square user experiment 
 System/Topics A B C D 
Baseline 1-4 1-4 5-8 5-8 
Enhanced 5-8 5-8 1-4 1-4 
The evaluation methodology followed is to compare the baseline with the 
enhanced version of LELANTUS. The enhanced version augments the baseline 
system by offering the recommendation functionality, which could retrieve 
results based on the weighted graph from the aggregated implicit feedback 
(created in the “training phase”). In this phase all the users searched 10mins for 
each topic. To deal with the searcher effect we have applied a latin square design 
as this is shown in Table 4.4. For instance, the first group of users (1-4) has 
searched for topics A and B using the baseline system and for topics C and D 
with the enhanced system. To deal with the learning effect we have assigned the 
users with different search topic sequences. These sequences are the same for 
groups 1-4 and 5-8 and have been selected in such way so each of the 4 users is 
starting to search with a different topic. The topic search sequences are reported 
in Table 4.5.  
Then we compare the results provided for the two different systems. In Table 4.6 
we can see the results in terms of precision, recall and F-score. In Figures 4.7 and 
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4.8 we show the precision and recall respectively. These metrics are calculated 
against the annotated results for each topic. 
Table 4.5. Topic search sequences 
 Users Topic Sequence 
1 1 2 3 4 
2 4 1 2 3 
3 3 4 1 2 
4 2 3 4 1 
5 1 2 3 4 
6 4 1 2 3 
7 3 4 1 2 
8 2 3 4 1 
Table 4.6. Precision and recall for the baseline and enhanced systems 
The average improvement in recall for the first two topics 1 and 2 (i.e. the 
irrelevant to the initial ones) is about 5%, while precision seems to slightly drop 
by an average of 2%. As expected, the major improvement is reported in the 
topics 3 and 4 (i.e. the relevant to the initial queries), in which recall and 
precision are increased by an average of 72% and 9.8% respectively. Concerning 
the F-score, this is improved in average about 4.7% for the 2 irrelevant topics and 
is boosted by an average of 66.7% for the relevant ones. In general, it seems that 
regardless of the similarity between the train and the test topics, it is evident that 
the consideration of past user interaction improves the system performance for 
new users. 
It should be noted that the low absolute recall values are due to the fact that the 
many shots that are relevant for each query-topic, could not possibly be retrieved 
in the requested time duration of the experimental search sessions of this phase. 
 
Topics Precision Recall F-Score 
Baseline Enhanced Baseline Enhanced Baseline Enhanced 
1 0.956 0.896 0.042 0.045 0.08 0.086 
2 0.885 0.9 0.13 0.135 0.23 0.2344 
3 0.597 0.665 0.079 0.096 0.139 0.168 
4 0.708 0.767 0.034 0.075 0.064 0.137 
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Figure 4.7. Precision for the results of the baseline and enhanced systems 
 
Figure 4.8. Recall for the results of the baseline and enhanced systems 
4.4.4. Visual search optimisation experiment 
In this experimental phase we attempt to evaluate the hybrid search modality that 
combines visual features and implicit user feedback expressed in past user 
navigation patterns by comparing it with the standalone visual search 
functionality (section 4.3). To measure and evaluate the performance of the 
suggested algorithm, we compare the two different rankings in the case of a 
query by visual example: a) the visual ranking, which is provided by the 
distances of the visual indexing as this is described in section 3.3.3 and b) the 
hybrid ranking, which is generated after the application of the algorithm 
discussed in section 4.3.  
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To compare the aforementioned retrieval functions, we utilise the evaluation 
methodology suggested in (Joachims, 2002a). In this work, the authors propose 
to use a combined ranking that integrates two rankings that are to be compared. 
This form of presentation leads to a blind statistical test so that the clicks of the 
user demonstrate unbiased preferences.  Specifically, in order to compare two 
rankings A and B, we combine them into a single ranking C so that the following 
condition holds for any top ݉ links of the combined ranking. The top ݉ links of 
the combined ranking C contain the top ܽ links from A and the top ܾ links from 
B, with |ܽ − ܾ| < 1. In other words, if the user scans the links of C from top to 
bottom, at any point she/he has seen almost equally many links from the top of A 
as from the top of B. It is shown in (Joachims 2002b) that such a combined 
ranking always exists and that it can be constructed efficiently.   
Considering that ܴܭு  is the hybrid ranking and ܴܭ௏  the visual, we construct a 
“combined ranking” ܴܭு,௏  that includes the top links of both rankings. More 
specifically, ܴܭு,௏  consists of ݈ results, which are actually the ݇௔  top results of 
ܴܭு and the ݇௕  of ܴܭ௏ , where |݇௔ − ݇௕ | ≤ 1. Such method can be considered 
even more appropriate, when applied in visual query by example instead of text 
web search, since in this case, the results are not so subjective to what the user 
has in mind. In section 4.5 we provide indicative illustrations of a visual, a 
hybrid ranking and the respective combined ranking for the same query shot 
(Figures 4.14, 4.16 and 4.17 respectively). 
Table 4.7. Pairwise comparison of the hybrid retrieval function with the visual one 
Total Queries 200 
More selections on Hybrid 121 
More selections on Visual 62 
Equal selections 17 
In this phase, 12 users (8 male and 4 female) were recruited. The participants 
were mostly postgraduate students or postgraduate researchers with an average 
age of 30 years old. All of them had a computer science background and they 
were familiar with search engines.  
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Table 4.8. Clicks on hybrid and visual ranking 
Total Clicks 6509 
Selections on Hybrid ranking 5276 
Selections on Visual ranking 1233 
 
Figure 4.9. A visual representation of the user preference on the hybrid and visual 
rankings 
The users were called to identify visually similar results for 200 randomly 
selected queries by visual example that are included in the weighted graph. To 
construct efficiently the training set, the thresholds have been experimentally 
selected, while 30 positive and 30 negative examples are extracted by the 
weighted graph for each query and considered as the online training set for each 
query.  
 
Figure 4.10. A visual representation of the clicks on the hybrid and visual ranking 
Preference on hybrid 
ranking
Preference on visual 
ranking
Equal Preference
Clicks on hybrid ranking
Clicks on Visual ranking
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Figure 4.11. Histogram of the clicks. The horizontal axis stands for the number of 
clicks (positive for hybrid ranking and negative for visual), while the vertical for 
the frequency 
In Tables 4.7 and 
Table 4.8 4.8 we can observe the statistical results for all the users. It can be seen 
that for 60.5% of the queries the hybrid ranking is preferred by the users, for 8.5% 
of queries the two functions seem to perform equally, while for the rest 31% of 
queries the visual ranking outperforms the hybrid. Despite the fact that the 
number of the users that were in favour of visual ranking was significant, the 
number of the users the preferred the hybrid one was almost double. Figure 4.9 
presents a visual representation of the user preferences with respect to the two 
rankings, while Figure 4.10 illustrates a pie of the clicks performed for the two 
different rankings.  
In Figure 4.11, we present the corresponding histogram, which shows the 
frequency of user preference (i.e. selection clicks on hybrid ranking minus clicks 
on visual ranking) for the involved queries. We constructed the histogram by 
considering absolute values of the clicks and not normalised (i.e. divided by the 
total clicks in a query). The reason behind this choice is the fact that the actual 
number of clicks seems to be of more importance. For instance, in the case that a 
user clicks and selects only one item more from the one of the rankings, the 
conclusion should be that this ranking is with higher probability slightly better 
than the other. This can be reflected when considering the absolute difference of 
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the clicks (e.g. 9-8=1 and 1-0=1), where the value 1 describes the user preference. 
However, if we normalise the metrics according to the total number of selections 
in a query, we could get misleading results (e.g. 11,1% and 100% respectively 
for the previous example). 
 
Figure 4.12. The user submits a textual query with the keyword “water” searching 
in the ASR transcripts 
4.5. Interaction modes 
In this section, the improvement of results, when past user interaction is taken 
into account is demonstrated by presenting different interaction modes and by 
reporting results by considering the precision in the first ܰ results (ܲ@12). In 
these examples, the system is accessing the TRECVID 2008 test data collection 
(presented in detail in section 0) The implicit user feedback information has been 
gathered during the first experimental training phase described in section 4.4.2.  
First, we present a usage scenario, in which the user is searching for scenes 
where a water body is visible by typing the keyword “water” (Figure 4.12). As 
text retrieval is performed on the noisy information provided by Automatic 
Speech Recognition (ASR), only some of the results depict water scenes. 
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Conducting the same query utilising the graph with the past interaction data (i.e. 
the recommendations), we get a clearly better set of results (Figure 4.13). 
 
Figure 4.13. Results from a textual query (keyword “water”) searching with the aid 
of the weighted graph 
 
Figure 4.14. Query by image example. Content-based analysis is employed for this 
query. The input image is the one on the left top corner 
At the same time the system outputs term recommendations using the weighted 
graph (Figure 4.18 (left)) and the keyword nodes of the graph. In this case, the 
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query keyword was “water” and most of the recommended words seem to have 
high semantic similarity with the input term (e.g. swim, ocean, beach). 
 
Figure 4.15. Query by image example. Relations from the weighted graph are used 
to realise the query. The input image is the one on the left top corner. 
 
Figure 4.16. Hybrid search combining visual features and implicit user feedback. 
The input image is the one on the left top corner. 
In the second usage scenario, the user is employing the query by visual example 
methodology to find images that are similar to a given one. Subsequently, we 
present the set of results when the user searches with the three different 
modalities: a) content-based search using the visual features, b) graph-based 
recommendations utilizing the past user interaction and c) hybrid search, which 
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combines visual features and implicit user feedback. The output of the system is 
visualised in Figures 4.14, 4.15 and 4.16 respectively for the aforementioned 
search flavours, while the related terms generated by the system for this specific 
query are illustrated in (Figure 4.18 (right)). 
If we attempt to comment on the visual output of the system, it seems that the top 
12 results of the hybrid approach are of better quality compared to the results of 
the other search modules. More specifically a precision ܲ@12 of 91.67% (11/12) 
is reported for the hybrid modality, while the visual-based search achieves a 
lower precision of 58.3% (7/12).  
Of course, the good performance of the hybrid approach is due to the high 
precision 75% (9/12) reported by the recommendations (Figure 4.15), as the 
latter are actually used for the construction of the training set described in 
subsection 4.3.1.  
 
Figure 4.17. Combined Ranking of results for the query shot on the top left corner 
In this specific case, it seems that when retrieval is performed only by 
considering the visual descriptors, low distances are estimated also for shots that 
have similar colours but no semantic resemblance with the query. On the other 
hand, when the hybrid ranking is applied, it seems that the implicit user feedback 
has given a semantic flavour to the ranking as the shots that shared only common 
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colour characteristics were ranked lower. As far as the term recommendations are 
concerned, most of the suggested words (i.e. 7 of 9) seem to be semantically 
related with the selected image (Figure 4.18(right)).  
               
Figure 4.18. Keyword suggestions in a text query (left) and in an image by example 
query (right) 
4.6. Conclusions 
In this chapter we have introduced new implicit interest indicators for video 
search and proposed a novel methodology that considers query categorisation in 
order to construct a content similarity graph based on the implicit indicators of 
patterns of user interaction. In addition, we have proposed an approach for 
combining effectively visual features with implicit user feedback by employing a 
SVM classifier.  
As it is shown by the results, the implicit user feedback expressed by aggregated 
user navigation patterns can be of added value in video retrieval engines, 
considering also that large quantities of past user interaction data can easily 
become available. From the experimental results it seems that the utilisation of 
implicit feedback is capable of improving the visual search results in most of the 
cases and in addition it improves the system’s performance. We could say that 
utilising implicit user feedback to optimise visual search seems to tune the visual 
function in a semantic way, in which results with the same semantic concept are 
ranked higher despite the initial lower visual resemblance. Although the 
experiments were performed with a specific set of visual features (i.e. MPEG-7) 
it is an indication that similar performance could be expected when other features 
are applied, given the fact that all the low-level representations suffer from the 
problem of semantic gap.  
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Chapter 5  
 
 
INVESTIGATING AGGREGATED GAZE-BASED IMPLICIT FEEDBACK IN 
INTERACTIVE VIDEO RETRIEVAL 
This chapter investigates the role of gaze movements as implicit user 
feedback during interactive video retrieval tasks performed in not strictly 
controlled environments. In this context, we use a content-based video 
search engine to perform an interactive video search experiment, during 
which, we record the user gaze movements with the aid of an eye-tracking 
device and generate features for each video shot based on aggregated 
past user eye fixation data. Then, we employ machine learning techniques 
in order to train a classifier that could identify shots marked as relevant 
to a new query topic by new users. The results of the approach are 
evaluated by computing the accuracy of the classifier, as well as 
precision and recall. The evaluation shows that important information 
can be extracted from aggregated gaze movements during video retrieval 
tasks even in not controlled environments. 
5.1. Introduction 
The objective of this chapter is to investigate the potential of exploiting the 
implicit user feedback expressed by gaze movements during interactive video 
retrieval tasks. The eye movements of the users can be recorded by special 
devices called eye trackers. Several methods exist for recording eye movements. 
The most popular ones consider video images, from which the eye position is 
extracted, while other methods use search coils or they are based on the 
electrooculogram (i.e. the electric signal that is derived using two pairs of contact 
electrodes placed on the skin around one eye). 
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Inspired by the literature discussed in detail in section 2.2.2.2, the idea is to 
employ an eye tracking device in order to capture gaze movements of past users 
during interactive video retrieval tasks and subsequently extract gaze-based 
features and identify shots of interest in the context of specific topics. In other 
words, our aim is to distil meaningful information from aggregated gaze data, 
which could be exploited for identifying items that are of interest to a user with 
respect to her/his query topic. We propose an approach, in which, the gaze 
movements of past users are processed, in order to extract fixations (i.e. the eye 
remains fixed on a specific point for a certain amount of time) and pupil dilations. 
Then, we propose the extraction of a set of features that describes each video 
shot based on fixation characteristics and complemented by pupil dilation during 
fixations. Subsequently, we employ a Support Vector Machine (SVM) approach 
to train a binary classifier that could predict, which of the items viewed by a new 
user could be classified as interesting for her/him and matches the topic she/he 
searches for. The positive results of the classifier are provided as shots of interest 
for specific topics. To eliminate the searcher effect, we average aggregated 
fixation information by different users searching for the same topic. We evaluate 
this approach by conducting a video retrieval experiment in a not strictly 
controlled environment. In this experiment the users are recruited to perform 
video search with an interactive video search engine, while their gaze movements 
and pupil dilations are captured with the aid of an eye tracker. 
The main contribution of this work is the methodology for processing aggregated 
gaze data of past users, which combines gaze fixation and pupil dilation 
information, in order to detect items that are relevant to a given query topic and 
could be utilised as recommendations for a new user. In addition, the application 
of eye-tracking techniques in video search experiment, which is conducted in a 
less controlled environment compared to other approaches (e.g. (Zhang, et al. 
2010)) can be considered of importance regarding the effectiveness of the 
method, as well as the potential of gaze-based implicit feedback, considering that 
the related works in the area have investigated only strictly controlled 
environments so far. Parts of this work have been published in (Vrochidis 2011). 
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This chapter is structured as follows: section 5.2 describes the analysis of gaze 
movements and we introduce the SVMs employed in this approach, while section 
0 presents the experiment conducted. The results and the evaluation are presented 
in section 5.4 and finally, section 5.5 concludes the chapter. 
5.2. Gaze-movements analysis 
5.2.1. Eye movements 
Generally, the eye movements can be categorised according to the following 
ocular behaviours: fixations, saccades, pupil dilation, and scan paths.  
Fixations are defined as a spatially stable gaze lasting at least 100 milliseconds, 
during which visual attention is directed to a specific area of the visual interface. 
Fixations are traditionally understood to be indicative of where a viewers’ 
attention is directed, and represent instances, in which information acquisition 
and processing is able to occur (Rayner 1998). Based on existing literature, a 
very high correlation has been found between the display item being fixated and 
the one that is in the mind of the viewer. In addition, there is a close connection 
and correlation between the amount of time duration of the fixation on certain 
items and the degree of cognitive processing (Just and Carpenter 1980). Eye 
fixations are the most relevant metric for evaluating information processing 
primarily, since other indices, such as saccades, occur too quickly to absorb new 
information (Rayner 1998).  At least three processes occur during an eye fixation: 
a) encoding of a visual stimulus, b) sampling of the peripheral field, and c) 
planning for the next saccade (Viviani 1990). Research has shown that 
information complexity, task complexity, and familiarity of visual display will 
influence fixation duration (Duchowski 2002). The time duration of an eye 
fixation is also largely dependent on a users’ task. The average fixation duration 
during silent reading is approximately 200 ms, while other tasks, including 
typing, scene perception, image viewing and music reading approach averages of 
300 milliseconds. From an eye-tracking perspective, multimedia information 
retrieval seems to encompass visual inspection on images and text, so it is 
expected that the average fixation duration will fall within the range of these two 
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groups. The differences in fixation duration can be attributed to the time required 
to absorb necessary information, as well as to the speed at which new 
information should be absorbed. While during reading it is necessary for the eye 
to move rapidly, in visual inspection and search, it is less imperative that the eye 
quickly scans the entire scene, but rather that the user can absorb key information 
from certain regions.   
On the other hand, saccades, which are the continuous and rapid movements of 
eye gazes between fixation points, are believed to occur so quickly across the 
stable visual stimulus that only a blur would be perceived. Because saccadic eye 
movements are extremely rapid, within 40-50 milliseconds, and approaching 
velocities of nearly 500 degrees per second, information acquisition is unable to 
occur during this time. This lapse of information intake is traditionally referred to 
as “saccadic suppression”, however, due to the fact that saccades represent such 
short time intervals, individuals are unaware of these breaks in information 
perception (Rayner 1998).  
Pupil dilation is a measure that is typically used to indicate an individual’s 
arousal or interest in the viewed content matter, with a larger diameter reflecting 
greater arousal (Duchowski 2002), (Rayner 1998), (Hess and Polt 1964). Studies 
usually compare the average pupil dilation that occurs in a specific area of 
interest with the average pupil dilation of the entire site to gain insight into how 
users might cognitively understand or process the various content matter (Hess 
and Polt 1960).   
Finally, scanpath encompasses the entire sequence of fixations and saccades, 
which define and represent the pattern of eye movement across the visual scene. 
The behaviour of user scanpath provides insights into how a user navigates 
through the visual content. Studies analysing properties specific to scanpath 
movement have enabled researchers to create a more comprehensive 
understanding of the entire behavioural processes during a visual search or 
scanning session (Josephson and Holmes 2002). Existing literature suggests that 
scanpath movement is not random, but is highly related to a viewer’s frame of 
mind, expectations, and purpose (Yarbus 1967). In the case that the user is 
looking at particular content areas, several studies exploring eye movement 
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locations determined that unique regions of a visual item are stably viewed (i.e. a 
fixation is identified) sooner than others (Antes 1974).   
Based on the aforementioned literature and discussion it seems that fixations and 
pupil dilation comprise the most reliable indicators of user interest during 
information retrieval tasks. In the following, we will observe and analyse how 
fixations and pupil dilations occur during interactive video retrieval tasks. 
5.2.2. Fixation analysis in video retrieval 
Based on the discussion of the previous section, a very high correlation has been 
identified between the display item being fixated and the one that is in the mind 
of the viewer. In the case of interactive video retrieval, we can assume that the 
user focuses his/her gaze on the items that are of interest with respect to what 
she/he searches for. During a video retrieval session the user interacts with the 
visual interface of a search engine. As discussed in section 2.1.2.3 most of the 
video retrieval interfaces adopt a shot-based representation and therefore the 
videos are represented with the aid of keyframes. 
After visualising and inspecting several fixation patterns on a video retrieval 
interface by different users, we come to the conclusion that many parts of the 
graphical interface are viewed constantly for a specific amount of time (i.e. a 
fixation point was identified). However, it is apparent that not all of them could 
be considered as items of interest. For instance, the user might be distracted by 
shots that are of interest for him but not in the context of the specific query, or 
she/he might steadily look parts of the interface that support query submission or 
page change. In addition, the user might be distracted by external factors or 
thoughts that cross his/her mind make him absent-minded and cause 
unpredictable behaviour for several seconds. This inspection took place on the 
gaze movements of the users employed in an eye-tracking experiment (section 0) 
and performed retrieval using the LELANTUS video search engine, which 
supports a shot-based interface. 
This is more clearly shown in the example of Figure 5.1, in which a user is 
searching for video scenes that depict books. After the analysis of the gaze 
movements of a certain user, many fixations are identified, pointing at different 
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parts of the interface. It is obvious that although many fixations on relevant items 
are reported (i.e. the two shots depicting people showing or reading books on the 
top left corner of the interface), it is also clear that some of the video shots that 
draw the attention of the user (as shown by the fixations) are not relevant to the 
query. For instance, fixations are also identified on the shots on the top right 
corner of the interface, which do not illustrate books, as well as on parts of the 
interface that support query submission (left column). Although we are able to 
simply discard the fixations that do not correspond to the video shot presentation 
grid, we still have to face the problem of having fixations identified on non 
relevant shots.  
 
Figure 5.1. The user is searching for video scenes depicting books. The fixations are 
presented as blue spots on the interface 
This can be considered as a classification problem, in which we need to 
discriminate between relevant and irrelevant items to a query topic. Based on 
previous studies (Klami, et al. 2008), (Zhang, et al. 2010), eye fixation-based 
features have shown discrimination power over items of interest for a user in 
controlled image retrieval environments. Therefore, a reasonable approach is to 
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extract fixation-based features for each shot. In order to overcome the problem of 
noise introduced by the eye-tracker, the different duration of fixations for 
different users (due to the time required to absorb necessary information), the 
searcher effect and the unpredicted behaviour of the user, we propose to 
aggregate gaze information from multiple users searching for the same topic.  
5.2.3. Pupil dilation analysis 
As already discussed in section 5.2.1, fixations do not comprise the only ocular 
behaviour that reveals user interest. Based on the literature, cognitive behaviour 
can also be inferred by the pupil dilation and to a less extent by saccades and 
scan paths. Therefore and in order to complement the fixation information we 
propose to take also into account the pupil dilation of the user.  
As already discussed, many research studies have documented that emotional 
and sensory events elicit a pupillary reflex dilation (Krenz, et al. 1985), 
(Loewenfeld and Lowenstein 1993), (Smith, et al. 1970). More specifically, 
recent experiments in (Privitera, et al. 2008) showed that a significant pupil 
response is reported for visual target detection events. This means that a strong 
correlation can be assumed between a visual target of interest and the pupil 
dilation. Therefore, it is interesting to inspect and observe how the pupil dilation 
of a user is fluctuating, when she/he looks at an item of interest. Given the fact 
that such behaviour typically takes place during a fixation, we should observe the 
values of pupil dilation, when a fixation is identified. 
Inspired by the studies that usually compare the average pupil dilation that occurs 
in a specific area of interest with the average pupil dilation to gain insight 
regarding the cognitive behaviour of the users (Hess and Polt 1960), we propose 
to compare the average pupil dilation during a video search session with the 
pupil dilation reported when viewing a specific shot. Considering again the gaze 
movements of the users employed in the eye-tracking experiment described in 
section 0, we provide some insights the pupil dilation behaviour during 
information retrieval. In an indicative example (Figure 5.2) we observe how the 
pupil dilation fluctuates, when viewing a relevant shot. At the same time a 
fixation of around 400ms is identified. In this case we notice that the average 
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pupil diameter reported during the fixation has been increased by an 18% in 
comparison to the average pupil diameter of the user during the whole search 
session. Therefore, we propose to take into account of the pupil dilation of a user 
during a fixation and enhance the fixation-based features with pupil dilation 
information.  
 
Figure 5.2. Pupil dilation of a user during a fixation 
5.2.4. Feature extraction 
In this section we propose a feature vector that describes each video shot with 
respect to the relevance to a specific user query based on eye movement 
information. The fixation features are based on (Klami, et al. 2008) and (Zhang, 
et al. 2010), from which we adopt the fixation total duration, the number of 
fixations and the average duration time and we enhance them by considering 
relative fixation features (i.e. with respect to the search session duration). On the 
other hand the pupil dilation features are inspired by (Privitera, et al. 2008), in 
which we consider pupil dilation information in terms of normalised diameter 
and speed during the “critical time” that is in our case the fixation time window. 
In the sequel, we will present in more detail the feature used in this approach.   
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In order to formally declare the eye movement-based features, we introduce 
some basic definitions. First, we define as search session ௝ܵ,௞  the time period, 
during which, user ݆ is searching for a specific topic ݇. We assume that each 
search session ௝ܵ,௞  lasts ݐௌೕ,ೖ  time. We declare as ܨఈ,ௌೕ,ೖ  the total number of 
fixations and ఈܶ,ௌೕ,ೖ the total fixation duration time that were reported for a shot ܽ 
during a search session ௝ܵ,௞ . During each fixation time window ఈܶ,ௌೕ,ೖ  a 
fluctuation of the pupil data diameter takes place, which is represented by a 
series of pupil diameter values, sampled with a specific frequency. For each 
fixation we extract a normalised average diameter value (i.e. the average 
diameter value reported for this fixation divided by the overall average value of 
the same user). Using the pupil diameters reported by long search sessions for 
each user we extract an average pupil diameter value for each eye of each user. 
We declare as ܦோ,௝ and ܦ௅,௝ the average pupil diameter values for the right and 
the left eye for user ݆. Then for each fixation ݔ we calculate the average pupil 
diameter ܦ௫,ோ,௝ and normalise against the ܦோ,௝. In parallel we calculate the speed 
(i.e. rate of change in time) of the pupil dilation. Then the average speed is 
calculated for each fixation. In case more than one users are considered the 
aforementioned values are aggregated. 
Assuming that we want to describe a shot  ܽ with information retrieved during a 
set of sessions ܻ = { ௝ܵ,௞}, where ݆, ݇ ∈ ℕ, 0 < ݆ ≤ ܮ, 0 < ݇ ≤ ܭ, where ܮ is the 
number of different topics and ܭ the number of users involved in these sessions. 
Since we consider that the gaze input could be a result either from one user or 
aggregated information by many users, the proposed features need to be 
normalised against the number of users ܭ (i.e. the features are divided with the 
number of users) and the number of topics ܮ.  The features and the corresponding 
mathematical formulas are described in Table 5.1. Hence, the final feature vector 
for shot ܽ would be: ௔݂ = [ܨ௔,, ௔ܶ, ܣ௔ , ௔ܸ , ܯ௔ , ܦோ,௔ , ܦ௅,௔ , ܵோ,௔ , ܵ௅,௔ ]. 
5.2.5. Classification using support vector machines 
In order to perform classification, we apply the Support Vector Machines (SVM) 
algorithm (Boser, et al. 1992) since SVMs have been applied successfully on 
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several relevant classification problems (e.g. (Jiang, et al. 2010), (Ballan, et al. 
2010), (Yildizer, et al. 2012)). 
Table 5.1. Eye movement-based features 
# Feature description Mathematical Formula 
1 Total number of Fixations for 
shot ܽ ܨ௔ =
∑ ܨ௔,ௌೕ,ೖௌೕ,ೖ∈௒
ܮ ∙ ܭ
 
2 Total fixation time for shot ܽ 
௔ܶ =
∑ ௔ܶ,ௌೕ,ೖௌೕ,ೖ∈௒
ܮ ∙ ܭ
 
3 Average fixation time for shot ܽ 
ܣ௔ =
௔ܶ
ܨ௔
=
∑ ௔ܶ,ௌೕ,ೖௌೕ,ೖ∈௒
∑ ௔ܰ,ௌೕ,ೖௌೕ,ೖ∈௒
 
4 Average fixations for shot ܽ per 
search session ௔ܸ =
ܨ௔
∑ ݐௌೕ,ೖௌೕ,ೖ∈௒
=
∑ ܨ௔,ௌೕ,ೖௌೕ,ೖ∈௒
∑ ݐௌೕ,ೖௌೕ,ೖ∈௒
 
5 Average fixation time for shot ܽ 
per search session ܯ௔ =
௔ܶ
∑ ݐௌೕ,ೖௌೕ,ೖ∈௒
=
∑ ௔ܶ,ௌೕ,ೖௌೕ,ೖ∈௒
∑ ݐௌೕ,ೖௌೕ,ೖ∈௒
 
6 Average Normalised Right Pupil 
diameter  
ܦோ,௔ =
∑
ܦோ,௔,ௌೕ,ೖ
ܦோ,௝ௌೕ,ೖ∈௒
∑ ܨ௔,ௌೕ,ೖௌೕ,ೖ∈௒
 
7 Average Normalised Left Pupil 
diameter 
ܦ௅,௔ =
∑
ܦ௅,௔,ௌೕ,ೖ
ܦ௅,௝ௌೕ,ೖ∈௒
∑ ܨ௔,ௌೕ,ೖௌೕ,ೖ∈௒
 
8 Average Right pupil dilation 
speed ܷோ,௔ =
∑ ܷோ,௔,ௌೕ,ೖௌೕ,ೖ∈௒
∑ ܨ௔,ௌೕ,ೖௌೕ,ೖ∈௒
 
9 Average Left pupil dilation speed 
௅ܷ,௔ =
∑ ௅ܷ,௔,ௌೕ,ೖௌೕ,ೖ∈௒
∑ ܨ௔,ௌೕ,ೖௌೕ,ೖ∈௒
 
 
In this work, we propose to employ such a SVM implementation in order to 
classify the viewed items according to the user interest exploiting the gaze-based 
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feature vector. More specifically, we make use of the LIBSVM library (Chang 
and Lin 2001) and we consider a C-Support Vector Classification. Given as 
training vectors the fixation-based features ௜݂ ∈ ܴଽ, ݅ = 1, … ݈, in two classes and 
a vector ݕ ∈ ܴ௟ such that ݕ௜ ∈ (1, −1), C-SVC (Boser, et al. 1992), (Vapnik, et 
al. 1995) solves the following primal problem: 
min୵,ୠ,ஞ  
1
2
w୘w − vρ +
1
l
෍ ξ୧
୪
୧ୀଵ
 (5. 1) 
subject to: 
y୧(w୘φ(f୧) + b) ≥ ρ − ξ୧ (5. 2) 
where ߦ௜ > 0, ݅ = 1, . . , ݈, ߩ ≥ 0.  
The dual is:  
min஑  
1
2
α୘Qα (5. 3) 
subject to: 0 ≤ ܽఐ ≤,
ଵ
௟
, ݅ = 1, . . , ݈, ்݁ߙ ≥ ݒ, ݕ்ߙ = 0, where ݁ is the vector of 
all ones, ܥ > 0 is the upper bound, ܳ is an ݈ by ݈ positive semidefinite matrix, 
ܳ௜,௝ = ݕ௜ , ݕ௝ and ܭ( ௜݂ , ௝݂) = ߮( ௜݂)்߮( ௝݂) is the kernel. In this implementation we 
consider as kernel the radial basis function (Buhmann, 2003): 
K൫f୧, f୨൯ =  e
ିஓ|୤౟ି୤ౠ|
మ
 (5. 4) 
where ௜݂  are feature vectors of input data ݅ , ௝݂  the support vectors and ߛ  is a 
constant parameter. 
5.3. Experiments 
5.3.1. Experimental setup 
To apply the proposed methodology, we conducted a realistic interactive video 
retrieval experiment, in which different users searched with the aforementioned 
video search engine. The experiment took place in the laboratories of Queen 
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Mary, University of London and 8 subjects (4 male and 4 female) were recruited 
to participate. The participants were mostly postgraduate students or 
postgraduate researchers with an average age of 30.5 years old. All of them had a 
very good knowledge of English and a computer science background. In addition 
most of them had a good understanding of retrieval tasks and were familiar with 
search engines.  
 
Figure 5.3. A schematic view of the experiment 
In this task we made use of the TRECVID 2008 test video set which is described 
in section 0. The following query topics were used in our experiments: 
A. Find shots of one or more people with one or more horses 
B. Find shots of a map 
C. Find shots of one or more people with one or more books 
D. Find shots of food and/or drinks on a table 
The task for each user was to search during a time window of 10 minutes per 
topic and find as many results that satisfy the given topic. Each user searched for 
all the topics A-D. 
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Before the experiment, a tutorial session took place, during which the users were 
getting familiar with the search engine. In order to imitate a real life video 
retrieval task in a less controlled environment (compared to (Zhang, et al. 2010)), 
we instructed the users to search as they normally do, that is without making 
extra effort to focus their gaze on the shots of interest as they were instructed to 
do in other similar works (e.g. (Zhang, et al. 2010)). The whole experiment was 
divided into the training and the testing phase, as it is depicted in the schematic 
view of Figure 5.3.  
 
Figure 5.4. FaceLAB eye-tracker 
To record the gaze movement of the users we employed a binocular set of 60Hz 
cameras with Infra-Red filters (Figure 5.4) and the faceLAB 5.0 software 
package as the eye-tracking technology12. This system requires a user calibration 
phase, which takes less than one minute. It offers an error of less than 0.5 degrees 
that suggests approximately less than 5mm diversion from the actual gaze point, 
when the user is looking at the screen from a distance of 50cm. We used the 
output of the eye-tracker, in order to gain knowledge regarding the coordinates of 
each user’s gaze for a given time. Then, we processed this information to identify 
eye fixations and pupil dilations on the video shots. We considered as minimum 
time of 100ms to define a fixation, during which the gaze was stable.  
                                               
 
12 http://www.seeingmachines.com 
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At the same time we also recorded the mouse clicks, the keyboard inputs, the 
queries and the submissions of the users. In order to provide cross-validated 
results we consider several different splits of the data with respect to the query 
topics and the users as it is discussed below. 
5.3.2. Training phase 
As training set, we consider the data retrieved by 5 users, who searched for 
several combinations of the topics A-D. The results submitted by these users 
constitute an explicit relevance metric with respect to the query topics for all the 
viewed items. Considering that very high precisions are reported for interactive 
systems, given the fact that users select a shot only when it is of relevance to the 
query topic, the submitted shots comprise a very reliable ground truth set for this 
task.  
Table 5.2. Training cases 
Training Case/Feature Set Model No Features 
1 0 1-5 
2 1-4 1-5 
3 5-8 1-7 
4 9-12 1-9 
As it is shown in Figure 5.3, we train the SVM models using the feature vectors 
produced by the fixation and pupil dilation data and the ground truth. In order to 
evaluate the approach, we provide a variety of training cases, in which different 
combinations of training features and topics are used. More specifically, the 
following four training cases, which are shown in Table 5.2 are considered: in 
the first, we train the classifier (model 0 in Table 5.3) by using the features 1-5 
(Table 5.1) and the 4 topics (A-D), in the second case we train recursively 4 
different classifiers (models 1-4 in Table 5.4) by selecting each time a different 
combination of the three topics (i.e. (A, B, C), (A, B, D), etc.) and using as 
vector the 1-5 fixation-based features, while in the third (models 5-8 in Table 5.5) 
and forth (models 9-12 in Table 5.6) training cases we repeat the scenario of the 
second training case, but we make use of the features 1-7 and 1-9 respectively. In 
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all the aforementioned training cases the gaze data from the same five users are 
used. 
As the ground truth data are not balanced (the positive samples were in average 
about 10% of the total judged samples) we train the models introducing a 
corresponding weight ݓ௡ = 1  for negative and ݓ௣ = 10  for positive classes. 
More specifically, we set the cost parameter ܥ to ݓ௣ ∙ ܥ and ݓ௡ ∙ ܥ for positive 
and negative samples respectively. 
5.3.3. Testing phase 
In the testing phase, the remaining 3 users (different from the ones employed in 
training phase) are recruited to search for the 4 same topics A-D. In a similar way 
with the ground truth collection, we capture the video shots that these users 
identify as relevant to each topic. Then, we utilise this information, in order to 
test the classifier against the actual selections of the users. Based on the four 
aforementioned training cases, we test the first classifier (i.e. model 0 of the first 
training case) by considering all the topics A-D, while we test the other 12 
models (i.e. the ones trained with the 3 topics combinations), by using gaze data 
captured only during the retrieval sessions for the remaining topic (e.g. in the 
case the training was done with topics A,B,C, we test with topic D). 
5.4. Results and evaluation 
In this section we provide results of the experiment for the proposed method. The 
evaluation is realised by considering quantitative IR metrics, as well as by 
presenting a visual view of the shots of interest identified for each topic. 
5.4.1. Quantitative evaluation 
We evaluate the proposed system in two dimensions. First, we investigate the 
performance of the classifier considering different set of gaze features. Then, we 
attempt to assess the usefulness of the aggregation by considering data of single 
users.  
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In this context we report the classification accuracy, the precision, the recall and 
the F-Score over the items returned by the system as positive results. During 
testing the submitted results by the test users form the golden set that is used for 
the evaluation. Formally, assuming that the classifier returns ܶܲ true positives, 
ܶܰ  true negatives, ܨܲ  false positives and ܨܰ  false negatives for a topic 
calculated against the ܸ positive and the ܰ negative user selections, the accuracy 
is computed as ܣ =
்௉ା்ே
௏ାே
, the precision as: ܲ =
்௉
்௉ାி௉
, and the recall as: ܴ =
்௉
௏
. 
Then the F-Score is calculated as:  ܨ − ܵܿ݋ݎ݁ =
ଶ௉ோ
௉ାோ
. It is important to consider 
also IR metrics due to the fact that in several cases the data set can be very 
imbalanced (e.g. contain many negatives). For instance in the case that 90% of 
the data are negative samples, by marking all the samples as negatives we will 
achieve an accuracy of 90%, which however is not satisfactory since no shots of 
interest would have been identified. 
5.4.1.1. Feature performance 
With a view to evaluating performance of the gaze-based features we consider 
the four different training-testing cases described in Table 5.2. For cross- 
validation purposes we provide in this section the average results after 
calculating the metrics for each user data combination, in which the data of 5 
users are used for training and data of the 3 remaining for testing. Overall 56 
different user combinations are considered.  
The results for the first and second aforementioned training/test cases, in which 
the 5 fixation-based features are employed, are reported in Table 5.3 and Table 
5.4.  
Table 5.3. First case (features 1-5)  
Model 
No 
Train 
Topics 
Test 
Topics 
Classifier 
Performance 
Precision Recall F-Score 
0 
A,B, 
C,D 
A, B, C, 
D 
94.17% 49.2% 61.95% 54.84% 
Starting by observing the results of the first case, it can be concluded that the 
results for model 0 are of good quality, given the fact that the accuracy is almost 
95%, while the F-Score reaches 55%. However it should be noted that, since the 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
103 
 
topics A-D are involved both in the training and testing procedure, the results 
might be biased and therefore a topic independent evaluation should take place.  
Table 5.4. Second case (features 1-5) 
Model No Train 
Topics 
Test 
Topics 
Classifier 
Accuracy 
Precision Recall F-Score 
1 B,C,D A 85.70% 15.04% 88.1% 25.69% 
2 A,C,D B 93.5% 37.16% 61.11% 46.22% 
3 A,B,D C 70.43% 19.52% 89.13% 32.03% 
4 A,B,C D 72.17% 14.32% 73.41% 23.97% 
Average 80.45% 21.51% 77.94% 33.72% 
Table 5.5. Third case (features 1-7) 
Model No Train 
Topics 
Test 
Topics 
Classifier 
Accuracy 
Precision Recall F-Score 
5 B,C,D A 93.5% 24.6% 73.8% 36.9% 
6 A,C,D B 94.34% 33.6% 45.56% 38.68% 
7 A,B,D C 70.69% 19.86% 90.17% 32.55% 
8 A,B,C D 81.48% 19.51% 70.89% 30.6% 
Average 85% 24.39% 70.1% 36.18% 
Such an evaluation is realised in the more realistic second case (Table 5.4, 
models 1-4). The results are still satisfactory, since the average accuracy 
surpasses 80%. This shows that the proposed method can provide quality results 
without depending on the topic.  
Then, the results for the third and forth training cases are presented in Tables 5.5 
and 5.6 respectively.  
Table 5.6. Forth case (features 1-9) 
Model 
No 
Train 
Topics 
Test 
Topics 
Classifier 
Accuracy 
Precisio
n 
Recall F-Score 
9 B,C,D A 94.12% 25.21% 69.05% 36.94% 
10 A,C,D B 95.11% 35.19% 42.22% 38.39% 
11 A,B,D C 71.65% 20.39% 90.22% 33.26% 
12 A,B,C D 81.88% 20.14% 72.15% 31.49% 
Average 85.7% 25.23% 68.71% 36.9% 
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Figure 5.5. Accuracy of the classifier for topics A-D for the 3 feature sets 
With a view to evaluating the different set of features, we observe that when 
pupil dilation information is involved, the accuracy of the classifier is slightly 
improved for all cases. The comparison of the accuracy of the classifiers for the 
different feature sets is illustrated in Figure 5.5. The major improvement is 
reported in the testing of topic D (i.e. models 4, 8, 12). In this case, the accuracy 
of the classifier is boosted from 72.17% to 81.48%, reporting an improvement of 
12.9%, when the second feature set (i.e. features 1-7) is involved and a total 
increase by 13.45%, when we employ the third feature set (i.e. features 1-9). 
Furthermore, as it is shown in Tables 5.4, 5.5 and 5.6, the involvement of pupil 
features improves the precision of the system by an average of 13.4%, when we 
employ features 1-7 and by a further 3.45%, when the third feature set (i.e. 
features 1-9) is involved. On the other hand, the recall seems to drop by 10% and 
an additional 1.98% for the two aforementioned cases. The average F-score is 
calculated as 33.7%, 36.18% and 36.9% for feature sets 1, 2 and 3 respectively, 
showing that the overall performance of the system slightly improves with the 
employment of pupil dilation information. Similar, the F-Score is improved from 
the initial 24% to a final 31.5% when the pupil dilation features are considered. 
In Figure 5.6 we present the F-Score for each topic. In the three topics (A, C, D) 
it is clear that the pupil dilation employment improves the performance. However 
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the results of topic B show that fixation features perform better, since the F-score 
drops when the pupil dilation is involved. 
 
Figure 5.6. Accuracy of the classifier for topics A-D for the 3 feature sets 
After observing precision and recall metrics, it is clear that although the recall 
values are satisfying, the precision remains rather low (especially in models 1 
and 4). In the case that we want to increase the precision at the cost of reducing 
the recall, we adjust the weighting ݓ௡  and ݓ௣  parameters during the training 
accordingly. In Figure 5.7, the Precision-Recall curve for model 1 is illustrated, 
in the case that the ratio 
࢝࢖
࢝࢔
 (points on the Precision-Recall carve) takes values 
from 0.2 to 10.  
5.4.1.2. Evaluating gaze data aggregation 
The proposed method is based on feature aggregation by several users. However 
it is interesting to investigate whether such an aggregation improves the results 
when compared to the gaze movements of a single user. In order to show how the 
results are affected, when considering aggregated user gaze data, we investigate 
the performance of the system in the case that one, two and three users are 
employed. Further extending the training case 1, we consider as training data the 
aggregated input by users 1-5 (i.e. the first 5 users), and we attempt to extract 
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shots of interest for a new user (i.e. the user 6, 7 and 8), who searches for 
different topics. These results are shown in Table 5.7. 
Table 5.7. Performance of the classifier for each user 
Mo
del 
Train 
Topics 
Test 
Topic 
Train 
Users 
Test 
User 
Classifier 
Accuracy 
Pre-
cision Recall 
F-
Score 
1 B,C,D A 
Aggreg. 
1,2,3,4, 5 6 
83.84% 
(498/594) 9.2% 60% 15.8% 
2 A,C,D B 
Aggreg. 
1,2,3,4, 5 6 
85.60% 
(333/389) 59.7% 54.4% 56.9% 
3 A,B,D C 
Aggreg. 
1,2,3,4, 5 6 
69.93% 
(100/143) 32.8% 82.6% 46.9% 
4 A,B,C D 
Aggreg. 
1,2,3,4, 5 
6 
44.44% 
(24/54) 
20.6% 70% 31.8% 
1 B,C,D A 
Aggreg. 
1,2,3,4, 5 
7 
39.97% 
(269/673) 
5.4% 92% 10.2% 
2 A,C,D B 
Aggreg. 
1,2,3,4, 5 
7 
70.67% 
(530/750) 
7.6% 90% 14.1% 
3 A,B,D C 
Aggreg. 
1,2,3,4, 5 
7 
58.16% 
(410/705) 
12.9% 89.6% 22.6% 
4 A,B,C D 
Aggreg. 
1,2,3,4, 5 
7 
50.66% 
(384/758) 
7.0% 93.3% 13.1% 
1 B,C,D A 
Aggreg. 
1,2,3,4, 5 
8 
74.24% 
(343/462) 
17.4% 100% 29.6% 
2 A,C,D B Aggreg. 
1,2,3,4, 5 
8 82.86% 
(382/461) 
23.4% 75.9% 35.8% 
3 A,B,D C Aggreg. 
1,2,3,4, 5 
8 67.32% 
(344/511) 
21.2% 86% 34.0% 
4 A,B,C D Aggreg. 
1,2,3,4, 5 
8 67.82% 
(373/550) 
18.6% 65.5% 29.0% 
Then, in Table 5.8 we present the average results for each of the different 
training topics by averaging the performance for the 3 users. 
Table 5.8. Average results per topic for training case 1 
Mo
del  
Train 
Topics 
Test 
Topic 
Train 
Users 
Test 
User 
Cl. 
Accur. 
Pre-
cision 
Recall F-Score 
1 B,C,D A Aggreg. 
1,2,3,4, 5 
Aver. 
6,7,8 
66.01% 10.6% 84.0% 18.9% 
2 A,C,D B Aggreg. 
1,2,3,4, 5 
Aver. 
6,7,8 
79.71% 30.3% 73.4% 42.8% 
3 A,B,D C Aggreg. 
1,2,3,4, 5 
Aver. 
6,7,8 
65.14% 22.3% 86.1% 35.4% 
4 A,B,C D 
Aggreg. 
1,2,3,4, 5 
Aver. 
6,7,8 54.31% 15.4% 76.3% 25.6% 
Total Average Values 66.28% 19.6% 79.9% 31.5% 
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Figure 5.7. Precision-Recall curve for model 1 when the ratio wp/wn (points on the 
P-R carve) takes values from 0.2 to 10. 
We also present the average results for each user, when averaging the testing 
results for each topic (Table 5.9). Finally we assess how the performance is 
improved, when more users are considered. Specifically we report the 
performance in the case of one, two and three test users searching for topic Β (i.e. 
model 2). These results are illustrated in Table 5.10.  
Table 5.9. Average results per user for training case 1 
Train 
Topics 
Test 
Topic 
Train 
Users 
Test 
User 
Cl. 
Accur. 
Pre-
cision 
Recall 
F-
Score 
3 of 
(A,B,C,D) 
1 of 
(A,B,C,
D) 
Aggreg. 
1,2,3,4, 5 
6 70.95% 30.5% 66.8% 41.9% 
3 of 
(A,B,C,D) 
1 of 
(A,B,C,
D) 
Aggreg. 
1,2,3,4, 5 
7 54.86% 8.2% 91.2% 15.1% 
3 of 
(A,B,C,D) 
1 of 
(A,B,C,
D) 
Aggreg. 
1,2,3,4, 5 
8 73.06% 20.1% 81.8% 32.3% 
Total Average Values 66.28% 19.6% 79.9% 31.5% 
As far as the precision is concerned, the initial precision reported for the one user 
is increased by a 3.4% with the involvement of a second user, followed by a 
further increase of 3.5% in the case that three users are considered. On the other 
hand, we report a drop of 13.5% in the initial recall (i.e. in the case of the one 
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user) when aggregated results of two users are considered and slightly increased 
by a 1.2% when the third user is involved. Finally the F-Score increases from an 
initial 42.8% to a 43.1%, when two users are involved and reaches the 46.2% for 
three users. The precision and recall for these cases are illustrated in Figure 5.8, 
while the F-score is presented in Figure 5.9. 
Table 5.10. Model 2 when data of one, two and three users are aggregated 
Train 
Topics 
Test 
Topic 
Train 
Users 
Test 
User 
Cl. 
Accur. 
Pre-
cision 
Recall 
F-
Score 
A,C,D B Aggreg. 
1,2,3,4, 5 
Aver. 
6,7,8 
79.7% 30.3% 73.4% 42.8% 
A,C,D B Aggreg. 
1,2,3,4, 5 
Aggr. 
Aver. 2 
users 
86.3% 33.7% 59.9% 43.1% 
A,C,D B 
Aggreg. 
1,2,3,4, 5 
Aggr. 
6,7,8 
93.5% 37.2% 61.1% 46.2% 
 
Figure 5.8. The precision and recall for model 2 are presented, when 1, 2 and 3 
users are considered 
We also report the fluctuation of the ܧܧܴ in the case of one, two and three test 
users searching for topic Β (i.e. model 2). As it is observed in Figure 5.10, it is 
clear that the performance of the classifier is improved, as lower values of ܧܧܴ 
are reported for the 3 users. More specifically, the ܧܧܴ calculated in the case of 
one user (i.e. ܧܧܴ = 32.1%), is decreased by 19% when data from a second user 
are considered, and it is reduced by a further 50% to get a final value of ܧܧܴ =
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13.2%, in the case of three users. In a similar way, we present in Figure 5.8 how 
precision and recall are changing in the evaluation of model 2, when one, two 
and three test users are involved. 
 
Figure 5.9. The F-Score for model 2 are presented 
 
Figure 5.10. The EER for model 2 is reported, when we use aggregated data from 
1,2 and 3 test users respectively. 
This analysis shows that when aggregated gaze information is taken into account 
the unique gaze behaviours of each user seem to be smoothed to an average gaze 
behaviour, for which the classifier yields better results. The fact that the 
classifier’s performance improves, when the number of the users involved is 
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increased, is an indicator that such an approach could be applied for generating 
recommendations based on past user aggregated gaze data. 
 
Figure 5.11. Shots of interest for topic A (Find shots of one or more people with one 
or more horses) 
5.4.2. Visual assessment of results 
In order to output shots of interest for a specific query (i.e. topic), the system 
utilises the classifier output, which is expressed as a distance from the 
hyperplane that discriminates the two different classes and ranks the shots 
accordingly. A visual illustration of shots of interest for topics A, B, C and D is 
provided in Figures 5.11, 5.12, 5.13 and 5.14 respectively. In Table 5.11 we 
present the precision at the first 18 results ܲ@18, which are illustrated in the 
aforementioned figures.  
Table 5.11. P@18 for the topics A-D 
Topic ܲݎ݁ܿ݅ݏ݅݋݊@18 
Topic A 9/18 0.5 
Topic B 14/18 0.778 
Topic C 11/18 0.61 
Topic D 15/18 0.83 
Average 0.68 
In average the precision at the first 18 results reaches 68%. It is interesting to 
notice that the worst results (50%) are reported for topic A, which is probably 
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due to the fact that this topic is considered rather difficult, since the users were 
not able to find many results and therefore probably more fixations are identified 
to irrelevant shots. On the other hand the topic D achieves a very satisfactory 
precision of 83%. 
 
Figure 5.12. Shots of interest for topic B (Find shots of a map) 
5.5. Conclusions 
In this chapter we have investigated the role of gaze movements during 
interactive video retrieval tasks in terms of assisting in the discrimination 
between relevant and non relevant shots to a given query topic with the aid of 
SVM classifiers. Our results show that exploiting gaze-based implicit feedback 
could be of added value in interactive video retrieval tasks as important 
information regarding the relevance of a video shot to a query topic can be 
generated even in not controlled environments. After having experimented with a 
different number of eye movement-based features it seems that pupil dilation 
information can complement the fixation data in the task of identifying items of 
interest in the context of a submitted query. In addition, it seems that the usage of 
aggregated gaze data improves the performance of the system as the precision 
and recall are improved when the number of the users considered is increased.  
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Figure 5.13. Shots of interest for topic C (Find shots of one or more people with one 
or more books) 
The capability of detecting the user interest in the context of a specific query 
shows that such an approach could efficiently support an automatic video 
annotation and tagging system, which could associate search topics with shots of 
interest. This conclusion comprises the fundamental idea for the research 
conducted in Chapter 6, in which an automatic annotation framework based on 
gaze movements and query clustering is proposed.   
 
Figure 5.14. Shots of interest for topic D (Find shots of food and/or drinks on a 
table) 
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Chapter 6  
 
 
AUTOMATIC VIDEO ANNOTATION BASED ON QUERY CLUSTERING 
AND EYE MOVEMENTS 
This chapter proposes a framework for automatic video annotation by 
performing query clustering and exploiting gaze movements during 
interactive video retrieval tasks. In this context, we use a content-based 
video search engine to perform interactive video retrieval, during which, 
we capture the user eye movements with the aid of an eye-tracking device 
and record user actions, such as the mouse clicking and queries 
submission. We use this information to generate feature vectors, which 
are used to train a classifier that could identify shots that are relevant to 
new search topics. The queries submitted by new users are clustered in 
search topics and the viewed shots are annotated as relevant or non-
relevant to the topics by the classifier. Query clustering is performed with 
two different approaches. First we exploit the temporal information and 
we apply dominant set clustering based on WordNet similarity of textual 
queries enhanced by the temporal dimension. The second algorithm 
follows a more sophisticated approach, in which unsupervised random 
forests utilise gaze movement information, as well as textual and visual 
query similarity. The experimental results show that gaze movement data 
can be utilised effectively for automatic video annotation purposes. 
6.1. Introduction 
In the previous decades, manual annotation of multimedia was one of the usual 
practices to support video and image retrieval. However, in the recent years, the 
rapid increase of the amount of content has made such practices very costly in 
terms of human effort. To this end, several automatic annotation approaches have 
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been devised. Most of them are based on the extraction of low-level features and 
the generation of high-level concepts (e.g. (Zhang, et al. 2008), (Mezaris, et al. 
2010)), facing however the well known problem of semantic gap. More recently, 
the high availability of sensors, which allowed for the generation of a plethora of 
behavioural and user interaction data, directed the research trends (e.g. 
(Vrochidis, et al. 2011), (Tsikrika et al. 2009)) to move towards exploiting the 
implicit user feedback for image and video tagging and annotation purposes.  
In parallel, the plethora of the user interaction data and search logs have 
motivated several works to focus on query clustering in order to support 
automatic annotation systems and provide query expansion and recommendation 
options. Grouping together queries with strong semantic relations is a task that is 
intrinsically harder than classic topic extraction or document clustering (Zeng, et 
al. 2004), because of the limited textual information contained into queries. Most 
of the approaches dealing with query clustering rely on the computation of 
similarity metrics between query pairs. When dealing with query classification, 
where the semantic categories are predefined, it may be sufficient to compute the 
similarity based only on textual features to obtain good classification results 
(Beitzel, et al. 2007). However, if predefined categories are not available, lexical 
and content-based information taken separately are not sufficient to obtain good 
clusters. In this context, an attempt to cluster queries from the Encarta user logs 
(Wen, et al. 2002) showed that query-to-query similarity metrics that linearly 
combine textual features with click-through data can be used much more 
profitably in query clustering than single-attribute similarities. Inspired by such 
approaches, this work proposes to enhance textual and content-based query 
clustering by considering implicit user feedback expressed as click-throughs and 
gaze movements. 
In this context, we propose an automatic annotation system, which considers a 
more realistic retrieval scenario (compared to the one discussed in Chapter 5) by 
assuming that the search topics during testing may be not only different than the 
ones encountered during training, but also unknown. The idea is to cluster the 
submitted queries into groups and then aggregate the user implicit feedback 
expressed by query submissions and gaze movements across these clusters and 
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subsequently identify relevant shots for these clusters by exploiting the 
methodology of Chapter 5 (Vrochidis, et al. 2011). Specifically, we attempt to 
identify and label unknown search topics by employing a variety of clustering 
techniques instead of considering known topics, as it was assumed in the 
previous chapter. During training, the aggregated gaze movements of past users 
are processed, in order to extract fixations (i.e. spatial stable gaze). Then, we 
extract a set of features that describes each video shot based on fixation 
characteristics. Subsequently, we employ a Support Vector Machine (SVM) 
approach to train a binary classifier that could predict, which of the items viewed 
by a new user could be classified as interesting for her/him and apparently 
matches the topic she/he searches for. During testing we assume that we have no 
knowledge of the topics the user searches for. To identify the unknown topics, 
we consider two different approaches. The first approach performs dominant set 
clustering based on WordNet distance of the submitted textual queries and 
temporal information. The second approach proposes a more sophisticated 
methodology, in which the clustering algorithm is driven by the performance of 
the classifier, which depends on the gaze movements.  In this case, unsupervised 
random forests are employed. In contrast to the first approach, in which the SVM 
classifier that predicts the relevance of the shots with respect to the query clusters, 
is employed only when the clusters are finalised, in the second approach, the 
quality of the separation achieved by the classifier is taken into account during 
the clustering process in order to optimise it. After the clusters have been defined, 
the positive results of the SVM are associated with the cluster labels, which 
derive from the queries, annotating in that way the content.  
To evaluate the proposed approach, we exploit the data (i.e. user interaction, 
implicit feedback) gathered during the video retrieval experiment described in 
section 5.3.1. Then, we present results for each clustering technique and the 
accomplished annotations. Finally we provide comparisons between the results 
with the different clustering techniques.  
The novel research contributions of this chapter are summarised in the proposed 
methodology and framework of automatic annotation using gaze features and 
query clustering. An important contribution is the approach of gaze driven query 
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clustering using unsupervised random forests. Parts of this chapter have been 
published in (Vrochidis, et al. 2012).  
This chapter is structured as follows: section 6.2 presents the video annotation 
framework, while the first clustering approach based on dominant sets is 
described in section 6.3. In section 6.4, we analyse the query clustering approach 
based on gaze-driven random forests and the results for both techniques are 
presented in section 6.5. Finally, section 6.6 concludes this chapter. 
6.2. Video annotation framework 
We consider a supervised machine learning framework (based on classification), 
which, during the testing phase, includes also an unsupervised learning phase 
(clustering). The framework is illustrated in Figure 6.1. 
 
Figure 6.1. Video annotation framework 
During the training phase, we assume we have explicit knowledge of the query 
topics the users are searching for, how much time they search for each topic and 
the queries they submit (e.g. for every topic a user could submit several queries), 
as well as the results they are interested in. In this phase, the gaze movements of 
the users searching for the same topic are collected and aggregated. Then, gaze-
based features for each video shot are extracted. In the following, we use the 
gaze features and the results for each topic submitted by the users as explicit 
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relevance of each shot to a topic, in order to train a Support Vector Machine 
(SVM) classifier that could classify as relevant or non relevant the items viewed 
by a new user. Since this classifier is trained only with gaze movements, it can be 
considered as predictor of user interest for a certain viewed item in the context of 
a query topic.  
In the testing phase, we assume that we have no knowledge regarding the query 
topics (i.e. topic subject, time boundaries). To identify the unknown topics 
during testing, we perform clustering following two different approaches: a) 
dominant set clustering using WordNet similarity between textual queries and 
temporal information, b) gaze driven unsupervised random forests taking into 
account WordNet distances between textual queries and visual similarity 
between clicked keyframes, as well as the performance of the SVM classifier, 
which is driven by the gaze movements. Then, we employ the aforementioned 
classifier to predict the relevance of the shots with respect to the query clusters. 
The positive results of the SVM are associated with the cluster labels, annotating 
in that way the video shots. 
6.3. Dominant set query clustering using temporal 
information 
During an interactive video search session many users could search for several 
topics from the same computer terminal. In most of the cases the queries 
submitted by the user can give a good idea of what she/he is searching for. 
However, the user usually queries the system using specific keywords and not 
the whole query itself. In addition, the user could change arbitrarily the search 
topic, which might further complicate the situation.  
We consider a search session ܵ, during which, ܭ users are searching for ܰ topics 
{ݖଵ, ݖଶ, . . ݖே} and they submit ܯ queries {ܳଵ, ܳଶ, . . ܳெ}. Since we assume that the 
users are searching in a sequential way (i.e. the after other), the goal is to find the 
time boundaries for each topic, as well as to define the topics in terms of textual 
description. We consider that each topic ݖ  is described by a set of queries 
{. . ܳ௞ିଵ, ܳ௞ , ܳ௞ାଵ…}. The timeline of the search session is illustrated in Figure 
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6.2. Each query ܳ can have as input either text or a shot. We declare as ݒ௜,௝ the 
semantic distance between two queries ܳ௜  and ܳ௝ . The aim is to arrange the 
queries in such groups for which the ݒ௜,௝  between the queries of the same group 
(topic) will be minimised, while the ݒ௜,௝ between queries belonging in different 
groups (topics) will be maximum. This can be considered as a clustering problem, 
in which we want to organise queries into an unknown number of topics 
considering pairwise similarity and time dimension.  
 
 
Figure 6.2. Search session and queries 
6.3.1. Dominant set clustering 
Dominant set as defined in (Pavan and Pelillo 2003) is a combinatorial concept 
in graph theory that generalises the notion of a maximal complete subgraph to 
edge-weighted graphs. It simultaneously emphasises on internal homogeneity 
and external inhomogeneity, and thus is considered as a general definition of 
cluster. The authors in (Pavan and Pelillo 2003) establish an intriguing 
connection between the dominant set and a quadratic program as follows: 
max  f(x) = x୘Sx, x ∈ Δ (6. 1) 
where ߂ = {ݔ ∈ ℝ௡: ݔ ≥ 0  and ∑ ݔ௜ = 1}
௡
௜ୀଵ  where ܵ  is the similarity matrix. 
Specifically, it is proven that if ܵ  is a dominant subset of vertices, then its 
weighted characteristic vector xୗ , which is the vector of Δ defined as: 
x୧
ୗ = ቐ
wୱ(i)
ܹ(ܵ)
, ݂݅ ݅ ∈ ܵ
0, ݋ݐℎ݁ݎݓ݅ݏ݁
 (6. 2) 
is a strict local solution of (6.1). Conversely if ݔ is a strict local solution of the 
above problem, it is proven by (Pavan and Pelillo 2003) that ߪ(ݔ) = {݅|ݔ௜ > 0} 
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is equivalent to a dominant set of the graph represented by ܵ. Then, the replicator 
equation is used to solve (6. 1): 
ݔ௜(ݐ + 1) = ݔ௜(ݐ)
(ܵݔ(ݐ))௜
ݔ(ݐ)்ܵݔ(ݐ)
 (6. 3) 
Table 6.1. Dominant set clustering algorithm 
Input: the similarity matrix ܵ 
1. Initialise ܵ௝, ݆ = 1 with ܵ 
2. Calculate the local solution of (6. 1) by (6. 3): ݔ௝ and ݂(ݔ௝) 
3. Get the dominant set: ܦ௝ = ߪ(ݔ௝) 
4. Split out ܵ௝ from ܵ௝ and get a new similarity affinity matrix ܵ௝ାଵ 
5. If ܵ௝ାଵ is empty, break, else ܵ௝=ܵ௝ାଵ and ݆ = ݆ + 1, then go to step 2 
Output = ∪௟ିଵ
௝ {ܦ௟ , ݔ௟, ݂(ݔ௟)} 
The concept of dominant set provides an effective framework for iterative 
pairwise clustering, which is required in our problem. Considering a set of 
samples, an undirected edge-weighted graph is built, in which each vertex 
represents a sample and two vertices are linked by an edge, the weight of which 
represents their similarity. To cluster the samples into groups, a dominant set of 
the weighted graph is iteratively found and removed from the graph until the 
latter is empty. Table 6.1 outlines the algorithm. The dominant set clustering 
automatically determines the number of the clusters and has low computational 
cost.  
After we employ the dominant set clustering algorithm and form the clusters, the 
cluster labels are formed by the most frequent keywords included in the queries 
that comprise each cluster. 
6.3.2. Query similarity  
As explained in the previous section, in order to identify the topic time 
boundaries, we propose to compare the queries submitted and identify clusters 
that correspond to search topics. Based on the analysis we performed in Chapter 
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4 (Vrochidis, et al. 2011), we can identify autonomous and dependent queries 
and make the assumption that a topic change takes place only at the autonomous 
query submission. According to this definition, the autonomous queries do not 
depend on previous results, while the dependent do. In this clustering approach 
and in order to simplify the problem, we propose to compute similarities between 
autonomous queries (i.e. textual queries in our case) and assign cluster labels to 
them. Given the fact that the autonomous queries contain textual information, we 
need to model a similarity measure between the queries submitted as keywords. 
In addition, we need to incorporate the temporal dimension in the similarity 
metric. 
6.3.2.1. WordNet-based similarity 
One of the state of the art techniques for comparing textual information is to use 
thesaurus such as WordNet13. In this work we have applied the WordNet “vector” 
similarity after experimenting with other WordNet metrics (i.e. lesk and path).  
Each concept (or word sense) in WordNet is defined by a short gloss. The vector 
measures use the text of that gloss as a unique representation for the underlying 
concept.  The vector measure creates a co–occurrence matrix from a corpus made 
up of the WordNet glosses. Each content word used in a WordNet gloss has an 
associated context vector. Every gloss is represented by a gloss vector that is the 
average of all the context vectors of the words found in the gloss. Relatedness 
between concepts is measured by finding the cosine between a pair of gloss 
vectors (Pedersen, et al. 2004).  
An additional problem in our case is the inability of dealing with term 
disambiguation (since the search topics and the context are considered unknown). 
To overcome this problem we calculate the maximum similarity between the 
senses of the two textual queries. Although the lack of this information could 
lead in many cases to erroneous results, we assume that the temporal information, 
                                               
 
13 http://wordnet.princeton.edu/ 
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could help in distinguishing irrelevant queries that have been submitted in 
moments varying in time. 
6.3.2.2. Temporally enhanced similarity 
The aim of query clustering is to temporally segment the search time into 
sessions, in which a user searches for a specific topic. In this case, not only the 
query similarity but also the temporal constraint has to be taken into 
consideration. For this reason, we incorporate the temporal dimension into the 
computation of the similarity matrix with a Gaussian kernel. Hence, the 
similarity ݓ௜,௝ between queries ݅, ݆ is computed by: 
 w୧,୨ = v୧,୨ ∙ e
(ି
ଵ
ୢ|
୲౟ି୲ౠ
஢ |
మ) (6. 4) 
where ݒ௜,௝  is the WordNet similarity between the two queries, ݐ௜  and ݐ௝  are the 
temporal moments, in which the queries ݅, ݆ are respectively submitted, ߪ and ݀ 
are the decay factors, which reflect the decreasing rate of the similarity with the 
temporal interval increasing and ݓ௜,௝  correspond to the elements of the final 
similarity matrix ܵ.  
6.3.2.3. Smoothing process 
We employ the clustering approach to our problem with the assumption that the 
queries that fall into one cluster constitute a semantic topic. However, there are 
cases, in which either the user might submit semantically irrelevant queries 
during a topic search, or the WordNet similarity might not perform very well. 
Thus, after conducting the standard clustering process, we introduce the 
following smoothing process:  
a) if the cluster label of a query does not coincide with its two adjacent frames, 
we assume it was initially misclassified;  
b) small clusters are merged with the adjacent ones. The minimum number of 
members for defining a small cluster is selected experimentally.  
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6.4. Query clustering based on gaze-driven random forests 
In the previous section, we attempted to perform query clustering taking into 
account temporal information. Although this information can be very helpful to 
distinguish temporally neighbouring topics, it could fail in the case that one or 
more users are searching again for the same topic after a certain time window. In 
such a case, the previous approach could not be able to group together the 
queries of these topics and therefore similar topics will be represented by 
different clusters.  
  
Figure 6.3. Search sessions by several users in the temporal and semantic similarity 
dimension. The large clusters indicate semantic topics, while the smaller ones 
search sessions deal with these topics. 
Therefore, we provide an alternative formulation of the problem in order to 
overcome this disadvantage. We consider a set of ܰ  search sessions ܵ =
{ ଵܵ, … . ௜ܵ , . . ܵே}. During session ௜ܵ the user ݅ is searching for a specific topic ݐ௜. 
Again, the objective is to aggregate the implicit feedback gathered during by all 
users, who have searched for topic ݐ௜ . During each session ௜ܵ , the user ݅  is 
submitting ܯ௜ queries {ܳଵ, … . ܳெ೔}. The actual goal in this case is to group the 
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semantically relevant queries into topics regardless of the time these have been 
submitted.  
Figure 6.3 shows the queries submitted by several users in the context of 
different topic search topics. The search sessions are organised according to 
semantic similarity and temporal dimension. As it is illustrated, we assume that 
there are cases, in which the users are searching again for the same topic. This is 
shown by the small clusters with similar semantic similarity (i.e. group of queries) 
that fall into the largest clusters that represent the topics.  
In order to perform clustering we need define semantic similarities between the 
queries. Due to the fact that the temporal information is not taken into account in 
this case, the problem becomes more challenging in comparison to the one 
introduced in the previous section, since WordNet similarity would not be 
adequate to cluster the queries. To this end we consider the following additional 
information that can be used to form the similarities and drive the clustering 
process.  
Instead of performing a clustering of the autonomous queries, we propose to 
realise a clustering based on the subsession information and therefore compare 
both the autonomous and dependent queries. In this context, instead of simply 
comparing the textual similarities we will consider the images clicked during a 
subsession, in order to form the dependant queries (e.g. query by visual example). 
The discussion of the similarity metric is described in detail in section 6.4.3.1. 
An additional assumption that is taken into account is that as the cluster 
converges with the initial topic, the separation of the relevant and irrelevant shots 
that will be achieved by the interest predictor (i.e. the SVM classifier) should be 
optimum and therefore the distance of the classified items from the hyperplane 
would be maximised. In this approach we propose to exploit this assumption to 
drive the clustering process. We propose to employ unsupervised random forests 
to perform clustering, since the latter is a convenient and also powerful method 
that can be applied in this case and incorporate the classification quality of the 
clusters in the clustering procedure.  
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6.4.1. Random forests  
Random Forest is an ensemble classifier that consists of many decision trees and 
outputs the class that is predicted by the most individual trees. The algorithm for 
inducing a random forest was proposed by Leo Breiman (L. Breiman 2001). The 
method combines Breiman's "bagging" idea and the random selection of features, 
introduced independently in (Ho 1995), (Ho 1998) and in (Amit and Geman 
1997), in order to construct a collection of decision trees with controlled 
variation. The selection of a random subset of features is an example of the 
random subspace method, which, in Ho's formulation, is a way to implement 
stochastic discrimination (Kleinberg 1997). Random forests have been used 
successfully in several classification, regression and clustering problems (e.g. 
(Shi, et al. 2006), (Bosch, et al. 2007)). 
6.4.1.1. Construction of random forests 
A random forest may contain hundreds or thousands of trees depending on the 
application and the dataset. Let us assume that we want to build a forest with ܶ 
trees. The following algorithm is used to construct each tree of the forest: we 
assume that we have ܰ training examples. Each of them is represented in the 
multidimensional space by a vector ݒ = (ݔଵ, … . , ݔௗ) ∈ ℝௗ , where ݀  is the 
cardinality of the features employed. Each training example is associated with 
one of the ݇ classes {ܿଵ, … . , ܿ௞}. To proceed with the decision tree construction, 
we take a bootstrap sample, which is used as a training set to grow each tree. 
This is performed by sampling ݊ samples with replacement (i.e. by putting back 
in the collection the selected sample) from all the ܰ available training cases. The 
observations that are not in the training set, roughly 1/3 of the original data set, 
are referred to as out-of-bag (OOB) observations. Assuming that the initial 
training set is ܵ௢, we create a training set ܵ௢௧ ⊂ ܵ଴ for each tree ݐ. In Figure 6.4 
we illustrate how the first four trees are grown to construct the random forest.  
In order to grow each tree we set a number of ݉ < ݀  variables, which are 
considered to randomly select ݉ of the ݀ dimensions. In the traditional decision 
tree construction, all the dimensions of the vector are taken into account and the 
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best split is decided after comparing the quality of each split using an impurity 
function. On the contrary, in the case of RF decision tree, ݉  dimensions are 
randomly selected and the best split is selected by maximizing an impurity 
function. Each tree is fully grown and not pruned.  
 
Figure 6.4. Random forest generation 
6.4.1.2. Impurity function 
The impurity function measures the extent of purity for a region containing data 
points that possibly belong to different classes. Let us assume that the number of 
classes is ܭ. Then, the impurity function is a function of ݌ଵ, . . , ݌௄ , … ݌௄ , where 
݌௜ is the probability for any data point in the region belonging to class ݅. During 
training, we are not aware of the real probabilities. However, an acceptable 
compromise is to associate these probabilities with the percentage of points that 
belongs to each class in the region we are interested in exploiting the labels of 
the training data set. 
Formally, an impurity function ߔ  is defined on the set of all ܭ -tuples of 
numbers (݌ଵ, … ݌௄)  satisfying ݌௝ ≥ 0 , ݆ = 1, … . , ܭ , ∑ ݌௝
௄
ଵ = 1  and has the 
following properties: 
1. ߔ  achieves maximum only for the uniform distribution of ݌௝ , which 
means that is all the ݌௝ are equal. 
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2. ߔ achieves minimum only at the points (1, 0, 0, … … 0), (0, 1, 0, … … 0), 
..., (0, 0, … … 0,1), i.e., when the probability to belong in a certain class is 
1 and 0 for all the other classes. 
3. ߔ is a symmetric function of ݌௝, i.e., if we permute ݌௝ , ߔ doesn’t change.  
Given an impurity function ߔ, we define the impurity measure, denoted as i(t), of 
a node t as follows: 
݅(ݐ) = ߔ(݌(1|ݐ), ݌(2|ݐ), … , ݌(ܭ|ݐ)) (6. 5) 
where ݌(݆|ݐ) is the estimated posterior probability of class ݆ given a point is in 
node ݐ. This is called the impurity function (or the impurity measure) for node ݐ. 
Once we have defined ݅(ݐ), we can estimate the goodness of split ݏ for node ݐ, 
denoted by as ߂݅(ݏ, ݐ): 
߂݅(ݏ, ݐ) = ݅(ݐ) − ݓோ݅(ݐோ) − ݓ௅݅(ݐ௅) (6. 6) 
߂݅(ݏ, ݐ) represents the difference between the impurity measure for node ݐ and 
the weighted sum of the impurity measures for the right child and the left child 
nodes. The weights, ݓோ  and ݓ௅  , are the proportions of the samples in node ݐ that 
go to the right node ݐோ and the left node ݐ௅ respectively. Two of the most popular 
impurity functions to base the decision for the best split in each node are the 
Information Gain and the Gini index (Breiman, et al. 1984).  
6.4.1.3. Predicting classes with random forests 
After the Random Forest has been constructed, we are able to provide predictions 
for a test dataset regarding the probability that has each observation belonging to 
a specific class. Specifically, for each observation, each individual tree votes for 
one class and the forest predicts the class based on the majority of votes. 
Formally, assuming that the forest has ܶ  trees and the probability for a new 
sample ݕ belonging to class ܿ as this is predicted by tree ݐ is ݌௧(ܿ|ݕ), the final 
probability is:  
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݌(ܿ|ݕ) =
1
ܶ
෍ ݌௧(ܿ|ݕ)
்
ଵ
 (6. 7) 
6.4.1.4. Advantages and disadvantages of random forests 
Random forests have several advantages. First they are considered as one of the 
most accurate learning algorithms available, since for many data sets, they 
produce a highly accurate classifier (Caruana, et al. 2008). Second, they can be 
easily applied to large databases and in addition can handle thousands of input 
variables without variable deletion or dimensionality reduction. Another 
important characteristic of the RF algorithm is that it can compute proximities 
between pairs of cases that can be used in clustering, locating outliers, or (by 
scaling) give interesting views of the data. Therefore, the aforementioned 
advantages can be extended to unlabeled data, leading to unsupervised clustering, 
data views and outlier detection.  
However, it should be noted that there are cases, in which Random forests have 
been observed to overfit for some datasets with noisy classification/regression 
tasks.  
6.4.2. Unsupervised random forests 
Machine learning methods are usually categorised into supervised (annotated 
examples for training exist) and unsupervised (no labelled data are available) 
learning methods. Interestingly, many supervised methods can be converted into 
unsupervised methods using the following idea. An artificial class label is 
created, which distinguishes the observed data from suitably generated synthetic 
data. In other words the observed data are labelled with class ܣ , while the 
synthetic with class ܤ. The observed data are the original unlabelled data, while 
the synthetic data are generated from a reference distribution. The supervised 
learning methods that attempt to distinguish observed from synthetic data by 
using the aforementioned technique, yield a dissimilarity measure that can be 
used as input in subsequent unsupervised learning methods. In (Breiman and 
Cutler 2003) it is proposed to use random forest (RF) predictors to distinguish 
observed from synthetic data. When such a dissimilarity measure is used as input 
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in unsupervised learning methods (e.g. clustering) we can generate patterns, 
which may correspond to clusters in the Euclidean sense of the word. The 
dissimilarity that results after unsupervised random forest construction has been 
successfully used in several unsupervised learning tasks involving genomic data. 
For instance (Breiman and Cutler 2003) applied RF clustering to DNA 
microarray data, (Allen, et al. 2003) used it to cluster genomic sequence data, 
while (Shi and Horvath 2006) applied it to tumor marker data. In the following 
we will discuss in more detail the RF dissimilarity.  
6.4.2.1. Random forest dissimilarity 
A RF predictor is an ensemble of individual classification tree predictors 
(Breiman 2001).  First we will briefly review how to use random forests to arrive 
at a dissimilarity measure for labelled data. Since an individual tree is unpruned, 
the terminal nodes will contain only a small number of observations. The training 
data are run down each tree. In case two observations ݅ and ݆ end up to the same 
terminal node, the similarity between ݅ and ݆ is increased by one. After the forest 
is finalised, the similarities are normalised and divided by the number of trees. 
Note that in this way the similarity between an observation and itself becomes 
one. The similarities between objects form a symmetric matrix, which is positive 
definite, and each entry lies in the unit interval [0 1]. The RF dissimilarity is 
mathematically defined as: 
ܦ ௜ܵ௝ = ට1 − ܵܯ௜௝  (6. 8) 
where ܵܯ௜௝ stands for the similarity between ݅ and ݆.  
After having defined the dissimilarity for labelled data, we will review how RF 
are used to arrive at a dissimilarity measure for unlabelled data (Breiman and 
Cutler 2003). The idea is to use the similarity matrix constructed from a RF 
predictor that distinguishes observed from synthetic data. The observed data are 
the original, unlabelled data, while the synthetic data are drawn from a reference 
distribution as described in section 6.4.2. By restricting the resulting labelled 
similarity measure to the observed data, we define a similarity measure between 
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unlabelled observations. Of course it should be noted that the similarity measure 
strongly depends on the method for synthetic observations construction.  
6.4.3. Gaze-driven random forests 
In Chapter 5 we have investigated the role of gaze movements and we have 
created classifiers that can predict interesting shots in a context of a specific topic, 
when considering aggregated gaze-based features. During query clustering we 
attempt to cluster the queries in such a way, so that they form the initial query 
topics. The shots that are viewed in each cluster will be separated by the SVM 
classifier based on the aggregated features.  
We make the assumption that the more the cluster converges to a topic, the best 
separation is achieved by the SVMs. In the case that the cluster is not well 
formed, the aggregation of features for shots belonging to different topics will 
take place and therefore the SVM results will be of low quality. Given the fact 
that we cannot consider ground truth at this stage, the only indication is the 
quality of separation that can be revealed by the distances of the classified 
vectors from the hyperplane. Then, we need to incorporate this criterion in the 
process of generating the clusters in order to optimise their creation. As we will 
describe in section 6.4.3.2 this information will be considered during the tree 
construction procedure and specifically in the definition of the best split. 
In order to perform random forest clustering we first create an affinity matrix 
between the submitted queries. Then, we generate the synthetic data and proceed 
with the creation of random forests. However, the most important part and the 
novelty of the proposed algorithm is the way we exploit the gaze information.  
First we create the synthetic data by randomly sampling from the hyper-rectangle 
that contains the observed data, i.e. the variables of synthetic observations have a 
uniform distribution with range determined by the minimum and maximum of 
the corresponding observed variable.  
Then we generate each tree of the forest by considering a different partition of 
the data (~2/3 of them). The sampling is done in a random way with replacement 
Then, we consider ݉  variables and for each of them we randomly select the 
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dimension based on which we will perform the splitting. After experimental 
tuning the ݉  is selected to be close to √ܯ  where ܯ  is the cardinality of the 
features for each vector.  
We propose the framework in Figure 6.5 for decision tree construction, in which 
we illustrate the algorithm with an example. To construct a decision tree of the 
random forests, several splits are constructed and compared. Let’s assume that 
queries for topics A and B are to be clustered. In this example we show the 
separation in feature ݇  and two different splits (split A and B) have to be 
compared. As we have discussed in Chapter 5, in the context of each query 
several fixations are identified on the resulted shots. In this case, we consider two 
different aggregations, one by each split. Then, the quality of the classifier 
separation is incorporated into the splitting criterion to complement the Gini 
index. The splitting criterion will be discussed in detail in section 6.4.3.2. 
 
Figure 6.5. Decision tree construction in gaze-driven random forests 
It should be noted that by using the Gini index, the algorithm attempts to separate 
the synthetic class from the observed values. By incorporating the quality of 
classification, we also attempt to separate the queries of different topics. For 
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instance in the demonstrated example, both splits seem to separate synthetic and 
observed values. However, it seems that split B also manages to separate the 
queries of different topics and therefore it should have been preferable.  
After the splitting is performed, we calculate the dissimilarities using (6. 8). Then 
RF dissimilarity is used as input of multi-dimensional scaling (MDS), which 
yields a set of points in the Euclidean space such that the Euclidean distances 
between these points are approximately equal to the dissimilarities. Finally, 
inspired by (Shi and Horvath 2006) we perform clustering using the output of the 
multi-dimensional scaling. To this end, we utilise the K-Means clustering 
algorithm (Lloyd 1982).  
In the following we will discuss the construction of affinity matrix and discuss in 
detail the splitting criterion we employ for the decision tree construction.  
6.4.3.1. Affinity matrix 
In the previous clustering method (section 6.3.2) we have generated an affinity 
matrix by considering the WordNet distances of the autonomous textual queries 
and the temporal information. As we have already discussed, in this scenario we 
do not consider the temporal information. Although the WordNet distances can 
give an indication of relevance, there are several cases, in which this metric fails 
to provide an acceptable result. Especially, when the context of the query is 
unknown (as in our case), the inability of term disambiguation (e.g. distinguish 
“jaguar” car and animal) further complicates the problem. To this end we 
propose to enrich this distance with semantic similarity on the involved images 
clicked during each subsession and which comprise the dependent queries.  
Let’s define the semantic similarity between two subsessions ܣ and ܤ. The idea 
of this comparison is illustrated in Figure 6.6. As it was described in Chapter 4, 
each subsession includes one autonomous query and a set of dependent queries. 
We calculate the semantic similarity between the two autonomous queries using 
the WordNet similarity as described in section 6.3.2.1. However, the dependent 
queries consider keyframes (i.e. images) as input and therefore each subsession 
includes a set of images that were clicked by the user. To calculate a distance 
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between two sets of images we need to consider a metric that represents such a 
similarity.  
One of the most well known metrics for set comparison is the Jaccard coefficient 
(Jaccard 1908). This coefficient measures similarity between sample sets, and is 
defined as the size of the intersection divided by the size of the union of the 
sample sets. Formally, for two sets ܣ and ܤ, the Jaccard similarity coefficient 
ܬ(ܣ, ܤ) is given by: 
ܬ(ܣ, ܤ) =
|ܣ ∩ ܤ|
|ܣ ∪ ܤ|
 (6. 9) 
 
Figure 6.6. Comparison of subsessions. On the top the direct comparison between 
the textual queries is illustrated. The common images identified in the dependent 
queries are shown in green circles. 
However, when a set is comprised of images there are cases, in which several 
images are very similar to each other and can be considered near duplicates. In 
this context we proposed to enhance the Jaccard similarity coefficient and 
introduce the visually enhanced Jaccard similarity, which takes into account near 
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duplicates. We avoid introducing a similarity coefficient totally dependent on 
visual similarity due to the fact that this could lead to misleading results, since in 
many cases the visual distance doesn’t correspond to the semantic distance.  
 
Figure 6.7. Sets A and B in a bipartite graph representation. Distances for non 
duplicate shots are represented with red dashed edges, while black solid edges 
indicate distances between near duplicates 
The idea is to identify near duplicate images between the different sets and 
consider them identical in order to compute the Jaccard similarity. However, the 
problem is not that simple, since each image might have more than one near 
duplicates and a random selection would lead to different results. For instance let 
us assume set ܣ = {ܽ, ܾ} and ܤ = {ܿ, ݀}, where ܽ is near duplicate with ܿ and ݀, 
while ܾ  is near duplicate only with ݀ . A random assignment would result to 
different similarity coefficients depending on the sequence we consider. In this 
case one assignment could be ܽ ≡ ܿ and ܾ ≡ ݀, which leads to Jaccard similarity 
equal to 1, while another assignment would be only ܽ ≡ ݀  (ܾ ≡ ݀  cannot be 
considered, since each image is allowed to have only one near duplicate), which 
leads to Jaccard similarity equal to 0.5. It is obvious that from such a case the 
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most meaningful result is the first, while in the second case important parts of 
information are neglected.  
Since the members of ܣ  are linked only with the ones of ܤ  (i.e. and no 
connections exist between them), we can represent these connections by 
considering a bipartite graph as it is shown in Figure 6.7. 
Then we model the problem of identifying the maximum number of duplicates as 
a minimum weight perfect matching problem (or assignment problem) (Burkard, 
et al. 2009) in a bipartite graph. The minimum cost (weight) perfect matching 
problem is often described by the following story: There are n  tasks to be 
processed on m  agents and one would like to process exactly one job per 
machine such that the total cost of processing the jobs is minimised. 
To this end we assign in each edge a cost c = 0, when the interconnected vertices 
represent duplicate images and c = 1  when the images are not considered 
duplicates. This is performed by considering a distance threshold T as shown 
below: 
c୧,୨ = ቊ
0 ݂݅ c୧,୨ ≤ T
1 ݂݅ c୧,୨ > ܶ
 (6. 10) 
Then the problem is considered as a minimum weight matching, in which we 
want to identify a matching M, which minimises c. In this case the problem we 
face is non linear, since the member cardinalities of both sets are not necessarily 
equal. However, and given the fact that we are only interested in the assignments 
that have to do with the duplicate shots, we can easily transform it to a linear 
problem either by removing shots that do not have any near duplicate (i.e. 
remove shot ݅ for which c୧,୨ = 1 ∀݆) or by introducing dummy shots that satisfy 
this requirement.  
In order to solve this problem we apply the Hungarian algorithm (Kuhn 1955).  
Let assume a matching M between the shots of sets A and B. Its incidence vector 
would be x  where x୧,୨ = 1  if (i, j)  belongs to M and 0 otherwise. Then the 
minimum weight perfect matching problem can be formulated as follows: 
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Min ෍ c୧,୨x୧,୨
୧,୨
 (6. 11) 
subject to: 
෍ x୧,୨
୨
= 1 ∀iϵA 
෍ x୧,୨
୧
= 1 ∀jϵB 
x୧,୨ ≥ 0, x୧,୨ϵℕ, iϵA, jϵB 
Then the Hungarian algorithm solves this problem in two steps: a) it constructs a 
cost matrix C୬୶୬, where c୧,୨ is the cost for duplicating shot i and j and b) it uses 
equivalent matrix reduction to obtain the optimal assignment with respect to the 
cost matrix (Kuhn 1955). 
Table 6.2. Visually enhanced  Jaccard similarity algorithm 
Input: the two image sets ܣ = { ௝ܽ}, ܤ = { ௜ܾ} 
1. Eliminate any duplicate images separately in ܣ and ܤ  
2. Calculate all the visual distances ݀௜,௝ 
3. Transform the problem to a linear one by removing or introducing 
dummy shots. 
4. Apply the Hungarian Algorithm to identify the best matching 
5. Update the two sets ܣ  and ܤ  to ܣሖ  and ܤሖ  respectively after the 
identification of near duplicates (i.e. in case ݅  and ݆  are duplicates 
replace all ݆ with ݅). 
6. Calculate the Jaccard similarity of the two updated sets ܣሖ  and ܤሖ  
Output = ݁ܬ(ܣ, ܤ) =
ห஺ሖ∩஻ሖ ห
ห஺ሖ∪஻ሖ ห
 
It should be noted that the Hungarian algorithm could be also used in order to 
solve the problem in the case that non-binary costs have been defined. An 
alternative could be to define as cost the distance between near duplicates and 
make the cost infinite between the non-near duplicate shots. 
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Finally, we propose to compute the Jaccard similarity after we have identified the 
maximum number of assignments between the images of the different sets based 
on near duplicates. The overall algorithm for calculating the enhanced Jaccard 
similarity is presented in Table 6.2.   
Assuming that the WordNet similarity between the terms of the textual query is 
v୧,୨  as described in section 6.3.2.1 and eJi,j  is the visually enhanced Jaccard 
similarity, the final similarity w୧,୨ is defined as: 
w୧,୨ = ቐ
v୧,୨ ∙ eJ୧,୨ ݓℎ݁ݎ݁ v୧,୨, eJ୧,୨ ≠ 0
v୧,୨ , ݂݅  eJ୧,୨ = 0
eJ୧,୨,, ݂݅ v୧,୨, = 0
 (6. 12) 
6.4.3.2. Splitting criterion for decision tree construction 
In this section we define formally the splitting criterion, which we apply during 
the decision tree construction of the gaze-driven random forests in order to 
identify the best split (Figure 6.6). 
We select the Gini Index, which is also used by Breiman for RF construction 
(Breiman, et al. 1984) as the basis of our impurity function: 
ܩ = ෍ ݌௝(1 −
௄
௝ୀଵ
݌௝) = 1 − ෍൫݌௝൯
ଶ
௄
௝ୀଵ
 (6. 13) 
In order to incorporate the homogeneity of the samples that are clustered after the 
split, we introduce a new variable called the homogeneity co-efficient. This 
represents the homogeneity of a set of samples considering the user interest 
reflected by the aggregated gaze movements. It should be clarified that, while the 
Gini index is based on ݌௝, which is the probability of a sample belonging to the 
observed or the synthetic class, the homogeneity co-efficient depends on the ݌௜
ᇱ, 
which corresponds to the probability that a query belongs to topic ݅. 
We calculate the homogeneity co-efficient by employing the gaze trained SVM 
model. Let’s assume that we have ܯ points in node ݐ. It should be noted that 
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these would include ܭ < ܯ queries and ܮ = ܯ − ܭ  vectors that belong to the 
synthetic data. For the queries that fall into the same split, we assume that they 
belong to the same cluster (topic) and we aggregate the gaze features for the ܵ 
shots that resulted from these queries and for which, fixations have been 
identified. The output of the classifier provides as result the distance ݀௜ between 
each shot ݅ and the hyperplane. Then, the homogeneity co-efficient is calculated 
by considering these distances in a sigmoid function: 
ℎ =
1
1 − ݁ି
∑ |ௗ೔|)
ೄ
೔సభ
ௌ
 (6. 14) 
We incorporate the homogeneity coefficient in the impurity function of (6. 13):  
݅(ݐ) =
1
ℎ
(1 − ෍൫݌௝൯
ଶ
௄
௝ୀଵ
) (6. 15) 
Given the fact that ℎ is based on a sigmoid function it ranges in [0 1]. Finally, 
based on (6. 6), (6. 14) and (6. 15) the splitting criterion, which we need to 
maximise, is: 
߂݅(ݏ, ݐ) =
1
ℎ
(1 − ෍൫݌்௝൯
ଶ
௄
௝ୀଵ
) −
ݓோ
ℎோ
(1 − ෍൫݌்ோ௝൯
ଶ
௄
௝ୀଵ
) −
ݓ௅
ℎ௅
(1 − ෍൫݌்௅௝൯
ଶ
)
௄
௝ୀଵ
 (6. 16) 
Given the fact that ܭ = 2, since only two classes are considered (i.e. synthetic 
and observed data) the splitting criterion ߂݅(ݏ, ݐ) becomes: 
1
ℎ
(1 − ݌்ଵଶ − ݌்ଶଶ) −
ݓோ
ℎோ
(1 − ݌்ோଵଶ − ݌்ோଶଶ) −
ݓ௅
ℎ௅
(1 − ݌்௅ଵଶ − ݌்௅ଶଶ) (6. 17) 
The ℎோ is the homogeneity co-efficient, which corresponds to the probability that 
the samples in the right split of node ܶ belong to the observed or synthetic data 
and measures the purity of the observations in a node. In a similar way the ℎ௅ is 
the homogeneity co-efficient for the left split, while ℎ  represents the 
homogeneity co-efficient before the split. As ݌்௝, ݌்ோ௝ and ݌்௅௝ the declared the 
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probabilities of the observations in node ܶ belonging to class ݆ before the split, 
and in the right and left split respectively. 
It should be mentioned that the aggregation plays a very important role. If the 
features have not been aggregated, this approach could fail in the case that 
interesting shots for different topics would have been sent to the classifier. 
However, due to the feature aggregation, shots that have received user attention 
during different topics would result to non descriptive features, which would 
make the classifier underperform. Therefore the performance of the classifier can 
be considered as an additional indicator of how homogeneous a set of shots and 
respectively a set of queries can be considered. 
6.5. Results and evaluation 
In order to evaluate the proposed framework, the clustering algorithms and the 
produced annotations, we have used the user data gathered during the video 
retrieval experiment described in section 5.3.1. Then, we evaluate the two 
clustering algorithms, we generate annotations based on their performance and 
finally we compare them. 
We recall that in this experiment 8 users were recruited to search for 4 different 
topics A-D using the LELANTUS interactive video search engine. During the 
search tasks the gaze movements, the mouse clicks and query submissions were 
recorded. However, in order to simulate the situation of users searching 
subsequently (as this is required by the scenario discussed in section 6.3), the 
timestamps of the search actions were synchronised in such a way so that the 
topic search sessions appear sequentially. In other words, the time breaks 
between two search topics were eliminated. It should be noted that the temporal 
information was important only for the dominant set clustering solution, while 
for the gaze-driven random forest clustering the temporal dimension was not 
considered. The experiment and the procedure for annotation, which realises the 
proposed framework, are depicted in the schematic view of Figure 6.8.  
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Figure 6.8. Interactive experiment and video annotation 
As discussed in section 6.2, during the training phase, we consider known search 
topics and we exploit this information to generate gaze-based features in order to 
build the interest prediction classifiers, which are described in detail in Chapter 5. 
In the testing phase we assume that the topics are unknown and we represent 
them by clusters of queries. The query clusters are produced by considering the 
two proposed algorithms (i.e. temporal clustering and gaze-driven random forest 
clustering).  
In the following, we present the methodology we employ to evaluate and 
compare the clustering methods. Then, we provide annotation results, when each 
of the proposed clustering methods is employed.  
6.5.1. Clustering evaluation methodology 
Over the past few decades, hundreds of clustering algorithms have been devised. 
With a view to evaluate and compare them, various clustering comparison 
measures have been proposed. The most popular include the class of pair-
counting based measures such as the well-known Adjusted Rand Index (Hubert 
and Arabie 1985), and set-matching based measures, such as the ܪ  criterion 
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(Meila 2005), information theoretic based measures, such as the Mutual 
Information (Strehl and Ghosh 2002) and the Variation of Information (Meila 
2005), form another fundamental class of clustering comparison measures. In this 
work we have selected to use the normalised version of the Mutual Information 
metric ܰܯܫ , which according to (Vinh et al. 2009), is preferable in many 
applications. In the following, we present the normalised version of the Mutual 
Information metric ܰܯܫ. 
Assuming that we have a set of ܰ data items and two clustering solutions ܷ and 
ܸ (e.g. the dominant or random forest clustering solution and the ground truth), 
ܷ = { ଵܷ, ଶܷ, … , ܷோ} with ܴ  clusters and ܸ = { ଵܸ, ଶܸ, … , ஼ܸ} with ܥ  clusters, the 
ܰܯܫ is defined as:  
NMI(U, V) =
I(U, V)
ඥH(U)H(V)
 (6. 18) 
In (6. 18) ܪ(ܷ) is the information entropy of a clustering solution ܷ:  
H(U) = − ෍ P(i)logP(i)
ୖ
୧ୀଵ
 (6. 19) 
where ܲ(݅) =
|௎೔|
ே
. Similarly the ܪ(ܸ) is calculated as:  
 H(V) = − ෍ K(j)logK(j)
େ
୨ୀଵ
 (6. 20) 
where ܭ(݆) =
|௏ೕ|
ே
. Finally the mutual information between these two clustering 
solutions is calculated as: 
 I(U, V) = ෍ ෍ P(i, j)log
େ
୨ୀଵ
P(i, j)
P(i)K(j)
ୖ
୧ୀଵ
 (6. 21) 
where ܲ(݅, ݆) denotes the probability that a point belongs to cluster ௜ܷ in ܷ and 
cluster ௝ܸ in ܸ: ܲ(݅, ݆) =
|௎೔∩௏ೕ|
ே
  (Strehl and Ghosh 2002). 
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6.5.2. Training and testing 
In this evaluation, we have considered as training data the search sessions 
performed by 5 users. The results submitted by these users constitute an explicit 
relevance metric with respect to the query topics for all the viewed items. In 
order to evaluate the framework, we consider several cases, in which different 
clustering algorithms, combinations of topics and users are used for training and 
testing. More specifically, the following cases, which are shown in Table 6.3 are 
considered: in the first case, we train recursively 6 different classifiers (models 1-
6 in Table 6.3) by selecting each time a different combination of two topics (i.e. 
(A, B), (A, C), etc.) and using as vector the 1-5 fixation-based features (Table 5.1) 
and we consider the topics known during testing. In the second case (models 7-
12 in Table 6.3) we repeat the same scenario but considering the test query topics 
as unknown and by employing the dominant set clustering algorithm. The 
purpose of these two first variations is to investigate the performance of the 
system when the clustering approach is applied (i.e. for unknown search topics). 
For cross-validation purposes we average the results from 6 topic variation and 
from 2 different user train and test variation. Specifically in the first scenario we 
consider the data of the users 1-5, while at the other we use the data of the users 
4-8. In the third case, we employ the gaze-driven RF clustering approach and we 
consider the same topics for training and testing. In order to evaluate the 
clustering algorithm during testing we average the results from all the possible 5-
3 combinations of training and testing users, which leads to 56 user variations. 
Finally in the forth case we employ the gaze-driven RF and we consider all the 
different combination of two topics, as well as the same 2 user variations as in 
case 1 and 2. In all cases, grid search is employed to select the best SVM training 
parameters. 
Table 6.3.Training and testing cases  
Case Model 
No 
Training-
Testing topics 
Users Clustering Merge 
1 1-6 2-2 2 variations Initial Topics Topics 
2 7-12 2-2 2 variations Dominant Sets Clusters 
3 13 4 same 56 variations Gaze driven RF Clusters 
4 14-19 2-2 2 variations Gaze driven RF Clusters 
Interactive Video Retrieval using Implicit User Feedback                                             S. Vrochidis 
142 
 
6.5.1. Results of topic-based merging 
In this section, we evaluate the proposed framework by reporting the 
classification accuracy, the precision, the recall, the average precision (AP) and 
the F-score over the items returned by the system as positive results.  Although 
similar results (for different topic variations) are presented in Chapter 5, we 
report them for comparison purposes. Specifically, we use these results as a 
baseline in order to investigate how much the classification performance drops 
when query clusters (which are expected to include noise) instead of the initial 
topics are considered. 
During testing the submitted results by the 3 test users formed the golden set for 
the evaluation. Formally, assuming that the classifier returns ܶܲ true positives, 
ܶܰ  true negatives, ܨܲ  false positives and ܨܰ  false negatives for a topic 
calculated against the ܸ positive and the ܰ negative user selections, the accuracy 
is computed as ܣ =
்௉ା்ே
௏ାே
, the precision as: ܲ =
்௉
்௉ାி௉
, the recall as: ܴ =
்௉
௏
. We 
mostly judge the performance of the system using F-Score, due to the fact that 
the considered data are imbalanced (i.e. very few positive examples compared to 
negatives) and therefore judging only by the accuracy could be misleading (e.g. 
marking all the results as negative could provide an accuracy of 90%). The 
results for the aforementioned training cases using train data from two different 
user variations are reported in Table 6.4.  
Table 6.4. First case (Topic-based merging) 
Model Train 
Topics 
Test 
Topics 
Clas. 
Acc. 
Precision Recall AP F-Score 
1 A,B C,D 96.91% 69.8% 38.2% 72.9% 49.38% 
2 A,C B,D 95.83% 71.97% 45.22% 73.2% 55.54% 
3 A,D B,C 95.44% 66.33% 41.12% 69.6% 50.76% 
4 B,C A,D 96.9% 52.12% 66.7% 68.3% 58.51% 
5 B,D A,C 96.5% 43.3% 69.7% 66.5% 53.42% 
6 C,D A,B 96.83% 67.12% 52.12% 72.8% 58.67% 
Average 96.40% 61.77% 52.17% 70.55% 54.38% 
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6.5.2. Results of dominant set clustering 
6.5.2.1. Evaluation of clustering 
The application of dominant set clustering is applied in the second case. In Table 
6.5 we can see the average ܰܯܫ  calculated for the two different user data 
variations. The average ܰܯܫ is calculated as 0.48, while in average 8 unique 
queries are grouped together during this phase generating 10.25 clusters. It is 
interesting to notice that in all cases the generated clusters exceed the number of 
the initial topics. However, as we will discuss later, this doesn’t introduce 
necessarily an error.  
Table 6.5. Second case (Cluster-based merging).  
Train Topics Test Topics Clusters Unique queries NMI 
A,B C,D 9 75 0.465 
A,C B,D 16 99 0.493 
A,D B,C 6 77 0.455 
B,C A,D 15.5 79.5 0.45 
B,D A,C 9.5 63.5 0.55 
C,D A,B 10.5 98 0.465 
Average 10.25 82 0.48 
6.5.2.2. Classification evaluation  
Although the ground truth in the topic-based merging is straightforward, since 
we have the explicit result submissions by the users during the retrieval tasks, in 
cluster-based merging it is not that clear. To evaluate the classification 
performance we make the assumption that the queries are clustered acceptably.  
As acceptable cluster we consider any clustering solution, in which the queries 
that are labelled with one cluster do not belong to different topics and therefore it 
is reasonable to associate them with the initial topics. However, it is true that this 
assumption is not always valid as it depends on the clustering performance and 
for this reason we provide a separate evaluation and discussion in the next 
subsection. 
The Classification accuracy, the precision, recall, average precision and the F-
Score for the two user variations are presented in Table 6.6. To rank the classifier 
results we take into account the distance from the hyperplane, which 
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discriminates the two different classes. The ranking is evaluated by reporting the 
AP, which reaches 69.57%, while the precision is 62.29%, which shows that the 
correct annotations produced by the system could be further improved by 
introducing thresholds or increasing the precision at the cost of reducing the 
recall. 
Table 6.6. Second case (Cluster-based merging) 
Mo
del 
Train 
Topics 
Test 
Topics 
Clas. 
Acc. 
Prec. Rec. AP F-Score 
7 A,B C,D 95.81% 70.29% 37.1% 70% 48.57% 
8 A,C B,D 95.96% 67.64% 40.42% 71.9% 50.6% 
9 A,D B,C 94.29% 66.32% 36.82% 65.51% 47.35% 
10 B,C A,D 96.81% 58.08% 65.67% 68.9% 61.64% 
11 B,D A,C 96.12% 44.11% 62.77% 69.8% 51.81% 
12 C,D A,B 95.9% 67.31% 45.82% 71.33% 54.52% 
Average 95.81% 62.29% 48.1% 69.57% 52.42% 
 
 
Figure 6.9. Automatic annotations using model 7 
6.5.2.3. Annotated shots 
The quality of the annotations strongly depends on the two aforementioned 
evaluation dimensions (i.e. clustering and classification). An ideal query 
clustering will actually lead us to the initial topic-based merging and the 
performance will depend only on the classifier. On the other hand, a low quality 
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clustering could result to low performance, since queries of different topics will 
be in the same cluster and annotated wrongly. However, the actual problem 
occurs only when queries of different topics are associated with the same cluster 
label and not when one topic is divided into more clusters.  
To this end we provide an explicit judgement of the produced annotations and 
compare with the previous evaluations. In Table 6.7 we see how the initial 
precision of the system drops due to clustering errors from 62.3% to 51.6%. In 
addition we report that around 120 shots are annotated during a full session of 3 
users searching for 2 topics (i.e. 1 hour in total).  
Table 6.7. Produced annotations for second cases and training data from users 1-5 
and 4-8 
Model Class. 
Prec. 
F-score NMI Correct 
annotations 
Anno. shots Final 
Precision 
7 70.29% 48.57% 0.465 57 107 53.27% 
8 67.64% 50.6% 0.493 87 129 67.44% 
9 66.32% 47.35% 0.455 49 118 41.52% 
10 58.08% 61.64% 0.45 77 130 59.23% 
11 44.11% 51.81% 0.55 70 156 44.8% 
12 67.31% 54.52% 0.465 47 104 45.19% 
Average 62.3% 52.4% 0.48 64.5 124 51.6% 
A visual example of the annotations provided by model 7 (Table 6.7) is shown in 
Figure 6.9. In this case the shots are annotated with the two most frequent words 
describing each cluster. For instance, the topic C “Find shots of one or more 
people with one or more books” was labelled with “book”, “study”, while the 
topic D “Find shots of food and/or drinks on a table”, was labelled as “cook”, 
“cake”.  
6.5.3. Results and evaluation for gaze-driven random forest 
clustering 
In order to evaluate this approach we compare the gaze-driven random forest 
clustering (G-RF) with a baseline such as K-means, as well as with the traditional 
random forest clustering (RF) (i.e. without the employment of gaze information). 
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First, in order to evaluate the performance of the clustering algorithm we 
consider the third case, in which all the 4 topics are involved. For cross- 
validation purposes, we perform the clustering for all the 56 possible user 
variations, in which the data of the five users are used for training and the data of 
the remaining three for testing. In average the training query submissions are 
396.6, while the testing queries have been 238.2.  
An ideal clustering method would group these queries into 4 different clusters. 
Given the fact that we consider the topics unknown (in terms of cardinality and 
subject) we attempt to cluster the queries in different number of clusters and 
evaluate the performance of different algorithms using the ܰܯܫ metric.  
For each random forest we have constructed a variety of trees ranging from 10 to 
500, and we assume 15 random variables. The number of random variables is 
selected to be close to the square root of the feature number (i.e. 238.2 in average 
for all the user variations). We have decided to stop at 500 trees, since we 
observe that the results have started to converge. After tuning experimentally the 
parameters for ℎ (6. 14) we have selected ܽ = 40 and ܾ = 40.  
In the following, we present the average cross-validated results for all the 56 user 
variations, when different cardinality of clusters is considered. At the same time 
we compare the results of RF without considering the gaze movements.  
In Table 6.8 we report the results for 4 clusters. In this case, the ܰܯܫ of the gaze-
driven RF outperforms the traditional RF method by an average of 8.9%. A 
graphical view of the results is available in Figure 6.10. 
Table 6.8. NMI for the gaze-driven RF for 4 clusters 
clusters =4 
trees 10 25 50 100 150 200 250 350 500 
RF 0.25 0.28 0.28 0.28 0.30 0.31 0.33 0.34 0.34 
RF-G 0.24 0.3 0.29 0.35 0.376 0.37 0.371 0.367 0.37 
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Figure 6.10. The gaze-driven RF NMI performance for 4 clusters 
When the number of clusters is increased to 6, the results (Table 6.9) seem to be 
improved reaching a final ܰܯܫ of 0.39. However, the increase compared to the 
traditional RF is lower since it reaches 5.4%. A visual view of these results is 
provided in Figure 6.11, in which we observe that the performance of both 
algorithms is very close and only seems to differentiate when we reach the 500 
trees.  
Table 6.9. NMI for the gaze-driven RF for 6 clusters 
clusters =6 
trees 10 25 50 100 150 200 250 350 500 
RF 0.267 0.294 0.345 0.389 0.374 0.376 0.38 0.37 0.37 
RF-G 0.285 0.35 0.364 0.393 0.377 0.4 0.369 0.39 0.39 
 
Figure 6.11. The gaze-driven RF NMI performance for 6 clusters 
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In Table 6.10 we present the results for 8 clusters. It is clear that the algorithm 
performance has been increased in comparison with the 4 and 6 clusters. In this 
case the results of gaze-driven RF outperform RF with an average of 8%. A 
visual view of the results is provided in Figure 6.12. 
Table 6.10. NMI for the gaze-driven RF for 8 clusters 
clusters =8 
trees 10 25 50 100 150 200 250 350 500 
RF 0.27 0.425 0.389 0.421 0.421 0.42 0.426 0.411 0.435 
RF-G 0.28 0.38 0.384 0.467 0.4425 0.455 0.455 0.464 0.47 
 
Figure 6.12. The gaze-driven RF NMI performance for 8 clusters 
Finally we report the results in the case of 10 clusters. In this case the gaze-
driven RF demonstrate a performance of 0.48, which improves the performance 
of traditional RF by a 11.8%. The better performance of gaze-driven RF is also 
illustrated in Figure 6.13. 
Table 6.11. NMI for the gaze-driven RF for 10 clusters 
clusters =10 
trees 10 25 50 100 150 200 250 350 500 
RF 0.39 0.45 0.437 0.424 0.44 0.4384 0.43 0.43 0.43 
RF-G 0.4 0.44 0.463 0.47 0.462 0.4541 0.466 0.47 0.481 
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Figure 6.13. The gaze-driven RF NMI performance for 10 clusters 
It should be mentioned that the fluctuation that is observed in the low number of 
trees (e.g. 10, 25) is reasonable due to the high randomness introduced in this 
case. When the number of trees is increasing the algorithm seems to converge 
and not big fluctuations are reported.  
Finally, in Table 6.12 we report the results for the 2 aforementioned techniques 
for 500 trees and compare them with the K-means baseline. A graphical 
comparison of these results is available in Figure 6.14. First it is interesting to 
notice that ܰܯܫ is in general increasing together with the number of clusters. 
This is probably due to the fact that in this way we avoid associating queries with 
totally irrelevant clusters. In average the gaze-driven RF (G-RF) performs better. 
Finally, in Figure 6.15 we present the average performance of the three clustering 
algorithms along all the clusters.  
Table 6.12. NMI comparison for the 3 clustering techniques for 500 trees 
Num of clusters/ 
Technique 
K-means RF G-RF 
4 clusters 0.2834 0.339 0.372 
6 clusters 0.3534 0.374 0.39 
8 clusters 0.3677 0.435 0.47 
10 clusters 0.3734 0.432 0.48 
Average 0.344 0.3949 0.4283 
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Figure 6.14. The performance for the 3 clustering algorithms 
 
Figure 6.15. The average performance for the 3 clustering algorithms 
In general it seems that the gaze-driven RF outperforms RF and K-means by 
about 24.5% and 8.45% respectively. 
Table 6.13. Classification performance of the forth case (gaze-driven RF cluster-
based merging) 
Model Train Top. Test Top. Clas. Acc. Prec. Rec. AP F-Score 
14 A,B C,D 95.05% 64.46% 41.71% 83.1% 50.6% 
15 A,C B,D 95.33% 70.49% 50.59% 79.0% 58.9% 
16 A,D B,C 95.07% 65% 43.62% 75.6% 52.2% 
17 B,C A,D 96.67% 58.77% 57.27% 76.1% 58% 
18 B,D A,C 96.05% 52.94% 52.07% 56.9% 52.5% 
19 C,D A,B 95.70% 51.22% 60.58% 69.8% 55.5% 
Average 95.65% 60.48% 50.97% 73.4% 54.6% 
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6.5.3.1. Classification performance 
The previous section was dedicated in the evaluation of the gaze-driven 
clustering algorithm performance. As we have discussed, the final annotations 
strongly depend both on the clustering and the classification performance. In 
Table 6.13 we report the classification results for the forth case.  
6.5.3.2. Annotated shots 
Finally, we employ the gaze-driven RF clustering algorithm to generate 
annotations results considering the forth case. After considering two different 
user variations we report the annotations in Table 6.14. In this case more than 
116 shots were annotated in average. It is also interesting to notice how the initial 
precision is decreasing from 60.46% to 55.57% due to the error introduced by the 
clustering algorithm. 
Table 6.14. Annotations of the forth case (gaze-driven RF cluster-based merging) 
Model Class. 
Prec. 
F-score NMI Correctly 
annotated 
Annotated 
shots 
Final 
Precision 
14 64.4% 50.65% 0.51 52 121 43% 
15 70.5% 58.90% 0.58 81 122 66.3% 
16 65% 52.21% 0.51 62 100 62% 
17 58.8% 58.01% 0.57 68 114 59.6% 
18 52.9% 52.5% 0.54 61 119 51.26% 
19 51.2% 55.51% 0.5 59 123 47.9% 
Average 60.46% 54.63% 0.535 63.83 116.5 55.57% 
6.5.4. Comparison of annotations 
Finally, in this section we compare the performance of the two clustering 
algorithms and the produced annotations, when the same user variations are 
employed (cases 2 and 4).  
In Table 6.14 we report the comparison of the classification module between the 
topic-based merging, the dominant set and the gaze-driven RF cluster-based 
merging. Despite that we perform a cluster-based merging in the last two cases 
the performance of the system is almost stable.  Specifically the F-score reports 
an average decrease of 4.6%, when the dominant set algorithm is employed, 
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while it is slightly increased by a 2.2% when the gaze-driven RF is applied. This 
is also illustrated more clearly in Figure 6.16.  
Table 6.15. Results for different training user data variations 
Merging Topics Precis. Recall AP F-Score 
Topic-based 2-2 61.8% 52.2% 70.6% 54.38% 
Dominant set Cluster-based 2-2 62.3% 48.1% 69.6% 52.42% 
Gaze RF Cluster-based 2-2 60.47% 50.97% 73.4% 55.57% 
 
Figure 6.16. F-Score performance for different merging approaches 
Finally, in Table 6.16 we present a direct comparison of the annotations for the 
aforementioned cases. It is interesting to notice that for the same exactly user 
variations and therefore submitted queries, the gaze-driven RF demonstrates a 
better F-score by an average of 6.67%. Although more annotations are produced 
by dominant set clustering, the quality is better when the gaze-driven RF 
algorithm is employed. As it is illustrated in Figure 6.17 the initial classification 
precision drops around 17% and 13.3% for the cases of dominant set and gaze-
driven RF clustering respectively. 
Table 6.16. Average produced annotations for second and forth training cases and 
training data from users 1-5 and 4-8 
Clustering 
method 
Class. 
Prec. 
F-score NMI Correct 
annotations 
Annotated 
shots 
Final 
Precision 
Dominant 
set 
62.3% 52.4% 0.48 64.5 124 51.6% 
RF-G 62.4% 54.63% 0.535 63.83 116.5 55.04% 
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Although we have presented a comparison between these two annotation 
approaches, it should be mentioned that the clustering algorithms involved could 
not be directly compared due to the fact that they consider different scenarios and 
input data. Specifically the dominant set clustering method takes into account the 
temporal information, which is not exploited in the gaze-driven RF. On the other 
hand the RF-based approach performs subsession (instead of autonomous query) 
clustering and takes into account also the gaze movements for the generation of 
the clusters. 
6.6. Conclusions 
This chapter describes a video annotation framework that combines supervised 
and unsupervised methods that exploit the gaze movements and clicks during 
video retrieval. In this context we have proposed two different clustering 
algorithms (dominant set and gaze-driven random forests). The first is based on 
dominant set algorithm and considers textual similarity between queries and the 
temporal dimension. The gaze-driven RF is a more sophisticated algorithm 
which relies upon textual and visual similarity between the queries and it is 
driven by the performance of the shot gaze-based classification. 
 
Figure 6.17. Classification and final precision for different clustering methods. 
The results show that the algorithm of gaze-driven RF usually outperforms the 
dominant sets despite the fact that temporal information is not taken into account. 
Although the results are based in an experiment with limited number of users and 
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topics, they can be considered as an important indication that such techniques 
could be used effectively for video tagging and annotation purposes. 
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Chapter 7  
 
 
CONCLUSIONS 
This chapter summarises the achievements reported in this thesis and 
discusses future work and research challenges. 
7.1. Summary of achievements 
In this thesis we have focused on exploiting implicit user feedback in the context 
of interactive video retrieval. We have dealt both with the implicit user feedback 
that is hidden under the user navigation patterns and gaze movements. To 
achieve our goals we have designed and implemented an interactive video 
retrieval framework, which indexes the video with the aid of content-based 
analysis, as well as with analysis of the past user interaction data and gaze 
movements.  
As far as past user navigation patterns are concerned, a novel methodology of 
past user interaction modelling was proposed, which is based on query 
categorisation and subsession generation. By aggregating past user interaction we 
construct a graph that reflects the user navigation patterns during a video 
retrieval task. This graph is utilised to provide recommendations to future users 
by considering the video shot distances in the graph. In addition, a further 
optimisation of the results provided by content-based retrieval modalities (i.e. 
visual search) is achieved with the aid of a SVM classifier, which is trained with 
the aid of graph structured user aggregated interaction data. As it is shown by the 
results and the evaluation, the past user data can be of added value in modern 
video retrieval engines as large amounts of user implicit feedback are available 
especially in web applications. 
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Then, we have investigated the role of gaze movements during interactive video 
retrieval tasks. We have attempted to discriminate between relevant and non 
relevant shots to a given query topic with the aid of SVM classifiers and gaze-
based features. Specifically, fixation and pupil dilation-based features generated 
from aggregated user eye movement data have been proposed to train the 
classifier. To evaluate the proposed methodology, experiments with an 
interactive video search engine are conducted. The results show that gaze-based 
implicit feedback could be of added value in interactive video retrieval tasks, 
since it can be considered as an important indicator regarding the relevance of a 
video shot to a query topic even in not strictly controlled environments.  
Finally, we have proposed an automatic video annotation framework that 
combines unsupervised (clustering) and supervised (classification) machine 
learning approaches with a view to automatically annotating video content. In 
this context, we cluster the submitted queries in semantic topics and identify 
relevant shots based on aggregated gaze movements using the aforementioned 
classifier. Two query clustering techniques have been presented: a) dominant set 
clustering based on temporal and textual information, b) unsupervised random 
forests grown utilising gaze movements, textual and visual information. The 
results show that aggregated gaze movements can be exploited effectively for 
automatic video tagging and annotation purposes.  
The significance of the achievements of this thesis is reflected by the research 
contributions in the video retrieval domain, as well as by the potential for the 
development of innovative applications in this field.  
First, the research achievements and the techniques developed in this thesis 
contribute to the state of the art in interactive video retrieval by alleviating 
existing problems such as the semantic gap, the detection of user interest and 
automatic video annotation. Specifically, we proposed an efficient combination 
of content-based modalities with aggregated implicit user feedback provides an 
alternative way to bridge the semantic gap. In addition, the generation of gaze-
based features for multimedia items provides the capability of judging an 
image/shot with respect to the user interest, while the gaze-driven clustering 
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allows for grouping semantically similar queries into clusters to support 
automatic annotation of video content. 
Second, the proposed techniques have been developed in accordance with the 
requirements and trends imposed by the advancements of information 
technologies such as the need to search in large multimedia content and the usage 
of sensors. Especially, the constantly increasing usage of wearable sensors and 
kinetics to improve the user experience is an important factor that affects human-
computer interaction. The proposed work takes into account these trends and 
considers interaction data from aggregated voluntarily (i.e. mouse strokes) and 
involuntarily user responses (i.e. gaze movements), in order to gain 
understanding on the multimedia content and improve video search. 
Finally, the proposed developments could support the implementation of video 
search and retrieval both in web applications, as well as in personal digital 
collections (e.g. photos and videos), which are widely used by everyday users. 
The recently emerging social media platforms would also benefit from such 
technologies, since the user interaction data during content browsing and 
exchange could be also processed to facilitate search tasks.  
7.2. Future work 
Although the results presented in this thesis are important indicators regarding 
the exploitation of implicit user feedback, there are still several open challenges, 
as well as future work that should be conducted. In this context we first discuss 
in detail the goals of the future work and then we present additional research 
challenges based on the proposed thesis.  
First, it would be very interesting to conduct experiments with large number of 
users in different environments, in order to further investigate the performance of 
the proposed algorithms. In this context, future work includes the incorporation 
of the proposed techniques in a web multimedia search engine, in which many 
users are using in a daily basis. Such experiments could show the added value of 
the graph-based representation of past user interaction when dealing with large 
amounts of data and also reveal any scalability issues that have to be addressed. 
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In addition, more intelligent algorithms for recommendation generation based on 
the aforementioned graphs have to be investigated. Specifically, the algorithms 
have to consider not only the distance between two vertices but also the local 
density of the graph between the vertices of interest. 
As far as the gaze movement investigation is concerned, future work includes the 
involvement of additional eye movement features to further enhance the 
proposed representation. Specifically, we propose to include scan paths and 
saccades in order to create a feature vector that represents in a more efficient way 
the user interest based on eye movements. Feature selection strategies could be 
employed in order to identify which features are more important for cognitive 
user behaviour and investigate whether the scanpath and saccade features can 
complement the fixation and pupil dilation information. In addition, 
complementing these features with click-based features has to be investigated. 
This approach should be compared to late fusion methods, in which the user 
navigation patterns and the gaze movements are modelled with different feature 
vectors and the fusion is performed at the decision level. 
Finally, regarding the automatic annotation based on gaze movements, the future 
work includes additional experiments with more users and topics, as well as 
further optimisation of the method. Further optimisation of the algorithm 
includes the assessment of the classification result based on textual and visual 
features of the classified shots, different approaches for creating synthetic data 
for unsupervised random forests, as well as the incorporation of click, scan path 
and saccade features with early and late fusion as discussed above. 
In the following, we present additional research activities that are triggered by 
the proposed thesis. 
7.2.1. On line video retrieval system based on implicit user feedback 
After having developed techniques to recommend video content utilising gaze 
movements and past user navigation patterns in an off line framework, a 
challenging objective would be to implement an on line retrieval system that 
generates recommendations considering also the real time feedback by the user, 
providing in that way a more context-oriented response.  
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To this end, the following approaches could be considered. A first idea to exploit 
the graph-based representation of past user interaction includes graph matching 
techniques in order to identify similar subgraphs in the on-line and the off-line 
graph and based on the latter to suggest future navigation paths and shots. 
Another approach could be based on incremental on line aggregation of gaze 
movements of the same user in order to generate gaze-based features of the 
viewed items for a certain time period. Then, by employing a classifier that 
discriminates relevant from non-relevant shots (built with aggregated user 
feedback) we can recommend relevant items. Finally, in a more user-oriented 
approach, we could train a user-focused classifier in real time using gaze 
movement and click-through features during a certain time period and consider 
ground truth any videos viewed (i.e. clicked and watched by the user). After 
having enough training examples, the classifier could predict and recommend 
interesting shots for the upcoming retrieval sessions of this user. 
7.2.2. Detect user interest based on implicit feedback 
A challenging future work would be to detect user interest by modelling 
efficiently and combining the heterogeneous implicit feedback including the 
clicks the gaze movements and further enhance them with additional involuntary 
user responses such as EEG signals and other biometric data measured using the 
appropriate sensor.  
Through the application of a multi-modal analysis sensory data will be 
aggregated and used to train user models capable of discriminating between 
different cognitive behaviours and responses. For all categories of sensory 
information feature selection will be performed, using as a selection criterion the 
information gain of each feature and conclude to a representative set of features, 
which will be used to train a classifier.  
The application of information fusion at a decision level will also be part of the 
methodological approach. Specifically late fusion will be considered (i.e. at 
decision level) to accept or reject decisions of individual modalities. A majority 
vote scheme can be employed to make the final judgment.  
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7.2.3. Dynamic multimedia content modelling 
Finally, a more broad research activity that could be triggered by the proposed 
thesis is the development of a dynamic multimodal representation schema of 
multimedia objects. This could build upon a static content-based representation 
layer, and will be complemented and enhanced by a dynamic layer of implicit 
feedback (in terms of past user interaction and affective behaviour) features. To 
provide an affectively enriched representation of multimedia, including also the 
information by past user interaction and implicit feedback, a two layer 
representation could be considered: 
a. The static layer, which will include content-based information. 
Specifically, this layer would follow a 2-level pyramidal representation schema. 
The bottom level will include low-level feature descriptors based on visual, 
motion and audio information, etc. The top layer will include a set of descriptors 
that provides information for audiovisual events (e.g. dog barking, people 
walking) or concepts (car, mountain, etc.), in the form of detection scores.  
b. The dynamic layer will be formed by means of automatic annotation 
based on the identification of user interest from past user interaction and physical 
behaviour, as expressed by eye movements, EEG signals and biometric sensor 
measurements. The interaction will be represented as affinity graphs that 
interconnect multimedia objects between them and with concepts, which are 
based either on past user queries or on social interaction.  
During retrieval, combination of the affinity graphs with feature vector 
information could be performed either with machine learning techniques or with 
late fusion of results. 
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