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Similarly, for a fixed integer j, where 1 ≤ j ≤ m, an {a n , a 1 , b j , b j+1 }-color switch interchanges the color of the edges {{(a n , b j ), (a 1 , b j+r )}, {(a n , b j+1 ), (a 1 , b j+1+r )}} with the color of the edges {{(a n , b j ), (a n , b j+1 )}, {(a 1 , b j+r ), (a 1 , b j+1+r )}}. For brevity, we shall denote this as {a i , a i+1 , b j , b j+1 }-CS. A color-switching configuration, or CS-configuration, is a set of colorswitches which are pairwise edge-disjoint. r, m) ). Thus, if gcd(r, m) = t, then the horizontal edges form a 2-factor, H, which consists of t cycles of length mn/t, and any consecutive t rows of A n × r B m are on t different cycles of H. Remark 2.4. Suppose C 1 and C 2 are vertex-disjoint cycles in a graph X , and {x i , y i } ∈ E(C i ) for i ∈ {1, 2}. If C = x 1 y 1 x 2 y 2 is a cycle of length four in X , and the edges {y 1 , x 2 } and {y 2 , x 1 } are not in E(C 1 ) ∪ E(C 2 ), then the subgraph of X whose edge set is the symmetric difference (E(C 1 ) ∪ E(C 2 )) ⊕ E(C ) 
)} lie on a common cycle C , of length d and color c, and are separated by at least two edges, then applying an {a i , a i+1 , b j , b j+1 }-CS will produce a cycle also having length d and color c, if and only if, upon making C a directed cycle, the subsequence of vertices 
for all i and j satisfying 1 ≤ i ≤ n and 1 ≤ j ≤ m, where na = rb. We shall write x = (a i , b j ) to abbreviate this correspondence and will often refer to the CS-configurations given in Section 2 as being applied to X ∼ = A n × r B m . If x = (a i , b j ), then its inverse, −x = (a i * , b j * ), where i * = n − i + 2 and j * = m − (j + r − 2). Theorem 2.6 (Fan et al. [7] ). For all integers n and m, where n ≥ 3, m ≥ 3, the graph A n × r B m is Hamilton-decomposable.
The following CS-configurations are an important tool in creating Hamilton cycles (see Figs. 2 and 3 ). • Left-alternating horizontal switch,
The following theorem combines and slightly generalizes Lemmas 3.12 and 3.14 in [10] . 
will produce a green Hamilton cycle.
The switches in (a) and (b) will join the red cycles in the a i−1 -, a i -, and a i+1 -columns into a single red cycle. Theorem 2.9 (Liu [10] 
then the result is a green Hamilton cycle and a red cycle consisting of the vertices in the a 1 -and a n -columns. If this red cycle is oriented, all vertical edges have the same direction.
The following simple observation will be used frequently. (Fan et al. [7] ). [7] The following color-switch will be used throughout Section 3.
is called the lift {x, y}. Furthermore, given a subgraph F of Y , let F be the subgraph of X that is induced on the lifts of all edges of F . Then F is called the lift of the subgraph F , or we say F is the subgraph of X that F lifts to.
Edge-disjoint subgraphs of Y lift to edge-disjoint subgraphs of X . Lifting Hamilton cycles in quotient graphs is by no means a new idea, and many approaches can be taken. Liu established an important relationship between certain 6-regular Cayley graphs and D(3, m, n)-graphs, defined below.
Definition 2.16 (Liu [8]).
For integers m and n, where m ≥ 3 and n ≥ 3, a D(3, m, n)-graph is a graph G, of order nm and size 3mn, with vertex set V (G), and edge set E(G), defined below.
where F , H 1 , and H 2 are edge-disjoint 2-factors:
where r k is an integer and 0 ≤ r k < m; σ 1 and σ 2 are permutations of [n]; and (a
Remark 2.17 (Liu [8] ). D(3, m, n)-graphs can be viewed as two pseudo-cartesian products that share a common 2-factor.
, where |c| = 2m and gcd(r, 2m) = 2. Color the horizontal b-edges green and the vertical c-edges red. Let the vertex a = (a p , b q ). By Lagrange's Theorem, a ̸ ∈ ⟨c⟩ and c ̸ ∈ ⟨a⟩. This implies that for all integers i and j, where 1 ≤ i ≤ n and 1 ≤ j ≤ 2m, the vertices x = (a i , b j ) and y = (a i , b j+1 ) are on different blue cycles. Apply an {a 1 , a n , b 2 }-RAHS to X ′ to create a red Hamilton cycle. The parity of n implies the column direction pattern of red edges is: ↑ ↓ ↑ · · · ↓ ↑. By Remark 2.4 and Theorem 2.12, apply an {a n , a 1 , b 1+r , b 2+r }-CS to obtain a green Hamilton cycle and preserve the red Hamilton cycle. At this point, the column direction pattern of red edges is the same, with the exception of the ↓-edges in the a 1 (a 1 , b 1 ), (a 1 , b 2 )} and  {(a 2 , b q ), (a 2 , b q+1 ) } are on C G 1 and the edges { (a 1 , b q ), (a 1 , b q+1 )} and {(a 2 , b 1 ), (a 2 , b 2 ) } are on C G 2 . As {(a 1 , b 2 ), (a 1 , b q+1 )} and { (a 2 , b 2 ), (a 2 , b q+1 )} are a-edges on two different blue cycles, apply an {a 1 , a 1 , b 2 , b q+1 }-HOCS 
Orienting the red Hamilton cycle, the edges in E 2 ∪F 1 have the same direction and edges in E 1 ∪ F 2 have the same direction. Note that E i ̸ = ∅ and
Consider the following paths of b-edges: Fix the smallest integer j such that h j and k j are green edges and {x + jb, x + c + jb} ∈ F 1 . Such a j exists, for otherwise P and Q are green cycles whose union does not span all of the vertices of X , a contradiction. Apply a color-switch on the 4-cycle 
, is just the 2-factor generated by s i in X . By Theorem 2.18, X is a D (3, m, n) -graph, where m = |s 3 |, and F is the 2-factor generated by s 3 . Hence, by Remark 2.17,
where gcd(r 1 , m) = 2 and gcd(r 2 , m) = |A : ⟨s 2 ⟩|. Set t = gcd(r 2 , m). If t = 2, then N = |s 1 | = |s 2 |, and we are again done by Lemmas 3.1 and 3.2. Thus, proceed with t ≥ 3. Without loss of generality, σ 2 = (1), the identity, and σ 1 (1) = 1 and σ 1 (2) = u. When n ≥ 4, there exists a path P = a u , a 1 , a 2 , a 3 in X , where 4 ≤ u ≤ n, such that a u , a 1 is a path on H 1 .
Case 1: n is odd. When n ≥ 5, apply an {a 2 ,
The a i -columns, 1 ≤ i ≤ 3, now form one red cycle, C R . To H 1 ∪ F , apply an {a 1 , a u , b 1+x , b 2+x }-CS to obtain a blue Hamilton cycle, and connect the a u -column to C R . At this point, we return to H 2 ∪ F . Begin by applying color-switches in a leftalternating horizontal pattern between the a 3 -column and the a u−1 -column along the b t−1 -row if t = 2t a 2 , a 3 , . . . , a n−1 , a 1 , and apply the color-switch of Theorem 2.9 to H 2 ∪ F to create a green Hamilton cycle, C G , and join the a 1 -and a 2 -columns into one red cycle. Again, apply an {a 1 , a u , b 1+x , b 2+x }-CS to H 1 ∪ F to obtain a blue Hamilton cycle. Apply color-switches to H 2 ∪ F in a right-alternating horizontal pattern between the a 2 -column and the a u−1 -column along the b 3 -row. Next, apply color-switches to H 2 ∪ F in a right-alternating horizontal pattern starting from the a 1 -column and working left towards the a u+1 -column, along the b 3 -row. At this point, a total of n − 3 color switches have been applied along the b 3 -row, and a red Hamilton cycle, C R , has been created. Orienting C R , since a 1 and a 2 share the same direction, and n is even, it is clear that the red edges in the a u -column share the same direction as the red edges in the a v -column, where either v = u − 1 or v = u + 1. Apply a final color-switch incident to the b 3 -row between the a u -and a v -columns, so that the overall n − 2 color-switches form good pairs. The result is now obtained.
The following corollary is obtained immediately from Theorem 3.5. 
