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Abstract
The bandwidth B(G) of a graph G is the minimum of the quantity max{|f (x) − f (y)| : xy ∈ E(G)} taken over all proper
numberings f of G. The strong product of two graphs G and H, written as G(SP)H , is the graph with vertex set V (G) × V (H) and
with (u1, v1) adjacent to (u2, v2) if one of the following holds: (a) u1 and v1 are adjacent to u2 and v2 in G and H, respectively,
(b) u1 is adjacent to u2 in G and v1 = v2, or (c) u1 = u2 and v1 is adjacent to v2 in H. In this paper, we investigate the bandwidth
of the strong product of two connected graphs. Let G be a connected graph. We denote the diameter of G by D(G). Let d be a
positive integer and let x, y be two vertices of G. Let N(d)
G
(x) denote the set of vertices v so that the distance between x and v
in G is at most d. We deﬁne d(G) as the minimum value of |N(d)G (x)| over all vertices x of G. Let N(d)G (x, y) denote the set of





(y, x)| by (d)
G
(x, y). We deﬁne (G)= 1 if G is complete and (G) as the minimum of (D(G))
G
(x, y) over all pair of vertices
x, y of G otherwise. Let G and H be two connected graphs. Among other results, we prove that if D(H)(G)B(G)D(H)+ 1 and
B(H)=(|V (H)| + (H)− 2)/D(H), then B(G(SP)H)=B(G)|V (H)| +B(H). Moreover, we show that this result determines
the bandwidth of the strong product of some classes of graphs. Furthermore, we study the bandwidth of the strong product of power
of paths with complete bipartite graphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider ﬁnite undirected graphs without loops or multiple edges. Let G be a graph with vertex set V (G) and
edge set E(G). For two vertices x, y ∈ V (G), let dG(x, y) denote the distance between x and y in G, and let D(G)
denote the diameter of G. Let NG(x) denote the neighborhood of a vertex x of G, and let degG(x) denote the degree of
x in G. We write (G) and (G) for the minimum degree and the connectivity of a graph G, respectively.We denote the
path, the cycle, and the complete graph on n vertices by Pn, Cn, and Kn, respectively. Let Km,n denote the complete
bipartite graph. We denote the kth power of a graph G by Gk .
Let G be a graph on n vertices. A one-to-one mapping f : V (G) → {1, 2, . . . , n} is called a proper numbering of G.
The bandwidth of a proper numbering f of G, denoted by Bf (G), is the maximum difference between f (x) and f (y)
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when xy runs over all edges of G, namely,
Bf (G) = max{|f (x) − f (y)| : xy ∈ E(G)}.
The bandwidth of G is deﬁned to be the minimum of Bf (G) over all proper numberings f of G, and is denoted as B(G),
i.e.,
B(G) = min{Bf (G) : f is a proper numbering of G}.
For instance, B(P kn )= k (nk + 1), B(Ckn)= 2k (n2k + 1), B(Kn)= n− 1, and B(Km,n)=m/2+ n− 1 where
mn (see [1,2,7]). A proper numbering f of G is called a bandwidth numbering of G when Bf (G) = B(G).
The bandwidth problem for graphs arises from sparse matrix computation, coding theory, and circuit layout ofVLSI
designs. Papadimitriou [8] proved that the problem of determining the bandwidth of a graph is NP-complete, and Garey
et al. [3] showed that it remains NP-complete even if graphs are restricted to trees with maximum degree three. Many
studies have been done towards ﬁnding the bandwidth of speciﬁc classes of graphs (see [1,2,7]). In this paper, we
investigate the bandwidth of the strong product of two connected graphs.
The strong product of two graphs G and H, written as G(SP)H , is the graph whose vertex set is V (G) × V (H)
with two vertices (u1, v1) and (u2, v2) adjacent if and only if (u1u2 ∈ E(G) and v1v2 ∈ E(H)) or (u1u2 ∈ E(G)
and v1 = v2) or (u1 = u2 and v1v2 ∈ E(H)). There are some results on the bandwidth of the strong product of certain
graphs.
Proposition 1. Let m and n be positive integers.
(i) B(Pm(SP)Pn) = n + 1 for mn2 [4,6].
(ii) B(Pm(SP)Kn) = 2n − 1 for m2 and n3 [4].
(iii) B(Cm(SP)Kn) = 3n − 1 for m3 and n3 [4].
(iv) B(Pm(SP)Cn) =
{
n + 2 if mn/2 + 1
2m + 1 otherwise for m2 and n3[6].
(v) B(Cm(SP)Cn) = 2n + 2 for mn3 [6].
The following upper bound for the bandwidth of the strong product of two graphs is known.
Proposition 2 (Hendrich and Stiebitz [4]). For any two graphs G and H,
B(G(SP)H) min{B(G)|V (H)| + B(H), B(H)|V (G)| + B(G)}.
We study the bandwidth of the strong product of two connected graphs which satisfy a few conditions. Let G be a
connected graph on n vertices. Let d be a positive integer and let x, y be two vertices of G. We write N(d)G (x) for the
set of vertices v satisfying dG(x, v)d . Note that N(1)G (x) = NG(x) ∪ {x}. We deﬁne d(G) as the minimum value of
|N(d)G (x)| taken over all x ∈ V (G), i.e.,
d(G) = min{|N(d)G (x)| : x ∈ V (G)}.
We remark that 1(G)=(G)+1. LetN(d)G (x, y) denote the set of vertices z so that dG(x, z)d−1 and zy ∈ E(G).We
denote the larger of |N(d)G (x, y)| and |N(d)G (y, x)| by (d)G (x, y).We remark that (1)G (x, x)=0 and (d)G (x, x)=degG(x)
if d2. We deﬁne (G) as follows:
(G) =
{
1 if G = Kn,
min{(D(G))G (x, y) : x, y ∈ V (G) (not necessarily distinct)} otherwise.
Note that (G)(G)1 for any connected graph G. We get the following theorem, which gives a lower bound for
the bandwidth of the strong product of two connected graphs. To state our results we use d(G) and (G).
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Theorem 1. Let G and H be two connected graphs. If D(H)(G)B(G)D(H) + 1, then
B(G(SP)H)B(G)|V (H)| +




From Theorem 1 together with Proposition 2, we have the following theorem.
Theorem 2. Let G and H be two connected graphs. If D(H)(G)B(G)D(H) + 1 and B(H) = (|V (H)| + (H)
− 2)/D(H), then
B(G(SP)H) = B(G)|V (H)| + B(H).
Remark. For any connected graph H, B(H) (|V (H)| + (H) − 2)/D(H).
Moreover, if B(G) = (G) and |V (G)|B(G)D(H) + 1, then we have D(H)(G)B(G)D(H) + 1. Therefore
from Theorem 2, we obtain the following theorem.
Theorem 3. LetG andHbe two connected graphs. IfB(G)=(G), |V (G)|B(G)D(H)+1, andB(H)=(|V (H)|+
(H) − 2)/D(H), then
B(G(SP)H) = B(G)|V (H)| + B(H).
Theorem 3 determines the bandwidth of the strong product of some classes of graphs.We verify that ifG=Pr (r2),
Cs (s3), orKt (t3), thenB(G)=(G), (G)=1, andB(G)=(|V (G)|+(G)−2)/D(G). Hence, by applying
Theorem 3, we get Proposition 1 other than B(Cn(SP)Cn) = 2n + 2 when n is even. (Note that by setting G = Cn and
H = Pm in Theorem 3, we have Proposition 1(iv) if m< n/2 + 1.)
Furthermore, we study the bandwidth of P km(SP)Kn1,n2 and we get the following theorem.
Theorem 4. Let k,m, n1, and n2 be positive integers satisfying mk + 1 and n1n2. Let  = P km(SP)Kn1,n2 .
(i) If n1 = 1, then B() = 2k + 1.
(ii) If m = k + 1, then
B() =
{
2m − 1 if n1 = 1,
mn1/2 + mn2 − 1 if n12.
(iii) If m2k + 1, then
B() =
{
kn1 + n1/2 + (k + 1)n2 − 1 if n2n1/2,
(k + 1)n1 + kn2 if n2n1/2 + 1.
(iv) If k + 2m2k and n1 is even, then
B() =
{
mn1/2 + (k + 1)n2 − 1 if n2n1/2,
min{kn1 + (k + 1)n2, (k + 1)n1/2 + mn2 − 1} if n2n1/2 + 1.
(v) If k + 2m2k and n2n1/2, then
B() = mn1/2 + (k + 1)n2 − 1.
(vi) If k + 2m2k, n2n1/2 + 1, and (k + 1)n1/2 + mn2 − 1kn1 + (k + 1)n2, then
B() = kn1 + (k + 1)n2.
(vii) Let = m/2 − (k + 1)/2. If k + 2m2k, n2n1/2 + 1, n1 is odd with n13, and kn1 + (k + 1)n2 >
(k + 1)n1/2 + mn2 − 1, then
(k + 1)n1/2 + mn2 − 1B()(k + 1)n1/2 + mn2 − 1 + .
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We note here that the two conditions in Theorem 2 are sharp in a sense. Let k and n2 be positive integers. We can
verify thatB(P k2k)=(P k2k)=k, |V (P k2k)|=2k=B(P k2k)D(K1,n), and hence we have D(K1,n)(P k2k)=B(P k2k)D(K1,n).
It is easy to check that (|V (K1,n)|+(K1,n)−2)/D(K1,n)=((n+1)+1−2)/2=n/2=B(K1,n). By Theorem
4(v), we get B(P k2k(SP)K1,n) = k(n + 1)< k(n + 1) + n/2 = B(P k2k)|V (K1,n)| + B(K1,n), which shows that the
condition D(H)(G)B(G)D(H) + 1 in Theorem 2 cannot be weakened. Moreover, let m and k be positive integers
with m2k + 1. We verify that B(P km)= (P km)= k, |V (P km)| =m2k + 1 =B(P km)D(K3,3)+ 1, and it follows that
D(K3,3)(P
k
m)B(P km)D(K3,3) + 1. It is easy to see that (|V (K3,3)| + (K3,3) − 2)/D(K3,3) = (6 + 1 − 2)/2 =
3< 4 = B(K3,3). From Theorem 4(iii), we obtain B(P km(SP)K3,3) = 6k + 3< 6k + 4 = B(P km)|V (K3,3)| + B(K3,3),
which shows the necessity of the condition B(H) = (|V (H)| + (H) − 2)/D(H) in Theorem 2.
This paper consists of four sections. In Section 2, we prove the above Remark and Theorem 1. In Section 3, we show
some applications of Theorem 2. In Section 4, we prove Theorem 4.
2. Proof of Theorem 1
The following proposition is known.
Proposition 3 (Chinn et al. [1]). Let G be a graph and let f be a bandwidth numbering of G. Then
|f (x) − f (y)|B(G)dG(x, y) for x, y ∈ V (G).
In order to prove the Remark and Theorem 1 in Section 1, we need the following theorem.
Theorem 5. Let G be a connected graph and let f be a bandwidth numbering of G. Let x, y be two distinct vertices of
G and let d be a positive integer satisfying ddG(x, y). Then
|f (x) − f (y)| max{B(G) − 1, B(G)d − (d)G (x, y) + 1}.
Proof. Let n = (d)G (x, y). Without loss of generality, we may assume that |N(d)G (x, y)| = n. Write N(d)G (x, y)= {u1, u2, . . . , un}. Note that dG(x, ui)d − 1 and uiy ∈ E(G) for i = 1, 2, . . . , n. Suppose that |f (x) − f (ui)| =
|f (x)−f (uj )| for some i and jwith i 	= j .Then,wehavef (x)=(f (ui)+f (uj ))/2, and this implies that |f (x)−f (y)|=
|(f (ui)+f (uj ))/2−f (y)|= 12 |f (ui)+f (uj )−2f (y)| 12 (|f (ui)−f (y)|+|f (uj )−f (y)|) 12 (2B(G)−1), since
uiy, ujy ∈ E(G) and if both differences are B(G), then f (y)= (f (ui)+ f (uj ))/2 = f (x), which is a contradiction.
Hence, we get |f (x)−f (y)|B(G)−1. Thus, wemay assume that |f (x)−f (ui)| 	= |f (x)−f (uj )| for 1 i < jn.
By Proposition 3, we obtain |f (x) − f (u)|B(G)dG(x, u)B(G)(d − 1) for all u ∈ N(d)G (x, y). Therefore, from
|N(d)G (x, y)|=n=(d)G (x, y), there exists a vertex v ∈ N(d)G (x, y) such that |f (x)−f (v)|B(G)(d−1)−(d)G (x, y)+1.
Since vy ∈ E(G), we have |f (v) − f (y)|B(G). Hence, we get |f (x) − f (y)| |f (x) − f (v)| + |f (v) −
f (y)|B(G)(d − 1) − (d)G (x, y) + 1 + B(G) = B(G)d − (d)G (x, y) + 1. 
Using Theorem 5, we can prove the following theorem, which is Remark in Section 1.
Theorem 6. For any connected graph G,
B(G)




Proof. Let f be a bandwidth numbering of G. Write x = f−1(1) and y = f−1(|V (G)|). If G is a complete graph,
then B(G) = |V (G)| − 1, D(G) = 1, (G) = 1, and hence we get B(G) = (|V (G)| + (G) − 2)/D(G). So we may
assume that G is a non-complete connected graph. Then we have |f (x) − f (y)| = |V (G)| − 1>B(G). Therefore, by
Theorem 5, we obtain |f (x) − f (y)|B(G)D(G) − (D(G))G (x, y) + 1B(G)D(G) − (G) + 1, and it follows that
B(G)(|V (G)| + (G) − 2)/D(G). 
We are now ready to proveTheorem 1. Let=G(SP)H and let f be a bandwidth numbering of.Write x=(u1, v1)=
f−1(1). We remark that for all (u, v), (u′, v′) ∈ V (), d((u, v), (u′, v′))D(H) if and only if dG(u, u′)D(H),
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since d((u, v), (u′, v′))=max{dG(u, u′), dH (v, v′)}. Hence, by the assumption that D(H)(G)B(G)D(H)+1, we
have |N(D(H)) (x)|(B(G)D(H) + 1)|V (H)|. Therefore, there exists a vertex y ∈ V () such that d(x, y)D(H)
and f (y)(B(G)D(H) + 1)|V (H)|. Write y = (u2, v2). Note that dG(u1, u2)D(H), since d(x, y)D(H). By
Theorem 5, we get
(B(G)D(H) + 1)|V (H)| − 1 |f (x) − f (y)|
 max{B() − 1, B()D(H) − (D(H)) (x, y) + 1}.






(B(G)D(H) + 1)|V (H)| − 1 max{B() − 1, B()D(H) − (H) + 1}.
Suppose that (B(G)D(H) + 1)|V (H)| − 1B() − 1. Then by Theorem 6, we get
B()B(G)D(H)|V (H)| + |V (H)|
>B(G)|V (H)| + B(H)
B(G)|V (H)| +




Hence, we may assume that (B(G)D(H) + 1)|V (H)| − 1B()D(H) − (H) + 1, and it follows that
B()D(H)(B(G)D(H) + 1)|V (H)| + (H) − 2,
B()B(G)|V (H)| +




Thus we have completed the proof of Theorem 1.
3. Applications of Theorem 2
Let d be a positive integer. First, we consider connected graphs G satisfying d(G)B(G)d + 1. The following
lemma is shown immediately. Note that for any graph G, B(G)(G) [1].
Lemma 1. Let d be a positive integer and let G be a connected graph. If B(G)=(G) and |V (G)|B(G)d + 1, then
d(G)B(G)d + 1.
Let G be a graph on n vertices. Then B(G) = min{k : G ⊆ P kn } (see [1,2]). Therefore, B(G) = (G) = k if and
only if G ⊆ P kn and (G) = k. For instance, B(P kn ) = (P kn ) = k (nk + 1), B(Ckn) = (Ckn) = 2k (n2k + 1),
and B(Km × Pn) = (Km × Pn) = m (n2), where G × H is the cartesian product of two graphs G and H (see [5]).
Hence, by Theorem 2 together with Lemma 1, we obtain the following corollary.
Corollary 1. Let H be a connected graph with B(H) = (|V (H)| + (H) − 2)/D(H). Let k,m, and n be positive
integers.
(i) If nkD(H) + 1, then B(P kn (SP)H) = k|V (H)| + B(H).
(ii) If n2kD(H) + 1, then B(Ckn(SP)H) = 2k|V (H)| + B(H).
(iii) If nD(H) + 1, then B((Km × Pn)(SP)H) = m|V (H)| + B(H).
Moreover, we obtain the following.
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Observation. Let d be a positive integer. There are connected graphs G such that B(G) 	= (G) and d(G)
B(G)d + 1.
Proof. Let b2 be an integer. Let G1,G2, . . . ,Gm be connected graphs so that B(Gi) = b and d(Gi)bd + 1 for
i=1, 2, . . . , m. Let fi be a bandwidth numbering of Gi for i=1, 2, . . . , m.Write ui =f−1i (1) and vi =f−1i (|V (Gi)|)
for each i. We construct G from G1,G2, . . . ,Gm by identifying two vertices vi and ui+1 for i = 1, 2, . . . , m− 1. Then
we can verify that B(G) = b, (G) = 1, and d(G)bd + 1. 
Next we consider connected graphs H with B(H) = (|V (H)| + (H) − 2)/D(H). Let n and k be two positive
integers satisfying nk + 2. Let a = (n− 2)/k and p = n− 2 − ka, i.e., n− 2 = ka +p (0pk − 1). We verify
that B(P kn ) = k, D(P kn ) = (n − 1)/k = (n + k − 2)/k = a + 1, and (P kn ) = k − p. Therefore, we get
|V (P kn )| + (P kn ) − 2
D(P kn )
= n + (k − p) − 2
a + 1 =
(ka + p + 2) + k − p − 2
a + 1
= k(a + 1)
a + 1 = k = B(P
k
n ).
Similarly, we can show that if n2k+2, thenB(Ckn)=(|V (Ckn)|+(Ckn)−2)/D(Ckn). Let n and k be two positive
integers with n2k + 2. Let b = (n − 2)/2k and q = n − 2 − 2kb, namely, n − 2 = 2kb + q (0q2k − 1). We






2k if dCkn (x, y)b − 1,
2k − q − 1 if dCkn (x, y) = b and qk − 1,
k (2k − q) if dCkn (x, y) = b and qk,
2k − q if dCkn (x, y) = b + 1
which implies that (Ckn)2k − q − 1. Hence, by Theorem 6, we have
2k = B(Ckn)






























Moreover, we verify that for m, n2,
|V (Kn)| + (Kn) − 2
D(Kn)
= n + 1 − 2
1
= n − 1 = B(Kn)





mn + 1 − 2
n
⌉
= m = B(Km × Pn).
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Let k2 and h1 be two integers. The complete k-ary tree of height h, denoted by Tk,h, has all its leaves (degree
one vertices) at level h and all vertices at a level less than h have k children. Note that |V (Tk,h)| = 1 + k + k2 + · · · +
kh = (kh+1 − 1)/(k − 1), D(Tk,h) = 2h, and (Tk,h) = 1. Smithline [9] showed the following.
Proposition 4 (Smithline [9]). Let k2 and h1 be two integers. Then
B(Tk,h) =









Hence, by Proposition 4, we have
B(Tk,h) =




Thus, from Theorem 2, we obtain the following corollary.
Corollary 2. Let H = P kn (nk + 2), Ckn (n2k + 2), Kn (n2), Km × Pn (m, n2), or Tk,h (k2, h1). If G
is a graph with D(H)(G)B(G)D(H) + 1, then B(G(SP)H) = B(G)|V (H)| + B(H).
Furthermore, we get the following.
Proposition 5. For any graph G, there exists a connected graph H such that H contains G as an induced subgraph
and B(H) = (|V (H)| + (H) − 2)/D(H).
Proof. Let n=|V (G)| and let K(1)n ,K(2)n be two copies of Kn. We deﬁne a graph H with vertex set V (G)∪V (K(1)n )∪
V (K
(2)
n ) and with edge set E(G) ∪ E(K(1)n ) ∪ E(K(2)n ) ∪ {xy : x ∈ V (G) and y ∈ V (K(1)n ) ∪ V (K(2)n )}. Note that
|V (H)| = 3n, D(H) = 2, (H) = n, and H contains G as an induced subgraph. We show that B(H) = (|V (H)| +
(H) − 2)/D(H) = 2n − 1. Consider a proper numbering f of H satisfying f (V (K(1)n )) = {1, 2, . . . , n}, f (V (G)) =
{n+ 1, n+ 2, . . . , 2n}, and f (V (K(2)n ))={2n+ 1, 2n+ 2, . . . , 3n}. Then we have B(H)2n− 1. On the other hand,
B(H)B(K2n,n) = 2n/2 + n − 1 = 2n − 1, since H ⊇ K2n,n. Therefore we get B(H) = 2n − 1. Thus we obtain
|V (H)| + (H) − 2
D(H)
= 3n + n − 2
2
= 2n − 1 = B(H). 
4. Power of paths with complete bipartite graphs
Let G be a graph. For a subset X of V (G), let NG(X) denote the set of all vertices v in V (G) − X such that v is a
vertex adjacent to at least one vertex in X.
Let k,m, n1, and n2 be positive integers with mk + 1 and n1n2. In this section, we study the bandwidth of
P km(SP)Kn1,n2 and we give a proof of Theorem 4 which is stated in Section 1. Let V (Pm) = {u1, u2, . . . , um} and
E(Pm) = {u1u2, u2u3, . . . , um−1um}. Let V1 and V2 be 2-partite sets of Kn1,n2 with |V1| = n1 and |V2| = n2. Write
V1 = {v1, v2, . . . , vn1} and V2 = {w1, w2, . . . , wn2}. We deﬁne Xi,j = {ui} × Vj for i = 1, 2, . . . , m and j = 1, 2. Let
 = P km(SP)Kn1,n2 and let f be a bandwidth numbering of . Let xi = f−1(i) for i = 1, 2, . . . , |V ()|. Write x = x1
and y = x|V ()|. We denote Si = {x1, x2, . . . , xi} and Tj = {xj , xj+1, . . . , x|V ()|} for 1 i, j |V ()|. We remark
that B() |N(Si)|, |N(Tj )| for 1 i, j |V ()|. We denote 1̂ = 2 and 2̂ = 1. Assume that x ∈ ⋃mi=1 Xi,h and
y ∈ ⋃mj=1 Xj,l (h, l ∈ {1, 2}). We deﬁne  = min{a : xa ∈ ⋃mi=1 Xi,̂h} and  = max{b : xb ∈ ⋃mj=1 Xj,̂l}. Note that
S−1 ⊆ ⋃mi=1Xi,h and T+1 ⊆ ⋃mj=1 Xj,l .
Lemma 2. Suppose that k + 2m2k + 1. If h = l, then B()mn1/2 + (k + 1)n2 − 1.
Proof. From k + 2m2k + 1, we have D() = 2, and it follows that d(x, y) = 2 and |f (x) − f (y)| = |V ()| −
1>B(). Moreover by the assumption that h = l, we get (2) (x, y) |N(x) ∩ N(y)|(2(k + 1) − m)nĥ
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(2(k + 1) − m)n2, since n1n2. By Theorem 5 together with the fact |f (x) − f (y)|>B(), we obtain
|f (x) − f (y)|2B() − (2) (x, y) + 1, and hence
2B() |V ()| + (2) (x, y) − 2
m(n1 + n2) + (2(k + 1) − m)n2 − 2
=mn1 + 2(k + 1)n2 − 2.
Thus we get
B() mn1/2 + (k + 1)n2 − 1. 
Lemma 3. Suppose that k+2m2k+1. If either S−1 ⊆ ⋃m−k−1i=1 Xi,h or S−1 ⊆ ⋃mi=k+2Xi,h, thenB()knh+
(k + 1)nĥ.
Proof. Let Y1,j =⋃m−k−1i=1 Xi,j , Y2,j =⋃k+1i=m−k Xi,j , and Y3,j =⋃mi=k+2 Xi,j for j = 1, 2. We remark that |Y1,j | =|Y3,j | = (m− k − 1)nj and |Y2,j | = (2(k + 1)−m)nj for j = 1, 2. Furthermore, note that for all z ∈ ⋃mi=1 Xi,ĵ , either
N(z) ⊃ Y1,j ∪ Y2,j or N(z) ⊃ Y2,j ∪ Y3,j (j ∈ {1, 2}), since k + 2m2k + 1. By symmetry and the assumption
of this lemma, we may assume that S−1 ⊆ Y1,h. If X1,h ⊆ S−1, then we have
B() |N(S−1)|






(|Y1,h| − |S−1|) + |Y2,h| + (|S−1| − |X1,h ∩ S−1|) + (|Y1,̂h| + |Y2,̂h|)
= ((m − k − 1)nh − ( − 1)) + (2(k + 1) − m)nh + ( − 1 − nh) + (k + 1)nĥ
= knh + (k + 1)nĥ.
Therefore we may assume that X1,hS−1. Let c = |X1,h ∩ S−1|. Note that nh > c and x ∈ Y1,̂h ∪ Y2,̂h ∪ Y3,̂h.
Hence, we get
B() |N(S)|








((m − k − 1)nh − ( − 1)) + (2(k + 1) − m)nh + ( − 1 − c)
+((k + 1)nĥ − 1) if x ∈ Y1,̂h,
(k + 1)nh + ((k + 1)nĥ − 1) if x ∈ Y2,̂h ∪ Y3,̂h
(k + 1)(nh + nĥ) − c − 1
knh + (k + 1)nĥ. 
By symmetry, arguing as in the proof of Lemma 3, we obtain the following lemma.
Lemma 4. Suppose that k+2m2k+1. If either T+1 ⊆
⋃m−k−1
i=1 Xi,l or T+1 ⊆
⋃m
i=k+2Xi,l , thenB()knl +
(k + 1)n̂l .
Lemma 5. Suppose that k + 2m2k + 1. If h 	= l, then B()(k + 1)n1 + kn2.
Proof. We deﬁne Yi,j for i=1, 2, 3 and j =1, 2 in the same way as in Lemma 3. By symmetry and the assumption that
h 	= l, we may assume that h = 2 and l = 1. Moreover, from Lemma 3, we may assume that either (S−1 ∩ Y2,2 	= ∅)
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or (S−1 ∩ Y1,2 	= ∅ and S−1 ∩ Y3,2 	= ∅). Hence, there exists a vertex z ∈ S−1 such that yz ∈ E() and
f (z)(m − k − 1)n2 + 1. Therefore, we get
B() |f (y) − f (z)|
 |V ()| − ((m − k − 1)n2 + 1)
=m(n1 + n2) − (m − k − 1)n2 − 1
=mn1 + (k + 1)n2 − 1
> (k + 1)n1 + kn2. 
Lemma 6. Let k,m, n1, and n2 be positive integers satisfying mk + 1 and n1n2. Then
B(P km(SP)Kn1,n2)
{
kn1 + (k + 1)n2 if m2k,
(k + 1)n1 + kn2 if m2k + 1.
Proof. Consider a proper numbering g of  = P km(SP)Kn1,n2 deﬁned as follows: for i = 1, 2, . . . , m, if i/k is odd,
then let
g(Xi,1) = {(i − 1)(n1 + n2) + j : j = 1, 2, . . . , n1} (g(ui, vj1)< g(ui, vj2) for 1j1 <j2n1),
g(Xi,2) = {in1 + (i − 1)n2 + j : j = 1, 2, . . . , n2} (g(ui, wj1)< g(ui, wj2) for 1j1 <j2n2);
otherwise, i.e., if i/k is even, then let
g(Xi,1) = {(i − 1)n1 + in2 + j : j = 1, 2, . . . , n1} (g(ui, vj1)< g(ui, vj2) for 1j1 <j2n1),




{ |g(uk+1, v1) − g(u1, v1)| if m2k,
max{|g(uk+1, v1) − g(u1, v1)|, |g(u2k+1, w1) − g(uk+1, w1)|} if m2k + 1
=
{
kn1 + (k + 1)n2 if m2k,
max{kn1 + (k + 1)n2, (k + 1)n1 + kn2} = (k + 1)n1 + kn2 if m2k + 1. 
Proposition 6 (Theorem 4(i)). Let k and m be positive integers with mk + 1. Then
B(P km(SP)K1,1) = 2k + 1.
Proof. By Lemma 6, we haveB(P km(SP)K1,1)2k+1. On the other hand, we getB(P km(SP)K1,1)(P km(SP)K1,1)=
2k + 1. Therefore we obtain B(P km(SP)K1,1) = 2k + 1. 
Proposition 7 (Theorem 4(ii)). Let m, n1, and n2 be positive integers with n1n2. Then
B(Km(SP)Kn1,n2) =
{2m − 1 if n1 = 1,
mn1/2 + mn2 − 1 if n12.
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Proof. We remark that Pm−1m =Km. Let k=m−1, i.e.,m=k+1. By Proposition 6, we getB(Km(SP)K1,1)=2m−1.

































+ j : j = 1, 2, . . . , mn2
}




{ |g(um,wn2) − g(u1, v1)| if n1 is even,





































+ mn2 − 1
since n12. On the other hand, we get B()B(Kmn1,mn2)=mn1/2+mn2 − 1, since  ⊇ Kmn1,mn2 and n1n2.
Therefore, we obtain B() = mn1/2 + mn2 − 1 when m = k + 1 and n12. 
Next we show Theorem 4(iii).
Lemma 7. Let k,m, n1, and n2 be positive integers satisfying m2k + 1 and n1n2. Then
B(P km(SP)Kn1,n2)
{
kn1 + n1/2 + (k + 1)n2 − 1 if n2n1/2,
(k + 1)n1 + kn2 if n2n1/2 + 1.
Proof. Let  = P km(SP)Kn1,n2 . By Proposition 2 together with m2k + 1 and n1n2, we have
B() min{B(P km)|V (Kn1,n2)| + B(Kn1,n2), B(Kn1,n2)|V (P km)| + B(P km)}
= min{k(n1 + n2) + n1/2 + n2 − 1, (n1/2 + n2 − 1)m + k}
= k(n1 + n2) + n1/2 + n2 − 1 = kn1 + n1/2 + (k + 1)n2 − 1.
Moreover from Lemma 6, we get
B() min{kn1 + n1/2 + (k + 1)n2 − 1, (k + 1)n1 + kn2}
=
{
kn1 + n1/2 + (k + 1)n2 − 1 if n2n1/2,
(k + 1)n1 + kn2 if n2n1/2 + 1. 
Proposition 8 (Theorem 4(iii)). Let k,m, n1, and n2 be positive integers satisfying m2k + 1 and n1n2. Then
B(P km(SP)Kn1,n2) =
{
kn1 + n1/2 + (k + 1)n2 − 1 if n2n1/2,
(k + 1)n1 + kn2 if n2n1/2 + 1.
Proof. Let  = P km(SP)Kn1,n2 . From Lemma 7 together with the fact B(G)B(H) if H is a subgraph of G, in order
to prove Proposition 8, it sufﬁces to show that either B()kn1 +n1/2+ (k + 1)n2 − 1 or B()(k + 1)n1 + kn2
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when m= 2k + 1. Let m= 2k + 1. By Lemma 2, if h= l, then we have B()kn1 + n1/2 + (k + 1)n2 − 1. Hence
we may assume that h 	= l. Therefore, by Lemma 5, we obtain B()(k + 1)n1 + kn2. Thus, we have completed the
proof of Proposition 8. 
Next we consider B(P km(SP)Kn1,n2) when k + 2m2k.
Lemma 8. Let k,m, n1, and n2 be positive integers with k + 2m2k. Then
min
{
kn1 + (k + 1)n2,
max{mn1/2 + (k + 1)n2 − 1, (k + 1)n1/2 + mn2 − 1}
=
{mn1/2 + (k + 1)n2 − 1 if n2n1/2,
min{kn1 + (k + 1)n2, (k + 1)n1/2 + mn2 − 1} if n2n1/2 + 1.
Proof. From k + 2m2k, we can verify that
max{mn1/2 + (k + 1)n2 − 1, (k + 1)n1/2 + mn2 − 1}
=
{mn1/2 + (k + 1)n2 − 1 if n2n1/2,
(k + 1)n1/2 + mn2 − 1 if n2n1/2 + 1
and
kn1 + (k + 1)n2 > mn1/2 + (k + 1)n2 − 1.
Therefore we obtain this lemma. 




mn1/2 + (k + 1)n2 − 1 if n2n1/2,
min{kn1 + (k + 1)n2, (k + 1)n1/2 + mn2 − 1} if n2n1/2 + 1.
Proof. Let  = P km(SP)Kn1,n2 . By Lemma 6 together with Lemma 8, in order to prove Proposition 9, it sufﬁces to
show that B() max{mn1/2+ (k+ 1)n2 − 1, (k+ 1)n1/2+mn2 − 1}. Consider a proper numbering g of  deﬁned










(m + i − 1)n1
2
+ mn2 + j : j = 1, 2, . . . , n12
}




+ (i − 1)n2 + j : j = 1, 2, . . . , n2
}
(g(ui, wj1)< g(ui, wj2) for 1j1 <j2n2).
Then we have
B()Bg()
= max{|g(uk+1, wn2) − g(u1, v1)|, |g(um,wn2) − g(um−k, v1)|}
= max{mn1/2 + (k + 1)n2 − 1, (k + 1)n1/2 + mn2 − 1}. 
Proposition 10. Let k,m, n1, and n2 be positive integers satisfying k + 2m2k and n1n2. Let  = m/2
− (k + 1)/2. If n1 is odd with n13, then
B(P km(SP)Kn1,n2)

{mn1/2 + (k + 1)n2 − 1 if n2n1/2,
min{kn1 + (k + 1)n2, (k + 1)n1/2 + mn2 − 1 + } if n2n1/2 + 1.
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Proof. Arguing as in the proof of Lemma 8, we can show that if n1 is odd and k + 2m2k, then
min
{
kn1 + (k + 1)n2,
max{mn1/2 + (k + 1)n2 − 1, (k + 1)n1/2 + mn2 − 1 + }
=
{mn1/2 + (k + 1)n2 − 1 if n2n1/2,
min{kn1 + (k + 1)n2, (k + 1)n1/2 + mn2 − 1 + } if n2n1/2 + 1.
Therefore, by Lemma 6, it sufﬁces to prove that B() max{mn1/2+ (k+1)n2 −1, (k+1)n1/2+mn2 −1+ },


































+ (i − 1)n2 + j : j = 1, 2, . . . , n2
}
(g(ui, wj1)< g(ui, wj2) for 1j1 <j2n2),




































+ (i − 1)n2 + j : j = 1, 2, . . . , n2
}
(g(ui, wj1)< g(ui, wj2) for 1j1 <j2n2).
Then we get
B()Bg()
= max{|g(uk+1, wn2) − g(u1, v1)|, |g(um,wn2) − g(um−k, v1)|}
= max{mn1/2 + (k + 1)n2 − 1, (k + 1)n1/2 + mn2 − 1 + }. 
Proposition 11. Let k,m, n1, and n2 be positive integers satisfying k + 2m2k and n1n2. Then
B(P km(SP)Kn1,n2)

{mn1/2 + (k + 1)n2 − 1 if n2n1/2,
min{kn1 + (k + 1)n2, (k + 1)n1/2 + mn2 − 1} if n2n1/2 + 1.
Proof. Let  = P km(SP)Kn1,n2 . From Lemma 8, it sufﬁces to show that either (B()kn1 + (k + 1)n2) or (B()mn1/2 + (k + 1)n2 − 1 and B() (k + 1)n1/2 + mn2 − 1).
By Lemma 5, if h 	= l, then we have B()(k + 1)n1 + kn2kn1 + (k + 1)n2, since n1n2. Therefore, we
may assume that h = l. From Lemma 2, we obtain B()mn1/2 + (k + 1)n2 − 1. Moreover, we show that either
B()kn1 + (k + 1)n2 or B() (k + 1)n1/2 + mn2 − 1.
By Lemmas 3 and 4, we may assume that N(S−1), N(T+1) ⊇
⋃m
i=1 Xi,̂h. We deﬁne Yi,j for i = 1, 2, 3 and
j = 1, 2 in the same way as in Lemma 3. Let pi = |S−1 ∩ Yi,h| and qj = |T+1 ∩ Yj,h| for 1 i, j3. Note that
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p1 + q1 |Y1,h| = (m − k − 1)nh, p2 + q2 |Y2,h| = (2(k + 1) − m)nh, and p3 + q3 |Y3,h| = (m − k − 1)nh. By
symmetry, there are two essentially distinct conﬁgurations of x and x on
⋃m
i=1 Xi,̂h: (Case 1) x, x ∈ Y1,̂h ∪ Y2,̂h
and (Case 2) x ∈ Y1,̂h and x ∈ Y3,̂h. We divide our proof into the above two cases.
Case 1: x, x ∈ Y1,̂h ∪ Y2,̂h. In this case, we have
B() |N(S)|






((m − k − 1)nh − p1) + ((2(k + 1) − m)nh − p2) + (mnĥ − 1)
= (k + 1)nh + mnĥ − 1 − p1 − p2
and
B() |N(T)|






((m − k − 1)nh − q1) + ((2(k + 1) − m)nh − q2) + (mnĥ − 1)
= (k + 1)nh + mnĥ − 1 − q1 − q2.
Hence, we obtain
2B()2(k + 1)nh + 2mnĥ − 2 − (p1 + q1) − (p2 + q2)
2(k + 1)nh + 2mnĥ − 2 − (m − k − 1)nh − (2(k + 1) − m)nh
= (k + 1)nh + 2mnĥ − 2
(k + 1)n1 + 2mn2 − 2,
and it follows that
B() (k + 1)n1/2 + mn2 − 1.
Case 2: x ∈ Y1,̂h and x ∈ Y3,̂h. Let p′1 = |S−1 ∩ X1,h|, p′′1 = |S−1 ∩ (Y1,h − X1,h)|, p′3 = |S−1 ∩ Xm,h|, and
p′′3 = |S−1 ∩ (Y3,h −Xm,h)|. Moreover, let q ′1 = |T+1 ∩X1,h|, q ′′1 = |T+1 ∩ (Y1,h −X1,h)|, q ′3 = |T+1 ∩Xm,h|, and
q ′′3 = |T+1 ∩ (Y3,h −Xm,h)|. We remark that p′i + p′′i = pi , q ′i + q ′′i = qi , p′i + q ′inh, and p′′i + q ′′i (m− k − 2)nh
for i = 1, 3. Then we obtain
B() |N(S)|
= |N(S) ∩ Y1,h| + |N(S) ∩ Y2,h| + |N(S) ∩ (Y3,h − Xm,h)|














+ (mnĥ − 1)
= (k + 1)nh + mnĥ − 1 − p′1 − p2 − p3 +
⌈
p2
2(k + 1) − m
⌉
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and
B() |N(T)|













+ ((2(k + 1) − m)nh − q2) + p3 + (mnĥ − 1)
= (2(k + 1) − m)nh + mnĥ − 1 − q ′1 − q2 + p3 +
⌈
q2













2(k + 1) − m
⌉
(3(k + 1) − m)nh + 2mnĥ − 2 − (p′1 + q ′1) − (p2 + q2) +
p2 + q2
2(k + 1) − m
= (3(k + 1) − m)nh + 2mnĥ − 2 − (p′1 + q ′1) −
(2(k + 1) − m − 1)(p2 + q2)
2(k + 1) − m
(3(k + 1) − m)nh + 2mnĥ − 2 − nh − (2(k + 1) − m − 1)nh
= (k + 1)nh + 2mnĥ − 2
(k + 1)n1 + 2mn2 − 2,
and hence
B()(k + 1)n1/2 + mn2 − 1. 
From Propositions 6–11, we obtain Theorem 4 in Section 1.
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