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Abstract. Costs and rewards are important ingredients for cyberphys-
ical systems, modelling critical aspects like energy consumption, task
completion, repair costs, and memory usage. This paper introduces
Markov reward automata, an extension of Markov automata that allows
the modelling of systems incorporating rewards (or costs) in addition to
nondeterminism, discrete probabilistic choice and continuous stochastic
timing. Rewards come in two flavours: action rewards, acquired instanta-
neously when taking a transition; and state rewards, acquired while resid-
ing in a state. We present algorithms to optimise three reward functions:
the expected accumulative reward until a goal is reached; the expected
accumulative reward until a certain time bound; and the long-run average
reward. We have implemented these algorithms in the SCOOP/IMCA
tool chain and show their feasibility via several case studies.
1 Introduction
The design of computer systems involves many trade offs: Is it cost-effective
to use multiple processors to increase availability and performance? Should we
carry out preventive maintenance to save future repair costs? Can we reduce the
clock speed to save energy, while still meeting the required performance bounds?
How can we best schedule a task set so that the operational costs are minimised?
Such optimisation questions typically involve the following ingredients:
(1) rewards, or costs, to measure the quality of the solution;
(2) (stochastic) timing to model speed or delay;
(3) discrete probability to model random phenomena like failures; and
(4) nondeterminism to model the choices in the optimization process.
This paper introduces Markov reward automata (MRAs), a novel model that
combines the ingredients mentioned above. It is obtained by adding rewards
to the formalism of Markov automata (MAs) [12]. We support two types of
rewards: Action rewards are obtained directly when taking a transition; and
state rewards model the reward per time unit while residing in a state. Such
reward extensions have shown valuable in the past for less expressive models,
for instance leading to the tool MRMC [20] for model checking reward-based
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properties over CTMCs [17] and DTMCs [1] with rewards. With our MRA model
we provide a natural combination of the EMPA [3] and PEPA [7] formalisms.
By generalising MAs, MRAs provide a well-defined semantics for generalised
stochastic Petri nets (GSPNs) [10], dynamic fault trees [4] and the domain-
specific language AADL [5]. Recent work also demonstrated that MAs (and hence
MRAs as well) are suitable for modelling and analysing distributed algorithms
such as a leader election protocol, performance models such as a polling system
and hardware models such as a processor grid [27].
Notions of strong, weak and branching bisimulation have been defined to
equate behaviourally equivalent MAs [12,24,9,27], and the process algebra MAPA
was introduced for easily specifying large MAs in a concise manner [28]. Several
types of reduction techniques [30,29] have been defined for the MAPA language
and implemented in the tool SCOOP, optimising specifications to decrease the
state space of the corresponding MA while staying bisimilar [26,15]. This way,
MAs can be generated efficiently in a direct way (as opposed to first generating
a large model and then reducing), thus partly circumventing the omnipresent
state space explosion. The tool IMCA [14,15] was developed to analyse the con-
crete MAs that are generated by SCOOP. It includes algorithms for computing
time-bounded reachability probabilities, expected times and long-run averages
for sets of goal states within an MA.
While the framework in place already works well for computing probabilities
and expected durations, it did not yet support rewards or costs. Therefore, we
extend the MAPA language from MAs to the realm of MRAs and extend most of
SCOOP’s reduction techniques to efficiently generate them. Further, we present
algorithms for three optimisation problems over MRAs. That is, we resolve the
nondeterministic choices in the MRA such that one of three optimisation criteria
is minimised (or maximised):
(1) the expected accumulated reward to reach a set of goal states,
(2) the expected accumulated reward until a given time bound, and
(3) the long-run average reward.
The current paper is a first step towards a fully quantitative system de-
sign formalism. As such, we focus on positive rewards. Negative rewards, more
complex optimisation criteria, as well as the handling of several rewards as multi-
optimisation problem are important topics for future research. For a more de-
tailed version of this paper with extended proofs we refer to [16].
2 Markov reward automata
MAs were introduced as the union of Interactive Markov Chains (IMCs) [19]
and Probabilistic Automata (PAs) [23]. Hence, they feature nondeterminism, as
well as Markovian rates and discrete probabilistic choice. We extend this model
with reward functions for both the states and the transitions.
Definition 1 (Background). A probability distribution over a countable set S
is a function µ : S → [0, 1] such that ∑s∈S µ(s) = 1. For S′ ⊆ S, let µ(S′) =
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s∈S′ µ(s). We define spt(µ) = {s ∈ S | µ(s) > 0} to be the support of µ,
and write 1s for the Dirac distribution for s, determined by 1s(s) = 1. We use
Distr(S) to denote the set of all probability distributions over S.
Given an equivalence relation R ⊆ S × S, we write [s]R for the equivalence
class of s induced by R, i.e., [s]R = {s′ ∈ S | (s, s′) ∈ R}. Given two probability
distributions µ, µ′ ∈ Distr(S) and an equivalence relation R, we write µ ≡R µ′
to denote that µ([s]R) = µ
′([s]R) for every s ∈ S.
2.1 Markov reward automata
Before defining MRAs, we recall the definition of MAs. It assumes a countable
universe of actions Act, with τ ∈ Act the invisible internal action.
Definition 2 (Markov Automata). A Markov automaton (MA) is a tuple
A = 〈S, s0, A, ↪−→, 〉, where
– S is a countable set of states, of which s0 ∈ S is the initial state;
– A ⊆ Act is a countable set of actions;
– ↪−→ ⊆ S ×A× Distr(S) is the probabilistic transition relation;
–  ⊆ S × R>0 × S is the Markovian transition relation;
If (s, a, µ) ∈ ↪−→, we write s a↪−→ µ and say that the action a can be executed from
state s, after which the probability to go to each s′ ∈ S is µ(s′). If (s, λ, s′) ∈ ,
we write s λ s′ and say that s moves to s′ with rate λ.
A state s ∈ S that has at least one transition s a↪−→ µ is called probabilistic.
A state that has at least one transition s λ s′ is called Markovian. Note that a
state could be both probabilistic and Markovian.
The rate between two states s, s′ ∈ S is E(s, s′) = ∑(s,λ,s′)∈ λ, and the
outgoing rate of s is E(s) =
∑
s′∈S E(s, s
′). We require E(s) <∞ for every state
s ∈ S. If E(s) > 0, the branching probability distribution after this delay is
denoted by Ps and defined by Ps(s′) = E(s,s
′)
E(s) for every s
′ ∈ S. By definition of
the exponential distribution, the probability of leaving a state s within t time
units is given by 1−e−E(s)·t (given E(s) > 0), after which the next state is chosen
according to Ps. Further, we denote with A(s) the set of all enabled actions in
state s.
MAs adhere to the maximal progress assumption, prescribing τ -transitions to
never be delayed. Hence, a state that has at least one outgoing τ -transition can
never take a Markovian transition. This fact is captured below in the definition
of extended transitions, which is used to provide a uniform manner for dealing
with both probabilistic and Markovian transitions.
Definition 3 (Extended action set). Let A = 〈S, s0, A, ↪−→, 〉 be an MA,
then the extended action set of M is given by Aχ = A ∪ {χ(r) | r ∈ R>0}. For
α = χ(λ), we define E(α) = λ. If α ∈ A, we set E(α) = 0. Given a state s ∈ S
and an action α ∈ Aχ, we write s −α→ µ if either
– α ∈ A and s α↪−→ µ, or
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– α = χ(E(s)), E(s) > 0, µ = Ps and there is no µ′ such that s
τ
↪−→ µ′.
A transition s −α→ µ is called an extended transition. We use s −α→ t to denote
s −α→ 1t, and write s → t if there is at least one action α such that s −α→ t. We
write s −α,µ−→ s′ if there is an extended transition s −α→ µ such that µ(s′) > 0.
Note that each state has an extended transition per probabilistic transition,
while it has only one for all its Markovian transitions together (if there are any).
We now formally introduce the MRA. For simplicity of the reward functions,
we chose to define the MRA in terms of extended actions. Hence, instead of two
separate probabilistic and Markovian transition relations, there is only one tran-
sition relation. This also simplifies the notion of bisimulation introduced later.
Definition 4 (Markov Reward Automata1). A Markov Reward Automaton
(MRA) is a tuple M = 〈A, ρ, r〉, where
– A is a Markov automaton;
– ρ : S → R≥0 is the state-reward function;
– r : S ×Aχ × Distr(S)→ R≥0 is the transition-reward function.
The function ρ associates a real number to each state. This number may be
zero, indicating the absence of a reward. The state-based rewards are gained
while being in a state, and are proportional to the duration of this stay. The
function r associates a real number to a transition. This number may be zero,
indicating the absence of a reward. The transition-based rewards are gained
when taking the transition.
2.2 Paths, policies and rewards
2 As for traditional labelled transition systems (LTSs), the behaviour of MAs
and MRAs can also be expressed by means of paths. A path in M is a finite
sequence pifin = s0 −a0,µ0,t0−−−−→ s1 −a1,µ1,t1−−−−→ . . . −an−1,µn−1,tn−1−−−−−−−−−→ sn from some state
s0 to a state sn (n ≥ 0), or an infinite sequence piinf = s0 −a0,µ0,t0−−−−→ s1 −a1,µ1,t1−−−−→
s2 −a2,µ2,t2−−−−→ . . . , with si ∈ S for all 0 ≤ i ≤ n and all 0 ≤ i, respectively. For
ai ∈ Aχ, si −ai,µi,ti−−−−→ si+1 denotes that after residing ti time units in si, the
MRA has moved via action ai and probability distribution µi to si+1. We use
prefix(pi, t) to denote the prefix of path pi up to and including time t, formally
prefix(pi, t) = s0 −a0,µ0,t0−−−−→ . . . −ai,µi,ti−−−−→ si such that t0 + · · ·+ ti−1 ≤ t and t0 + · · ·+
ti+ti > t. step(pi, i) denotes the transition si−1 −ai→ µi. When pi is finite we define
|pi| = n and last(pi) = sn. Further, we denote with pij the path pi until step j and
with pi[j] = sj the state on path pi on position j. Let paths
∗ and paths denote
1 Note that we introduce a separate transition-reward function instead of encoding
the reward in the transition relation as in the ATVA paper.
2 Note that we removed the reward from the path expression and decremented the
indices.
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the set of finite and infinite paths, respectively. We define the total reward of a
path pi by
reward(pi) =
|pi|−1∑
i=0
ρ(pi[i]) · ti + r(pi[i], ai, µi) (1)
Rewards can be used to model many quantitative systems aspects, like energy
consumption, memory usage, deployment or maintenance costs, etc. Then the
total reward of a path (e.g, total amount of energy consumed) is obtained then
by adding all rewards along the path, that is, all state rewards times the sojourn
time of the state plus the reward of advancing to the next state.
Policies. Policies resolve the nondeterministic choices in an MRA, i.e. make a
choice over the outgoing probabilistic transitions in a state. Given a policy, the
behavior of an MRA is fully probabilistic. Formally, a policy, ranged over D, is
a measurable function such that D : path∗ → Distr( −→) with D(pi)(s, a, r, µ) >
0 implies last(pi) = s and a ∈ A. The information on which basis a policy
resolves the choices yields different classes. Let GM denote the class of general
measurable policies. A stationary deterministic policy is a mapping D : S → A;
such policies always take the same action in a state s. A time-dependent policy
may decide on the basis of the states visited so far and their timings. For more
details about different classes of policies and their relations we refer to [22].
Given a policy D and an initial state s, a measurable set of paths is equipped
with the probability measure Prs,D.
2.3 Strong bisimulation
We define a notion of strong bisimulation for MRAs. As for LTSs, PAs, IMCs
and MAs, it equates systems the are equivalent in the sense that every step of
one system can be mimicked by the other, and vice versa.
Definition 5 (Strong bisimulation). Given an MRAM = 〈A, ρ, r〉, an equiv-
alence relation R ⊆ S × S is a strong bisimulation for M if for every (s, t) ∈ R
and all α ∈ Aχ, µ ∈ Distr(S), r ∈ R≥0, it holds that ρ(s) = ρ(t) and
s −α→ µ =⇒ ∃µ′ ∈ Distr(S) . t −α→ µ′ ∧ µ ≡R µ′ ∧ r(s, a, µ) = r(t, a, µ′)
Two states s, t ∈ S are strongly bisimilar (denoted by s ≈ t) if there exists a
strong bisimulation R forM such that (s, t) ∈ R. Two MRAsM,M′ are strongly
bisimilar (denoted by M ≈ M′) if their initial states are strongly bisimilar in
their disjoint union.
Clearly, when setting all state-based and action-based rewards to 0, MRAs coin-
cide with MAs. Additionally, our definition of strong bisimulation then reduces
to the definition of strong bisimulation for MAs. Since it was already shown
in [11] that strong bisimulation for MAs coincides with the corresponding no-
tions for all subclasses of MAs, this also holds for our definition. Hence, it safely
generalises the existing notions of strong bisimulation.
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2.4 Parallel composition
We can easily generalise the definition of parallel composition from MAs to
MRAs, using the notations from [27] and synchronising on mutual actions as
in [12]. In addition to the original construction, we now also add up the state-
based rewards for each pair (s, t) and add up the action-based rewards in syn-
chronised transitions.
Remark 1. For simplification of the parallel composition and the MAPA specifi-
cation we assume, without loss of generality3, that only probabilistic transitions
are assigned rewards. This can easily be achieved by transforming each transi-
tion s −χ(λ)−−→ µ with r = r(s, χ(λ), µ) > 0 to a pair of transitions s −χ(λ)−−→ 1t and
t −τ→ µ with r(s, χ(λ),1t) = 0 and r(t, τ, µ) = r.
Remark 1 is vital for the current definition of parallel composition. Without
it, we need extra cases dealing with the parallel composition of two self-loops
having identical rates and rewards, additionally complicating the conditions for
the existing rules to be applicable. Now, we can handle self-loops as before, not
worrying about their rewards as these are always 0 anyway.
Definition 6 (Parallel composition). Given MRAs M1 = 〈A1, ρ1, r1〉 and
M2 = 〈A2, ρ2, r2〉, their parallel composition is the systemM1 ||M2 = 〈A, ρ, r〉,
where A = A1 || A2 with
– S = S1 × S2;
– A = A1 ∪ A2;
– s0 = (s01, s
0
2);
and ↪−→ and  the smallest relation fulfilling the inference rules in Table 1 (i.e.,
if all conditions above the line of a rule hold, then so should the condition below
it), and the state reward function
– ρ(s1, s2) = ρ1(s1) + ρ2(s2);
and the transition-reward function
– r(s, a, µ) =

r(s1, a, µ1) if s = (s1, s2) ∧ a ∈ A1 \A2
r(s2, a, µ2) if s = (s1, s2) ∧ a ∈ A2 \A1
r(s1, a, µ1) + r(s2, a, µ2) if s = (s1, s2) ∧ a ∈ A1 ∩A2.
3 We note that this transformation does not preserve the notion of strong bisimulation
that we define in Section 2.3. However, it does not influence any imaginable property
over the model that does not take into account path length.
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s1
a
↪−→ µ1
(s1, s2)
a
↪−→ µ1 × 1s2
a ∈ A1 \A2
s2
a
↪−→ µ2
(s1, s2)
a
↪−→ 1s1 × µ2
a ∈ A2 \A1
s1
a
↪−→ µ1 s2 a↪−→ µ2
(s1, s2)
a
↪−→ µ1 × µ2 a ∈ A1 ∩ A2
s1 λ s′1 s1 6= s′1
(s1, s2) λ (s′1, s2)
s2 λ s′2 s2 6= s′2
(s1, s2) λ (s1, s′2)
λ(s1, s2) > 0
(s1, s2) λ(s1, s2) (s1, s2)
Table 1. Inference rules for the transitions of a parallel composition, where
λ(s1, s2) = E(s1, s1) + E(s2, s2).
3 Quantitative analysis
This section shows how to perform quantitative analyses on MRAs. We will fo-
cus on three common reward measures: (1) The expected accumulated reward
until reaching a set of goal states, (2) the accumulated reward until a given
time-bound, and (3) the long-run average reward. Typical examples where these
algorithms can be used are respectively: to minimise the average energy con-
sumption needed to download and install a medium-size software update; to
minimise the average maintenance cost of a railroad line over the first year of
deployment; and to maximise the yearly revenues of a data center over a long
time horizon. In the following we lift the algorithms from [15] to the realm of
rewards. We focus on maximising the properties. The minimisation problem can
be solved similarly — namely, by replacing max by min and sup by inf below.
3.1 Notation and preprocessing
Throughout this section, we consider a fixed MRA M with state space S and
a set of goal states G ⊆ S. To facilitate the algorithms, we first perform three
preprocessing steps.
(1) We consider only closed MRAs, which are not subject to further interaction.
Therefore, we hide all actions (renaming them to τ), focussing on the reward
induced by the action.
(2) Due to the maximal progress assumption, a Markovian transition will never
be executed from a state with outgoing τ -transitions. Hence, we remove
such Markovian transitions. Thus, the outgoing transitions of a state are
either all Markovian transitions or all probabilistic. We call these states
Markovian and probabilistic respectively, and use MS and PS to denote the
sets of Markovian and probabilistic states.
(3) To distinguish the different τ -transitions emerging from a state s ∈ PS,
we assume w.l.o.g. that these are numbered from 1 to ns, where ns is the
number of outgoing transitions. We write µτs for the distribution induced by
taking τ in state s and we write rτs for the reward, instead of r(s, τ, µ
τ
s ). For
Markovian transitions we write Ps and rs, respectively.
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3.2 Goal-bounded expected cumulative reward
We are interested in the minimal and maximal expected accumulated reward
until reaching a set of goal states G ⊆ S. That is, we accumulate the state and
transition rewards until a state in G is reached; if no state in G is reached, we
keep on accumulating rewards.
The random variable VG : paths→ R∞≥0 yields the accumulated reward before
first visiting some state in G. For an infinite path pi, we define
VG(pi) =
{
reward(pij) if pi[j] ∈ G ∧ ∀i < j. pi[i] 6∈ G
reward(pi) if ∀i. pi[i] 6∈ G
The maximal expected reward to reach G from s ∈ S is then defined as
eRmax(s,♦G) = sup
D∈GM
Es,D(VG) = sup
D∈GM
∫
paths
VG(pi) Pr
s,D
(dpi) (2)
where D is an arbitrary policy on M.
To compute eRmax we turn it into a classical Bellman equation: For all goal
states, no more reward is accumulated, so their expected reward is zero. For
Markovian states s 6∈ G, the state reward of s is weighted with the expected
sojourn time in s plus the expected reward accumulated via its successor states
plus the transition costs to them. For a probabilistic state s 6∈ G, we select the
action that maximises the expected accumulated reward. Note that, since the
accumulated reward is only relevant until reaching a state in G, we may turn all
states in G into absorbing Markovian states.
Theorem 1 (Bellman equation) The function eRmax : S → R∞≥0 is a fixed
point of the Bellman equation
v(s) =

ρ(s)
E(s) +
∑
s′∈S
Ps(s′) · (v(s′) + rs) if s ∈ MS \G
max
α∈A(s)
∑
s′∈S
µαs (s
′) · (v(s′) + rαs ) if s ∈ PS \G
0 if s ∈ G.
A direct consequence of Theorem 1 is that the supremum in (2) is attained by
a stationary deterministic policy. Moreover, this result enables us to use standard
solution techniques such as value iteration and linear programming to compute
eRmax(s,♦G). Note that by assigning ρ(s) = 1 to all s ∈ MS and set all other
rewards to 0, we compute the expected time to reach a set of goal states.
3.3 Time-bounded expected cumulative reward
A time-bounded reward is the reward gained until a time bound t is reached and
is denoted by the random variable reward(·, t). For an infinite path pi, we first
find the prefix of pi up to t and then compute the reward using (1), i. e.
reward(pi, t) = reward (prefix(pi, t)) (3)
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The maximum time-bounded reward then is the maximum expected reward
gained within some interval I = [0, b], starting from some initial state s:
Rmax(s, b) = sup
D∈GM
∫
paths
reward(pi, b) Pr
s,D
(dpi) (4)
Similarly to time-bounded reachability there is a fixed point characterisation
(FPC) for computing the optimal reward within some interval of time. Here we
focus on the maximum case; the minimum can be extracted similarly.
Lemma 1 (Fixed Point Characterisation). Given a Markov reward au-
tomaton M and a time bound b ≥ 0. The maximum expected cumulative re-
ward from state s ∈ S until time bound b is the least fixed point of higher order
operator Ω : (S × R≥0 7→ R≥0) 7→ (S × R≥0 7→ R≥0), such that
Ω(F )(s, b) =

rs +
ρ(s)
E(s) (1− e−E(s)b)+∫ b
0
E(s)e−E(s)t
∑
s′∈S Ps(s′)F (s′, b− t) dt s ∈ MS ∧ b 6= 0
maxα∈A(s)
(
rαs +
∑
s′∈S µ
α
s (s
′)F (s′, b)
)
s ∈ PS
0 otherwise.
This FPC is a generalisation of that for time-bounded reachabiliy [15, Lemma
1], taking both action and state rewards into account. The proof goes along the
same lines as that of [21, Theorem 6.1].
Discretisation. Similarly to time-bounded reachability the FPC is not algorith-
mically tractable and needs to be discretised. We first investigate the relation
between Rmax(s, b) and Rmax(s, b − δ), where 0 < δ ≤ b is a time step and
s ∈ MS. It can be shown that Rmax(s, b) = A(s, b) + e−E(s)δRmax(s, b − δ),
where A(s, b) is the reward gained within δ time units via the paths that have
at least one Markovian jump on that period:
A(s, b) = rs +
ρ(s)
E(s)
(1− e−E(s)δ) +
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s′)Rmax(s′, b− t) dt
Exact computation of A(s, b) is in general intractable. However, if the discretiza-
tion constant δ is very small, then, with high probability, at most one jump
happens in each discretisation step. In this way, we can approximately com-
pute A(s, b) and Rmax(s, b) afterwards. In other words, provided that δ is small
enough, the reward gained by the set of paths carrying two or more Markovian
jumps is negligible and can be omitted from the computation. To compute the
discretised cumulative reward, we split the time horizon into equidistant time
steps, each of length δ. such that b = kδ for some k ∈ N. Then we discretise
both A(s, b) and Rmax(s, b) into A˜δ(s, k) and R˜maxδ (s, k) respectively, using the
following recursive equation:
R˜maxδ (s, k) = A˜δ(s, k) + e−E(s)δR˜maxδ (s, k − 1), s ∈ MS (5)
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where A˜δ(s, b) is the reward gained within δ time units given that there is at
most one Markovian jump on that period:
A˜δ(s, k) = rs +
ρ(s)
E(s)
(1− e−E(s)δ) +
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s′)R˜maxδ (s′, k − 1) dt
= rs +
(ρt(s)
E(s)
+
∑
s′∈S
Ps(s′)R˜maxδ (s′, k − 1)
)(
1− e−E(s)δ
)
Eq. (5) helps us to establishes a discretised version of the FPC described in
Lemma 1, which is in turn tractable. The discretised FPC then aims to compute
R˜maxδ , which is the accumulated reward under the condition that at most one
Markovian jump occurs each time step. We define R˜maxδ as the least fixed point
as follows:
Definition 7 (Discretised Maximum Time-Bounded Reward). LetM be
an MRA, b ≥ 0 a time bound and δ > 0 a discretisation step such that b = kδ for
some k ∈ N. The discretised maximum time-bounded cumulative reward, R˜maxδ ,
is defined as the least fixed point of higher order operator Ωδ : (S×N 7→ R≥0) 7→
(S × N 7→ R≥0), such that
Ωδ(F )(s, k) =

( ρt(s)
E(s)
+
∑
s′∈S Ps(s
′)F (s′, k − 1))(1− e−E(s)δ)
+rs + e
−E(s)δF (s, k − 1) s ∈ MS ∧ k 6= 0
maxα∈A(s)
(
rαs +
∑
s′∈S µ
α
s (s
′)F (s′, k)
)
s ∈ PS
0 otherwise.
Note that the smaller δ is, the better the quality of discretisation is. It is possi-
ble to quantify the quality of the discretisation. To this end we need first to define
some parameters of MRA. For a given MRAM, assume that λ is the maximum
exit rate of any Markovian state, i. e. λ = maxs∈MSE(s), and ρmax is maximum
state reward of any Markovian states, i. e. ρmax = maxs∈MS ρ(s). Moreover we
define rmax as the maximum action reward that can be gained between two con-
secutive Markovian jumps. The value can be computed via Theorem 1, where we
set Markovian states as the goal states. Given that eRmax(s,♦MS) has already
been computed, we define r(s) = rs +
∑
s′∈S eR
max(s′,♦MS) for s ∈ MS, and
r(s) = eRmax(s,♦MS) otherwise. Finally we have rmax = maxs∈S r(s). Note that
in practice we use a value iteration algorithm to compute rmax. With all of the
parameters known, the follwing theorem quantifies the quality of the abstraction.
Theorem 2 LetM be an MRA, b ≥ 0 be a time bound, δ > 0 be a discretisation
step such that b = kδ for some k ∈ N. Then for all s ∈ S:
R˜maxδ (s, k) ≤ Rmax(s, b) ≤ R˜maxδ (s, k) +
bλ
2
(ρmax + rmaxλ)(1 +
bλ
2
)δ
3.4 Long-run average reward
Next, we are interested in the average accumulated reward induced by a set of
goal states G ⊆ S in the long-run. Hence, all state and action rewards for states
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s ∈ S \G are set to 0. We define the random variable LM : paths→ R≥0 as the
long-run reward over paths in MRA M. For an infinite path pi let
LM(pi) = lim
t→∞
1
t
· reward(pi, t).
Then, the maximal long-run average reward on M starting in state s ∈ S is:
LRRmaxM (s) = sup
D∈GM
Es,D(LM) = sup
D∈GM
∫
paths
LM(pi) Pr
s,D
(dpi). (6)
The computation of the expected long-run reward can be split into three steps:
1. Determine all maximal end components of MRA M;
2. Determine LRRmaxMi for each maximal end component Mi;
3. Reduce the computation of LRRmaxM (s) to an SSP problem.
A sub-MRA M is a pair (S′,K) where S′ ∈ S and K is a function that assigns
to each state s ∈ S′ a non-empty set of actions, such that for all α ∈ K(s),
s −α→ µ with µ(s′) > 0 implies s′ ∈ S′. An end component is a sub-MRA whose
underlying graph is strongly connected; it is maximal (a MEC ) w.r.t. K if it is
not contained in any other end component (S′′,K). In this section we focus on
the second step. The first step can be performed by a graph-based algorithm [6,8]
and the third step is as in [15].
A MEC can be seen as a unichain MRA: an MRA that yields a strongly
connected graph structure under any stationary deterministic policy.
Theorem 3 For a unichain MRA M the function LRRmaxM (s) equals the com-
putation of
LRRmaxM = sup
D∈GM
∑
s∈S
(
ρ(s) · LRAD(s) + rD(s)s · νD(s)
)
where ν is the frequency of a transition, defined by
νD(s) =
LRA
D(s) · E(s) if s ∈MS∑
s′∈S
νD(s′) · µD(s′)s′ (s) if s ∈ PS
and LRAD(s) is the long-run average time spent in state s under policy D.
Thus, the frequency of an outgoing transition for a Markovian state equals the
long-run average time spent in s times the exit rate, and for a probabilistic state
by the accumulation of the frequencies of the incoming transitions. Hence, the
long-run reward gathered by a state s is defined by the state reward weighted
with the average time spent in s and the action reward weighted by the fre-
quency of the transition. Since in an unichain MRAM, for any two states s, s′,
LRRmaxM (s) and LRR
max
M (s
′) coincides, we omit the starting state and just write
LRRmaxM . Note that probabilistic states are left immediately, so LRA
D(s) = 0 if
s ∈ PS. Further, by assigning ρ(s) = 1 to all s ∈ MS ∩ G and setting all other
rewards to 0, we compute the long-run average time spent in a set of goal states.
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Theorem 4 The long-run average reward of a unichain MRA coincides with
the limit of the cumulative reward, such that LRRD(s) = lim
t→∞
1
tRD(s, t).
For the equation from Theorem 3 it would be too expensive to compute for
all possible policies and for each state the long-run average time as well as the
frequency of the transitions and weigh those with the associated rewards. In-
stead, we compute LRRmaxM by solving a system of linear inequations following
the concepts of [8]. Given a unichain MRAM, let k denote the optimal average
reward accumulated in the long-run and executing the optimal policy. Then, for
all s ∈ S there is a function h(s) that describes a differential cost per visit to
state s, such that a system of inequations can be constructed as follows:
Minimise k subject to:
h(si) =
ρ(si)
E(si)
− k
E(si)
+
∑
sj∈S
Psi(sj) · h(sj) if si ∈MS
h(si) ≥ rαsi +
∑
sj∈S
µαsi(sj) · h(sj) if si ∈ PS ∧ ∀α ∈ A(si)
(7)
where the state and action reward of Markovian states are combined as ρ(si) =
ρ(si) + (rsi · E(si)). Standard linear programming algorithms, e.g., the simplex
method [31], can be applied to solve the above system of linear equations.
To obtain the long-run average reward in an arbitrary MRA, we have to
weigh the obtained long-run rewards in each maximal end component with the
probability to reach those from s. This is equivalent to the third step in the
long-run average computation of [15].
4 MAPA with rewards
The Markov Automata Process Algebra (MAPA) language allows MAs to be
generated in an efficient and effective manner [27]. It is based on µCRL [13], al-
lowing the standard process-algebraic constructs such as nondeterministic choice
and action prefix to be used in a data-rich context: processes are equipped with a
set of variables over user-definable data types, and actions can be parameterised
based on the values of these variables. Additionally, conditions can be used to
restrict behaviour, and nondeterministic choices over data types are possible.
MAPA adds two operators to µCRL: a probabilistic choice over data types and
a Markovian delay (both possibly depending on data parameters).
We extended MAPA by accompanying it with rewards. Due to the action-
based approach of process algebra, there is a clear separation between the action-
based and state-based rewards. Action-based rewards are just added as decora-
tions to the actions in the process-algebraic specification: we use a[r]
∑• x:D f : p
to denote an action a having reward r, continuing as process p (where the vari-
able x gets a value from its domain D based on a probabilistic expression f).
We refer to [27] for a detailed exposition of the syntax and semantics of MAPA;
this is trivially generalised to incorporate the action-based rewards.
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State-based rewards are dealt with separately. They can be assigned to con-
ditions; each state that fulfills a reward’s condition is then assigned that reward.
If a state satisfies multiple conditions, the rewards are accumulated.
MAPA specifications are built from process terms, that are given by the
following grammar.
Definition 8 (Process terms). A process term in MAPA is any term that
can be generated by the following grammar:
p ::= Y (t) | c⇒ p | p+ p |
∑
x:D
p | a(t)[r]
∑•
x:D
f : p | (λ) · p
Here, Y ∈ Proc is a process name, t a vector of data expressions, c a boolean
expression, x a vector of variables ranging over a countable type D, a ∈ Act
a (parameterised) atomic action, f a real-valued expression yielding values in
[0, 1], λ an expression yielding positive real numbers (rates) and r an expression
yielding real numbers (rewards).
Specifications are built from process terms in the following way.
Definition 9 (Specifications). A MAPA specification is given by a tuple M =
({Xi(xi : Di) = pi}, Xj(t)) consisting of a finite set of uniquely-named pro-
cesses Xi, each defined by a process equation Xi(xi : Di) = pi, and an initial
process Xj(t) with t a vector of closed data expressions. Here, xi is a vector of
process variables4 with type Di, and pi (the right-hand side) is a process term
specifying the behaviour of Xi.
In a process term, Y (t) denotes process instantiation, where t instantiates
Y ’s process variables. The term c⇒ p behaves as p if the condition c holds, and
cannot do anything otherwise. The + operator denotes nondeterministic choice,
and
∑
x:D p a (possibly infinite) nondeterministic choice over data type D. The
term a(t)[r]
∑•
x:D f : p performs the action a(t) while obtaining reward r, and
then has a probabilistic choice over D. It uses the value f (with x substituted
by d) as the probability of choosing each d ∈ D. Finally, (λ) · p behaves as p
after a delay, determined by a negative exponential distribution with rate λ.
Example 1. The grammar in Definition 8 provides the MAPA language with an
infinite number of process terms. One of these is∑
n:N
n < 3⇒ (2 · n+ 1) · send(n)[2]
∑•
x:{1,2}
x
3
: (Y (n+ x) + Z(n+ x))
For the expression t = x3 we find t[x := 2] =
2
3 , and for the process term
p′ = Y (x)+Z(x) we find p′[x := 2] = Y (2)+Z(2). The semantics of this process
term is as follows: (1) The variable n nondeterministically gets assigned any
natural number; (2) If n < 3, then the process continues with a delay, governed
4 Note that we use the term process variables to denote data variables within a process
(like a class variable is a variable within a class in object-oriented programming).
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by an exponential distribution with rate 2 · n + 1; (3) The process does the
action send, parameterised by the number n that was chosen earlier and obtains
a reward of 2; (4) Probabilistically, x gets assigned a value from the set {1, 2}.
Each value x has probability x3 to be chosen, so 1 has probability
1
3 and 2 has
with probability 23 . Note that, as expected and will be required later on, these
probabilities add up to 1; (5) Nondeterministically, the behaviour continues as
either Y (n + x) or Z(n + x), with the value chosen nondeterministically in the
first step substituted for n and the value chosen probabilistically in the previous
step substituted for x.
Combining all these steps, this yields the MA given in Figure 1, where each
state ti behaves as Y (i) +Z(i). The behaviour of these processes was not speci-
fied yet.
4.1 MaMa extensions
Since realistic systems often consist of a very large number of states, we do not
want to construct their MRA models manually. Rather, we prefer to specify them
as the parallel composition of multiple components. This approach was applied
earlier to generate MAs, using a tool called SCOOP [26,15,27]. It generates MAs
from MAPA specifications, applying several reduction techniques in the process.
The underlying philosophy is to already reduce on the specification, not having
to first generate a large model before being able to minimise.
We extended SCOOP to parse action-based and state-based rewards. Action-
based rewards are stored as part of the transitions, while state-based rewards
are represented internally by self-loops. Additionally, we generalised most of
its reduction techniques to take into account the new rewards. The following
reduction techniques are now also applicable to MRAs:
Dead variable reduction. This technique resets variables if their value is not
needed anymore until they are overwritten. Instead of only checking whether
a variable is used in conditions or actions, we generalised this technique to
also check if it is used in reward expressions.
s0
s2s1 s3
t2t1 t3 t4
3
1 5
1
3
2
3
1
3
2
3
1
3
2
3
send(0) send(1) send(2)
Fig. 1. Semantics of the first process term of Example 1.
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Maximal progress reduction. This technique removes Markovian transitions
from states also having τ -transitions. It can be applied unchanged to MRAs.
Basic reduction techniques. The basic reduction techniques omit variables
that are never changed, omit nondeterministic choices that only have one
option and simplify expressions where possible. These three techniques were
easily generalised by taking the reward expressions into account as well.
Confluence reduction was not yet generalised, as it is based on a much more
complicated notion of bisimulation (that is not yet available for MRAs).
SCOOP takes both the action-based and state-based rewards into account
when generating an input file for the IMCA toolset. This toolset implements
several algorithms for computing reward-based properties, as detailed before.
The connection of the tool-chain is depicted in Figure 2.
5 Case studies
To assess the performance of the algorithms and implementation, we provide
two case studies: A server polling system based on [25], and a fault-tolerant
workstation cluster based on [18]. Rewards were added to both examples. The
experiments were conducted on a 2.2 GHz Intelr CoreTM i7-2670QM processor
with 8 GB RAM, running Linux.
Polling system. Figure 3 shows the MAPA specification of the polling system. It
consists of two stations, each providing a job queue, and one server. When the
server polls a job from a station, there is a 10% chance that it will erroneously
remain in the queue. An impulse reward of 0.1 is given each time a server takes
a job, and a reward of 0.01 per time unit is given for each job in the queue.
Tables 2 and 4 show the results obtained by the MaMa tool-chain when
analysing for different queue sizes Q and different numbers of job types N . The
goal states for the expected reward are those when both queues are full. The
error-bound for the time-bounded reward analysis was set to 0.1.
The tables show that the minimal reward does not depend on the number
of job types, while the maximal reward does. The long-run reward computation
is, for this example, considerably slower than the expected reward, and both
increase faster than linear with the number of states. The time-bounded reward is
more affected by the time bound than the number of states, and the computation
time does not significantly differ between the maximal and minimal queries.
SCOOP IMCA Results
MAPA spec with Rewards + Property
Goal states
MRA
reduce
GEMMA
Property
MAPA-spec
GSPN + Property
Fig. 2. Analysing Markov Reward Automata using the MaMa tool chain.
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constant queueSize = Q,nrOfJobTypes = N
type Stations = {1, 2}, Jobs = {1, . . . ,nrOfJobTypes}
Station(i : Stations, q : Queue, size : {0..queueSize})
= size < queueSize⇒ (2i+ 1) ·∑j:Jobs arrive(j) · Station(i, enqueue(q, j), size+ 1)
+ size > 0 ⇒ deliver(i, head(q))
∑•
k∈{1,9}
k
10 : k = 1⇒ Station(i, q, size)
+ k = 9⇒ Station(i, tail(q), size− 1)
Server =
∑
n:Stations
∑
j:Jobs poll(n, j)[0.1] · (2 ∗ j) · finish(j) · Server
γ(poll, deliver) = copy // actions poll and deliver synchronise and yield action copy
System = τ{copy,arrive,finish}(∂{poll,deliver}(Station(1, empty, 0) ||Station(2, empty, 0) ||Server))
state reward true→ size1 ∗ 0.01 + size2 ∗ 0.01
Fig. 3. MAPA specification of a nondeterministic polling system.
Workstation cluster. The second case study is based on a fault-tolerant work-
station cluster, described as a GSPN in [21]. Using the GEMMA [2] tool, the
GSPN was converted into a MAPA specification.
The workstation cluster consists of two groups of N workstations, each group
connected by one switch. The two groups are connected to each other by a
backbone. Workstations, switches and the backbone experience exponentially
distributed failures, and can be repaired one at a time. If multiple components
are eligible for repair at the same time, the choice is nondeterministic. The overall
cluster is considered operational if at least Q workstations are operational and
connected to each other. Rewards have been added to the system to simulate the
costs of repairs and downtime. Repairing a workstation has cost 0.3, a switch
costs 0.1, and the backbone costs 1 to repair. If fewer than Q workstations are
operational and connected, a cost of 1 per unit time is received.
Tables 3 and 5 show the analysis results for this example. The goal states for
the expected reward are the states where not enough operational workstations
are connected. The error bound for the time-bounded reward analysis was 0.1.
For this example, the long-run rewards are quicker to compute than the expected
rewards. The long-run rewards do not vary much with the scheduler, since mul-
tiple simultaneous failures are rare in this system. This also explains the large
expected rewards when Q is low: many repairs will occur before the cluster fails.
The time-bounded rewards also show almost no dependence on the scheduler.
6 Conclusions and future work
We introduced the Markov Reward Automaton (MRA), an extension of the
Markov Automaton (MA) featuring both state-based and action-based rewards
(or, equivalently, costs). We defined strong bisimulation for MRAs, and validated
it by showing that our notion coincides with the traditional notions of strong
bisimulation for MAs. We generalised the MAPA language to efficiently model
MRAs by process-algabraic specifications, and extended the SCOOP tool to au-
tomatically generate MRAs from these specifications. Furthermore, we presented
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Time-bounded reward
Q N Tlim min T (min) max T (max)
2 3 1 0.626 0.46 0.814 0.46
2 3 2 0.914 1.64 1.389 1.66
2 3 10 1.005 161.73 2.189 166.59
3 3 1 0.681 4.90 0.893 4.75
3 3 2 1.121 16.69 1.754 17.11
3 3 10 1.314 1653 4.425 1687
Table 2. Time-bounded rewards for
the polling system (T in seconds).
Time-bounded reward
N Q Tlim min T (min) max T (max)
4 3 10 0.0126 5.47 0.0126 5.53
4 3 20 0.0267 38.58 0.0267 38.98
4 3 50 0.0701 579.66 0.0701 576.13
4 3 100 0.143 4607 0.143 4540
4 5 10 0.0114 4.17 0.0114 4.23
4 5 20 0.0232 28.54 0.0232 28.75
4 5 50 0.0584 444.39 0.0584 442.63
4 5 100 0.1154 3520.18 0.1154 3521.70
Table 3. Time-bounded rewards for the
workstation cluster (T in seconds).
Long-run reward Expected reward
Q N |S| |G| min T (min) max T (max) min T (min) max T (max)
2 3 1159 405 0.731 0.61 1.048 0.43 0.735 0.28 2.110 0.43
2 4 3488 1536 0.731 3.76 1.119 2.21 0.735 0.93 3.227 2.01
3 3 11122 3645 0.750 95.60 1.107 19.14 1.034 3.14 4.752 8.14
3 4 57632 24576 0.750 5154.6 1.198 705.8 1.034 31.80 8.878 95.87
4 2 5706 1024 0.769 38.03 0.968 5.73 1.330 3.12 4.199 3.12
4 3 102247 32805 Timeout(2h) 1.330 63.24 9.654 192.18
Table 4. Long-run and expected rewards for the polling system (T in seconds).
Long-run reward Expected reward
N Q |S| |G| min T (min) max T (max) min T (min) max T (max)
4 3 1439 1008 0.00145 0.49 0.00145 0.60 2717 158.5 2718 138.2
4 5 1439 621 0.00501 0.45 0.00505 0.61 1.714 0.56 1.714 0.59
4 8 1439 1438 0.00701 0.48 0.00705 0.64 0 0.50 0 0.50
8 6 4876 3584 0.00145 2.18 0.00145 3.71 2896 783.7 2896 786.6
8 8 4876 4415 0.00146 1.93 0.00147 3.34 285.5 57.13 285.5 54.33
8 10 4883 4783 0.00501 1.92 0.00505 3.36 1.714 2.31 1.714 2.33
8 16 4895 4894 0.00701 2.09 0.00705 3.89 0 2.43 0 2.19
Table 5. Long-run and expected rewards for the workstation cluster (T in seconds).
three algorithms, for computing the extended reward until reaching a set of goal
states, for computing the expected reward until reaching a time-bound, and for
computing the long-run average reward while visiting a set of states. Our mod-
elling framework and algorithms allow for a wide variety of systems—featuring
nondeterminism, discrete probabilistic choice, continuous stochastic timing and
action-based and state-based rewards—to be efficiently modelled, generated and
analysed.
Future work will focus on developing weak notions of bisimulation for MRAs,
possibly allowing the generalisation of confluence reduction. For quantitative
analysis, future work will focus on considering negative rewards, optimisations
with respect to time and reward-bounded reachability properties, as well as the
handling of several rewards as multi-optimisation problems.
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A Proof of Theorem 1
Theorem 1 (Bellman equation) The function eRmax : S → R∞≥0 is a fixed
point of the Bellman equation
v(s) =

ρ(s)
E(s) +
∑
s′∈S
Ps(s′) · (v(s′) + rs) if s ∈ MS \G
max
α∈A(s)
∑
s′∈S
µαs (s
′) · (v(s′) + rαs ) if s ∈ PS \G
0 if s ∈ G.
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Proof. We show that Theorem 1 and Equation 2 coincide. Therefore, we will
distinguish three cases: s ∈ MS \G, s ∈ PS \G, and s ∈ G.
– s ∈ MS \G:
eRmax(s,♦G) = sup
D
Es,D(V maxG ) = sup
D
∫
paths
V
max
G (pi) Pr
s,D
(dpi)
= sup
D
∫ ∞
0
ρ(s) · t · E(s) · e−E(s)·t +
∑
s′∈S
(Ps(s′) · (Es′,D(VG) + rs))dt
=
∫ ∞
0
ρ(s) · t · E(s) · e−E(s)·t +
∑
s′∈S
(Ps(s′) · (sup
D
Es′,D(VG) + rs))dt
=
∫ ∞
0
ρ(s) · t · E(s) · e−E(s)·tdt+
∑
s′∈S
(Ps(s′) · (sup
D
Es′,D(VG) + rs))
=
∫ ∞
0
ρ(s) · t · E(s) · e−E(s)·tdt+
∑
s′∈S
(Ps(s′) · (eRmax(s′,♦G) + rs))
=
ρ(s)
E(s)
+
∑
s′∈S
(Ps(s′) · (eRmax(s′,♦G) + rs))
= v(s)
– s ∈ PS \G:
eRmax(s,♦G) = sup
D
Es,D(V maxG ) = sup
D
∫
paths
VG(pi) Pr
s,D
(dpi)
= sup
D
∑
s−D(s),µs−−−−→rss′
µ
D(s)
s (s
′
) · (Es,D(VG) + rD(s)s ))
= sup
D
max
s−α→µαs
∑
s′∈S
µ
α
s (s
′
) · (Es,D(VG) + rαs )
= max
s−α→µαs
∑
s′∈S
(µ
α
s (s
′
) · (sup
D
Es,D(VG) + rαs )
= max
α∈A(s)
∑
s′∈S
(µ
α
s (s
′
) · (eRmax(s′,♦G) + rαs )
= v(s)
– s ∈ G:
eRmax(s,♦G) = sup
D
Es,D(VG) = sup
D
∫
paths
VG(pi) Pr
s,D
(dpi)
= 0
= v(s)
uunionsq
B Proof of Theorem 4
Theorem 3 For a unichain MRA M the function LRRmaxM (s) equals the com-
putation of
LRRmaxM = sup
D∈GM
∑
s∈S
(
ρ(s) · LRAD(s) + rD(s)s · νD(s)
)
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where ν is the frequency of a transition, defined by
νD(s) =
LRA
D(s) · E(s) if s ∈MS∑
s′∈S
νD(s′) · µD(s′)s′ (s) if s ∈ PS
and LRAD(s) is the long-run average time spent in state s under policy D.
Proof. We show in a sketch proof that Theorem 4 and Equation 6 coincide.
Therefore, we will distinguish within the proof two cases: s ∈ MS and s ∈ PS.
For the definintion of pi@t we refer to [15]. Note that we denote by |pi@t| the
index of the last state of the sequence pi@t, and with ρ(pi@t) the state reward of
the last state of the sequence pi@t.
LRRmaxM = sup
D
∫
paths
LM(pi) Pr
D
(dpi)
= sup
D
∫
paths
 lim
t→∞
1
t
ρ(pi@t) · (t− |pi@t|−1∑
j=0
tj) +
|pi@t|−1∑
j=0
(tj · ρ(pi[j]) + rj+1)
Pr
D
(dpi)
= sup
D
∫
paths
 lim
t→∞
1
t
∑
s∈S
1s(pi@t) · ρ(pi@t) · (t− |pi@t|−1∑
j=0
tj)
+
|pi@t|−1∑
j=0
1s(pi[j]) · (tj · ρ(pi[j]) + rj+1)
Pr
D
(dpi)
= sup
D
∫
paths
 lim
t→∞
1
t
∑
s∈S
1s(pi@t) · ρ(pi@t) · (t− |pi@t|−1∑
j=0
tj)
+
|pi@t|−1∑
j=0
1s(pi[j]) · tj · ρ(pi[j]) +
|pi@t|−1∑
j=0
1s(pi[j]) · rj+1)
Pr
D
(dpi)
= sup
D
∫
paths
 lim
t→∞
1
t
∑
s∈S
1s(pi@t) · (t− |pi@t|−1∑
j=0
tj) +
|pi@t|−1∑
j=0
1s(pi[j]) · tj
 · ρ(s)
+
|pi@t|−1∑
j=0
1s(pi[j]) · rj+1)
Pr
D
(dpi)
= sup
D
∫
paths
 lim
t→∞
1
t
∑
s∈S
∫ t
0
1s(pi@u)du · ρ(s) +
|pi@t|−1∑
j=0
1s(pi[j]) · rj+1
Pr
D
(dpi)
= sup
D
∫
paths
∑
s∈S
 lim
t→∞
1
t
∫ t
0
1s(pi@u)du · ρ(s) + lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) · rj+1
Pr
D
(dpi)
= sup
D
∑
s∈S
[
ρ(s) ·
∫
paths
lim
t→∞
1
t
∫ t
0
1s(pi@u)duPr
D
(dpi)
+
∫
paths
 lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) · rj+1
Pr
D
(dpi)

= sup
D
∑
s∈S
ρ(s) · LRAD(s) + ∫
paths
 lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) · rj+1
Pr
D
(dpi)

= sup
D
∑
s∈S
ρ(s) · LRAD(s) + ∫
paths
 lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j])
·rD(pi[j])
pi[j]
· PD(pi[j])
pi[j]
(pi[j + 1])
]
Pr
D
(dpi)
]
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= sup
D
∑
s∈S
ρ(s) · LRAD(s) + rD(s)s · ∫
paths
 lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j])
·PD(pi[j])
pi[j]
(pi[j + 1])
]
Pr
D
(dpi)
]
Since pi is constant within the integral it follows that PD(pi[j])pi[j] (pi[j + 1]) = 1.
= sup
D
∑
s∈S
ρ(s) · LRAD(s) + rD(s)s · ∫
paths
lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) Pr
D
(dpi)

Now we split the equation in two cases, for s ∈ MS and s ∈ PS
= sup
D
∑
s∈MS
ρ(s) · LRAD(s) + rD(s)s · ∫
paths
lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) Pr
D
(dpi)

+
∑
s∈PS
ρ(s) · LRAD(s) + rD(s)s · ∫
paths
lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) Pr
D
(dpi)

First we consider the case for s ∈ MS:
LRRDMS = sup
D
∑
s∈MS
ρ(s) · LRAD(s) + rD(s)s · ∫
paths
lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) Pr
D
(dpi)

= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s ·
∫
paths
lim
t→∞
1
t
∫ t
0
1s(pi@u)du
· lim
t→∞
1
t
∑|pi@t|−1
j=0 1s(pi[j])∫ t
0
1s(pi@u)du
Pr
D
(dpi)

= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s ·
∫
paths
LRA(s, pi) · E(s, pi) Pr
D
(dpi)
]
Note that LRA(s, pi) denotes the long-run average of s on path pi and E(s, pi) the
exit rate for s on path pi. Now let P = {pi|pi ∈ paths ∧ LRA(s, pi) = LRAD(s)}.
= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s ·
(∫
P
LRA(s, pi) · E(s, pi) Pr
D
(dpi)
+
∫
paths\P
LRA(s, pi) · E(s, pi) Pr
D
(dpi)
)]
Let P(t) = {pi|pi ∈ paths ∧ |LRA(s, pit) − LRAD(s)| ≤ }, such that P =
lim
→0
lim
t→∞P(t). For all paths pi ∈ paths it holds that ∀ > 0. limt→∞Pr(|LRA(s, pi
t)−
LRA(s)| ≥ ) = 0. Thus, ∀ > 0. lim
t→∞Pr(pi 6∈ P(t)) = 0, and lim→0 limt→∞Pr(pi ∈
P(t)) = 1. Hence, Pr(P ) = 1 and Pr(paths \ P ) = 0.
= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s ·
∫
P
LRA(s, pi) · E(s, pi) Pr
D
(dpi) + 0
]
= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s ·
∫
P
LRAD(s) · E(s, pi) Pr
D
(dpi)
]
Extending Markov Automata with State and Action Rewards 23
= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s · LRAD(s) ·
∫
P
E(s, pi) Pr
D
(dpi)
]
= sup
D
∑
s∈MS
[
ρ(s) · LRAD(s) + rD(s)s · LRAD(s) · E(s)
]
The second case is for s ∈ PS:
LRRDPS = sup
D
∑
s∈PS
ρ(s) · LRAD(s) + rD(s)s · ∫
paths
lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) Pr
D
(dpi)

= sup
D
∑
s∈PS
rD(s)s · ∫
paths
lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) Pr
D
(dpi)

Let Fs : S → R≥0 be the random variable defining the frequency of visiting a
state s such that Fs(pi) = lim
t→∞
1
t
|pi@t|−1∑
j=0
1s(pi[j]) is the frequency of s on path
pi.
= sup
D
∑
s∈PS
[
r
D(s)
s ·
∫
paths
Fs(pi) Pr
D
(dpi)
]
= sup
D
∑
s∈PS
r
D(s)
s ·
∑
s′∈S
PD(s
′)
s′ (s) · Es′,D(Fs)
= sup
D
∑
s∈PS
r
D(s)
s ·
 ∑
s′∈PS
PD(s
′)
s′ (s) · Es′,D(Fs) +
∑
s′∈MS
PD(s
′)
s′ (s) · Es′,D(Fs)

= sup
D
∑
s∈PS
r
D(s)
s ·
 ∑
s′∈PS
PD(s
′)
s′ (s) · Es′,D(Fs) +
∑
s′∈MS
E(s′, s)
E(s′)
· LRAD(s′) · E(s′)

= sup
D
∑
s∈PS
r
D(s)
s ·
 ∑
s′∈PS
PD(s
′)
s′ (s) · Es′,D(Fs) +
∑
s′∈MS
E(s
′
, s) · LRAD(s′)

= sup
D
∑
s∈PS
r
D(s)
s · νD(s)
Hence it follows:
LRRmaxM = sup
D
∑
s∈S
[
ρ(s) · LRAD(s) + rD(s)s · νD(s)
]
uunionsq
C Proof of Theorem 4
Theorem 4 The long-run average reward of a unichain MRA coincides with
the limit of the cumulative reward, such that LRRD(s) = lim
t→∞
1
tRD(s, t).
Proof. We show a sketch proof that the definition of LRR coincides with the
definition of the cumulative reward in the long-run.
LRRDM(s) = Es,D(LM) =
∫
paths
LM(pi) Pr
s,D
(dpi)
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=
∫
paths
lim
t→∞
1
t
· reward(pi, t) Pr
s,D
(dpi)
Let
∑n
k=1 g(pi, n) = reward(pi, n) with g(pi, 1) = reward(pi, 1) and g(pi, k) =
reward(pi, k)− reward(pi, k − 1) for k > 1.
=
∫
paths
lim
t→∞
1
t
t∑
k=1
g(pi, k) Pr
s,D
(dpi)
= lim
t→∞
1
t
∫
paths
t∑
k=1
g(pi, k) Pr
s,D
(dpi)
= lim
t→∞
1
t
t∑
k=1
∫
paths
g(pi, k) Pr
s,D
(dpi)
= lim
t→∞
1
t
∫
paths
reward(pi, t) Pr
s,D
(dpi)
= lim
t→∞
1
t
· RD(s, t).
uunionsq
D Proof of Lemma 1
We proof the lemma in two steps. First we show that Rmax is the fixed point
of the operator Ω described in Lemma 1. Then we show that it is the least
fixed point. We recall the definition of maximum time-bounded expected reward.
Given a Markov reward automaton M, a time bound b ≥ 0 and s ∈ S, the
maximum time-bounded expected reward is define as:
Rmax(s, b) = sup
D∈GM
∫
paths
reward(pi, b) Pr
s,D
(dpi) (8)
We distinguish between three cases. The trivial case is when s ∈ MS and b = 0
since Ω(Rmax)(s, 0) = Rmax(s, 0) = 0. Then we consider the case s ∈ MS and
b > 0. We represent each path starting from s by splitting it at the point it
leaves s and write it as pi = s −χ(E(s)),Ps,t−−−−−−−→ pi′. We can therefore split the reward
and the infinitesimal term of Eq. (8) accordingly:
reward(pi, b) =
{
ρ(s)t+ rs + reward(pi
′, b− t) t ≤ b
ρ(s)b+ rs t > b
Pr
s,D
( dpi) = E(s)e−E(s)t · dt ·
∑
s′∈S
Ps(s′) Pr
s′,Dt
( dpi′)
where Dt is the scheduler that resolves nondeterminisim for any prefix ζ of pi
′
as D does it for s −χ(E(s)),Ps,t−−−−−−−→ ζ, i. e. Dt(ζ) = D(s −χ(E(s)),Ps,t−−−−−−−→ ζ). Plugging the
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above equations into Eq. (8) gives:
Rmax(s, b) = sup
D∈GM
(∫ b
0
∫
pi′∈paths
(
ρ(s)t+ rs + reward(pi
′
, b− t))E(s)e−E(s)t ∑
s′∈S
Ps(s′) Pr
s′,Dt
( dpi
′
) dt
+
∫ ∞
b
∫
pi′∈paths
(ρ(s)b+ rs)E(s)e
−E(s)t ∑
s′∈S
Ps(s′) Pr
s′,Dt
( dpi
′
) dt
)
= sup
D∈GM
(∫ b
0
∫
pi′∈paths
(ρ(s)t+ rs)E(s)e
−E(s)t ∑
s′∈S
Ps(s′) Pr
s′,Dt
( dpi
′
) dt
+
∫ b
0
∫
pi′∈paths
reward(pi
′
, b− t)E(s)e−E(s)t
∑
s′∈S
Ps(s′) Pr
s′,Dt
( dpi
′
) dt
+
∫ ∞
b
∫
pi′∈paths
(ρ(s)b+ rs)E(s)e
−E(s)t ∑
s′∈S
Ps(s′) Pr
s′,Dt
( dpi
′
) dt
)
= sup
D∈GM
(∫ b
0
(ρ(s)t+ rs)E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′∈paths
Pr
s′,Dt
( dpi
′
) dt
+
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′∈paths
reward(pi
′
, b− t) Pr
s′,Dt
( dpi
′
) dt
+
∫ ∞
b
(ρ(s)b+ rs)E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′∈paths
Pr
s′,Dt
( dpi
′
) dt
)
(∗)
= sup
D∈GM
(∫ b
0
(ρ(s)t+ rs)E(s)e
−E(s)t
dt+
∫ ∞
b
(ρ(s)b+ rs)E(s)e
−E(s)t
dt
+
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′∈paths
reward(pi
′
, b− t) Pr
s′,Dt
( dpi
′
) dt
)
= sup
D∈GM
(
rs +
ρ(s)
E(s)
(1− e−E(s)b)
+
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′∈paths
reward(pi
′
, b− t) Pr
s′,Dt
( dpi
′
) dt
)
= rs +
ρ(s)
E(s)
(1− e−E(s)b)
+ sup
D∈GM
(∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′∈paths
reward(pi
′
, b− t) Pr
s′,Dt
( dpi
′
) dt
)
= rs +
ρ(s)
E(s)
(1− e−E(s)b)
+
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′) sup
D∈GM
(∫
pi′∈paths
reward(pi
′
, b− t) Pr
s′,Dt
( dpi
′
)
)
dt
(∗∗)
= rs +
ρ(s)
E(s)
(1− e−E(s)b) +
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)Rmax(s′, b− t) dt
where (∗) and (∗∗) respectively follow from the facts ∫
pi′∈paths Prs′,Dt( dpi
′) = 1
and supD∈GM
∫
pi′∈paths reward(pi
′, b − t) Prs′,Dt( dpi′) = Rmax(s′, b − t) for any
fixed time point t ≤ b.
We use similar decompositions for the remainig situation where s ∈ PS. Note
that in this case closeness implies immediately leaving of s. Therefore we describe
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each path pi starting from s by s −α,µ
α
s ,0−−−→ pi′. It accordingly yields:
reward(pi, b) = rαs + reward(pi
′, b)
Pr
s,D
( dpi) =
∑
s′∈S
µαs Pr
s′,Dα
( dpi′)
where Dα is the policy that makes the same decision for any finite path ζ as D
does it for s −α,µ
α
s ,0−−−→ ζ, i. e. Dα(ζ) = D(s −α,µ
α
s ,0−−−→ ζ). Obviously the maximum
reward happens when the policy make a pure decision of an action. This fact
along with the above equations provides:
Rmax(s, b) = sup
D∈GM
max
α∈Act
(∫
pi′∈paths
(
r
α
s + reward(pi
′
, b)
) ∑
s′∈S
µ
α
s (s
′
) Pr
s′,Dα
( dpi
′
)
)
= max
α∈Act
sup
D∈GM
(∫
pi′∈paths
(
r
α
s + reward(pi
′
, b)
) ∑
s′∈S
µ
α
s (s
′
) Pr
s′,Dα
( dpi
′
)
)
= max
α∈Act
sup
D∈GM
(∫
pi′∈paths
r
α
s
∑
s′∈S
µ
α
s (s
′
) Pr
s′,Dα
( dpi
′
)
+
∫
pi′∈paths
reward(pi
′
, b)
∑
s′∈S
µ
α
s (s
′
) Pr
s′,Dα
( dpi
′
)
)
= max
α∈Act
sup
D∈GM
(
r
α
s
∑
s′∈S
µ
α
s (s
′
)
∫
pi′∈paths
Pr
s′,Dα
( dpi
′
)
+
∑
s′∈S
µ
α
s (s
′
)
∫
pi′∈paths
reward(pi
′
, b) Pr
s′,Dα
( dpi
′
)
)
(†)
= max
α∈Act
sup
D∈GM
(
r
α
s +
∑
s′∈S
µ
α
s (s
′
)
∫
pi′∈paths
reward(pi
′
, b) Pr
s′,Dα
( dpi
′
)
)
= max
α∈Act
(
r
α
s +
∑
s′∈S
µ
α
s (s
′
) sup
D∈GM
(∫
pi′∈paths
reward(pi
′
, b) Pr
s′,Dα
( dpi
′
)
))
(‡)
= max
α∈Act
(
r
α
s +
∑
s′∈S
µ
α
s (s
′
)Rmax(s′, b)
)
where (†) and (‡) respectively follow from the facts that ∫
pi′∈paths Prs′,Dα( dpi
′) =
1 and
∫
pi′∈paths reward(pi
′, b) Prs′,Dα( dpi
′) = Rmax(s′, b) for a fixed α ∈ Act.
The second part of the proof shows that Rmax is the least fixed point of the
characterisation given in 1. Here we employ the same technique as used in [21,
Theorem 5.1]. Let F be any fixed point of the characterisation, we show that
Rmax(s, b) ≤ F (s, b) for all s ∈ S and b ≥ 0. We show by Ωn (n > 0) the
n-level recursive composition of operator Ω and write Fn = Ω
n(F0), where F0
is the starting bottom function. For maximum time-bounded expected reward,
Rmaxn (s, b) intuitively refers to the reward gained within time-bound b by taking
paths up to length n, as each composition of the operator take one probabilistic
or Markovian step into reward computaion. Its bottom function is thus defined as
Rmax0 (s, b) = 0 for all s ∈ S and b ≥ 0. We show by induction that ∀n ≥ 0,∀s ∈
S, ∀b ≥ 0.Rmaxn (s, b) ≤ F (s, b). For n = 0 it is true, since Rmax0 is minimal and
thus Rmax0 (s, b) ≤ F (s, b) for all s ∈ S and b ≥ 0. Now we assume that the
hypothesis holds for n ≥ 0, we distinguish between two cases:
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– s ∈ MS: From definition we have:
Rmaxn+1(s, b) = Ω(Rmaxn )(s, b)
= rs +
ρ(s)
E(s)
(1− e−E(s)b) +
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)Rmaxn (s′, b− t) dt
IH
≤ rs +
ρ(s)
E(s)
(1− e−E(s)b) +
∫ b
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)F (s′, b− t) dt
= Ω(F )(s, b)
= F (s, b)
– s ∈ PS: Similarly we have:
Rmaxn+1(s, b) = Ω(Rmaxn )(s, b)
= max
α∈A(s)
(
r
α
s +
∑
s′∈S
µ
α
s (s
′
)Rmaxn (s′, b)
)
IH
≤ max
α∈A(s)
(
r
α
s +
∑
s′∈S
µ
α
s (s
′
)F (s
′
, b)
)
= Ω(F )(s, b)
= F (s, b)
Finally it holds (see [21, Proposition 5.1]) that F (s, b) ≥ limn→∞Rmaxn (s, b) =
Rmax(s, b). uunionsq
E Proof of Theorem 2
Let M be an MRA, b ≥ 0 a time bound and δ > 0 a discretisation step
such that b = kδ for some k ∈ N. We partition the interval [0, b] into ∆k,δ =
{[0, δ), [δ, 2δ), . . . , [(k−2)δ, (k−1)δ), [(k−1)δ, b]}, and denote the i-th sub-interval
by ∆k,δi for i = 1 . . . k. In case b = 0, then k = 0 and ∆
k,δ refers to the point
interval with ∆k,δ = ∆k,δ0 = {0}. We then define the random vector Ξkδ that
counts the number of Markovian jumps in each of those sub-intervals. Formally
it is defined as a function Ξkδ : paths 7→ Nk, with Ξkδ (pi)i being the number
of Markovian jumps occurred in path pi ∈ paths within sub-interval ∆k,δi for
i = 1 . . . k. Moreover let sub(pi, I) denote the maximal sub-path of the infinite
path pi spanned by interval I. Note that it is always possible to split a path using
this operator by pi = sub(pi,∆k,δ1 ) ◦ · · · ◦ sub(pi,∆k,δk ) ◦ sub(pi, (b,∞)). We later
utilise this split for proving the theorem. We are also interested in the reward
gained in each sub-path up to a certain jump. The notation reward<j(pi
fin) is
then defined to refer to the reward gained by the finite path pifin up to the j-th
Markovian jump. Formally it defines as
reward<j(pi
fin) =
Jpi
fin
j∑
i=0
(
ρ(pifin) · ti + r(step(pifin, i))
)
where ti is the sojourn time at state pi
fin[i] and Jpi
fin
j is the index of the prede-
cessor of the j-th Markovian state of the path. In case the path contains less
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than j Markovian jumps, Jpi
fin
j is |pifin|. Intuitively speaking reward<j(pifin) is
the reward gained by finite path pifin up to its j-th Markovian state. After-
wards we extend the notation to rewardδ<j(pi, k) to denote the reward of infinite
path pi up to time-bound b = kδ with the assumption that in each sub-path
sub(pi,∆k,δi ) (i = 1 . . . k), we only count the reward up to the j-th Markovian
jump, i. e. rewardδ<j(pi, k) =
∑k
i=1 reward<j(sub(pi,∆
k,δ
i )). Note that if k = 0
then rewardδ<0(pi, 0) is the reward gained by pi at time instant zero. Using these
concept the next lemma provides another representation of R˜maxδ .
Lemma 2. Let M be an MRA, b ≥ 0 a time bound and δ > 0 a discretisation
step such that b = kδ for some k ∈ N. Then it holds that
R˜maxδ (s, k) = sup
D∈GM
∫
pi∈paths
rewardδ<1(pi, k) · Pr
s,D
(dpi
∣∣‖Ξkδ ‖∞ ≤ 1). (9)
where ‖ · ‖∞ denotes infinity norm, i. e. ‖Ξkδ ‖∞ = max1≤i≤k Ξkδ (i).
Proof. The proof goes along the same line as that of Lemma 1. We first proof
that R˜maxδ is the fixed point of the characterisation given in Definition 7. The
next step would be to show that R˜maxδ is the least fixed point. We start with the
first step and consider three cases. The trivial situation happens when s ∈ MS
and k = 0, then obviously Ωδ(R˜maxδ (s, k)) = R˜maxδ (s, k) = 0. Now we consider
the case when s ∈ MS and k > 0. Note that the probability measure in Eq. (9)
is conditioned on ‖Ξkδ ‖∞ ≤ 1, which means that for the paths not satifying the
condition the probability measure is zero. Hence we can restrict to the set of
paths that satisfy the condition, i. e. Ckδ = {pi : ‖Ξkδ (pi)‖∞ ≤ 1}. Moreover any
path in the restricted set can be written as pi = sub(pi,∆k,δ1 ) ◦pi′. Given that the
first jump of pi happens at time point t, it is then possible to split the reward
and the probability measure:
reward(pi, k) =
{
rs + δ · ρ(s) + rewardδ<2(pi′, k − 1) Ξkδ (1) = 0
rs + t · ρ(s) + rewardδ<2(pi′′, k − 1) Ξkδ (1) = 1
Pr
s,D
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1 ) =
e
−E(s)δ Prs,Dδ ( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) Ξkδ (1) = 0
E(s)e−E(s)t dt
∑
s′∈S Ps(s′) Prs′,D[s t→]( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) Ξkδ (1) = 1
with pi′′ = sub(pi, [t, t]) ◦ pi′ and D[s t→] is the scheduler that resolves nondeter-
minisim for any prefix ζ of pi′′ as follows
D[s
t→](ζ) =
{
D(s −χ(E(s)),Ps,t−−−−−−−→ ζ) time(ζ) = 0
D(s −χ(E(s)),Ps,t−−−−−−−→ sub(pi, [t, t]) ◦ sub(ζ, (t, time(ζ)]) time(ζ) > 0
Therefore we can write:
R˜maxδ (s, k) = sup
D∈GM
∫
Ck
δ
reward
δ
<2(pi, k) · Pr
s,D
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1 )
= sup
D∈GM
(∫ δ
0
∫
pi′′∈paths
(
tρ(s) + rs + reward
δ
<2(pi
′′
, k − 1)
)
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
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· Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 )) dt
+
∫
pi′∈paths
(
δρ(s) + rs + reward
δ
<2(pi
′
, k − 1)
)
e
−E(s)δ
Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt
)
= sup
D∈GM
(∫ δ
0
(tρ(s) + rs)E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′′∈paths
Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 )) dt
+
∫ δ
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′′∈paths
reward
δ
<2(pi
′′
, k − 1) Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 )) dt
+ (δρ(s) + rs)e
−E(s)δ
∫
pi′∈paths
Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt
+ e
−E(s)δ
∫
pi′∈paths
reward
δ
<2(pi
′
, k − 1) Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt
)
= sup
D∈GM
(∫ δ
0
(tρ(s) + rs)E(s)e
−E(s)t
dt
+
∫ δ
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′′∈paths
reward
δ
<2(pi
′′
, k − 1) Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 )) dt
+ (δρ(s) + rs)e
−E(s)δ
+ e
−E(s)δ
∫
pi′∈paths
reward
δ
<2(pi
′
, k − 1) Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt
)
= sup
D∈GM
(
rs +
ρ(s)
E(s)
(1− e−E(s)δ)
+
∫ δ
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′′∈paths
reward
δ
<2(pi
′′
, k − 1) Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 )) dt
+ e
−E(s)δ
∫
pi′∈paths
reward
δ
<2(pi
′
, k − 1) Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt
)
= rs +
ρ(s)
E(s)
(1− e−E(s)δ)
+ sup
D∈GM
(∫ δ
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)
∫
pi′′∈paths
reward
δ
<2(pi
′′
, k − 1) Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 )) dt
+ e
−E(s)δ
∫
pi′∈paths
reward
δ
<2(pi
′
, k − 1) Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt
)
(∗)
= rs +
ρ(s)
E(s)
(1− e−E(s)δ)
+
∫ δ
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′) sup
D∈GM
(∫
pi′′∈paths
reward
δ
<2(pi
′′
, k − 1) Pr
s′,D[s t→]
( dpi
′′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ))) dt
+ e
−E(s)δ
sup
D∈GM
(∫
pi′∈paths
reward
δ
<2(pi
′
, k − 1) Pr
s,Dδ
( dpi
′
∣∣∣‖Ξk−1δ ‖∞ ≤ 1 ) dt)
= rs +
ρ(s)
E(s)
(1− e−E(s)δ +
∫ δ
0
E(s)e
−E(s)t ∑
s′∈S
Ps(s′)R˜maxδ (s′, k − 1)
+ e
−E(s)δR˜maxδ (s, k − 1)
= A˜δ(s, k) + e
−E(s)δR˜maxδ (s, k − 1)
where (∗) follows from the fact that Dδ and D[s t→] resolve nondeterminism
for completely different paths. Dδ makes dicision for the paths that stay for
at least δ time units in s whereas D[s
t→] does it for the paths that jump to
some successor of s at time point 0 ≤ t ≤ δ. Therefore they can independently
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maximise the corrsponding term. The proof for the next case, s ∈ PS is similar
to the proof of corresponding case in Lemma 1.
We can argue using the similar technique in the proof of Lemma 1 that R˜maxδ
is the least fixed point of the characterisation given in Definition 7.
Now we prove the error bound. We fisrt show the left hand side of the in-
equality.
Lemma 3. Let M be an MRA, b ≥ 0 be a time bound, δ > 0 be a discretisation
step such that b = kδ for some k ∈ N. Then for all s ∈ S:
R˜maxδ (s, k) ≤ Rmax(s, b)
Proof. We first show that for two given functions F : S × N 7→ R≥0 and G :
S × R≥0 7→ R≥0 the following holds
F (s, k) ≤ G(s, kδ) =⇒ Ω(F )(s, k) ≤ Ω(G)(s, kδ),∀s ∈ S, k ∈ N
we consider two cases:
– s ∈ MS
Ωδ(F )(s, k) = rs +
(ρt(s)
E(s)
+
∑
s′∈S
Ps(s′)F (s′, k − 1)
)(
1− e−E(s)δ)
+ e−E(s)δF (s, k − 1)
≤ rs +
(ρt(s)
E(s)
+
∑
s′∈S
Ps(s′)G(s′, (k − 1)δ)
)(
1− e−E(s)δ)
+ e−E(s)δG(s, (k − 1)δ)
= rs +
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s′)G(s′, (k − 1)δ) dt
+
ρ(s)
E(s)
(1− e−E(s)δ) + e−E(s)δG(s, (k − 1)δ)
(∗)
≤ rs +
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s′)G(s′, kδ − t) dt
+
ρ(s)
E(s)
(1− e−E(s)δ) + e−E(s)δG(s, (k − 1)t)
= A(s, k) + e−E(s)δG(s, (k − 1)δ) = Ω(G)(s, kδ)
where (∗) follows from the fact that G(s, t) is monotonically increasing w.r.t.
t.
– s ∈ PS
Ωδ(F )(s, k) = max
α∈A(s)
(
rαs +
∑
s′∈S
µαs (s
′)F (s′, k)
)
≤ max
α∈A(s)
(
rαs +
∑
s′∈S
µαs (s
′)G(s′, kδ)
)
= Ω(G)(s, kδ)
Extending Markov Automata with State and Action Rewards 31
We know that the least fixed point ofΩ isRmax and defineH(s, k) = Rmax(s, kδ),
therefore
Ωδ(H)(s, k) ≤ Ω(Rmax)(s, kδ) = Rmax(s, kδ)⇒ lim
n→∞Ω
n
δ (H)(s, k) ≤ Rmax(s, kδ)
This means that Ωδ has some fixed point which is less or equal thanRmax. Hence
its least fixed point is also less than Rmax. uunionsq
For the most of the lemmas we should show that some error bound holds for
both of the Markovian and probabilistic states. By the following lemma we show
that if some bound holds for Markovian state, so it does for probabilistic states.
Lemma 4. For some k ∈ N:(
∀s ∈ MS.Rmax(s, kδ)− R˜maxδ (s, k) ≤ 
)
⇒
(
∀s ∈ PS.Rmax(s, kδ)− R˜maxδ (s, k) ≤ 
)
Proof. We start from an arbitrary probabilistic state s and show that it respects
the bound. Consider all paths starting from state s, we can decompose them into
two parts. The first part starts from s and ends up to the first Markovian state
and the second part start from the first Markovian state and continue afterwards.
Since in closed model all probabilistic transitions take immediately we can write
pi = sub(pi, [0, 0]) ◦ pi′. Accordingly we can split the reward. As the models we
are considering are non-zeno, some Markovian state is almost surely reached.
Hence by using the law of total probability and the fact that sub(pi, [0, 0]) does
not contain any Markovian jump it holds that
Pr
s,D
( dpi) =
∑
s′∈MS
Pr
s,D
(sub(pi, [0, 0])) Pr
s′,D
( dpi′)
Pr
s,D
( dpi
∣∣‖Ξkδ ‖∞ ≤ 1)) = ∑
s′∈MS
Pr
s,D
(sub(pi, [0, 0])) Pr
s′,D
( dpi′
∣∣‖Ξkδ ‖∞ ≤ 1))
Assume that D∗ is the optimal scheduler for Rmax, then
Rmax(s, kδ) =
∫
pi
reward(pi, kδ) Pr
s,D∗
( dpi)
=
∫
pi
(
reward
(
sub(pi, [0, 0])
)
+ reward(pi′, kδ)
)
Pr
s,D∗
( dpi)
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∫
pi
reward(pi′, kδ)
∑
s′∈MS
Pr
s,D∗
(sub(pi, [0, 0])) Pr
s′,D∗
( dpi′)
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∑
s′∈MS
Pr
s,D∗
(♦[0,0]{s′}) ·
∫
pi′
reward(pi′, kδ) Pr
s′,D∗
( dpi′)
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
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+
∑
s′∈MS
Pr
s,D∗
(♦[0,0]{s′}) · Rmax(s′, kδ)
≤
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∑
s′∈MS
Pr
s,D∗
(♦[0,0]{s′}) · (R˜maxδ (s′, k) + )
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∑
s′∈MS
Pr
s,D∗
(♦[0,0]{s′}) · R˜maxδ (s′, k) + 
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∑
s′∈MS
Pr
s,D∗
(♦[0,0]{s′}) ·
∫
pi′
rewardδ<2(pi
′, k) Pr
s,D∗
( dpi′
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∫
pi
rewardδ<2(pi
′, k)
∑
s′∈MS
Pr
s,D∗
(sub(pi, [0, 0])) Pr
s,D∗
( dpi′
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi)
+
∫
pi
rewardδ<2(pi
′, k) Pr
s,D∗
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
=
∫
pi
reward
(
sub(pi, [0, 0])
)
Pr
s,D∗
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1)
+
∫
pi
rewardδ<2(pi
′, k) Pr
s,D∗
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
=
∫
pi
(
reward
(
sub(pi, [0, 0])
)
+ rewardδ<2(pi
′, k)
)
Pr
s,D∗
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
=
∫
pi
rewardδ<2(pi, k) Pr
s,D∗
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
≤ sup
D∈GM
∫
pi
rewardδ<2(pi, k) Pr
s,D
( dpi
∣∣∣‖Ξkδ ‖∞ ≤ 1) + 
= R˜maxδ (s′, k) + 
We prove the right hand side of the error bound in Theorem 2 for state
and transition rewards separately. We first show the bound for state rewards
and assume that the transition rewards are zero. The following lemma establish
bounds that are used for the proof.
Lemma 5. Let M be an MRA with r(tr) = 0,∀tr ∈ S × Aχ × Distr(S) and
assume that λ and ρmax are the maximum exit rate and state reward of any
Markovian state in M, respectively. Furthermore, suppose that b ≥ 0 be a time
bound, δ > 0 be a discretisation step such that b = kδ for some k ∈ N. Then
∀s ∈ S.Rmax(s, t+ t′) ≤ (t+ t′)ρmax + e−λt
′
(Rmax(s, t)− tρmax), (10)
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∀s ∈ MS. A(s, kδ)− A˜δ(s, k) ≤ kδρmax − (k − 1)δρmaxe−E(s)δ − ρmax
E(s)
(1− e−E(s)δ)
+
E(s)
λ− E(s) (e
−E(s)δ − e−λδ)(Rmax(s, (k − 1)δ)− R˜maxδ (s, k − 1)− (k − 1)δρmax)
(11)
Proof. For the proof of Eq. (10) note that the maximum reward from any state
s is (t + t′)ρmax when ∀s ∈ S. ρ(s) = ρmax. The condition may not always
hold. In particular we consider the case that Rmax(s, t) ≤ tρmax which allows to
compensate the bound by term Rmax(s, t)− tρmax. Therefore,
Rmax(s, t+ t′) ≤ (t+ t′)ρmax
+ sup
D∈GM
Pr
s,D
(no Markovian jump in [0, t′])(Rmax(s, t)− tρmax)
≤ (t+ t′)ρmax + e−λt′(Rmax(s, t)− tρmax)
Using Eq. (10) it is possible to show correctness of (11).
A(s,kδ)− A˜δ(s, k) =
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s)
(
Rmax(s, kδ − t)− R˜maxδ (s, k − 1)
)
dt
≤
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s)
(
(kδ − t)ρmax + e−λ(δ−t)
× (Rmax(s, (k − 1)δ)− (k − 1)δρmax)− R˜maxδ (s, k − 1))dt (∗ by Eq. (10) ∗)
≤
∫ δ
0
E(s)e−E(s)t
∑
s′∈S
Ps(s)
(
(kδ − t)ρmax + e−λ(δ−t)
× (Rmax(s, (k − 1)δ)− (k − 1)δρmax − R˜maxδ (s, k − 1)))dt
= kδρmax(1− e−E(s)δ)− ρmax
E(s)
(
1− e−E(s)δ(1 + E(s)δ)
)
+
E(s)
λ− E(s) (e
−E(s)δ − e−λδ)
(
Rmax(s, (k − 1)δ)− (k − 1)δρmax − R˜maxδ (s, k − 1)
)
= kδρmax − (k − 1)δρmaxe−E(s)δ − ρmax
E(s)
(1− e−E(s)δ)
+
E(s)
λ− E(s) (e
−E(s)δ − e−λδ)(Rmax(s, (k − 1)δ)− R˜maxδ (s, k − 1)− (k − 1)δρmax)
uunionsq
The next lemma provides the upper bound for maximum expected state
rewards.
Lemma 6. Let M be an MRA with r(tr) = 0,∀tr ∈ S × Aχ × Distr(S) and
assume that λ and ρmax are the maximum exit rate and state reward of any
Markovian state in M, respectively. Furthermore, suppose that b ≥ 0 be a time
bound, δ > 0 be a discretisation step such that b = kδ for some k ∈ N. Then for
all s ∈ S:
Rmax(s, b) ≤ R˜maxδ (s, k) + bρmax −
ρmax
λ
(1− e−λδ)
k−1∑
i=0
e−λiδ(1 + λδ)i
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Proof. The claim holds for k = 0, since
Rmax(s, 0) = R˜maxδ (s, 0) ∀s ∈ S. (12)
We assume k > 0 and prove the claim by induction.
a. Induction base: k = 1. We distinguish between two cases:
(i) s ∈ MS:
Rmax(s, δ) = A(s, δ + e−E(s)δRmax(s, 0)
= A(s, δ + e−E(s)δR˜maxδ (s, 0) (∗ by Eq. (12) ∗)
≤ A˜δ(s, 1) + δρmax − ρmax
E(s)
(1− e−E(s)δ) + e−E(s)δR˜maxδ (s, 0)
(∗ by Eq. (11) and (12) ∗)
≤ R˜maxδ (s, 1) + δρmax − ρmax
E(s)
(1− e−E(s)δ)
(∗)
≤ R˜maxδ (s, 1) + δρmax − ρmax
λ
(1− e−λδ) (13)
where (∗) follows from the fact that f(γ) = δρmax − ρmaxγ (1 − e−γδ) is
monotonically increasing w.r.t γ when γ ∈ [0, λ].
(ii) s ∈ PS: It directly follows from case a.(i) and Lemma 4.
b. Induction step: k − 1; k. We distinguish between two cases:
(i) s ∈ MS:
Rmax(s, kδ) = A(s, kδ) + e−E(s)δRmax(s, (k − 1)δ)
≤ A˜δ(s, k) + kδρmax − (k − 1)δρmaxe−E(s)δ −
ρmax
E(s)
(1− e−E(s)δ)
+
E(s)
λ− E(s) (e
−E(s)δ − e−λδ)(Rmax(s, (k − 1)δ)− R˜maxδ (s, k − 1)− (k − 1)δρmax)
+ e
−E(s)δRmax(s, (k − 1)δ) (∗ by Eq. (12) ∗)
≤ A˜δ(s, k) + kδρmax − (k − 1)δρmaxe−E(s)δ −
ρmax
E(s)
(1− e−E(s)δ)
− E(s)
λ− E(s) (e
−E(s)δ − e−λδ)ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
+ e
−E(s)δ(R˜maxδ (s, (k − 1)δ) + (k − 1)δρmax − ρmaxλ (1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
)
(∗ by Ind. Hyp. ∗)
= R˜maxδ (s, k) + kδρmax − (k − 1)δρmaxe−E(s)δ −
ρmax
E(s)
(1− e−E(s)δ)
− E(s)
λ− E(s) (e
−E(s)δ − e−λδ)ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
+ e
−E(s)δ(
(k − 1)δρmax −
ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
)
= R˜maxδ (s, k) + kδρmax −
ρmax
E(s)
(1− e−E(s)δ)
− E(s)
λ− E(s) (e
−E(s)δ − e−λδ)ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
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− e−E(s)δ ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
= R˜maxδ (s, k) + kδρmax −
ρmax
E(s)
(1− e−E(s)δ)
−
( E(s)
λ− E(s) (e
−E(s)δ − e−λδ) + e−E(s)δ
)ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
(∗)
≤ R˜maxδ (s, k) + kδρmax −
ρmax
λ
(1− e−λδ)
− e−λδ(1 + λδ)ρmax
λ
(1− e−λδ)
k−2∑
i=0
e
−λiδ
(1 + λδ)
i
= R˜maxδ (s, k) + kδρmax −
ρmax
λ
(1− e−λδ)
k−1∑
i=0
e
−λiδ
(1 + λδ)
i
where (∗) follows from the fact that both of the functions f(γ) = δρmax−
ρmax
γ (1−e−γδ) and g(γ) = −( γλ−γ (e−γδ−e−λδ)+e−γδ) are monotonically
increasing w.r.t γ when γ ∈ [0, λ] and limγ→λ g(γ) = e−λδ(1 + λδ).
(ii) s ∈ PS: It directly follows from case b.(i) and Lemma 4. uunionsq
The following lemma established the upper bound for transition rewards.
Lemma 7. Let M be an MRA with ρ(s) = 0,∀s ∈ S and assume that λ and
rmax are respectively the maximum exit rate of any Markovian state and the
maximum transition reward can be gained by doing arbitrary many probabilistic
transitions as defined in Section 3.3. Furthermore, suppose that b ≥ 0 be a time
bound, δ > 0 be a discretisation step such that b = kδ for some k ∈ N. Then for
all s ∈ S:
Rmax(s, b) ≤ R˜maxδ (s, k) + bλrmax − rmax(1− e−λδ)
k−1∑
i=0
e−λiδ(1 + λδ)i
Proof. The proof goes along the same line as the one for Lemma 6. uunionsq
Theorem 2 LetM be an MRA, b ≥ 0 be a time bound, δ > 0 be a discretisation
step such that b = kδ for some k ∈ N. Then for all s ∈ S:
R˜maxδ (s, k) ≤ Rmax(s, b) ≤ R˜maxδ (s, k) +
bλ
2
(ρmax + rmaxλ)(1 +
bλ
2
)δ
Proof. Using the idea of separation between state and transition rewards and
applying the bounds provided by Lemmas 3, 6 and 7 it holds that
Rmax(s, b) ≤ R˜maxδ (s, k)+b(ρmax+λrmax)−(
ρmax
λ
+rmax)(1−e−λδ)
k−1∑
i=0
e−λiδ(1+λδ)i
One can show by straightforward mathematics and using appropriate inequalities
that
b(ρmax+λrmax)−(ρmax
λ
+rmax)(1−e−λδ)
k−1∑
i=0
e−λiδ(1+λδ)i ≤ bλ
2
(ρmax+rmaxλ)(1+
bλ
2
)δ
uunionsq
