Classical inferential procedures induce conclusions from a set of data t o a population of interest, accounting for the imprecision resulting from the stochastic component of the model. Less attention is devoted t o the uncertainty arising from (unplanned) incompleteness in the data. Through the choice of a n identifiable model for non-ignorable non-response, one narrows the possible data generating mechanisms t o the point where inference only suffers from imprecision. Some proposals have been made for assessment of sensitivity t o these modelling assumptions; many are based on fitting several plausible but competing models. For example, one could assume that the missing data are missing at random in one model, and then fit a n additional model where non-random missingness is assumed. Based on data from a Slovenian plebiscite, conducted in 1991, t o prepare for independence, it is shown that such an ad hoc procedure may be misleading. We propose an approach which identifies and incorporates both sources of uncertainty in inference: imprecision due t o finite sampling and ignorance due t o incompleteness.
Introduction
In 1991 Slovenians voted for independence from former Yugoslavia in a plebiscite. To prepare for this result, the Slovenian government collected data in the Slovenian Public Opinion Survey (SPO), a month prior to the plebiscite. Rubin, Stern, and Vehovar (1995) studied the three fundamental questions added to the SPO and, in comparing it to the plebiscite's outcome, drew conclusions about the missing data process.
The three questions added were: (1) Are you in favour of Slovenian independence ? (2) Are you in favour of Slovenia's secession from Yugoslavia ? (3) Will you attend the plebiscite ? In spite of their apparant equivalence, questions (1) and (2) are different since independence would have Rubin (1976) provided one of the first systematic studies of this issue, and we use his terminology for classifying different classes of processes that give rise t o missing values. A process is said to be missing completely at random (MCAR) if the probability of an observation being missing is independent of both unobserved and observed random variables and missing at random (MAR) if, conditional on the observed data, the probability is independent of the unobserved variables. A process that is neither MCAR nor MAR is termed non-random. For likelihood inference MCAR and MAR missing value processes are said t o be ignorable when the parameters governing the measurement and missing value processes are functionally independent, while a non-random process is non-ignorable (NI). The importance of the MCAR and MAR processes is that, given all the observed data, there remains no dependence of the likelihood on unobserved variables and, broadly, inferences can be made that ignore the missing value process. This begs the question of whether one can reasonably make assumptions of MCAR and MAR. Sometimes a study design provides the justification (Murray and Findlay 1988) , but typically this is not the case and the incomplete data under analysis can never alone answer the question of whether or not a missing value process is non-random. This paper is concerned with how one might approach inference when the possibility of a non-random missingness process cannot be ruled out on a priori grounds.
At the technical level, it is not difficult to formulate models for the NI setting, i.e., models in which the probability of an outcome being missing depends on unobserved values. The observed data likelihood is then obtained by integrating over the distribution of the missing data. Little (1995) provides a review of such approaches. However, there is a fundamental interpretational problem. Molenberghs, Goetghebeur, Lipsitz, and Kenward (1999) provided examples, in the contingency table setting, where different NI models that produce the same fit t o the observed data, are different in their prediction of the unobserved counts. This implies that such models cannot be examined using data alone. Indeed, even if two models fit the observed data equally well, one still needs to reflect on the plausibility of the assumptions made. A number of issues are listed in Molenberghs et a1 (1999) . Similar problems manifest themselves in the continuous setting.
For example, the distributional form assumed for the unobserved outcomes, may determine whether a missingness process is found to be MAR or NI (Little and Rubin 1987, section 11.4; Kenward 1998 ).
Such problems with NI models do not imply however that they are of no value. In the first place, many of these issues apply equally well to MAR models which have no a priori justification:
an MAR model can usually be formulated as a special member of a general family of NI models, although it may be easier to fit. It might be argued then, that one role of NI models is t o supplement information obtained from the MAR model. The concept of fitting a single model is then replaced by that of sensitivity analysis, where several plausible NI models are contrasted. This route has been advocated by Vach and Blettner (1995) .
Thus, a natural way to proceed is to acknowledge the inherent ambiguity and explore the range of inferences that are consistent with the gap in our knowledge. Essentially this is a form of sensitivity analysis. Kenward, Goetghebeur, and Molenberghs (2000) The original analysis of the Slovenian plebiscite will be discussed in Section 2. An extended family of non-random models, due to Baker, Rosenberger, and DerSimonian (1992) , is considered in Section 3. Section 4 presents a formalization of sensitivity analysis using the fundamental concept of an overspecified likelihood and the plebiscite data are re-analyzed in Section 5. Rubin, Stern, and Vehovar (1995) conducted several analyses of the data. Their main emphasis was in determining the proportion 0 of the population that would attend the plebiscite and vote for independence. The three other combinations of these two binary outcomes would be treated as voting "no". Their estimates are reproduced in Table 2 , which also shows the proportion v of ''no" via nonattendance (i.e., the proportion of the population who would not attend the plebiscite).
The conservative method is the ratio of the (yes, yes) answers t o the (attendance, independence)
pair and the total sample, i.e., 1439/2074. This is the most pessimistic scenario. At the opposite end of the spectrum, we can add t o their analysis the most optimistic estimate that replaces the numerator by all who are not a definite "no":
The corresponding intervals for I/ (no through non-attendance) is: It is noteworthy that both estimates fall outside the pessimistic-optimistic interval and should be disregarded, since these seemingly straightforward estimators do not take the decision to treat absences as no's into account and thus discard available information.
Rubin et a1 (1995) considered two MAR models, the first one based on the two questions of direct interest only, the second one using all three, yielding e = 0.892 and e = 0.883, respectively.
Finally, they considered a single non-ignorable model, based on the assumption that missingness on a question depends on the answer t o that question but not on the other questions. They argued that this is a plausible assumption. The corresponding estimator is e = 0.782. Based on these findings, and those from other carefully designed surveys, the authors conclude that the MAR assumption can be plausible, when there is limited non-response and good covariate information. While we agree with the closeness of the MAR analyses in this case, it is of course unclear whether MAR will always be the preferred non-response mechanism. In addition, we aim t o place the MAR analysis within a whole family of non-ignorable models, in order t o shed additional light on these data.
In the next sections we will first consider a (finite) parametric family of non-ignorable models. This can be seen as an informal sensitivity analysis, which will then be formalized by considering continuous intervals (or regions) of non-ignorable models. Rubin, Stern, and Vehovar (1995) 
P C Figure 1: The Slovenian Plebiscite. Relative position f o r the estimates of '$roportion of YES votes", based o n the models considered in

A Parametric Family of Non-Ignorable Models
We focus on the case of two binary outcomes with arbitrary patterns of incompleteness, such as for the first and the third question in the SPO. An interesting class of models has been proposed by Baker, Rosenberger, and DerSimonian (1992) . It is based on log-linear models for the four-way classification of both outcomes, together with their respective missingness indicators. Denote the counts by Yrlrzjk where T I , 7-2 = 0 , l indicates whether a measurement is either missing or taken at occasions 1 and 2 respectively, and j , k = 1 , 2 indicates the response categories for both outcomes.
The models are written as: 
Here, qrlrzljl; is the probability associated with response pattern (7-1, Q), given outcomes j and k . The subscripts are missing from y since Baker et al (1992) have shown that this quantity is independent of j and k . These authors consider nine identifiable models, based on setting ajl; and 7 respectively. Two of the main advantages of this family is ease of computation in general, and the existence of closed-form solution for several of its members (BRD2-BRD9). The result of fitting these models is presented in Table 3 . Observe that BRD1, being MCAR, is equivalent t o MAR (2 questions) in Table 2 . Model BRD2 produces an estimate for 0 which is extremely close to the results of the plebiscite. It assumes that missingness on the independence question depends on the attendence question, a mechanism dzfleerent from the one assumed by Rubin et a1 (1995) . Note that P C Rubin, Stern, and Vehovar (1995) and o n the Baker, Rosenberger, and DerSimonian (1992) ..
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which is a considerable part of the non-parametric pessimistic-optimistic range (2.1). We conclude that the conclusion about non-ignorable models, as presented by Rubin et a1 (1995) is at best premature, since considering a set of models shows that, depending on the (unverifiable) assumptions made, NI models range from relatively remote from the plebiscite data t o very close.
While the conduct of such an informal sensitivity analysis is enlightening, it does not remove all concerns. Indeed, there is no guarantee that a family of intervals will provide a good coverage of all (non-ignorable) models within a class of plausible models. A formal sensitivity analysis strategy that addresses this issue is discussed next. theoretical complete cell probabilities are as in Table 4 , thus producing 15 complete data degrees of freedom. Similarly, the 9 observed cells can be represented as in Table 5 . The latter table is directly comparable t o the observed data structure. In the SPO case, for example, these 9 counts are obtained from collapsing Table 1 over the secession question, hence producing Table 6 .
A sample from We will construct three such overspecified models, which will be used later for the analysis of the SPO data. To proceed, we first consider a slightly different but equivalent parameterization in terms of the joint probabilities: which contains the marginal success probabilities pjr; and forces the missingness probabilities t o obey their range restrictions.
We will consider two models (Models 10 and 11) with a single sensitivity parameter, while an additive decomposition for missingness on the independence question. In log-linear representation, we could write (YlY2, RlR2, Y2Rl, YlR2, Y2R2 Finally, we define Model 12, (~j k , P j k ) , as a combination of both (4.5) and (4.6).
We will now outline the general principle behind considering such overspecified models, and then focus on the sensitivity parameter approach t o proceed with model fitting.
General Principle
We start from the classical approach of fitting a single identifiable model MO to incomplete data (e.g., a particular BRD model). Maximum likelihood estimation produces a parameter estimate +r along with measures of imprecision (estimated standard errors). From +r four predicted contingency tables can be derived as in Table 4 .
The fitted complete tables collapse back t o fitted values for the incomplete Table 5 . Contrasting the latter with the observed data shows the goodness-of-fit of model Mo. If there is substantial lack of fit, the original model MO needs t o be reconsidered. Lack of fit has strong bearings on imprecision and, since we want t o focus on ignorance, we will assume the fit is acceptable.
In what follows, models with poor fit (or boundary solutions) will be dropped.
One can now range through all possible complete tables, which collapse back t o the MO predicted incomplete table. We call the tables "Mo-compatible" and we denote the set by S(M0).
The general principle is that to each table in S ( M 0 ) an extended model M* will be fitted. This implies that each table produces an estimated parameter vector and a confidence region. The union of those are termed region of ignorance and region of uncertainty, respectively. For scalar parameters the terms interval of ignorance (11) and interval of uncertainty (IU) will be used.
Apart from explicitly constructing the (real-valued) set of complete tables, one can proceed in an alternative way. This is done by fitting the model M* directly t o the observed data. This implies that the general principle translates t o fitting an overspecified model t o the observed data, which will produce a range of parameters maximizing the observed data likelihood. This range is then the region of ignorance. If this route is followed, there are technically several ways t o find the region. One method is described in Section 4.3.
Sensitivity Parameter Approach
The overspecification can be removed by considering a minimal set of parameters 7 , conditional upon which the others, p, are identified. We term 7 the sensitivity parameter and p the estimable parameter. Such a technique has been proposed for specific examples by Nordheim (1984) and Vach and Blettner (1995) . Each value of 7 will produce an estimate f i (~) .
The union of these yields the region of ignorance. It is important t o realize that in general there will not be a unique choice for 7
and hence for p. Changing the partitioning will produce the same region for 8 = (Q', p')'. Models 10 and 11 have a single sensitivity parameter. We chose 7 = /3k and 7 = a k from (4.5) and (4.6),
respectively. In Model 12, both these parameters 7 = (/?k, a k ) ' are treated as sensitivity parameters.
In practice, an easy computation scheme is t o consider a grid in the sensitivity parameter space, at each value of which the estimable parameter is maximized.
A natural estimate of the region of uncertainty is the union of confidence regions for each f i ( 7 ) . Note that one has t o ensure that 7 is within the allowable range. Since the choice of sensitivity parameter is non-unique and a proper choice can greatly simplify the treatment. Another issue is whether the parameters of direct scientific interest can overlap with the sensitivity set or not (see White and Goetghebeur 1997) . For example, if the scientific question is a sensitivity analysis for treatment effect, then one should consider the implications of including the treatment effect parameters in the sensitivity set. There will be no direct estimate of imprecision available for the sensitivity parameter. Clearly, the particular choice of sensitivity parameter will not affect the estimate of the region of ignorance. However, the region of uncertainty is built from confidence regions which are conditional on a particular value of the sensitivity parameter and hence will typically vary with the choice made. 
Artificial Examples
To study the behaviour of the intervals of ignorance and uncertainty, we consider eight artificial sets of data, as presented in Table 7 . The complete data counts are presented. It is easy t o derive the observed data. For example, set (a) produces:
F i p q i q
The eight sets are chosen t o study the impact of three factors. First, sets (a)-(d) are MCAR (BRDl), whereas (e)-(h) are NI (BRD9). Second, for sets (a), (b), (e), and (f), the proportions in the four response patterns is (25%,25%,25%,25%), whereas for the other sets this is (SO%, 20%, 20%, 10%). The Q and /? in (4.4) were chosen to approximate these proportions. For Finally, there is a striking symmetry between the results for the MCAR models (a)- (d) and their NI counterparts in (e)-(h). This implies that, other things being equal, the precise form of the NI mechanism seems to be less relevant. This feature distinguishes our sensitivity analysis from fitting a single identified model. Let us expand on this point. If we consider BRD1-9 for set (a) , then all models produce 6 = 0.333, the "true" value. This follows from the fact that all the models are extensions of the MCAR model (BRDl), which fits the data exactly. However, Model 10 intrinsically includes deviations from MCAR by considering a whole range for the sensitivity parameter. In contrast, if we fit BRD1-9 t o set (e), then we obtain In other words, BRD1-9 span a wide variety of estimates. This also holds for the subset BRD6-9 of the saturated models. These almost reproduce the entire 11. Thus, the formal sensitivity analysis, removes the ad hoc nature of intervals, computed from fitting a number of identified models. In this case, we have shown that intervals can be everything from a single point to almost the entire 11.
6 Application to the Plebiscite Data
We will apply these formal sensitivity concepts to the plebiscite data, based on the introduction of sensitivity parameters in the model family of Baker, Rosenberger, and DerSimonian (1992) , as in Models 10-12. as introduced in Section 4.
The estimated intervals of ignorance and intervals of uncertainty are shown in Table 3 , while a graphical representation of the YES votes is given in Figure 3 . A representation for the proportion of NO'S via non-attendance is given in Figure 4 . Let us first discuss the proportion 0 of YES votes. Model 10 shows an I1 which is very close to (3.3), the range produced by the Rubin, Stern, and Vehovar (1995) , and o n the Baker, Rosenberger, and DerSimonian (1992) ..
CC models BRD1-BRD9, while Model 11 is somewhat sharper and just fails t o cover the plebiscite value. However, it must be noted that the corresponding IU's convincingly cover the truth Interestingly, Model 12 virtually coincides with the non-parametric range (2.1), even though it does not saturate the complete data degrees of freedom. In order t o do so, not 2 but in fact 7 sensitivity parameters would have to be included. Thus, it appears that a relatively simple sensitivity analysis is sufficient t o increase the insight in the information provided by the incomplete data about the proportion of valid YES votes. This simplicity may not hold in all cases, as will be illustrated next.
Let us now turn t o v, the proportion of NO'S via nonattendance. In some aspects, a similar picture holds in the sense that Model 10 just fails t o cover the plebiscite value, while Models 11
and 12 produce 11's which virtually coincide with the non-parametric range. A major difference between Q and v is that in the first case the MAR models of Rubin et a1 (1995) are very close t o the plebiscite value, while in the second case the MAR models are relatively far out. The plebiscite value of the proportion of NO'S via non-attendance is best reproduced by BRD9. Thus, a specific model, such as MAR, can be acceptable for one estimand but not necessarily for another one. Rubin, Stern, and Vehovar (19951, and o n the Baker, Rosenberger, and DerSimonian (1992) We can enhance insight by studying the pair (Q, v) . To this end, let us plot plot the region of ignorance for both Q and v. Since Models 10 and 11 are based on a single sensitivity parameter, the regions of ignorance are one-dimensional curves, while a two-dimensional planar region is obtained for Model 12. A graphical sketch is given in Figure 5 . The left and right-hand panels contain the same information. The left-hand panel is useful t o answer the substantive questions. Indeed, the conclusion from it is that, even when ignorance is taken into account, a convincing majority will vote for independence and only a very small proportion will provide a NO vote through non- on the boundary of the optimistic-pessimistic range (represented by means of a dashed box). Thus, while the univariate 11's convincingly include the plebiscite value, this is less so for the bivariate region, indicating that it enhances understanding. Note that a saturated model would incorporate 5 extra sensitivity parameters ! Such an extended analysis will increase the region of ignorance into the direction of the optimistic-pessimistic box, thereby relaxing the boundary location of the plebiscite value.
Discussion
In this paper we have defined the concept of ignorance and combined it with the familiar idea of statistical imprecision, producing a measure of uncertainty. As an extension of the concept of confidence, uncertainty is expressed as an interval for scalar unknowns (parameters) and a region for vectors. These reduce t o conventional confidence intervals and regions when it is assumed that there is no ignorance about the statistical model underlying the data. The construction of the intervals of uncertainty in the examples are seen to convey useful information about the problems concerned, providing information not previously appreciated. In particular, we see that earlier conclusions about the selection and behaviour of classes of models for the Slovenian Plebiscite are not strictly justified.
We have introduced three paths t o sensitivity analysis. The first one is t o look at the bounds produced by the most pessimistic and most optimistic scenarios. In the case of the Slovenian plebiscite, we learn that even the most pessimistic scenario translates into a clear majority in favour of independence. Second, a range of plausible models can be considered, such as the ones proposed by Baker, Rosenberger, and DerSimonian (1992) . Here, their range is qualitatively not much different from the one obtained by the bounds, but enables further distinction between (a) well fitting and poorly fitting models and (b) model formulations (dropout mechanisms) that are deemed plausible, in contrast t o models where the dropout mechanism is not tenable on substantive grounds. This is necessarily subjective, but with incomplete data subjectivity should be controlled rather than avoided. Third, plausible but overspecified models can be considered. More overspecification will yield models that produce intervals of ignorance closer t o the bounds, whereas models that are too parsimonious or not plausible may miss the "true" value. Of course, the true (plebiscite) value will in many studies not be known and such an ultimate check cannot follow. However, the strategies presented here enable the consideration of classes of models, and the amount of parsimony can be controlled. Note that it is also possible t o "average" over models, for example using priors, such as in Forster and Smith (1998) .
We can approach the calculation of the interval of ignorance in several ways, but it is seen that a (possibly) overspecified model and associated likelihood are the more natural concepts t o use. We have focused on the use of a sensitivity parameter in order to determine the set of maxima of this saturated likelihood.
Formal tools t o assess validity of the new concepts are clearly needed. In a separate communication we will suggest consistency definitions for t h e region of ignorance and coverage for the region of uncertainty.
