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INTRODUCTION
It has been witnessed in past few years that deep learning has significantly improved the quality of content-based image retrieval (CBIR) [7, 10, 12, 15] . With the explosive growth of online visual data, there is an urgent need to develop more efficient deep learning models. The deep hashing model has been proposed as a promising method for large-scale image retrieval. It can project images to binary codes that are used for effective approximate nearest neighbor search, which can save both storage and computation costs.
However, most existing deep hashing models [1, 13, 14, 19] only utilize single level semantic labels for training. Their training processes are supervised with the fine-level labels or similar/dissimilar labels that are converted from fine-level labels. With such supervision, the deep hashing model can only learning semantic similarity within classes. The relationship between classes is not well preserved as the semantic hierarchy structure, which not only limits the deep hashing model to learn a better semantic hashing space but also causes difficulty for the hierarchical retrieval. For example, as shown in Figure 1 , without hierarchical information, the feature space can only guarantee that images of Otters has a shorter distance than images from other class but cannot keep them close to the images of dolphins that belongs to the same parent class (Aquatic Mammals). However, utilizing the semantic hierarchy label, images of otters would gather together. Meanwhile, they would be they would be closer to images of dolphins than images from other parent classes
In this work, we propose an effective deep hashing model that can preserve the semantic hierarchy structure in the learnt hashing space. Our model defines a hierarchy loss function based on the Gaussian distribution that can directly utilize hierarchy labels for end-to-end training. Experiments on two hierarchical datasets: CIFAR-100 [11] and the North America birds dataset (NABirds) show that our method obtains much better hierarchical retrieval performance along with the improvement of fine-level retrieval.
RELATED WORKS
The deep hashing method is one of the most promising supervised learning to hashing methods. In general, deep hashing models can directly map an image to a binary code that can be used for contentbased hashing search. Currently, many deep hashing models rely on the similar/dissimilar labels that are generated from class labels. Image pairs from the same class are denoted as similar, otherwise, they are dissimilar.
DSPH [14] firstly proposes to utilize the pair-wise label to train the end-to-end deep hashing model. HashNet [2] defines a weighted maximum likelihood of pairwise logistic for balance the similar and dissimilar labels. DTSH [21] extends the pair-wise supervision to the triplet one for more effectively capturing the semantic information. To fully use the semantic class labels, several works design loss functions directly based on the class labels. SSDH [22] utilizes the softmax classifier to train the hashing model. DCWH [24] constructs a Gaussian distribution-based objective function to take the advantage of the class-level information. DSRH [23] and DSDH [13] both combine the pair-wise and class-level supervisions.
Although different loss functions are proposed to conduct similarity learning, the above-mentioned methods can only handle the single level semantic labels. The semantic labels can be naturally organized with a hierarchical structure. The WordNet [6] , as an example, is a large lexical database that groups more than 80, 000 concepts in a hierarchical structure. ImageNet [18] provides image data organized based on the WordNet hierarchy. Hundreds or even thousands of images are contained in each node of the hierarchy. This hierarchical-structured image dataset has significantly boosted a wide range of research areas.
Recently, the semantic hierarchy learning problem has been addressed in several works. The hierarchical semantic image retrieval model is proposed in [4] . This work encodes hierarchy in semantic similarity. By combining the coarse and fine level labels, work in [5] proves that the image classification performance can be improved. The similar idea has been shared in [16] , which considers using a hierarchical training strategy to handle the face recognition task. Recent work in [16] integrates the semantic relationship between class level into deep learning. The hierarchical similarity learning problem has also been addressed for deep hashing in SHDH [20] . SHDH tackles the semantic hierarchy learning by proposing a weighted Hamming distance. However, SHDH also uses pair-wise relation, which has been proved not as efficient as using class-level labels [22, 24] .
PROPOSED APPROACH
In a hierarchically labeled dataset, every image X n is marked with a K-level semantic label denoted with a K-dim vector Y n . The label vector consists of the lowest category to the highest one in a semantic tree. For example, CIFAR-100 has two-level semantic structure. An image of a dolphin is labels with Y = {Dolphin, Aquatic Mammals}.
Our goal is to find a mapping function, a CNN here, which can project images to a special Hamming space. In this Hamming space, for any semantic level, the distance between points from the same class is smaller than the one between points from different classes.
In many previous works, only the fine level semantic information (categories at leaf nodes) is utilized to train deep hashing models. With such supervision, deep models can only preserve the images from the same lowest class gathering together. However, the similarities between the parent classes are out-of-order. To keep a semantic hierarchical structure in the Hamming space, we propose a multi-level Gaussian model.
Denote the output of the mapping function as r n = f (X n , Θ) and r n ∈ {−1, 1} L . We formulate our objective function as follows
where Θ are parameters of the CNN and µ ki is the class center of class i in the k-th level of the semantic hierarchy. C k is the number of classes at k-th level and σ k is a parameters to control the d(·, ·) is the Hamming distance function. To solve this discrete optimization problem, we follow the optimization method in DCWH [24] that firstly relaxes the r n to [−α, α] where α is set to 1.1 as [24] . Then the distance d(·, ·) can be replaced with a Euclidean distance. The loss function can be derived as
where η 1 is a regulation term. ReLU is the rectified linear unit defined as ReLU (x) = max(0, x). This loss function is differentiable and the classical back-propagation can be used for optimizing the parameters of CNN, Θ We update the fine-level (leaf nodes) class centers {µ 0i } with the training data using follow formulation.
where N 0i is the number of images X n that belong to the i-th class in the lowest level of hierarchy. The upper class centers are calculated with their own lower level class centers as follows
where C ki is the number of level-k classes belonging to the i-th class at level k. By such a recursive calculation, we can save computation cost and eliminate the influence of imbalance training data between classes. To ensure that the parent class gaps are larger than the child ones, the hyperparameters σ k should be chosen to satisfy the following equation,
The two-stage strategy described in [24] is used to reduce the quantization error. The whole algorithm is summarized in Algorithm 1.
Algorithm 1 Algorithm
Initialize CNN parameters Θ with a pre-trained model 
EXPERIMENTS 4.1 Implementation Details
We implement our model with an open source deep learning framework, MXNet [3] . We use Resnet-50 [8] as our base neural networks. The models are pre-trained on the ImageNet [18] and are downloaded from the official website of MXNet. The final parameters of fully-connected layer are initialized by the Xavier method with the magnitude of 1. The mini-batch stochastic gradient descent (SGD) with momentum is used for training. The learning rate is decayed from 10 −4 to 10 −5 . Other hyperparameters are set based on the dataset specifically following the stand cross-validation. We conducted experiments on CIFAR-100 [11] and North American birds datasets. Images are firstly resized to 240 × 240, and then randomly cropped to 224 × 224 as the input of networks. Experiments are run on a single Nvidia GTX-1080 GPU server. The results of DPSH, DSDH, and DCWH are based on the codes given by the original authors. Other results are cited from their own papers.
Evaluation Metrics
We present both results of the single level retrieval and hierarchical retrieval performance. The fine level retrieval performance is evaluated with the mean average precision (mAP@all). As for the hierarchical retrieval performance, we calculate the mean average Hierarchical Precision (mAHP@K) and the normalized Discounted Cumulative Gain (nDCG) [9] measurements.
Considering x q is a query image with label y q , the ordered retrieval results is denoted as {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x N , y N )}. The hierarchical precision (HP) [4, 16] at N-th returning images is defined as
where Sim is score function for measuring the similarity between the classes based on the category hierarchy. The denominator the largest summation that can be achieved by the best N database items.
CIFAR-100
CIFAR-100 collects 60, 00 tinny images. It has a two-level semantic hierarchy. Each fine class contains 500 training images and 100 for testing. The 100 fine classes are grouped into 20 coarse categories. Each coarse class is consisted by 20 fine ones. The official training set is used for training deep hashing models. During the testing, the training set serves as the database, and the testing images are used as query ones. DPSH, DSDH, and DCWH are trained with fine labels. Our method uses both fine and coarse labels for training. We present the mAP@all as the fine level retrieval performance. Considering each coarse categories has 2500 images, we evaluate the hierarchical retrieval performance with mAHP@2,500. Both results are presented in Table 1 . It can be found that, for general retrieval performance, our method is slightly higher than DCWH. At 32-bit, the mAP of our method is 3.87% higher than the one of DCWH, and 0.8% and 1.36% higher for 64-and 128-bit, respectively. However, our method achieves significantly better results than the previous best one. Our method obtains 0.8631 mAHP in average, which is 39.22% higher than DCWH's 0.4708. The huge difference of mAP and mAHP of DCWH indicates that the semantic hierarchical Hamming space is hard to learn if only use the fine level class labels. We also provide nDCG@100 for easy comparison with SHDH [20] , which also utilizes the hierarchical label information for deep hashing models. We follow the testing protocol in SHDH and present the nDCG@100 result of DCWH and ours in Table 3 . The results of DPSH * and SH DH * are cited from [20] . It can be found from the table that our method surpasses SHDH with a clear margin under nDCG@100 metric. Our model surpasses SHDH by 21.48% and 17.82% for 32-bit and 64-bit, respectively.
North America Birds
The North America Birds dataset [17] collects more than 48, 000 images from more than 550 visual categories of North America birds species. These categories are organized taxonomically into a fivelevel hierarchy. Because all the categories belong to one root node "bird" that does not provide additional information gain, we ignore the final level and only use lower four-level hierarchy. We use the official split that has 23, 929 images for training and 24, 633 testing ones are used for query images. The bounding box annotations are not used in this experiment. We directly resize the original images to 240 × 240 and then randomly crop them to 224 × 224 as inputs of the network. Randomly mirroring and randomly jittering are used for data augmentation.
Considering that the performances of DPSH and DSDH significantly decrease when the number of categories increases, we only present the results of DCWH and ours. The main difference between DCWH and ours is that we utilize the multi-level class information Table 4 . It can be observed that by using the semantic hierarchical information, our method significantly improves the fine level retrieval performance. The best performance of our method is 0.6590 at 128-bit, which is 6.33% higher than the best of DCWH at 256-bit. The average performance gain is 9.21% for tested three bit numbers. In order to evaluate the hierarchical retrieval performance better, we present the mAHP at different numbers of return images, which are the median value (352) and the mean value (1087) of images for the highest-level categories. Both results are shown in Table 2 . For mAHP@352, our method obtains the best performance, 0.8372 at 128-bit, which is 23.42% higher than DCWH's. For mAHP@1, 087, the average performance gain achieved by our method is 36.7%. In conclusion, by utilizing the hierarchical information our method not only significantly improves the hierarchical retrieval performance but also obtains better fine level retrieval results.
CONCLUSION
In this work, we address the problem of deep hashing learning with semantic hierarchical labels. We propose a novel hierarchical deep hashing model based on a multi-level Gaussian loss function The proposed loss function allows our model to utilize the semantic hierarchical labels. Meanwhile, it takes advantage of class-level similarity learning as deep class-wise hashing [24] , which enables our method to achieve much better performance than SHDH [20] that is based on pair-wise similarity learning.
Experiments on two important hierarchical image datasets, CIFAR-100 and NABirds, show that our method surpasses other state-ofthe-art deep hashing methods in terms of the fine-level retrieval performance. Moreover, with help of the semantic hierarchy, our method obtains significantly better hierarchical retrieval performance, which indicates that our model can provide more userdesired retrieval results.
