We present the Hamiltonian formalism for f (T ) gravity, and prove that the theory has n(n−3) 2 + 1 degrees of freedom (d.o.f.) in n dimensions. We start from a scalar-tensor action for the theory, which represents a scalar field minimally coupled with the torsion scalar T that defines the teleparallel equivalent of general relativity (TEGR) Lagrangian. T is written as a quadratic form of the coefficients of anholonomy of the vierbein. We obtain the primary constraints through the analysis of the structure of the eigenvalues of the multi-index matrix involved in the definition of the canonical momenta. The auxiliary scalar field generates one extra primary constraint when compared with the TEGR case. The secondary constraints are the super-Hamiltonian and supermomenta constraints, that are preserved from the Arnowitt-Deser-Misner formulation of GR. There is a set of n(n−1) 2 primary constraints that represent the local Lorentz transformations of the theory, which can be combined to form a set of n(n−1) 2 − 1 first-class constraints, while one of them becomes second-class. This result is irrespective of the dimension, due to the structure of the matrix of the brackets between the constraints. The first-class canonical Hamiltonian is modified due to this local Lorentz violation, and the only one local Lorentz transformation that becomes second-class pairs up with the second-class constraint π ≈ 0 to remove one d.o.f. from the n 2 + 1 pairs of canonical variables. The remaining n(n−1) 2
I. INTRODUCTION
The inspiration for the development of modified theories of gravity is intimately related with problems appearing in the realm of cosmology: the hypothesis of dark matter, the accelerated expansion of the universe, the inflation paradigm, among others. The emergence of singularities, together with the quest for a quantum field theory of gravity, is also a strong motivation for the study of deformations of general relativity (GR) in the highenergy regime. There are many paths that lead to modified gravity, but we will focus on those that modify the Lagrangian of general relativity by an arbitrary function of it: that is the well-known f (R) paradigm, which consists in just including an arbitrary function of the Ricci scalar. This theory was the inspiration for f (T ) gravity, a class of theories that have been proposed more than a decade ago in the context of teleparallelism à la BornInfeld [1] . The general f (T ) gravity is a modification of the teleparallel equivalent of general relativity (TEGR), whose Lagrangian is linear in the torsion scalar T . The main dynamical variable of this theory is the tetrad or vierbein field (vielbein in n dimensions), a field of orthonormal basis in the tangent space. The Lagrangian is quadratic in the torsion of the Weitzenböck connection, which is a curvatureless connection that defines a * Member of Carrera del Investigador Científico (CONICET, Argentina); ferraro@iafe.uba.ar † mjguzman@iafe.uba.ar spacetime with absolute parallelism [2] [3] [4] [5] [6] [7] [8] [9] [10] . f (T ) theories have attracted a lot of attention since they can describe an inflationary expansion without resorting to an inflaton field [1, 35] . They can also produce an accelerated expansion at late times, so mimicking the effects of dark energy [36] . Since the action of f (T ) gravity contains only first derivatives of the vierbein, the dynamical equations are always second order, which is also an appealing feature for any modified theory of gravity. In this respect f (T ) gravity separates from metric f (R) gravity whose dynamical equations are fourth order.
f (T ) theories have also given rise to disputes about an intriguing and essential feature: the action of the theory is not invariant under local Lorentz transformations of the tetrad [1, 16, 18, 19] . In fact, if a tetrad E a solves the equations of motion, then it is not guaranteed that a locally Lorentz transformed tetrad E a ′ will solve the equations too; only the global Lorentz invariance is guaranteed. This issue is harmless for the metric, whose invariance under local Lorentz transformations of the tetrad is not affected [see Eq. (2) below]. Instead it means that f (T ) theories provide the field of tetrads with some degree(s) of freedom (d.o.f.) beyond those already contained in the metric. In fact, for a given metric, the theory selects a subset of tetrads among the entire set of tetrads matching the metric. The new d.o.f. should imply some property of gravity not described by the metric. The physical nature of this property, and the way it couples to matter, are items that remain unsolved.
The issue of the d.o.f. of the theory has been addressed in some works, from the Hamiltonian formalism perspective [20] , conformal transformations [15, 37] , a remnant group of Lorentz transformations [38] , a null tetrad approach [39, 40] , among others. In [20] it is established that f (T ) gravity has n(n−3) 2 + n − 1 d.o.f. in n dimensions, and that the additional n−1 d.o.f. could be related to a massive vectorial field or a massless vector field plus a scalar field. However, there is no clue about the transformation that would manifest these objects. To the best of our knowledge, there is no work that indicates that f (T ) gravity has more than one additional degree of freedom, and therefore the claim made in [20] should be revised in the light of new research. This is the main motivation of this work.
The outline of this paper is as follows. In Sec. II we introduce the TEGR theoretical framework and f (T ) gravity. In Sec. III we introduce the reader to the theory of constrained Hamiltonian systems and the DiracBergmann algorithm. In Sec. IV we review the Hamiltonian formulation of the teleparallel equivalent of general relativity. With this at hand, we perform the canonical formalism for f (T ) gravity in Sec. V, then in Sec. VI we study the consequences of the previous analysis in the counting of d.o.f. of the theory. Finally, we devote Sec. VII to the conclusions, and include an Appendix with a toy model that is useful to understand some features of the Hamiltonian analysis of f (T ) gravity.
II. TEGR AND f (T )
A. The teleparallel equivalent of general relativity
We start by defining a manifold M , a basis {e a } of vectors in the tangent space T p (M ), and a dual basis {E a } in the cotangent space T * p (M ). This means that the application of the one-forms E a over the vectors e b yields E a (e b ) = δ a b . The vector basis can be expanded in a coordinate basis as e a = e µ a ∂ µ and E a = E a µ dx µ . With this, the duality relation looks like
Throughout this work we will denote spacetime coordinate indices by Greek letters µ, ν, . . . = 0, . . . , n − 1, Lorentzian tangent space indices by Latin letters a, b, . . . , g, h = 0, . . . , n − 1, and spatial coordinate indices by i, j, . . . = 1, . . . , n − 1.
The metric field is expressed in terms of the vielbein (vierbein o tetrad in n = 4 dimensions), which encodes the metric of the spacetime through the following relation
then,
which declares the vielbein an orthonormal basis. Written in component notation, the previous expressions are
In the same way, the relation between the metric volume and the determinant of the matrix E a µ is
We formulate a dynamical theory for the spacetime by defining a Lagrangian that depends on the vielbein field. The Lagrangian leading to dynamical equations that are equivalent to Einstein equations is [41] L = E T.
This is the Lagrangian for the teleparallel equivalent of general relativity. Here T is the torsion scalar
which is made up of the torsion of the Weitzenböck connection Γ µ νρ
and the so-called superpotential
where the contorsion associated with the Weitzenböck connection is
One of the most appealing features of the spacetime traced by the Weitzenböck connection is that it paralleltransports the vielbein along any curve, since
Therefore, parallelism can be thought as an absolute, path-independent notion that compares the projections V a = E a (V) of vectors on the vielbein. It is accomplished that ∇ ν V = ∇ ν (V a e a ) = e a ∂ ν V a , therefore the vector is parallel transported if and only if the components V a are constant. This property also implies that the Weitzenböck connection is metric compatible.
Another remarkable feature of the Weitzenböck connection is that it is curvatureless. The curvature twoform is given in terms of the spin connection ω . Notice that Γ µ νρ does not vanish, since it is transformed to a coordinate basis. Instead, the curvature is a tensor, so it vanishes in any basis. Consequently, TEGR is a theory that encodes the gravitational effects in the torsion; in contrast GR describes a spacetime equipped with the torsionless Levi-Civita connection Γ µ νρ that has a nonvanishing curvature. While the Einstein-Hilbert Lagrangian is defined in terms of the Levi-Civita scalar curvature as L = E R, the TEGR Lagrangian depends on the torsion scalar T that is built from the Weitzenböck connection. The relation between them is given by
which means that they only differ in a surface term. This is integrated out when put in the action, so guaranteeing the equivalence. 1 However, the vielbein field has n 2 independent components, but the metric tensor has only n(n+1) 2
. But TEGR dynamical equations are invariant under local Lorentz transformations of the vielbein. These transformations have n 2 generators, therefore this gauge invariance means that n(n−1) 2 d.o.f. are canceled out, thus agreeing with the fact that the theory is equivalent to GR at the level of the equations of motion.
B. f (T ): modified teleparallel gravity
Since the torsion scalar is quadratic in first-order derivatives of the vielbein field, any theory constructed with a function of it will lead to second-order dynamical equations for the vielbein. This is a suitable feature for a modified gravity model, and it was one of the motivations to propose the so-called f (T ) gravity or modified teleparallel gravity. The action that defines this theory is
where the second term is a Lagrangian for matter. The dynamical equations of this theory are obtained varying this action with respect to the tetrad field, which are
where the matter energy-momentum tensor is T ν λ . By virtue of the relation (11), it is simple to see that any nonlinear function f (T ) will manifest nonlocal Lorentz invariance. This is because the four-divergence appearing in the equivalence (11) is not invariant, and will remain encapsulated in the functional form. This is an important issue and a common source of misunderstanding. Actually the lost of this local invariance means that by performing a local Lorentz transformation of a solution {e a } one will not necessarily obtain another solution, irrespective that the metric would not suffer any change. In other words, the dynamical equations (13) describe d.o.f. beyond the ones involved in the metric tensor. However the theory is still invariant under global Lorentz transformations.
III. CONSTRAINED HAMILTONIAN SYSTEMS
We will briefly review Dirac's procedure for constrained Hamiltonian systems in field theory [44] [45] [46] [47] .
Given an action S written in terms of a Lagrangian that depends on the canonical variables L = L(q k ,q k ), the canonical momenta are defined as
In a constrained physical system, not all the canonical momenta are linearly independent, but they will be related with the canonical coordinates through relations of the form
Those are denominated primary constraints, and they appear at the level of the definitions (14) , and before using the equations of motion. They delimit a subset Γ c in the phase space of the theory, the so-called primary constraint surface. The canonical Hamiltonian is defined in the standard way as
where a sum over k is implicit. We also define the primary Hamiltonian
The u ρ are Lagrange multipliers; when varied independently, they ensure the primary constraints.
The preservation of the primary constraints over time is obtained through the primary Hamiltonian; this leads to the following equations:
If we define h ρ ′ ≡ {φ ρ ′ , H p } and C ρ ′ ρ ≡ {φ ρ ′ , φ ρ }, the solution of this system will depend on the values of these objects. In particular, new constraints will arise
These equations are either trivially satisfied or they originate new S ′ constraints,
which are called secondary constraints. This procedure must be iterated with the secondary constraints, which could originate new secondary constraints (sometimes called tertiary constraints), which repeat the procedure.
The algorithm finishes when the following occurs: it exists a hypersurface Γ C in the phase space, defined by
The two sets contain all the P primary constraints and all the S secondary constraints (and tertiary, etc.). It is convenient to use a common notation for all of them, with φρ, whereρ = 1, . . . , P + S. With this, for each left null eigenvector ωρ β of the matrix Cρ ρ = {φρ, φ ρ }, the following conditions are satisfied:
For the Lagrange multipliers, the following equations are fulfilled:
Some of these equations will be satisfied identically, others will represent conditions over the u ρ 's. The case in which we are will depend on the rank of the matrix C. If Rank(Cρ ρ ) = P , then all Lagrange multipliers are fixed. If Rank(Cρ ρ ) = K < P , then it will be P − K solutions to the equation
The most general solution to the system (23) is
where U ρ is a particular solution and v α are arbitrary coefficients that multiply the solutions of the homogeneous system (24) .
It is convenient to classify the constraints into first and second-class constraints. It is said that a constraint is first-class if its Poisson bracket with all the constraints vanishes weakly. If a constraint is not first-class (there is at least one Poisson bracket that does not vanish), it is second-class. Any physical theory must be reformulated in terms of the maximum number of first-class constraints (and second-class constraints). We denote the set of firstclass constraints as Φ I , I = 1, . . . , L, and the remaining second-class constraints as χ A .
If we did this procedure correctly, then the matrix of Poisson brackets between second-class constraints, defined as
should be invertible (i.e., its determinant should be different from zero). If not, then there is a first-class constraint hidden among the χ A and it should be removed from the set by redefining the basis of constraints. Notice that the number of second-class constraints must be even, since otherwise det(∆ AB ) = 0. The total Hamiltonian H T is defined by using Eq. (25), so obtaining
where
The system of equations (23) is satisfied trivially for the first-class constraints, while for the second-class constraints it is written as
From this we can solve for the Lagrange multipliers, obtaining that
where ∆ BA is the inverse of the matrix ∆ AB . The result of this procedure is that all multipliers associated with a primary second-class constraint in H ′ are determined, and the only free parameters are v α . Therefore, there will be as many arbitrary functions in the Hamiltonian as first-class constraints exist. We are ready to calculate the number of d.o.f. in terms of the number of first and second-class constraints. It is that
IV. REVIEW ON THE HAMILTONIAN FORMULATION OF TEGR
In this section we are going to summarize the main results of Ref. [49] . Here the TEGR Lagrangian was written in the form
where the supermetric, a Lorentz invariant tensor, was defined as
The teleparallel equivalent of general relativity is, of course, a constrained system where not all the canonical momenta can be solved in terms of the velocities. The definition of the momenta, starting from the Lagrangian (31), can be written conveniently as
where the noninvertible C ef ab matrix is defined as
From this definition we can obtain the following primary constraints:
The first n constraints indicate that the E a 0 components of the vielbein are spurious gauge-dependent variables, which is in consonance with the fact that the temporal sector of the metric tensor has always a spurious character. The second n(n − 1)/2 constraints represent the invariance of the theory under the Lorentz group in the tangent space. These constraints form a closed algebra that is precisely the Lorentz algebra.
After finding these constraints, it remains to find the time evolution. This is achieved by writing an expression for the primary Hamiltonian. For this, in [49] it proved to be useful the introduction of a new notation in which we arrange the components of C ef ab in a n 2 × n 2 symmetric matrix C AB , through the following identification
and then to compute the eigenvalues of C A B in order to calculate the Moore-Penrose pseudoinverse D AB . Here C A B = η AC C CB , where η AC = η ac η eg acts as a Minkowski metric in the space delimited by the multiindex notation. The eigenvalues of the matrix C A B follow a very simple pattern: n(n + 1)/2 eigenvalues are null, n(n − 1)/2 − 1 of them are equal to 2 g 00 . = λ, and the remaining one is equal to (2 − n) λ.
We build the canonical Hamiltonian by identifying the subset of canonical velocities that can be still solved in terms of the momenta. The momenta are written, by using the multi-index notation, as
Here it is defineḋ
By using the pseudoinverse D AB to solve for theĖ A in (37), it is obtained thaṫ
Given that the Lagrangian is
where we also define
the canonical Hamiltonian density is written as
With this we can write the primary Hamiltonian, which would serve the purpose of evaluating the consistency of all the constraints over time. It is
The consistency of the whole procedure requires the following secondary constraints:
These are nothing but the super-Hamiltonian and supermomenta constraints of the Arnowitt-Deser-Misner (ADM) formulation of general relativity. It is worth noticing that while the ADM Hamiltonian vanishes on the constraint surface, the TEGR Hamiltonian does not. This is since the GR and TEGR Lagrangians differs by a surface term, then it follows in (44) that H is not zero but a divergence. The only nonvanishing Poisson brackets are the following. Firstly we have that
The super-Hamiltonian and supermomenta constraints form the ADM algebra, given by
Also, the generators of the Lorentz group form the Lorentz algebra
as expected. Finally, it is obtained
The last result reflects the fact that the Hamiltonian, which is contained inside the constraint G
0 , is not Lorentz invariant due to the four-divergence contained in the Lagrangian. Notice that the calculation of this bracket is new and did not appear on foregoing work, probably because of the different definitions of the constraints. However, we find our approach the simplest one, and therefore the best starting point for the Hamiltonian formulation of f (T ) gravity.
Finally we obtain that the entire set of constraints is first-class, and that they generate gauge transformations on the vielbein field. Moreover, there are n(n+3) 2 spurious variables, which reduces the number of d.o.f. to
A. Degrees of freedom
We will use the procedure developed in the preceding section as the base of the Hamiltonian formalism for f (T ) 20] . The authors suggested that these d.o.f. would manifest in a kind of Higgs mechanism, through a massive vectorial field or a scalar field plus a massless vectorial field. However, it has not been shown the equivalence between these fields and the f (T ) action. Moreover, no more than one extra degree of freedom appears at the level of cosmological perturbations [17, 19, 21] .
There have been several proposals for understanding the issue of the d.o.f.. The recent finding of the remnant group of local Lorentz transformations in f (T ) gravity [38] makes a classification of pairs of tetrads and Lorentz matrices that satisfy the condition of preserving the otherwise Lorentz variating term of the f (T ) action. The null tetrad approach introduced in [39] in order to facilitate the search for GR geometries preserved in f (T ) has led to the finding of two tetrads that lead to the same Friedmann-Lemaître-Robertson-Walker metric, but with different torsion scalar [40] . This fact could be a manifestation of the extra d.o.f. of the theory, which remains to be understood.
A different approach is the covariant f (T ) gravity [50] , where a frame-dependent spin connection is chosen from that tetrad which is inertial when gravity is switched off. This procedure would render the torsion covariant under local Lorentz transformations of the tetrad; thus the local Lorentz invariance of the dynamics would be restored. There are other covariant approaches, as the Lagrange multiplier formulation suggested in [51] . However, there would be several ways of obtaining covariance in modified teleparallel gravities [31] . We do not know for sure if a covariant version of f (T ) gravity would manifest the additional d.o.f., as the noncovariance feature of the theory (i.e. the loss of local Lorentz invariance) is presumably the generator of these d.o.f., as we will see later through the constraint algebra of the theory. This is one of the reasons that discourage us from adopting a covariant approach in the first instance, but this issue should also be addressed by further research.
B. Scalar equivalence
It will be useful to rephrase f (T ) gravity as a scalartensor theory, by taking the following action containing the vierbein E a µ and an auxiliary scalar field φ:
where V (φ) is a potential for the field φ, and S m (E a µ , Ψ) is the action for matter fields. By varying the action with respect to φ one obtains T = V ′ (φ), so linking the scalar field with the torsion scalar (and therefore the tetrad). This relation between T and V (φ) shows that the action (50) is dynamically equivalent to an action defined by the Lagrangian density L = Ef (T ). That is,
is the Legendre transform of the function V (φ); so, not only is it T = V ′ (φ) but φ = f ′ (T ) as well. It can be seen that the limiting case of TEGR is obtained when φ = 1 and V (φ) = 0. The action (50) resembles the Jordan frame action in general relativity, but with the scalar φ accompanying the torsion scalar T instead of the Ricci scalar. We will use the action (50) as a starting point for the Hamiltonian formalism for f (T ) gravity, keeping in mind that we just introduced an additional canonical coordinate φ.
C. Hamiltonian and primary constraints
The canonical coordinates would be the set of n 2 + 1 functions (φ, E a µ ). However, since the Lagrangian does not depend on the time derivatives of the variables φ or E a 0 , then the following primary constraints are obtained:
Removing the Π 0 a from the definition of the Π µ a , we get that the rest of the canonical momenta are given by 
Therefore, the fundamental Poisson brackets among the canonical variables are given by
while the remaining brackets among canonical variables and momenta are zero. With the help of the expression for the canonical momenta written in the multi-index notation,
we can find the remaining primary constraints, by considering the null eigenvectors for C AB . The eigenvectors v a |gh|e = 2δ a [g η h]e generate the following primary constraints:
These are n(n−1) 2 primary constraints that are slightly different from the ones appearing in TEGR, because of the presence of φ in the last term.
In conclusion, there are
π ) that define a hypersurface Γ in the phase space of the theory. To build the primary Hamiltonian, we need the canonical Hamiltonian, for which we will use again the multi-index notation. The Lagrangian density is written as
Solving forĖ A from the expression (56) through the use of the pseudoinverse D AB , we find that the Lagrangian, in terms of the canonical momenta is
The Hamiltonian density is defined in the traditional form as H = πφ + Π i cĖ c i − L. However, using again the definition (56), we get
Therefore, the primary Hamiltonian is
The notation adopted will be u ρ = (u ab , u c , u π ) and in general, the Greek index ρ will label primary constraints and its associated Lagrange multipliers.
At this point it is important to remark the following expression for the torsion scalar:
D. Consistency of primary constraints
We will study the consistency relations of the primary constraints with the tools provided by the DiracBergmann algorithm introduced in Sec. IV. We impose the time evolution of the primary constraints by means of the following relations:
where G
ρ ′ denotes the set of primary constraints. For the primary constraint G (1) π , the relevant Poisson brackets are
where it has been defined
and also components, we will arrange them as a "vector" Fã such that the indices are ordered in an increasing way
(67) We will use both notations indistinctly, according to the context. We notice in (64) that the only Poisson brackets different from zero are the ones that involve G (1) ab and H, since they contain a functional dependence on φ.
Next we compute the Poisson brackets with the primary constraint G (1) c , which are simpler:
We notice the appearance of two expressions G (2) i and G (2) 0 given by
which will be proven to be secondary constraints later. It remains to calculate the pertinent Poisson brackets for the G (1) ab , which resume to {G (1) 
0 .
We see that, even though the Lorentz constraints are modified, they still satisfy the Lorentz algebra. Besides, we see that the expression G (2) 0 takes part also in the second bracket.
The set of equations that would determine the Lagrange multipliers is the following:
The general procedure for the Dirac-Bergmann algorithm requires that we write these as the following matricial system:
where C ρ ′ ρ = {φ ρ ′ , φ ρ } is the matrix containing the Poisson brackets already calculated, and h ρ ′ = {φ ρ ′ , H} is a vector containing the Poisson brackets between the primary constraints and the canonical Hamiltonian. This matrix is
(73) Besides, the vector h ρ ′ can be decomposed into three pieces:
components denoting the expression {G 
The algorithm requires to compute the left and right null eigenvectors of the matrix C ρ ′ ρ . In this case, since this is a square antisymmetric matrix, these null eigenvectors coincide. It is easy to see that there are n null eigenvectors V 
There is still an additional set of null eigenvectors obtained through the following constraint on the compo-
:
which is obtained from the last row of C ρ ′ ρ . Since the rank of the matrix C ρ ′ ρ is always 2, and we have already obtained n null eigenvectors, we should be able to obtain n(n−1) 2 − 1 null eigenvectors from the condition (76). The choice of the components is completely arbitrary, as long as they are linearly independent to the set (75) and constrained to satisfy (76). A possible choice is the following:
No matter how we make this choice, the eigenvectors V ρ α always impose that G
0 ≈ 0, since the following condition,
must be satisfied for all values of α [notice that in (74),
in the first
is weakly zero, and we put this in the first equation in (71), it is immediately obtained that also G (2) i ≈ 0. Therefore, there are n new secondary constraints G (2) 0 , G (2) i , whose consistency relations must be analyzed.
E. Secondary constraints and consistency
In order to impose the consistency of the secondary constraints correctly, we need to take into account the following Poisson brackets between primary and secondary constraints:
Then, the requirement of consistency over time of the secondary constraints can be written as the following system:
These equations, on the new constraint surface, form the following conditions:
This can be understood as an extended matricial system, where 
The null eigenvectors of the augmented matrix Cρ ρ have a different number of components depending on if they are right or left null eigenvectors. We denote the right null eigenvectors by V ρ α with n(n−1) 2 + n + 1 components, and the left null eigenvectors by ωρ β with n(n−1) 2 + 2n + 1 components. It is not hard to see that the right null eigenvectors of (82) are the same as the right null eigenvectors of (73). That is, now the V ρ α of(82) are given by (75) and (77). On the other hand, the first 2n − 1 left null eigenvectors are given by
Furthermore, there is a condition that generates n(n−1) 2 extra null eigenvectors, which is
(86) The additional null eigenvectors can be selected in the following way:
although this is one of many possible choices. A specific choice will not interfere with the Hamiltonian formalism, as long as the selected basis satisfies (86). The left null eigenvectors impose the conditions
is restricted to be zero, and the component h n(n−1)
is precisely the only one that is different from zero, then the ωρ β 's do not generate any new secondary (tertiary) constraint, and the algorithm is finished.
F. First-and second-class constraints
It remains to find the Lagrange multipliers, a problem that is linked with the separation between first-and second-class constraints, for if a multiplier is not determined by the equations of motion, it would be linked to a first-class constraint, and vice versa. The solution for the Lagrange multipliers can be written in the following way:
where U ρ stands for the particular solution to the system and v α are arbitrary coefficients, one for each null eigenvector. We denote by v ρ = v α V ρ α the solution to the homogeneous system. The right null eigenvectors V are not fixed and then generate gauge transformations.
• None of the n + n(n−1) 2 − 1 right null eigenvectors has the last component nonvanishing, henceforth it imposes u π = 0, as expected.
• The n(n−1) 2 remaining eigenvectors give the following relations among the v ab part of the multipliers:
. . .
This set of equations can be combined in a unique equation that relates all the multipliers, namely,
This equation determines one of the n(n−1) 2 Lagrange multipliers, however we still have another relation to fulfill, which is
The expression (91) determines a hypersurface on which the U ab would be restricted, therefore there is one of the U ab that is fully determined. In order to illustrate this fact more clearly, and because any U ab can be chosen to satisfy (91) without modifying the Hamiltonian formulation, we can work with
and U 02 , . . . , U (n−2) (n−1) = 0. Therefore, u π and u 01 would be the only multipliers that are determined through the procedure, which suggests that there are only two second-class constraints that remain to be found. This can be achieved by rewriting linear combinations of the primary and secondary constraints, so as to define combinations that commute with the rest of the constraints. Any choice of the form
will continue to be in the constraint surface, as the brackets {G (1) ef , α cd ab }G (1) cd are still multiplied by a primary constraint. Using this argument, we can recombine the primary constraints associated to the Lorentz algebra as the following set:
while G
01 remains unchanged. Any Poisson bracket of an element of this set with G (1) π will vanish, except for the specific Lorentz constraint G (1) 01 , which would be the second-class constraint. However there is still another combination to be performed, since {G
are second-class. For this, we perform the following redefinitioñ
(95) From this we have found the linear combination of constraintsG (2) 0 that render a first-class constraint, since
while the constraintG (1) 01 is still second-class and linearly independent fromG (2) 0 . Notice that all the Poisson brackets ofG (2) 0 with the remaining constraints vanish on the constraint surface.
In this way, the matrix of constraints is zero by blocks, except for the block that contains the second-class constraints that we will denote ∆ AB , while the second-class constraints themselves are denoted by χ A = (G (1) π ,G (1) 01 ). The aforementioned matrix is
(97) The system of equations hρ+Cρ ρ u ρ is a trivial identity for the first-class constraints, while for the χ A 's this system can be read
From this we can solve for the Lagrange multipliers u B = (u π , u 01 ) associated to the χ A , since the equations
impose that u π ≈ 0 and F 01 u 01 ≈ F φ .
VI. DEGREES OF FREEDOM OF f (T ) GRAVITY
Finally we are able to determine the number of d.o.f. of the theory in dimension n. Notice that our formalism was always dimension independent. The counting of d.o.f. goes in the following way. We have
ab defined in (94),
01 . Therefore, we have that d.o.f. = # pairs of canonical variables − # first-class constraints
Therefore, regardless of the number of dimensions, f (T ) gravity has only one extra degree of freedom in comparison with TEGR (or GR). Here we obtained that the local Lorentz invariance is lost in only one generator of Lorentz transformations, which is not specified by the Hamiltonian formalism. This generator could be a combination of boosts and rotations that are fixed by the theory. It is noticeable that in order to preserve the first-class definition of the super-Hamiltonian constraint, it is required to redefine it by making use of the same Lorentz constraint that is fixed by the theory [see Eq. (95)]. This can also be understood as a mechanism for the breakdown of the Lorentz invariance, however in order to fully understand this matter, we require additional research to be performed. As far as we know this result could be considered a forerunner in the field of modified teleparallel gravity, and the techniques developed in [49] and in this work should be extended for wider classes of gravity theories with teleparallel structure, for example teleparallel gravities presented in [26, 32, 34, 35, 51] among others.
A. Discussion of previous works
Regarding the work of Li, Miao and Miao [20] , we obtain a different number of d.o.f.. There are substantial differences between their work and ours, first the fact that the Hamiltonian formulation of TEGR from which we started is different. Their work is based in a first-order formulation developed in [52] [53] [54] , and therefore their primary and secondary constraints are different from ours, although we have almost the same number of constraints. The main difference lies in their secondary constraint π 1 = det(M ) ≈ 0, which does not appear in our formalism. The square matrix M in their work contains the Poisson brackets between their constraints H 0 , Γ ab and π; these constraints are their analog to our constraints G (2) 0 , G (1) ab and G (1) π , respectively. The reason why we believe that π 1 is not a secondary constraint is the following: the authors in [20] define a system of equations M Λ = 0 for the Lagrange multipliers Λ, and they assert that the system must have a solution for all the multipliers. The condition for the system to have a solution is det(M ) = 0, then they affirm that this should be a secondary constraint π 1 ≈ 0 (a very complicated one). We believe that this secondary constraint should not exist since, as we have proven in our formalism, not all the Lagrange multipliers are determined and moreover, there are only two that are determined through the procedure. Their attempt in order to calculate the Poisson brackets with this constraint lead the authors to assume that g µν is diagonal. Their claim is that this condition is not a gauge, but a technique of calculation. However this means an additional restriction over the vielbein field, which is a truly secondary constraint, and should have been taken into account into their counting of d.o.f.
Another discussion on the issue of the d.o.f. of f (T ) gravity can be found in [24] , even though they do not perform any calculation on the Poisson brackets of the theory. The authors argue different possibilities for the number of d.o.f., based in a hand-waving Hamiltonian analysis. They speculate what would be if a certain number of the Lorentz constraints became second-class. Considering that in n = 4 there are eight constraints associated to the super-Hamiltonian, supermomenta, and the Π 0 a ≈ 0 constraints, the authors imagine three possible cases, under the assumption that there are not additional constraints and taking pairs of Lorentz constraints to become second-class. The possible outcomes are 5, 4 and 2 d.o.f. for f (T ) gravity, if six, four and two Lorentz constraints become second-class, respectively. Nonetheless, our work shows that under a mathematical equivalence the theory is interpreted as having an extra canonical variable that generates an extra primary constraint, which turns out to be second-class and turn one Lorentz constraint to be second-class. This possibility was not contemplated by [24] although the constraint G (1) π = π ≈ 0 was already considered in [20] .
VII. CONCLUSIONS
To develop the Hamiltonian formalism for f (T ) gravity, we have started from a scalar-tensor action that is mathematically equivalent to the action for f (T ) gravity. This involves a canonical variable φ that generates an additional primary constraint G (1) π . This constraint alters the constraint structure by making one of the n(n−1) 2
Lorentz constraints G
ab to become second-class; however which constraint G (1) ab becomes second-class is not a priori determined, and any linear combination of them could play that role. The super-Hamiltonian constraint needs to be redefined using this Lorentz constraint in order to preserve its first-class attribute. All constraints proved to be first-class except for one of the Lorentz constraints and G (1) π . Since there are n 2 +1 pairs of canonical variables, n(n−1) 2 + 2n − 1 primary constraints and two secondary constraints in any dimension, it results that f (T ) gravity has n(n−3) 2 + 1 d.o.f. This is 1 extra degree of freedom when compared with TEGR gravity, which could be related to a scalar field. This might mean that the Einstein frame for f (T ) gravity could exist, but only for certain conditions that have not been established, an issue that will be investigated in future work [55] .
Although both f (T ) and metric f (R) theories have an only additional degree of freedom, the way this extra degree of freedom appears is different in each case. In f (R) gravity, it comes from the fact that the dynamical equations are fourth order; usually one lows the order by introducing the scalar field φ = f ′ (R) to cast the equations to a second order system with an additional degree of freedom φ. Instead f (T ) gravity has dynamical equations of second order. However, the teleparallel theories come with an extended algebra of constraints; besides the generators of diffeomorphisms that are shared with f (R) and other theories of gravity, the algebra includes the generators of the Lorentz group. This is because the tetrad involves more components than the metric. Thus the number of extra components that are pure gauge depends on how many Lorentz constraints are first-class. In TEGR all the Lorentz constraints are first-class, so reducing the number of d.o.f. to those contained in the metric. In f (T ) theories a linear combination of Lorentz constraints becomes second-class, thereby increasing by one the number of physical d.o.f. possesses total invariance under rotations, a case that we set aside. Therefore, we define G (2) ≡ φzzU ′ , and study its consistency through the equatioṅ
When we add this new relation of consistency to the matrix C ρ ′ ρ , it does not produces new secondary constraints. Therefore, the system is reduced tȯ
