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vKorte inhoud
Waterstof is een interessante alternatieve energiedrager, en kan schadelijke uitlaatgassen, het
broeikaseffect en de onzekerheid omtrent olietoevoer naar het verleden verwijzen. Het huidi-
ge werk beschouwt de mogelijkheid van het gebruik van waterstof in verbrandingsmotoren.
Waterstofmotoren zijn relatief gemakkelijk te introduceren, zowel uit technologisch als uit
economisch standpunt. Dit werk heeft de ontwikkeling van een model voor de verbranding
van waterstof in motoren tot doel, wat moet leiden tot een simulatieprogramma voor de
optimalisatie van deze motoren. Experimenteel werk kan dan vervangen of aangevuld en
ondersteund worden door snelle en goedkope berekeningen.
Experimenteel en numeriek werk op waterstofmotoren wordt uitgebreid bestudeerd. In
combinatie met de bevindingen uit eigen metingen op waterstofmotoren leidt dit tot een
gedetailleerd overzicht van de specifieke kenmerken van zulke motoren. Vervolgens wordt
de aandacht gericht op de eigenschappen van de verbranding van waterstof in motoren.
Dit leidt tot een gedetailleerde studie van de laminaire en turbulente verbrandingssnelheid
van waterstofmengsels. Bestaande experimentele gegevens, berekeningen en modellering
worden besproken, waarbij de relevantie voor waterstofmotoren extra wordt belicht. Het
werk bespreekt een uitgebreide reeks metingen bij voordien onbeproefde condities, waarbij
dieper op de effecten van vlamrek en instabiliteiten wordt ingegaan. Zoals wordt aangetoond
hebben deze effecten verregaande gevolgen voor de verbranding in waterstofmotoren en de
modellering ervan. Tot slot wordt een model voor de arbeidscyclus van waterstofmotoren
opgesteld, met een uitgebreide bespreking en verantwoording van de gebruikte deelmodellen.
Dit model wordt gevalideerd t.o.v. een reeks cilinderdrukmetingen waarbij de goede prestatie
gedemonstreerd wordt.
Abstract
Hydrogen is an attractive alternative energy carrier, which could make harmful emissions,
global warming and the insecurity concerning oil supply a thing of the past. The current
work examines the possibility of using hydrogen in internal combustion engines. Hydrogen
engines can be introduced relatively easily, from a technological as well as from an eco-
nomic point of view. This work aims to develop a model for the combustion of hydrogen
in engines, which should lead to a simulation programme for the optimisation of these en-
gines. Experiments can then be replaced or supplemented and supported by fast and cheap
calculations.
Experimental and numerical work on hydrogen engines is extensively studied. Combined
with the findings from measurements on hydrogen engines by the author, this leads to a
detailed overview of the specific features of such engines. Next, the attention is directed
at the properties of hydrogen combustion in engines. This leads to a detailed study of the
laminar and turbulent burning velocity of hydrogen mixtures. Published experimental data,
calculations and modelling are discussed, with extra attention to the relevance for hydrogen
engines. The work presents an extensive set of measurements at previously unexplored
conditions, and goes into the effects of flame stretch and instabilities. As shown, these effects
have far-reaching consequences for the combustion in hydrogen engines and its modelling.
Finally, a model for the power cycle of hydrogen engines is constructed, with an extensive
discussion and account of the submodels used. This model is validated against a set of
cylinder pressure measurements demonstrating the good performance.
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Nomenclature
Symbols
A m2 / - area / constant
cp J/kgK specific heat at constant pressure
cv J/kgK specific heat at constant volume
C - constant
Da - Damko¨hler number
D3 - fractal dimension
DM m
2/s mass diffusivity
DT m
2/s thermal diffusivity
E J/mol activation energy
f - residual gas fraction
k (variable) reaction rate coefficient
Ka - Karlovitz number
L m Markstein length
Le - Lewis number
m kg mass
n - / - wave number / reaction rate temperature exponent
Ma - Markstein number
p Pa/bar pressure
P W power
Pe - Peclet number
Pr - Prandtl number
r m radius
R J/molK specific gas constant
R J/molK universal gas constant
Re - Reynolds number
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S - flame speed factor
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t s time
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1. Inleiding
1.1. Waarom waterstof?
De motieven voor de ontwikkeling van een economie die steunt op waterstof als energie-
drager zijn welbekend, de belangrijkste zijn de schone emissies bij het gebruik ervan, en
de verscheidenheid en duurzaamheid van de productiemethodes. Het potentieel van schone
emissies is misschien iets minder overtuigend nu moderne benzinemotoren met extreem lage
emissies gedemonstreerd zijn. Dit wordt echter meer dan gecompenseerd door het groeiende
aantal voertuigen. Een tweede reden voor de interesse in waterstof hangt samen met de
origine van fossiele brandstoffen. Aangezien dit koolwaterstoffen zijn zal hun verbranding
koolstofdioxide produceren, wat de belangrijkste bijdrager is tot de globale opwarming van
de aarde, het zogenaamde broeikaseffect.
Vermits alle partijen die het Kyotoprotocol [3] hebben ondertekend zich ertoe verbonden
hebben hun koolstofdioxide-uitstoot terug te brengen tot het niveau van 1990 tegen de peri-
ode 2008-2012, zal het globale energetisch rendement moeten stijgen, of zullen alternatieven
voor koolwaterstoffen moeten gepromoot worden. De unie van Europese autoconstructeurs
(ACEA) heeft zichzelf ertoe verbonden de CO2 uitstoot van wegtransport (verantwoordelijk
voor ongeveer 25% van de totale CO2 emissies) terug te brengen tot 140 g/km tegen 2008.
Waterstof wordt eveneens gezien als een manier om zich veilig te stellen met een ge-
garandeerde energietoevoer. De globale voorraden aan fossiele brandstoffen zijn immers
geografisch geconcentreerd, met de grootste concentratie in politiek labiele regio’s. Verder
zijn deze voorraden eindig en zijn er toenemende bewijzen dat we de piek in olieproduc-
tie bereikt hebben of dat zullen doen in de zeer nabije toekomst [2]. Laat ons verder niet
vergeten dat fossiele brandstoffen een waardevolle grondstof zijn voor de polymeerindustrie.
1.2. De waterstofeconomie
De term ‘waterstofeconomie’ wordt tegenwoordig regelmatig gebruikt en weerspiegelt het
grote aantal mogelijkheden van waterstof als energiedrager. Deze mogelijkheden worden
gecree¨erd door het grote aantal productiemethodes en toepassingen van waterstof. Enkele
voorbeelden worden hier gegeven, de ge¨ınteresseerde lezer wordt naar andere werken verwe-
zen voor meer details [2, 4, 5].
Vermits waterstof geproduceerd kan worden zowel uit fossiele brandstoffen1 als met her-
nieuwbare energiebronnen2, kan het vraagstuk van een waarborg voor de energietoevoer
1Door ‘steam reforming’ van koolwaterstoffen, momenteel is de goedkoopste en meest gebruikte manier
voor waterstofproductie de steam reforming van methaan
2Windkracht, waterkracht, zonne-energie, geothermisch, biomassa, . . .
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4opgelost worden voor elk land dat over een voldoend grote energiebron beschikt. Sommige
afgelegen eilanden met hernieuwbare bronnen zouden de eerste mini-waterstofeconomiee¨n
kunnen zijn, vermits hun transportsector afhangt van dure ge¨ımporteerde olie en de dreiging
van klimaatsverandering bijzonder groot is in hun geval (verhoging van het zeeniveau). Ijs-
land [6], Hawaii [7] en Nieuw-Zeeland [8] zijn illustraties en hebben hun interesse al duidelijk
laten blijken of zijn zelfs al begonnen met de eerste stappen.
Waterstof kan verbrand worden in verbrandingsmotoren of gasturbines, of kan reageren
met zuurstof in een brandstofcel om elektriciteit te produceren. Waterstof kan in theorie
dus zowel kleine energieopwekkers (het vervangen van batterijen door kleine brandstofcellen)
als grote productiefaciliteiten vervangen. Het vervangen van de batterijen van draagbare
computers en gsm’s kan bijgevolg een eerste nichemarkt zijn, aangezien de toegenomen au-
tonomie die mogelijk is met kleine brandstofcellen (gevoed met waterstof chemisch gebonden
in methanol bv.) een belangrijke meerwaarde vormt t.o.v. batterijen en de meerkost kan
compenseren.
Men dient voorzichtig te zijn met het raadplegen van de literatuur en algemene informa-
tie over de waterstofeconomie en brandstofcellen (meestal worden deze sterk gelieerd). Vele
bronnen zijn ofwel zeer optimistisch ofwel zeer pessimistisch. Het weglaten van essentie¨le
data (met opzet of niet), valse waarheden, verkeerde opvattingen etc. komt spijtig genoeg
regelmatig voor. ‘Bron-tot-wiel’3 studies zijn hier bijzonder gevoelig aan en resultaten wij-
zigen sterk naargelang de auteurs of opdrachtgevers (zie Dunn [7] voor voorbeelden inzake
de beste brandstofkeuze voor brandstofcellen).
Deze problematiek heeft tot enige controverse geleid wat deels verantwoordelijk is voor
de toegenomen aandacht in de media en bij het grote publiek, maar men moet voorzichtig
zijn om de geloofwaardigheid niet te verliezen. Het is belangrijk om een realistische kijk te
hebben op de mogelijkheden en de problemen geassocieerd met het gebruik van waterstof [9].
Men kan in ieder geval met zekerheid stellen dat waterstof het potentieel heeft om minstens
een deel van de markt te veroveren. Dit is gerechtvaardigd zowel omwille van de huidige
stand der techniek i.v.m. waterstof als omwille van het aantal partijen dat reeds grote som-
men ge¨ınvesteerd heeft (of dat plant te doen) in onderzoeks-, ontwikkelings-, demonstratie-
en onderwijsprojecten. Deze partijen omvatten regeringen (U.S. [10, 11], E.U. [12], Japan
[13], . . . ), oliemaatschappijen (Shell [14], BP Amoco [15], . . . ), olieproducerende landen
(bv. Dubai [7]) en alle grote autoconstructeurs.
De belangrijkste (resterende) obstakels voor de ontwikkeling van een waterstofeconomie
kunnen onderverdeeld worden in drie categoriee¨n: economisch, de kost van waterstofproduc-
tie, -transport, -opslag, -brandstofcellen en -motoren moet concurrentieel zijn; technologisch,
hier is het opslagprobleem het meest dwingend4; en, eveneens zeer belangrijk, sociaal, de
perceptie door het grote publiek [16] van waterstof en de mogelijk directere relatie tussen
energieproductie en -gebruiker [14] (door de decentralisatie van energieproductie, mogelijk
gemaakt door of zelfs vereist bij het gebruik van hernieuwbare energiebronnen).
1.3. Waarom verbrandingsmotoren?
Zoals vermeld bestaan er verscheidene technologiee¨n om waterstof te gebruiken. Waterstof-
verbrandingsmotoren en waterstof-brandstofcellen zijn de twee kandidaten als propulsie-
3Engels: well to wheels, het berekenen van het totale energiegebruik voor een bepaald pad van primaire
energiebron tot eindgebruiker, met het doel de juiste vergelijking van verschillende opties
4Voornamelijk: de opslag aan boord van voertuigen, met voldoend hoge energiedichtheid
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eenheid voor transportdoeleinden. Het huidige werk concentreert zich op verbrandingsmo-
toren om de volgende redenen.
De verbrandingsmotor heeft het voordeel van een continue ontwikkeling gedurende meer
dan een eeuw en heeft nog steeds potentieel tot verdere optimalisatie. Brandstofceltechno-
logie staat daarentegen nog in de kinderschoenen. De prijs weerspiegelt dit, met momenteel
een astronomische kost voor de brandstofcel. De pleitbezorgers van de brandstofcel verdedi-
gen zich door te verwijzen naar prijsreducties door verdere ontwikkeling en schaalvoordelen,
wat de prijs grootte-ordes zou terugbrengen (het huidige prijsverschil tussen verbrandings-
motoren en brandstofcellen). Echter, hetzelfde werd indertijd beweerd over de prijzen van
batterijen voor elektrische voertuigen en is nooit verwezenlijkt. Natuurlijk brengt de con-
versie van een verbrandingsmotor voor het gebruik van waterstof ook extra kosten met zich
mee, maar deze zijn zeer beperkt5.
Het gebruik van verbrandingsmotoren laat eveneens toe om twee brandstoffen toe te
passen (bv. een motor die zowel op benzine als op waterstof draait), wat de eisen qua aantal
tankstations en autonomie kan verlichten. Dit zou de opstart van een waterstofeconomie
kunnen vergemakkelijken, waarbij de ervaring die opgedaan wordt met transport, tanken en
opslag rechtstreeks te vertalen is naar brandstofcelvoertuigen.
Brandstofcellen zijn momenteel ook nog gehandicapt omwille van koude-start problemen
(bevriezingsverschijnselen) en de noodzaak van heel zuiver waterstof om contaminatie van
de brandstofcel te vermijden [14, 17]. De verbrandingsmotor kent deze problemen niet.
Het meest aangehaalde voordeel van brandstofcellen is hun hoge theoretische rendement.
Echter, praktische cellen halen deze rendementen (nog) niet en men vergeet ook geregeld dat
de cel onderdeel is van een brandstofcelsysteem, het globale rendement is een stuk lager. Ver-
der daalt het rendement met toenemende belasting (de ohmse verliezen in de cel stijgen met
het kwadraat van de stroomdichtheid). Dit is geen belangrijk nadeel voor personenvervoer
omdat daar het deellastrendement relevanter is, maar dit zou aan belang kunnen toenemen
voor zwaar vervoer. Het grote verschil tussen het theoretische rendement van een brandstof-
cel en het effectieve rendement van een verbrandingsmotor bestaat bijgevolg grotendeels op
papier en is in de praktijk een stuk kleiner. Verder hebben waterstofverbrandingsmotoren het
potentieel om hogere rendementen te behalen t.o.v. klassieke verbrandingsmotoren, met een
gedemonstreerd ge¨ındiceerd rendement van 52% voor een waterstof-vonkontstekingsmotor
[18] en een generatorrendement van 49% voor een waterstof-compressiemotor [19]. Er valt
eveneens op te merken dat het weliswaar juist is dat de brandstofcel niet beperkt is tot
het Carnot-rendement van een warmtemotor maar dat men dan wel eens durft vergeten dat
het Carnot-rendement een uitdrukking is van de tweede hoofdwet van de thermodynamica
die uiteraard ook opgaat voor brandstofcellen en ook daar tot een maximum theoretisch
rendement leidt [20].
Samengevat: de waterstofverbrandingsmotor en -brandstofcel hebben elk hun eigen voor-
delen en beiden verdienen onderzoek naar hun potentieel. De waterstof-verbrandings-motor
kan als een transitie-technologie naar brandstofcellen fungeren of kan een eigen marktaandeel
naast de brandstofcel opeisen.
5Zonder de kostprijs van de opslag en veiligheidsvoorzieningen, die immers noodzakelijk zijn ongeacht
de propulsie-eenheid, is de extra kost van waterstofverbrandingsmotoren beperkt tot de kost van bijkomen-
de H2 injectoren, een aangepast motorstuursysteem en mogelijk enkele veranderingen aan ontstekings- en
carterventilatie-systeem
61.4. Ontwerp van waterstofverbrandingsmotoren
Er werd een uitgebreid overzicht van de literatuur omtrent waterstofmotoren verricht. Sa-
men met de eigen bevindingen kan dit samengevat worden in volgend overzicht van de
motorontwerpscriteria die de voordelen van waterstof ten volle benutten en de problemen
verminderen of vermijden.
• bougies: gebruik bougies met lage warmtegraad om bougietemperaturen hoger dan
de zelfontstekingsgrens en bijgevolg vlamterugslag (Engels: backfire) te vermijden [26,
32]. Koude bougies kunnen gebruikt worden aangezien er nauwelijks afzettingen zijn.
Gebruik geen bougies met platina elektroden aangezien dit een katalysator kan zijn
voor waterstofoxidatie [22, 29] (platina werd bv. gebruikt in de uitlaat om onverbrand
waterstof te oxideren [46]).
• ontstekingssysteem: vermijd ongecontroleerde ontsteking door de restenergie in het
ontstekingssysteem, door aangepaste aarding of bougiekabels met aangepaste elektri-
sche weerstand te gebruiken [31, 32]; vermijd inductie in een aangrenzende bougiekabel
door bv. het gebruik van individuele spoelen rechtstreeks op de bougie gemonteerd;
voorzie een onstekingssysteem met hoge spanning vermits het ontsteken van water-
stofmengsels een hogere secundaire spanning vraagt, wellicht veroorzaakt door de lage
ionenconcentratie van een waterstofvlam [31, 32, 59]. Individuele spoelen voldoen
eveneens aan deze voorwaarde. De elektrodenafstand kan eventueel ook verkleind
worden om de ontsteekspanning te verlagen, wat geen problemen stelt daar er nau-
welijk afzetting is bij het gebruik van waterstof. Elektrodenafstanden van 0.25mm
werden gedemonstreerd [27] (al werd dit later verhoogd naar 0.5mm omwille van
startproblemen door condensatie aan de bougietip).
• injectiesysteem: voorzie sequentie¨le injectie, ofwel door poortinjectie waarbij de start
van de inspuiting zo ingesteld wordt dat er een initie¨le luchtkoelingsperiode wordt
gecree¨erd, en het einde van de inspuiting zo dat geen waterstof achterblijft in de
inlaat nadat de inlaatklep werd gesloten; ofwel door directe injectie gedurende de
compressieslag. Injectoren met groot debiet zijn in beide gevallen vereist, eventueel
op te lossen door het gebruik van meerdere injectoren per cilinder. De regeling van
inspuitmoment zoals hier beschreven is misschien niet strikt noodzakelijk daar er ook
werken zijn die geen relatie tussen de injectietiming en het optreden van vlamterugslag
of gloeionsteking hebben gevonden [18]. Sequentie¨le injectie vermindert eveneens de
hoeveelheid brandstof aanwezig in het inlaatspruitstuk zodat vlamterugslag minder
erge gevolgen heeft.
• hete punten: vermijd hete punten in de verbrandingskamer, die gloeiontsteking of
vlamterugslag zouden kunnen veroorzaken; gebruik gekoelde uitlaatkleppen; gebruik
meerklepscilinderkoppen om de temperatuur van de uitlaatkleppen verder te doen da-
len [29, 30, 31]; voorzie aangepaste oliecontrole; voorzie bijkomende koelkanalen rond
de kleppen en andere plaatsen met een hoge thermische belasting [33] (indien mo-
gelijk); verlaat het inspuitmoment zodat er een luchtkoelingsperiode gecree¨erd wordt
(met sequentie¨le of directe injectie); verzeker een gepaste spoeling (bv. door het ge-
bruik van variabele kleppentiming [18, 28]) om restgastemperaturen te verminderen.
• zuigerringen en hoogte van zuiger boven vuursegment: verklein de speling tussen
zuiger en cilinder om te vermijden dat waterstofvlammen kunnen propageren in de
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ruimte boven het vuursegment, Swain et al. [33] gebruiken een speling van 0.152mm
om de vlam te doven. Pas de zuigerveergroeven, de afstand tussen de groeven en
de zuigerveren aan met het doel een terugstroom van onverbrand waterstof naar de
ruimte boven het vuursegment tegen te gaan [33, 34, 35] (zodat vermeden wordt dat
een vlam boven het vuursegment verder gevoed wordt tijdens uitlaat- en inlaatslag).
• klepzittingen en injectoren: de zeer slechte smeereigenschappen van waterstof moeten
in rekening genomen worden, aangepaste klepzittingen moeten gekozen worden [29,
31] en het ontwerp van injectoren moet aangepast worden. Dit is het geval bij elke
droge gasvormige brandstof (zo ook met bv. aardgas) maar kan kritischer zijn voor
waterstof (gecomprimeerd aardgas bevat nog kleine hoeveelheden olie afkomstig van
de compressor terwijl waterstofcompressoren meestal kleinere passingen gebruiken om
het lekdebiet te verminderen).
• smering: een smeerolie compatibel met de verhoogde waterconcentratie in het carter
dient gekozen te worden, het TU¨V rapport van de waterstofvoertuigentest in Duitsland
[31] stelt twee opties voor, een ontmengende olie en een synthetische olie die een
oplossing vormt met water. DeLuchi [60] beweert dat de olielevensduur toeneemt
omdat de olie niet verdund wordt door waterstof en er minder zuren gevormd worden.
Een asloze olie is aan te raden om afzettingen te vermijden (i.v.m. hete punten) [26].
Het effect van waterstof op de smeeroliesamenstelling en de chemische structuur is
nergens gerapporteerd, hier wordt verder op ingegaan bij de bespreking van de eigen
metingen.
• carterventilatie: het carterventilatiesysteem dient aangepast te worden rekening hou-
dende met hoge inlaatdrukken (bedrijf zonder gasklep) en om waterstofconcentraties
(door gaslek van cilinder naar carter) in het carter te verminderen [29, 61].
• compressieverhouding: de keuze van een optimale compressieverhouding is gelijkaardig
aan die voor elke brandstof, ze moet zo hoog mogelijk gekozen worden ter verhoging
van het motorrendement, met de limiet gesteld door toenemende warmteverliezen of
abnormale verbranding (in het geval van waterstof is dit meestal gloeiontsteking).
De keuze kan afhangen van de toepassing, vermits de optimale compressieverhouding
voor hoogste motorrendement verschillend kan zijn van het optimum voor hoogste
motorvermogen [40]. In het algemeen kan men stellen dat de compressieverhouding
van een waterstofmotor hoger kan gekozen worden dan bij een benzinemotor.
• turbulentie in de verbrandingskamer: omwille van de hoge vlamsnelheden van water-
stof kunnen laagturbulente verbrandingskamers (schijfvormige kamer en axiaal gea-
ligneerde inlaatpoorten) gebruikt worden die voordelig zijn voor het motorrendement
[30, 33, 57]. Ze kunnen zelfs noodzakelijk zijn om abnormale verbranding te vermijden
bij stoichiometrisch bedrijf [33].
• elektronisch gaspedaal: waterstofmotoren zouden zoveel mogelijk met open gasklep
moeten bedreven worden, voor een hoog motorrendement. Dit wordt mogelijk gemaakt
door de brede ontstekingsgrenzen van waterstof die een belastingsregeling door regeling
van de mengselrijkheid toelaten. Het gebruik van een gasklep is evenwel nodig bij
zeer lage belasting om verbrandingsstabiliteit te behouden en emissies van onverbrand
waterstof te beperken. Bij middelgrote tot hoge belastingen kan het nodig zijn om te
8smoren om NOx emissies te beperken. Deze eisen kunnen enkel verenigd worden met
een elektronisch gaspedaal.
1.5. Onderzoeksgebied
De literatuur i.v.m. analytisch onderzoek op waterstofmotoren werd eveneens bestudeerd
maar is veel minder uitgebreid dan wat over experimenteel werk werd bericht. Er werd geen
model voor de cyclus van een waterstofmotor gevonden dat nauwkeurige voorspellingen
toelaat buiten de condities waarvoor het model werd gecalibreerd.
Voor de keuze van een geschikt verbrandingsmodel is het informatief na te gaan in welk
verbrandingsregime men zich bevindt in het geval van waterstofmotoren. Dit werd bere-
kend en resulteerde in twee mogelijkheden: voor lage belasting, wanneer arme mengsels
gebruikt worden, is het intermediaire regime geldig; voor hoge belasting, waar mengsels
dicht bij stoichiometrie worden gebruikt, is het ‘flamelet’ regime geldig. De werkingszone
van waterstofmotoren beslaat een groter oppervlak in een typisch vlamregimediagram ver-
geleken met ‘klassieke’ koolwaterstoffen, omwille van de grote variatie in mengselrijkheid en
-samenstelling.
De onderzoeksgroep van de auteur heeft een jarenlange experimentele ervaring opge-
bouwd rond waterstofmotoren. Het doel van huidig werk is het meer in detail bestuderen
van de verbranding in waterstofmotoren. Meer specifiek is het doel de ontwikkeling van
een simulatieprogramma voor de optimalisatie van waterstofmotoren en het uitvoeren van
parameterstudies.
Hiertoe werd een literatuuroverzicht opgesteld van experimenteel en numeriek werk op
waterstofmotoren (zie hoger), werden de metingen van de onderzoeksgroep sterk uitgebreid,
werd de laminaire en turbulente verbrandingssnelheid van waterstofmengsels bestudeerd en
uiteindelijk werd een initie¨le formulering van een motorcyclusmodel opgesteld. Dit model
werd gevalideerd door vergelijking met de metingen. De code is geschikt voor normaal
bedrijf, abnormale verbranding zoals klop, gloeiontsteking of vlamterugslag werd niet in
beschouwing genomen. Verder werd de aandacht beperkt tot de arbeidscyclus.
In de volgende paragraaf wordt het experimenteel werk op motorproefstanden beschreven
dat de valideringsdata leverde voor de motorcode. Punt 3 bespreekt de laminaire verbran-
dingssnelheid van waterstofmengsels. Onvoldoende data was voorhanden in de literatuur en
het huidig werk rapporteert een uitgebreide nieuwe set metingen van de laminaire verbran-
dingssnelheid. Berekening van laminaire vlammen werd eveneens in beschouwing genomen.
Punt 4 beschouwt turbulente waterstofvlammen, bespreekt de relevante fenomenologie, be-
schrijft een beperkte set metingen en selecteert turbulente verbrandingsmodellen voor eva-
luatie in het cyclusmodel. Punt 5 beschrijft de ontwikkelde code, de modelklasse, structuur
en sub-modellen, en evalueert de nauwkeurigheid van het model door vergelijking met me-
tingen. Tot slot worden de voornaamste bevindingen van dit werk en raadgevingen voor
toekomstig werk samengevat.
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2. Metingen op waterstofverbrandingsmotoren
2.1. Metingen op GM motor
Zoals vermeld heeft de onderzoeksgroep van de auteur een uitgebreide ervaring op experi-
menteel werk rond waterstofmotoren opgebouwd [75-81]. Dit werd verdergezet en uitgebreid
door de huidige auteur. Vooreerst werd een General Motors 7.4 liter V8 motor omgebouwd
voor werking op waterstof. Dit kaderde voornamelijk in een verkenning van de algemene
opbouw, mogelijkheden en noodzakelijke veiligheidsvoorzieningen voor een waterstofmo-
tor maar resulteerde eveneens in enkele interessante bevindingen. Een programmeerbaar
motorstuursysteem met specifieke waterstofinjectoren werd opgebouwd en ingesteld voor
een optimale werking wat betreft vermogen, rendement en emissies. De aanpassingen aan
ontstekings- en injectiesysteem staan deels samengevat in paragraaf 1.4. Een belangrijke
vaststelling resulteerde uit een analyse van de smeerolie. Ondanks het lage aantal draaiuren
bleek de samenstelling van de olie sterk gewijzigd onder invloed van het waterstofgas aan-
wezig in het carter (door gaslek van cilinder naar carter). De voornaamste wijziging was de
sterke afname van de hoeveelheid esters in de olie. Dit is te verklaren door het openbreken
van dubbele bindingen door het reactieve waterstof. Bijgevolg was de viscositeit bij omge-
vingstemperatuur verhoogd wat een koude start bemoeilijkt, en bij werkingstemperaturen
verlaagd, wat de smeringskwaliteit in het gedrang brengt. In afwachting van de ontwikkeling
van een specifieke motorolie voor waterstofmotoren werd het carterventilatiesysteem aange-
past: een systeem met gedwongen spoeling werd opgebouwd om de waterstofconcentratie in
het carter te beperken.
Er werden eveneens proeven met oplading uitgevoerd op de GM motor. Deze proeven
toonden aan dat het potentieel bestaat om hogere vermogen- en koppelwaarden te bereiken.
2.2. Metingen op CFR motor
Een motor van het type Cooperative Fuel Research (CFR) werd eveneens aangepast voor
werking op waterstof. De voornaamste kenmerken van deze motor zijn de constante mo-
torsnelheid (hier: 600 tpm) en de variabele compressieverhouding. Deze e´e´ncilindermotor
met een cilinderinhoud van 612 cc werd initieel uitgerust met een gascarburator en vervol-
gens met een sequentieel injectiesysteem. Cilinderdrukmetingen werden opgenomen met het
carburatiesysteem, met variabele mengselrijkheid, ontstekingstijdstip en compressieverhou-
ding. Deze dataset werd gebruikt voor de validering van het motorcyclusmodel (zie Punt
5). De resultaten leverden eveneens nuttige informatie i.v.m. een optimale instelling van de
motorparameters.
De opstelling met sequentie¨le injectie werd gebruikt om de invloed van de injectiegeo-
metrie en inspuitmoment te bepalen. De injectiegeometrie werd gevarieerd door het gebruik
van verschillende inlaatstukken, ge¨ıllustreerd in Fig. 1.
Figuur 2 toont de invloed van de injectiegeometrie en het inspuitmoment (IM) door
het vermogen en de maximum cilinderdruk uit te zetten i.f.v. IM voor de verschillende
juncties. Het inspuitmoment is hier opgegeven in graden krukhoek na het bovenste dode
punt (BDP) van de ladingswisseling, de motorinstellingen hierbij zijn een luchtfactor λ = 2,
voorontsteking V O = 15okh (in dit geval opgegeven vo´o´r BDP van compressie) en een
compressieverhouding CV = 8 : 1. De injectiedruk bedroeg 3 bar. Het hoogste vermogen
wordt bereikt bij een inspuitmoment van 80okh, het laagste vermogen wordt bereikt rond
IM = 40o. Het verschil tussen hoogste en laagste vermogen bedraagt nagenoeg 10%. De
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Figuur 1: Inlaatgeometrie – posities van de injector
verklaring hiervoor wordt duidelijk wanneer we de drukken in het inlaatkanaal bekijken voor
verschillende inspuitmomenten, Figuur 3: op het ogenblik van het sluiten van de inlaatklep
(iets na 200o) is die het hoogst bij IM = 80o. Dit wordt veroorzaakt door een ‘constructieve
interferentie’ van de injectie met de drukgolven in de inlaat, die een betere vulling en dus
een hoger vermogen tot gevolg heeft.
(a) Genormaliseerd ge¨ındiceerd vermogen (b) Maximum cilinderdruk
Figuur 2: Invloed van de injectiegeometrie en inspuitmoment op het vermogen en de piekdruk
De invloed van de junctie op het vermogen is kleiner dan die van het inspuitmoment.
De Y-junctie geeft het hoogste vermogen en de 45o inverse junctie het kleinste, wellicht
te verklaren doordat in die laatste junctie de luchtstroming (grootste debiet) de grootste
bocht dient te nemen. Het ge¨ındiceerde rendement vertoont een maximum rond 40o, en
is het hoogst met de 45o-junctie. Wellicht veroorzaakt de ‘destructieve interferentie’ in dit
punt (zie Figuur 3) een intensere menging resulterend in een homogener mengsel en een
vollediger verbranding. De invloed van de injectiedruk werd eveneens nagegaan, waarbij
hogere drukken resulteerden in een sterkere interactie van de injectiegolf en de drukgolven
en bijgevolg een sterkere invloed van inspuitmoment op vermogen.
De invloed van mengselrijkheid en ontstekingsogenblik wordt ge¨ıllustreerd in Figuur 4,
hier werd de voorontsteking gevarieerd tussen 20 en 2o, de verschillende krommen in de fi-
guur horen bij verschillende ontstekingsogenblikken. De optimale voorontsteking vervroegt
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Figuur 3: Drukken in het inlaatkanaal (op 8 cm van de inlaatklep), voor IM = 40o, IM = 80o en
IM = 100o
naarmate armere mengsels gebruikt worden. Figuur 4(a) toont het vermogen i.f.v. de meng-
selrijkheid, hierbij werd de Y-junctie gebruikt en een compressieverhouding van 8:1 ingesteld.
De figuur toont opnieuw de invloed van het inspuitmoment. Met een optimale voorontste-
king varieert het vermogen nagenoeg lineair met de luchtfactor. Figuur 4(b) toont het
rendement i.f.v. de mengselrijkheid, opnieuw met variatie van het ontstekingstijdstip. Hier
werden de verschillende juncties gebruikt en een vast inspuitmoment van 40o ingesteld. Het
rendement verhoogt voor armere mengsels en is hoogst voor de 45o-junctie, zoals hoger
vermeld.
(a) Genormaliseerd ge¨ındiceerd vermogen (b) Ge¨ındiceerd rendement
Figuur 4: Invloed van de mengselrijkheid en voorontsteking
Door de relatief grote injector gebruikt op de CFR motor was het mogelijk de late injec-
tiestrategie vermeld onder punt 1.4. uit te proberen. Door zo laat mogelijk te injecteren was
het mogelijk stoichiometrisch te draaien zonder gevaar voor vlamterugslag, tot een compres-
sieverhouding van 12:1. Bij een compressieverhouding van 13:1 begon gloeiontsteking op te
treden.
Verdere tests zijn gepland op de CFR proefstand om mogelijkheden tot beperking van de
NOx uitstoot na te gaan. Hiertoe werd de proefstand ondertussen aangepast door toevoeging
van een uitlaatgasrecirculatiesysteem. Diverse strategiee¨n werden voorgesteld en zullen
binnenkort uitgetest worden.
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2.3. Opbouw Audi proefstand
De GM motor vermeld in punt 2.1. was nuttig om ervaring op te doen met de meer prakti-
sche aspecten van de ombouw van een motor voor werking op waterstof. Het aantal cilinders
en de cilinderinhoud impliceren echter een hoog waterstofverbruik en veel werk telkens aan-
passingen werden doorgevoerd. Voor de studie van de verbranding zijn we verder eigenlijk
enkel ge¨ınteresseerd in wat zich afspeelt in e´e´n cilinder. Hiervoor is de CFR motor beter
geschikt, ook omwille van de constante motorsnelheid en de toegankelijkheid van de cilinder.
Die constante motorsnelheid is evenwel ook een nadeel daar ze zeer laag is en niet represen-
tatief voor automotoren en metingen met variabel toerental verhindert. Bijgevolg werd een
derde proefstand opgebouwd, een e´e´ncilindermotor die hoge toerentallen aankan. Deze Audi
proefstand werd voorzien op cilinderdrukmetingen maar door een defect van de druksensor
konden voor dit werk spijtig genoeg geen metingen met variabel toerental meer opgenomen
worden. Enkele initie¨le resultaten worden getoond op Figuur 5. De sterke invloed van de
mengselrijkheid op de optimale voorontsteking wordt getoond in Figuur 5(a), de belastings-
regeling d.m.v. variatie in de mengselrijkheid (kwalitatieve regeling) wordt ge¨ıllustreerd in
Figuur 5(b).
(a) Optimale voorontsteking i.f.v. de meng-
selrijkheid
(b) Gemiddelde effectieve druk i.f.v. de
mengselrijkheid
Figuur 5: Initie¨le resultaten op de Audi motor
Verder werk omvat de evaluatie van de late injectiestrategie door toepassing van meerdere
injectoren, cilinderdrukmetingen bij variabel toerental, opbouw van een uitlaatgasrecircula-
tiesysteem en metingen met oplading.
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3. Laminaire verbrandingssnelheid
3.1. Inleiding, definities
Nagenoeg alle turbulente verbrandingsmodellen onderstellen de geldigheid van het ‘flamelet’
regime en dus een lokale vlamvoortplanting met de (gerekte) laminaire verbrandingssnel-
heid. Het is bijgevolg zeer belangrijk om de laminaire verbrandingssnelheid te kennen van
het cilindermengsel, vermits dit een bouwsteen is van het verbrandingsmodel. In deze para-
graaf wordt een correlatie voor deze verbrandingssnelheid geconstrueerd geldig bij condities
relevant voor motoren. Hiertoe wordt stilgestaan bij een ondubbelzinnige definitie, spraak-
verwarring, en de invloed van rek en instabiliteiten; met bijzondere aandacht voor gevolgen
voor de verbranding in waterstofmotoren. Een kort overzicht van de literatuur komt aan
bod, waarna eigen metingen worden gerapporteerd. Tot slot wordt de berekening van lami-
naire vlammen gee¨valueerd.
De laminaire verbrandingssnelheid is een eigenschap van een brandbaar gasmengsel en
wordt gedefinieerd als de snelheid waarmee een vlak vlamfront propageert in een stilstaand
mengsel. Uiteraard bestaat geen experimentele opstelling waarin een perfect e´e´ndimensionale
vlakke vlam kan gemeten worden. Dit impliceert dat elke opstelling een benadering is hier-
van en dat de afwijkingen van de theoretische geometrie in rekening moeten gebracht worden.
De verwaarlozing van de effecten van vlamrek en afwijkende geometrie is de hoofdreden van
de grote spreiding van meetwaarden in de literatuur. De laminaire verbrandingssnelheid
is afhankelijk van de initie¨le condities van het mengsel: druk, temperatuur en samenstel-
ling. In motortermen wordt de samenstelling uitgedrukt met de mengselrijkheid en fractie
restgassen.
Men moet voorzichtig zijn met verbrandingssnelheden gerapporteerd in de literatuur
omdat de terminologie uiteenlopend is en door elkaar gebruikt wordt. In het Nederlands
moet men daarbij extra voorzichtig zijn omdat de term snelheid zowel van ‘rate’, ‘speed’ en
‘velocity’ de vertaling is waardoor het nog moeilijker wordt een onderscheid te maken tussen
verschillende grootheden. Hier gebruiken we de term ‘laminaire verbrandingssnelheid’ om
de grootheid overeenstemmende met de theoretische definitie aan te duiden, we gebruiken
hiervoor het symbool ul. Dit is verschillend van een ‘vlamsnelheid’, die de snelheid aanduidt
waarmee een vlam zich t.o.v. een vast coo¨rdinatenstelsel beweegt (wijkt af van de ‘verbran-
dingssnelheid’ door het expansie-effect). Verder kan nog een onderscheid gemaakt worden
tussen een opname-verbrandingssnelheid en een vormings-verbrandingssnelheid. De eerste
grootheid duidt het verdwijnen van onverbrand mengsel aan, volgens volgende definitie:
un = − 1
Aρu
dmu
dt
hier is A het vlamfrontoppervlak, ρu de dichtheid van het onverbrand mengsel en dmu/dt de
snelheid waarmee onverbrande massa door het vlamfront wordt opgenomen. De vormings-
verbrandingssnelheid wordt dan gedefinieerd m.b.v. de snelheid waarmee verbrande massa
wordt geproduceerd, dmb/dt:
unr =
1
Aρu
dmb
dt
Deze verbrandingssnelheden zijn verschillend voor niet-vlakke vlammen door de eindige
vlamdikte. Afhankelijk van de meetmethode wordt de ene dan wel de andere grootheid
gemeten, zodat een correct onderscheid van belang is.
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3.2. Vlamrek en instabiliteiten
Er bestaan verscheidene mechanismen die instabiliteit van een laminaire vlam kunnen ver-
oorzaken. Als het vlamfront als een passief oppervlak wordt beschouwd dat twee zones met
verschillende dichtheid scheidt (onverbrand: hoge dichtheid, verbrand: lage dichtheid) is de
vlam zelfs onvoorwaardelijk instabiel. De discontinu¨ıteit in dichtheid veroorzaakt een hydro-
dynamische instabiliteit, gekend als de Darrieus-Landau instabiliteit. Ze ontstaat doordat
het verbreden van de stroombuis naar een uitstekend deel van het vlamfront (uitstekend
van verbrand naar onverbrand) een lokale verlaging van de gassnelheid ten gevolg heeft. De
vlamsnelheid wijzigt echter niet (in deze analyse wordt verondersteld dat de vlamstructuur
niet gewijzigd wordt) waardoor de storing wordt versterkt.
Een tweede mechanisme wordt eveneens veroorzaakt door de lagere dichtheid van het
verbrand t.o.v. het onverbrand: de vlam is dan instabiel o.i.v. de zwaartekracht als een
zwaar gas aanwezig is boven een licht gas, zoals bv. bij een opwaarts propagerende vlam,
dit is gekend als de Rayleigh-Taylor instabiliteit.
Tot slot kan vlaminstabiliteit voorkomen in het geval van ongelijke diffusiviteiten. De
vlamvoortplanting wordt immers beheerst door opwarming van het onverbrand door het
vlamfront en diffusie van reactanten uit het onverbrand naar het vlamfront. Een verstoring
van de balans tussen beide diffusieprocessen kan gestabiliseerd worden of versterkt wor-
den naargelang de grootte van de thermische diffusiviteit DT , de moleculaire diffusiviteit
van de reactiebepalende reactant DM,lim en de moleculaire diffusiviteit van de ‘overmatig
aanwezige’ reactant DM,exc. Bij arme waterstofvlammen is waterstof bv. de reactant die
de reactiesnelheid begrenst en lucht de overmatig aanwezige reactant. De verhouding van
DT tot DM,lim wordt het Lewisgetal Le genoemd en is een indicatie van de stabiliteit van
het mengsel. Als Le < 1 is de vlam thermodiffusief instabiel: stel dat een storing het
vlamfront doet uitstulpen richting onverbrand, dan zal het uitstekende deel sneller gevoed
worden met reactanten dan het warmte verliest, waardoor de lokale verbrandingssnelheid
stijgt en de uitstulping verder groeit. Het omgekeerde is het geval aan de ‘putten’ die in
het verbrand steken, waardoor de storing versterkt wordt wat wijst op instabiel gedrag. Als
DM,lim > DM,exc is de vlam eveneens instabiel ten gevolge van preferentie¨le diffusie: een
uitstulping wordt dan verrijkt met de reactant die de reactiesnelheid begrenst en de lokale
verhoging in mengselrijkheid veroorzaakt dan opnieuw een toename in de lokale verbran-
dingssnelheid. Beide criteria zijn voldaan in het geval van arme waterstofvlammen, zoals
gebruikt in waterstofmotoren.
De instabiliteitsmechanismen worden zichtbaar wanneer de balans tussen de diffusie-
processen verstoord wordt, wat het geval is als een vlam ‘gerekt’ wordt. Vlamrek wordt
gedefinieerd als de genormaliseerde verandering van een infinitesimaal oppervlakje van het
vlamfront:
α =
1
A
dA
dt
In het Nederlands kan opnieuw spraakverwarring ontstaan omdat de term ‘stretch’, gebruikt
voor de totale rek, en ‘strain’, gebruikt voor ae¨rodynamische rek, beiden vertaald worden als
‘rek’. Wanneer een vlam onderhevig is aan rek kan de verbrandingssnelheid toe- of afnemen
naargelang de vlam instabiel of stabiel is. Het verschil tussen de verbrandingssnelheid en
de fundamentele verbrandingssnelheid is tot op eerste orde evenredig met de vlamrek α,
waarbij de evenredigheidsconstante een Marksteinlengte genoemd wordt.
Het gecombineerd effect van de instabiliteitsmechanismen kan ervoor zorgen dat een
sferisch groeiende vlam initieel stabiel is tot bij een bepaalde vlamstraal, waarna de vlam
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instabiel wordt en celvorming ontwikkelt. De vlamsnelheid neemt dan sterk toe ten gevolge
van het extra vlamoppervlak. Dit verschijnsel bemoeilijkt de bepaling van fundamentele
verbrandingssnelheden omdat er dan geen lineair verband meer is tussen vlamsnelheid en
rek. Onlangs werd een model voorgesteld voor de afleiding van ul uit cellulaire metingen
[100].
Waterstofmengsels zijn instabiel bij condities relevant voor waterstofmotoren, namelijk
mengselrijkheden varie¨rend van stoichiometrisch tot arm, en hoge drukken en temperaturen.
Bijgevolg zijn instabiliteiten belangrijk bij de studie van waterstofverbranding in motoren,
zeker omdat zoals in punt 4 wordt aangetoond de laminaire instabiliteiten ook gevolgen
hebben voor de turbulente verbrandingssnelheid.
3.3. Literatuuroverzicht
Alle data uit de literatuur i.v.m. laminaire verbrandingssnelheden van waterstofmengsels
werd verzameld. Data bij condities relevant voor motoren werd niet zo veel gemeten, meestal
kaderden metingen in veiligheidsstudies of evaluaties van reactiemechanismen en werden
verbrandingssnelheden bij atmosfeercondities opgemeten. Volgende bronnen rapporteren
metingen bij voorwaarden interessant voor motorstudies (allen voor lucht-waterstofmengsels
tenzij anders vermeld).
Liu en MacFarlane [115] stelden een formule voor op basis van metingen op een brander,
bij atmosfeerdruk, die de effecten van mengselrijkheid en temperatuur in rekening brengt.
Milton and Keck [116] maten druk en temperatuurinvloed voor een stoichiometrisch meng-
sel, door berekening van de verbrandingssnelheid uit drukmetingen in een verbrandingsbom.
Dezelfde methode werd gebruikt door Iijima en Takeno [117] maar deze onderzochten even-
eens het effect van de mengselrijkheid. Koroll et al. [118] gebruikten een methode met twee
ontstekingskernen om naar de invloed van rijkheid en temperatuur te kijken, bij atmosfeer-
druk.
Bovenstaande bronnen rapporteren data bij een relatief groot bereik voor de luchtfactor,
druk en temperatuur, maar geen ervan brengt de effecten van vlamrek in rekening. De data
bij hogere drukken werd bepaald uit drukmetingen in een verbrandingsbom, zonder optische
toegang, waardoor men m.a.w. niet bewust is van het eventueel optreden van instabiliteiten
etc. Van deze data kan met zekerheid gesteld worden dat de gemeten vlammen onderhevig
waren aan acceleratie door cellulariteit (zie verder), waardoor bv. de drukafhankelijkheid
overschat wordt.
Data voor rekvrije vlammen werd gepubliceerd door Taylor [119, 120], Law en me-
dewerkers [113, 123, 124], Kobayashi en medewerkers [125, 126], en de groep o.l.v. Faeth
[88, 101, 127, 128]. Taylor gebruikte een optisch toegankelijke verbrandingsbom en de schlie-
rentechniek, om het effect van de mengselrijkheid op verbrandingssnelheden en Markstein-
lengtes te meten, bij atmosfeercondities. Law en medewerkers gebruikten een tegenstroom
techniek (twee nagenoeg vlakke vlammen door twee branders te gebruiken die naar elkaar ge-
richt zijn) waarbij stromingssnelheden m.b.v. LDV (Laser Doppler-snelheidsmeting) werden
opgemeten, met rapportering van data bij atmosfeercondities met variatie in mengselrijk-
heid. Kobayashi gebruikte schlieren en PTV (particle tracking velocimetry) technieken om
verbrandingssnelheden met een brander op te meten, met een (zeer kleine) variatie in druk.
Later werd bij hogere drukken gemeten maar werd het H2/O2 mengsel verdund met helium
ter stabilisatie [126]. Ook in de groep van Law werden metingen bij hogere drukken verricht
[124], met een nieuwe experimentele opstelling, maar eveneens met verdunning. Faeth en
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medewerkers [88, 101, 127, 128] gebruikten een optisch toegankelijke bom en de schlieren-
techniek, vergelijkbaar met de opstelling gebruikt door Taylor maar met een iets andere
verwerking van de gegevens. Metingen bij variabele mengselrijkheid en beperkte variatie
van de druk werden bericht.
Uit bovenstaand overzicht kan men besluiten dat onvoldoende data beschikbaar is voor
een correlatie voor de laminaire verbrandingssnelheid geldig voor een bereik in rijkheid,
temperatuur, druk en restgasfractie, relevant voor motoren. Ofwel is geen rekvrije data
gepubliceerd (bv. voor temperatuursvariatie), ofwel bestaat de data gewoonweg niet (variatie
van restgasfractie). In de volgende paragraaf wordt bericht over eigen metingen bedoeld om
deze hiaten op te vullen.
3.4. Metingen
De auteur kon dankzij een Marie Curie beurs van de Europese Commissie zes maand door-
brengen aan de universiteit van Leeds. Dit bracht de mogelijkheid met zich mee om zelf
laminaire verbrandingssnelheden op te meten in de verbrandingsbom daar opgesteld.
Experimentele opstelling en meettechniek – de verbrandingsbom is een sferisch
roestvast stalen ‘vat’ (bom), met een inwendige diameter van 380mm, dat initie¨le drukken
en temperaturen tot 15 bar en 600K aankan. De bom is uitgebreid optisch toegankelijk
d.m.v. drie paren vensters van 150mm diameter volgens orthogonale richtingen. De bom
is eveneens uitgerust met vier ventilatoren aangedreven door elektromotoren, hier enkel
gebruikt om de reactanten te mengen. De ventilatoren werden uitgeschakeld voor de ontste-
king, met voldoende rusttijd zodat alle mengselbeweging kon uitsterven. Mengsels worden
geprepareerd in de bom met de partieeldruk-methode, hierbij werden gesimuleerde restgas-
sen ingebracht door waterinjectie en toevoeging van stikstof, startende van 5% vacuu¨m. De
bom werd dan verder gevuld tot de gewenste druk met waterstof en droge lucht. Na een
meting werd de bom eerst tweemaal gespoeld met droge lucht om alle verbrandingsgassen af
te voeren. Alle andere aspecten van experimentele techniek en apparatuur worden gegeven
in refs. [84, 89].
Methodologie – na een centrale vonkontsteking worden vlambeelden gecapteerd door
schlieren cine-fotografie m.b.v. een Phantom V4.1 digitale camera waarbij verscheidene re-
soluties en filmsnelheden werden gebruikt, afhankelijk van de vlamsnelheid van het mengsel.
Voor de tragere vlammen werd een filmsnelheid van 1000 foto’s per seconde (fps) gebruikt,
bij de maximum resolutie van 512x512 pixels. Vlamsnelheden, Sn (= dr/dt), werden dan
berekend uit de gemiddelde vlamstraal r, bekomen uit de bepaling van het geprojecteerde
vlamoppervlak. Omwille van de zeer hoge vlamsnelheden met waterstof was 1000 fps te
traag voor de sneller brandende mengsels. Hogere filmsnelheden werden dan gebruikt, tot
14300 fps, wat mogelijk was door het filmen van beelden met de volle breedte van 512 pixels
maar met een gereduceerde hoogte tot 32 pixels (corresponderend met 150mm breed op
9.4mm hoog). De vlamstraal werd dan bepaald ter hoogte van het ontsteekpunt. Door
de hoge vlamsnelheden was het verlies aan nauwkeurigheid minimaal, vermits de vlammen
nagenoeg sferisch waren. Verder toonden eerdere studies met andere brandstoffen aan dat
de vlamsnelheid gelijk was op alle radiale locaties [89]. De rekvrije vlamsnelheid, Ss, rekvrije
(fundamentele) verbrandingssnelheid ul, start van instabiliteiten, en het effect van de vlam-
rek α bevat in de Marksteinlengte, werden afgeleid uit de vlamsnelheid volgens de methodo-
logie uit refs. [89, 129, 91]. De totale reksnelheid inwerkend op een stabiele, niet-cellulaire,
uitwaards propagerende sferische vlam wordt gegeven door α = 2Sn/r, en een lineair ver-
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band met Sn wordt uitgedrukt m.b.v. een Marksteinlengte Lb zodat Ss − Sn = Lbα. Ss
wordt bekomen als het snijpunt van Sn met α = 0 in de Sn versus α plot. De rekvrije lami-
naire verbrandingssnelheid wordt dan bekomen uit ul = Ss/ (ρu/ρb), hierin is ρ de dichtheid
en verwijzen de subscripts ‘u’ en ‘b’ naar onverbrand en adiabatische evenwichtsproducten.
Instabiliteiten – er stelt zich een probleem met bovenstaande techniek wanneer een
vlam instabiel wordt en zich ontwikkelt in een cellulaire structuur. De vlam acceleert dan
naarmate ze aan kleinere reksnelheden onderhevig is en een lineair verband tussen Sn en
α is niet langer van toepassing. Als er een initieel stabiele vlamgroei is die lang genoeg
duurt voor celvorming zich vertoont kan men nog steeds het lineair deel in de Sn versus α
grafiek extrapoleren naar nulrek. Echter, vlamacceleratie door celvorming doet zich voor
bij een kritisch Pecletgetal, Pecl = rcl/δl [91], hierin is rcl de straal waarbij celvorming
een vlamacceleratie start, en δl de laminaire vlamdikte. Pecl neemt lineair toe met het
Marksteingetal Mab = Lb/δl. Vermits waterstofvlammen zeer dunne reactiezones hebben
wordt het kritische Pecletgetal reeds bij kleine stralen bereikt met als gevolg dat extrapola-
tie naar nulrek enkel mogelijk was voor de metingen bij 1 bar. Vlammen bij hogere drukken
waren cellulair vanaf het eerste gecapteerde vlambeeld zodat bepaling van ul en Lb niet
mogelijk was in dat geval. Om toch de invloed van druk, temperatuur en restgasfractie te
kunnen bestuderen werd de vlamsnelheid bij een vlamstraal van 10mm genoteerd, Sn,10mm,
en gedeeld door de densiteitsverhouding ρu/ρb om een verbrandingssnelheid te bekomen,
un,10mm. Deze verbrandingssnelheid is geen fundamentele parameter maar duidt een ver-
brandingssnelheid aan bij een vaste, herhaalbare, conditie. Ze is een compromis tussen een
voldoend grote vlamstraal om initie¨le effecten van de vonkontsteking te minimaliseren, en
toch klein genoeg om de acceleratie door instabiliteiten te beperken. Een fysisch misschien
meer te verantwoorden werkwijze zou het vergelijken van verbrandingssnelheden bij gelijke
vlamrek kunnen zijn. Dit is echter niet praktisch, ten eerste omdat enkel de globale aero-
dynamische rek kan bepaald worden voor cellulaire vlammen (de lokale vlamkromming is
moeilijk te meten), en ten tweede omdat de vlamreksnelheid bij een vlamstraal van 10mm
voor een arme vlam pas bereikt wordt bij vlamstralen buiten de optische toegang voor een
stoichiometrische vlam, door het grootte-orde verschil in vlamsnelheid. Een alternatieve
methode is het verdunnen met een inert gas, maar dan moet men mengsels gebruiken die
niet representatief zijn voor de mengsels gebruikt in motoren. Zoals hoger vermeld is er
momenteel een methode in ontwikkeling om stabiele snelheden af te leiden uit metingen van
cellulaire vlammen [100], dit kan een optie zijn voor de toekomst (ze is momenteel nog niet
mogelijk bij gebrek aan voldoende data om de drukafhankelijkheid van Marksteinlengtes te
bepalen).
3.5. Resultaten
Een groot aantal metingen werd uitgevoerd, bij condities corresponderend met degene in
een typische waterstofmotor, inclusief stoichiometrische mengsels met een groot bereik in
restgasfractie tot arme mengsels met een beperkte restgasfractie. Telkens werden minstens
2 metingen uitgevoerd, de herhaalbaarheid was meestal uitstekend, fouten op de grootheden
waren meestal minder dan 5%.
Vlamsnelheidsmetingen – Figuur 6(a) toont de variatie in vlamsnelheid met vlam-
straal voor vlammen bij een initie¨le druk van 1 bar, λ = 1 (λ = 1/φ) en temperaturen van
300, 365 en 430K. In elk geval stijgt de vlamsnelheid met de vlamstraal en tonen de vlam-
beelden een celvrije vlam tijdens het grootste deel van de gefilmde periode. De stijgende
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temperatuur resulteert in een stijging in de vlamsnelheid. Echter, behalve de toename van
de vlamsnelheid is er weinig effect van de temperatuur op het vlamgedrag. Figuur 6(b)
toont de variatie in vlamsnelheid met vlamstraal voor vlammen bij dezelfde condities als in
Figuur 6(a), maar nu bij λ = 2. Corresponderende vlambeelden worden getoond in Figuur
7(a). Hier is het vlamoppervlak initieel celvrij maar, in tegenstelling tot de stoichiometrische
vlammen, neemt de vlamsnelheid af met de straal. Na ongeveer 20mm wordt het vlamop-
pervlak cellulair wat een stijging in de vlamsnelheid veroorzaakt. Deze reductie, gevolgd
door acceleratie door celvorming, van vlamsnelheid versus straal, is dezelfde voor de drie
vlammen in Figuur 6(b).
(a) φ = 1.0/λ = 1.0 (b) φ = 0.5/λ = 2.0
Figuur 6: Vlamsnelheid versus vlamstraal bij 300K, 365K en 430K voor vlammen bij 1 bar
Het effect van de druk op de vlamsnelheid van stoichiometrische vlammen bij een initie¨le
temperatuur van 365K wordt getoond in Figuur 8(a). De toename van de vlamsnelheid
met de straal is veel sterker voor de vlammen bij 5 en 10 bar dan bij 1 bar. Dit correspon-
deert met een verschil in vlamstructuur. Zoals hoger vermeld was de vlam bij 1 bar celvrij
doorheen de vlamgroei, terwijl de vlammen bij 5 en 10 bar van bij het begin cellulair wa-
ren, zoals ge¨ıllustreerd in Figuur 7(b) bij 5 bar, als gevolg van de kleinere vlamdikte bij de
hogere drukken. In Figuur 8(b) wordt de variatie van vlamsnelheid met de straal en druk
getoond voor arme vlammen bij λ = 3.3 en 365K. Elke curve toont dezelfde trend als in
Figuur 6(b), in die zin dat er een initie¨le reductie is, gevolgd door een acceleratie naarmate
cellen zich ontwikkelen. Zoals bij stoichiometrische vlammen is de neiging tot celvorming
groter naarmate de druk toeneemt, zoals kan gezien worden in Figuur 8(b) uit de vroegere
acceleratie voor toenemende druk. Het effect van de druk op de vlamsnelheid is hier echter
tegengesteld aan datgene dat werd vastgesteld voor stoichiometrische vlammen.
Het effect van de restgasfractie f op de vlamsnelheid van vlammen bij 1 bar, 365K
en φ = 0.8/λ = 1.25 wordt getoond in Figuur 9(a) voor restgasfracties van 0, 10, 20 en
30 vol%. Een toenemende restgasfractie veroorzaakt een vermindering van de vlamsnelheid
en een snellere overgang naar cellulariteit. M.a.w., verdunning met restgassen heeft hetzelfde
effect op vlamsnelheid en stabiliteit (celvorming) als verdunning met lucht.
Verbrandingssnelheid en Marksteinlengte – Figuur 9(b) toont het effect van de
restgasfractie op de variatie van vlamsnelheid Sn met vlamreksnelheid α, voor vlammen bij
1 bar, 365K en φ = 0.8/λ = 1.25. Deze data werd afgeleid uit Figuur 9(a). Extrapolatie
van de data naar nulrek, zoals ge¨ıllustreerd door de volle lijnen, levert de rekvrije laminaire
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(a) φ = 0.5/λ = 2.0, 1 bar, tijdsinterval
1.2ms
(b) φ = 1.0/λ = 1.0, 5 bar, tijdsinterval
0.28ms
Figuur 7: Vlamontwikkeling van waterstof-luchtvlammen, bij 365K
(a) φ = 1.0/λ = 1.0 (b) φ = 0.3/λ = 3.3
Figuur 8: Vlamsnelheid versus vlamstraal bij 1 bar, 5 bar en 10 bar voor vlammen bij 365K
(a) Sn vs. ru (b) Sn vs. α
Figuur 9: Effect van restgasfractie op de vlamsnelheid bij φ = 0.8/λ = 1.25, 1 bar en 365K
20
verbrandingssnelheid en de Marksteinlengte zoals uitgezet in Figuur 10 voor verscheidene
rijkheden. Voor alle waarden van f stijgen de Marksteinlengtes voor toenemende rijkheid
(φ↗). Alle waarden voor Lb zijn negatief behalve degene voor de rijkere mengsels met lage
restgasfracties. De trend is minder sterk voor toenemende restgasfractie, het effect van f
lijkt het effect van de rijkheid wat te onderdrukken, en Lb lijkt een gemiddelde waarde van
−0.8mm te benaderen. Meer data is echter nodig om hierover uitsluitsel te geven.
(a) Laminaire verbrandingssnelheden ul (b) Marksteinlengtes Lb
Figuur 10: Effect van restgasfractie op ul en Lb bij 1 bar en 365K voor verscheidene mengselrijk-
heden
Het is informatief om de huidige metingen te vergelijken met data die door anderen werd
gepubliceerd. Figuur 11(a) toont de variatie van laminaire verbrandingssnelheid met meng-
selrijkheid, voor waterstof-luchtmengsels bij atmosfeercondities. De volle symbolen duiden
rekvrije data aan zoals gemeten in dit werk en in het werk van Taylor [120], Aung et al. [127]
en Vagelopoulos et al. [123]. De overeenkomst tussen deze data is zeer goed. Er is duide-
lijk veel minder overeenkomst met de open symbolen die metingen aanduiden waarbij geen
rekening werd gehouden met de effecten van vlamrek, zoals gerapporteerd in refs. [115-118]
(zie hoger). Deze data ligt overal boven de rekvrije data. Redenen hiervoor zijn wellicht
het meten bij niet-verwaarloosbare reksnelheden, die hogere verbrandingssnelheden veroor-
zaken omwille van de negatieve Marksteinlengtes. Het is eveneens zeer waarschijnlijk dat de
vlammen in bepaalde omstandigheden celvorming vertoonden, wat de opgemeten verbran-
dingssnelheid ook verhoogt. Figuur 11(b) toont de variatie van Lb met de mengselrijkheid.
De Marksteinlengtes uit refs. [120, 127] werden herberekend om in overeenstemming te zijn
met de definitie gebruikt in huidig werk, volgens de methodologie van ref. [137]. Arme
waterstof-luchtmengsels zijn diffusief instabiel omwille van de hoge moleculaire diffusiviteit
van waterstof. Deze mengsels vertonen bijgevolg een vermindering van de vlamsnelheid
voor afnemende reksnelheid en zijn gekarakteriseerd door negatieve Marksteingetallen. Dit
impliceert eveneens een snellere overgang naar een cellulaire vlamstructuur zoals hoger ge-
demonstreerd. Bij atmosfeerdruk zijn waterstof-luchtmengsels instabiel aan de arme kant
van φ ≈ 0.8/λ ≈ 1.25, zoals te zien in Figuren 10(b) en 11(b). Voor hogere drukken ver-
schuift de mengselrijkheid waarvoor de Marksteinlengte negatief wordt naar rijkere mengsels
[101] wat impliceert dat voor mengsels in waterstofmotoren (stoichiometrisch tot arm, hoge
drukken) de onderliggende laminaire vlammen instabiel zijn. Zoals hoger beschreven werd
geen significant effect van de temperatuur op de stabiliteit gevonden.
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(a) Laminaire verbrandingssnelheden ul (b) Marksteinlengtes Lb
Figuur 11: ul en Lb bij atmosfeerdruk en -temperatuur voor verscheidene mengselrijkheden
3.6. Correlatie
In de literatuur is een veelvoorkomende vorm van correlaties voor de laminaire verbran-
dingssnelheid, om druk-, temperatuurs- en restgasinvloed uit te drukken de volgende:
ul(φ, p, T, f) = ul0(φ)(
T
T0
)αT (
p
p0
)βp(1− γf) (1)
hier duidt het subscript ‘0’ referentiecondities aan, αT en βp zijn temperatuurs- en drukex-
ponent en γ de restgascoe¨fficie¨nt. De metingen bij variabele temperatuur werden verwerkt
om de temperatuursexponent te bepalen, gegeven door αT = log(ul/ul0)/ log(T/T0). Zoals
hoger beschreven was het niet mogelijk om waarden voor ul te bepalen bij de hogere drukken
door de snelle introductie van celvorming. Omdat het effect van druk ook dient gekend te
zijn werd de variatie van un,10mm met de druk en rijkheid bekeken. Figuur 12 toont de
variatie van deze verbrandingssnelheid met de rijkheid en de druk. Er is een stijging van
de verbrandingssnelheid met de druk voor mengsels aan de rijke kant van φ = 0.4/λ = 2.5,
en een daling met de druk aan de arme kant. Dit stemt overeen met de bevindingen van
Lewis en von Elbe [134] die een tekenverandering van de drukexponent terugvonden rond
een bepaalde waarde van de verbrandingssnelheid.
Uiteindelijk werd besloten een correlatie op te stellen uitgaande van de metingen die het
meest relevant zijn voor motorcondities. M.a.w., de exponenten en coe¨fficie¨nten bepaald
aan de hand van de un,10mm data voor de cellulaire vlammen bij de hogere drukken werden
gebruikt in een correlatie van de vorm (1). Hier is de correlatie er echter e´e´n voor un daar
ze gebaseerd is op cellulaire metingen:
un(φ, p, T, f) = un0(φ)(
T
T0
)αT (
p
p0
)βp(1− γf)
hierbij werden de referentiecondities gekozen bij 365K en 5 bar. De invloed van de meng-
selrijkheid bij deze condities zit vervat in un0, met:
un0 = −4.77φ3 + 8.65φ2 − 0.394φ − 0.296
Verder werden volgende waarden voor αT , βp en γ gekozen:
• αT = 1.232
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(a) 300K; 1 bar en 5 bar (b) 365K; 1 bar, 5 bar en 10 bar
Figuur 12: un,10mm vs. φ: drukeffect
• φ < 0.6 : βp = 2.90φ3 − 6.69φ2 + 5.06φ − 1.16
φ ≥ 0.6 : βp = 0.0246φ + 0.0781
• γ = 2.715 − 0.5φ
3.7. Simulaties
Naast metingen zijn ook berekeningen van laminaire vlammen mogelijk. Hierbij worden
de behoudsvergelijkingen voor massa, impuls en energie opgelost, aangepast zodat de reac-
tanten ge¨ıncludeerd worden en een chemische bronterm (reactie), multicomponent-diffusie
en warmteflux in rekening worden gebracht. Een e´e´ndimensionale chemische kinetiek code
van de Technische Universiteit Eindhoven werd beschikbaar gesteld aan de auteur. Deze
‘Chem1D’ code [140, 141] werd gebruikt om de laminaire verbrandingssnelheid van waterstof-
luchtmengsels te berekenen voor variabele drukken, temperaturen en restgasfracties. Ver-
scheidene reactiemechanismen werden gee¨valueerd [121, 122, 139, 142, 144], waarbij het
mechanisme van O´ Conaire et al. [144] als beste naar voor kwam. Ondanks het gebruik
van dit zeer recente schema, specifiek opgesteld voor hogere drukken en temperaturen, en
een gedetailleerd transportmodel, bleken de simulaties toch af te wijken van de eigen me-
tingen. Vooral voor arme mengsels en hogere drukken worden de afwijkingen groot. Voor
stoichiometrisch tot niet te arme mengsels worden de effecten van temperatuur en restgas
relatief goed voorspeld, zodat simulaties eventueel kunnen gebruikt worden om het effect
van restgassen te berekenen voor meer condities dan gemeten (metingen met restgassen zijn
omslachtig).
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4. Turbulente verbrandingssnelheid
4.1. Inleiding, definities, fenomenologie
Het uiteindelijke doel van dit werk is de ontwikkeling van een snel simulatieprogramma
voor de verbranding van waterstof in vonkontstekingsmotoren. Daartoe dient minstens het
cilinderdrukverloop te kunnen worden berekend, en zijn verbrandingsverloop en emissies
eveneens interessant. Ee´n van de manieren om het verbrandingsverloop (en daaruit het
drukverloop) te berekenen is door het gebruik van een verbrandingssnelheid. Hier behande-
len we de turbulente verbrandingssnelheid, die in tegenstelling tot de laminaire niet alleen
afhangt van de mengseleigenschappen maar ook van de stroming en historiek van de vlam.
Men kan hier opnieuw onderscheid maken tussen een snelheid waarmee onverbrande
massa in het (turbulente) vlamfront wordt opgenomen, en de snelheid waarmee volledig
verbrande massa wordt gevormd. Hiermee bekomt men een ‘opname’ (aangeduid met ‘e’)
en een ‘productie’ (aangeduid met ‘r’) turbulente verbrandingssnelheid:
utx =
m˙x
ρuA
(2)
met ‘x’ hier ofwel ‘e’ ofwel ‘r’. Deze definitie bevat een oppervlakte voor de evaluatie van het
opname- of productie-massadebiet, waar verschillende keuzes voor mogelijk zijn [84, 107].
We spreken verder van de turbulente verbrandingssnelheid ut en maken een onderscheid
waar nodig.
Voor zwakke tot gematigde turbulentie neemt ut toe met de rms turbulente snelheid u
′
[149, 150]. De verklaring hiervoor is de toegenomen vlamoppervlakte door de turbulente
rimpeling van de vlam. Voor zeer lage u′ neemt ut/ul nagenoeg lineair toe met u
′/ul [152].
Voor sterkere turbulentie, dus hogere u′, neemt ut minder toe met u
′ of neemt ut zelfs af
[152, 153, 154], omwille van toenemende vlamdoving door overmatige rek [153, 154]. M.a.w.,
oppervlaktecreatie wedijvert met vlamdoving. Dit heeft tot gevolg dat het gedrag van ut
nogal verschilt voor lage of hoge u′/ul, wat een andere modelleringsaanpak vereist voor beide
regio’s [71, 105, 150, 155, 156]. In vele modellen wordt u′/ul hoog veronderstelt, wat echter
een slechte onderstelling is voor waterstofmengsels dicht bij stoichiometrie, omwille van de
hoge laminaire verbrandingssnelheid.
De precieze afhankelijkheid van ut, van u
′, ul, p, de integrale lengteschaal van de turbu-
lentie Λ en de diffusiviteit van het mengsel is nog onzeker [105]. Verder kan hier verondersteld
worden dat het turbulente vlamfront continue is [84, 157] en dat een volontwikkelde turbu-
lente vlam (constante vlamsnelheid en -dikte) in praktische toepassingen nooit voorkomt,
hier wordt in Punt 4.5 op teruggekomen.
4.2. Effect vlamrek en instabiliteiten
De effecten van rek en instabiliteiten van laminaire vlammen werden besproken in Punt
3.2 en kwamen duidelijk naar voor in de metingen beschreven in Punt 3.5. Verscheidene
turbulente verbrandingsmodellen onderstellen dat de turbulentie vlaminstabiliteiten onder-
drukt zodat deze geen effect hebben op de turbulente verbrandingssnelheid, terwijl andere
onderstellen dat instabiliteitseffecten zich enkel bij lage u′/ul manifesteren. De literatuur
over de mate waarin rek en instabiliteiten een effect hebben op turbulente verbranding kan
samengevat worden als volgt. Talrijke metingen en resultaten uit DNS wijzen duidelijk
op het bestaan van zo’n effect, wat zelfs zeer groot kan zijn in sommige gevallen. Verder
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neemt dit effect toe met de druk, zodat men zeker mag verwachten dat vlaminstabiliteiten
gevolgen hebben voor de turbulente verbranding in motoren. Omwille van de zeer hoge mo-
leculaire diffusiviteit van waterstof en de sterke preferentie¨le diffusie hieruit volgend wordt
de turbulente verbranding van arme waterstofmengsels door verscheidene auteurs naar voren
geschoven als de meest strenge test voor verbrandingsmodellen [160, 165].
4.3. Metingen
Tijdens het verblijf van de auteur aan de universiteit van Leeds (zie Punt 3.4) kon ook een be-
perkte reeks metingen van de turbulente verbrandingssnelheid van waterstof-luchtmengsels
uitgevoerd worden. De opstelling is dezelfde als in Punt 3.4, waarbij ditmaal de ventilato-
ren gebruikt werden om een centrale zone van isotrope turbulentie te cree¨ren. Turbulente
snelheden tot 12m/s zijn mogelijk, waarbij de turbulente integrale lengteschaal nagenoeg
onafhankelijk is van de rotatiesnelheid van de ventilatoren, met Λ = 20mm. Omwille van
de heel hoge vlamsnelheden met waterstof was het onmogelijk om de schlierentechniek te
gebruiken. Voor laminaire vlammen volstond het capteren van een ‘strook’ van de vlam, om-
dat de vlammen zo goed als sferisch waren. Dit is niet het geval voor turbulente vlammen.
Daarom werden turbulente verbrandingssnelheden berekend uit de opgemeten drukontwik-
keling volgens de methodologie van Lewis en von Elbe [134]. Verbrandingssnelheden afgeleid
uit schlieren- of drukmetingen zijn kwalitatief vergelijkbaar [64, 105] wat voldoende is om
trends te demonstreren. Alle metingen gebeurden bij 365K, 2 drukniveaus werden gebruikt
(1 en 5 bar), 3 rijkheden (φ = 0.4/λ = 2.5, φ = 0.6/λ = 1.7, φ = 0.8/λ = 1.25) en vier ni-
veaus voor de rms turbulente snelheid (u′ = 1, 2, 4 en 6m/s), resulterend in 24 meetpunten.
Rekening houdende met het stochastische karakter van turbulentie werd elk punt vijfmaal
gemeten.
Voor een synthese van de kwalitatieve trends werden de turbulente verbrandingssnelhe-
den bij een vlamstraal van 30mm, utr,30mm, uitgezet tegenover u
′, zie Figuur 13. In dit
geval kunnen de verbrandingssnelheden goed beschreven worden door een lineaire correlatie
met u′, al is een lichte buiging merkbaar in de resultaten bij 1 bar.
(a) 1 bar (b) 5 bar
Figuur 13: Turbulente verbrandingssnelheid utr,30mm versus rms turbulente snelheid u
′
Figuur 14 toont de verhouding utr,30mm/ul (1 bar) of utr,30mm/un,10mm (5 bar) tegenover
de verhouding u′/ul (u
′/un,10mm). Best passende rechten zijn eveneens afgebeeld, a.d.h.v. de
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correlatiecoe¨fficie¨nt van de kleinste kwadraten fit kan besloten worden dat dit zeer goede
benaderingen zijn. De data wordt hier dus goed beschreven door het verband ut = u
′ +
ul. Dit is verrassend gezien de bevindingen in de literatuur. De grootste afwijkingen van
een dergelijk lineair verband worden echter gerapporteerd voor armere mengsels dan hier
beschouwd.
(a) 1 bar (b) 5 bar
Figuur 14: Verhouding van verbrandingssnelheden versus verhouding van rms turbulente snelheid
t.o.v. laminaire verbrandingssnelheid
4.4. Modellering
Doorheen de jaren is de modelleringsaanpak van turbulente verbranding gevoelig gewijzigd.
Initieel onderstelden turbulente verbrandingsmodellen dat het enige effect van turbulen-
tie de aanmaak van extra vlamfrontoppervlak was en drukten ut uit als functie van u
′ en
ul. Naarmate meer gedetailleerde metingen beschikbaar werden, werd vastgesteld dat deze
modellen niet alle fenomenen konden reproduceren, correlaties werden voorgesteld met ex-
tra afhankelijkheden, meestal een turbulente lengteschaal en een mengseldiffusiviteit. Men
begon ook de effecten van rek op de lokale vlamsnelheid te includeren.
Nagenoeg alle modellen gaan uit van een lokaal zeer dun vlamfront dat verbrand en
onverbrand scheidt en onderstellen dat de vlamstructuur die van een laminaire vlam is
(onderhevig aan rek). Men onderstelt dus dat turbulente wervels de reactiezone niet bin-
nendringen. Vele metingen en simulaties hebben aangetoond dat dit een gerechtvaardige
onderstelling is voor modellering.
Een aantal veelgebruikte modellen en correlaties voor de turbulente verbrandingssnelheid
werden geselecteerd om gee¨valueerd te worden in de motorcycluscode.
• Damko¨hler en afgeleiden: Damko¨hler (1940) relateerde de oppervlaktetoename door
turbulentie, At/Al, met u
′/ul en stelde die gelijk aan ut/ul, of m.a.w. ut ∼ u′. De-
ze benadering gaat uit van grote u′/ul. Meestal gebruikt men dit model in de vorm
ut ∼ u′ + ul zodat ut → ul als u′ → 0. Dit model wordt gebruikt in de mees-
te ‘wervelopname’-modellen. Deze modellen postuleren een verbrandingsmechanisme
dat bestaat uit een opname in het vlamfront, van onverbrand gas vervat in turbulente
wervels, waarna deze wervels verbranden met de laminaire verbrandingssnelheid. Met
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een keuze voor de lengteschaal van deze wervels en de opnamesnelheid kan dan de tur-
bulente verbrandingssnelheid bepaald worden. De opnamesnelheid ue wordt meestal
uitgedrukt als ue ∼ u′ + ul. Het model ut = u′ + ul wordt verder aangeduid als het
‘Damko¨hler’ model.
• Gu¨lder [185] leidde een theoretische uitdrukking af voor ut, vergeleek de resultaten
daarmee met een uitgebreide experimentele database voor het afstemmen van een
constante en kwam tot volgend model:
ut/ul − 1 = 0.62(u′/ul)0.5Re0.25t (3)
hierin is Ret het turbulente Reynoldsgetal, gedefinieerd als Ret = u
′Λ/νu, met νu de
kinematische viscositeit van het onverbrand gas. Vergelijking (3) wordt verder het
model van Gu¨lder genoemd.
• Bradley et al. [153, 154] compileerden alle experimentele data van ut en stelden een
correlatie voor, gebaseerd op theoretische overwegingen, ter beschrijving van deze
dataset (verder het ‘Bradley’ model genoemd):
ut/u
′ = 0.88 (KaLe)−0.3 (4)
hierin isKa het Karlovitzgetal, hier de uitdrukking van de dimensieloze ae¨rodynamische
rek: (u′/λT )(δl/ul). In vgl. (4) wordt het Karlovitzgetal uitgedrukt als:
Ka = 0.157(u′/ul)
2Re−0.5t .
• Fractalen: Matthews et al. [187, 188] ontwikkelden een verbrandingsmodel uitgaande
van fractalengeometrie om de vlamoppervlakte-toename door turbulentie te bepalen.
Ze stelden ut/ul gelijk aan At/Al, zoals Damko¨hler, maar drukten At/Al uit als:
At
Al
=
(
Lmax
Lmin
)D3−2
hier zijn Lmax en Lmin de grootste en kleinste rimpelingsschaal en D3 de fractale di-
mensie. De verhouding Lmax/Lmin werd na evaluatie van verschillende uitdrukkingen
gelijkgesteld aan Λ/ηK , waarbij ηK de Kolmogorov lengteschaal voorstelt. De fractale
dimensie wordt gerelateerd met u′ en ul door:
D3 = 2.35
u′
u′ + ul
+ 2.0
ul
u′ + ul
(5)
Het resulterende ‘fractalenmodel’ wordt dan beschreven door:
ut = un
(
Lmax
Lmin
)D3−2
(6)
met D3 gegeven door vgl.(5) en un de laminaire verbrandingssnelheid rekening hou-
dende met vlamrek.
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• Zimont/Lipatnikov: Zimont [191] stelde een regime van ‘intermediair stationaire voort-
planting’ voor als relevant voor vele praktische toepassingen, gekarakteriseerd door
een nagenoeg constante turbulente verbrandingssnelheid maar groeiende turbulente
vlamdikte. Lipatnikov en Chomiak [105] evalueerden dit model met een uitgebreide
validering. Ze stelden eveneens een uitbreiding van het model voor om enkele tekortko-
mingen te verhelpen [192]. Volgende uitdrukking beschrijft het model van ‘Lipatnikov’,
zoals er verder in deze tekst naar verwezen wordt:
ut = Au
′Da1/4 = Au′
(
Λ
u′τl
)1/4
∼ u′3/4Λ1/4u1/2l D−1/4T (7)
hierin is het Damko¨hlergetal Da gegeven door de verhouding van een turbulente tot
een chemische tijdsschaal. Hoge Damko¨hlergetallen wijzen op ‘snelle chemie’. τl is
de chemische tijdsschaal, door de auteurs gedefinieerd door de thermische diffusiviteit
DT te gebruiken in de bepaling voor de laminaire vlamdikte δl, of τl = δl/ul = DT /u
2
l .
• Peters [175] leidde een uitdrukking af voor de vlamoppervlakte gecree¨erd door turbu-
lentie, voor een hoogturbulent regime waarin de kleinste turbulente wervels de voorver-
warmingszone van het vlamfront binnen kunnen dringen, maar zonder de reactiezone
te be¨ınvloeden. Volgend ut model resulteert hieruit:
ut = ul + u
′

−
a4b
2
3
2b1
Da+

(a4b23
2b1
Da
)2
+ a4b
2
3Da


1/2

 (8)
Peters geeft volgende suggesties voor de constanten: a4 = 0.78, b1 = 2.0 en b3 = 1.0.
Alle bovenstaande modellen werden gee¨valueerd door vergelijking met de experimentele
trends beschreven in Punt 4.3. Alle modellen waren in staat de trends te voorspellen, waarbij
de modellen van Gu¨lder, ‘Bradley’, ‘Lipatnikov’ en het ‘fractalenmodel’ zeer vergelijkbare
resultaten gaven. De ut versus u
′ trends bekomen met de modellen van ‘Damko¨hler’ en
Peters waren zo goed als lineair. Bij deze beoordeling voldeden alle modellen, ze komen dus
alle in aanmerking voor gebruik in de motorcycluscode. In Punt 5 worden ze beoordeeld
t.o.v. cilinderdrukmetingen
4.5. Vlamontwikkeling
Het is welbekend dat de turbulente verbrandingssnelheid niet enkel afhankelijk is van het
stromingsveld en de mengseleigenschappen, maar ook van de historiek van de vlam. Een
vlam die zich ontwikkelt vanuit een ontstekingspunt is initieel te klein om door alle turbulente
lengteschalen be¨ınvloed te worden [195]. De turbulente verbrandingssnelheid is dus eveneens
functie van de tijd verstreken sinds ontsteking [153], of van de afstand van de brander [161],
. . .
Verscheidene methoden of modellen werden voorgesteld om rekening te houden met de
turbulente vlamontwikkeling [153, 180, 184, 188, 215]. Na beoordeling werd de uitdrukking
van Lipatnikov en Chomiak geselecteerd [105, 192] voor gebruik in dit werk. Deze relateert
de ontwikkelende verbrandingssnelheid (ut,t) met de volontwikkelde (ut) als volgt:
ut,t
ut
=
{
1 +
τ ′
t′
[
exp
(
− t
′
τ ′
)
− 1
]}1/2
(9)
t′ is de tijd na ontsteking en de tijdsconstante τ ′ wordt gegeven door 0.55Λ/u′.
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5. Simulatie van de arbeidscyclus
5.1. Inleiding, onderstellingen
Men kan modellen voor de berekening van een motorcyclus onderverdelen in nul-, quasi-
en multidimensionale modellen. Gezien het doel van dit werk werd gekozen om voor het
motorcyclusmodel de quasi-dimensionale aanpak te volgen, als compromis tussen nauwkeu-
righeid en rekensnelheid. Eerder werd in de vakgroep van de auteur een simulatiecode voor
de volledige motorcyclus opgesteld, dit was een doctoraatsonderwerp met nadruk op het
gasdynamische deel van de cyclus [196, 197]. Later werd een doctoraat gewijd aan de studie
van het ontstekingsproces en initie¨le verbranding [198, 199]. Het huidige werk behandelt de
arbeidscyclus en meer specifiek de turbulente verbranding in waterstofmotoren.
De quasi-dimensionale modelvergelijkingen zijn afgeleid uit het behoud van massa en
energie. Hierbij wordt ondersteld dat tijdens compressie en expansie de druk, tempera-
tuur en gassamenstelling homogeen zijn voor het cilindervolume, met de gassamenstelling
vast tijdens compressie en gegeven door chemisch evenwicht tijdens expansie. Gedurende
de verbrandingsfase onderstelt men een homogene temperatuur en gassamenstelling voor
de verbrande en onverbrande zones apart, met vaste samenstelling in het onverbrand en
chemisch evenwicht in het verbrand. De druk wordt constant verondersteld doorheen de
verbrandingskamer. Verbrande en onverbrande zones zijn gescheiden door een oneindig dun
vlamfront, zonder warmteoverdracht tussen de zones. Alle cilindergassen worden behandeld
als ideale gassen.
Om de resulterende vergelijkingen op te lossen dient men warmteoverdracht, cilinderlek
en verbrandingsverloop te begroten. Deze worden gemodelleerd (zie verder).
5.2. Verbrandingsmodel
De grootheid dmb/dθ, het verloop van de verbrande massa, dient gekend te zijn om de verge-
lijkingen voor cilinderdruk en -temperatuur op te lossen, en wordt geleverd door een turbu-
lent verbrandingsmodel. Het model gebruikt in dit werk is gebaseerd op het wervelopname-
kader kort beschreven in paragraaf 4.4, de opnamesnelheid van onverbrand gas in het vlam-
front wordt hierbij gegeven door:
dme
dθ
= ρuAfute (10)
met me de opgenomen massa, Af de gemiddelde vlamoppervlakte (zie verder) en ute de
turbulente opnamesnelheid. De opgenomen massa wordt dan verondersteld te verbranden
met een snelheid proportioneel met de hoeveelheid opgenomen onverbrand gas, met een
tijdsconstante τb:
dmb
dθ
=
me −mb
τb
(11)
waarbij:
τb =
l
ul
(12)
hierin is l een turbulente lengteschaal en ul de laminaire verbrandingssnelheid. In het huidige
werk worden de ideee¨n van Blizard en Keck [151] en Tabaczynski et al. [181, 182, 183] verla-
ten, die het verbrandingsproces zagen als een opname van turbulente wervels die vervolgens
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met de laminaire verbrandingssnelheid verbrandden. Vergelijkingen (10) en (11) worden
hier gebruikt als wiskundige beschrijving van de effecten van een eindige vlamdikte δt. De
opgenomen massa me wordt gezien als de massa achter een gemiddeld opname-oppervlak
(vergelijkbaar met een gemiddeld schlierenoppervlak); als dit oppervlak de cilinderwanden
bereikt gaat de verbranding nog verder omwille van de eindige vlamdikte: er zijn nog steeds
‘zakjes’ met onverbrand gas. Experimentele data van de verbranding in motoren duidt op
een initie¨le toename van de turbulente vlamdikte [157] en een finale verbrandingssnelheid
– nadat de volledige cilindermassa is opgenomen in de ‘vlam’ (schlierenfront) – die goed
benaderd wordt door een exponentieel uitstervende term [64]. Beide waarnemingen worden
gereproduceerd door vgln. (10) en (11).
De turbulente opnamesnelheid ute wordt dan gezien als de parameter geleverd door het
turbulent verbrandingsmodel besproken in Punt 4. De modellen geselecteerd in Punt 4.4
zullen dus gebruikt worden om waarden voor ute te leveren en zullen vergeleken worden
in simulaties die gebruik maken van het kader uitgemaakt door vgln. (10) en (11). Dit
betekent ook dat in de huidige implementatie het onderscheid tussen het Zimont/Lipatnikov
model en de andere modellen, op basis van een groeiende turbulente vlamdikte, verdwijnt:
vgl. (11) levert nu (conceptueel) een turbulente vlamdikte die initieel groeit en vervolgens
weer afneemt, wat wellicht een betere beschrijving is van de verbranding in motoren. Meer
gedetailleerde informatie over het verloop van δt in motoren is moeilijk te meten of te
schatten omwille van de complicaties van de compressie van onverbrand door verbrand en
de bijhorende veranderingen in druk en temperatuur die δt zowel kunnen doen toenemen
als afnemen [157]. Het huidige standpunt wijkt af van het ‘historische’ onderscheid (in
quasi-dimensionale modellen) tussen wervelopnamemodellen en ‘flamelet’ modellen (zoals
bv. in ref. [200]). Flamelet modellen die bovenstaand kader niet gebruiken en rechtstreeks
m˙b modelleren als ρuAfut hebben meestal speciale maatregelen nodig om het einde van de
verbranding correct te simuleren [188], wat onze argumentatie versterkt.
Vergelijking (12) vereist een keuze voor de turbulente lengteschaal. Zowel de integra-
le [151], Λ, als de Taylor-lengteschaal, λT [183, 186], werden gebruikt in de literatuur.
Hier wordt de voorkeur gegeven aan de integrale lengteschaal, vermits de parameter τb een
uitdrukking is van de eindige vlamdikte, die voornamelijk bepaald wordt door de grote
turbulente lengteschalen [105].
Voor gebruik in de motorcycluscode werden de modellen uit Punt 4.4 als volgt aange-
past, met wijzigingen die ute → un als u′ → 0 verzekeren, met un de gerekte laminaire
verbrandingssnelheid; en invoeging van een calibratieconstante C2 (zie Punt 5.4):
• ‘Damko¨hler’:
ute = C2u
′ + un (13)
• Gu¨lder:
ute = 0.62C2u
′0.5u0.5n Re
0.25
t + un (14)
• ‘Bradley’:
ute = 0.88C2u
′ (KaLe)0.3 + un (15)
met Ka berekend met de uitdrukking uit Punt 4.4
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• ‘fractalen’:
ute = un (Ret)
0.75(D3−2) (16)
met
D3 =
2.35C2u
′
u′ + un
+
2.0un
u′ + un
(17)
hier werd de constante C2 geplaatst zoals getoond om rekening te houden met de
onzekerheid omtrent de fractale dimensie van een ‘ontwikkelde’ turbulente vlam
• ‘Lipatnikov’:
ute = C2u
′0.75u0.5n Λ
0.25D−0.25T + un (18)
• Peters:
ute = 0.195C2u
′Da
[(
1 +
20.52
Da
)0.5
− 1
]
+ un (19)
hier wordt Da berekend met de uitdrukking uit Punt 4.4 met een laminaire vlamdikte
bepaald m.b.v. de kinematische viscositeit
5.3. Aanpassingen aan code, submodellen
De huidige auteur schreef een code voor de simulatie van de arbeidscyclus van vonkontste-
kingsmotoren, in de programmeertaal C++. De code is grotendeels gebaseerd op een code
voor de complete motorcyclus [201] maar bevat verscheidene verbeteringen, correcties en
toevoegingen.
Allereerst werd het vierde orde expliciete Runge-Kutta integratieschema vervangen.
Dit schema gaf niet-fysische resultaten voor sommige condities, tijdens de integratie van
de vgln. (10) en (11). In de plaats werd zowel een nieuw expliciet als impliciet schema
ge¨ımplementeerd [204, 205], van vijfde orde met automatische integratiestap. Het explicie-
te detecteert ‘stijfheid’ van de vergelijkingen, waarbij de integratie stopt en opnieuw kan
gestart worden met de impliciete methode.
De condities op het moment van sluiten van de inlaatklep worden als volgt ingesteld.
De cilinderdruk wordt afgelezen van het gemeten drukverloop, de verse cilindermassa wordt
afgeleid uit gemeten lucht- en brandstofdebiet. Als dan de restgasfractie wordt geschat ligt
de gassamenstelling en bijgevolg cilindermassa en temperatuur vast. Deze schatting wordt
tijdens de calibratie van het compressiedrukverloop afgesteld. Deze procedure is het gevolg
van het beschouwen van enkel de arbeidscyclus, wanneer de complete cyclus gesimuleerd
wordt, volgen de waarden aan de start van de arbeidscyclus uit de gasdynamica.
In dit werk wordt het motorcyclusmodel gevalideerd a.d.h.v. metingen op de CFR mo-
tor, die allen bij een constant toerental zijn. Dit, samen met de eenvoudige geometrie van
de verbrandingskamer van de CFR, liet toe een heel eenvoudig turbulentiemodel te imple-
menteren. Hierbij werd de integrale lengteschaal volgens de raadgevingen van ref. [211] op
e´e´n vijfde van de hoogte van de verbrandingskamer (bij BDP) ingesteld, en werd een lineair
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afnemende rms turbulente snelheid u′ gebruikt, volgens [214], met u′ op BDP gelijk aan 0.75
maal de gemiddelde zuigersnelheid.
Vergelijking (10) vereist een vlamoppervlak. Hier wordt de veelgebruikte onderstelling
van een sferisch vlamfront gebruikt, gecentreerd aan de bougie. De vlamgeometrie-routine
kan dan de vlamstraal berekenen die correspondeert met een verbrand volume (uit mb, p, Tb
en de gassamenstelling), het vlamfrontoppervlak voor evaluatie van vgl. (10) en het contac-
toppervlak van de vlam met de cilinderwanden voor de berekening van de warmteoverdracht.
Voor de warmteoverdracht wordt het model van Annand gebruikt [216], dat gecalibreerd
wordt m.b.v. de parameter a. Annand stelt zelf waarden voor tussen 0.35 en 0.8, afhankelijk
van het motortype. Hier worden verschillende waarden gebruikt bij compressie, verbranding
en expansie.
De samenstelling van het verbrand gas wordt bepaald uit het chemisch evenwicht bij
gegeven druk en temperatuur. Een geoptimaliseerde procedure wordt gebruikt om even-
wichtsmolfracties te bepalen [220]. Momenteel is geen NOx berekening ge¨ımplementeerd,
wat uiteraard een interessante uitbreiding zou zijn gezien dit de enige schadelijke emis-
sie is van waterstofmotoren. Zo’n uitbreiding zou dan bestaan uit de toevoeging van het
uitgebreid Zel’dovich mechanisme (thermische NOx) en eventueel het intermediaire N2O
mechanisme (arme mengsels).
Omdat de meeste turbulente verbrandingsmodellen onderstellen dat de lokale vlamsnel-
heid die van een laminaire vlam bij dezelfde condities is, moet de gerekte laminaire ver-
brandingssnelheid gekend zijn. Bijgevolg is een bibliotheek van gerekte vlammen nodig of
een model om de invloed van de reksnelheid te bepalen. Momenteel is de correlatie voor
de laminaire verbrandingssnelheid, besproken in Punt 3, echter opgesteld a.d.h.v. cellulaire
data, die m.a.w. al rekinvloed bevatten. Daarom wordt geen rekmodel gebruikt.
In de huidige code wordt de gaslek verondersteld verwaarloosbaar te zijn, later kan hier
eventueel een model voor worden toegevoegd. Verder werd het ingeven van data gebruiks-
vriendelijker gemaakt, met duidelijker onderscheid tussen gebruiker en programmeur. Het
gegevensbestand werd uitgebreid met een brandstofkeuze en keuzes voor verbrandings- en
vlamontwikkelingsmodel. Het uitschrijven van alle relevante variabelen werd vergemakke-
lijkt en tot slot werden een groot aantal automatische controles op fysische consistentie en
fouten in het gegevensbestand toegevoegd.
5.4. Calibratie
Bij de calibratie worden de coe¨fficie¨nten in het warmteoverdrachts-, vlamontwikkelings- en
turbulent verbrandingsmodel ingesteld. Ee´nmaal de code gecalibreerd is voor e´e´n enkele
meting worden deze coe¨fficie¨nten constant gehouden en kan getest worden in hoeverre de
modellen buiten de calibratievoorwaarden presteren. De calibratieconstanten zijn:
• warmteoverdrachtsmodel: de constante a in het model van Annand, met aparte waar-
den tijdens compressie, verbranding en expansie; een verhoging van a verhoogt de
warmteoverdracht
• vlamontwikkelingsmodel: er werd een coe¨fficie¨nt C1 toegevoegd in de vergelijking voor
de tijdsconstante τ ′, vgl. (9), zo dat τ ′ = C1 0.55Λ/u
′; een verhoging van C1 verlengt
de ontwikkelingsperiode, of vertraagt de initie¨le verbranding
• verbrandingsmodel: een coe¨fficie¨nt C2 werd toegevoegd zoals getoond in vgln. (13)-
(19); een verhoging van C2 verhoogt de opname-verbrandingssnelheid.
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Een coe¨fficie¨nt C3 werd toegevoegd aan de tijdsconstante τb in vgl. (11), zo dat
τb = C3 Λ/un; een verhoging van C3 verlaagt de productie-verbrandingssnelheid (of,
alternatief, verhoogt de vlamdikte)
De calibratie gebeurt door het gesimuleerde drukverloop aan te passen aan het gemeten
drukverloop. De warmteoverdrachtscoe¨fficie¨nt tijdens compressie kan gecalibreerd worden
aan een drukmeting tijdens compressiewerking, de andere coe¨fficie¨nten moeten min of meer
gelijktijdig ingesteld worden. Een reeks metingen op de CFR motor, beschreven in Punt
2.2, werden geselecteerd ter evaluatie van de verbrandingsmodellen. In deze metingen wer-
den ontstekingstijdstip V O, compressieverhouding CV en luchtfactor λ gevarieerd. Twee
parameters bleven telkens constant wanneer de derde werd gewijzigd. Een meting met ‘ge-
middelde’ waarden voor V O, CV en λ werd gekozen voor de calibratie, met V O = 15oca,
CV = 9 en λ = 1.7 (φ = 0.6).
Naast de correlatie voor de laminaire verbrandingssnelheid opgesteld in dit werk werd
ook de correlatie van Iijima en Takeno [117] uitgeprobeerd, maar met die laatste bleek het
onmogelijk om een goede calibratie te verkrijgen. Zelfs met zuiver laminaire vlamvoortplan-
ting (m.a.w. door ute = un te stellen) bleek de drukontwikkeling te snel, wellicht veroorzaakt
door een te hoge drukexponent. Alle calibraties en verdere simulaties werden daarom uit-
gevoerd met de correlatie opgesteld in dit werk.
De beste overeenstemming tussen simulatie en meting werd eigenaardig genoeg bereikt
zonder een vlamontwikkelingsmodel. Een mogelijke verklaring is de vorm van vgln. (10) en
(11): met deze vorm is er een ontwikkelingsfase van mb gedurende enkele tijdsconstanten
τb. Voor de huidige simulaties bij constante motorsnelheid bleek dit voldoende.
De calibratiecoe¨fficie¨nten C2 werden als volgt ingesteld voor beste overeenstemming met
de referentiemeting: ‘Damko¨hler’, C2 = 1.7; Gu¨lder, C2 = 0.52; ‘Bradley’, C2 = 0.32,
‘fractalen’, C2 = 1.013 (of dus D3,max = 2.38); ‘Lipatnikov’, C2 = 0.37; Peters, C2 = 0.87.
Alle waarden zijn grootteorde 1, zoals verwacht van ‘afstemconstanten’. Voor de coe¨fficie¨nt
C3 bleek de beste waarde 0.01 te zijn, gebruikt voor alle verbrandingsmodellen. De lage
waarde duidt er misschien op dat de de keuze van de lengteschaal in vgl. (12) niet de fysisch
relevante is.
De warmteoverdrachtscoe¨fficie¨nten tijdens compressie, verbranding en expansie werden
ingesteld op 0.8, 0.6 en 0.3, respectievelijk. Het gecalibreerde drukverloop bekomen met
het ‘Damko¨hler’ model wordt met het gemeten drukverloop vergeleken in Figuur 15. De
overeenkomst is niet perfect maar kan toch als zeer goed beschouwd worden. De calibraties
met de andere modellen zijn zeer gelijkaardig.
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(a) Druk versus krukhoek (b) Druk versus krukhoek, detail
(c) Druk versus cilindervolume (d) log p–log V diagram
Figuur 15: Gecalibreerd drukverloop vergeleken met meting, ‘Damko¨hler’ model; CFR, 600 tpm,
V O = 15okh, CV = 9, λ = 1.7/φ = 0.6
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5.5. Validering, resultaten
De simulatieresultaten worden hier gesynthetiseerd in grafieken die de piekdruk pmax, posi-
tie van de piekdruk θpmax en de bruto ge¨ındiceerde arbeid Wi,g (de ge¨ındiceerde arbeid van
compressie tot expansie [37]) tonen. Figuur 16 vergelijkt deze grootheden met de gemeten
waarden, voor variabele voorontsteking. De trends worden goed gereproduceerd door alle
modellen. Op het eerste zicht lijkt de overeenstemming met gemeten bruto ge¨ındiceerde
arbeid minder goed, maar hier zijn o.a. afwijkingen in expansiedruk (∼ warmteoverdracht)
eveneens een factor in. Verder werd de restgasfractie niet gewijzigd (behalve voor de simula-
ties met variabele compressieverhouding), en de warmteoverdrachtscoe¨fficie¨nten vastgehou-
den. Resultaten voor Wi,g zijn sowieso binnen 3%, wat zeer goed is.
Figuur 17 vergelijkt pmax, θpmax en Wi,g met gemeten waarden voor variabele compres-
sieverhouding. Opnieuw worden alle trends gereproduceerd door de modellen en wordt Wi,g
binnen 3% nauwkeurig voorspeld.
Figuur 18 toont resultaten voor variabele mengselrijkheid. De prestatie van de model-
len in het voorspellen van de effecten van mengselrijkheid is duidelijk het criterium dat de
modellen onderscheidt: de modellen van Gu¨lder, ‘Bradley’, ‘Lipatnikov’ en het ‘fractalen’-
model volgen de experimentele trends, terwijl de modellen van ‘Damko¨hler’ en Peters na-
genoeg lineaire afhankelijkheden van de luchtfactor voorspellen. Het ‘pieken’ van de positie
van maximum druk met de mengselrijkheid wordt niet teruggevonden; maximumdrukken
voor de arme mengsels zijn meer dan 50% hoger dan gemeten; en de ‘buiging’ in bruto
ge¨ındiceerde arbeid met de luchtfactor wordt evenmin voorspeld.
In het huidige geval van constante motorsnelheid en dus constante rms turbulente snel-
heid op het ontstekingstijdstip, zijn de modellen van Gu¨lder, ‘Bradley’ en ‘Lipatnikov’ zeer
gelijkaardig. Het model van ‘Lipatnikov’ zou zelfs identiek zijn aan Gu¨lders model indien
de ‘diffusiviteit’ gekozen door Lipatnikov en Chomiak [105], om de laminaire vlamdikte te
evalueren, de kinematische viscositeit i.p.v. de thermische diffusiviteit zou geweest zijn.
Voor hoge Damko¨hlergetallen reduceert het model van Peters tot het simpele ‘Damko¨hler’
model. Voor de op e´e´n na armste meting in Figuur 18 (λ = 2.30/φ = 0.43) is het
Damko¨hlergetal op het ontstekingstijdstip (als de chemische tijdsschaal grootst is en Da
kleinst) van de orde 102, zodat ‘x’∼ 20.52/Da van de orde 10−1 is en de fout op de bena-
dering (1 + x)1/2 → 1 + x/2, gegeven door x2/8, van de orde 10−3 wordt. M.a.w., tot deze
conditie vallen de resultaten met Peters’ model samen met de resultaten bekomen met het
‘Damko¨hler’ model, zoals te zien in Figuur 18. Voor de armste meting (λ = 2.65/φ = 0.38)
kan gezien worden dat de resultaten met Peters’ model beginnen af te wijken van de resul-
taten met het ‘Damko¨hler’ model.
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Figuur 16: Piekdruk, positie van piekdruk en bruto ge¨ındiceerde arbeid: simulaties vergeleken met
meting, 600 tpm, λ = 1.7/φ = 0.6, CV = 9, variabele voorontsteking
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Figuur 17: Piekdruk, positie van piekdruk en bruto ge¨ındiceerde arbeid: simulaties vergeleken met
meting, 600 tpm, λ = 1.7/φ = 0.6, V O = 15okh vBDP , variabele compressieverhouding
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Figuur 18: Piekdruk, positie van piekdruk en bruto ge¨ındiceerde arbeid: simulaties vergeleken met
meting, 600 tpm, V O = 15okh vBDP , CV = 9, variabele luchtfactor
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6. Conclusies
6.1. Samenvatting van huidig werk en de voornaamste bevindingen
Het huidige werk startte met een overzicht van het experimentele en analytische onderzoek
rond waterstofverbrandingsmotoren, hetgeen voor zover de auteur weet, het meest volle-
dige is dat momenteel beschikbaar is en enkele onduidelijke verklaringen in de literatuur
opheldert.
Drie motoren werden omgebouwd voor bedrijf op waterstof, onder begeleiding van de
huidige auteur. De ombouw en de experimenten hebben geleid tot bevestiging van de be-
vindingen gerapporteerd in de literatuur en hebben eveneens nieuwe informatie opgeleverd.
Het effect van gaslek op de samenstelling van de smeerolie is duidelijk niet te verwaarlozen.
De toepassing van een elektronisch motorstuursysteem dat sequentie¨le poortinjectie en ont-
steking stuurt, op een waterstofmotor, met programmatie voor het volledige belastings- en
toerentalbereik is de eerste gerapporteerd in de literatuur (zie de publicatielijst achteraan
dit werk).
Een dataset van cilinderdrukmetingen werd verzameld bij e´e´n enkele motorsnelheid en
variabele rijkheid, ontstekings- en inspuittijdstip, en compressieverhouding. De bevindingen
zijn relevant voor de optimalisatie van de instellingen van waterstofmotoren. Een nieuwe
motorproefstand werd klaargezet voor metingen bij variabele motorsnelheid.
Het daaropvolgende werk was gericht op de ontwikkeling van een simulatiecode voor wa-
terstofmotoren. Vermits data over de laminaire verbrandingssnelheid van waterstofmengsels
nodig was, werd de beschikbare data bekeken, wat eveneens het meest uitgebreide overzicht
is van laminaire verbrandingssnelheden van waterstofmengsels bij condities relevant voor
verbrandingsmotoren. Er werd aangetoond dat de constructie van een correlatie voor de
laminaire verbrandingssnelheid voor gebruik in de motorcycluscode niet mogelijk was op
basis van deze verzameling bij gebrek aan data.
Een uitgebreide dataset van de laminaire verbrandingssnelheid van waterstofmengsels
werd gemeten met schlierenfotografie van sferisch propagerende vlammen in een verbran-
dingsbom, bij een bereik van drukken, temperaturen, rijkheden en restgasfracties, met na-
druk op condities relevant voor motoren. Deze set bevat veel nieuwe data. Er werd veel
aandacht geschonken aan de effecten van vlamrek en instabiliteiten. Het gebruik van een
verbrandingssnelheid bij een welgedefinieerde, herhaalbare conditie werd voorgesteld als de
beste tussentijdse oplossing, vermits methoden afgeleid uit stabiliteitstheorie nog in ontwik-
keling zijn en bijgevolg het berekenen van rekvrije verbrandingssnelheden bij hogere drukken
momenteel nog niet mogelijk is. Deze verbrandingssnelheden werden gebruikt om een cor-
relatie op te stellen met druk-, temperatuur-, rijkheid- en restgasfractie-afhankelijkheid.
Deze metingen werden vergeleken met ander werk, en afwijkingen met werk dat de
effecten van rek en instabiliteiten niet in rekening nam werden verklaard op basis van het
preferentie¨le diffusie-concept. De mogelijkheid om de laminaire verbrandingssnelheid te
berekenen werd gee¨valueerd, met verschillende reactiemechanismen. Het besluit hieruit was
dat simulaties van laminaire vlammen nog niet betrouwbaar genoeg zijn, voor condities die
motoromstandigheden benaderen.
Vervolgens werd aangetoond dat rek en instabiliteiten ook een belangrijk effect op de
turbulente verbrandingssnelheid hebben, vooral voor de condities in waterstofmotoren, waar-
bij arme waterstofvlammen zelfs naar voren worden geschoven als de moeilijkste test voor
turbulente verbrandingsmodellen. Metingen door de huidige auteur, van turbulente ver-
brandingssnelheden in een turbulente verbrandingsbom, werden gerapporteerd, voor een
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beperkte set van condities. Verscheidene turbulente verbrandingssmodellen werden beschre-
ven en een initie¨le evaluatie van deze modellen werd uitgevoerd door vergelijking met de
metingen. Alle modellen voldeden voor deze condities.
Uiteindelijk werd een simulatiecode voor de arbeidscyclus van waterstofmotoren beschre-
ven, volgens een quasi-dimensionaal modelkader met ‘standaard’ modelleringsonderstellin-
gen. Een robuuste code werd geschreven startende van een vroegere code, met verscheidene
wijzigingen en correcties. Een verbrandingsmodel bestaande uit twee differentiaalvergelij-
kingen werd gebruikt, e´e´n voor de opname-verbrandingssnelheid en e´e´n voor de productie-
verbrandingssnelheid, om rekening te houden met de eindige turbulente vlamdikte (van
invloed op het einde van de verbranding).
De turbulente verbrandingssmodellen werden in dit kader gee¨valueerd, door vergelijking
van de simulatieresultaten met de database van gemeten cilinderdrukmetingen. Wanneer de
correlatie voor de laminaire verbrandingssnelheid, opgesteld door de huidige auteur, werd
gebruikt werden goede resultaten verkregen (hetgeen niet het geval was met andere correla-
ties). Alle modellen voldeden voor variabel ontstekingstijdstip en compressieverhoudingen,
de echte test bleek de performantie van de modellen bij het voorspellen van de effecten van
een variabele mengselrijkheid, wat tot een duidelijk onderscheid tussen de modellen leidde.
6.2. Aanbevelingen voor verder werk
Zoals meestal in onderzoek, heeft dit werk misschien meer vragen opgeroepen dan beant-
woord. Verscheidene delen vragen verder werk. De experimentele dataset van cilinderdruk-
metingen op waterstofmotoren dient uitgebreid te worden om variabele motorsnelheden en
zeer arme mengselcondities te omvatten. Experimenteel werk dient zich nu te concentreren
op strategiee¨n om het geleverde vermogen te verhogen zonder de NOx emissies te verho-
gen. Mogelijkheden om deze conflicterende doelstellingen te bereiken werden voorgesteld.
De afname van de smeeroliekwaliteit door gaslek moet in rekening worden genomen bij de
ontwikkeling van waterstofmotoren, specifieke olie¨n en/of een geschikte carterventilatie die-
nen onderzocht te worden. Het effect van de zuigerveren op vlamterugslag verdient ook
aandacht, enkele resultaten werden reeds gerapporteerd maar bedrijf zonder vlamterugslag
zou gemakkelijker te bereiken kunnen zijn als dit onderzoek uitgebreid werd.
De stabiliteitstheorie waarnaar verwezen werd zou toegepast dienen te worden op de ge-
meten cellulaire data, zodra voldoende gegevens beschikbaar zijn (bv. metingen bij drukken
tussen 1 en 5 bar om de drukafhankelijkheid van de Marksteinlengtes te bepalen). Hopelijk
zal dit resulteren in de mogelijkheid om rekvrije verbrandingssnelheden te berekenen uit
cellulaire data (zoals reeds gedemonstreerd voor iso-octaan/luchtmengsels [100]). De the-
orie zou dan ontwikkeld moeten worden tot een model om instabiele (cellulaire) laminaire
verbrandingssnelheden te bepalen voor gebruik in turbulente verbrandingsmodellen en toe-
gepast in de simulatie van de verbranding in motoren. Een globale aanpak om de effecten
van instabiliteiten in rekening te brengen, zoals nodig voor quasi-dimensionale modellen,
kan moeilijk zijn (bv. lokale vlamstructuur en -snelheid zijn sterk afhankelijk van de lokale
vlamkromming, terwijl de gemiddelde vlamkromming nagenoeg nul is [155, 158, 162, 177])
maar is gewenst gezien de berekeningstijden van multidimensionale modellen.
De turbulente verbrandingsmodellen dienen aan de strengere test gesteld door zeer arme
mengsels onderworpen te worden. Dit kan gedaan worden met behulp van extra metingen
van statistisch sferische vlammen in een verbrandingsbom, wat de meest directe methode
is; of door simulaties van cilinderdrukmetingen bij armere condities dan hier gerapporteerd
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(zie hoger). Extra metingen in een verbrandingsbom zijn sowieso interessant aangezien de
meeste metingen van turbulente verbrandingssnelheden van waterstofmengsels in bommen
relatief oud zijn en verschillende grootheden maten (cf. data afgeleid uit schlieren- versus
drukmetingen). Verder zijn metingen van de turbulente verbrandingssnelheid bij variabele
druk relatief beperkt [105]. De turbulente verbrandingsmodellen dienen ook getest te worden
bij variabele motorsnelheden, om hun afhankelijkheid van de rms turbulente snelheid te
evalueren.
Wat betreft de motorcycluscode dient het warmteoverdrachtsmodel een grondige herzie-
ning te krijgen omwille van de specifieke eigenschappen van waterstof. De ontwikkeling van
een nieuw warmteoverdrachtsmodel, wat eveneens nuttig is voor stoichiometrische koolwa-
terstofmengsels, is wellicht een voldoend grote uitdaging om het enige onderwerp te zijn van
een doctoraat. De uitbreiding met de kinetiek van NOx-vorming zou de bruikbaarheid van
de code uitbreiden en weinig problemen moeten stellen. Een nauwkeurige voorspelling van
de warmteoverdracht is echter een eerste vereiste voor nauwkeurige NOx voorspellingen.
Vanuit praktisch oogpunt dient de code voor de arbeidscyclus ingebracht te worden
in een code voor de complete motorcyclus om de toepassing ervan te vergemakkelijken
en onzekerheden i.v.m. instellingen van startcondities te vermijden. Simulaties zijn dan
mogelijk om het potentieel van bv. oplading te evalueren (cf. verhoging van het geleverde
vermogen), hetgeen experimenteel allesbehalve triviaal (/goedkoop) is.
Er werd veel aandacht besteed doorheen het werk aan de effecten van rek en instabili-
teiten. Een zeer recente publicatie van Lipatnikov en Chomiak [194] geeft een overzicht van
deze effecten op laminaire en turbulente voorgemengde verbranding en vestigt de aandacht
op de moeilijkheden om arme waterstofvlammen te modelleren, met een voorstel voor een
nieuwe aanpak. Dit verdient zeker verdere aandacht.
English Text

Chapter 1
Introduction
1.1 Why hydrogen?
The incentives for developing an economy based on hydrogen as an energy carrier are well
known, with the most important ones being the clean emissions in its use and the variety as
well as long term viability of methods to produce it. One could argue that the potential of
clean emissions has become less of a drive, as modern gasoline engines equiped with three-
way catalysts and sophisticated engine management systems have been demonstrated to
produce extremely low emission levels, with some ultra-clean vehicles already on the market1,
and new technology even allowing vehicles to clean up the air in which they drive [1].
Nevertheless, emissions remain a concern as the number of polluters (vehicles) keep rising,
offsetting the advances in emission reduction technology. A second interest in hydrogen
relates to the source of fossil fuels. As fossil fuels are hydrocarbons, their combustion
will produce carbon dioxide, which has been designated as the most important contributor
to radiative forcing2 in the Earth’s atmosphere, resulting in a global warming or the so-
called greenhouse effect. Even the ‘non-believers’ –who are becoming increasingly rare– have
to admit that the possibly disastrous effects from continuing or even increasing the CO2
emissions arising from human activities [2] far outweigh the possibly non-existing benefits
(in their eyes) from decreasing CO2 emissions.
As all parties that signed the Kyoto Protocol [3] have committed themselves to reduc-
ing their anthropogenic carbon dioxide emissions to below the 1990 levels by the period
2008-2012, the energy conversion efficiency will have to increase, or alternatives to carbon
containing energy sources must be promoted. The European Automobile Manufacturers
Association (ACEA) has committed itself to bringing down the CO2 emissions from road
transport (accounting for roughly 25% of total CO2 emissions) to 140 g/km by 2008.
Hydrogen is also viewed as a means to enhance energy security, as the global fossil
fuels reserves are geographically concentrated, with the largest concentration in politically
unstable regions. Furthermore, these reserves are finite and there is increasing evidence that
the peak in oil production has already happened or will happen in the very near future [2].
Finally, fossil fuels are a valuable raw material for the polymer industry.
1For examples see for instance the California Air Resources Board list of California certified vehicles,
http://www.arb.ca.gov
2The term ‘radiative forcing’ is used in climate science to designate the disturbance of the atmosphere’s
radiation balance between energy input (sun) and output (radiation into space)
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1.2 The hydrogen economy
This work would be incomplete without some reflections on the ubiquitous ‘hydrogen econ-
omy’, a buzzword reflecting the vast possibilities of using hydrogen as an energy carrier.
These possibilities are created because of the large number of hydrogen production and
utilization technologies. Some illustrations are given here, the interested reader is referred
to other works for more details [2, 4, 5].
As hydrogen can be produced from fossil fuels3 as well as from renewable sources4, the
energy security issue can be solved for every nation that has a sufficiently large energy source.
Some remote islands with renewable sources might be the first mini hydrogen economies as
their tranportation sector relies on expensive imported oil and the threat of climate change
is particularly great in their case (increase of sea level). Iceland [6], Hawaii [7] and New
Zealand [8] are examples that have expressed an interest or have already taken the first
steps.
Hydrogen can be burned in internal combustion engines or gas turbines or can be com-
bined with oxygen in a fuel cell producing electricity. Thus, hydrogen could (in theory)
replace small energy devices (replacing batteries with small fuel cells) as well as large pro-
duction facilities. The replacement of laptop and cellphone batteries might be a first niche
market as the increased autonomy provided by small fuel cells (fuelled by hydrogen chemi-
cally bound in methanol) could be a competitive advantage levelling the higher cost.
A word of caution is in order concerning literature and information in general on the
hydrogen economy and fuel cells (mostly intricately linked). It appears that most sources
are either overly optimistic or coming from rabid opponents. Omission of essential data
(intended or not), false truths, misconceptions etc. are unfortunately not uncommon. Well
to wheels5 (WTW) studies are particularly prone to this and results vary greatly depending
on the interest group publishing (or paying for) the study (for examples concerning studies
on the best fuel choice for fuel cells see Dunn [7]).
Although this results in controversy that has been partly responsible for the increased
interest of media and non-scientists, care must be taken not to lose credibility with the
general public. It is important to have a realistic view of the possibilities as well as the
problems associated with the use of hydrogen [9]. Overall, it is safe to say that hydrogen
offers the potential to gain at least a share of the market. This is justified by the current
state of hydrogen technology as well as the number of parties that have invested (or are
planning to invest) large sums into research, development, demonstration and education
projects. These parties comprise governments (U.S. [10, 11], E.U. [12], Japan [13], . . . ), oil
companies (Shell [14], BP Amoco [15], . . . ), oil producing countries (e.g. Dubai [7]) and all
major car manufacturers.
The most important (remaining) challenges for the development of a hydrogen economy
can be divided in three categories: economic, i.e. the cost of hydrogen production, transport,
storage, fuel cells and hydrogen engines must become competitive; technological, where the
storage issue is the most pressing matter6; and last but not least social, the general public’s
perception [16] of hydrogen as well as the possibly closer relation energy production – end
3By steam reforming of hydrocarbons, currently steam reforming of natural gas is the most widely used
and economical hydrogen production method
4Wind power, hydroelectric, photovoltaics, geothermal, tidal, photocatalysis, biomass, . . .
5The aim of a well to wheels study is the quantification of the total energy use of a particular path from
the primary energy source to the end-use to enable a just comparison of different options
6Specifically: hydrogen storage on board vehicles with a sufficient energy density
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user [14] (due to decentralisation of energy production enabled or even forced by using
renewables).
1.3 Why hydrogen internal combustion engines?
As mentioned above, there are a number of hydrogen utilization technologies. Hydrogen
fuelled internal combustion engines (ICE) and hydrogen fuelled fuel cells (FC) are the two
that qualify for transportation purposes. The present work focuses on hydrogen fuelled ICEs
for the following reasons.
The internal combustion engine has benefited from a continuous development during
more than a century and is still showing potential for further optimisation. Fuel cell tech-
nology on the other hand is still in its infancy. This also reflects in the price, with a
prohibitive cost for fuel cells. Advocates of the fuel cell claim the price will drop orders of
magnitude (the current price scale difference between FC and ICE) through further devel-
opment and the economics of scale but one has to keep in mind similar claims for electric
vehicle battery prices which have failed to come true. Naturally, the conversion of an ICE
to hydrogen increases its cost but this cost is very limited7.
Using ICEs allows bi-fuel operation (e.g. the engine can run on gasoline as well as on
hydrogen), alleviating fuel station density and autonomy requirements. This could facilitate
the start-up of a hydrogen economy, where the experience gained with transport, fuelling
and storage directly translates to fuel cell vehicles.
Fuel cells are currently still handicapped by cold-start problems (freezing of the fuel cell
stack) and the necessity of very pure hydrogen to avoid poisoning of the FC [14, 17]. The
hydrogen fuelled ICE does not suffer from these problems.
The most frequently hailed advantage of fuel cells is its high theoretical efficiency. How-
ever, not only do practical fuel cells not (yet) reach these high efficiencies, the fuel cell stack
(of which the efficiency is mostly cited) is also part of a fuel cell system and the overall
efficiency is thus lower. Furthermore, the efficiency decreases as the load increases (the cell
ohmic losses increase with the square of the cell current). This is not an important dis-
advantage for light-duty applications as these are in part load most of the time, but could
become important for heavy duty. The large difference between the theoretical efficiency of
the fuel cell stack and the effective efficiency of an ICE thus mostly exists on paper and is
much smaller in practice. Furthermore, hydrogen fuelled ICEs also have the potential for
an increased engine efficiency (see later), with a demonstrated indicated efficiency of 52%
for a hydrogen fuelled spark-ignition engine [18] and a power generation efficiency of 49%
for a hydrogen fuelled compression-ignition engine [19]. The frequent claim of fuel cells not
being limited to the Carnot efficiency of a heat engine is noteworthy, which is true, but
leads some people to forget that the Carnot efficiency is an expression of the second law
of thermodynamics, which is equally valid for fuel cells and thus also leads to a maximum
theoretical efficiency [20].
In summary: the hydrogen fuelled ICE and FC both have their own advantages and
both merit research to show their full potential. The hydrogen fuelled ICE can function as a
transition technology to fuel cells or might take up its own share of the market next to fuel
cells (and other technologies). The remainder of this section lists the properties of hydrogen
7Not counting the cost of the hydrogen storage and safety devices, as these are needed regardless of the
propulsion unit, the only additional cost of hydrogen fuelled ICEs is the cost of additional H2 injectors, a
modified engine control unit and possibly some changes to the ignition and crankcase ventilation system
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relevant to ICEs, how hydrogen compares with conventional fuels, what past research has
accomplished and discusses the current state of hydrogen ICE research.
1.4 Relevant hydrogen properties
Hydrogen has significantly different properties compared to the more traditional fuels. Table
1.1 summarizes the most important physical and combustion-related properties as a reference
for the discussion in the following. All temperature and pressure dependent data is given
at normal temperature and pressure (NTP), combustion-related properties cited are for
stoichiometric combustion. Most data is either rounded off or is given approximately, for
ease of comparison. The exact data can be found in the source references [21, 22, 23].
Property Hydrogen Methane Gasoline
Molecular weight (g/mol) 2.016 16.043 ∼107
Density (kg/m3) 0.08 0.65 ∼750
Mass diffusivity in air (cm2/s) 0.61 0.16 0.05
Kinematic viscosity (mm2/s) 110 17.2 1.18
Stoichiometric volume fraction (in air) 29.5 9.5 1.65
Minimum ignition energy (mJ) 0.02 0.28 0.25
Auto-ignition temperature (K) 858 813 ∼500-750
Adiabatic flame temperature (K) 2390 2225 ∼2275
Normalized flame emissivity (200K, 1 atm) 1 1.7 1.7
Flammability limits in air (vol%) 4-75 5-15 1.0-7.6
Quenching distance (mm) 0.64 2.03 ∼2.0
Lower heating value (MJ/kg) 120 50 45
Higher heating value (MJ/kg) 142 55 48
Table 1.1: Hydrogen properties compared with methane and gasoline properties
The auto-ignition temperature of hydrogen can be seen to exceed the values for methane
and gasoline. This makes hydrogen particularly suited for spark ignition operation and
unsuited for compression ignition. The remainder of this work therefore deals exclusively
with hydrogen spark-ignition engines unless otherwise stated.
1.5 Literature review: experimental research
The literature on hydrogen fuelled internal combustion engines is surprisingly extensive and
papers have been published continuously from the 1930’s up to the present day, although
most of them are concentrated around a few points in time (e.g. during and in the years
following the oil crises). A summary of the most important findings of these works is given
in the following sections, to clarify some contradictory claims and ultimately to provide a
comprehensive overview of the design features in which a dedicated hydrogen engine differs
from traditionally fuelled engines.
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1.5.1 Abnormal combustion
The suppression of abnormal combustion in hydrogen engines has proven to be quite a
challenge and measures taken to avoid abnormal combustion have important implications
for engine design, mixture formation and load control. For spark-ignition engines, three
regimes of abnormal combustion exist: knock (auto-ignition of the end gas region), pre-
ignition (uncontrolled ignition induced by a hot spot, premature to the spark ignition) and
backfire8 (premature ignition during the intake stroke, which could be seen as an early form
of pre-ignition). The effects knock and pre-ignition can have are well known: in the best
case increased noise and vibration, in the worst case major engine damage. The effects of
backfire are a loud ‘bang’ in the best case, an engine stop as the fuel is consumed before
it can enter the cylinders and deliver work, or a destruction of the intake manifold in the
worst case.
Backfire has been a particularly tenacious obstacle to the development of hydrogen
engines. Most, if not all, of the early literature mentions causes of backfire and counter-
measures as it so frequently occurs in hydrogen engines with external mixture formation
(backfire can only occur when a combustible charge is present in the intake port). The
causes cited for backfire are:
• Hot spots in the combustion chamber: deposits and particulates [24, 25], the spark
plug [26, 27], residual gas [22, 27, 28], exhaust valves [28, 29, 30, 31], etc. These
hot spots are cited to easily cause a backfire ‘because of the low ignition energy of
hydrogen’, which is an order of magnitude smaller than for typical hydrocarbons, and
the wide flammability limits (see Table 1.1). Deposits and particulates originate from
the (partial) combustion of lubricating oil and/or rust formation during an extended
standstill (older engines).
• Residual energy in the ignition circuit: due to the lower ion concentration of a hy-
drogen/air flame compared to a hydrocarbon/air flame, it is possible that the ignition
energy is not completely deposited in the flame and remains in the ignition circuit
until the cylinder conditions are such that a second, unwanted, ignition can occur,
namely during the expansion or the intake stroke, when the pressure is low [27, 32].
• Induction in the ignition cable: with multi-cylinder engines, the (controlled) ignition
in one cylinder can cause an induced ignition in another cylinder when the individual
ignition cables are placed close to each other [25].
• Combustion in the piston top land persisting up to inlet valve opening time and
igniting the fresh charge [27, 33, 34, 35]. This is caused by the smaller quenching gap
of hydrogen mixtures compared to typical hydrocarbons, which enables a hydrogen
flame to propagate into the top land.
• Pre-ignition: pre-ignition is often encountered in hydrogen engines because of the low
ignition energy and wide flammability limits of hydrogen. As a premature ignition
causes the mixture to burn mostly during the compression stroke, the temperature in
the combustion chamber rises, which causes the hot spot that led to the pre-ignition
to increase in temperature, resulting in another, earlier, pre-ignition in the next cycle.
This advancement of the pre-ignition continues until it occurs during the intake stroke
8Also referred to as backflash, flashback and induction ignition
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and causes backfire [18, 30, 34, 36]. The mechanism is termed a runaway pre-ignition
and can also result from a knocking cycle, increasing the chamber temperature and
creating a hot spot [25].
In the present author’s opinion, the low ignition energy is often too easily pointed at as the
main cause of backfire. The ignition energy is defined by the minimal spark energy needed
to ignite the mixture [37], whereas the ignition by thermal masses such as the valves and
residual gases is more related to the auto-ignition temperature of the mixture, the tem-
perature at which the mixture will spontaneously ignite. As the auto-ignition temperature
of hydrogen is quite high (higher than for methane and gasoline, see Table 1.1), it seems
highly unlikely that these thermal masses would induce backfire as they normally do not
reach the auto-ignition temperature if the engine is properly set up. As hydrogen com-
pression ignition engines have been demonstrated to require very high compression ratios
in order to ensure self-ignition [19], it is highly improbable that e.g. residual gases could
initiate ignition thermally (again: assuming normal working conditions, with optimal spark
timing etc.). Furthermore, this cannot explain the occurrence of backfire at lean conditions
(low temperatures).
Also, deposits and particulates are frequently cited although (assuming an engine in
good condition) the concentration of these are extremely low for hydrogen engines. The
‘inert dust in air’ has even been cited [22], probably forgetting the function of the engine
air filter.
Experiments have been conducted where all hot spots were eliminated (careful cleaning of
the engine, enhanced oil control or even non-lubricated operation, scavenging of the residual
gases, cold spark plugs, cooled exhaust valves, ...), as well as any uncontrolled spark-induced
ignition, and backfire still occurred [27, 34]. This suggests that the small quenching distance
of hydrogen (together with the wide flammability limits), allowing combustion in the piston
top land9, is a parameter that has been overlooked by many workers. Hydrogen engines
have been demonstrated, running on stoichiometric mixtures without any occurrence of
backfire, by careful selection of piston rings and crevice volumes, without any need for
timed injection (see later) or cooled exhaust valves [33]. Workers that have paid attention
to increased cooling, enhanced ‘oil control’ by mounting different piston rings, increased
scavenging etc., attribute the resulting wider backfire-free operation region to a reduction of
hot spots but have simultaneously (sometimes possibly without realizing it) taken measures
to suppress crevice combustion.
There is some ambiguity in the literature on the relation backfire–compression ratio.
Some authors mention a decrease of the compression ratio to increase the resistance to
backfire [31, 38] by lowering the combustion chamber temperature; others state that an
increase in compression ratio is advised, resulting in an increased combustion chamber area
to volume ratio, thus increasing the heat transfer and cooling residual gases [22, 30, 39]. An
increased compression ratio also lowers the amount of residuals. Both are valid mechanisms
and indicate the existence of an optimum compression ratio: increasing it results in higher
power due to increased efficiency up to a certain point, where the mixture has to be set
leaner to avoid pre-ignition and a power decrease is noted [28, 40].
To conclude the discussion of the backfire phenomenon: all causes itemized above can
indeed result in backfire and the design of a hydrogen engine should try to avoid them, as
engine conditions different from normal operation are always a possibility. Even though
9When the piston rings and crevice geometries are those as used for the traditional fuels
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backfire that is stated to be the result of hot spots might have other causes, hot spots still
have to be avoided as they can lead to pre-ignition which increases the engine’s thermal
loading and can have detrimental effects even without leading to backfire (e.g. in an internal
mixture formation engine, see later).
The knocking behaviour of hydrogen engines has been misunderstood more than the
backfire phenomenon. With backfire, some causes have been mixed up or their effects over-
estimated, but concerning knock there are completely contradictory claims in the literature.
To begin with, most papers fail to point out that the knock resistance is a property of the
fuel/air mixture, stating octane numbers without the corresponding equivalence ratio. Some
claim the octane number to be very low [41, 42], others claim it to be very high [18, 22, 30].
One paper was even found that stated both ‘hydrogen has a high effective octane number’
and ‘the equivalent octane number of hydrogen is rather low’ [23]! Only very few papers
mention octane numbers as a function of the mixture richness [39, 43]. Experiments have
been reported that show hydrogen to act as an anti-knock agent when added to unleaded
iso-octane [22].
There is some evidence that the causes of hydrogen engine knock could be different from
gasoline knock, being caused by excessive flame speeds rather than an end-gas reaction
[22, 30]. Thus, reducing the rate of pressure rise might be more effective to control knock
than limiting the combustion period (e.g. using a quiescent combustion chamber, see later).
Reviewing the experimental literature on hydrogen SI engines, pre-ignition seems to be
the limiting factor concerning compression ratios, spark timings and mixture equivalence
ratios, rather than knock. Measurements with a compression ratio of 11:1 and a supercharg-
ing pressure of 0.85 bar (gauge) on stoichiometric mixtures have been reported [28], as well
as measurements on lean mixtures using compression ratios of 14:1 and higher [18, 44], all
without any appearance of knock. It thus seems safe to say that hydrogen has a higher
effective octane number than regular gasoline, although it would be interesting to have
quantitative data.
It is noteworthy that the experimental and theoretical work of Karim and co-workers
[42, 45] reports very wide knocking regions, where stoichiometric mixtures are claimed to
knock even at compression ratios as low as 6:1. As these results disagree with every other
experiment reported in the literature, they seem highly unlikely and are probably affected
by causes unknown to the authors.
1.5.2 Mixture formation
A range of mixture formation methods has been tested for hydrogen engines, mostly in the
pursuit of backfire-free operation:
• external mixture formation with a gas carburettor [27, 39]
• external mixture formation with ‘parallel induction’, that is: some means of delaying
the introduction of hydrogen, e.g. a fuel line closed by a separate valve on top of the
intake valve that only opens when the intake valve has lifted enough [46]
• external mixture formation with a gas carburettor and water injection [31, 41], some-
times with additional exhaust gas recirculation (EGR) [47]
• external mixture formation with timed manifold or port fuel injection (PFI) [18, 25,
28, 33, 36, 40, 48], sometimes also with some means of ‘parallel induction’ [43]
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• internal mixture formation through direct injection (DI) [49, 50, 51, 52]
The injection of water, delayed introduction of hydrogen and direct injection are all pri-
marily intended to delay or prevent backfire either by additional cooling or by avoiding
a combustible mixture during the intake phase. During the last decade, only timed port
injection and direct injection (during the compression stroke or later) have been used, as
the other methods are less flexible and controllable. External mixture formation by means
of port fuel injection has been demonstrated to result in higher engine efficiencies, extended
lean operation, lower cyclic variation and lower NOx production compared to direct in-
jection [44, 53]. This is the consequence of the higher mixture homogeneity due to longer
mixing times for PFI as well as decreased mixing for DI as the intake generated turbulence
contributes less to the mixing. Additionally, the cost and complexity are significantly lower
for PFI than for DI [29] and retrofitting an existing engine is possible. On the other hand,
the power output of an external mixture formation hydrogen engine is limited because of
the decrease in volumetric efficiency: due to the low density of hydrogen and small air re-
quirement for stoichiometric mixtures, the cylinder volume taken up by the hydrogen in a
stoichiometric mixture amounts to 29.5%, see Table 1.1. This results in a volumetric energy
content decrease of some 18% for hydrogen compared to gasoline. If direct injection is used
to introduce the hydrogen after the intake valve has closed, the maximum power output can
be 17% higher compared to gasoline.
An important advantage of DI over PFI is the impossibility of backfire. This too in-
creases the maximum power output of DI compared to PFI as richer mixtures can be used
without fear of backfire. Pre-ignition can still occur though, unless very late injection is
used. External mixture formation provides a greater degree of freedom concerning storage
methods: direct injection during the compression stroke needs high pressure hydrogen and
thus effectively requires liquid hydrogen storage10.
Thus, both external and internal mixture formation have their advantages and disadvan-
tages. DI is better for full load performance (maximum power output), PFI is better at part
load (maximum engine efficiency). Engine designs have been proposed using both mixture
formation techniques [53, 54, 55]. Contemporary reviews of mixture formation techniques
for hydrogen engines can be found in refs. [30, 54].
1.5.3 Load control strategies
Hydrogen is a very versatile fuel when it comes to load control. The high flame speeds of
hydrogen mixtures and its wide flammability limits permit very lean operation and substan-
tial dilution. The engine efficiency and the emission of NOx are the two main parameters
used to decide the load control strategy. Constant equivalence ratio throttled operation
has been used but mainly for demonstration purposes [46, 47], as it is fairly easy to run
a lean burn throttled hydrogen engine11. Where possible, wide open throttle (WOT) op-
eration is used to take advantage of the associated increase in engine efficiency [43, 44],
regulating load with mixture richness (qualitative control) instead of volumetric efficiency
(quantitative control) and thus avoiding pumping losses. Limitations to WOT operation
are due to misfires, unburned hydrogen and decreased stability at very low load (e.g. idling)
10Metal hydrides can only provide low pressure hydrogen, compressed hydrogen could be used but this
limits the effective tank contents as the tank can only be emptied down to the fuel injection pressure.
Compressing gaseous hydrogen on board would mean an extra compressor and a substantial energy demand.
11Accepting the severe power output penalty
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and NOx emissions at medium to full load. Thus, throttling is used at very low loads to
increase combustion stability and decrease unburned hydrogen emissions [18, 28, 31, 39, 51].
Moreover, this increases the efficiency at these conditions: the efficiency gain through de-
crease of unburned hydrogen emissions offsets the efficiency loss by throttling. The engine
efficiency using throttled or WOT operation is compared in refs. [18, 40], the lean limit at
which throttling is introduced is engine dependent and ranges from λ = 3/φ = 0.3312 [31]
to λ = 4/φ = 0.25 [18, 28].
For higher loads, flame temperatures quickly exceed the NOx generation limit (see for
instance Fig. 2.6 in Chapter 2). This results in a NOx limit to WOT operation. One could
restrict the mixture richness and use sufficiently lean mixtures to stay below a 10 or 100 ppm
NOx limit, but this implies a large decrease in maximum power output. Alternatively, the
engine can be throttled above this limit, using stoichiometric mixtures and thus enabling the
use of a conventional three way catalyst for NOx reduction [28], with an associated decrease
in engine efficiency. Yet another strategy is the use of EGR to control load: using stoichio-
metric mixtures but instead of throttling, recycling exhaust gas in a proportion dependent
on the power demand [40, 56]. This gives a better efficiency compared to throttling. Water
injection can also be used to decrease NOx emissions from the richer mixtures [31], and is
more effective than EGR [47] but is impractical.
If a hydrogen engine is designed for single speed/power operation, e.g. for stationary
power generation or for a series hybrid vehicle, very clean and highly efficient operation is
possible without any aftertreatment (of which the effectiveness could deteriorate with time).
NOx emissions below 10 ppm or even 1 ppm, with indicated efficiencies of perhaps 50% are
possible [44, 57, 58]. Hydrogen is the only fuel with which this is possible (with hydrocar-
bons, decreasing NOx emissions with lean burn implies increased unburned hydrocarbon
emissions).
1.5.4 Dedicated hydrogen spark-ignition engines
In this section, an attempt is made to provide a comprehensive overview of engine design
features that make the most of hydrogen’s advantages and counter its disadvantages.
• Spark plugs: use cold rated spark plugs to avoid spark plug electrode temperatures
exceeding the auto-ignition limit and causing backfire [26, 32]. Cold rated spark plugs
can be used since there are hardly any spark plug deposits to burn off. Do not use
spark plugs with platinum electrodes as this can be a catalyst to hydrogen oxidation
[22, 29] (platinum has been used in the exhaust to oxidize unburned hydrogen [46]).
• Ignition system: avoid uncontrolled ignition due to residual ignition energy by properly
grounding the ignition system or changing the ignition cable’s electrical resistance
[31, 32]; avoid induction ignition in an adjacent ignition cable, for instance by using
a coil-on-plug system; provide a high voltage output ignition system as the ignition
of hydrogen mixtures asks for an increased secondary ignition voltage [31, 32, 59]
(probably because of the lower ion concentration of a hydrogen flame, see above),
coil-on-plug systems also satisfy this condition. Alternatively, the spark plug gap can
be decreased to lower the ignition voltage, this is no problem for hydrogen engines
as there will be almost no deposit formation. Spark plug gaps as small as 0.25mm
12Both air/fuel equivalence ratio λ and fuel/air equivalence ratio φ will be used in this work, with λ = 1/φ.
For convenience, values for both equivalence ratios will be given where possible.
12 CHAPTER 1. INTRODUCTION
have been used [27] (although the gap was subsequently increased to 0.5mm because
of cold start difficulties due to water condensation at the spark plug tip).
• Injection system: provide a timed injection, either using port injection and program-
ming the injection timing such that an initial air cooling period is created in the initial
phase of the intake stroke and the end of injection is such that all hydrogen is inducted,
leaving no hydrogen in the manifold when the intake valve closes; or using direct injec-
tion during the compression stroke. High flow rate injectors are needed in both cases,
multiple injectors per cylinder can alleviate this requirement. The timing described
here might not be necessary as work has been reported where no relation between
injection timing and backfire or pre-ignition limited equivalence ratio was found [18].
Timed injection also decreases the amount of unburned fuel in the intake manifold at
any given time, limiting the severity of a backfire should it occur.
• Hot spots: avoid hot spots in the combustion chamber that could initiate pre-ignition
or backfire, use cooled exhaust valves; use multi-valve engine heads to further lower the
exhaust valve temperature [29, 30, 31]; ensure proper oil control; provide additional
engine coolant passages around valves and other areas with high thermal loads [33]
(if possible); delay fuel introduction to create a period of air cooling (using timed
manifold or direct injection); ensure adequate scavenging (e.g. using variable valve
timing [18, 28]) to decrease residual gas temperatures.
• Piston rings and crevice volumes: decrease the piston top land clearance to prevent
hydrogen flames from propagating into the top land, Swain et al. [33] use a clearance
of 0.152mm to quench the hydrogen flame. Change the crevice volumes and/or piston
rings with the aim of reducing the reflow of unburned mixture from the second land
to the top land [33, 34, 35] (preventing ‘fuelling’ of a top land flame during exhaust
and intake).
• Valve seats and injectors: the very low lubricity of hydrogen has to be taken into
account, suitable valve seat materials have to be chosen [29, 31] and the design of the
injectors should take this into account. This is the case with any dry gaseous fuel
(such as natural gas) but can be more critical for hydrogen (compressed natural gas
contains small amounts of oil originating from the oil mist in the compressor whereas
hydrogen compressors normally have tighter clearances to limit the leak rate).
• Lubrication: an engine lubrication oil compatible with increased water concentration
in the crankcase has to be chosen, the report on the hydrogen drive test in Germany
by TU¨V [31] cites two options, a demulsifying oil and a synthetic oil which forms a
solution with water. DeLuchi [60] claims a longer oil lifetime as the oil is not diluted
by hydrogen and there is less formation of acids. An ashless oil is recommended to
avoid deposit formation (hot spots) [26]. The effect of hydrogen on the oil composition
and chemical structure has not been reported in the literature, Section 2.3.4 discusses
this.
• Crankcase ventilation: positive crankcase ventilation is generally recommended due to
unthrottled operation (high manifold air pressures) and to decrease hydrogen concen-
trations (from blowby) in the crankcase [29, 61].
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• Compression ratio: the choice of the optimal compression ratio is similar to that for
any fuel, it should be chosen as high as possible to increase engine efficiency, with
the limit given by increased heat losses or appearance of abnormal combustion (in the
case of hydrogen primarily pre-ignition). The choice may depend on the application,
as the optimum compression ratio for highest engine efficiency might be different from
the optimum for highest power output [40]. In general, the compression ratio of a
hydrogen engine can be chosen higher than that for a gasoline engine.
• In-cylinder turbulence: because of the high flame speeds of hydrogen, low turbulence
combustion chambers (pancake or disk chamber and axially aligned symmetric intake
port) can be used which are beneficial for the engine efficiency [30, 33, 57]. They might
even be necessary to avoid abnormal combustion at stoichiometric operation [33].
• Electronic throttle: as stated above, hydrogen engines should be operated at wide
open throttle wherever possible, but throttling is needed at very low loads to maintain
combustion stability and limit unburned hydrogen emissions. At medium to high loads,
throttling might be necessary to limit NOx emissions. This can only be realized with
a drive-by-wire system.
1.6 Literature review: analytical research
The literature on hydrogen engine simulation is quite limited. Fagelson et al. [62] use a two-
zone quasi-dimensional model to calculate power output andNOx emissions from a hydrogen
SI engine. They use a semi-empirical turbulent combustion model of the form ut = ARe
B ul,
where A and B are constants, Re is the Reynolds number based on piston diameter, mean
piston speed and burned gas properties; ut and ul are the turbulent and laminar burning
velocities, respectively. Spherical flame propagation is assumed, heat transfer is neglected,
and NOx formation is calculated using 10 constant mass zones in the burned gases and the
extended Zel’dovich mechanism. The laminar burning velocity is calculated from an overall
second order reaction with an estimated activation energy. The model is validated against
measurements with varying equivalence ratio and ignition timing only. Prabhu-Kumar et
al. [63] use this model to predict the performance of a supercharged hydrogen engine but
no changes are made to the original model. They report an overestimation of the rate of
pressure rise (and thus of the burning velocity).
Keck [64] reports measurements in an optically accessible engine, operated on propane
as well as hydrogen, and uses a turbulent entrainment model (see Section 4.4.2) to compare
predicted trends with experimentally observed trends.
Johnson [65] uses the Kiva-3V engine simulation code developed at Los Alamos National
Laboratory with the standard eddy-turnover model to simulate a hydrogen engine at a fixed
equivalence ratio and volumetric efficiency. The standard model contains one free parameter
that is adapted for hydrogen and held constant for varying ignition timing and engine speed.
The model is validated against the experiments reported in ref. [57]. Future work is hinted
at, with the aim of including the dependence of the model constant on the equivalence ratio,
pressure and temperature through the dependence of the laminar burning velocity on these
variables. Fontana et al. [66] modified the Kiva-3V code to simulate an SI engine fuelled
with a hydrogen/gasoline mixture. They used a hybrid model where the global reaction
rate is either given by the standard eddy-turnover model or a weighed reaction rate based
on two global reaction rate expressions, one for hydrogen combustion and one for gasoline.
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They validated the model for gasoline operation and calculated the effects of adding various
hydrogen concentrations to gasoline.
Zero- and multi-dimensional models have been used for hydrogen engine simulation at the
Czech Technical University [67, 68]. A zero-dimensional model based on the GT-Power code
is used with a Wiebe law fitted to measured rates of heat release. The extended Zel’dovich
mechanism is used to calculate NOx emissions. The so-called ‘Advanced Multizone Eulerian
Model’ is developed for multi-dimensional simulation. This model is a rather strange hotch-
potch of zero-dimensional and multi-dimensional elements: the combustion chamber seems
to be limited to simple geometries because of limitations to grid generation, and the heat
transfer is modelled for the cylinder contents as a bulk volume. The combustion model is
a ‘semi-empirical PDF-like’ model that relies on a measured rate of heat release and the
assumption of a hemispherical flamefront to track flame propagation. A second option for
the combustion model is based on a detailed reaction mechanism but is apparently not
integrated in the complete engine code yet due to ‘numerical difficulties’. The authors use
the first combustion model for optimisations as it allows limited computing times but their
final goal is the integration of the chemical kinetics in the code. However, it is unclear
what extra information is gained from the combination of zero-dimensional-like combustion
modelling with multi-dimensional fluid dynamic calculations as it appears that these are
completely uncoupled, and if the chemical kinetics would eventually be integrated in the
code, computing times will rule out its use for optimisation.
Finally, Ma et al. [69] use a zero-dimensional model using Wiebe’s law. It is not clear to
what data this law is fitted. The model is used to calculate the effects of varying compres-
sion ratio and ignition timing and to determine an ‘optimum cylinder diameter’, for a fixed
equivalence ratio. No validation against experimental data or any justification of extrapo-
lation outside conditions for which the fit is valid is given, so the quality of the reported
results is doubtful.
1.7 Flame structure in hydrogen engines
In this section, an attempt is made to classify the flame structure in a hydrogen engine. This
is done to estimate the effects of the substantially different properties of hydrogen compared
to hydrocarbons, on the turbulent combustion. The analysis is done on a flame regime
diagram, using simple assumptions: an illustration of the difference between hydrogen and
hydrocarbon combustion is the only purpose.
Based on the ratio of chemical to turbulent scales, different (theoretical13) flame regimes
can be distinguished in turbulent premixed combustion. A widely used classification on the
basis of length scales [70, 71] leads to three zones of flame structure given by the following
relationships:
δl ≤ ηK (1.1)
ηK < δl < Λ (1.2)
δl > Λ (1.3)
Here, δl is the thickness of the laminar flame (defined here as ν/ul, with ν the kinematic
viscosity and ul the laminar burning velocity, see Section 3.3.2), ηK is the Kolmogorov
13Single-step, single-reactant chemistry is assumed, and the delineation of regimes is dependent on the
laminar flame thickness definition so limits can vary
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length scale and Λ the integral length scale. The integral length scale Λ is a measure of
the largest energy containing structures in the turbulent flow, its dimension is determined
by the geometry that contains the flow. The Kolmogorov length scale ηK determines the
dimension of the smallest eddies. At this scale, the dissipation by the molecular viscosity
exceeds the turbulent kinetic energy so that smaller structures cannot exist. The definition
of ηK is given by the dissipation rate of the turbulent energy, , and the kinematic viscosity
ν:
ηK = (
ν3

)
1
4 (1.4)
Alternatively, ηK can be calculated from the relation with Λ given by:
Λ
ηK
= (Ret)
3
4 (1.5)
where Ret is the turbulent Reynolds number given by:
Ret =
u′Λ
ν
(1.6)
with u′ the root mean square (rms) turbulent velocity. The spectrum of turbulent length
scales is thus limited by Λ and ηK . The largest length scales originate from the flow through
the considered geometry, their dimension is thus, as mentioned above, determined by the
geometry. The smaller length scales originate from the turbulent energy cascade: they are
formed from the decay of the large eddies due to turbulent dissipation. The Kolmogorov
length scale is the bottom limit, on this level the turbulent energy is dissipated in heat.
Resuming the flame regime classification: eq. (1.1) marks out a region in which the flame
thickness δl is smaller than the smallest turbulent length scale ηK . This is known as the
Klimov-Williams criterion [70]. Inside this region the turbulent movements can thus only
wrinkle or deform the thin laminar flame zone. Several terms are used to name this region
(wrinkled laminar flames [70], reaction sheet regime [71], flamelet regime [72]), and different
descriptions are given (laminar flame embedded in a turbulent flow, wrinkled laminar flame,
collection of laminar flamelets in a turbulent flow field), but in the end they all describe the
same structure. In this work, this region is referred to as the flamelet regime.
Equation (1.3) marks out a region in which all turbulent length scales are smaller than
the laminar flame thickness. This equation is sometimes called the Damko¨hler criterion [70].
In this region the transport into the flame reaction zone is no longer solely determined by
the molecular processes, but also by turbulent motion. One can describe this as turbulent
eddies embedded in the reaction zone, which is so broad that the term ‘flame front’ is no
longer useful [72]. Different names are again used in the literature to entitle this region
(well-mixed reactor, perfectly stirred reactor [72], distributed-reaction regime [70, 71], thick
flames regime).
Between these regions, the zone which is marked out by eq. (1.2), lies a region in which
part of the turbulent eddies are embedded in the flame front, namely the eddies with length
scale smaller than δl. The names used in the literature to indicate this region can be con-
fusing, as in ref. [72] this region is called the ‘distributed-reaction zone’, which as mentioned
in the above is used by several authors to entitle the region marked out by eq. (1.3). In
ref. [71] the zone is not named, it is referred to as the ‘intermediate region’. Turns [70] uses
the name ‘flamelets-in-eddies regime’ to entitle this region.
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Figure 1.1: Regimes of turbulent premixed combustion [70]
The flame regimes can be represented in diagrams which mark the relations between
appropriate dimensionless quantities. For instance, in the Borghi diagram [72] the ratio u′/ul
versus the ratio Λ/δl is used to show the borders of each flame regime. Another possible
choice is a diagram with the turbulent Reynolds number in abscissa and the Damko¨hler
number in ordinate [70, 71]. Such a diagram is shown in Figure 1.1. Here, the Damko¨hler
number is the ratio of a characteristic time of the turbulent flow to a characteristic time for
the chemical reactions. Dependent on the application different choices can be made for the
time scales, a possible choice for the turbulent time scale is the integral time scale τI given
by Λ/u′, which is a measure for the lifetime of the large vortex structures in the flow. The
chemical time scale τl can be chosen as the residence time in the laminar flame, δl/ul. The
following Damko¨hler number is then derived:
Da =
τI
τl
=
Λ/u′
δl/ul
= (
Λ
δl
)(
ul
u′
) (1.7)
In Fig. 1.1, the different flame regimes are divided by lines representing the equalities ηK = δl
and Λ = δl. The flame regimes are thus distinguished on the basis of length scales, as in the
discussion above. In the region Λ < δl, so underneath the line Λ/δl = 1, the distributed–
reaction regime is valid (region ‘C’ in the figure). The region is entered in the case of
small integral length scales and small Damko¨hler numbers. The combination of very small
integral length scales, thus small flow passages, and very high turbulence intensities, thus
high velocities, does not appear in internal combustion engines. For that matter, it is unclear
whether stable combustion can exist in such circumstances [70].
In the region ηK > δl, so above the line ηK/δl = 1, the flamelet regime is valid (region
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‘A’ in the figure). In this regime Da > 1, which indicates fast chemistry (in comparison
with the turbulent mixing). In modelling turbulent combustion this allows the decoupling
of the chemistry from the turbulence, which greatly simplifies things. The modelling of the
chemical reactions can then be grouped in a laminar burning velocity correlation, and the
influence of the turbulence is limited to flame stretching and the increase of flame front
surface area.
In the intermediate region (‘B’ in the figure) the mechanism of combustion can be rep-
resented by a so-called ‘eddy-breakup’ model. The idea here is that the rate of combustion
is determined by the rate with which zones of unburned gases are broken down into smaller
ones (which is determined by the turbulent dissipation rate ), thus increasing the contact
surface between the unburned mixture and the hot gases until it is sufficiently large to
start the chemical reaction. The rate of combustion is to a great extent determined by the
turbulent mixing rates, and thus by the turbulent length scales.
Abraham et al. [71] determined the minimum and maximum values for the Reynolds
number and the Damko¨hler number that can exist in the combustion in engines with pre-
mixed charge. In Fig. 1.1, these values mark out the thin line rectangle in which the flame in
engines is situated. Research engines as well as commercial engines were considered. It was
concluded that the combustion in the considered research engines is situated in the flamelet
regime, and that the combustion in the commercial engines lies in the intermediate region,
with the exception of engine speeds below 1500 rpm, where the combustion is situated in
the flamelet regime. Thus, the flamelet regime as well as the intermediate regime are of
importance for the combustion in spark ignition engines.
Reference [71] is used as the basis for calculating minimum and maximum values for the
Damko¨hler and Reynolds numbers for a hydrogen engine. They will change for a number
of reasons: the kinematic viscosity of hydrogen is higher than that of hydrocarbons, see
Table 1.1 (the lower dynamic viscosity is compensated by the low density), and the laminar
burning velocity variation is higher by more than an order of magnitude (very high burning
velocity at stoichiometric, plus very lean operation possible due to wide flammability limits).
The assumptions concerning the magnitudes of u′ and Λ are the same as in [71], as are the
variations in the engine speed and dimensions considered. For the compression ratio, a
larger variation is considered (7 to 14), also for the residual gas fraction (0 to 50 vol%) and
of course for the equivalence ratio (λ = 1 → 4 or φ = 0.25 → 1). The mixture properties
were calculated using the Gaseq code [73]. The laminar burning velocity was taken from
the data reported in Chapter 3.
The resulting values are shown by the bold line rectangle in the flame speed diagram in
Fig. 1.1. As can be seen, there is a substantial increase in the area of the operation region
(logarithmic scale!). This is mainly due to the large variation in equivalence ratio, determin-
ing the laminar burning velocity but also causing large variations in mixture properties (see
Table 1.1, about 30% of the cylinder volume at stoichiometric is hydrogen, for the leanest
condition λ = 4.0/φ = 0.25, this is only 9.5%).
An initial observation is that the region in the flamelet regime increases. This is caused by
the high laminar burning velocities possible with hydrogen (fast chemistry regime). However,
the area in the intermediate regime also increases (larger variation in Ret due to larger
variation in mixture viscosity). Thus, both regimes can exist in a hydrogen fuelled engine.
The flame structure will depend on the operating condition of the engine (low load →
lean mixture → intermediate regime, high load → near-stoichiometric mixture → flamelet
regime). Heywood and Vilchis [74] experimentally confirm stoichiometric hydrogen mixtures
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to fall into the flamelet regime.
1.8 Scope and outline of present work
As described in the next chapter, the author’s department has been working on hydrogen SI
engines for quite some years. This work started off as purely experimental and the research
work reported here aims to analyse the combustion in hydrogen engines in more detail.
Specifically, the aim of this work is the development of a hydrogen SI engine simulation
code suitable for optimisation and parameter studies. Experimental and theoretical work
on hydrogen engines has been reviewed (the results of which were reported in the previous
sections), the experiments in the author’s department have been extended, the laminar and
turbulent burning velocity of hydrogen mixtures has been investigated and finally an initial
formulation of an engine code has been developed. This code has been validated against
the experiments in the department. The current code is suited for normal engine operation,
no abnormal combustion phenomena have been considered such as knock, pre-ignition or
backfire. The attention has been limited to the power cycle, i.e. the part of the engine cycle
from intake valve closing time to exhaust valve opening time.
The following chapter describes the experimental work carried out during this Ph.D.,
delivering validation data for the engine code. Chapter 3 is devoted to the laminar burning
velocity of hydrogen mixtures. As will be discussed, insufficient data was found in the
literature and the present work reports an extensive new experimental database on laminar
burning velocities. Numerical calculation of laminar burning velocities is also considered.
Chapter 4 looks at turbulent hydrogen flames: it reviews the phenomenology reported in the
literature, presents a limited experimental data set and selects turbulent combustion models
for evaluation in the engine code. Chapter 5 describes the engine model class chosen for
this work, its global structure and governing equations, the relevant sub-models used and
judges the code’s predictive capability by comparing simulation with experiment. Finally,
a concluding chapter summarizes the findings and results of this work and suggests future
developments.
Chapter 2
Hydrogen engine experiments
2.1 Introduction
The author’s department has a history in experimental research on hydrogen fuelled spark–
ignition engines spanning almost 15 years now. A brief overview of the earlier work is given in
Section 2.2. The experimental work done during the course of the present study is described
in the sections hereafter. All engines mentioned are of the four stroke, spark-ignition type.
The experimental work on the General Motors engine described in Section 2.3 explored the
general set-up, possibilities and necessary safety precautions of a hydrogen fuelled engine.
Next, Section 2.4 describes the work on the CFR engine with particular attention to the
cylinder pressure measurements which were collected to provide an experimental database
against which the simulation results could be validated. Finally, Section 2.5 discusses the
initial and future work on the Audi engine. The future work on optimal operating strate-
gies for a hydrogen engine concerning primarily power output and NOx emissions, to be
undertaken on the CFR and Audi engines, is also discussed. All emission data given are
from raw, engine-out, exhaust gas measurements (no aftertreatment).
2.2 Experimental history
The very first work done on hydrogen fuelled engines was basically a proof of concept.
Simply put, a direct injection diesel engine was taken (Valmet inline four, 4.4 litre), the
diesel fuel injectors were replaced by spark plugs, the compression ratio was lowered (from
16:1 to 8.7:1) by installing different pistons and a gas carburettor was mounted [75]. The
influence of engine parameters on the combustion of hydrogen was studied using heat release
analysis of cylinder pressure measurements [76]. The study of the cylinder pressure prior
and during the occurrence of backfire showed a runaway pre-ignition to lead to backfire [77].
The pre-ignition was mostly accompanied by engine knock and a knock detection algorithm
based on cylinder pressure data was proposed to avoid knock and backfire [78]. The gas
carburettor was eventually replaced by a sequential injection system, involving the testing
of gas injectors for hydrogen (at the time not commercially available and unreliable) [79].
Supercharging of the engine was also tested but could not deliver higher power compared to
the naturally aspirated engine because leaner mixtures were necessary to avoid backfire [76].
In parallel, the proof of concept was demonstrated in the framework of a Belgian and
European programme by converting a diesel bus, used for public transportation, to hydro-
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gen. Alterations included engine modifications similar to the ones described above, and the
installation of metal hydride hydrogen storage and safety systems [80].
The benefits of hydrogen addition to natural gas for fuelling spark-ignition engines were
investigated on the General Motors engine described in Section 2.3. The addition of hydro-
gen improved the engine efficiency and extended the lean limit compared to pure natural
gas operation. Interestingly, adding a limited amount of natural gas to hydrogen (about 20
% in volume) resulted in a backfire-safe engine, regardless of the mixture richness [81].
2.3 General Motors engine
2.3.1 Experimental
A General Motors type 454 engine (better known as the Chevrolet ’Big Block’) was adapted
for gaseous fuels. The interest in this engine arose from it being used in a natural gas
fuelled bus, the bus mentioned in the previous section was merely a proof of concept and the
sponsor of the hydrogen work in the laboratory wanted to take the demonstration project
a step further by converting the natural gas bus to hydrogen. The engine was initially
equipped with a gas carburettor, the experiments with mixtures of hydrogen and natural
gas mentioned in the previous section used this set-up. As part of the work conducted
by the present author, a multipoint sequential injection system was then installed with a
programmable motor management. The engine specifications are given in Table 2.1.
engine type V8 IVO 42oca BTDC
bore 107.95 mm IVC 95oca ABDC
stroke 101.6 mm EVO 93oca BBDC
swept volume 7.4 litre EVC 62oca ATDC
compression ratio 8.5:1 ignition sequence 18436572
engine speed 750-4000 rpm
Table 2.1: GM engine specifications
2.3.2 Injection
Load control
As mentioned in the introduction (Section 1.4), the broad flammability limits of hydrogen
in air allow load control through variation of the richness of the hydrogen-air mixture. This
qualitative control is beneficial for the engine efficiency compared to a quantitative control
using a throttle valve. However, at idling conditions some unburned hydrogen was measured
in the exhaust, due to misfires with the extremely lean mixtures used there. Thus, throttling
is used at idling to ensure complete and stable combustion. In all other conditions, wide
open throttle is used. All experiments reported in this chapter are with wide open throttle
unless explicitly stated otherwise.
The engine management system calculates the injection duration, start of injection and
ignition timing based on the primary variables, which are engine speed and load. The cal-
culated values are then corrected for variations in the environment conditions: fuel pressure
(normally 3 bar) and temperature, air pressure and temperature, cooling water temperature.
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An electronic accelerator was used as the load parameter, using a wave function generator
to produce a square wave with adjustable frequency to simulate a MAP (Manifold Air Pres-
sure) sensor signal. The engine management system (Zytek) uses a load range from 0 to
2000mbar. In subsequent graphs, the load is therefore proportional to a manifold air pres-
sure given in mbar, with 0mbar corresponding to zero load and 2000mbar corresponding
to 100% load.
Because of the diesel-like load control, the injection duration mapping is similar to the
characteristic of a diesel pump: independent of the engine speed and linearly dependent on
the accelerator position. The injection duration mapping is illustrated in Fig. 2.1. A more
stable idle run was reached by programming a longer injection duration when the engine
speed drops below the idle speed, so that the engine speeds up to the idle speed again.
Figure 2.1: Injection duration mapping
Backfire
The installation of a multipoint sequential injection system increases the resistance to back-
fire as the amount of hydrogen in the intake manifold at any given time is lower compared
to a carburetted engine. Furthermore, a strategy of late injection can be used when the
injectors are adequately dimensioned: the end of injection is then set so that all fuel is
injected before the inlet valve closes. If the injectors are large enough so that they can
deliver the required amount of fuel in a short time, the start of injection can be set so that
initially only air is admitted during the intake stroke, cooling the combustion chamber and
any hot spots that could otherwise initiate backfire. The largest fuel mass flows are required
at high load and high speed conditions, if the injectors are chosen to allow a late injection
strategy at these conditions one has to keep in mind that the reproducibility at low load, low
speed conditions could become a problem. With the prototype injectors used for the GM
engine, problems arose at idling conditions with deviations in injection duration between the
individual injectors. New versions were mounted with a shorter length of stroke to ensure
equal response times at these short injection durations. The injector needle cone angle was
made more obtuse so that the maximum fuel flow was not decreased. Nevertheless, at the
high load, high speed conditions, a late injection strategy was not possible because of the
very large volumes of fuel needed. This limited the richness of the mixture to guarantee
backfire-safe operation to λ ∼ 2 (φ ∼ 0.5) and therefore the power output to about 105 kW
(at 3750 rpm).
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2.3.3 Ignition
The ignition advance is normally set to the minimum value for best torque (MBT timing).
The compromise represented by the MBT timing is the same for hydrogen engines as it is
for any other spark-ignition engine and is illustrated in Fig. 2.2. Shown is a full load (as
mentioned above, this corresponds to λ ∼ 2 / φ ∼ 0.5), high speed (3500 rpm) setting.
Here, an ignition timing of about 15 oca results in a high torque output while limiting the
emission of NOx.
Figure 2.2: Engine torque and NOx emission versus ignition timing
For lean mixtures (low loads and speeds), the optimum ignition timing is early, up to 50
oca BTDC. The engine load is the main influence. For high loads and speeds (maximum
power output) the optimum ignition timing is about 20o BTDC. This is shown in Fig. 2.3,
with the ignition timing as a function of engine load and speed. The efficiency of a hydrogen
Figure 2.3: Ignition map
fuelled engine is very dependent on an optimally adjusted ignition timing as a function of
the richness of the mixture (i.e. the load, as mentioned above). Figure 2.3 clearly shows
that the influence of the load is much more important than the engine speed. With this
MBT timing and the limited mixture richness, the exhaust gases are very clean: the NOx
emissions are below 100 ppm (equivalent to less than 1 g/ekWh).
Concerning the hardware, some changes were made to the original ignition system: the
distributor and single ignition coil originally used were replaced by a coil-on-plug ignition
system. Using individual coils for each cylinder and mounting them on top of the spark
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plugs is the best way of avoiding any interference, which is unwanted since it could lead to
backfire. It also enables high ignition voltages (cf. lean mixtures) without any insulation
problems. Because of the very high ignition voltages measured for some conditions (see also
Section 1.5.4), the sparkgap was decreased substantially, from the original 0.9mm to 0.4mm.
This lowered the ignition voltages needed and gave an improved combustion stability. For
hydrogen engines, the sparkgap can be decreased as there are almost no deposits (only
arising from the lube oil).
2.3.4 Lubrication and crankcase ventilation
During measurements of the composition of the gases in the crankcase, a very high percent-
age of hydrogen was noticed (+ 5 vol%, out of range of testing equipment), arising from
the blowby. Blowby can be expected to be quite high because of the rapid pressure rise
and the low density of hydrogen gas. The composition of the lubricating oil (semi synthetic
’universal’ oil, viscosity class 15W50) was investigated and compared to that of the unused
oil.
The properties of the oil had strongly changed with a serious decrease of the lubricat-
ing qualities. The concentration of various additives (both lubricating and wear-resisting,
e.g. zincdialkyldithiophosphate) had greatly decreased, esters appearing in the unused oil
had almost completely disappeared in the used oil. These conclusions were drawn from the
difference in absorption of the various elements in an infrared spectrum. This is understand-
able when one knows that hydrogen is used in the industry to harden oils to fats (breaking
open the double carbon to carbon bonds).
The viscosity of the oil in atmospheric conditions had increased (causing more friction
during starting) and decreased more quickly when the temperature rose (causing poor lu-
brication when the engine is at operating temperature). The kinematic viscosity at 40oC of
the used oil was 141.9mm2/s, as compared to the value for the unused oil of 111.8mm2/s.
At 100oC these values were respectively 14.33mm2/s versus 17.25mm2/s. The viscosity
index of the used oil thus amounted to 99, substantially lower than that of the unused oil
of 163.
An X-ray fluorescence spectrometry showed no substantial engine part wear, which is
normal considering the limited amount of testing time of the engine. This means that all
changes of the oil characteristics are to be ascribed to the influence of the blowby gases.
An engine oil specifically developed for hydrogen engines is probably the best solution but
currently unavailable. For safety reasons, a forced crankcase ventilation system was mounted
on the engine to keep the hydrogen concentration well below the lower flammability limit.
Air is fed to the crankcase from the lab compressed air net, set to a small overpressure using
a pressure regulating valve. A vacuum pump is used to evacuate the crankcase gases, which
pass an oil separator first. The crankcase pressure is controlled to a slight underpressure by a
balance between the compressed air pressure and a bypass valve on the vacuum pump inlet.
The hydrogen concentration in the crankcase with the ventilation system was measured to
be below 1 vol%.
2.3.5 Supercharging
As mentioned above, the GM engine was intended for the propulsion of a city bus. However,
power and torque output of the optimized naturally aspirated engine were too low for the
automatic transmission used in such a bus. Experiments were undertaken to evaluate the
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potential of charging the engine. A mechanically driven compressor was chosen for experi-
mental convenience. The revolution speed of the Vortech V1 compressor was controlled with
an invertor regulating the frequency of the asynchronous electric motor driving the com-
pressor. An intercooler was placed to lower the compressed air temperature to atmospheric.
Shown in Fig. 2.4 is the maximum torque output of the supercharged engine compared to
the atmospheric version. It can be clearly seen that the supercharger was not particularly
suited for the engine. The large drop in the torque curve for the supercharged version above
2000 rpm is due to the leaning of the mixture that was necessary to avoid backfire, probably
partly caused by the asymmetric intake manifold causing cylinders 1 and 2 to run slightly
richer than the other cylinders (backfire always started in one of these two cylinders). The
torque output shown for the supercharged engine is the net torque, compensated for the
torque needed to drive the compressor. These results show that, with an optimized super-
charger, there is potential to reach higher power and torque numbers (which was not the
case on the Valmet engine as described in Section 2.2).
Figure 2.4: Torque output of the supercharged versus naturally aspirated GM engine
2.4 CFR engine
2.4.1 Experimental
A Cooperative Fuel Research engine, more commonly known as the CFR engine, was also
equipped for gaseous fuels. This is an engine originally used for the determination of fuel
octane numbers, it is characterized by its engine speed kept constant by a coupled electric
motor (at 600 or 900 rpm depending on the belt pulleys mounted – here, 600 rpm was
used for all tests), and its variable compression ratio. A gas ring was initially used for
the fuel supply, after which a sequential injection system was mounted. In the gas ring
configuration, the richness of the mixture is regulated by varying the supply pressure. In
the injected version, this is done by varying the injection duration with a constant fuel
pressure. The main engine specifications are given in Table 2.2.
The valve timing given in Table 2.2 is the standard timing as prescribed by the ASTM
manual of the CFR engine [82]. Due to play caused by component wear in the valve train,
the valves open later and close earlier compared to the given timing. The measured valve
timing is given in Table 2.3. An important implication is the disappearance of the valve
overlap. As Table 2.2 shows, there is a valve overlap of 5o crank angle in the original
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bore 82.55 mm IVO 10oca ATDC
stroke 114.2 mm IVC 34oca ABDC
connecting rod length 254 mm EVO 40oca BBDC
swept volume 612.5 cm3 EVC 15oca ATDC
compression ratio variable engine speed 600 rpm (constant)
Table 2.2: CFR engine specifications
IVO 18oca ATDC
IVC 25oca ABDC
EVO 34oca BBDC
EVC 7oca ATDC
Table 2.3: CFR measured valve timing
configuration. However, due to wear, the inlet valve now only opens 11 degrees after the
closing time of the exhaust valve. At this operating condition, this will cause a substantial
decrease in the volumetric efficiency.
A water-cooled, piezoelectric pressure transducer is installed in the cylinder head, flush
with the combustion chamber wall. A charge amplifier transforms the signal from the
pressure transducer to a voltage. The pressure signal is then read by a data-acquisition
system, by means of a CAM (Crank Angle Marker) sensor and an interpolator that allows
measurements with a resolution of 1, 0.5, 0.25 or 0.1oca. The pressure referencing was
done by equating the mean cylinder pressure during the gas exchange with the atmospheric
pressure minus the pressure drop over the intake runner and valve minus the pressure drop
over the intake channel, which was determined as a function of the air flow (this procedure
was deemed sufficient for the constant speed CFR engine).
The air flow and hydrogen flow are measured with mass flow meters. Because of the
pulsating flow of the low speed single cylinder, a buffer vessel was placed between the air
flow meter and the engine to obtain accurate air flow measurements. The readouts of the
mass flow meters are used to calculate the air/fuel ratio. A wide band oxygen sensor in the
exhaust gives an initial value of the mixture richness, but all calculations are done with the
value obtained from the mass flow meters.
All measurement equipment is given in Appendix A.1, an analysis of the experimental
uncertainties is presented in Appendix A.2.
2.4.2 Results carburetted version
The influence of the air/fuel ratio (load conditions) at different ignition timings and differ-
ent compression ratios on the indicated power output Pi and indicated efficiency ηi were
measured. Compression ratios ranged from 7:1 to 9.5:1, air/fuel equivalence ratios λ from
1.4 to 2.7 (φ between 0.37 and 0.72) and ignition timings from 10 to 20 oca BTDC. Fig-
ure 2.5(a) shows the indicated power output (normalized to 293K and 1 atm to compensate
for variations in atmospheric conditions) and Fig. 2.5(b) shows indicated efficiency, as a
function of the air/fuel ratio and for different ignition times (at a compression ratio of 9:1).
The ignition timing is very important: for the richer, fast burning mixtures the ignition
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advance should be low to avoid the peak pressure position occurring too early in the cycle.
For the leaner, slower burning mixtures, the ignition advance should be increased. Shown
in Fig. 2.6 are the NOx emissions. The NOx emission increases rapidly when going richer
than λ = 2 (φ = 0.5), as flame temperatures go up.
(a) Indicated power (b) Indicated efficiency
Figure 2.5: Indicated power and efficiency as a function of air-to-fuel equivalence ratio and ignition
timing
Figure 2.6: NOx emissions versus air/fuel equivalence ratio
2.4.3 Results injected version
The injected version provided additional freedom in engine conditions through a variable
injection timing and pressure. The influence of the injection geometry was also measured,
the injector was placed at different angles to the inlet air flow. Figure 2.7 shows the four
examined inlet geometries (different junctions):
• T-junction
• Y-junction
• 45o-junction
• 45o-junction inverse
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Figure 2.7: Inlet geometries – positions of the injector
Inlet geometry and start of injection (SOI)
Figure 2.8 shows the indicated power output for the different junctions as a function of
the start of injection in oca ATDC-gas exchange (for λ = 2/φ = 0.5, IT = 15oca BTDC,
CR = 8 : 1). The Y-junction at a start of injection of 80oca gives the highest output (a
minimum is reached at SOI ∼ 40o). The difference between the highest and lowest value
is almost 10%. The importance of the start of injection can be seen in the air and fuel
consumption in relation to the start of injection. The air and fuel flows as well as the
pressure in the combustion chamber when the inlet valve closes, are maximum for the start
of injection of 80o, and thus also the peak cylinder pressure is the highest for this SOI, as
can be seen in Fig. 2.9. This results in the highest volumetric efficiency and thus the highest
power output. The explanation for this is the interaction between the injection stream of
H2 and the pressure waves in the intake duct (from the opening and closing of the inlet
valve).
At the moment the inlet valve opens (18oca ATDC) the cylinder pressure is somewhat
lower than in the intake duct. The pressure in the intake pipe decreases and an expansion
wave travels through the duct, to be reflected at the open end as a compression wave. If the
injection starts when the inlet pressure wave has a maximum value, the wave is strengthened
and the pressure will increase. If the injection starts at a low pressure, there is ‘destructive
interference’. This can be seen in Fig. 2.10 where the start of injection is optimal (80oca),
too early (40oca) or too late (100oca). The start of injection is seen by a sudden increase of
the pressure signal. Not only the amplitude of the wave is influenced, but also the position
in time of the following pressure maximum is strongly changed. With the start of injection
at 40oca (lower power output) the maximum pressure is approximately at 150oca, while for
the start of injection of 80oca (higher power output), the maximum pressure comes later.
For a start of injection of 80oca the maximum is also higher, the pressure still increases
after 150oca and at the time the inlet valve closes there is a pressure of almost 1.1 bar in
the cylinder. This results in a gain of almost 10% in the power output.
The influence of the junction (inlet geometry) on the power output is smaller than the
start of injection, and all junctions have a maximum power output around SOI = 80oca
(see Fig. 2.8). The Y-junction has the highest power output and the 45o-junction inverse
has the lowest power output. In the latter the air flow (i.e., the highest flow) has to make
the biggest bend in the junction, resulting in the highest pressure losses. The Y-junction
seems to be the best combination of mixing efficiency and pressure loss, giving the highest
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power output.
Figure 2.8: Power output for the different junctions, as a function of the start of injection
Figure 2.9: Peak cylinder pressure with the different junctions, as a function of the start of injection
Figure 2.11 shows the indicated efficiency for the different junctions as a function of the
start of injection (again for λ = 2/φ = 0.5, IT = 15oca BTDC, CR = 8 : 1). The influence
of the start of injection on the efficiency is less than on the power output. The 45o-junction
gives the best results for the efficiency. The highest efficiencies are now located around a
SOI of 40oca. A possible explanation is that for a start of injection of 40oca the pressure
wave is distorted, which gives an increase in the turbulence and a better mixing of the
fuel and air resulting in a more complete combustion (unfortunately emission measurements
which could have confirmed this were not taken during these experiments).
Equivalence ratio and ignition timing
Figure 2.12 shows the influence of the air/fuel equivalence ratio and the ignition timing
on the indicated power output for two different SOI’s (Y-junction, CR = 8 : 1). The
ignition timing was varied between 2 and 20oca (BTDC). With an optimal ignition timing
the power output changes almost linearly with the air/fuel equivalence ratio. The optimal
ignition timing strongly depends on the air/fuel equivalence ratio (changing from 2oca at
λ = 1.7/φ = 0.6 to 20oca at λ = 2.5/φ = 0.4). Again the influence of the start of injection
is seen in the figure. It is also found that for each equivalence ratio the start of injection of
80oca gives the highest power output.
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Figure 2.10: Pressure traces in the intake channel (at 8 cm from the intake valve), for SOI = 40oca,
SOI = 80oca and SOI = 100oca
Figure 2.11: Indicated efficiency for the different junctions, as a function of the start of injection
Figure 2.12: Power output as a function of the air/fuel equivalence ratio for IT ranging from 2 to
20oca BTDC (optimal IT higher for leaner mixtures); Y-junction, CR = 8 : 1
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Figure 2.13 gives the indicated efficiency for the different junctions as a function of the
air/fuel equivalence ratio (and different ignition timings, see above). Of course the highest
efficiency is obtained for an optimized ignition timing (the same as to obtain the highest
power output). The better efficiency for the 45o-junction is shown again.
Figure 2.13: Indicated efficiency as a function of the air/fuel equivalence ratio for IT ranging from
2 to 20oca BTDC (optimal IT higher for leaner mixtures), CR = 8 : 1
Injection pressure
All tests mentioned above were conducted with an injection pressure of 3 bar. Figure 2.14
shows the influence of the injection pressure and the start of injection on the indicated power
output for the 45o-junction at λ = 2/φ = 0.5, IT = 10oca and CR = 8 : 1. Figure 2.14
shows that at a lower injection pressure the interaction between the injection and the inlet
pressure waves decreases, which decreases the influence of the start of injection on the power
output. The optimal start of injection occurs earlier for the lower injection pressure. The
influence of the injection pressure on the efficiency is very small (less than 0.1%).
Figure 2.14: Power output as a function of the start of injection for different injection pressures
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Late injection strategy
The injector used on the CFR engine for the measurements described in this section was
of the same type as the ones used for the GM engine, with some minor modifications to
improve the reproducibility at short injection durations. The large dimension of the injector
enabled the testing of a late injection strategy described in Section 2.3.2. Figure 2.15 shows
the indicated power as a function of the air/fuel equivalence ratio for two ignition timings,
demonstrating the ability to run at stoichiometric conditions (λ = 1) without backfire.
Here, the Y-junction was used, the intake length had been decreased compared to the
measurements described above (injector closer to the intake valve), an injection pressure of
7 bar was used with the start of injection at 170oca ATDC (gas-exchange). Running with
an SOI = 150oca, air/fuel equivalence ratios of 0.92 (φ = 1.09) were reached with stable,
backfire-safe operation. Later tests showed the possibility of backfire-free stoichiometric
operation up to a compression ratio of 12:1; at a compression ratio of 13:1 pre-ignition
started to appear.
Figure 2.15: Indicated power as a function of the air/fuel equivalence ratio, late injection strategy
2.4.4 NOx reduction strategies
The work currently undertaken on the CFR engine concerns primarily NOx reduction. As
mentioned in Section 1.5.3, exhaust gas recirculation (EGR) is an effective means for NOx
reduction and an especially interesting option at stoichiometric operation as the high NOx
reduction efficiency of a standard three-way catalyst (TWC) can then be exploited. Further-
more, one could vary the engine power output by changing the amount of recycled exhaust
gas, instead of throttling, thus avoiding engine efficiency penalties. An EGR system has
been added to the CFR engine test bench to investigate these possibilities. NOx reduction
at stoichiometric operation using a TWC may be hampered by the absence of partially ox-
idized hydrocarbons (e.g. CO), although this might be compensated by the presence of the
strong reducing agent H2. Measurements are currently being conducted to compare lean
burn operation with stoichiometric operation + EGR, in terms of efficiency, power output,
NOx emission and backfire resistance. Tests are planned with three-way catalysts as well as
lean burn deNOx catalysts and NOx traps. Selective catalytic reduction (SCR) catalysts
will not be considered as the primary targets are passenger vehicle engines where the extra
additive tank is undesirable.
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2.5 Audi engine
2.5.1 Experimental
The General Motors engine described in Section 2.3 was quite useful to gain experience with
the practical aspects of preparing a hydrogen fuelled engine for propulsion purposes, but
soon proved to be impractical as a research engine. Its eight cylinders and large capacity
meant a high (and expensive) hydrogen consumption and any adaptations had to be done
for all eight cylinders. Furthermore, for the cylinder pressure data only one cylinder was
needed. On the other hand, the CFR single cylinder engine from Section 2.4 is a very
interesting engine from a research perspective as it can accommodate various pressure (and
other) sensors and there is very little variation in engine speed. However, this constant
engine speed is also its disadvantage: it is very low – not representative of an automotive
engine, and it cannot provide variable speed data. Therefore, it was decided to build a
high speed single cylinder test rig. A research engine from the, at that time, Audi-NSU
company had been used in the eighties for engine flow studies during the development of
a direct injection passenger car diesel engine. This engine, referred to as the Audi engine,
was selected as the basis for the new test rig. The engine specifications are given in Table
2.4. The compression ratio was lowered from 16:1 to 11:1 by machining the pistons, the
mounting hole for the original diesel injector was used to install a spark plug.
bore 77.02 mm IVO 23oca BTDC
stroke 86.385 mm IVC 50oca ABDC
swept volume 402.5 cm3 EVO 80oca BBDC
compression ratio 11:1 EVC 15oca ATDC
engine speed 1000-4500 rpm
Table 2.4: Audi engine specifications
A schematic of the Audi engine test bench is shown in Figure 2.16. The ignition timing
and injection timing (start of injection and injection duration) are controlled by a MoTeC
M4Pro control unit, with the engine speed and simulated MAP load (see Section 2.3.2) as
base parameters. The engine coolant temperature is easily adjustable with an automated
valve, controlling the lab cooling water flow rate, it is normally set to 75oC. The crankcase
ventilation system used on the GM engine (Section 2.3.4) was transferred to the Audi engine.
Fitting a cylinder pressure sensor to the Audi engine proved to be harder than for the
CFR engine. After careful consideration, a non-cooled sensor (see Appendix A.1) was cho-
sen for compactness, specifically designed to limit thermal shock (and increase accuracy). A
special diaphragm allows accuracies of the level of water-cooled sensors. Mounting a crank
angle sensor also proved difficult, as there was only one free end of the crankshaft. Fur-
thermore, a secondary shaft with balance weight was driven by the crankshaft to decrease
vibration, which complicated the extension of the crankshaft. A smaller diameter balance
weight was calculated to replace the original weight, and enable the extension of the crank-
shaft to provide a second free end. This allowed a crank angle sensor to be placed, after
careful alignment of the shaft extension.
For the pressure referencing, the method using a piezoresistive sensor in the intake was
chosen for convenience. Here, the cylinder pressure is fitted to the intake (absolute) pressure
around bottom dead center during the gas exchange, when the pressure difference between
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Figure 2.16: Schematic of Audi engine test bench
intake and cylinder is least. The influence of the length and position of the interval used
for referencing was checked, an optimum interval was found to be 20oca around 5oca after
BDC (this optimum is engine dependent, see [83]).
2.5.2 Initial results
The large range of ignition timings used in hydrogen engines (due to the large range in
equivalence ratios and thus, flame speeds) is demonstrated in Fig. 2.17, showing MBT
timing as a function of the air/fuel equivalence ratio at 2800 rpm.
Figure 2.17: MBT timing as a function of air/fuel equivalence ratio
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The relation between equivalence ratio and power output, used to control load, is shown
in Fig. 2.18, plotting brake mean effective pressure (bmep) versus air/fuel equivalence ratio
λ. Currently, the richest backfire-free mixture is around λ = 1.4/φ = 0.7.
Figure 2.18: Qualitative load control
2.5.3 Future work
To evaluate the effectiveness of the late injection strategy on the Audi engine, initial ex-
periments have been conducted using two injectors instead of a single injector, allowing
shorter injection durations and a later injection. Initial results indicate the possibility of
using richer mixtures without backfire, particularly at the higher engine speeds.
Cylinder pressure measurements in the Audi engine were planned for this work to obtain
data at varying engine speed (which the CFR engine cannot procure). Unfortunately, the
cylinder pressure sensor broke down for reasons presently unknown and it was impossible
to get pressure measurements within the timeframe of this work.
Further planned changes to the test bench include an EGR system and a supercharger.
Chapter 3
Laminar burning velocity of
mixtures of hydrogen, air and
residual gases
3.1 Introduction
Most, if not all, of the turbulent combustion models assume combustion to take place
in the flamelet regime (see Section 1.7 and Chapter 4). The flame is then assumed to
propagate locally at the (stretched) laminar flame speed. It is thus very important to know
the laminar burning velocity of the cylinder mixture, as this is a building block for the
combustion model. This chapter is devoted to the construction of a correlation for the
laminar burning velocity of mixtures of hydrogen, air and residual gases, valid at spark-
ignition engine conditions. First, some definitions are given in Section 3.2, where attention
is also given to the confusion that may be caused because of the mixed-up terminology
in the literature. A brief overview of the effect of stretch and instabilities on the burning
velocity is then given, with particular attention to the implications for hydrogen mixtures
at engine conditions. Next, a short overview is given of the methods used to measure
the laminar burning velocity, after which the literature on hydrogen burning velocities is
reviewed. After the discussion on the experimental data in the literature, measurements
by the present author are discussed. Finally, the possibility of numerically calculating the
laminar burning velocity is shown. Several reaction mechanisms found in the literature are
then compared to each other and to the experimental data.
3.2 Definitions
The laminar burning velocity ul is a physicochemical property of the air-fuel-residual gas
mixture, and is defined as the speed with which a steady planar flame front propagates in
a premixed, quiescent mixture in front of the flame, in a direction normal to the plane. It
is noteworthy that the laminar burning velocity can only be defined for premixed flames, as
non-premixed flames do not propagate because the flame is fixed to the interface fuel–air,
the flame cannot propagate in the direction of the fuel because of the absence of combustion
air, and vice versa [72]. It is also important to realize that no experimental set-up exists that
allows the measurement of a truly, one-dimensionally propagating, planar flame. Thus, every
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set-up is an approximation of a planar flame, and should take account of the deviation from
the planar geometry. The neglect of the effects of non-planar flame geometry and stretch
effects (see later) is the main cause of the large spread of data on laminar burning velocities
found in the literature. The burning velocity of a non-steady or non-planar laminar flame
will be designated by un.
The laminar burning velocity depends on the initial conditions of the mixture: its com-
position, pressure and temperature. In engine terms, the composition is determined by the
equivalence ratio and the residual gas fraction.
Gillespie et al. [84] give an excellent overview of some misconceptions and mix-up of ter-
minology concerning burning velocities in the literature. It is very important to distinguish
the following different definitions:
• the laminar burning velocity based on the entrainment velocity of unburned mixture
into the flame, un, which can be expressed as:
un = − 1
Aρu
dmu
dt
(3.1)
where A is the flame front area, ρu the density of the unburned mixture and dmu/dt
is the rate of entrainment of the unburned mixture in the flame front
• the laminar burning velocity based on the rate of production of burned gas, unr:
unr =
1
Aρu
dmb
dt
(3.2)
with dmb/dt the rate of production of reacted gas.
These two definitions amount to the same value for the ideal case of a one-dimensional
unstretched planar flame, but are different for non-planar flames, because of the finite flame
thickness. Depending on the method of measurement, one or the other quantity is measured
(e.g. photographic observation of the cold flame front allows the determination of the
entrainment rate based velocity, whereas the second velocity is derived from the pressure
rise in a combustion bomb).
Another important distinction to make is:
• the flame speed
• the burning velocity
Here, the flame speed is the speed with which the flame propagates in a fixed frame of
reference. This can be different from the burning velocity, e.g. in the case of a spherically
propagating flame, centrally ignited: in this case the flame speed equals the sum of the
burning velocity and the gas expansion velocity (expansion of the burned gases).
In this work, the fundamental laminar burning velocity will be designated by ul. The
subscript ‘0’ will be used to designate a reference condition.
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3.3 Stretch and instabilities
3.3.1 Flame front instabilities
Several mechanisms exist that can trigger instability of a laminar flame. As these instabilities
have important implications for this work, this section gives a brief overview of the effects
a disturbance (perturbation) can have on a flame front, mainly from a phenomenological
point of view [85, 86, 87].
When the laminar flame is regarded as a passive surface (an infinitely thin interface
separating low density burned gases from higher density unburned gases), a wrinkling of
the flame front (hydrodynamic stretch) will not affect the flame intensity but will increase
the volumetric burning rate through increased flame area. The discontinuity of density
(ρu → ρb) causes a hydrodynamic instability, known as the Darrieus–Landau instability.
Simply speaking, a wrinkle of the flame front will cause a widening of the streamtube to the
protrusion of the flame front into the unburned gases, resulting in a locally decreased gas
velocity. This will cause a further protrusion of this flame segment as the flame speed remains
unchanged (because the flame structure is not affected). Thus, a flame is unconditionally
unstable when only considering hydrodynamic stretch and neglecting the effect of flame
stretch (see later) on the structure of the flame.
The lower density of the burned gases compared to the unburned gases is also the
cause for a second instability arising from gravitational effects. This body-force or buoyant
instability, also known as the Rayleigh–Taylor instability, arises when a less-dense fluid is
present beneath a more-dense fluid, such is the case in e.g. an upwardly propagating flame.
Finally, flame instability can be caused through unequal diffusivities. As the flame
propagation rate is largely influenced by the flame temperature, and this is in turn influenced
by the conduction of heat from the flame front to the unburned gases and the diffusion of
reactants from the unburned gases to the flamefront, a perturbation of the balance between
diffusivities can have important effects. Three diffusivities are of importance: the thermal
diffusivity of the unburned mixture, the mass diffusivity of the so-called deficient1 reactant
(DM,lim) and the mass diffusivity of the so-called excess
2 reactant (DM,exc). The ratio of
two diffusivities can be used to judge the stability of a flame when subject to a perturbation
or flame stretch.
The ratio of the thermal diffusivity of the unburned mixture, DT , to the mass diffusivity
of the deficient reactant, DM,lim, is called the Lewis number Le:
Le =
DT
DM,lim
(3.3)
If the Lewis number is greater than unity, the thermal diffusivity exceeds the mass diffusivity
of the limiting reactant. When this is the case, a wrinkled flame front will see its parts that
are ‘bulging’ towards the unburned gases lose heat more rapidly than diffusing reactants
can compensate for. The parts that recede in the burned gases, on the contrary, will
increase in temperature more rapidly than being depleted of reactants. As a result, the
flame speed of the ‘crests’ will decrease and the flame speed of the ‘troughs’ will increase,
which counteracts the wrinkling and promotes a smooth flame front. The mixture is then
1This refers to the reactant limiting the rate of reaction. Thus, in a lean flame the deficient reactant is
the fuel, in a rich flame it is oxygen.
2For a lean flame this is oxygen, for a rich flame this is the fuel component.
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called thermo-diffusively stable. When the Lewis number is smaller than unity, similar
reasoning shows that a perturbation is amplified, which indicates unstable behaviour.
Another mechanism involving unequal diffusivities is the following: when the limiting
reactant diffuses more rapidly than the excess reactant (DM,lim > DM,exc), it will reach
a bulge of the flame front into the unburned gases more quickly and cause a local shift
in mixture ratio. As in this case, the more diffusive reactant is the limiting reactant, the
local mixture ratio will shift so that it is nearer to stoichiometry, and the local flame speed
will increase. Thus, a perturbation is amplified and the resulting instability is termed
preferential diffusion instability. This mechanism is easily illustrated by the propensity of
rich heavier-than-air fuels (e.g. propane/air [88], iso-octane/air [89]) and lean lighter-than-
air fuels (e.g. methane/air [90, 91], hydrogen/air [88]) to develop cellular flame fronts (see
also the review paper by Hertzberg [92]). The selective diffusion of reactants can be viewed
as a stratification of the mixture [93].
Both mechanisms involving unequal diffusivities are sometimes called differential diffu-
sion instabilities, or instabilities due to non-equidiffusion.
3.3.2 Effects of stretch and instabilities
In reality, all mechanisms described above are simultaneously present. Disturbances of a
flame front causing it to deviate from a steady planar flame can be grouped into one scalar
parameter, the rate of flame stretch α, which is defined as the normalized rate of change of
an infinitesimal area element of the flame:
α =
1
A
dA
dt
(3.4)
The combined effect of the instability mechanisms only shows when the flame is stretched and
is dependent on the magnitude of the stretch rate. For instance, thermo-diffusively stable
spherical expanding flames start out smooth as the stretch rate is initially high enough
for thermo-diffusion to stabilize the flame against hydrodynamic instability. For small to
moderate rates of stretch, the effect of stretch on the burning velocity can be expressed to
first order [85] by:
ul − un = Lα (3.5)
where the subscript ‘n’ stands for the stretched value of the normal burning velocity, and
L is a Markstein length. Depending on the sign of L and whether the flame is positively
or negatively stretched the actual burning velocity can be increased or decreased compared
to the stretch-free burning velocity ul. A positive Markstein length indicates a diffusionally
stable flame, as flame stretch decreases the burning velocity. Any disturbances (wrinkles)
of the flame front will thus tend to be smoothed out. A negative Markstein length indicates
an unstable flame. A perturbation of the flame front will then be enhanced and such flames
quickly develop into cellular structures.
For every flame speed or burning velocity a Markstein length can be defined, Markstein
lengths are often normalized to give dimensionless Markstein numbers Ma:
Ma =
L
δl
(3.6)
with δl the laminar flame thickness. There exist numerous definitions for δl, using either
diffusional, thermal or hydrodynamic properties of the mixture. In this work, the laminar
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flame thickness is defined as δl = νu/ul, with νu the kinematic viscosity of the unburned
mixture. When the stretch rate is normalized by the chemical time δl/ul to yield a non-
dimensional stretch rate Ka, the Karlovitz stretch factor, we obtain the non-dimensional
form of equation (3.5):
ul − un
ul
= KaMa (3.7)
thus, the change in burning velocity due to flame stretch rate is given by the product of
Ka and Ma. The Markstein length is also a physicochemical parameter and embodies the
effect of a change in flame structure when the flame is stretched. Thus, when measuring
burning velocities it is important that this is done at a well-defined stretch rate and the
Markstein length is simultaneously measured so that the stretch-free burning velocity can be
calculated. It has taken a while for the effects of stretch to be understood and for measuring
methodologies to be developed that could take the effects into account. As stated in the
above, this is the main reason for the large spread in the reported data on burning velocities
throughout the years.
The effect of instabilities is discussed further for the case of the spherical expanding
flame (albeit in simplified terms). For such a flame, a range of wavelengths exist that can
trigger instability: the lowest possible limit is set by the flame structure and is a multiple
of the laminar flame thickness (Bradley et al. [94] suggest ∼50δl), the upper limit is set
by the overall flame size. Thus, the range of unstable wavelengths changes as the flame
grows. For instance, for a diffusionally stable flame, the flame is stable for all wavelengths
until a critical radius rcr is reached [95] (or in dimensionless terms, a critical Peclet number
Pecr, with Pecr = rcr/δl). In this case, the lower unstable wavelength is the wavelength
at which thermo-diffusive effects stabilize the hydrodynamic instability. When the flame
radius exceeds rcr, cracks show up on the flame surface, which propagate, cross-crack and
ultimately the flame front develops into a cellular structure [96]. As soon as the flame
front is cellular, there is a substantial acceleration of the flame due to the increased flame
area caused by the increasing range of wavelengths wrinkling the flame. The cells grow as
the flame kernel grows until the local stretch rate can no longer stabilize the cell and the
cells subdivide into smaller cells stabilized by the higher local flame stretch. A cascade of
progressively decreasing wavelengths develops, causing fractal-like3 flame wrinkling [97].
The increasing range of unstable wavelengths as the flame grows is illustrated in Fig. 3.1,
showing the wave number n as a function of Pe, the dimensionless flame size (Pe = r/δl
with r the flame radius). The wave number n is related to a wavelength by:
n =
2piPe
Λ
(3.8)
where Λ is a dimensionless wavelength obtained by normalising by δl. The Peclet number at
which the flame has become cellular and shows a clear increase in flame speed, Pecl, is the
tip of a peninsula of unstable wavelengths. Measurements have shown Pecl to be linearly
dependent on Masr, the Markstein number associated with the influence of the strain rate
on unr (see later) [89, 91]. When a diffusionally stable flame is smaller than the critical
radius, it is stable for all wavelengths. As soon as the critical radius is reached, a range of
wavelengths exist that can wrinkle the flame, this is shown by the shaded area in Fig. 3.1.
As the flame grows, the range of unstable wavenumbers increases.
3Referring to the self-similarity characteristic of fractals
40 CHAPTER 3. HYDROGEN LAMINAR BURNING VELOCITY
Figure 3.1: Peninsula of instability with upper and lower limits for unstable wavenumbers
The wavenumber n is essentially the ratio of the flame circumference to the associated
wavelength. The higher n, the greater the potential number of cells on the flame sur-
face. However, as mentioned above, this number is limited as the minimum size of the
cells is limited, either at around 50δl for diffusionally unstable flames, or at the size where
thermo-diffusion stabilizes the cell against hydrodynamic instability. The higher limit for
the unstable wavenumbers thus increases linearly with the flame size, or Pe. This is shown
in Fig. 3.1 by fns. The theory of Bechtold and Matalon [95] can be used to calculate the
range of wavenumbers as a function of Pe. The upper limit ns predicted by the theory
overpredicts the experimentally measured one. This is because the measured Peclet number
at which the flame speed increases significantly, Pecl, is larger than the theoretical criti-
cal Peclet number Pecr [89, 91]. Thus, the practical upper limit is reduced by a factor f ,
resulting in fns for the highest unstable wavenumber [97].
The lower limit nl can be seen to be almost constant, a consequence of the highest
unstable wavelength to be limited by the flame size, thus proportional to the flame radius
r and resulting in a constant wave number nl. The resulting peninsula of unstable wave-
lengths shown in Fig. 3.1 is confirmed experimentally by Bradley et al. [94]. The range
of wavelengths bound by nl and fns can be expressed as a function of the density ratio
σ = ρu/ρb (being a measure of the hydrodynamic instability) and the Markstein number
Masr (representing the diffusional effects).
Assuming fractal-like flame wrinkling allows the estimation of the burning velocity of
a cellular flame: the flame surface area increase due to wrinkling can be calculated from
the ratio of the outer to inner cut-off scale for flame wrinkling, which can be expressed as
fns/nl, and is equal to the ratio of burning velocities with and without instabilities,
un,cellular
un,smooth
= (
fns
nl
)D3−2 (3.9)
where D3 is the associated fractal dimension (a value of 7/3 is taken in ref. [97] but this is
probably overestimated [98]). Fractal-like flame wrinkling of cellular flame fronts has been
experimentally confirmed [98, 99].
In summary, when Pecl, σ, D3 and Masr are known, the burning velocity of a cellular
flame can be calculated from the burning velocity of the stable flame. Working backwards,
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one could derive stable burning velocities for conditions where only cellular burning velocities
can be measured, provided these quantities are known or can be estimated with reasonable
accuracy, this is demonstrated by Al-Shahrany et al. [100] for iso-octane-air mixtures.
Alternatively, one can prevent cellular flames by suppressing the instabilities. This can
be done by e.g. substituting inerts, for instance using helium instead of nitrogen, which
increases the thermal diffusivity of the mixture and thus the Lewis number, thereby en-
hancing thermo-diffusive stability; or retarding hydrodynamic instability through dilution
and lowering the density ratio σ. However, in the present author’s opinion, this last method
does not acknowledge the ‘real world’ flames as used in practical applications. In reality,
Markstein lengths decrease with pressure [89, 101] and the range of unstable wavelengths
increases accordingly, so that most practical (high pressure) flames are unstable (see next
Section).
3.3.3 Relevance to hydrogen engine combustion
Because of the very high mass diffusivity of hydrogen (the highest of all existing fuels), a lean
to stoichiometric hydrogen/air mixture (i.e. for equivalence ratios such as used in hydrogen
engines) will be diffusionally unstable, both from the Lewis number (DT  DM,H2) as from
the preferential diffusion (DM,H2  DM,O2) point of view. Experimental data [101] shows
hydrogen/air flames at atmospheric conditions to have positive Markstein numbers close to
stoichiometric, but all mixture ratios with λ ≥ 1 / φ ≤ 1 have negative Markstein numbers
as soon as the pressure exceeds about 4 bar.
Several hypotheses have been suggested regarding the increasing region of instability
for increasing pressure. The hydrodynamic instability is mainly determined by the density
ratio σ and the flame thickness δl [98]: the difference in burned and unburned densities is
the driving force for the hydrodynamic instability (see above) and δl is a measure of the
density and pressure gradient across the flame. The flame thickness decreases with pressure
which increases the gradients. The density ratio σ also (slightly) increases with pressure.
Thus, hydrodynamic instability is enhanced with pressure. Furthermore, as discussed above,
the range of unstable wavelengths is bounded by a multiple of the flame thickness, imply-
ing a larger range for increasing pressure, as δl decreases [102, 103, 104]. An increase in
thermo-diffusive instability (or decrease of thermo-diffusive stabilizing effects) has also been
suggested as a cause for the increasing unstable region with pressure [105], although this is
contradicted by Lewis numbers being fairly constant with pressure. On the other hand, re-
combination reactions become increasingly important with pressure, influencing preferential
diffusion [106], which is not reflected in the simple concept of a Lewis number (this assumes
the reaction rate to be determined/limited by a single reactant). The Markstein number
however, decreases with pressure, and thus is a better parameter to characterize stability
[107].
The above implies that flames at engine-like conditions are unstable and will be cellular
from inception (Pecl effectively being zero, see previous Section). Also, at such conditions
it is impossible to measure stable laminar burning velocities directly. Even for moderate
pressures, the rapid onset of instabilities limits the region where equation (3.5) can be used to
derive stretch-free burning velocities (see later) which results in decreased accuracy. Finally,
as will be shown in Chapter 4, the laminar flame instabilities also have an important effect
on the turbulent burning velocity.
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3.4 Measuring methods
A variety of measuring methods exist to determine the laminar burning velocity. Some of
the most popular will be briefly discussed here, together with the associated problems. This
section relies heavily on the review paper by Andrews and Bradley [108] and to lesser extent
on Williams’ book [86].
• tube method: this is one of the oldest methods and involves the ignition of the mixture
at one end of a tube and photographing the flame front propagation towards the other
end. There are numerous possibilities for error, the most important one being the
determination of the flame front area.
• burner method: this involves a stationary flame. Mostly used is the conical flame on
a nozzle burner, where the burning velocity is given by the mean gas velocity in the
nozzle and the cone angle of the flame. The method is limited to the concentration
range that allows a stable flame (the gas velocity should exceed the burning velocity,
but must remain sufficiently small to maintain laminar flow). Errors may arise from
flame front curvature, deviations from the conical shape, uneven velocity distribution,
. . . If these factors are taken into account, fairly accurate measurements can be done.
Next to nozzle burners, slot burners and flat flame burners are also used, with the
latter type becoming quite popular.
• combustion bomb: laminar burning velocity correlations valid at engine conditions
mostly result from this method. The method involves the central ignition of the mix-
ture in a spherical combustion bomb. Originally, the laminar burning velocity was
calculated from the recorded pressure rise, usually assuming spherical flame propaga-
tion and a negligible flame thickness. The method was popular as the burning velocity
can be obtained over a range of pressures and temperatures in a single test run. How-
ever, flame instabilities, flame cracking and cellularity in particular, may develop and
flame distortion may occur, which both go unnoticed when only recording pressure.
Furthermore, it is difficult to take stretch effects into account. An updated method has
been developed that relies on photographic observation of the pre-pressure period4,
where the stretch is uniform and well-defined. Furthermore, this method allows the
determination of Markstein lengths.
• double kernel technique: this method uses two igniters in a combustion bomb, to
produce two spherically expanding flame fronts simultaneously. The burning velocity
is determined from photographic observation of the last moments of flame propagation,
when the flames are almost flat as a result of approaching each other.
All methods relying on photographic observation of the flame are subject to error resulting
from the determination of the flame front position. One should be aware of visualizing
different positions when using different imaging techniques (e.g. laser imaging, schlieren
photography).
4In theory: the period before any measurable pressure rise. In practice, the ratio of window radius to
bomb radius is chosen so as to limit the pressure rise during the filming period to e.g. 3%.
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3.5 Available data
3.5.1 Introduction
The first measurements on the laminar burning velocity of hydrogen-air mixtures date back
to the end of the 19th century. A literature review on hydrogen flame speeds was already
published in 1957 [109]. In the meantime, numerous other researchers measured the burning
velocities of hydrogen-air mixtures. However, there exists little data on the laminar burning
velocity of hydrogen at engine conditions. Most experimental work on the laminar flame
speed of hydrogen was to collect data for safety assessment or validation of reaction mech-
anisms. Edmondson and Heap [110] report the laminar burning velocity of hydrogen-air
mixtures for a few different equivalence ratios, all in the fuel-rich region and thus not useful
in this study. Stephenson and Taylor [111] measured more points, with the same objective
as the previous authors (validation of a reaction mechanism), but also only at atmospheric
conditions. Raman [112] measured the flame speed for ultra-lean hydrogen-air mixtures
(λ > 3/phi < 0.3), as reaction mechanisms have difficulty to come up with good results in
that region (see also ref. [113]). Finally, Desoky et al. [114] do look at engine conditions,
but only give a correlation for the temperature dependence of the laminar burning veloc-
ity of hydrogen-air mixture. They fail to provide the value of the burning velocity at the
reference temperature. They also measured pressure dependence, but only give a graph of
the pressure exponent versus burning velocity. In the following sections, a (more or less)
chronological overview is given of the key papers on hydrogen burning velocities published
in the last 20 years.
3.5.2 Liu and MacFarlane
Liu and MacFarlane [115] measured the laminar burning velocity of hydrogen-air-steam
mixtures by laser-Doppler anemometry and schlieren photography of a conical flame on a
constant-velocity nozzle burner. The effect of the burner geometry was checked by varying
the nozzle diameter, however no account was taken of stretch effects. The measurements by
Liu and MacFarlane led to the following formula for the laminar burning velocity:
ul =
[
A1 +A2(0.42 − χH2) +A3(0.42 − χH2)2
]
T
A4+A5(0.42−χH2 )
u e
A6χH2O (3.10)
which gives ul in m/s and where Tu is the temperature of the unburned mixture in K, χH2
is the mole fraction of H2 in the unburned mixture and χH2O is the mole fraction of H2O,
thus:
χH2 =
2(1 − f)
2 + (1 + 0.79050.2095 )λ
(3.11)
χH2O =
2f
1 + (1 + 0.79050.2095 )λ
(3.12)
where λ is the air/fuel equivalence ratio and f is the residual gas mole fraction. The values
for the coefficients A1 to A6 are given in Table 3.1. The measurements were carried out
at a pressure of 1 bar. The formula is valid for 0.23 < λ < 1.9 (0.53 < φ < 4.35) and
286K < Tu < 523K.
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A1 A2 A3 A4 A5 A6
χH2 ≤ 0.42 4.644 · 10−4 −2.119 · 10−3 2.344 · 10−3 1.571 0.3839 −2.21
χH2 > 0.42 4.644 · 10−4 9.898 · 10−4 −1.264 · 10−3 1.571 -0.2476 −2.24
Table 3.1: Values for the coefficients in the ul correlation of Liu and MacFarlane
3.5.3 Milton and Keck
Milton and Keck [116] extracted the laminar burning velocities of stoichiometric mixtures
of hydrogen and air from pressure measurements in a constant volume combustion bomb
with central ignition system. They fitted the following correlation to the experimental data,
giving ul in cm/s:
ul = ul0(
Tu
T0
)αT (
p
p0
)βp (3.13)
where
αT = 1.26 (3.14)
βp = 0.26 (3.15)
ul0 = 217 cm/s (3.16)
T0 = 298K (3.17)
p0 = 1 atm (3.18)
The correlation is valid for 0.5 atm < p < 7 atm and 300K < Tu < 550K. Milton and
Keck report a standard deviation of 4%, they do not take stretch effect or instabilities into
account. The authors also performed measurements to investigate the influence of residual
gases. They used a mixture of 15% CO2 and 85% N2 to simulate the combustion products,
as the specific heat of this mixture corresponds reasonably well with the specific heat of
the real residuals and facilitates the experiments (avoiding problems with condensation).
Unfortunately, the authors did not include quantitative data in the paper on the residual
gas effects and only show a graph.
3.5.4 Iijima and Takeno
Iijima and Takeno [117] determined the laminar burning velocity of hydrogen-air mixtures
by a zero-dimensional analysis of the pressure traces recorded in a constant volume spherical
bomb. Their measurements led to the following formula (ul in m/s):
ul = ul0(
Tu
291K
)αT
[
1 + βp log
p
101325Pa
]
(3.19)
with p the pressure, αT and βp given by
5
αT = 1.54 + 0.026(φ − 1) (3.20)
βp = 0.43 + 0.003(φ − 1) (3.21)
5Note the relatively small influence of the equivalence ratio when going from stoichiometric to lean
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and ul0 the laminar burning velocity of hydrogen at 291K and 1 atm, in m/s, given by:
ul0 = 2.98 − (φ− 1.70)2 + 0.32(φ − 1.70)3 (3.22)
The formula is valid for 0.5 < φ < 4 (0.25 < λ < 2), 291K < Tu < 500K and 0.2 atm <
p < 25 atm. The authors report an accuracy of 7.8% when using the correlation over the
measured range, they do not take stretch effect or instabilities into account.
3.5.5 Koroll, Kumar and Bowles
Koroll et al. [118] measured the burning velocity of hydrogen-air-steam mixtures with the
double-kernel technique, using schlieren photography. They determined the following for-
mula for the laminar burning velocity of a hydrogen-oxygen-diluent mixture (ul in m/s):
ul = ul0(
DT
DT0
)
1
2 (1− χ
χL
)(
Tu
298K
)αT (3.23)
with DT the thermal diffusivity of the mixture, DT0 the thermal diffusivity of the mixture
without the diluent, χ the mole fraction of diluent in the mixture, χL the limiting diluent
concentration, causing extinction (flammability limit), Tu the temperature of the unburned
mixture, and ul0 the laminar burning velocity of a hydrogen-oxygen mixture at 298 K (in
m/s), given by:
ul0 = 0.00166η
5 − 0.053η4 + 0.674η3 − 4.251η2 + 11.84η − 0.604 (3.24)
Here, η is the hydrogen-oxygen mole ratio, given by:
η =
2
λ
(3.25)
If the diluent is nitrogen, χ and χL are given by:
χ =
0.7905λ
0.4190 + λ
(3.26)
χL = 0.0831 + 0.0614 ln η + 0.0968(ln η)
2 (3.27)
The exponent αT that determines the temperature dependence is given by
6:
• if the mole fraction of H2, χH2 ≤ 0.42:
αT = 1.571 + 0.3839(0.42 − χH2) (3.28)
• if χH2 > 0.42:
αT = 1.571 − 0.2476(0.42 − χH2) (3.29)
The formula is valid for 0.18 < λ < 4.2 and a pressure of 1 atm. The temperature range
is not given. There is no mentioning of stretch effects and corresponding corrections. No
background is given on the specific structure of the formula. Koroll et al. also determined
the flame speed of hydrogen-air-steam mixtures. However, the definitions of some mole
fractions and ratios are unclear and do not allow an implementation.
6This is identical to the temperature dependence reported by Liu and MacFarlane (Section 3.5.2), mea-
sured earlier in the same laboratory (on a different set-up)
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3.5.6 Taylor and co-workers
Dowdy et al. [119], a team from British Gas and Leeds University, presented a new technique
for the determinaton of laminar burning velocities and stretch effects. The method has been
mentioned above and involves the photographic observation of an expanding spherical flame
in a combustion bomb, during the constant pressure period. In ref. [119] they use the tech-
nique to determine the burning velocities and Markstein lengths of hydrogen-air mixtures.
Although little quantitative data is reported in the paper, the values for the stoichiometric
and maximum burning velocities can be used as benchmarks. For a stoichiometric mixture
at 296K and 1 atm, a burning velocity of 2.13m/s is given. The maximum burning velocity
of 2.85m/s is reached for λ = 0.6/φ = 1.7. A graph that compares the obtained data
with that of other workers gives a good image of the large differences between the data, the
authors are able to explain most of the differences by looking at stretch effects and their
neglect.
Extensive quantitative data using this method is given by Taylor [120], reporting burning
velocities and Markstein lengths for various mixtures among which hydrogen-air at normal
pressure and temperature (NTP).
3.5.7 Law and co-workers
Egolfopoulos and Law [113] use a counterflow technique to determine flame speeds and cor-
responding stretch rates, allowing them to extract the stretch-free laminar burning velocity.
The method uses two ‘symmetrical, planar, nearly-adiabatic flames in a nozzle-generated
counterflow’. Flow velocities are measured with LDV (Laser Doppler Velocimetry), the
nozzle diameters were adapted to the mixture richness.
The authors also suggest the neglect of flame stretch effects as the main cause for the
large scatter of data in the literature. They point out that the coupled effect of stretch and
preferential diffusion (see Section 3.3) is especially strong for the highly mobile hydrogen
atoms and molecules (very high mass diffusivities).
Very little quantitative data is given, but it is noteworthy that the reported stoichio-
metric burning velocity at atmospheric conditions corresponds quite well (ul = 210 cm/s)
with the value given by Dowdy et al. [119], published in the same year but measured with
a completely different method. This shows that ‘true’ laminar burning velocities can be
determined, regardless of the method used, if stretch factors are taken into account.
The authors compare their experimental data with values from simulations using differ-
ent H2/O2 reaction mechanisms, among which are the mechanisms of Maas and Warnatz
[121] and Yetter et al. [122], which are also examined in Section 3.7. A modified Yetter
mechanism gives the best agreement with the measured values. However, all mechanisms
fail to predict the burning velocities of lean flames, and their response to pressure variations.
Vagelopoulos et al. [123] present a revised method for the extraction of stretch-free
burning velocities from measurements obtained with the technique mentioned above. The
burning velocities of very lean hydrogen-air mixtures are particularly affected, and are sub-
stantially lower than the values obtained with the analysis used in ref. [113]. An improved
correspondence between measurement and simulation at these lean mixtures is shown.
Later, Law and co-workers [124] presented a new experimental apparatus based on the
constant-pressure, outwardly propagating spherical flame technique, consisting of two con-
centric, cylindrical vessels. Only the inner vessel is filled with a combustible mixture. The
two vessels (at equal pressure) are connected just prior to ignition. The nature of this con-
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nection (rows of holes, terminating flame propagation) and the small volume of the inner
vessel compared to the outer vessel, allows initial pressures up to 60 atmospheres. Burning
velocities of hydrogen mixtures are reported by Tse et al. [124] up to 20 atm (flame mor-
phologies are shown up to 60atm). However, all flames are diluted with an inert gas (none
representing hydrogen/air) and burning velocities are obtained for mixtures stabilized by
the dilution with helium (increasing the Lewis number by the high thermal diffusivity of
helium, and postponing the formation of thermal-diffusive instabilities, as well as decreasing
the burning velocity, the density gradient and consequently hydrodynamic instabilities).
3.5.8 Kobayashi and co-workers
Qin et al. [125] conducted measurements of laminar burning velocities of hydrogen-air
mixtures using particle tracking velocimetry (PTV) and schlieren photography for burner-
stabilized flames in a high-pressure combustion chamber. There is no useful quantitative
data in the paper but some remarks and conclusions are important in the following. First,
they measured the effect of pressure for various air/fuel equivalence ratios, and found that
for a stoichiometric mixture, ul slightly decreases with pressure. However, only a very lim-
ited range of pressures could be used because of problems with flame instabilities at higher
pressure (thus, 1 bar < p < 1.4 bar). Second, in a comparison of the measurements with
numerical calculations, a number of reaction mechanisms were considered. The reaction
mechanism of Yetter et al. [122] gave the best correspondence.
Later, Ogami and Kobayashi [126] used the same set-up to measure high pressure (up
to 10 bar) and high temperature (up to 500K) hydrogen flames. However, they diluted
the H2/O2 mixture with helium to restrain flame instabilities, similar to Tse et al. [124] as
described above. They compared their measurements with numerical simulations using a
one-dimensional premixed flame code. None of the reaction mechanisms they used was able
to correctly predict the influence of pressure and temperature. Modification of one of the
reaction mechanisms resulted in a reasonably good prediction of the pressure dependence,
but still showed a different temperature dependence (overpredicting it).
3.5.9 Faeth and co-workers
Faeth and co-workers at the university of Michigan have done extensive work on laminar
burning velocities and their dependence on flame stretch. In ref. [88] they report laminar
burning velocities and Markstein numbers for mixtures of hydrogen, nitrogen and oxygen,
at 298K and 3 atm. Equivalence ratios between φ = 1 (λ = 1) and φ = 4.83 (λ = 0.21)
were measured, with varying oxygen fractions in the non-fuel gases. Only one measured
point corresponds with hydrogen-air, which is the φ = 4.83 point, of no relevance to engine
conditions. These measurements were done in a 11 l, ‘quasispherical’ bomb equipped with
two 92mm quartz windows. Shadowgraph images were taken of the centrally ignited out-
wardly propagating spherical flames, during the constant pressure period. Analysis of the
flame radius versus time data yields stretch-free burning velocities and associated Markstein
numbers. The equipment used by Faeth en co-workers is thus similar to the equipment used
by Taylor and co-workers (see Section 3.5.6), although the analysis is somewhat different.
A 24 l spherical vessel equipped with two 100mm quartz windows was used in their
later work. Hydrogen-air mixtures at normal pressure and temperature were measured in
ref. [127], for equivalence ratios between φ = 0.3 and φ = 5.0 (0.2 < λ < 3.3); ref. [101]
reports measurements of hydrogen-air as well as nitrogen diluted mixtures, for varying
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pressures (between 0.35 atm and 4 atm) and equivalence ratios between φ = 0.45 and φ = 4.0
(0.25 < λ < 2.2). Finally, ref. [128] discusses measurements for H2/O2/N2, H2/O2/Ar and
H2/O2/He mixtures, at 298K and various pressures and equivalence ratios. Stretch-free
burning velocities and corresponding Markstein numbers are given in all of these references.
Although the work contains valuable data on stretch-free burning velocities for H2-air
mixtures at various equivalence ratios and pressures, it cannot be used to derive a correlation
as it does not include temperature dependence and the influence of residuals. It is however
useful for comparisons later in this chapter.
3.5.10 Comparison
It should be obvious by now that blind trust in measurement data is misguided and great
care should be taken in using the data. Here, the data discussed in the above is compared
in a number of graphs. Figure 3.2 shows the dependence of the laminar burning velocity on
the air/fuel equivalence ratio, for the different ul correlations as well as the other data. The
correlations implementing the effect of the mixture richness, namely Liu&MacFarlane [115],
Iijima&Takeno [117] and Koroll et al. [118], are shown as lines. They are relatively close in
the region λ > 1. They deviate in the fuel-rich region, but all give the maximum burning
velocity at the same equivalence ratio of λ = 0.6 (φ = 1.7). The stoichiometric burning
velocity calculated with the correlation of Milton&Keck lies substantially lower than the
values obtained with the correlations mentioned above. This burning velocity is shown by
the closed diamond.
Symbols are used to denote stretch-free burning velocity data. The data measured by
Taylor [120] also shows a maximum at λ = 0.6. The data obtained by Faeth and co-workers
[127] deviates around this maximum, although there is good correspondence for the other
equivalence ratios. For the data by Law and co-workers, the stoichiometric value is taken
from [113], the data at lean mixtures is taken from [123]. There is good correspondence
between the stretch-free data, and there is a clear difference between this data and the data
where stretch effects have not been taken into account. Reasons for this difference are given
in Section 3.6.10.
Figure 3.2: ul as a function of λ
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Figure 3.3 shows the dependence on the temperature of the unburned mixture. Again,
the correlations of Liu&MacFarlane, Iijima&Takeno and Koroll et al. are close, but the
measurements by Milton&Keck report a completely different temperature behaviour.
Figure 3.3: ul as a function of Tu
Figure 3.4 shows the influence of the pressure. Only two correlations implement a pres-
sure dependence, namely the formulas of Milton&Keck and Iijima&Takeno. Both predict an
increase in burning velocity with rising pressure, in contrast with hydrocarbon burning ve-
locities. There is a large difference in the pressure exponents used in the two formulas. Also
shown in the plot is the stretch-free data of Aung et al. [101], this is for φ = 1.05/λ = 0.95
hydrogen/air flames. A small increase of the burning velocity with pressure can be seen,
very different from the substantial increase predicted by the correlations.
Figure 3.4: ul as a function of p
Thus far, we have shown the dependences on mixture richness, temperature and pressure.
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Only one correlation implements all of them, the formula proposed by Iijima and Takeno.
However, none of the correlations allow the estimation of the effect of residual gases, an
effect that can be important in hydrogen engines, where the allowance for high EGR can
be expected on the basis of the high laminar flame speeds and wide flammability limits.
As an accurate correlation, with mixture richness, temperature, pressure and residuals’
dependencies is not available, other ways have to be found to estimate the correct laminar
burning velocity at the given engine conditions.
3.6 Measurements
3.6.1 Introduction
As is obvious from the previous Section, data on the laminar burning velocity of hydrogen-
air mixtures at engine conditions is sparse. More importantly, some data is contradictory,
for instance concerning pressure dependence, and some data is non-existent, i.e. data on
the influence of residual gases. Furthermore, stretch-free data is even more scarce. As is
discussed in Section 3.7, direct calculation of laminar burning velocities is also feasible, but
the kinetic and transport data needed for these calculations are still subject to uncertainty
and are continuously refined, even for the relatively well-known hydrogen-oxygen reaction
system. Therefore, experimental data is still indispensable. The present author obtained
a fellowship under the Marie Curie Training Scheme of the European Commission for a
six months stay at the Combustion Group at Leeds University. During this stay, laminar
burning velocities of mixtures of hydrogen, air and residuals were measured over a wide
range of equivalence ratios, pressures, temperatures and residual contents, using the method
mentioned in Section 3.5.6: photographic observation of a centrally ignited flame during the
constant pressure period. These measurements are discussed in the following.
3.6.2 Experimental
The combustion vessel
The Leeds MkII combustion bomb, shown in Figure 3.5, was used in these experiments. It
is a 380mm-diameter, spherical stainless steel vessel with extensive optical access through
3 pairs of orthogonal quartz windows of 150mm diameter. The vessel is equipped with four
fans each driven by a continuously variable electric motor capable of a maximum speed of
10000 rpm. These fans allow turbulent measurements, as discussed later in Section 4.3.
For the laminar measurements they were only used to ensure adequate mixing, they were
switched off prior to ignition allowing sufficient time for any mixture motion to decay (at
least 2min). The vessel is capable of withstanding initial pressures of up to 15 bar and
initial temperatures of up to 600K. The combustion is initiated by spark ignition, using a
12V automotive coil controlled by a Lucas electronic controller, the spark plugs used are
built in-house.
Mixture preparation
Mixtures were prepared using the partial pressure method. After an explosion, the vessel
was first flushed with dry air, after which it was evacuated down to 5% vacuum, filled with
dry air to atmospheric pressure, and evacuated again to less than 5% vacuum, to remove
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Figure 3.5: Leeds combustion bomb
any residual products from the explosion. High purity hydrogen was then introduced in the
vessel, to its respective partial pressure, and then the vessel was filled to the required initial
pressure with dry cylinder air. For the measurements with residuals, the calculated amount
of water was injected in the bomb starting from 5% vacuum, after which the extra amount
of nitrogen was fed in the vessel. The bomb was then filled to the desired pressure with
hydrogen and dry cylinder air. The pressure during mixing and before ignition was measured
with a Druck PDC 081-0499 pressure transducer. This transducer was isolated from the
vessel before ignition as it is only capable of withstanding pressures up to 15 bar. The
pressure during the explosion was recorded with a Kistler piezo-electric pressure transducer
(type 7261 for initial pressures of 1 bar, type 701 for higher pressures), mounted flush with
the vessel wall. The transducers were connected to a Kistler charge amplifier type 5007,
which is then connected to a PC via a DAS-50 analogue to digital board, supplied by
Keithley Instruments. The temperature inside the bomb was measured using a stainless steel
sheathed type K thermocouple of 1.5mm diameter. The mixture temperature was read and
controlled by a CAL320 PID controller. A 2 kW heater was used for initial temperatures
up to 365K, for the higher temperature experiments a 8 kW heater was used to preheat
the vessel, after which it was removed before the experiments (being too bulky to remain
in the vessel during explosions). The 2 kW heater element was then used to maintain the
temperature at the desired level. For the high temperature experiments, it was necessary to
introduce some air before adding hydrogen, to avoid spontaneous ignition of the hydrogen
on the hot heater.
Schlieren photography
Mixtures were centrally ignited and the spherically expanding flames were captured using
high-speed schlieren cine´ photography. The light of a 12V automotive bulb was directed
through a pinhole to create a point source, this pinhole was placed in the focal point of a
150mm diameter lens with a 1000mm focal length. The parallel beam thus formed was
directed through the combustion vessel after which it was focussed by another 150mm
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diameter lens with 1000mm focal length. A second pinhole was placed in this focal point,
acting as a knife edge to create the schlieren image. A 28mm Nikon camera lens was then
used to direct the image onto the camera CCD chip. A Phantom V4.1 digital camera was
used to capture the schlieren images. For the slower flames, a frame rate of 1000 frames
per second (fps) at the maximum resolution of 512 by 512 pixels was used. Flame speeds
were then calculated from the mean flame radii obtained from the flame area. Because of
the very high flame speeds obtained with hydrogen, 1000 fps proved to be too slow for the
faster burning mixtures, so the camera settings were then changed to capture a portion of
the flame image, at the full 512 pixel width but with a reduced pixel height, allowing higher
frame rates (up to 14300 fps at 512 by 32 pixels). Because of the high flame speeds, the
flames are almost perfect spheres (no distortion of the flame by buoyancy) so there is no loss
in accuracy when using the flame radius at the spark height instead of calculating the radius
from the flame area. Moreover, previous studies for other fuels showed essentially identical
flame speeds at all locations around the flame circumference [89]. The minimum exposure
time of 10µs was used to obtain a clearly defined flame edge. Image processing software
was used to convert the greyscale schlieren images to a black and white image (white for
burned gas) allowing the calculation of flame radii by counting white pixels using a simple
programme. The relation between pixel size and actual size was calculated from a picture
of a calibration grid, shown in Figure 3.6.
Figure 3.6: Calibration image
It is important to realise that the radius measured with schlieren imaging is different
from the cold front radius. This cold front radius ru is defined using the isotherm that is 5K
above the reactant temperature and is the radius used in the subsequent data processing
discussed in Section 3.6.3. The radius visualised by the schlieren technique is the location
within the flame front with the highest density gradient, and thus largest refraction. Bradley
et al. [129] related both radii with the following relation constructed from computations for
methane-air mixtures:
ru = rsch + 1.95δl(
ρu
ρb
)0.5 (3.30)
A schlieren isotherm of 460K was assumed for this work, as suggested by Weinberg [130].
More recent work shows that the schlieren front is situated at a higher temperature isotherm
[131] (between 800 and 900K) and is actually a function of the flame radius. The equation
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can be modified but during the processing of the hydrogen flames it was shown to be of little
effect because of the small flame thickness of a hydrogen flame. Computational results by
Sun et al. [132] also show the flame speed of a spherical outwardly propagating hydrogen/air
flame to be independent of the specific isotherm used to determine the flame speed. Thus,
in the hydrogen case, the schlieren edge can be taken as the cold front radius.
Triggering
As hydrogen is such a fast burning fuel, with flame speeds an order of magnitude greater than
other fuels, due attention has to be given to the triggering of ignition and data recording.
As soon as the digital camera is switched on, it starts framing at a time interval dictated
by the set frame rate (e.g. every millisecond at a frame rate of 1000 fps). When the camera
is triggered, is starts writing this captured data to the on board memory. The time between
the trigger and the first recorded image is thus one camera time interval at most, this time
delay is recorded together with the image data and shown in Figure 3.7 as ‘A’. The camera
always starts recording on a negative edge, so it must be ensured that the acquisition of the
pressure data is also set to start at a negative edge, to synchronise schlieren and pressure
data. If the pressure data recording is triggered on the positive edge, there is a time
delay between pressure and schlieren data, equal to the trigger signal width. However, as
the trigger signal is also connected with the ADC board and stored on PC, an a posteriori
correction is possible. The trigger signal also triggers the ignition coil, the delay between coil
triggering and the actual spark was measured to be about 4.3ms, using a photo-multiplier
to capture the spark discharge. Time zero for the pressure and schlieren data is thus trigger
time instead of ignition time, however this has no influence on the determination of flame
speeds. The above is made clear in Figure 3.7.
3.6.3 Methodology
As the flames measured in the combustion bomb are spherically growing flames, they are
subject to a changing flame stretch, influencing the burning velocity so that it deviates
from the theoretical burning velocity for a steady planar flame, as discussed in Section 3.3.
However, for a spherically expanding flame during the constant pressure period, the stretch
rate is uniform and can easily be calculated:
α =
1
A
dA
dt
=
1
4pir2
d(4pir2)
dt
=
2
r
dr
dt
(3.31)
where r is the cold front radius and dr/dt is the flame speed Sn, equal to the sum of the
burning velocity un and the gas expansion velocity vg. This allows the calculation of the
stretch rate due to curvature αc and the strain rate αs:
αc =
2
r
un (3.32)
αs =
2
r
vg (3.33)
In this case, the total stretch rate α is equal to the algebraic sum of the stretch due to flame
curvature, αc, and the stretch due to aerodynamic strain, αs:
α = αc + αs (3.34)
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Figure 3.7: Triggering
The effect of decreasing stretch during flame growth on the measured flame speed can
be seen on Figs. 3.8 and 3.10: after an initial period of decreasing flame speed caused by
the transition of the spark ’boost’ to normal flame chemistry, the flame speed increases with
decreasing stretch, indicative of a thermodiffusively stable flame. At a certain radius the
flame becomes unstable and accelerates upon becoming cellular, which will be discussed
later on. The flame development is shown in the schlieren images of Figure 3.9, where the
transition of a smooth to a fully cellular flame can be seen.
Figure 3.10 shows the measured flame speed Sn versus flame stretch α (with the flame
growing from right to left). After the effects of ignition have decayed, a linear relation can be
seen between Sn and α. This linear relationship has been suggested in theoretical analysis
[85] and numerical computation [129] and has been confirmed experimentally [89, 119]. The
unstretched flame speed Ss
7 can thus be obtained as the intercept value of Sn at α = 0 and
the dependence of the flame speed on stretch can be expressed by a burned gas Markstein
length Lb:
Ss − Sn = Lbα (3.35)
Bradley et al. [129] show linear relationships between the burning velocities un and unr
(see eqs. (3.1) and (3.2)) on the one hand and the stretch rates αc and αs on the other hand:
ul − un = Lcαc + Lsαs (3.36)
ul − unr = Lcrαc + Lsrαs (3.37)
7Ss is used here instead of Sl to avoid confusion with the latter often used in the literature to denote the
laminar burning velocity
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Figure 3.8: Development of a φ = 0.7, 365K, 1 bar H2-air flame
Figure 3.9: Development of a φ = 0.7, 365K, 1 bar H2-air flame, time interval: 0.641ms
Figure 3.10: Development of a φ = 0.7, 365K, 1 bar H2-air flame
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which result in four Markstein lengths Lc, Ls, Lcr and Lsr, which are shown to be different
quantities. Consequently, contrary to equation (3.35) that expresses the linear relation
between Sn and α, there is no single Markstein length that relates the burning velocity
deficit to the flame stretch. Dividing by the laminar flame thickness results in four Markstein
numbers Mac, Mas, Macr and Masr. For spherically expanding flames it is shown that the
relation between un and unr is the following:
unr =
ρb
ρb − ρu (un − Sn) (3.38)
Likewise, Lcr and Lsr can be expressed in terms of the density ratio ρu/ρb, the burned gas
Markstein length Lb and the Markstein lengths Lc and Ls, respectively.
The methodology for extracting burning velocities and Markstein lengths from the
schlieren data is as follows:
• laminar flame speed and burned gas Markstein length: Ss and Lb are derived from the
plot of Sn versus α, with Sn obtained directly from numerical differentiation of the
schlieren radii versus time data, and α calculated from 2Sn/r. For greater accuracy,
the radius versus time data is first smoothed by using an algorithm that gets rid of
stray points. Ss is obtained as the intercept value of Sn at α = 0 and Lb is obtained
as the slope of the Sn versus α curve.
• laminar burning velocity and burned gas Markstein number: ul andMab are obtained
by dividing Ss and Lb by the density ratio ρu/ρb and the laminar flame thickness δl,
respectively. The density and the kinematic viscosity of the unburned mixture are
computed using a thermodynamic data base and the burned gas density is computed
from the equilibrated adiabatic properties for constant pressure combustion [73].
• ‘consumption’ and ‘production’ burning velocities (see Section 3.2): obtaining the
burning velocity un by Sn(ρu/ρb) is only valid at infinite radii for which the curvature
can be neglected. For finite radii the ‘consumption’ burning velocity un is obtained
from:
un = S(Sn ρb
ρu
) (3.39)
where S, called the ‘flame speed factor’, accounts for the effect of flame thickness on
the mean density of the burned mixture and depends on flame radius and density ratio.
Bradley et al. [129] computed the following expression for S from modeled methane-air
flames at NTP:
S = 1 + 1.2
[
δl
ru
(
ρu
ρb
)2.2]
− 0.15
[
δl
ru
(
ρu
ρb
)2.2]2
(3.40)
This equation is confirmed for paraffinic fuels in ref. [89]. It has not been validated
for hydrogen but its use is unlikely to produce errors (small δl).
The ‘production’ burning velocity unr is then obtained from eq. (3.38).
• Markstein lengths and numbers: eq. (3.36) allows the determination of the Markstein
lengths Lc and Ls using multiple regression, described in ref. [129]. αc is determined
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from eq. (3.32) with un given by eq. (3.39), αs is obtained from α−αc. Lcr and Lsr are
calculated using Lc, Ls and the density ratio [89]. Dimensionless Markstein numbers
are obtained by dividing by δl, resulting in Mac, Mas, Macr and Masr.
At least two experiments at each condition were performed, usually the pressure records
were compared during the experiments to judge the reproducibility, which was excellent in
the majority of the cases.
3.6.4 Comparison of pressure and schlieren data
As mentioned in Section 3.6.2, pressure measurements were obtained together with the
schlieren data. Several methods have been proposed in the past to calculate the burning
velocity from the pressure rise in a closed vessel [108, 133, 134]. In this work, the method-
ology by Lewis and von Elbe is followed [134]: the burning velocity un is obtained from the
following equation,
un =
dri
dt
(
ri
rb
)2(
p0
p
)
1
γu (3.41)
with ri and rb given by:
ri = rbomb(
p− p0
pe − p0 )
1
3 (3.42)
rb = rbomb
[
1− (p0
p
)
1
γu
pe − p
pe − p0
] 1
3
(3.43)
Here, p0 is the initial pressure, obtained from the pressure sensor used for the mixture
preparation, pe is the final pressure, γu is the ratio of specific heats in the unburned mixture
and rbomb is the radius of the vessel. γu and pe are determined from a thermodynamic
database, pe is computed for adiabatic constant volume combustion [73]. These equations
are derived from the approximation that the fraction of burned gases is equal to the fraction
of total pressure rise. ri is the radius of the sphere occupied by the fraction of unburned
gas that on burning gives rise to a pressure p, rb is the radius of the sphere occupied by this
fraction when burned. More details can be found in Lewis’ and von Elbe’s book [134].
The above methodology assumes an infinitely thin flame. It was checked that using a
method that takes the finite flame thickness into account [135] yields similar results so the
more simple method is used here.
Figure 3.11 shows how schlieren and pressure-derived flame speeds correspond for a lean
flame at NTP. There is substantial noise on the pressure-derived data but overall the corre-
spondence is satisfactory. For fast burning mixtures the need for accurate synchronisation
between schlieren and pressure data is shown in Fig. 3.12. In Fig. 3.12(a), the flame speeds
derived from the schlieren and pressure data are shown where care was taken that the cam-
era and the ADC board were triggered simultaneously (see Section 3.6.2). However, there
still is a shift between the flame speeds derived from both sources. For these fast burning
mixtures, the time it takes for a pressure change to be recorded by the pressure transducer
has to be taken into account: for the 5 bar, 300K mixture shown in the figure, the speed
of sound is about 400m/s, resulting in a travelling time of about 0.5ms from the center
of the vessel to the vessel wall where the transducer is located (bomb radius: 193mm).
The same data is shown in Fig. 3.12(b) with the pressure derived data shifted over 0.5ms,
which clearly improves the correspondence with the schlieren data. Of course, as the flame
58 CHAPTER 3. HYDROGEN LAMINAR BURNING VELOCITY
Figure 3.11: Matching of schlieren- and pressure-derived flame speeds for a φ = 0.3 / λ = 3.3
hydrogen-air flame at NTP
(a) Original data (b) Data taking account of speed of sound
Figure 3.12: Matching of schlieren- and pressure-derived flame speeds for a φ = 0.8 / λ = 1.25
hydrogen-air flame at 5 bar and 300K.
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grows, the temperature and pressure of the unburned gas rise and the speed of sound will
change, changing the delay between pressure and schlieren data. However, the above is
only included to demonstrate the soundness of the method to derive burning velocities from
pressure data, as the turbulent measurements reported in Chapter 4 are based on pressure
data for reasons discussed there. All laminar measurements reported in this chapter are
based on the schlieren data.
The limited time range where pressure-derived flame speeds are shown in Fig. 3.12
results from only recording the first bar of pressure increase to enhance the ADC accuracy.
Furthermore, it takes some time before there is a measurable pressure increase so that the
initial flame speed derived from the pressure data is burdened by excessive noise, filtering
the data involves a rather large time interval which further reduces the time range where
accurate flame speeds can be determined.
3.6.5 Measurements
A wide range of conditions was selected to determine the stretch-free laminar burning veloc-
ity and the effect of flame stretch for mixtures of hydrogen, air and residuals. As the main
aim of this study is the construction of a correlation for use in a hydrogen engine simula-
tion code, conditions were chosen that correspond to engine mixture conditions. Thus, only
stoichiometric and lean flames are studied, as rich flames are of no practical use. Similarly,
high residual concentrations are studied for near-stoichiometric flames, whereas the influ-
ence of residuals on lean flames is only measured for low concentrations. Internal EGR will
be present throughout the engine speed and load range, so the effect of residuals must be
known for all mixture strengths. However, only with external EGR, which will only be of use
at near-stoichiometric, high flame temperature conditions, will the residual concentration
be high. In order to derive trends in burning velocities and stretch effects with temperature,
pressure and residual gas content, as well as the effects of their interaction, the conditions
shown in Table 3.2 were measured.
These comprise three initial pressures, three initial temperatures and up to nine equiv-
alence ratios for hydrogen-air mixtures and two initial pressures, two initial temperatures
and up to four equivalence ratios for several hydrogen-air-residuals mixtures, totalling 63
conditions. All measurements are listed in Appendix B.
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p (bar) T (K) φ (-) λ (-) f (vol%) p (bar) T (K) φ (-) λ (-) f (vol%)
1 300 0,3 3,33 0 5 300 0,3 3,33 0
1 300 0,4 2,50 0 5 300 0,4 2,50 0
1 300 0,5 2,00 0 5 300 0,5 2,00 0
1 300 0,6 1,67 0 5 300 0,6 1,67 0
1 300 0,8 1,25 0 5 300 0,8 1,25 0
1 300 1,0 1,00 0 5 365 0,25 4,00 0
1 365 0,25 4,00 0 5 365 0,3 3,33 0
1 365 0,3 3,33 0 5 365 0,3 3,33 10
1 365 0,3 3,33 10 5 365 0,4 2,50 0
1 365 0,4 2,50 0 5 365 0,5 2,00 0
1 365 0,5 2,00 0 5 365 0,5 2,00 10
1 365 0,5 2,00 10 5 365 0,5 2,00 20
1 365 0,5 2,00 20 5 365 0,6 1,67 0
1 365 0,6 1,67 0 5 365 0,7 1,43 0
1 365 0,7 1,43 0 5 365 0,8 1,25 0
1 365 0,8 1,25 0 5 365 0,8 1,25 10
1 365 0,8 1,25 10 5 365 0,8 1,25 20
1 365 0,8 1,25 20 5 365 0,8 1,25 30
1 365 0,8 1,25 30 5 365 0,9 1,11 0
1 365 1,0 1,00 0 5 365 1,0 1,00 0
1 365 1,0 1,00 10 5 365 1,0 1,00 10
1 365 1,0 1,00 20 5 365 1,0 1,00 20
1 365 1,0 1,00 30 5 365 1,0 1,00 30
1 430 0,5 2,00 0 10 365 0,25 4,00 0
1 430 0,5 2,00 10 10 365 0,3 3,33 0
1 430 0,5 2,00 20 10 365 0,4 2,50 0
1 430 0,8 1,25 0 10 365 0,5 2,00 0
1 430 0,8 1,25 10 10 365 0,6 1,67 0
1 430 0,8 1,25 20 10 365 0,7 1,43 0
1 430 1,0 1,00 0 10 365 0,8 1,25 0
1 430 1,0 1,00 10 10 365 1,0 1,00 0
1 430 1,0 1,00 20
Table 3.2: Measured conditions
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3.6.6 Results–Influence of stretch
Shown in Figure 3.13 are measured flame speeds, Sn, for six hydrogen-air mixtures plotted
against flame radius, r, for normal pressure and temperature (NTP, see Nomenclature). The
large change in flame speeds (almost tenfold) going from stoichiometric to lean mixtures is
noteworthy, as well as the magnitude of the maximum flame speeds. For the fastest flames,
the flame has grown to the size of the bomb windows in a matter of maybe two milliseconds,
making the need for very fast image recording and carefully set triggering obvious.
Figure 3.13: Variation of Sn with r for NTP hydrogen-air flames of varying equivalence ratio
The initial decrease in flame speed for the φ = 0.8/λ = 1.25 flame (r < 8mm) is
the result of a decaying spark effect, the decrease in flame speed for the lean mixtures
however indicates unstable flames. This is more obvious when plotting these flame speeds
against total flame stretch rate α, Figure 3.14. It is clearly visible that the lean flames (see
Fig. 3.14(b)), up to φ = 0.6/λ = 1.7, decelerate with decreasing stretch, indicating negative
burned gas Markstein numbers Lb. The φ = 0.8/λ = 1.25 flame (Fig. 3.14(a)) shows a
neutral behaviour, whereas the stoichiometric flame is clearly accelerating with decreasing
stretch, indicating a positive Lb. The subsequent sudden increase in the flame speed is due
to the onset of cellularity, creating an increase in flame front area and thus an acceleration
in flame growth. In Figure 3.13 it can be seen that this onset occurs earlier in the flame
growth as the mixture gets leaner, and thus more unstable(best visible when comparing the
φ = 0.6/λ = 1.7 flames with the φ = 0.8/λ = 1.25 flames).
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(a)
(b)
Figure 3.14: Variation of Sn with α for NTP hydrogen-air flames of varying equivalence ratio
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Figure 3.15 shows measured flame speeds versus flame radius for seven hydrogen-air
mixtures, at 1 bar and 365K. Again, the decaying effect of the spark ignition can be seen
at small radii for some flames. Figure 3.16 plots flame speed against stretch. The neutral
condition seems to have shifted somewhat in the direction of the lean flames.
Figure 3.15: Variation of Sn with r for 1 bar, 365K hydrogen-air flames of varying equivalence
ratio
Figure 3.17 plots flame speeds against flame radius (left) and flame stretch (right), for
430K flames, at three equivalence ratios and three levels of residual gas content. Diluting
the mixtures with residuals has the same effect as leaning: the flame speed decreases and
the flames become more unstable. The onset of cellularity and the corresponding flame
acceleration can be clearly seen in the graphs of flame speed versus stretch. The larger
variation between the two experiments shown for each condition is due to the larger variation
in initial temperature, as it was harder to reach a stable initial temperature for the high
temperature explosions. The initial temperature actually varies between 418K and 433K,
see Appendix B.
Figures 3.18 and 3.19 show measured flame speeds against flame radius for several equiv-
alence ratios, for 5 bar flames at 300K and 365K, and 10 bar flames at 365K. Flame speed
versus flame stretch for these flames is shown in Figs. 3.20 and 3.21. It can be seen that all
flames for these higher pressures are accelerating with decreasing stretch. This is because
all flames are cellular from the first schlieren image captured, an example is shown in Figure
3.22 of a 5 bar 300K φ = 0.8/λ = 1.25 flame. It is thus impossible to derive zero-stretch
burning velocities for these flames, or Markstein lengths. The strong acceleration due to
cellularity can be seen in the magnitudes of the flame speeds when the flame reaches the
edge of the bomb windows, for instance the stoichiometric 10 bar flame starts at around 18
m/s and reaches 34 m/s when the flame has grown to the bomb window diameter, or nearly
double the initial flame speed.
Figure 3.23 plots flame speeds against flame radius (left) and flame stretch (right) for
1 bar, 365K flames, at four equivalence ratios and various levels of residual gas content. The
Sn vs. α plot for the φ = 0.8/λ = 1.25 flames (Fig. 3.23(d)) clearly shows the transition of
stable to unstable behaviour as the amount of residual gas increases. Diluting with residuals
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Figure 3.16: Variation of Sn with α for 1 bar, 365K hydrogen-air flames of varying equivalence
ratio
3.6. MEASUREMENTS 65
(a) φ = 0.5/λ = 2.0, Sn vs. r (b) φ = 0.5/λ = 2.0, Sn vs. α
(c) φ = 0.8/λ = 1.25, Sn vs. r (d) φ = 0.8/λ = 1.25, Sn vs. α
(e) φ = 1.0/λ = 1.0, Sn vs. r (f) φ = 1.0/λ = 1.0, Sn vs. α
Figure 3.17: Flame speeds versus flame radius and flame stretch rate for 1 bar, 430K hydrogen-air
flames of varying equivalence ratio
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Figure 3.18: Variation of Sn with r for 5 bar, 300K hydrogen-air flames of varying equivalence
ratio
thus has the same effect as diluting with air, in terms of burning velocities and Markstein
lengths.
Figure 3.24 is the 5 bar analogue of Figure 3.23. Comparing both figures, the strong
acceleration due to cellularity is again clearly seen, the 5 bar flames are cellular from incep-
tion and reach much higher flame speeds by the time they reach the bomb windows than
the 1 bar flames, especially for the near-stoichiometric flames where the 1 bar flames only
develop cellularity at the larger radii.
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(a) 5 bar
(b) 10 bar
Figure 3.19: Variation of Sn with r for 5 and 10 bar, 365K hydrogen-air flames of varying equiva-
lence ratio
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Figure 3.20: Variation of Sn with α for 5 bar, 300K hydrogen-air flames of varying equivalence
ratio
Figure 3.21: Variation of Sn with α for 5 (left) and 10 bar (right), 365K hydrogen-air flames of
varying equivalence ratio
Figure 3.22: Development of a φ = 0.8/λ = 1.25, 300K, 5 bar H2-air flame, time interval: 0.385
ms
3.6. MEASUREMENTS 69
(a) φ = 0.5/λ = 2.0 and φ = 0.3/λ = 3.3
flames, Sn vs. r
(b) φ = 0.5/λ = 2.0 and φ = 0.3/λ = 3.3
flames, Sn vs. α
(c) φ = 0.8/λ = 1.25 flames, Sn vs. r (d) φ = 0.8/λ = 1.25 flames, Sn vs. α
(e) φ = 1.0/λ = 1.0 flames, Sn vs. r (f) φ = 1.0/λ = 1.0 flames, Sn vs. α
Figure 3.23: Hydrogen-air flames at 1 bar and 365K with varying residual gas dilution
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(a) φ = 0.5/λ = 2.0 and φ = 0.3/λ = 3.3
flames, Sn vs. r
(b) φ = 0.5/λ = 2.0 and φ = 0.3/λ = 3.3
flames, Sn vs. α
(c) φ = 0.8/λ = 1.25 flames, Sn vs. r (d) φ = 0.8/λ = 1.25 flames, Sn vs. α
(e) φ = 1.0/λ = 1.0 flames, Sn vs. r (f) φ = 1.0/λ = 1.0 flames, Sn vs. α
Figure 3.24: Hydrogen-air flames at 5 bar and 365K with varying residual gas dilution
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3.6.7 Results–Stability
For the 1 bar flames it is possible to derive stretch-free burning velocities and corresponding
Markstein lengths. The burned gas Markstein length Lb can be derived directly from the
slope of the flame speed versus flame stretch plots, see eq. (3.35). It is shown as a function
of equivalence ratio in Fig. 3.25.
Figure 3.25: Burned gas Markstein length Lb versus equivalence ratio φ
Mixtures that have increasing flame speeds with decreasing stretch are stable, as ex-
plained before, and are thus characterized by a positive Lb, whereas unstable mixtures are
characterized by a negative value for Lb. Figure 3.25 shows an increase in Lb with fuel/air
equivalence ratio, as was already mentioned above: as hydrogen-air mixtures get leaner,
they get more unstable. The effect of increasing temperature on Lb is unclear but seems to
be small. Figure 3.26 plots the flame speed against the flame radius for varying tempera-
ture at 1 bar, shown in Fig. 3.26(a) is a stoichiometric, stable, hydrogen/air flame, shown
in Fig. 3.26(b) is a lean φ = 0.5 / λ = 2.0, unstable flame. All flames show an increase
in flame speed with temperature but apart from the overall magnitude of the flame speed
there appears little influence of temperature on flame behaviour.
(a) φ = 1.0/λ = 1.0 (b) φ = 0.5/λ = 2.0
Figure 3.26: Flame speed versus flame radius at 300K, 365K and 430K for 1 bar flames
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The Markstein numbers Mac, Mas, Macr and Masr can be calculated as described in
Section 3.6.3. Only Masr values are shown in the following, this Markstein number is the
more important number related to instabilities (see Section 3.3.2) and engine combustion
as the effect of strain rate normally dominates the mass-based turbulent burning velocity
[89]. Figure 3.27 shows the values obtained for Masr versus equivalence ratio. They show
the same trend with equivalence ratio as Lb, although it is not as consistent. The relative
errors on Masr are however much larger than the errors on Lb (see Appendix B.3). Again,
there is no clear trend with temperature.
Figure 3.27: Masr versus equivalence ratio φ
Figures 3.28 and 3.29 show the influence of residuals on the magnitude of the burned gas
Markstein length Lb, Fig. 3.28 for 365K and Fig. 3.29 for 430K. It can be seen that there
is a trend of decreasing Lb for increasing residual gas content, adding residuals thus has the
same effect on the stability as a leaning of the mixture. This effect seems to be somewhat
smaller at the higher temperature.
Figure 3.28: Lb versus residual gas content f at 365K
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Figure 3.29: Lb versus residual gas content f at 430K
3.6.8 Results–Onset of cellularity
As discussed in Section 3.3.1, all spherically expanding flames are inherently unstable and
will develop instability at some point in time, or more precisely: in radius. In previous
sections, the onset of cellularity as a result of the instability of the flame has been mentioned
several times and shown on flame speed versus flame radius or flame stretch plots. For a
given mixture, a critical radius exists at which cellularity starts. As mentioned in Section
3.3.2, dimensionless Peclet numbers are often used in stability analyses. This is the flame
radius divided by the laminar flame thickness δl. The Peclet number at which cellularity
starts is called the critical Peclet number Pecl.
Positive Markstein length flames are initially stable and will only develop cellularity for
the larger radii, when the stabilizing effect of stretch has decreased. The more stable the
flame, the longer it takes before the appearance of cellularity. We thus expect the critical
Peclet numbers Pecl to increase with Masr. Figure 3.30 plots Pecl’s against Masr’s, where
this trend is clearly seen.
A straight line fit can be used to correlate Pecl with Masr, the fit is shown in Fig. 3.30
and is given by the following equation:
Pecl = 287.5Masr + 1942 (3.44)
It is interesting to check the universal nature of this fit, as it is used in flame stability
analyses such as described in Section 3.3.2. Figure 3.31 plots critical Peclet numbers for
hydrogen (data from this work), methane (data from [91]) and iso-octane (data from [89]).
The methane and iso-octane data includes higher pressures (up to 10 bar). The fit to the
combined data points is given by:
Pecl = 263.7Masr + 2013.6 (3.45)
which is close to eq. (3.44). The hydrogen data substantially extends the Masr range.
Figure 3.32 plots Pecl’s versus equivalence ratio, for 300, 365 and 430K. There appears
to be no significant effect of temperature on the value of Pecl, or on the radius of onset
of cellularity (the laminar flame thickness does not change much with temperature and
rcl = Peclδl).
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Figure 3.30: Pecl versus Masr, 1 bar
Figure 3.31: Pecl versus Masr, 1 bar for hydrogen, methane and iso-octane flames
3.6. MEASUREMENTS 75
Figure 3.32: Pecl versus equivalence ratio φ, 1 bar
3.6.9 Laminar burning velocity correlation
In this section the possibility of fitting a correlation of the form:
ul(φ, p, T, f) = ul0(φ)(
T
T0
)αT (
p
p0
)βp(1− γf) (3.46)
to the laminar measurements is investigated, where the equivalence ratio φ and the residual
gas content f (in volume fraction) determine the mixture composition, and p and T the
initial mixture condition. The values of αT , βp and γ are derived in the following sections.
p0 and T0 are the pressure and temperature at a reference condition, ul0 is the corresponding
burning velocity.
As explained in previous sections, stretch-free burning velocities could not be obtained
at the higher pressures, as these flames are cellular from inception and the methodology to
derive ul’s and Lb’s described in Section 3.6.3 can no longer be used. Therefore, to study
the influence of temperature, pressure and residual gas content, the flame speed at a
flame radius of 10mm was recorded, Sn,10mm, and divided by the density ratio
ρu/ρb to yield a burning velocity, un,10mm. This burning velocity is not a fundamental
parameter, but is indicative of the burning rate at a fixed, repeatable condition. It represents
a compromise that involves a sufficiently large radius to minimise the effects of the spark
(being on the safe side at 10mm), while being small enough to limit the acceleration due to
the instabilities. A perhaps more physically sound approach would be to compare burning
velocities at a fixed flame stretch rate. However, this is not practical as only the global flame
stretch rate can easily be determined but is probably meaningless for cellular flames, and
the local flame curvature is hard to measure. Moreover, even using a global flame stretch
rate is impractical as the flame stretch rate at a flame radius of e.g. 10mm for a lean flame
would only be reached for radii outside the optical access for stoichiometric flames, due to
the order of magnitude difference in flame speed.
Probably the most viable option would be to use the theoretical analysis described briefly
in Section 3.3.2 to determine stable burning velocities from cellular flames. Unfortunately,
this could not be done in the timeframe of the present work. This would also require extra
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measurements to quantify the effect of pressure on the Markstein lengths of hydrogen mix-
tures. With the current data, only very rough estimates could be made and the associated
uncertainties would probably be too large to produce meaningful results.
Temperature effect
Figure 3.33 shows the effect of initial temperature (see also Fig. 3.26). Figure 3.33(a) plots
stretch-free burning velocities ul at 1 bar and 300K, 365K and 430K for several equivalence
ratios. Figure 3.33(b) plots the burning velocities at a flame radius of 10mm for 5 bar flames
at 300K and 365K. Closed symbols are used for the original measurements (see Appendix
B). The temperature exponent αT is defined by:
αT =
log(ul/ul0)
log(T/T0)
(3.47)
This parameter is shown on Figure 3.34 for 1 bar and 5 bar flames. At each equivalence ratio
and pressure, every possible combination of a low and a high temperature experiment was
used in eq. (3.47) to obtain a more accurate value for αT
8. For each equivalence ratio and
pressure, a mean value for αT is then determined, these mean values are shown in Figure
3.34.
These temperature exponents are then used to recalculate the measurements around
300K, 365K and 430K (experimental initial temperatures given in Appendix B), to exactly
300K, 365K and 430K. These recalculated values are also shown on Figure 3.33 as the
open symbols. These values can be used to express the burning velocity as a function of
equivalence ratio, at a given temperature (300, 365 or 430K).
Linear fits to the temperature exponents are shown in Fig. 3.34. The temperature
exponent based on the 1 bar measurements does not show a clear trend with equivalence
ratio (correlation coefficients of the fits are given in the graph, where R2 = 1 denotes a
perfect linear fit). The one based on the 5 bar measurements increases when going richer,
which is the opposite behaviour compared to other fuels such as iso-octane [89] and methane
[91].
Pressure effect
The effect of varying pressure is shown in Figure 3.35. Burning velocities at a flame radius
of 10mm are shown, with 300K flames in Fig. 3.35(a) and 365K in Fig. 3.35(b). The values
shown on the plots are mean values (2 or 3 experiments at each condition) recalculated to
the temperatures shown using the experimentally determined temperature exponent (see
previous Section). At 300K, measurements were done at 1 bar and at 5 bar. The effect of
pressure on the burning velocity seems to depend on the equivalence ratio: for the φ = 0.3
flame (λ = 3.3) an increase in pressure causes a decrease in burning velocity, whereas the
burning velocity increases with pressure for the richer flames. The same can be seen for the
365K flames, where measurements were done at 1, 5 and 10 bar: a decrease of the burning
velocity with increasing pressure for the leanest flames and an increase with pressure for the
richer flames. Figure 3.36 plots the flame speeds versus flame radius for varying pressure
8For example: the burning velocity from experiment e13d1305 (see Appendix B), 2.369m/s, at 306K was
combined with the burning velocity from experiment e24d0207, 2.926m/s at 363K resulting in a temperature
exponent of 1.22; other experiments at the same equivalence ratio for varying temperature were also combined
(e.g. e12d1305 with e25d0207, etc.) to yield similar temperature exponents
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(a) 1 bar; ul vs. φ
(b) 5 bar; un,10mm vs. φ
Figure 3.33: Burning velocities at 300K, 365K and 430K
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Figure 3.34: Temperature exponent αT vs. equivalence ratio for 1bar and 5bar
at 365K. Shown in Fig. 3.36(a) is a stoichiometric flame, in Fig. 3.36(b) a lean φ = 0.3
/ λ = 3.3 flame. For the stoichiometric flame, the increase in flame speed with radius is
much greater for the flames at 5 and 10 bar than for the one at 1 bar. This corresponds to a
difference in flame structure: the flame at 1 bar was smooth throughout the flame growth,
whereas those at 5 and 10 bar were cellular throughout, a consequence of the reduced flame
thickness at higher pressures (see Section 3.3). The lean flames show an initial reduction
of the flame speed, followed by an acceleration as cells develop. Similar to stoichiometric
flames, the propensity to cellularity is greater as the pressure is increased. However, the
effect of pressure on the flame speed can be seen to be the opposite of that observed for
stoichiometric flames.
Values of log(un/un0) were plotted against log(p/p0) and a linear relationship was ob-
served, indicating a power law dependence of un on p (un’s at a flame radius of 10mm):
un ∼ un0
(
p
p0
)βp
(3.48)
with βp the pressure exponent. Figure 3.37 shows log(un/un0) versus log(p/p0) for three
equivalence ratios, at 365K. The linear relationship can clearly be seen.
The pressure exponent βp was calculated directly for the 300K measurements (two
pressure levels) and obtained from fits to log(un/un0) versus log(p/p0) for the 365K mea-
surements (three pressure levels). Figure 3.38 shows βp versus equivalence ratio, for 300K
and 365K.
For both initial temperatures, the pressure exponent is seen to increase from lean to
stoichiometric. The exponent changes sign somewhere between φ = 0.3 and φ = 0.5 (be-
tween λ = 3.3 and λ = 2.0). The maximum is about 0.1, which would increase the burning
velocity by a factor of 1.5 for a 50-fold increase in pressure (1 bar to 50 bar for instance).
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(a) 300K; 1 bar and 5 bar
(b) 365K; 1 bar, 5 bar and 10 bar
Figure 3.35: un,10mm vs. φ: effect of pressure
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(a) φ = 1.0/λ = 1.0 (b) φ = 0.3/λ = 3.3
Figure 3.36: Flame speed versus flame radius at 1 bar, 5 bar and 10 bar for 365K flames
Figure 3.37: log(un/un0) vs. log(p/p0)
Figure 3.38: Pressure exponent βp vs. equivalence ratio for 300K and 365K
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Effect of residuals
The effect of residual gas on the burning velocity can be seen in Figure 3.39. Figure 3.39(a)
shows the stretch-free burning velocities at 1 bar for three equivalence ratios, at 365K and at
430K, for 0, 10 and 20 vol% residual gas content. Figure 3.39(b) shows burning velocities
at a flame radius of 10mm at 365K for four equivalence ratios, with varying residual gas
content, at 1 bar and at 5 bar.
There is a linear relationship between burning velocity and the residual gas content f
(in volume fraction). The influence of residuals can thus be described by:
un = un0 (1− γf) (3.49)
with γ expressing the influence of the residual gas on the burning velocity. γ was calculated
from linear fits to the data in Figure 3.39, it is shown as a function of equivalence ratio in
Figure 3.40. There are two series for the 1 bar 365K data, one based on stretch-free burning
velocities as shown in Fig. 3.39(a), and one based on burning velocities at a 10mm flame
radius, as shown in Fig. 3.39(b). The 430K series is based on ul’s, the 365K 5 bar series
is based on un,10mm’s. It can be seen that γ is relatively constant, with a slight decrease
from lean to stoichiometric. It could already be seen in Fig. 3.39(b) that the initial pressure
hardly influences the effect of residual gas content.
Correlation
As repeatedly mentioned, laminar hydrogen flames will be cellular at conditions approaching
engine pressures and temperatures. It was therefore decided to construct a correlation based
on the data most relevant for engine conditions: that is, the various exponents based on the
burning velocities at a radius of 10mm, obtained for the higher pressure, cellular flames,
were used in a correlation of the form (3.46). However, the correlation is now one for un as
it is based on stretched burning velocities:
un(φ, p, T, f) = un0(φ)(
T
T0
)αT (
p
p0
)βp(1− γf) (3.50)
Here, the reference conditions T0 and p0 are 365K and 5 bar respectively. The influence of
the equivalence ratio at these reference conditions is embodied in un0 and was estimated at:
un0 = −4.77φ3 + 8.65φ2 − 0.394φ − 0.296 (3.51)
The values for αT , βp and γ were derived as follows:
• The temperature exponent αT was based on the measurements at 5 bar by comparing
the burning velocities at 300K with those at 365K, which yielded a mean value for
αT of 1.232.
• The pressure exponent βp was based on the measurements at 300K by comparing the
burning velocities at 1 bar with those at 5 bar as well as on the measurements at 365K
by comparing the burning velocities at 1 bar with those at 5 bar and 10 bar. Because
of the strong influence of the equivalence ratio, functions were fitted of the following
form:
φ < 0.6 : βp = 2.90φ
3 − 6.69φ2 + 5.06φ − 1.16 (3.52)
φ ≥ 0.6 : βp = 0.0246φ + 0.0781 (3.53)
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(a) Residuals: effect of temperature, at 1 bar
(b) Residuals: effect of pressure, at 365K
Figure 3.39: Effect of residuals on burning velocities
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Figure 3.40: γ vs. equivalence ratio
Figure 3.41: βp compared with the fitted functions for use in the un correlation
These functions are shown in Fig. 3.41, the linear part was chosen so that there is
continuity in βp at φ = 0.6.
• The effect of residual gases, as expressed by the parameter γ, was estimated at 365K
and 5 bar based on the measurements for φ = 0.5, 0.8 and 1.0. A function was fitted
linearly dependent on φ:
γ = 2.715 − 0.5φ (3.54)
3.6.10 Comparison with other work
Burning velocities and Markstein lengths at NTP
Figure 3.42 plots burning velocities against equivalence ratio, for NTP hydrogen-air mix-
tures. The closed symbols denote stretch-free burning velocities, as measured in this work
and published by Taylor [120], Aung et al. [127] and Vagelopoulos et al. [123]. The open sym-
bols denote other measurements that did not take stretch effects into account, as reported
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in [115], [116], [117] and [118] (see Section 3.5). These experiments result in consistently
higher burning velocities, which is probably caused by either thermodiffusively unstable
flames (with the stretch causing an increase in burning velocity) or flame acceleration due
to cellularity. When comparing the burning velocities predicted by the experimental cor-
relation of Iijima and Takeno [117] with the measurements performed in the present work,
it can clearly be seen that their burning velocities are all in the cellular region. As they
calculated burning velocities from pressure records obtained from bomb explosions, flame
instabilities could not be seen. If the larger radii were used in the derivation of burning
velocities, the flames will have developed cellularity. Figure 3.43 illustrates this: burning
velocity predictions obtained with the correlation of Iijima and Takeno were multiplied by
the density ratio to give flame speeds and were added to the Sn vs. α plot for some NTP
hydrogen-air flames (see Fig. 3.14). The predictions all fall in the cellular region which
explains the consistently higher values. The burner measurements of Liu and MacFarlane
[115] and the double kernel measurements of Koroll et al. [118] also report higher burning
velocities. The deviations with the current measurements increase when going leaner, which
could be explained by the decreasing Markstein number (with Ma negative and thus be-
coming larger in absolute value), resulting in a larger increase in burning velocity when the
flame is positively stretched. The measurements of Liu and MacFarlane are highly stretched
due to the very small nozzle used in their measurements [136]. The burning velocity for a
stoichiometric hydrogen-air mixture predicted by the correlation by Milton and Keck [116]
is lower than the one measured here, which could also be due to stretch (a stoichiomet-
ric hydrogen-air flame is stable and will thus propagate slower when subjected to positive
stretch), if the burning velocity was taken at a small flame radius (i.e., before the onset of
cellularity).
The stretch-free measurements show reasonably good correspondence, although the val-
ues reported by Vagelopoulos et al. [123] are lower than the others. All bomb-derived data
(Taylor [120], Aung et al. [127] and this work) corresponds closely.
Figure 3.42: Laminar burning velocities plotted against equivalence ratio, for NTP hydrogen-air
flames
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Figure 3.43: Flame speed predictions obtained from the correlation by Iijima and Takeno [117]
plotted on Sn vs. α graph
Figure 3.44 compares the burned gas Markstein lengths Lb obtained in this work with the
ones obtained by Taylor [120] and Aung et al. [127]. Both report Markstein lengths obtained
with a different methodology or according to a different definition than used in this work.
They were first recalculated according to Yusoff [137] to yield burned gas Markstein lengths.
There is good to excellent (considering experimental errors) correspondence. The neutral
equivalence ratio (in terms of stability) is found between φ = 0.7 and φ = 0.8. Searby
and Quinard [138] also report Markstein lengths for hydrogen/air flames but only for rich
mixtures.
Figure 3.44: Burned gas Markstein lengths Lb versus equivalence ratio φ, for NTP hydrogen-air
flames
Trends with pressure, temperature and residual gas content
The mean temperature exponent for the 1 bar flames measured in this work, from φ = 0.5
to φ = 1.0, is 1.57, which is situated between the values calculated using the correlation
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by Liu and MacFarlane [115] (see Section 3.5.2, α = 1.64 as a mean between φ = 0.5 and
φ = 1.0) and using the correlation by Iijima and Takeno [117] (see Section 3.5.4, α = 1.53
as a mean between φ = 0.5 and φ = 1.0). The α value for the 1 bar stoichiometric flame,
1.32, is of the same order as the value reported by Milton and Keck [116] for stoichiometric
flames (see Section 3.5.3, α = 1.26). The α value for the 5 bar stoichiometric flame, however,
is much higher: α = 1.83. Of course, it is questionable whether the values obtained from
non-stretch-corrected correlations can be used in a comparison. However, it is done here
because no zero-stretch values exist in the literature.
The pressure exponents obtained in this work are compared with some values derived
from the work of Aung et al. [101] and the value for a stoichiometric mixture by Milton
and Keck [116] in Fig. 3.45. Iijima and Takeno [117] (see Section 3.5.4) also measured the
influence of pressure, but their correlation form is different from the exponential form used
here. To give an indication of the pressure effect derived by these authors, the values given
by their correlation for a 10- and 100-fold increase in pressure were recalculated to give
pressure exponents as used in this work, these are also shown in the figure. The values
derived from the work of Aung et al. are for stretch-free burning velocities, whereas the
values by Milton&Keck and Iijima&Takeno were derived without considering stretch and
instabilities. This probably explains why the value by Milton and Keck is higher than the
values derived from stretch-free burning velocities, as a pressure increase will cause mixtures
to become more unstable, thus advancing the onset of cellularity and the corresponding
flame acceleration, resulting in an overprediction of the burning velocity and thus, the effect
of pressure. The values from Iijima and Takeno are of the same order as measured here,
despite using the same method as Milton and Keck. However, their correlation shows very
little influence of equivalence ratio. The values derived from the data published by Aung et
al. [101] shows a similar transition of β with φ as measured in this work: a negative value for
lean mixtures and a positive one for near-stoichiometric mixtures. However, the behaviour
of β with φ is different, the experiments by Aung et al. show a stronger dependence of βp
on φ and a dependence which is much more linear.
Figure 3.45: Pressure exponent βp versus equivalence ratio φ
No comparison can be made concerning the measured effect of residuals as no other
stretch-free data of hydrogen/air/residuals flames exists.
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3.7 Simulations
3.7.1 Introduction
Due to the ever increasing performance and memory of computers, it has become possible
to calculate the structure and properties of laminar flames. Warnatz already claimed in
1981 [139] that results from calculations of laminar flame properties should be as reliable as
experimental data9. Calculation of laminar flames is done by solving the conservation equa-
tions for a laminar flame, that is, the equations of mass, momentum and energy, adapted
to include the chemical species present, chemical source terms (chemical reaction), multi-
component diffusion, heat flux, . . . The required computing power became available in the
1980s. One of the problems to tackle was how to cope with the large differences in length
and –even more demanding– time scales in combustion. The difference in reaction rate be-
tween two elementary reactions can be several orders of magnitude. This so-called ‘stiffness’
requires special numerical techniques.
The previous sections illustrate the complexities of obtaining reliable experimental data
and interpreting them. Calculation of the laminar burning velocity is considered in this sec-
tion to evaluate the potential for supplementing the experimental data, or replacing experi-
ments altogether. The author contacted the Combustion Technology section of Prof. Dr. de
Goey of the Mechanical Engineering Department at the Technical University of Eindhoven
(TU/e). A one-dimensional chemical kinetics code developed at the TU/e was made avail-
able to the author. This ‘Chem1D’ code [140] allows (among others) to calculate a one-
dimensional planar adiabatic flame, of which the burning velocity is the fundamental lam-
inar burning velocity according to the definition in Section 3.2. It would take us too far
to introduce the governing set of equations which is the starting point for the Chem1D
simulations. The interested reader is referred to the Ph.D. thesis of Somers [141].
3.7.2 Reaction mechanisms for the hydrogen-oxygen system
Chem1D requires a reaction mechanism for the given set of species. Several reaction mech-
anisms for the hydrogen-oxygen system were found in the literature. Warnatz proposed a
mechanism in [139], consisting of 18 elementary reaction steps involving 9 species. He cal-
culated the concentration-, pressure- and temperature-dependence of the burning velocity
of H2-O2-N2 mixtures. The mechanism is given in Appendix C.2. A few years later, Maas
and Warnatz [121] used an extended version of 37 steps involving the same set of species
to investigate ignition processes in the hydrogen-oxygen system. The mechanism is given in
Appendix C.3. Yetter et al. [122] composed a reaction mechanism for CO-H2-O2 mixtures,
consisting of 28 steps involving 13 species. The CO-H2-O2 system was investigated as it
is a sub-mechanism of the reaction mechanism of more complex hydrocarbons. The H2-O2
system is the reaction subset 1–19. The fairly large interest in the H2-O2 system is also
partly explained because it is a fundamental part of any hydrocarbon combustion. The
H2-O2 sub-system by Yetter et al. is given in Appendix C.4. Marinov et al. also composed
a reaction mechanism for the H2-O2 system [142], which they used in [143] to study the
combustion characteristics of hydrogen under the conditions found in ICEs. The mechanism
consists of 20 reaction steps involving 9 species, it is given in Appendix C.5.
9In retrospect, the correct wording should perhaps have been ‘no more unreliable’, as both experimental
and numerical data have had important revisions since
88 CHAPTER 3. HYDROGEN LAMINAR BURNING VELOCITY
These mechanisms were selected because of their frequent use in the literature. Finally,
a very recent scheme proposed by O´ Conaire et al. [144] is given in Appendix C.6, which is
a ‘descendant’ of the reaction mechanism of Yetter et al. A very wide range of experiments
was used to construct and validate this scheme, with particular attention to experiments
conducted at high pressures, relevant to internal combustion engines.
The reaction rate coefficients k used by the mechanisms are given in the form:
k = AT nexp(−E/RT ) (3.55)
Where A is a constant, T is the temperature, n a temperature exponent, E the activation
energy and R the universal gas constant. A comparison between the burning velocities
calculated with the different reaction mechanisms is given in the following section.
3.7.3 Initial results
Simulations at atmospheric conditions were run with the different reaction mechanisms10 to
determine the trend with equivalence ratio. Figure 3.46 shows the laminar burning velocity
as a function of the fuel/air equivalence ratio φ. Only one experimental source was added
to the figure for comparison so as not to overload the graph. The data of Taylor is shown
[120, 119], which corresponds closely to the measurements by the current author reported in
Section 3.6 but extends into the rich region, including the maximum in the burning velocity
versus equivalence ratio curve.
Figure 3.46: ul as a function of φ, comparison between simulations and experimental data
The burning velocities calculated with the mechanism of Maas and Warnatz [121] show
excellent correspondence with Taylor’s measurements in the fuel-rich region, but show a
10The calculations using the mechanism of O´ Conaire et al. were done with Chem1D release 3.0, all others
were done with release 2.0. The N/O chemistry was neglected for all calculations, the C/H/O chemistry in
the mechanism of Yetter et al. was also neglected, as justified in ref. [127]. The calculations with release 2.0
used a ‘mixture-averaged’ transport model [141]; release 3.0 includes an exact solution of multi-component
transport based on the EGlib library [145], this was used for the calculations with O´ Conaire’s mechanism.
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much more rapid decrease of ul with φ in the fuel-lean region. The trend calculated with
Warnatz’ mechanism [139] is very close to the one of Maas and Warnatz, only shifted to
higher values of ul. The mechanisms of Yetter et al. [122] and Marinov et al. [142] have
a comparable behaviour of ul versus φ with the mechanism of Marinov et al. resulting in
substantially lower values. They show better results in the fuel-lean region compared to the
mechanisms of Warnatz, and Maas and Warnatz. Finally, the mechanism of O´ Conaire et
al. [144] clearly gives the best correspondence overall. This is perhaps not so surprising as
the data of Taylor was one of the experimental sources used to validate this mechanism.
It is worth mentioning the large spread in burning velocities obtained with the different
mechanisms: for lean mixtures, the burning velocities can differ by a factor of 2.0 and more;
the maximum burning velocity differs by 0.5m/s. As most mechanisms contain the same
elementary reactions, this indicates the strong influence of the reaction rate coefficients. A
small change in these coefficients can have a very strong effect on the behaviour of the mech-
anism. To illustrate this, a sensitivity analysis was performed for the mechanism of Yetter et
al. to look at the reactions determining the pressure behaviour. Such an analysis calculates
the relative change in burning velocity when the reaction rate constant A (eq. (3.55)) of
one of the reaction steps in the mechanism is changed [141]. The sensitivity of the burning
velocity to the elementary reactions was calculated for a temperature of 300K and pressures
of 1, 4, 8 and 16 bar, and is shown in Figure 3.47 (the analysis was also done for Tu = 400K
and is completely analogous). The reactions with the largest effect on the burning velocity
are the chain reactions 1-2-3, the recombination reaction 8a, the HO2-formation reaction 9a
and the HO2 consumption reactions 10 and 11 (see Appendix C.4). All sensitivities increase
with increasing pressure, except the sensitivity to reaction 9a which decreases. Increasing
pressure increases the number of collisions and promotes the third-body reactions. The
‘negative’ sensitivities to reactions 8a and 10 reflect the decrease in burning velocity caused
by promoting these reactions, as they both consume radicals to form stable products. The
analysis also shows the competition between reactions 1 and 9a:
H +O2 = O +OH
H +O2 +M = HO2 +M
reported by Warnatz [139] and Marinov et al. [143] to have a great impact on the pressure
behaviour of the hydrogen-oxygen system.
Having identified the reactions with the largest effect on the burning velocity, it is
possible to try to ‘tune’ the rate constants to change the behaviour of the mechanism. The
rate constants of the chain branching reactions 1-4 are well known, but on the rate constant
of reaction 9a there still exists large uncertainty (see e.g. [146, 147]). Tuning a reaction
mechanism is however a significant undertaking, changing rate coefficients to match data
at particular conditions often ruins the correspondence at other conditions. A well known
example is the GRI-Mech mechanism, optimized for methane oxidation the hydrogen sub-
mechanism fails to perform well for hydrogen combustion. An excellent overview of the
uncertainties on the relevant parameters in hydrogen-air combustion is presented by Dixon-
Lewis [148].
In the following, the experimental results by the current author are compared with
calculations using the reaction mechanism of O´ Conaire et al.
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Figure 3.47: Sensitivity analysis with the mechanism of Yetter et al.
3.8 Comparison between measurement and simulation
Figure 3.48 shows the laminar burning velocity versus fuel/air equivalence ratio for three
temperatures, at a pressure of 1 bar. The experimental data shown is the data ‘corrected’ to
the exact temperatures given, see Section 3.6.9. At first sight, the correspondence between
measurement and calculation is reasonably good. However, when plotting temperature
exponents αT according to the definition in Section 3.6.9, equation (3.47), the calculations
clearly result in a much stronger temperature dependence, see Fig. 3.49. Moreover, the
calculated temperature exponent increases dramatically as the fuel/air equivalence ratio
decreases. No such increase is seen in the experimental temperature exponents.
Figure 3.50 shows the laminar burning velocity versus fuel/air equivalence ratio for three
pressures, at a temperature of 365K. The stretch-free burning velocities ul from the cal-
culations are compared with experimental stretched burning velocities un,10mm, see Section
3.6.9. The crossover that was found for the experimental data (un,10mm increasing with p
for φ > 0.4, decreasing with p for leaner mixtures) is not found in the simulation results.
These predict a decrease of ul with p, regardless of the equivalence ratio. No calculated
values at the higher pressures are given at φ = 0.3 because of convergence difficulties at
these lean mixtures.
Finally, Fig. 3.51 shows the laminar burning velocity ul versus residual gas (volume)
fraction f , for four equivalence ratios, at 1 bar and 365K. For the richer mixtures (φ = 0.8
and φ = 1.0), the trend with f predicted by the calculations corresponds well with the
experimental data. The correspondence for the leaner flames is less satisfactory, although
the trend seems reasonable.
Overall, the calculations seem to break down for (very) lean mixtures and higher pres-
sures. For moderately lean to stoichiometric mixtures, the effect of temperature and dilution
with residuals is predicted reasonably well. Simulations of the effect of residuals could thus
be considered, for a larger range of conditions than measured in Section 3.6, as the experi-
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Figure 3.48: ul as a function of φ, for different Tu, comparison between simulation using the
mechanism of O´ Conaire et al. and present experimental data
Figure 3.49: Temperature exponent αT as a function of φ, comparison between simulation using
the mechanism of O´ Conaire et al. and present experimental data
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Figure 3.50: ul as a function of p, comparison between simulation using the mechanism of O´
Conaire et al. and present experimental data
Figure 3.51: ul as a function of f , comparison between simulation using the mechanism of O´
Conaire et al. and present experimental data
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ments with residuals are rather cumbersome. Tuning of the reaction mechanism was briefly
considered, but proved to be very difficult: changing the pressure behaviour involved large
changes in the reaction rate coefficients which had a detrimental effect on the equivalence
ratio and temperature dependences.
3.9 Conclusion
In summary, a literature study showed the lack of data on hydrogen burning velocities at
engine-like conditions and the importance of an experimental set-up that involves a well-
defined stretch rate. The effects of flame stretch and the appearance of flame instabilities
was discussed to highlight the strong influence especially at pressures approaching engine
conditions. Measurements of laminar burning velocities of mixtures of hydrogen, air and
residuals, at a range of pressures and temperatures, obtained by the current author were
presented. Hydrogen flames were shown to be unstable at engine-like conditions, preventing
the derivation of stretch-free burning velocities at the higher pressures. Burning velocities
at a flame radius of 10mm were recorded to allow the evaluation of trends with pressure,
temperature and residual gas fraction at these unstable conditions. A method to derive
stretch-free burning velocities from unstable flames is described as the most viable option
in the future (see Section 3.3.2). Finally, calculations with a one-dimensional chemical
kinetics code show there is still a lot of room for improvement of hydrogen-oxygen reaction
mechanisms.

Chapter 4
Turbulent burning velocity
4.1 Introduction and definition
As stated in the introductory chapter, the goal of this work is the development of a fast
simulation program for the combustion of hydrogen in spark ignition engines. The main
interests are the pressure development in the engine cylinders (being directly related to the
power output and the efficiency), the flame development (flame radius) and emissions. A
convenient way of calculating the fuel mass burning rate (resulting in the pressure devel-
opment) is through the use of a burning velocity. This chapter is devoted to the turbulent
burning velocity. Contrary to the laminar burning velocity, it depends not only on the mix-
ture properties but also on the flow, the geometry and the history of the flame. This can
cause even greater confusion concerning definitions and terminology as compared to laminar
flames (see Section 3.2) [84]. Here, the distinction is made between an ‘entrainment’ burning
velocity ute and a ‘production’ burning velocity utr, analogous to the distinction made for
laminar flames and related to the entrainment of unburned gas into the flamefront and the
appearance of burned gas behind the flamefront, respectively:
utx =
m˙x
ρuA
(4.1)
with ‘x’ either ‘e’ or ‘r’. These definitions require a surface area for evaluation of the mass
entrainment/burning rates. There is uncertainty on the most relevant/appropriate/practical
choice for this surface area [84, 107], due to the turbulent flame thickness. Choices can be
for instance a surface enclosing a mass of unburned gas equal to the amount of burned gas
ahead of it (probably relevant to the pressure development in engines), or the mean surface
from schlieren images (practical). For statistically spherical turbulent explosion flames, the
radius of the sphere enclosing an equal volume of unburned gas as there is burned gas outside
it was related to the mean schlieren radius by Bradley et al. [107]. In the remainder of this
chapter, the turbulent burning velocity will be designated as ut and will be distinguished
(ute/utr) where needed for clarity.
The following sections give a brief overview of the understanding throughout the years of
the physical mechanisms governing turbulent combustion, underlining the dominating mech-
anisms in lean to stoichiometric hydrogen flames and the different approaches to modelling
the turbulent burning velocity. A limited set of measurements in a turbulent combustion
bomb were made by the present author which are presented next, after which turbulent
burning velocity models and correlations are selected for evaluation in the engine code.
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4.2 Conceptual understanding
4.2.1 Phenomenology
For weak to moderate turbulence, it is well known that the turbulent burning velocity
increases with the rms turbulent velocity u′ [149, 150]. For internal combustion engines,
this keeps the burning time expressed in degrees crank angle quite constant for variable
engine speeds [151]. The increase in turbulent burning velocity with u′ can be explained by
the increased flame surface area due to the turbulent wrinkling of the flame. For very low
u′, the ratio ut/ul increases almost linearly with the ratio u
′/ul [152].
For stronger turbulence and thus higher u′, the turbulent burning velocity ut increases
less with u′ and can even decrease [152, 153, 154], this is known as the bending of the ut
versus u′ curve. The decrease is explained by increasing quenching due to excessive stretch
[153, 154]. Thus, surface production competes with flame quenching.
These competing mechanisms result in a clear difference in ut behaviour for low and high
u′/ul, which asks for a difference in modelling approach [71, 105, 150, 155, 156]. The increas-
ing importance of counter-gradient transport1 for low u′/ul is an additional complicating
factor.
There has been some uncertainty concerning the continuity of a turbulent flame front.
Separation of burned gas ‘fingers’ by strong turbulent motion could be conceived; or a strong
turbulent flow tearing up a flame front; or flame ‘fingers’ joining and creating pockets of
unburned gas behind the flame front. However, there is evidence of a continuous flame
surface for most conditions and applications, apparently separated burned gas zones can be
seen protruding from the flame front and forming flame ‘fingers’ or ‘peninsulas’ [84, 157].
Lipatnikov and Chomiak [105] have recently reviewed the experimental data on the
turbulent burning velocity and tried to derive the trends of ut with u
′, ul, the integral
length scale of turbulence Λ, pressure p and transport properties (thermal diffusivity DT ).
Research into the effect of pressure on ut is relatively recent [104, 152, 158]. The main
findings are summarized in the functional dependence of ut on the above quantities:
• u′: for moderate turbulence, all data indicates ut ∼ u′α1 , with the exponent α1 between
0.5 and 1
• ul: the dependence of ut on ul found from numerous experiments can be summarized
in ut ∼ ulα2 , with α2 ranging from 0.5 to 0.8
• Λ: there is great uncertainty on the influence of the integral length scale on ut and
there exists contradictory data. The only consensus is that there is indeed a relation
between ut and Λ, most data indicates an increase of ut with Λ, thus ut ∼ Λα3 but
with a very wide range in α3
• p: there is evidence of an increase in ut with pressure, but the corresponding pressure
exponent is uncertain. At higher pressures, the turbulent flame structure is more finely
wrinkled [104, 152, 158]
• transport properties: there is little data on the influence of (unburned gas) transport
properties on ut, ut seems to decrease with increasing thermal diffusivity [105]
1Transport in a direction opposite to the normal gradient turbulent diffusion in non-reacting turbulent
flows, this can occur when the flow field near the flame is dominated by thermal dilatation due to chemical
reaction [155, 156]
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The dependence of ut on u
′ is physically explained above, explanations for the dependence
on the other quantities are given in the following.
It is noteworthy that a fully developed turbulent flame, in the sense of a constant tur-
bulent flame speed and flame thickness, has never been experimentally observed [106, 159],
several authors even question its theoretical existence [105]. In practical applications such
as engines, turbulent flames are never fully developed. The reasons for this and modelling
approaches are discussed in Sections 4.5 and 5.5.2.
4.2.2 Role of instabilities and effects of stretch
The causes and effects of stretch and laminar flame instabilities have been discussed in Sec-
tion 3.3 and illustrated throughout in the measurements reported in Section 3.6. Numerous
turbulent combustion models assume that the turbulent motion ‘erases’ the flame instabili-
ties so that these have no effect on the turbulent burning velocity, while others assume that
instability effects are only felt at low u′/ul (see later in Section 4.2.4). Here, an overview is
given on work evaluating the extent to which stretch and laminar flame instabilities influence
turbulent combustion.
Measurements
• Bradley and co-workers: Abdel-Gayed et al. [149] investigated the effect of the Lewis
number Le (and thus, the laminar flame stability) by measuring the turbulent burning
velocity in a fan-stirred bomb using a double kernel method. The measurements
comprised hydrogen, propane and iso-octane, mixed with air, with various equivalence
ratios, and indicated an increase in ut for unstable mixtures. Later, Abdel-Gayed
et al. [153] compiled all known data on the turbulent burning velocity and found a
confirmation of this trend, additional measurements by the authors using the fan-
stirred bomb also revealed the existence of cellular structures in the turbulent flame
for thermo-diffusively unstable flames. Recent measurements by Bradley et al. [107] of
the turbulent burning velocity in a (different) fan-stirred bomb of statistically spherical
explosion flames showed an increase in the ratio ut/ul for decreasing Markstein number
Masr for mixtures with the same u
′/ul (see Sections 3.3.2 and 3.6.3).
• Faeth and co-workers: Wu et al. [160, 161] used a turbulent jet burner to measure
turbulent burning velocities for hydrogen/air mixtures with various equivalence ratios.
The measurements not only showed an increase in ut for unstable mixtures, but also
a ‘dampening’ of turbulent fluctuations and thus decrease of ut for stable mixtures.
Later, Aung et al. [106] reported measurements of statistically spherical explosion
flames in a fan-stirred bomb. Mixtures of hydrogen, nitrogen and oxygen were prepared
with almost identical laminar burning velocities but different thermo-diffusive stability
(stable/neutral/unstable); and mixtures of propane/air with similar ut but varying
stability. Again, ut clearly increased for unstable mixtures. Both measurements on
the burner and the bomb showed a strong dependence of ut on the mixture stability
even for strong turbulence.
• Koroll et al. [118] (see also Section 3.5.5) recorded schlieren photographs of double
kernel explosions in a fan-stirred bomb using hydrogen/air mixtures of varying equiv-
alence ratio. They found a dependence of ut/ul on the equivalence ratio, with the
ratio being much higher for lean mixtures.
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• Goix and Shepherd [99] used a stagnation point flame burner to compare ut for lean
hydrogen/air and propane/air flames with similar laminar burning velocities. At sim-
ilar rms turbulent velocities, the turbulent burning velocity for the hydrogen mixture
was higher than that for the propane mixture. The fractal dimension of the flame
surface was compared and was found to be larger for the hydrogen mixture. The ra-
tio ut/ul was much higher than the surface area ratio wrinkled/smooth, indicating a
substantial difference in local flame speeds.
• Renou et al. [162] measured local flame speeds of spark-ignited flames in a vertical
wind tunnel, for stoichiometric methane/air and propane/air mixtures and lean hy-
drogen/air mixtures. The probability density function (pdf) of local flame speeds was
strongly dependent on the Lewis number. For the lean hydrogen/air mixtures, the pdf
was much broader indicating the strong effect of stretch on the local flame speed.
• Kobayashi and co-workers: Kobayashi et al. [152] report turbulent burning veloci-
ties for lean C2H4/air and C3H8/air mixtures measured on a Bunsen burner in a
pressurized chamber. The ratio ut/ul was found to increase with decreasing Lewis
number. This work was extended in a later article by Kobayashi and Kawazoe [104]
with measurements of CH4/air and C3H8/air mixtures using the same set-up. An
instability lengthscale was calculated for the corresponding laminar mixtures and ad-
ditional flame surface creation was observed for the turbulent flames if this lengthscale
was lower than the smallest turbulent wrinkling scale.
• Kido and co-workers: Kido et al. [163] measured local flame speeds of methane,
propane and hydrogen turbulent flames in the weak turbulence region (low u′) with
identical laminar burning velocities using a fan-stirred bomb. For a fixed u′, the surface
area ratio turbulent/laminar was almost constant but the turbulent burning velocity
was very different, caused by a strong difference in local flame speeds. The variation
in local flame speeds could be qualitatively explained from the preferential diffusion
concept. Later, Kido et al. [164] measured turbulent lean hydrogen flames, of different
equivalence ratio but similar laminar burning velocity, again for low u′, in the fan-
stirred bomb. The turbulent burning velocity increased strongly for leaner mixtures,
although the relative increase was found to be much smaller beyond an equivalence
ratio of φ = 0.5/λ = 2.0. Again, this was found to be qualitatively consistent with
changes in local flame speeds due to changes in the local equivalence ratio caused by
the preferential diffusion effect.
• Lipatnikov et al. [165] review measurements using a fan-stirred bomb on turbulent
burning velocities for lean hydrogen/air mixtures with similar ul but different Lewis
numbers and found a difference in dut/du
′ amounting to an order of magnitude. The
turbulent burning velocity was found to be strongly dependent on the Lewis number
even for strong turbulence (u′/ul  1). The authors also report a decrease in the
smallest wrinkling scale for decreasing Le.
Simulations
• Trouve´ and co-workers: Rutland and Trouve´ [166] report three-dimensional direct nu-
merical simulations (DNS) using a single step irreversible chemical reaction, assuming
a constant density and varying the Lewis number (0.8, 1, 1.2). The turbulent burning
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velocity increased with decreasing Le. A strong, nearly linear, correlation was found
between the local flame speed and the flame front curvature, consistent with preferen-
tial diffusion theory. However, no correlation was found between strain rate and the
local flame speed. At the global (average) level, curvature effects were found to cancel
in contrast to strain effects. The local curvature was predominantly cylindrical, caused
by the flame wrinkling around vortex tubes. Boughanem and Trouve´ [167] propose
a criterion for the domain of influence of flame instabilities in turbulent combustion,
based on flamelet theory. They found the effect of instabilities on ut to increase for
low u′/ul, high Λ/δl, high heat release and small Lewis numbers. This criterion was
tested using three-dimensional DNS with a single step irreversible chemical reaction
and setting the Lewis number to unity. The validity of the criterion was confirmed.
Unstable flames showed increased flame surface wrinkling. The authors warn that
flame instabilities are of importance for most flame-flow conditions that can currently
be treated using DNS.
• Chen and Im: Chen and Im [168] looked at the correlation of flame speed with stretch
in turbulent methane/air flames using two-dimensional DNS with detailed chemistry.
Lean and stoichiometric flames were simulated and it was shown that for moderate
stretch rates the local correlation between flame speed and stretch was approximately
linear. However, large negative stretch rates (compression) were also found, obtained
solely through curvature effects, and causing an overall nonlinear correlation of flame
speed with stretch. Changes in flame speed were consistent with preferential diffusion
theory. Chen and Im [169] also looked at hydrogen/air flames, for equivalence ratios
ranging from lean to rich, again using 2D DNS with detailed chemistry. Strong inter-
actions between stretch and preferential diffusion were found to exist in the turbulent
flames, the local correlations between burning velocities and strain and curvature were
according to expected diffusive-thermal effects. Im and Chen [170] expanded the work
on hydrogen/air flames studying the interaction of twin premixed hydrogen/air flames
with 2D DNS and detailed chemistry, interaction of both rich-rich and lean-lean flames
were studied. The local flame front response to turbulence was according to the pref-
erential diffusion mechanism. This resulted in a significant burning rate enhancement
for the lean-lean case. This was caused by the global positive stretch on the flame sur-
face, increasing the local flame speed; as well as by a ‘self-turbulization’ and increased
flame wrinkling.
Discussion
The measurements and simulations reviewed above clearly indicate the existence of an effect
of flame instabilities on the turbulent burning velocity, that can be very strong in some cases.
The influence of pressure was not discussed in the above. One could assume that the effect
of local stretch on ut will decrease with pressure [84, 152], as Markstein numbers have
been shown to decrease with p (see e.g. [89, 91, 129]) and the flame thus gets less sensitive
to stretch. However, flames at higher pressure have also been shown to get increasingly
unstable, as demonstrated in Chapter 3 with the dependence of the onset of cellularity
on pressure and as explained in Section 3.3.3. As discussed in Section 4.2.1, ut increases
with pressure and turbulent flames have been shown to be more finely wrinkled at higher
pressures, which suggests an increasing instability and a larger effect on ut as pressures
increase [102]. Flame instability effects can thus be expected to be relevant to the turbulent
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combustion in spark-ignition engines.
4.2.3 Turbulent hydrogen-air combustion
Due to the very high mass diffusivity of hydrogen, hydrogen mixtures show a very pro-
nounced preferential diffusion effect. A majority of the work reported in the previous sec-
tion used hydrogen mixtures exactly for that reason and several authors advance turbulent
lean hydrogen combustion as the most challenging test for turbulent combustion models
[160, 165]. Practical mixtures in hydrogen engines (stoichiometric to lean) will most prob-
ably show increased turbulent burning velocities because of instability effects. Heywood
and Vilchis [74] compared spark ignition engine operation on hydrogen and propane, with
stoichiometric mixtures, by recording schlieren photographs of the flame development in an
optically accessible square piston engine. The turbulent flame speed for the propane mix-
ture was an order of magnitude larger than the laminar flame speed whereas for hydrogen
it was of the same order2 (though larger). The characteristic wrinkling scale was found to
be smaller for the hydrogen flames.
As discussed in Section 4.2.1, there is a difference in behaviour of ut with u
′ between
low and high u′/ul. For typical hydrocarbon combustion, u
′/ul is quite high and therefore
a lot of turbulent combustion models start from this assumption. For hydrogen however,
this ratio is much lower at near-stoichiometric conditions due to the high laminar burning
velocities, and this assumption is invalid.
4.2.4 Modelling
The approaches to modelling turbulent combustion changed throughout the years as the un-
derstanding of the relevant mechanisms gradually improved. Initially, turbulent combustion
models assumed the sole effect of turbulence to be an increase in flame surface area through
turbulent wrinkling based on the observations showing an increase in ut with u
′ (see Section
4.2.1). These models only implement a dependence of ut on u
′ and ul; these models are
numerous and are still popular today (for examples, see Section 4.4 and ref. [71]).
As more measurements were published, more phenomena became apparent that could
not be explained when only considering flame surface wrinkling (e.g. the bending of the ut
versus u′ curve). Models were proposed that included quenching effects at excessive flame
stretch [154, 171]. Later on, various ut correlations based on experimental data or obtained
through theoretical work were proposed with extra dependences: mostly a length scale of
turbulence and a transport property of the unburned mixture, for a better correspondence
with measurements or resulting from explicit inclusion of stretch effects (for examples, see
Section 4.4). Also, the effects of turbulence on surface wrinkling as well as on local flame
speeds assuming a linear relation between flame speed and flame stretch (see eq. (3.35))
were modelled [172].
However, for increasing stretch a linear relation between flame speed and flame stretch
no longer applies, as demonstrated through simulations of highly perturbed laminar flames
[173], DNS of turbulent flames [168] as well as through experimental data [165]; despite the
larger range of applicability of the linear relation than could be assumed from theoretical
considerations [168]. Models accounting for this observation are few and still in their infancy.
Lipatnikov et al. [165, 173] propose a model based on the leading point concept, which (in
2Note that the laminar flame speeds used in their work were taken from [116] and included stretch effects.
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simplified terms) assumes the global reaction rate to be primarily dominated by the faster
burning parts of the flame. Measurements by Kido et al. [163, 164] seem to confirm this
mechanism with observations of ‘active’ (in the case of lean hydrogen: the convex parts)
and ‘inactive’ parts of a flame front. The model proposed by Lipatnikov et al. starts from
an experimental ut correlation and substitutes the chemical (laminar) time scale (τl = δl/ul)
with a time scale calculated from the ‘laminar consumption velocity’ of ‘critically perturbed
flamelets’, obtained through simulations of stretched laminar flames [173] (see later, Section
4.4). Other approaches are suggested by Kobayashi et al. [104] and Bradley et al. [103] that
start from the laminar stability theory mentioned in Section 3.3.2.
Ultimately, models that include flame front wrinkling as well as stretch dependent local
flame speeds through a stretched laminar flamelets library are envisaged but such a library
asks for much more data than is currently available (namely, laminar burning velocities,
strain and curvature Markstein lengths, for a large range of pressure, temperature and
mixture composition). Areas requiring more research in order to work towards such models
are suggested by Bradley [102]. There is also uncertainty on this approach, however [105], as
these models use a library of steady stretched flamelets, whereas flamelets have been shown
to behave differently under transient stretch [93] (e.g. being more resistant to quenching
under transient than under steady stretch).
Most of the above models use the assumption of a thin reaction regime, in which a
thin interface (the flame front) separates burned from unburned gases. The turbulence is
thus assumed to have no effect on the laminar flame thickness (apart from stretch effects)
and the reaction zone is assumed to be that of a stretched laminar flame, implying that no
turbulent eddies can penetrate the reaction zone (flamelet regime, see also Section 1.7). This
assumption seems to be justified in regions beyond that based on theory, see eq. (1.1) that
expresses the flamelet regime to be valid if the smallest turbulent length scale, ηK , is larger
than the laminar flame thickness δl: even if a portion of turbulent length scales is small
enough to enter the flame front, these small eddies rapidly dissipate in the preheat zone and
are unable to affect the thin reaction zone [105]. An alternative turbulent length scale called
the Gibson scale has been proposed for the delineation of the flamelet regime [174, 175].
Earlier observations already indicated that eq. (1.1), the Klimov-Williams criterion, was
probably too strict [154]. This is confirmed by recent measurements [176, 177] that show
that the penetration of the smallest eddies in the preheat zone can broaden this zone but
do not affect the reaction zone and the flame propagation. The wider domain of validity of
the flamelet assumption is further confirmed by DNS results [168, 178].
4.3 Combustion bomb measurements
4.3.1 Introduction
During the present author’s stay at Leeds University (see Section 3.6.2), it was also possible
to measure turbulent burning velocities of hydrogen/air mixtures. These are reported in the
following sections and compared to turbulent burning velocity model predictions in Section
4.5.
4.3.2 Experimental and methodology
The experimental set-up is the same as described in Section 3.6.2: a spherical combustion
vessel with four fans each driven by an electric motor of which the speed is independently
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variable. For the turbulent measurements, these fans are used to create a central region
of isotropic turbulence. The speed of the fans is adjustable from 200 to 10000 rpm. The
corresponding turbulence parameters were calibrated using laser doppler velocimetry (LDV)
[179], the turbulence within the central region was found to be uniform and isotropic with
no significant mean velocity. The rms turbulent velocity u′ (m/s) was found to vary linearly
with fan speed fs (rpm) according to:
u′ = 0.00118fs (4.2)
enabling a maximum rms turbulent velocity of 12m/s. The turbulent integral length scale
Λ was found from two point spatial correlation using a second LDV system, it was found to
be independent of fan speed and equal to 20mm. Mixtures were prepared and ignited as
described in Section 3.6.2.
Because of the very rapid flame development of hydrogen/air mixtures, it proved impos-
sible to use schlieren photography to determine turbulent burning velocities. For the laminar
measurements, framing rates could be increased by reducing the height of the frames, en-
abled by the laminar flames being nearly perfect spheres. Turbulent flames however need to
be captured fully because of the increased wrinkling and distortion of the flame front surface.
Schlieren pictures were taken for some measurements but the number of frames captured
was insufficient for flame speed calculations. An example of a turbulent hydrogen/air flame
is shown in Fig. 4.1, this is a φ = 0.4/λ = 2.5 flame at u′ = 6m/s, 370K and 5 bar. Note
the finely wrinkled flame surface.
Figure 4.1: Schlieren picture of a turbulent hydrogen/air flame
Therefore, turbulent burning velocities were derived from the recorded pressure devel-
opment in the combustion bomb using the methodology described in Section 3.6.4. The
turbulent burning velocities thus derived correspond with the utr definition of eq. (4.1).
The aim of the turbulent measurements reported here is solely to demonstrate trends that
can be used to perform an a priori evaluation of turbulent combustion models, the aim is
not to present quantitative data. Qualitatively, schlieren and pressure derived data give
similar results [64, 105]. To account for the stochastic nature of turbulence, 5 measurements
were recorded at each condition. The calibration factor of the piezoelectric charge amplifier
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was set so that the full range of the analogue to digital converter was used to record the
first bar of pressure rise. The data acquisition was done at a rate of 50 kHz, which unfor-
tunately proved to be on the low side when processing the measurements. For a qualitative
analysis this was however not so crucial. Figure 4.2 shows the pressure traces recorded at
φ = 0.4/λ = 2.5 flame at u′ = 6m/s, 365K and 5 bar. These particular pressure traces show
some spread in initial pressure. Time ‘zero’ is the start of the triggering of the ignition coil
and data acquisition (and camera, if schlieren images are recorded). The delay between coil
triggering and the actual spark can clearly be seen, it is about 4.3ms as stated in Section
3.6.2. In subsequent graphs of pressure development, the first 5ms are not shown because
of this delay and the additional time elapsed before a clear increase in pressure.
Figure 4.2: Pressure development of turbulent hydrogen/air flames
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4.3.3 Measurement conditions
Turbulent hydrogen/air flames were measured at two pressures, 1 and 5 bar; three equiva-
lence ratios, φ = 0.4/λ = 2.5, φ = 0.6/λ = 1.7 and φ = 0.8/λ = 1.25; and four rms turbulent
velocities, u′ = 1, 2, 4 and 6m/s. All measurements were done at 365K, the measurement
conditions are shown in Table 4.1.
These equivalence ratios and rms turbulent velocities are representative of the conditions
in hydrogen fuelled spark ignition engines: the rms turbulent velocity in an engine, around
top dead center, has been shown to be about half the mean piston speed (see Section 5.5.1),
so that u′ = 6m/s corresponds to 3600 rpm assuming a stroke of 0.1m.
1 bar, 365K 5 bar, 365K
φ = 0.4/λ = 2.5
u′ = 1m/s
φ = 0.4/λ = 2.5
u′ = 1m/s
u′ = 2m/s u′ = 2m/s
u′ = 4m/s u′ = 4m/s
u′ = 6m/s u′ = 6m/s
φ = 0.6/λ = 1.7
u′ = 1m/s
φ = 0.6/λ = 1.7
u′ = 1m/s
u′ = 2m/s u′ = 2m/s
u′ = 4m/s u′ = 4m/s
u′ = 6m/s u′ = 6m/s
φ = 0.8/λ = 1.25
u′ = 1m/s
φ = 0.8/λ = 1.25
u′ = 1m/s
u′ = 2m/s u′ = 2m/s
u′ = 4m/s u′ = 4m/s
u′ = 6m/s u′ = 6m/s
Table 4.1: Measured turbulent conditions
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4.3.4 Turbulent burning velocity versus time
Figures 4.3 through 4.6 plot the turbulent burning velocities utr versus time. Figure 4.3
plots the burning velocities of the three measured equivalence ratios at an rms turbulent
velocity u′ of 1m/s. Figures 4.4 through 4.6 are for u′ = 2m/s, 4m/s and 6m/s. The
1 bar measurements are shown on the left, the 5 bar measurements on the right. During the
first seconds, a lot of noise can be seen, caused by the very small pressure rises at that time.
The noise decreases as u′ increases, as the burning velocities increase and the pressure rise
is faster.
(a) 1 bar (b) 5 bar
Figure 4.3: Burning velocity versus time for u′ = 1m/s
(a) 1 bar (b) 5 bar
Figure 4.4: Burning velocity versus time for u′ = 2m/s
The burning velocities increase with increasing rms turbulent velocity, and seem to be
slightly higher for a given radius at the higher pressure. The difference in burning velocity
between the three equivalence ratios decreases as u′ increases. Figure 4.7 groups burning
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velocities at a particular equivalence ratio, plotting burning velocities for the different rms
velocities. A very strong increase of utr with u
′ can be seen for the leaner mixtures (compare
the φ = 0.4 flames with the φ = 0.8 flames).
(a) 1 bar (b) 5 bar
Figure 4.5: Burning velocity versus time for u′ = 4m/s
(a) 1 bar (b) 5 bar
Figure 4.6: Burning velocity versus time for u′ = 6m/s
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(a) φ = 0.4/λ = 2.5, 1 bar (b) φ = 0.4/λ = 2.5, 5 bar
(c) φ = 0.6/λ = 1.7, 1 bar (d) φ = 0.6/λ = 1.7, 5 bar
(e) φ = 0.8/λ = 1.25, 1 bar (f) φ = 0.8/λ = 1.25, 5 bar
Figure 4.7: Burning velocity versus time
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4.3.5 Turbulent burning velocities versus radius
Figures 4.8 through 4.11 plot the turbulent burning velocities utr versus an equivalent radius
rb (see Section 3.6.4), which is the radius of a sphere occupying the burned gas volume leading
to the recorded pressure rise. Figure 4.8 plots the burning velocities of the three measured
equivalence ratios at an rms turbulent velocity u′ of 1m/s. Figures 4.9 through 4.11 are
for u′ = 2m/s, 4m/s and 6m/s. The 1 bar measurements are shown on the left, the 5 bar
measurements on the right. The trends observed in the previous section are again visible.
Plotted against rb, it can be seen more clearly that the difference in burning velocities for the
different equivalence ratios decreases for increasing u′. Figure 4.12 groups burning velocities
at a particular equivalence ratio, plotting burning velocities versus radius for the different
rms velocities.
(a) 1 bar (b) 5 bar
Figure 4.8: Burning velocity versus equivalent burned radius for u′ = 1m/s
(a) 1 bar (b) 5 bar
Figure 4.9: Burning velocity versus equivalent burned radius for u′ = 2m/s
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(a) 1 bar (b) 5 bar
Figure 4.10: Burning velocity versus equivalent burned radius for u′ = 4m/s
(a) 1 bar (b) 5 bar
Figure 4.11: Burning velocity versus equivalent burned radius for u′ = 6m/s
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(a) φ = 0.4/λ = 2.5, 1 bar (b) φ = 0.4/λ = 2.5, 5 bar
(c) φ = 0.6/λ = 1.7, 1 bar (d) φ = 0.6/λ = 1.7, 5 bar
(e) φ = 0.8/λ = 1.25, 1 bar (f) φ = 0.8/λ = 1.25, 5 bar
Figure 4.12: Burning velocity versus equivalent burned radius
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4.3.6 Qualitative trends
The mean turbulent burning velocity at an equivalent burned radius rb of 30mm was
recorded, when the flame diameter is three integral length scales, this burning velocity
is designated as utr,30mm. Figure 4.13 plots this burning velocity versus rms velocity, for
the three equivalence ratios. The 1 bar measurements are shown on the left, the 5 bar
measurements on the right. It can be seen that the turbulent burning velocities could be
well described using a linear correlation with u′, although a slight bending of the curves is
noticeable for the 1 bar measurements.
(a) 1 bar (b) 5 bar
Figure 4.13: Turbulent burning velocity utr,30mm versus rms turbulent velocity u
′
Figure 4.14 plots the burning velocity utr,30mm normalized by the laminar burning ve-
locity ul (1 bar flames) or the burning velocity un,10mm (5 bar flames) versus the ratio of
rms turbulent velocity to ul/un,10mm, for all measurements. Linear fits are also shown, with
the equation describing them as well as the correlation coefficient of the least squares fit.
The data collapses almost perfectly onto the linear fits, with a slightly larger spread for the
5 bar data. The fits are very close to ut = u
′ + ul. This is somewhat surprising, considering
the findings discussed in Section 4.2.2. However, the equivalence ratios where the literature
reports substantial deviations from the linear relation, are leaner than the leanest mixtures
used in the measurements.
4.4 Turbulent burning velocity models
4.4.1 Selection
In the following, a number of models or correlations for the turbulent burning velocity are
briefly described that were selected for evaluation in the hydrogen SI engine power cycle
code. The description is according to the original references, the way they are used in the
engine code is shown in the next chapter. The models are all given for the case where the
flame is experiencing the whole turbulence spectrum, flame development issues are discussed
in Section 4.5. The selection is somewhat arbitrary, as numerous models exist and no single
model has yet been advanced as the most widely applicable. It is even likely that different
models should be chosen depending on the engine operating condition, see Section 1.7: two
combustion regimes are of interest for SI engines, with possibly different mechanisms of
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(a) 1 bar (b) 5 bar
Figure 4.14: Burning velocity ratio versus ratio of rms turbulent velocity to laminar burning
velocity
burning rate enhancement through turbulence. Nevertheless, all models evaluated assume
the flamelet regime to be valid, at least for the reaction zone. In other words, all models
assume the chemical reaction zone to be a thin interface separating products from reactants,
with no turbulent eddies able to penetrate the reaction zone.
Some models also assume the preheat zone thickness to be smaller than the smallest
turbulent lengthscale. As stated in the above, even when this is not the case the turbulent
burning velocity is probably unaffected. All models chosen for evaluation have been widely
demonstrated and used, as described in the next sections. In Section 4.5, the trends obtained
with the models are compared to the trends obtained from the measurements that were
described in the previous sections.
4.4.2 Damko¨hler and derivatives
As mentioned in Section 4.2.4, a large number of models have been proposed that assume
the sole effect of turbulence on the burning rate is flame front wrinkling leading to an
increased flame surface area. Thus, the burning velocity ratio ut/ul is assumed to equal
the flame surface area ratio At/Al, where At is the wrinkled flame surface area and Al is
the area of the ‘smooth’, mean, flame surface area (e.g. the cross section of a duct in which
a flame is propagating, or the equivalent sphere for explosion flames). Damko¨hler (1940)
related this area ratio to the rms turbulent velocity divided by the laminar burning velocity:
At/Al ∼ u′/ul, which gives ut ∼ u′, claimed to be valid for large u′/ul. Many engine
combustion models still use this idea, although most use ut ∼ u′+ul to recover the laminar
burning velocity when u′ → 0.
This assumption has been used in most ‘entrainment’ models. The name derives from
the seminal work of Blizard and Keck [151]. They postulated a combustion mechanism
existing of an entrainment into the flame front, with a velocity ue, of turbulent eddies of
characteristic size le. These eddies are then supposed to burn inwards from peripheral
ignition sites to be consumed in a time τ = le/ul. With the additional assumption of an
exponential distribution of the burning times of the entrained eddies this leads to the well
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known entrainment equations:
mb =
∫ t
0
(
1− e−(t−t′)/τ
)
ρuAfue dt
′ (4.3)
= me − τ m˙b (4.4)
(4.5)
with
me =
∫ t
0
ρuAfue dt
′ (4.6)
m˙b =
∫ t
0
e−(t−t
′)/τρuAfue dt
′/τ (4.7)
where me is the mass entrained by the flame front; Af is the flame surface area; and mb
is the mass burned. Entrainment combustion models thus assume the combustion to take
place in two steps: first, unburned mass is entrained by the flame front with a rate:
m˙e = ρuAfue (4.8)
then, the entrained turbulent eddies burn in a time that is function of the eddy size and the
laminar burning velocity, so the mass burning rate is given by:
m˙b =
me −mb
τ
(4.9)
Equations (4.8) and (4.9) are the basis of a lot of combustion models, with differences
arising from the choice of the characteristic eddy size (le, leading to a value for τ) and
entrainment velocity (ue). Blizard and Keck [151] fitted their model to experiments and
scaled le with the intake valve lift and ue with the intake jet gas speed. Later, Keck and
co-workers further adapted their model by adding a laminar term to the mass burning rate
equation [64] and taking the integral length scale Λ as the characteristic eddy size [180].
Tabaczynski and co-workers [181, 182, 183] introduced the turbulence structure sug-
gested by Tennekes into the entrainment framework. This lead to a combustion mechanism
where eddies of integral scale Λ are entrained and ignition sites propagate along vortex
tubes of size ηK , of which the spacing is given by the Taylor length scale of turbulence, λT
3.
The Taylor lengthscale is assumed to be the characteristic size at which laminar diffusion
becomes important. The entrainment velocity ue is taken to be u
′ + ul. The characteristic
burning time of entrained eddies was adapted throughout the years, in ref. [183] it was taken
to be the time for an eddy of the Taylor length scale to be consumed through laminar flame
propagation, τ = λT /ul. Tabaczynski’s model is still the basis of today’s ‘GESIM’, Ford’s
‘general engine simulation’ code, with a number of adaptations accounting for flame stretch,
flame development, etc. [184].
3The Taylor lengthscale λT is defined by the ratio of the rms velocity gradient of a turbulent flow field to
the rms turbulent velocity: λT = u
′/ (∂u/∂x), where u is the flow velocity and x is the spatial coordinate.
Similar to eq. (1.5), λT can be related to the integral length scale Λ through:
λT ∼ Λ (Ret)−
1
2 (4.10)
here, several proportionality constants have been proposed, Tabaczynski et al. [181] use
√
15, Abdel-Gayed
et al. propose a value of
√
40.4
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The entrainment velocity ue in the entrainment models is equivalent to the ute definition
of turbulent burning velocity from eq. (4.1). This is the main reason for classifying the
entrainment models mentioned here under the heading ‘Damko¨hler and derivatives’, as
these models thus propose ute = u
′ (+ul). Here, the laminar term is included to yield:
ut = u
′ + ul (4.11)
Equation (4.11) will be referred to as the ‘Damko¨hler’ model.
4.4.3 Gu¨lder
Gu¨lder [185] derived a turbulent burning velocity ut for the wrinkled flame (flamelet) regime
through the following reasoning: the thickness of a turbulent flame can be expressed as δt ≈
utτ if τ is the mean time required to consume an unburned ‘fluid parcel’ (in the view of the
entrainment models, a turbulent eddy) entering the turbulent flame brush. This thickness
can also be expressed using the turbulent diffusivity Dt: δt ≈ Dt/ut, by analogy to the
definition of the laminar flame thickness δl: δl = D/ul with D a molecular diffusivity. With
Dt = u
′Λ and assuming a turbulence structure as in the model of Tabaczynski described
above to yield a chemical lifetime τ ≈ λT /(
√
2ul), the following expression for ut is derived:
ut = ul + 0.6u
′0.5u0.5l Re
0.25
t (4.12)
with the additional assumptions of isotropic turbulence giving the following relation between
λT and Λ: λT /Λ =
√
15/
√
Ret; and adding a laminar term to force ut → ul for u′ → 0.
Gu¨lder plotted ut/ul−1 versus (u′/ul)0.5Re0.25t for a large experimental data set collected
from different research groups (the data set is practically equivalent to the one mentioned
in the next section), showing that a linear correlation given by the following resulted in a
good approximation of the data:
ut/ul − 1 = 0.62(u′/ul)0.5Re0.25t (4.13)
confirming eq. (4.12). The experimentally determined slope of 0.62 will be used in the model
formulation.
4.4.4 Bradley et al.
Bradley and co-workers collected all known experimental values of turbulent burning ve-
locities, comprising a large range of rms turbulent velocities, fuels and equivalence ratios,
measured on various experimental set-ups [153]. The data existing at the time was primarily
at atmospheric conditions, although some data at higher temperatures and partial vacuums
was also included. Bradley and co-workers then searched for correlations using dimension-
less terms describing the data set, on a theoretical basis [153, 154]. First, a correlation
was presented in terms of the Karlovitz stretch factor Ka, for two groups of Lewis number,
above and below Le = 1.3 [153], with Ka representing the dimensionless flow field strain
(u′/λT )(δl/ul). Later, the Lewis number effect was included by grouping Ka and Le and
presenting a correlation in terms of the product KaLe:
ut/u
′ = 0.88 (KaLe)−0.3 (4.14)
where Ka was taken as Ka = 0.157(u′/ul)
2Re−0.5t (using a proportionality constant of√
40.4 in eq. (4.10)). The dependence of ut/u
′ on the product KaLe originated from the
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consideration of the effect of flame stretch on ut, starting from the linear relation, eq. (3.35),
between flame speed and flame stretch for the local laminar flame. As Markstein numbers
had been shown to vary linearly with Le, the Lewis number was adopted in the correlation
as its determination (based on eq. (3.3)) was straightforward and data on Markstein lengths
was very limited. The Ka−0.3 dependence of eq. (4.14) was also recovered from other
experimental data bases [105]. The correlation has been used for various applications,
including SI engine codes (e.g. ref. [186]). Equation (4.14) will be referred to as the ‘Bradley’
model.
4.4.5 Fractal-based models
Matthews and co-workers disagreed with the physical description of engine combustion
used in the derivation of the entrainment models described above and went back to the
original hypothesis of burning rate enhancement by flame surface area increase through
turbulent wrinkling. Starting from Gouldin’s suggestion of using fractal geometry for the
determination of this area increase, a model was developed for SI engine combustion [187,
188]. They proposed the following method of deriving the area increase:
At
Al
=
(
Lmax
Lmin
)D3−2
(4.15)
here, the turbulent flame surface is assumed to be a fractal surface, as the wrinkling by the
turbulent length scale spectrum is assumed to be self-similar. Lmax and Lmin are the outer
and inner cut-off of the wrinkling, D3 is the fractal dimension of the flame surface. As the
maximum and minimum flame wrinkling scales were unclear, Matthews and Chin [187] tried
out several assumptions and concluded that the best results were obtained by setting the
ratio Lmax/Lmin equal to the ratio Λ/ηK , or the ratio of maximum to minimum turbulent
length scale. The fractal dimension D3 was related to the rms turbulent velocity and the
laminar burning velocity through:
D3 = 2.35
u′
u′ + ul
+ 2.0
ul
u′ + ul
(4.16)
describing the balance between turbulent flame wrinkling, and laminar flame smoothing
through flame propagation. Thus ut → ul is recovered for u′ → 0. There is uncertainty
regarding the upper limit of the fractal dimension (u′  ul), in eq. (4.16) a value of 2.35
was taken. It is interesting to note that Gu¨lder et al. [189] reported measurements showing
no dependence of D3 on u
′ for a large range of u′/ul and resulting in an almost constant
value of D3 = 2.2. Yoshiyama et al. [190] introduced a density term in the D3 expression
to account for the finer scale of wrinkling at higher pressures.
Matthews and Chin also accounted for the stretch effect on the local flame speed by
using the stretched laminar burning velocity un in their ut model:
ut = un
(
Lmax
Lmin
)D3−2
(4.17)
where un was derived from ul using a simple stretch model [187]. Equation (4.17) will be
referred to as the ‘fractals’ model.
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4.4.6 Zimont/Lipatnikov
A common method to calculate turbulent combustion in multi-dimensional computations is
through the use of a progress variable c, with c = 0 in the unburned gas and c = 1 in the
burned gas (see e.g. ref. [171]). A balance equation for the Favre-averaged progress variable
is the following:
∂ρ¯c˜
∂t
+
∂
∂xj
(ρ¯u˜j c˜) = − ∂
∂xj
(
ρu′′j c
′′
)
+ ρ¯W˜ (4.18)
here, t is the time; xj and uj the coordinates and flow velocity components, respectively;
ρ the gas density; W˜ is the mean rate of product creation. The overbars denote Reynolds
averages (i.e. statistical mean); Favre averages (i.e. density weighed mean) such as ρ¯c˜ = ρc
are also used, where c′′ = c− c˜ and c′ = c− c¯. The terms on the left hand side of eq. (4.18)
denote the local rate of change and convection, the terms on the right hand side denote
turbulent diffusion and the chemical source term. Computing turbulent combustion requires
closing the right hand side. Zimont proposed a method based on separately modelling the
behaviour of the mean flame brush thickness (mainly controlled by the large scale eddies)
and the mass burning rate (mainly controlled by the small scale eddies) [105, 191]:
∂ρ¯c˜
∂t
+
∂
∂xj
(ρ¯u˜j c˜) =
∂
∂xj
(
ρ¯Dt
∂c˜
∂xj
)
+ ρuut|∇c˜| (4.19)
where
|∇c˜| ≡


3∑
j=1
(
∂c˜
∂xj
)2

1/2
(4.20)
and Dt is the turbulent diffusivity, ρu is the unburned gas density and ut is the turbulent
burning velocity, which needs modelling.
The peculiarity of this model is that eq. (4.19) reduces to the standard diffusion equation
for the planar, one-dimensional, constant density ‘flame’:
∂c¯
∂t
=
∂
∂x
[
Dt
∂c¯
∂x
]
(4.21)
which yields a growing mean flame brush thickness. Zimont advances an ‘intermediate
steady propagation’ regime as relevant to many practical applications, characterized by an
almost constant turbulent burning velocity and an increasing flame width [191]. Lipatnikov
and Chomiak [105] present a comprehensive review and validation of this model and investi-
gate the occurrence of such a regime of growing flame brush thickness, showing substantial
experimental evidence of its existence. Lipatnikov and Chomiak have extended the model
to overcome some drawbacks of the formulation as in eq. (4.19) [192], inserting an additional
laminar-like source term and the laminar heat diffusivity, such that the balance equation of
the laminar flame is recovered for u′ → 0. Also, the changes allow a constant mean flame
brush thickness to be obtained for a ‘fully-developed’ case, to extend the formulation from
an ‘engineering’ model to a theoretically ‘sound’ model (although there is a debate on the
existence of such a fully developed regime).
Zimont suggested the following model for the turbulent burning velocity ut:
ut = Au
′Da1/4 = Au′
(
Λ
u′τl
)1/4
∼ u′3/4Λ1/4u1/2l D−1/4T (4.22)
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where τl is a chemical time scale, DT is the molecular heat diffusivity and A is an adjusting
constant. The chemical time scale is based on the laminar flame thickness δl using DT as the
relevant diffusivity: τl = δl/ul = DT /u
2
l . The extended model of Lipatnikov and Chomiak
(they use the term ‘Flame Speed Closure (FSC) model’) using this expression for ut has been
validated against measurements in fan-stirred bombs [192], SI engines [193] and compared
to experimental data bases [105]. Equation (4.22) will be referred to as the ‘Lipatnikov’
model.
Lipatnikov and Chomiak demonstrate the inability of the model to predict the trends in
ut for (very) lean hydrogen flames (as well as the inability of any other existing ut model)
[165] and propose an extension to the model based on leading point concepts. This involves
the replacement of the chemical time scale τl with another ‘physicochemical’ time scale τlr
determined from the burning velocity of ‘critically stretched flames’, i.e. the highest local
burning velocity in perturbed laminar flames [173]. Lipatnikov and Chomiak calculate this
time scale from computations of laminar flames subjected to various (strong) perturbations
using simple chemistry in ref. [173], in which case the expanding spherical flame ‘ignited by
the hot pocket of critical radius’4 was the configuration with the highest local combustion
rate. When using this time scale in eq. (4.22), measurements of ut’s for mixtures with
substantially different Lewis numbers could be succesfully predicted [173].
Lipatnikov and Chomiak suggest an alternative method to determine τlr applicable to
quasidimensional engine models based on Zel’dovich’s theoretical solution for the so-called
flame ball [194]. This flame ball constitutes the asymptotically exact solution of stationary
1D balance equations for the temperature and mass fraction of the deficient reactant, written
in the spherical coordinate system. For Lewis numbers lower than unity, the temperature in
the ball, Tr, will be increased as compared to the adiabatic flame temperature for a planar
flame due to preferential diffusion:
Tr = Tu + (Tb − Tu) /Le (4.23)
and the following chemical time scale characterizing the local burning rate in the flame ball
can be derived:
τlr = τlLe
−1
(
Tb
Tr
)3/2
exp
(
Tact
2Tb
Tb − Tr
Tr
)
(4.24)
here, Tact is the activation temperature. Equation (4.24) has been theoretically derived for
single-step single-reactant chemistry.
4.4.7 Peters
Peters [175] derived an expression for the flame surface area increase due to turbulence
using the G equation framework (see e.g. ref. [86]). Considering a regime of highly turbulent
combustion, with a thin reaction zone but thickened preheat zone through small scale eddy
penetration, he obtained the following expression for ut:
ut = ul + u
′

−
a4b
2
3
2b1
Da+


(
a4b
2
3
2b1
Da
)2
+ a4b
2
3Da


1/2

 (4.25)
4the minimum ignition kernel radius for successful ignition
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with the Damko¨hler number given by eq. (1.7), and a4, b1 and b3 proportionality constants
in the following expressions:
Dt = a4u
′Λ (4.26)
ut
(
Ret →∞, u′/ul →∞
)
= b1u
′ (4.27)
ut
ul
= b3
(
Dt
D
)1/2
(4.28)
where Dt is the turbulent diffusivity and D is the molecular diffusivity. Equation (4.27)
expresses the limit of large scale turbulence where flame propagation becomes independent
of chemical reaction rates. Equation (4.28) is based on Damko¨hler’s assumption that turbu-
lence only modifies the transport between the reaction zone and the unburned gas for small
scale turbulence. Thus, analogous to the scaling relation for the laminar burning velocity,
ul ∼ (D/τl)1/2, the turbulent burning velocity can be obtained by replacing the molecular
diffusivity with the turbulent one and retaining the chemical time scale τl: ut ∼ (Dt/τl)1/2;
which gives ut/ul ∼ (Dt/D)1/2. Peters suggests the following values: a4 = 0.78, b1 = 2.0
and b3 = 1.0.
4.5 Comparison with bomb measurements
The measurements in the fan-stirred bomb reported in Section 4.3 are compared with the ut
models described in Section 4.4 in Figs. 4.15 to 4.18. The laminar burning velocities needed
by the models are ul’s for the 1 bar graphs, un,10mm’s for the 5 bar graphs. Unburned gas
mixture properties were calculated using a thermodynamic database [73], Lewis numbers
as used in eq. (4.14) were obtained as follows: φ = 0.4 – Le = 0.45, φ = 0.6 – Le = 0.52,
φ = 0.8 – Le = 0.58. The burning velocities at laminar conditions are as follows:
1 bar
φ 0.4 0.6 0.8
ul (m/s) 0.498 1.207 2.237
5 bar
φ 0.4 0.6 0.8
un,10mm (m/s) 0.652 1.564 2.469
It is noteworthy that the condition u′  ul, an assumption of various models, is not
satisfied here due to the large laminar burning velocities of hydrogen, in some cases here, u′
is actually smaller than ul.
Before we compare the measured turbulent burning velocities with the model predictions,
we have to take flame development into account. It is well known that the turbulent burning
velocity is not solely dependent on the turbulent flow field and molecular properties, but
also on the history of the flame. A flame developing from an ignition source is initially too
small to have its burning velocity increased by the full turbulent spectrum, any length scale
larger than the flame diameter can convect the flame but does not influence its burning
velocity [195] (unless the convection leads to a change in contact area with a thermal sink
such as a spark plug, walls, etc.). Thus, the turbulent burning velocity is also dependent
on the time from ignition [153], or the distance from the burner exit [161], . . . During the
development period, the rms turbulent velocity effective in wrinkling the flame is u′k (< u
′).
The derivation of u′k/u
′ is discussed by Haq [158], starting from the analysis by Abdel-
Gayed et al. [153]. Here, we use u′k instead of u
′ in the model formulations, to account
for the flame development. The model equations are: ‘Damko¨hler’ – eq. (4.11), Gu¨lder –
4.5. COMPARISON WITH BOMB MEASUREMENTS 119
eq. (4.13), ‘Bradley’ – eq. (4.14), ‘Fractals’ – eq. (4.17) with eq. (4.16) and without any
stretch model, ‘Lipatnikov’ – eq. (4.22), and Peters – eq. (4.25) with the recommended
constants. Values for u′k/u
′ are as follows:
1 bar
u′ (m/s) 1 2 4 6
φ = 0.4 0.602 0.615 0.625 0.629
φ = 0.6 0.600 0.614 0.624 0.629
φ = 0.8 0.599 0.613 0.623 0.628
5 bar
u′ (m/s) 1 2 4 6
φ = 0.4 0.627 0.634 0.639 0.641
φ = 0.6 0.627 0.633 0.638 0.640
φ = 0.8 0.626 0.633 0.638 0.640
Figures 4.15 and 4.16 show turbulent burning velocity versus rms turbulent velocity, with
1 bar results in Fig. 4.15, 5 bar in Fig. 4.16. The model predictions were ‘calibrated’, through
normalizing by ut,exp/ut,model(u
′ = 1m/s), so that the model prediction at u′ = 1m/s is
exactly the measured burning velocity at that condition, this is done for ease of comparison.
The experimental ut values are the pressure derived burning velocities at an equivalent radius
of 30mm (see Section 4.3). Trends of ut versus u
′ show the Gu¨lder, ‘Bradley’, ‘Fractals’
and ‘Lipatnikov’ models to yield very similar results; and the ut versus u
′ trends to be quasi
linear for the ‘Damko¨hler’ and Peters models. The trends in Figs. 4.15 and 4.16 do not
allow to single out models doing exceptionally well or clearly breaking down.
Figures 4.17 and 4.18 show the ratio of turbulent burning velocity to ‘laminar’ burning
velocity (un,10mm’s in the 5 bar case) versus equivalence ratio, with 1 bar results in Fig. 4.17,
5 bar in Fig. 4.18. No ‘calibration’ is done here. Again, the trends show the Gu¨lder, ‘Bradley’
and ‘Lipatnikov’ models to yield similar results; the behaviour of the ‘Fractals’ model is
somewhat different from the others, it does predict an increase in ut/ul for leaner mixtures
but the experimental trend is not well captured for the 1 bar case. The correspondence
between measurement and prediction for the Peters’ model is quite good.
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(a) Model: Damko¨hler, 1 bar (b) Model: Gu¨lder, 1 bar
(c) Model: Bradley, 1 bar (d) Model: Fractals, 1 bar
(e) Model: Lipatnikov, 1 bar (f) Model: Peters, 1 bar
Figure 4.15: Burning velocity versus rms turbulent velocity, experimental results shown by filled
symbols and solid line, model predictions shown by open symbols and dotted line. Results at 1 bar
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(a) Model: Damko¨hler, 5 bar (b) Model: Gu¨lder, 5 bar
(c) Model: Bradley, 5 bar (d) Model: Fractals, 5 bar
(e) Model: Lipatnikov, 5 bar (f) Model: Peters, 5 bar
Figure 4.16: Burning velocity versus rms turbulent velocity, experimental results shown by filled
symbols and solid line, model predictions shown by open symbols and dotted line. Results at 5 bar
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(a) Model: Damko¨hler, 1 bar (b) Model: Gu¨lder, 1 bar
(c) Model: Bradley, 1 bar (d) Model: Fractals, 1 bar
(e) Model: Lipatnikov, 1 bar (f) Model: Peters, 1 bar
Figure 4.17: Burning velocity ratio ut/ul versus equivalence ratio, experimental results shown by
filled symbols and solid line, model predictions shown by open symbols and dotted line. Results at
1 bar
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(a) Model: Damko¨hler, 5 bar (b) Model: Gu¨lder, 5 bar
(c) Model: Bradley, 5 bar (d) Model: Fractals, 5 bar
(e) Model: Lipatnikov, 5 bar (f) Model: Peters, 5 bar
Figure 4.18: Burning velocity ratio ut/ul versus equivalence ratio, experimental results shown by
filled symbols and solid line, model predictions shown by open symbols and dotted line. Results at
5 bar

Chapter 5
Power cycle simulation
5.1 Model class
Several model frameworks are used for the simulation of the spark ignition engine cycle,
these can be classified in zero-, quasi- and multidimensional models. The first two are ther-
modynamic models, where the equations constituting the basic structure of the model are
based on conservation of energy and are only dependent on the time (ordinary differential
equations). Multidimensional models are also termed fluid mechanical/dynamic models,
where the governing equations are the Navier-Stokes equations in addition to conserva-
tion of mass and energy (the equations are also dependent on the spatial coordinate, so
they are partial differential equations). Quasi-dimensional models are distinguished from
zero-dimensional models by the inclusion of certain geometrical parameters in the basic
thermodynamic approach. This is mostly a radius of a thin interface (the flame) separating
burned from unburned gases, resulting in a ‘two-zone’ model. Zero-dimensional models are
also termed single-zone models, and use a predefined mass burning rate, the Vibe1 law is the
best known example. This mass burning rate has to be defined for every operating point,
is not expressed in terms of physical quantities and hence extrapolation to other operating
conditions is not possible.
In quasi- and multidimensional models, the mass burning rate is modelled. Again, several
approaches exist: a turbulent burning velocity model can be used, detailed chemistry can
be included, a progress variable can be tracked, a flame sheet density calculated, etc. In this
work, a turbulent burning velocity will be used to evaluate the mass burning rate. The choice
of either quasi- or multidimensional model is largely determined by the application. Here,
the goal is the development of a simulation program for hydrogen fuelled SI engines, with
the objective of evaluating existing engines, performing parameter studies and predicting
optimum engine settings. A reasonable accuracy and fast computation on a PC system is
desirable. These conditions are satisfied by quasi-dimensional models. Multi-dimensional
models are ruled out as they are computationally too demanding. Their best use is for
detailed studies, or to support theory and model development.
A simulation code for the complete cycle of SI engines was developed at the author’s
department, as the subject of a Ph.D. and with emphasis on the gasdynamic part of the
cycle [196, 197]. Later, a Ph.D. was devoted to the study of the ignition process and the
earliest stages of combustion, the results of which are reported in refs. [198, 199]. As stated
1in English literature normally referred to as the Wiebe law
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above, the present study looks at the power cycle and more specifically to the turbulent
combustion in hydrogen fuelled engines. In the following, the global structure of the code
written by the current author is described, as well as the improvements and additions
compared to previous versions and the sub-models used. Simulation results are then shown
and compared to engine measurements.
5.2 Assumptions
Before conservation of energy is written out for the cylinder volume, from inlet valve closing
time to exhaust valve opening time (power cycle), some assumptions are made that sim-
plify the equations. During compression and expansion the pressure, temperature and gas
composition are assumed uniform throughout the cylinder, with the gas composition fixed
during compression and following chemical equilibrium (see Section 5.5.5) during expansion.
During combustion, the assumptions of uniform temperature and gas composition are made
for the unburned and burned zone separately, with a fixed gas composition in the unburned
gas and chemical equilibrium in the burned gas. The pressure is assumed uniform through-
out the cylinder, equal in burned and unburned zones. The burned and unburned zones
are assumed separated by an infinitely thin flame front, with no heat exchange between the
two zones. All cylinder gases are treated as ideal gases. Polasek et al. [68] warn that it
may be necessary to use a suitable real gas state equation for water vapour because of its
high concentration as the sole combustion product of hydrogen. Nevertheless the ideal gas
equation is used for all gases present: a possible breakdown of the ideal gas law by high
pressures is countered as these high pressures are, for engine combustion conditions, always
accompanied by high temperatures. Calculations for several practical combustion conditions
at the Technical University of Eindhoven have found no important difference when using
ideal or real gas state equations2.
5.3 Quasi-dimensional model equations
The basic equation for the engine model is derived from the conservation of energy applied
to the cylinder volume:
dE = −δQ− δW +
∑
i
hidmi (5.1)
Here, E is the internal energy of the cylinder gas mixture, Q the heat exchange of the
cylinder contents with the environment (walls) where Q > 0 for heat loss from gas to wall,
W the work whereW > 0 for work delivered by the cylinder charge, hi the specific enthalpy
of in- or outflowing gas, and dmi the mass flow into (+) or out of (−) the cylinder. The
work δW can be expressed as p dV , where p is the pressure and V the cylinder volume.
The first term on the right hand side of eq. (5.1) expresses the heat loss of the cylinder
contents to the surroundings, the modelling of which is described in Section 5.5.4. The
second term expresses the work delivered, the third term is the total energy flowing into or
out of the cylinder. Here, we are only considering the power cycle so the change in cylinder
mass is solely through blowby. During the power cycle we assume there is only leakage from
the cylinder volume to the crankcase (no inflow) and take the blowby composition to be the
cylinder gas composition.
2Personal communication - Dr. Bart Somers, Technical University Eindhoven
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5.3.1 Compression and expansion
During compression and expansion, using the assumptions stated above, eq. (5.1) can be
simplified to (see Appendix D.1):
dT
dθ
=
1
mcv
[
−dQ
dθ
− pdV
dθ
+
dml
dθ
RT
]
(5.2)
with the rate of pressure change from the ideal gas state equation:
dp
dθ
=
1
V
(
dml
dθ
RT +mR
dT
dθ
− pdV
dθ
)
(5.3)
where R is the mixture gas constant and dml/dθ is the cylinder mass leakage rate (due to
blowby, see Section 5.5.5). During expansion, the assumption of a negligible change in gas
constant (dR/dθ ≈ 0) is necessary for eq. (5.3) to be valid.
5.3.2 Combustion
The rate of change of cylinder pressure p and unburned and burned gas temperature Tu
and Tb are given by the following equations, using conservation of mass and energy, and the
ideal gas equation (see Appendix D.2):
dp
dθ
=
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
Vu +
cv,b
Rb
V
)−1 {
−
(
1 +
cv,b
Rb
)
p
dV
dθ
− cp,bTb dml,b
dθ
− Ru
Rb
cp,bTu
dml,u
dθ
−
[
(eb − eu)− cv,b
(
Tb − Ru
Rb
Tu
)]
dmx
dθ
(5.4)
+
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
)
dQu
dθ
− dQ
dθ
}
dTu
dθ
=
1
mucp,u
(Vu
dp
dθ
− dQu
dθ
) (5.5)
dTb
dθ
=
p
mbRb
[
dV
dθ
− ( Vb
mb
− Vu
mu
)
dmx
dθ
+
Vb
mb
dml,b
dθ (5.6)
+
Vu
mu
dml,u
dθ
+ (
V
p
− RuVu
pcp,u
)
dp
dθ
+
Ru
pcp,u
dQu
dθ
]
where the subscripts u and b denote unburned and burned properties, respectively; cp is the
specific heat at constant pressure and dmx/dθ is the mass burning rate, which in the case
of quasi-dimensional models is derived from a turbulent combustion model.
The turbulent combustion model used in this work is based on the entrainment frame-
work described in Section 4.4.2, where the rate of entrainment of unburned gas into the
flamefront is given by:
dme
dθ
= ρuAfute (5.7)
here, me is the entrained mass, Af is a mean flame front surface (see later) and ute is the
turbulent entrainment velocity. The mass entrained into the flamefront is then supposed
to burn with a rate proportional to the amount of entrained unburned gas, with a time
constant τb:
dmb
dθ
=
me −mb
τb
(5.8)
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with
τb =
l
ul
(5.9)
where l is a turbulent length scale and ul is the laminar burning velocity. In the present
work, the ideas of Blizard and Keck [151] and Tabaczynski et al. [181, 182, 183] concerning
turbulent eddies being entrained and subsequently burned with the laminar burning velocity
are abandoned, and eqs. (5.7) and (5.8) are used as a mathematical representation of the
effects of a finite flame thickness δt. The ‘entrained’ mass me is seen as the mass behind
a mean entrainment flame surface (comparable to a mean Schlieren surface); when this
entrainment flame front reaches the cylinder walls, combustion still proceeds due to the
finite flame thickness: there are still parcels of unburned gas. Experimental data of engine
combustion indicates an initial increase in turbulent flame thickness [157] and a final mass
burning rate – after all the cylinder charge has been entrained in the ‘flame’ (Schlieren
front) – well approximated by an exponential decay [64]. Both observations are reproduced
by eqs. (5.7) and (5.8).
The turbulent entrainment velocity ute is then viewed as the parameter obtained from
the turbulent burning velocity model described in the previous chapter. Thus, the tur-
bulent burning velocity models selected in Section 4.4 will be used to procure values for
ute and will be compared in simulations using the framework constituted by eqs. (5.7) and
(5.8). This also means that in the present implementation, the distinction between the
Zimont/Lipatnikov model and the other models, of a growing mean flame brush thickness,
disappears: the behaviour of δt represented by the first term on the right hand side of
eq. (4.19) is now expressed by the form of eq. (5.8), yielding (conceptually) a turbulent
flame thickness that first increases and then decreases again, which is probably a better
representation of the combustion process inside engines. More detailed information on the
evolution of δt inside engines is difficult to measure or estimate because of the complica-
tion of end-gas compression and corresponding changes in pressure and temperature which
could increase as well as decrease δt [157]. This viewpoint does not follow the ‘historical’
distinction in (quasi-dimensional) engine modelling literature between ‘eddy-burning’ (en-
trainment) models and ‘flamelet’ models (as in e.g. ref. [200]). Flamelet models not using
the above framework and directly modelling m˙b ∼ ρuAfut have been reported to need spe-
cial measures for a correct simulation of the end of combustion [188], further strengthening
the argument of using eqs. (5.7) and (5.8) as a model for a finite δt and using the turbulent
burning velocity models to provide ute.
As derived in Chapter 1, Section 1.7, theoretically the combustion in hydrogen engines
falls into two flame regimes. However, the applicability of flamelet models extends into the
‘intermediate’ flame regime as described in Section 4.2.4, so the turbulent burning velocity
models are used here for the complete measured range of equivalence ratios (see later). This
is further justified by the limited engine speed of the measurements used for the validation
and the moderately lean mixtures (for hydrogen).
Equation 5.9 requires a turbulent length scale. The integral length scale Λ [151] as well
as the Taylor length scale λT [183, 186] have been used in literature. In the present study,
the integral length scale will be used, as the parameter τb expresses the finite flame thickness
which is primarily determined by the large scales of turbulence [105].
Equations (5.4), (5.5), (5.6), (5.7) and (5.8) are integrated throughout the combustion,
with an additional equation for the rate of change of unburned mass, given by (from mass
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conservation): m˙u = −m˙b. The quantities p, Tu, Tb, mu, mb and me are initialised at the
time of ignition as follows:
• p: the pressure is taken to be the pressure at the end of compression
• Tb: the initial burned gas temperature is taken to be the adiabatic combustion tem-
perature, Tad, calculated from the unburned mixture composition and the pressure
and temperature at the end of compression
• mb: the initial mass of burned gas is calculated from p and Tb assuming a flame kernel
of 1mm diameter formed at the time of ignition, with a composition determined from
chemical equilibrium at p and Tb; using the ideal gas equation
• me: the initial entrained mass is (arbitrarily) set to twice the initial burned mass
• mu: the unburned mass at the time of ignition is obtained from the difference between
total cylinder mass at that time and initial burned mass
• Tu: the unburned gas temperature at ignition is calculated from p, mu and Vu deter-
mined by the difference between the cylinder volume at ignition and the initial flame
kernel volume, satisfying the ideal gas equation of state for the unburned mixture
Gas properties needed in the calculations are taken from the compilation by Vande-
voorde [201], based on data from refs. [37, 202, 203]. Lewis numbers are calculated taking
the mass diffusivity of the deficient reactant as the mass diffusivity of hydrogen in nitrogen,
calculated from the expression of Fuller et al. in [203]. The turbulent burning velocity
models used are those from Section 4.4, but adapted to include (where necessary) a laminar
term to satisfy ute → un when u′ → 0, where un is the stretched laminar burning velocity;
and a calibration constant C2 (see Section 5.6). The form in which the models are used in
the simulations is summarized below:
• ‘Damko¨hler’:
ut = C2u
′ + un (5.10)
• Gu¨lder:
ut = 0.62C2u
′0.5u0.5n Re
0.25
t + un (5.11)
• ‘Bradley’:
ut = 0.88C2u
′ (KaLe)0.3 + un (5.12)
with Ka calculated from the expression in Section 4.4.4
• ‘Fractals’:
ut = un (Ret)
0.75(D3−2) (5.13)
with
D3 =
2.35C2u
′
u′ + un
+
2.0un
u′ + un
(5.14)
where the constant C2 was placed as shown to account for the uncertainty in the
fractal dimension of a ‘developed’ turbulent flame front surface (see Section 4.4.5)
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• ‘Lipatnikov’:
ut = C2u
′0.75u0.5n Λ
0.25D−0.25T + un (5.15)
• Peters:
ut = 0.195C2u
′Da
[(
1 +
20.52
Da
)0.5
− 1
]
+ un (5.16)
where Da is calculated from eq. (1.7) using a laminar flame thickness based on the
kinematic viscosity
5.4 Improvements and additions to the code
The present author has written a code for the simulation of the power cycle of SI engines,
in the programming language C++. The code is largely based on a code for the complete
engine cycle [201] (referred to as the Vandevoorde code in the following) but incorporates
some improvements, corrections and additions described below.
5.4.1 Integration algorithm
For some conditions, the Vandevoorde code was prone to crashing. This was traced to the
fourth order explicit Runge Kutta integration scheme and the mathematical form of the
‘entrainment’ equations (5.7) and (5.8). In simplified terms, these equations can be written
as:
dx
dt
= a (5.17)
dy
dt
=
x− y
b
(5.18)
where a and b are positive, of which the analytical solution is:
x = a · t+ const (5.19)
y = x− ab+ const · e−t/b (5.20)
or y following x with a delay ab after a transition phase represented by the exponential term,
which quickly decays after a few time constants b. If the initial value of x is chosen to be
higher than the initial value for y, x is always greater than y. However, using the explicit
integration scheme, y, or mb, could become larger than x, or me (physically impossible),
which can lead to the code stopping with an error message, or crashing in the worst case.
This can be understood if the equation y˙ = a − y/b is integrated using a simple, explicit
Euler step, giving yn+1 = (1−∆t/b) yn + a∆t, where the index n is used to denote the
time step. This indicates an amplification of a perturbation if ∆t > b. To avoid problems,
the integration time step should be chosen smaller than the time constant b. However, the
time constant for the entrainment equations, τb, given by eq. (5.9) can become very small,
especially for hydrogen combustion3, which would imply (very) long computations. Several
3see e.g. the results of Heywood and Vilchis [74] indicating a time scale for hydrogen an order of magnitude
smaller than the time scale for propane, for stoichiometric engine operation
5.5. SUB-MODELS 131
alternative integration schemes were tried out and finally, an explicit as well as an implicit
scheme have been implemented. The explicit scheme is the DOPRI5 scheme described in
ref. [204], it uses an explicit Runge-Kutta method of order 5 with step size control and
detects ‘stiffness’ of equations at which point the integration automatically stops. In this
case, the simulation is re-run with the implicit RADAU5 scheme described in ref. [205],
using an implicit Runge-Kutta method of order 5 with step size control. The implicit scheme
requires the Jacobian of the system of equations. For the equations describing compression
and expansion the determination of the Jacobian is straightforward, for the combustion this
is more complicated, the Jacobian is calculated in Appendix D.3.
5.4.2 Trapped conditions
As the code only calculates the power cycle, the trapped conditions (conditions at inlet valve
closing -IVC- time) are not available from the gas dynamics and need to be estimated. The
pressure at IVC was taken from the measured in-cylinder pressure traces, the fresh mass
was taken from the air and fuel mass flow meter readouts (this is justified if there is no fresh
mixture ’short cut’ from intake manifold to exhaust manifold, this is the case if there is no
valve overlap). If either the residual mass fraction or the cylinder temperature at IVC is
chosen, all conditions can be calculated. The residual mass fraction was chosen as the extra
input; once a value for this is available, the composition of the cylinder gases (fresh and
residual) is known and the total mass at IVC and the temperature can be calculated. The
trapped conditions are the starting values for the integration of the compression equations.
5.4.3 Other
Several minor modifications were made compared to Vandevoorde’s code, in the flame geom-
etry sub-model (see Section 5.5.3), the heat exchange sub-model (Section 5.5.4) and chemical
equilibrium routine (Section 5.5.5). Furthermore, the input of data was made more user-
friendly, a decoupling of user and programmer was strived after by an extended input file
allowing a choice of fuel (in this work only hydrogen is considered but the code also incor-
porates methane, propane and iso-octane choices), turbulent combustion model and flame
development model; in the elder version these choices necessitated changes in the code and
recompiling. Output of all variables of interest is also facilitated. Finally, a large number of
automatic checks were added to the code, to test for physical consistency of the calculated
variables and detect typo’s in the input file.
5.5 Sub-models
5.5.1 Turbulence
For quasi-dimensional engine models, data on the turbulent flow field in the cylinder is
needed. A turbulence sub-model is normally used to provide ‘bulk’ data characterising the
turbulence, mostly the rms turbulent velocity and a turbulent length scale, both needed by
the turbulent combustion model.
Here, the discussion on in-cylinder turbulence is restricted to the simple geometry of
a non-swirl, disc-shaped combustion chamber, describing the CFR engine which was used
to record cylinder pressure data for model validation. Despite the difficulties in measuring
and even defining turbulence in engines due (mainly) to the inherent cyclic variation, the
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consensus is that turbulence inside such an engine is primarily generated by the intake jet
and rapidly relaxes during compression to become nearly homogeneous and isotropic and
mainly governed by chamber geometry around top dead center [206, 207, 208, 209, 210].
The rms turbulent velocity is generally proportional to engine speed, around TDC it is
of the same order as the mean piston speed and is decreasing approximately linearly with
crank angle [206, 207]. The integral length scale has been shown to be of the order of the
instantaneous chamber height [210, 211].
These findings all apply to the turbulent flow field in motored engines, there is uncer-
tainty on the effects of combustion on turbulence. On the one hand, the expansion of a
flame front and the resulting compression of the unburned gas could enhance turbulence
in front of the flame surface, on the other hand the compression causes a rise in unburned
gas temperature and viscosity leading to an increased turbulent dissipation, next to other
opposing effects [210, 212].
Many turbulence models for quasi-dimensional models have been proposed, with rapid
distortion (e.g. [183]) and k− models (e.g. [213]) being the most frequently adopted choices.
As the CFR engine has been used by numerous research groups, experimental data was
looked for, to avoid the additional uncertainty introduced by a turbulence sub-model and
accompanying calibration issues. Lancaster [206] performed measurements of the turbulent
flow field in a CFR engine and found a nearly linear decrease of u′ with crank angle around
TDC with no significant effect of compression ratio on u′. Using the nonshrouded valve,
the integral length scale Λ was more or less constant around TDC. Little data exists on Λ,
Fraser et al. [211] report measurements in a ported engine with CFR geometry and found
the integral length scale to be about one-fifth of the clearance height near TDC.
The ‘model’ used in the present work is based on these observations and assumes a con-
stant integral length scale of one-fifth the clearance height at TDC and a linearly decreasing
u′ with crank angle according to:
u′ = u′TDC
(
1− 0.5θ − 360
45
)
(5.21)
where u′TDC is the rms turbulent velocity at TDC, taken to be 0.75 times the mean piston
speed; θ is the crank angle (360 at TDC of compression); the decay rate of u′ was taken
from [214]. Modelling the developing effect of turbulence on combustion is discussed in the
following section.
5.5.2 Flame development
As already mentioned in Section 4.5, a flame propagating after spark ignition is at first
only wrinkled by the smallest scales of turbulence. Several methods or models have been
proposed to account for turbulent flame development:
• Bradley et al.: Abdel-Gayed et al. [153] measured turbulent velocities and integral
length and time scales in a fan-stirred bomb (without combustion) using LDV to
obtain the turbulence power spectral density function. They define an effective rms
turbulent velocity u′k (effective as in effectively enhancing burning rates) and relate
it to the rms turbulent velocity u′ through (u′k)
2 = u′2f(PSD) where f(PSD) is the
power spectral density function integrated from time zero (time of ignition) to the
time elapsed since flame initiation. A best fit through utk/ut versus dimensionless
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time, where utk is the developing turbulent burning velocity and ut is the developed
turbulent burning velocity, yields:
utk
ut
=
[
1− e−0.2(tk/τa)0.75
]0.5
(5.22)
here, tk is the time elapsed from ignition and τa is a time constant given by Λ/u
′.
• Keck et al., Ford: Keck et al. [180] report Schlieren and pressure measurements in an
optical engine and fit an entrainment model to the results. They add a term of the
form 1 − exp(−t/τ) to the entrainment rate to improve the correspondence between
measurement and simulation for the initial flame growth, explaining that significant
wrinkling of the flame front only occurs after the flame has burned from the spark
plug to the edge of the turbulent eddy in which the spark occurred. Brehob and
Newman [215] replace t/τ with rf/rc, where rf is the flame radius and rc is a ‘critical’
radius of the order of the integral length scale, the replacement is cited to be a better
representation of length scales that effectively wrinkle the flame. Later, an additional
term appears in the ‘GESIM’ entrainment model formulation by Dai et al. [184],
of the form (rf/rc)
1/3, again for a better correspondence between measurement and
simulation at the start of combustion. Dai et al. [184] cite Brehob and Newman [215]
for this formulation although no such term is reported in [215].
These terms clearly represent the flame development, through a multiplying factor:
(
1− e−rf/rc
)(rf
rc
)1/3
(5.23)
• Matthews et al.: in an adaptation of an earlier formulation [187] of their fractal com-
bustion model, Matthews and co-workers [188] replace the rms turbulent velocity u′ in
eq. (4.16) with umax to express the flame wrinkling by an increasing range of turbulent
length scales during flame growth. The velocity umax is the eddy velocity associated
with the largest eddies that can wrinkle the flame, their size is assumed to be the
flame radius rf , umax is determined from energy cascade arguments:
 =
u′3
Λ
=
u3max
rf
(5.24)
where  is the rate of dissipation of turbulent kinetic energy, thus:
umax = u
′
(
rf
Λ
)1/3
(5.25)
resulting in a term identical to the second term in eq. (5.23).
• Lipatnikov and Chomiak [105, 192] propose an approximation of turbulent burning
velocity development following Zimont’s ideas, starting from a developing flame thick-
ness controlled by a transient turbulent diffusivity. The resulting relation between
developing and developed turbulent burning velocity is as follows:
ut,t
ut
=
{
1 +
τ ′
t′
[
exp
(
− t
′
τ ′
)
− 1
]}1/2
(5.26)
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where ut,t is the transient (developing) turbulent burning velocity, t
′ is the time from
ignition and the time constant τ ′ is given by Dt/u
′2, with Dt the developed turbulent
diffusivity. Using the predictions and constants of the k −  turbulence model used in
[192], τ ′ is given by 0.55Λ/u′.
Equations (5.23) and (5.25) lead to infinity when rf → ∞ and are therefore considered
inferior to eq. (5.22) and (5.26) which have an asymptotical value of unity. Equations (5.22)
and (5.26) have been compared in ref. [105] and are quite similar. Equation (5.26) will be
evaluated in the engine simulations. The ut values obtained with the turbulent burning
velocity models (eqs. (5.10) to (5.16)) are multiplied by eq. (5.26), the result of which is
used as ute in eq. (5.7).
5.5.3 Flame geometry
Equation (5.7) requires a flame surface area. Following many observations of spherical-like
flame propagation in quiescent combustion chambers (e.g. for stoichiometric hydrogen oper-
ation [74]), most quasi-dimensional models use a flame geometry model assuming spherical
flame propagation centered at the spark plug. In the present code, a disc-shaped combus-
tion chamber is assumed and the user can set the shortest distance of the spark plug to
the cylinder walls, as a fraction of the cylinder bore (0.5 resulting in a centrally located
spark plug). The flame geometry routine is then able to calculate the flame radius corre-
sponding with a burned volume (derived from the burned mass, its composition, pressure
and temperature) at a given time, the flame surface area between burned and unburned
gas for evaluation of eq. (5.7) and the contact surface of the flame with the cylinder walls
to calculate heat transfer. The flame is a hemisphere truncated by the piston and cylinder
walls. The routine is essentially the one from Vandevoorde’s code but with extra ‘safety
features’ ensuring physically meaningful values when all unburned mass has been entrained
in the flame front and incorporating some corrections for the central ignition case.
5.5.4 Heat transfer
In equation (5.1) and the derived equations (5.2), (5.4), (5.5) and (5.6), the instantaneous
heat transfer between the cylinder charge and the combustion chamber walls is needed.
This quantity is very difficult to measure and interpreting experimental results is further
complicated by the difficulties in measuring in-cylinder turbulence properties (see above):
the heat flux is primarily dominated by forced turbulent convection so the knowledge of the
flow field is a prerequisite [216].
For spark-ignition engines, heat transfer due to radiation can be neglected and the
instantaneous heat transfer can be expressed as:
dQ
dt
= hA (T − Twall) (5.27)
where h is the convection coefficient averaged over the heat transfer surface, A is the total
wall surface area, T is the bulk gas temperature and Twall is the wall temperature averaged
over the heat transfer surface. Several models exist for evaluating the heat transfer coefficient
h, of which the correlations of Woschni and Annand are the most widely used.
Wei et al. [217] and Shudo et al. [218, 219] have measured instantaneous heat transfer
coefficients in hydrogen fuelled engines. Wei et al. found transient heat transfer coefficients
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during hydrogen combustion to be twice as high as during gasoline combustion. They
evaluated heat transfer correlations and found Woschni’s equation to underpredict the heat
transfer coefficient by a factor of two, whereas Annand’s equation gave reasonable results.
Shudo et al. compared the heat transfer coefficients during stoichiometric hydrogen and
methane combustion, finding them to be larger in the case of hydrogen. The correlation by
Woschni was tested and found to be inadequate.
The shorter quenching distance of a hydrogen flame is put forward as the cause of
this increased heat transfer, leading to a thinner thermal boundary layer. Furthermore,
for near-stoichiometric combustion, flame speeds are high and cause intensified convection.
Hydrogen also has a higher thermal conductivity compared to hydrocarbons. Shudo et
al. [219] construct an alternative heat transfer correlation with an improved correspondence
with their measurements. However, the correlation contains two calibration parameters,
dependent on ignition timing and equivalence ratio. These dependencies are stated to be
the subject of further studies, so the correlation is not useful for the present work.
The correlations by Woschni and Annand have been cited to be inadequate [216], even
for gasoline and diesel engines, although the correlations have been based on measurements
on such engines and use hydrocarbon mixture properties. However, the development of
a heat transfer correlation for SI engines is not within the scope of this work and it was
decided to use the standard model of Annand.
Annand’s model [216] calculates the heat transfer coefficient h from the Nusselt number,
given by:
Nu =
hD
k
(5.28)
where D is the cylinder bore, used as a characteristic length, and k is the thermal conduc-
tivity of the cylinder gases. The Nusselt number is then expressed as:
Nu = aReb (5.29)
where a and b are constants and Re is a Reynolds number calculated with the mean piston
speed u¯p as a characteristic velocity and the cylinder bore D as a characteristic length:
Re =
u¯pD
ν
(5.30)
In the original model, the heat conductivity k is calculated from the Prandtl number Pr,
the dynamic viscosity µ and the specific heat at constant pressure cp, from the equality:
Pr =
µcp
k
(
=
ν
DT
)
(5.31)
where Annand uses a constant value of 0.7 for Pr. This value was also used for the sim-
ulations discussed in the next sections, but is not a good estimate for the gas mixtures in
hydrogen engines (it was determined for hydrocarbon/air mixtures), the heat conductivity
of the relevant mixture should be directly calculated. The constant b is also taken from
Annand’s suggestions, and set to 0.7 for all simulations. The constant a is used as a calibra-
tion parameter, and is set separately for compression, combustion and expansion. Annand
suggests a value between 0.35 and 0.8, depending on the engine type. During combustion,
the same value is used for the heat transfer calculation of both burned and unburned zones.
The heat transfer between the burned zone and cylinder walls is calculated using the flame
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radius derived from the burned mass to determine the contact surface. As stated in Sec-
tion 5.2, the heat transfer between burned and unburned zone is neglected. Annand takes
the temperature T in eq. (5.27) and used to determine the gas properties, as the bulk gas
temperature4, because this temperature is the molar average temperature for the cylinder
contents being calculated from the ideal gas law.
5.5.5 Other
Burned gas composition
The composition of burned gas is determined from the chemical equilibrium at a given
temperature and pressure of the 12 species H2O, H2, OH, H, N2, NO, N , CO2, CO,
O2, O and Ar. When the CO and NO chemistry is neglected, the chemical equilibrium
can be calculated from seven reactions (including dissociation reactions) and five atomic
mass balances (for Ar, C, H, O and N). An optimized calculation procedure by Benson et
al. [220] is used to determine the mole fraction of each component and the total number of
moles.
Vandevoorde’s code also used this routine, but using the pressure expressed in Pa instead
of atm as in the original reference, this has been corrected in the present code.
At this stage, no NOx calculation has been implemented. As the only noxious emission
from a hydrogen fuelled engine is NOx (apart from some trace hydrocarbons originating
from the lubricating oil), an accurate prediction of NOx levels is particularly interesting. It
is well known that due to the slow kinetics of NOx formation, the NOx fraction calculated
assuming chemical equilibrium is (far) below measured values. Several kinetic mechanisms
lead to NOx formation [70], the most important one at engine conditions is the ‘thermal
NOx’ route, described well by the extended Zel’dovich mechanism [37]. The Fenimore or
‘prompt’ mechanism does not contribute for hydrogen engines, as this mechanism describes
the NOx formation through a HC − N2 path, requiring hydrocarbons. The intermediate
N2O mechanism that becomes important at lean, low-temperature combustion might be a
contributor at low loads (lean mixtures).
Blowby
The parameter dml/dθ in eqs. (5.2) and (5.3) represents the blowby mass rate during com-
pression and expansion. During combustion, the blowby mass rates from unburned and
burned zone to the crankcase are represented by the parameters dml,u/dθ and dml,b/dθ in
eqs. (5.4) and (5.6). A suitable blowby model should be used to determine these mass rates.
No such model has been used in the present code, and blowby rates have been set to zero.
Stretch model
The turbulent burning velocity models in Section 5.3.2 need laminar burning velocity data
of the air/fuel/residuals mixture at the instantaneous pressure and temperature. As most
models use the laminar burning velocity as the local burning velocity, the stretched laminar
burning velocity should be used. This implies the need for either a library of stretched
flamelets or a model for the effect of stretch.
4instead of using a temperature that is the mean of gas and wall temperature, as generally used in heat
transfer in ducts
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A number of stretch models for use in turbulent combustion modelling have been sug-
gested, most of which embody the effects of stretch in a factor I0, with un = I0ul [105].
Most of these models assume a linear relation between flame speed and stretch, valid for
weakly perturbed laminar flames. Models for I0 have been proposed, tailored for use in
spark ignition engine modelling [184, 188, 221].
However, calculating the local flame speed from stretch-free data and a stretch model
requires stretch-free data, naturally. As of today, there is insufficient data on stretch-free
burning velocities at engine conditions, for any fuel. As discussed in Chapter 3, stretch and
instabilities hamper the experimental determination of stretch-free data at higher (engine-
like) pressures. A ‘laminar’ burning velocity correlation was determined, based on cellular
data, as the best (intermediate) solution available at present. This correlation will be used
for the simulations, without any stretch model as the effects of stretch are embodied in the
data. The correlation by Iijima and Takeno [117] will also be tested, being the only one from
Section 3.5 that incorporates the effect of equivalence ratio, pressure and temperature. The
term expressing the effect of residual gas fraction, reported in Section 3.6.9 and determined
by the present author, is added to the correlation to describe the effects of residuals.
In this respect, it is important to note that, in general, experimentally determined
correlations for the turbulent burning velocity more than probably use laminar burning
velocity data that did not take stretch and instability effects into account.
5.6 Power cycle: calibration
The calibration sets the coefficients in the heat transfer model, the flame development
model and the turbulent burning velocity model. Once the code has been calibrated for a
single measurement, the calibration coefficients are kept constant and the models’ predictive
capability (simulations at other operating conditions) can be evaluated. The constants to
calibrate are:
• heat transfer model: the coefficient a in Annand’s model, eq. (5.29), with separate
values during compression, combustion and expansion; increasing a increases the heat
transfer
• flame development model: a coefficient C1 was added to the equation for the flame
development time constant τ ′,
τ ′ = C1 0.55
Λ
u′
(5.32)
for use in the flame development model given by eq. (5.26); increasing C1 extends the
flame development period, or slows down the initial combustion rate
• turbulent burning velocity model: a coefficient C2 has been added to the turbulent
burning velocity models, as shown in Section 5.3.2, eqs. (5.10) to (5.16); increasing C2
increases the mass entrainment rate.
A coefficient C3 has been added to the ‘burn-up’ time constant τb in eq. (5.8),
τb = C3
Λ
un
(5.33)
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increasing C3 decreases the mass burning rate (or, alternatively, increases the flame
thickness)
The calibration is done by matching the simulated pressure trace to the measured pressure
trace. The compression heat transfer coefficient can be calibrated to a motored pressure
trace. The other coefficients need to be set more or less simultaneously.
A series of measurements on the carburetted CFR engine described in Section 2.4 was
selected to evaluate turbulent burning velocity models. These measurements are given in
Appendix A.3 and comprise variable air/fuel equivalence ratios λ, ignition timings IT and
compression ratios CR. Two parameters remained constant while a third was varied. A
measurement with interlying values for λ, IT and CR was chosen for the calibrations,
with λ = 1.7 (φ = 0.6), IT = 15oca and CR = 9. As described in Section 5.4.2, the
trapped conditions have to be estimated too. The pressure at IV C was available from the
measured pressure trace (108000Pa), the fresh mass was available from the measured fuel
and air mass flows. A residual mass fraction of 27 mass percent was chosen, giving the
best correspondence for the pressure trace during compression and maximum combustion
pressure (strongly related to the trapped mass). This is rather high but could be expected
for the CFR engine due to its very late inlet valve opening time (see Table 2.3). This results
in a temperature at IV C of 99oC (372K), which is reasonable. The Annand coefficient
during compression was taken at 0.8, fixing all compression related parameters.
As mentioned above, the ‘laminar’ burning velocity correlations by Iijima and Takeno
[117] and by the present author were used in the engine code. However, the calibrations
failed with the correlation of Iijima and Takeno, with the rate of pressure rise too high even
when programming laminar flame propagation (i.e., setting ute = un). This is probably
caused by the pressure exponent that is too high (see Section 3.5.4); all calibrations and
further simulations were therefore done with the correlation derived in the present work.
Curiously, the best correspondence of simulation with measurement was obtained with-
out any flame development model. A possible explanation is the form of the equations (5.7)
and (5.8): in this form, the mass burning rate initially ‘develops’ during a few time constants
τb (similar to the transition phase represented by the exponential term in eq. (5.20)). Other
models include a ul (or un) term in the mass burning rate equation [64, 215], taking the
form:
dmb
dθ
=
me −mb
τb
+ un (5.34)
This assumes the formation of a flame kernel (instantly) propagating at the (stretched)
laminar burning velocity at ignition timing. This modification was not implemented in the
present model, as it proved unnecessary. For the single speed measurements (600 rpm) used
here, the ‘ignition delay’5 will not vary much, and simulation results were satisfactory.
The calibration coefficients C2 tuning the turbulent burning velocity for best correspon-
dence with the measured pressure trace were as follows:
• ‘Damko¨hler’: C2 = 1.7
• Gu¨lder: C2 = 0.52
• ‘Bradley’: C2 = 0.32
5The time between ignition and a measurable pressure rise compared to the motoring pressure
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• ‘Fractals’: C2 = 1.013, corresponding with a maximum fractal dimension D3 of 2.38
• ‘Lipatnikov’: C2 = 0.37, somewhat lower than the values found in the literature, that
vary between 0.5 and 1.0
• Peters: C2 = 0.87
All values are of order unity, as would be expected for model tuning constants. The best
value for the coefficient C3 in the burn-up time constant was found to be 0.01, this value was
used for all turbulent burning velocity models. The low value perhaps indicates a different
choice for the lengthscale in eq. (5.9) would be more physical, it is noteworthy that using
the Taylor length scale would result in a calibration coefficient of order unity.
The heat transfer coefficients during combustion and expansion were set to 0.6 and 0.3,
respectively.
The pressure trace obtained with the ‘Damko¨hler’ model using the calibration coefficients
as given above is compared with the measured pressure trace in Fig. 5.1. Figure 5.2 plots
the pV diagram, Fig. 5.3 plots the log p–log V diagram and Fig. 5.4 zooms in on the pressure
trace during combustion. The agreement is not perfect but is considered very good. The
calibrations using the other models with the coefficients given above are very similar, Fig. 5.5
shows the resulting pressure traces during combustion. All simulated pressure traces deviate
from the measured pressure trace around the maximum pressure, predicting pressures that
are too high. This is probably explained by the neglect of blowby (see above).
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Figure 5.1: Calibrated pressure trace using the ‘Damko¨hler’ model compared to measurement,
pressure versus crank angle; CFR, 600 rpm, IT = 15oca, CR = 9, λ = 1.7/φ = 0.6
Figure 5.2: Calibrated pressure trace using the ‘Damko¨hler’ model compared to measurement,
pressure versus cylinder volume; CFR, 600 rpm, IT = 15oca, CR = 9, λ = 1.7/φ = 0.6
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Figure 5.3: Calibrated pressure trace using the ‘Damko¨hler’ model compared to measurement,
log p–logV diagram; CFR, 600 rpm, IT = 15oca, CR = 9, λ = 1.7/φ = 0.6
Figure 5.4: Calibrated pressure trace using the ‘Damko¨hler’ model compared to measurement,
pressure versus crank angle, combustion close-up; CFR, 600 rpm, IT = 15oca, CR = 9, λ = 1.7/φ =
0.6
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(a) Gu¨lder model (b) ‘Bradley’ model
(c) ‘Fractals’ model (d) ‘Lipatnikov’ model
(e) Peters model
Figure 5.5: Calibrated pressure traces compared to measurement, pressure versus crank angle,
combustion close-up; CFR, 600 rpm, IT = 15oca, CR = 9, λ = 1.7/φ = 0.6
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5.7 Power cycle: validation
5.7.1 Variable ignition timing
Figure 5.6 plots the measured pressure traces at the ‘calibration’ equivalence ratio and com-
pression ratio (λ = 1.7/φ = 0.6, CR = 9), for variable ignition timings. The cylinder volume
scale on the log p–log V plot corresponds with about 345 to 375oca. The ‘calibration ignition
timing’ was 15ocaBTDC. The maximum indicated power output and efficiency was reached
with the latest ignition timing, 10ocaBTDC. Figures 5.7 to 5.12 show the corresponding
simulation results with the different turbulent burning velocity models. The corresponding
experimental data is also plotted on the graphs using symbols. The simulation results are
all quite similar, with perhaps the ‘Damko¨hler’ and Peters models giving somewhat better
predictions, although this is probably down to the calibrated pressure traces being closer to
the experimental traces in these cases (see Figs. 5.4 and 5.5).
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.6: Experimental pressure traces for variable ignition timing, combustion close-up. Symbols
denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.7: Simulated pressure traces for variable ignition timing, ‘Damko¨hler’ model, combustion
close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.8: Simulated pressure traces for variable ignition timing, Gu¨lder model, combustion close-
up. Symbols denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.9: Simulated pressure traces for variable ignition timing, ‘Bradley’ model, combustion
close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.10: Simulated pressure traces for variable ignition timing, ‘Fractals’ model, combustion
close-up. Symbols denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.11: Simulated pressure traces for variable ignition timing, ‘Lipatnikov’ model, combustion
close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.12: Simulated pressure traces for variable ignition timing, Peters model, combustion
close-up. Symbols denote experimental data.
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5.7.2 Variable compression ratio
Figure 5.13 plots the measured pressure traces at the ‘calibration’ equivalence ratio and
ignition timing (λ = 1.7/φ = 0.6, IT = 15ocaBTDC), for variable compression ratios.
The cylinder volume scale on the log p–log V plot corresponds with 342 to 378oca for the
CR = 7 case. The ‘calibration ignition timing’ was 15ocaBTDC. At this equivalence
ratio and ignition timing, the indicated power output and efficiency did not vary much with
compression ratio, with the highest efficiency at the highest compression ratio CR = 9.5.
The ‘calibration compression ratio’ was CR = 9. Figures 5.14 to 5.19 show the corresponding
simulation results with the different turbulent burning velocity models. The corresponding
experimental data is also plotted on the graphs using symbols. Again, the simulation results
are all quite similar. The residual mass fraction was adapted for these simulations (+4% for
the lowest compression ratio), as a change in the compression ratio will affect the amount
of residuals.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.13: Experimental pressure traces for variable compression ratio, combustion close-up
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.14: Simulated pressure traces for variable compression ratio, ‘Damko¨hler’ model, com-
bustion close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.15: Simulated pressure traces for variable compression ratio, Gu¨lder model, combustion
close-up. Symbols denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.16: Simulated pressure traces for variable compression ratio, ‘Bradley’ model, combustion
close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.17: Simulated pressure traces for variable compression ratio, ‘Fractals’ model, combustion
close-up. Symbols denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.18: Simulated pressure traces for variable compression ratio, ‘Lipatnikov’ model, combus-
tion close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.19: Simulated pressure traces for variable compression ratio, Peters model, combustion
close-up. Symbols denote experimental data.
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5.7.3 Variable equivalence ratio
Figure 5.20 plots the measured pressure traces at the ‘calibration’ compression ratio and
ignition timing (CR = 9, IT = 15ocaBTDC), for variable equivalence ratios. The indicated
power output was highest for the richest mixture. With the ignition timing at 15ocaBTDC,
the indicated efficiency was highest for the mixture with equivalence ratio λ = 2.3/φ =
0.43. The ‘calibration equivalence ratio’ was λ = 1.7/φ = 0.6. Figures 5.21 to 5.26 show
the corresponding simulation results with the different turbulent burning velocity models.
The corresponding experimental data is also plotted on the graphs using symbols. The
‘Damko¨hler’ and Peters models clearly fail to predict the correct trend with equivalence
ratio (compare the pressure traces for the leanest mixture), whereas the other models give
similar results at first sight, that correspond reasonably well with the measurements.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.20: Experimental pressure traces for variable equivalence ratio, combustion close-up
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.21: Simulated pressure traces for variable equivalence ratio, ‘Damko¨hler’ model, combus-
tion close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.22: Simulated pressure traces for variable equivalence ratio, Gu¨lder model, combustion
close-up. Symbols denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.23: Simulated pressure traces for variable equivalence ratio, ‘Bradley’ model, combustion
close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.24: Simulated pressure traces for variable equivalence ratio, ‘Fractals’ model, combustion
close-up. Symbols denote experimental data.
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(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.25: Simulated pressure traces for variable equivalence ratio, ‘Lipatnikov’ model, combus-
tion close-up. Symbols denote experimental data.
(a) pressure versus crank angle (b) log p–log V diagram
Figure 5.26: Simulated pressure traces for variable equivalence ratio, Peters model, combustion
close-up. Symbols denote experimental data.
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5.7.4 Synthesis
For ease of comparison, the simulation results are synthesized into graphs showing the peak
pressure pmax, the position of peak pressure θpmax and the gross indicated work Wi,g (the
indicated work from compression to expansion, or from IV C to EV O [37]). Figure 5.27
compares these quantities with the measured ones, for variable ignition timing. Trends
are well reproduced by all models. At first sight, the correspondence with measured gross
indicated work seems less satisfactory, but this could also be down to differences in expansion
pressure (∼ heat exchange), among others. Furthermore, the residual mass fraction was
unchanged (except for the simulations with varying compression ratio) as well as the heat
exchange coefficients (compared to the calibration), which could also be of influence. Results
for Wi,g are still within 3%, which is very good.
Figure 5.28 compares pmax, θpmax and Wi,g with measured values for variable compres-
sion ratio. Trends are reasonably well reproduced by all models and gross indicated work
is predicted within 3%. However, the experimentally observed increase in Wi,g when going
from a compression ratio of 7 to 8 is not reproduced by the simulations. This can probably
be explained as stated above or could be due to experimental uncertainty (see Appendix
A.2.2: the uncertainty on Wi,g is about 3J).
Figure 5.29 plots results for variable equivalence ratio. The ability to predict the effects
of mixture richness is clearly the criterion to distinguish between models: the models of
Gu¨lder, ‘Bradley’, ‘Lipatnikov’ and the ‘Fractals’ model follow the trends observed in the
measurements, whereas the models of ‘Damko¨hler’ and Peters predict quasi linear depen-
dencies on equivalence ratio. The ‘peaking’ of the position of peak pressure with equivalence
ratio is not recovered; maximum pressures for the lean mixtures are more than 50% higher
than measured; and the ‘bending’ of gross indicated work with equivalence ratio is also not
predicted.
The appearance of three model groups, Gu¨lder-‘Bradley’-‘Lipatnikov’, ‘Damko¨hler’-
Peters and ‘Fractals’ is easily understandable when the model equations are rewritten using
the definitions of turbulent Reynolds number, Damko¨hler, Karlovitz and Lewis numbers,
and using (1 + x)1/2 → 1 + x/2 to obtain a first order approximation of Peters’ model,
which is valid for small x, or in this case: for a large Damko¨hler number (which is the case
for stoichiometric to moderately lean hydrogen/air mixtures). The ‘fully developed’ value
of 2.35 is used for the fractal dimension in the ‘Fractals’ model. This yields the following
model equations:
• ‘Damko¨hler’:
ute ∼ Cu′ + un (5.35)
• Gu¨lder:
ute ∼ Cu′0.75u0.5n Λ0.25ν−0.25u + un (5.36)
• ‘Bradley’:
ute ∼ Cu′0.55u0.6n Λ0.15ν−0.15u D−0.3T,u D0.3M + un (5.37)
• ‘Fractals’:
ute ∼ Cu′0.26unΛ0.26ν−0.26u + un (5.38)
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• ‘Lipatnikov’:
ute ∼ Cu′0.75u0.5n Λ0.25D−0.25T,u + un (5.39)
• Peters:
ute ∼ Cu′ + un (5.40)
In the present case of constant engine speed and thus constant rms turbulent velocity
u′ at ignition time, the models of Gu¨lder, ‘Bradley’ and ‘Lipatnikov’ are very similar to
each other. The model of ‘Lipatnikov’ would actually be identical to Gu¨lder’s model if
the ‘diffusivity’ chosen by Lipatnikov and Chomiak [105] to evaluate the laminar flame
thickness (used in the definition of the chemical time scale τl in eq. (4.22)) would have been
the kinematic viscosity instead of the thermal diffusivity.
For large Damko¨hler numbers, Peters’ model reduces to the simple ‘Damko¨hler’ model.
For the second leanest condition shown in Fig. 5.29, which is λ = 2.30/φ = 0.43, the
Damko¨hler number at the time of ignition (when the chemical time scale is largest and
Da smallest) is of the order 102 (using a chemical time scale given by νu/u
2
n), so that
‘x’∼ 20.52/Da is of order 10−1 and the error in the approximation (1 + x)1/2 → 1 + x/2,
given by x2/8, is of order 10−3. Thus, up to this condition, the results with Peters’ model
coincide with the results obtained with the ‘Damko¨hler’ model, as can be seen in Fig. 5.29.
For the leanest condition of λ = 2.65/φ = 0.38, the results obtained with Peters’ model can
be seen to start deviating from the results obtained with the ‘Damko¨hler’ model.
Although the ‘Fractals’ model uses similar terms in its ute equation as the “Gu¨lder
group”, the exponents are quite different, so this model is placed in a third ‘group’, although
the results are quite close to the results obtained by the models in the “Gu¨lder group”.
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Figure 5.27: Peak pressure, peak pressure position and gross indicated work: simulations compared
to measurement, 600 rpm, λ = 1.7/φ = 0.6, CR = 9, variable ignition timing
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Figure 5.28: Peak pressure, peak pressure position and gross indicated work: simulations compared
to measurement, 600 rpm, λ = 1.7/φ = 0.6, IT = 15ocaBTDC, variable compression ratio
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Figure 5.29: Peak pressure, peak pressure position and gross indicated work: simulations compared
to measurement, 600 rpm, IT = 15ocaBTDC, CR = 9, variable air/fuel equivalence ratio
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5.7.5 Leading point model
As mentioned in Section 4.4.6, Lipatnikov suggests an alternative time scale in the turbu-
lent burning velocity model of Lipatnikov and Chomiak (implemented as eq. (5.15) in this
chapter), based on leading point concepts. Simulations were also run with such a model,
obtained by substituting τl in eq. (4.22) by τlr from eq. (4.24) and adding a calibration con-
stant C2 and a laminar term such as in eq. (5.15). The calibration constant C2 for the model
using τlr was set at 0.20. Figure 5.30 plots pmax and θpmax, comparing the results obtained
with the model of ‘Lipatnikov’, using the ‘standard’ chemical time scale τl and the ‘leading
point concept’ time scale τlr. Results are quite similar. At the calibration condition, τlr is
about an order of magnitude smaller than τl. With the Damko¨hler number to the power
0.25, substituting τl with τlr gives a multiplication factor of about 2 in the first term in the
ute equation (compare the ‘leading point’ C2 = 0.20 with the ‘standard’ C2 = 0.37). The
difference between the two time scales increases for leaner mixtures, but the multiplication
factor only changes slowly (increasing for leaner mixtures), which explains the fairly close
correspondence between the results obtained with the two time scales.
The alternative time scale proposed by Lipatnikov is based on the burning velocity of
‘critically perturbed’ flames. The critically perturbed flames were shown to be outwardly
propagating spherical flames ignited by ‘the hot pocket of critical radius’ [173]. It is note-
worthy that the ‘laminar’ burning velocity un,10mm was used in all simulations reported
here, instead of a true stretch-free laminar burning velocity ul, with the un,10mm burning
velocities derived from cellular, spherical flames. Perhaps these burning velocities already
partly incorporate the enhanced burning in critically perturbed flames.
5.8 Summary
The development of a robust code for the simulation of the power cycle of spark ignition
engines was described in the above. The code has been applied to hydrogen operation
but is equally usable for other fuels. The current version incorporates thermodynamic
properties for hydrogen, methane, propane and iso-octane, and laminar burning velocity
data for hydrogen and methane. Calculations for propane and iso-octane are easily possible
by adding laminar burning velocity data for these fuels to the laminar burning velocity
routine.
It was shown that the use of an existing correlation for the laminar burning velocity
of hydrogen/air mixtures resulted in a faulty pressure development, whereas the use of the
correlation constructed by the present author gave consistent results. After calibration to
a single reference condition, simulations were run for different conditions, where ignition
timing, compression ratio and equivalence ratio were varied compared to the reference con-
dition. All turbulent burning velocity models considered were able to qualitatively as well
as quantitatively predict the effects of changes in ignition timing and compression ratio.
The ability to recover the effects of changes in equivalence ratio clearly is the benchmark to
distinguish between models, with the Gu¨lder, ‘Bradley’, ‘Fractals’ and ‘Lipatnikov’ model
predictions corresponding well with experiments and the ‘Damko¨hler’ and Peters models
failing.
As discussed in Section 2.5.3, measurements at variable engine speeds had been planned
but had to be postponed, so evaluation of the models at variable engine speeds was not pos-
sible in the present work. Thus, the models have not been tested for their ability to recover
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Figure 5.30: Peak pressure and peak pressure position: simulations with ‘standard’ chemical
time scale τl and ‘leading point concept’ time scale τlr , compared to measurement, 600 rpm, IT =
15ocaBTDC, CR = 9, variable air/fuel equivalence ratio
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the correct behaviour with the rms turbulent velocity (being the prime quantity affected by
engine speed). The variations in ignition timing, compression ratio and equivalence ratio
on the other hand, result in changing pressures, temperatures and mixture compositions.
This enabled the evaluation of the correspondence between simulation and experiment over
a fairly wide range of conditions.
It would be interesting to look at results for leaner mixtures, e.g. up to λ = 4.0/φ = 0.25,
as used in hydrogen engines, as these conditions are the most challenging for the combustion
models. This can be the subject of future work.
Chapter 6
Conclusions
6.1 Summary of present work and principal findings
The present work started with a review of the experimental and analytical research on
hydrogen fuelled internal combustion engines, which, to the author’s knowledge, is the
most comprehensive available at present and clarifies some contradictory statements in the
literature on hydrogen engines.
Three engines have been converted to hydrogen operation under the guidance of the
present author. The conversion and the experiments have lead to confirmation of findings
reported in the literature as well as providing new information. The effect of blowby on
the lubrication oil composition has been shown to be substantial. The application of an
electronic engine management system controlling sequential port injection and ignition to a
hydrogen fuelled engine with the mapping for the complete speed and load range was the
first reported in the open literature (see publication list in annex).
A database has been collected of cylinder pressure measurements at a single engine speed
and varying equivalence ratios, ignition and injection timings, and compression ratios. The
findings are relevant for the optimisation of hydrogen engine settings. A new engine test
bench has been prepared for measurements at variable engine speeds.
The subsequent work was directed at the development of a hydrogen engine simulation
code. As data on laminar burning velocities of hydrogen mixtures was needed, the available
data in the literature was reviewed, which also constitutes the most comprehensive overview
of hydrogen laminar burning velocity data at conditions relevant for engine combustion. It
was shown that the construction of a laminar burning velocity correlation for use in the
engine code was not possible based on this collection due to insufficient data.
An extensive database on laminar burning velocities of hydrogen mixtures has been mea-
sured using schlieren photography of spherically propagating flames in a combustion bomb,
at a range of pressures, temperatures, equivalence ratios and residual gas fractions, with
emphasis on engine-like conditions. A great deal of attention was directed to the effects of
flame stretch and instabilities. The use of a burning velocity at a well defined, repeatable
condition was proposed for the time being, as methods derived from stability theory are still
in development and thus, derivation of stretch-free laminar burning velocities at higher pres-
sures is currently not possible. These burning velocities were used to construct a correlation
with pressure, temperature, equivalence ratio and residual gas fraction dependencies.
The present measurements were compared with other work, and deviations with work
that did not take stretch and instability effects into account were explained based on pref-
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erential diffusion concepts. The possibility of calculating the laminar burning velocity was
evaluated, using several reaction mechanisms. It was concluded that laminar flame simula-
tions are not reliable yet, for conditions approaching engine conditions.
Next, it was shown that stretch and instabilities also have an important effect on the
turbulent burning velocity, especially for the conditions in hydrogen engines, with lean hy-
drogen flames even being the most challenging test for turbulent burning velocity models.
Measurements by the present author, of turbulent burning velocities using a turbulent com-
bustion bomb were reported, for a limited set of conditions. Several turbulent burning
velocity models were described and an initial evaluation of these models was performed by
comparing with the measurements. It was shown that no model outperformed the other
models for the conditions as measured.
Finally, a simulation code for the power cycle of hydrogen fuelled engines has been
described, using a quasi-dimensional model with ‘standard’ modelling assumptions. A robust
code has been written starting from a previous code by incorporating several modifications
and corrections. A combustion model consisting of two differential equations was used, one
for the ‘entrainment’ mass burning rate and one for the ‘fully burned’ mass burning rate,
to account for the finite turbulent flame thickness (affecting the end of combustion).
The turbulent burning velocity models were evaluated in this framework, comparing sim-
ulation results with the experimental cylinder pressure database. Using the laminar burning
velocity correlation proposed by the present author, meaningful results were obtained (not
so with other correlations). All models performed well for varying ignition timings and
compression ratios; the real test proved to be the ability of the models to predict the effects
of varying equivalence ratio, this lead to a clear distinction in the models. A very recent
model based on leading point concepts was also tested, which did not result in a significant
difference with the other, well-performing models, for the currently tested conditions.
6.2 Recommendations for future work
As is usually the case in research, this work has perhaps raised more questions than it
has answered. Thus, several parts ask for follow-up work. The experimental database of
cylinder pressure measurements on hydrogen fuelled engines should be extended to include
varying engine speed data and ultra-lean conditions. Experimental work should now focus
on strategies to increase power output without increasing NOx emissions, possibilities to
realize these conflicting goals are given in Chapters 1 and 2. The deterioration of oil quality
by blowby should be kept in mind in the development of hydrogen fuelled engines, dedicated
oils and/or adequate crankcase ventilation should be investigated. The effect of the piston
ring pack on backfire also deserves attention, it has been reported in a few papers but
backfire-free operation could be easier to achieve if this research were extended.
The stability theory described in Chapter 3 should be applied to the cellular data mea-
sured, as soon as sufficient data is available (e.g. measurements at pressures between 1 and
5 bar to derive the pressure dependency of the Markstein lengths). Hopefully, this will result
in the possibility of extracting stretch-free burning velocities from cellular data (as already
demonstrated for iso-octane/air [100]). The theory should be developed into a model to de-
termine unstable (cellular) laminar burning velocities for use in turbulent burning velocity
models and applied to engine combustion simulation. A global approach for including the
effect of instabilities, as needed in a quasi-dimensional engine code, will perhaps be difficult
(e.g. local flame structure and speed has been shown to be strongly dependent on local flame
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curvature but globally the mean of flame curvatures is close to zero [155, 158, 162, 177]) but
is desirable due to multi-dimensional model computing times.
The turbulent burning velocity models should be subjected to the more severe test of
ultra-lean mixtures. This can be done by means of extra measurements of statistically spher-
ical flames in a combustion bomb, which is the most direct method; or through simulations
of engine pressure measurements at leaner conditions than presently reported (see higher).
Extra bomb measurements would be interesting as most measurements of turbulent burning
velocities for hydrogen mixtures using bombs are rather old (see references in Chapter 4)
and measured different quantities (cf. schlieren- versus pressure-derived data). Furthermore,
measurements of turbulent burning velocities at varying pressures are relatively few [105].
The turbulent burning velocity models should also be tested for varying engine speeds, to
evaluate their dependency on the rms turbulent velocity.
Concerning the engine code, the heat transfer model should get a thorough revision to
account for the specific properties of hydrogen. The development of a new heat transfer
model, which is also of use to stoichiometric hydrocarbon mixtures, is probably enough of
a challenge to be the sole subject of a Ph.D. The addition of NOx formation kinetics would
extend the code’s usefulness and should not pose any problem. However, an accurate heat
transfer prediction is a prerequisite for accurate NOx predictions.
From a practical point of view, the power cycle code should be incorporated into a
complete engine cycle code to facilitate its application as well as to avoid uncertainties in
trapped conditions. Simulations can then be run to evaluate the potential of e.g. super-
charging (cf. increase of power output), which is not trivial (/cheap) to do experimentally.
A great deal of attention was given throughout the present work, to the effects of stretch
and instabilities. A very recent paper by Lipatnikov and Chomiak [194] reviews the effects on
laminar and turbulent premixed combustion and highlights the difficulties of modelling lean
hydrogen flames, proposing a new approach based on leading point concepts. The present
work has briefly touched upon this, but this approach certainly merits further attention.

Appendix A
Engine measurements
A.1 Apparatus
• piezoelectric cylinder pressure sensors: Kistler 701A SN639871 (CFR engine), Kistler
ThermoCOMP 6125B SN1200619 (Audi engine)
• piezoelectric pressure sensor in intake CFR engine: Kistler 701A SN920872
• charge amplifiers for piezoelectric sensors: Kistler 5011, SN476959 and SN506651
• piezoresistive pressure sensor in intake Audi engine: Kistler 4075A20 SN275229
• amplifier for piezoresistive sensor: Kistler 4618A0 SN191207
• data acquisition board: Keithley DAS58 SSH (12 bits)
• crank angle sensors: COM-Kistler CAM SN93186 (CFR), SN93293 (Audi)
• crank angle interpolator: COM GmbH type 2614
• top dead center position determined with AVL 428 TDC sensor
• wide band oxygen sensors: NTK UEGO
• intake air mass flow sensor: Bronkhorst Hi-Tec F-106BZ-HD-01-V SN961948A (CFR
– maximum flow 20Nm3/h, recalibrated for Audi – maximum flow 60Nm3/h)
• hydrogen mass flow sensors: Bronkhorst Hi-Tec F-201AC-FD-22-V SN98205709A
(CFR – maximum flow 4.7Nm3/h), F-113AC-HDD-55-V SNM2206212A (Audi – max-
imum flow 18Nm3/h)
• readout unit mass flow sensors: Bronkhorst E-7100
• exhaust gas analysis: Servomex 1100A (O2), Maihak Multor 610/311390 (CO/CO2/
NO), Maihak Thermor 615/311543 (H2/He), INSAT AG JNOX-CV-MC NO/NO2
converter, INSAT AG JC-14 sample gas cooler
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A.2 Measurement precision and error analysis
A.2.1 Directly measured quantities
Air and fuel flows
The mixture composition is determined from the measured air and hydrogen flows, these
are measured with an accuracy within 1% of the full scale. Thus, relative error is inversely
proportional to measured flow:
RE(Q) = 0.01/
Q
Qmax
(A.1)
For the CFR measurements, the minimum hydrogen flow was 25% of the full scale. The
relative error on the hydrogen flow (worst case) thus amounts to 4%. The air flow varied
between roughly 30 and 40 % of full scale, giving a relative error on air flow of about 3%.
On the Audi engine, the relative errors are generally higher due to the much larger variation
in flows (engine speed range). The full scale of the flow meters was chosen for the extremes
of 5000 rpm, a 100% volumetric efficiency and stoichiometric operation. The worst case is a
low speed, lean mixture, with relative errors on air and hydrogen flow amounting to 6 and
12%, respectively. For a high speed, near-stoichiometric mixture this decreases to about 2%
and 2%, respectively.
Compression ratio
The compression ratio (CR) of the CFR engine is set by varying the height of the cylinder
head with respect to the engine block. The position is determined with a dial gauge accurate
within 0.01mm. The relation between the cylinder head position and the compression ratio
is determined by writing down the position corresponding with a certain volume of oil that
fills the combustion chamber when the piston is at TDC (filling through the top spark plug
mounting hole using a burette with a reading precision of 0.1ml), the linear relationship
following from this is then used for an easy setting of the CR. This calibration was done
ranging from a compression ratio of 7:1 to 13:1, this corresponds with a compression volume
of 100 and 50ml, respectively, and a dial gauge reading of about 10 and 20mm. With worst
case relative errors on the compression volume of 0.2% and on the dial gauge reading of
0.1%, the uncertainty on the compression ratio is negligible.
The compression ratio of the Audi engine was determined from the volume between the
top of the piston and the top of cylinder block, at TDC; and the volume in the recess of the
cylinder head. The volumes were determined by bolting a plexiglass plate to the cylinder
head or block and measuring the volume of oil filling this space (where one measurement
was done with the cylinder head gasket in place to take its thickness into account). As
the Audi engine dimensions are smaller than the CFR engine dimensions, the error on the
compression ratio is somewhat larger, this is compounded by the more elaborate measuring
method (measuring two, smaller, volumes). The resulting compression ratio is estimated as
11±0.1:1.
Engine speed
The engine speed of the CFR engine is kept constant at 600 ± 6 rpm. The engine speed of
the Audi engine is read of a dial mechanically driven by the engine brake, with a reading
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precision of 20 rpm. In the future, the reference signal from the crank angle marker should
be used to enable a more accurate reading of the engine speed.
Ignition timing
For the measurements on the CFR engine reported above, the original CFR ignition system
was used, the ignition timing was determined from a scale on the flywheel using a strobo-
scopic light source (the ignition system has since been replaced by a contactless electronic
unit and coil-on-plug system). The scale has a 1oca marking interval, but is sufficiently clear
to assume the ignition timing to be accurate within 0.5oca.
On the Audi engine, an electronic control unit is used to set ignition and injection
timings (MoTeC M4Pro). The control unit receives reference and synchronisation signals
from a magnetic sensor mounted above a ‘gear’ on the camshaft with 60 teeth of which two
are missing. These signals are used by the control unit to determine the engine speed so
the unit can look up the ignition timing in the appropriate speed versus load mapping. The
resulting ‘electronic’ ignition timing is frequently compared with a scaling on the flywheel
using a stroboscopic lamp as this is the most direct measure of the ignition timing. The
scaling is less accurate than on the CFR (5oca marking interval but ‘interpolable at sight’)
so the ignition timing is accurate within 1oca.
Indicator diagram
The accuracy of the in-cylinder pressures is determined by the measurement chain piezo-
electric sensor – charge amplifier – analog to digital (A/D) conversion – PC. The accu-
racy of the pressure measurement is given by the sensor manufacturer for the combination
sensor+amplifier, this is regularly checked by a calibration of the sensors using a Barnet
Instruments dead weight tester (SN1767/67). The CFR engine uses a high-precision water-
cooled sensor; due to space restrictions the use of a water-cooled sensor was not possible on
the Audi engine. However, a non-cooled sensor was used specifically designed to minimize
thermal shock error. Both sensors have a linearity within ±0.5%.
A 12 bits data acquisition board is used for the A/D conversion. A voltage range of
10V is digitized, which results in a 2.44mV precision. The charge amplifier was always set
at 20 bar/V , resulting in a digital resolution of 0.05 bar (5000Pa).
The crank angle data from the CAM sensor has a static error of ±0.01oca and a dynamic
error of ±0.05oca at 6000 rpm. The top dead center is determined within 0.1oca (defined by
resolution of CAM sensor).
A.2.2 Derived quantities
Equivalence ratio
The equivalence ratio is determined from the air and hydrogen mass flows (derivation given
for the air/fuel equivalence ratio λ):
λ =
actual AFR
stoichiometric AFR
=
1
34.21
ρairQair
ρH2QH2
=
1
34.21
RH2
Rair
Qair
QH2
= 0.418
Qair
QH2
(A.2)
Here, AFR is the Air to Fuel mass Ratio [kg air/kg H2], the stoichiometric AFR for hydrogen
being 34.21; Qair and QH2 are the measured volume flows for air and hydrogen, respectively
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[Nm3/h], ρair and ρH2 are the densities at norm conditions (see Nomenclature) for air and
hydrogen, respectively; and Rair and RH2 are the respective gas constants.
Thus, the relative error on the equivalence ratio is given by (derivation for λ but equally
valid for φ):
RE(λ) =
(
[RE(Qair)]
2 + [RE(QH2)]
2
) 1
2 (A.3)
For the CFR engine, this amounts to a relative error on λ of 5% (worst case, but quite
constant as the sum of air and hydrogen flows are nearly constant due to the constant engine
speed, thus if RE(Qair) increases, RE(QH2) decreases). For the Audi engine the errors are
larger as explained higher, RE(λ) ranges from about 3% (high speed near-stoichiometric
mixture) to 14% (low speed lean mixture).
Indicated work
The indicated work Wi is determined from the cylinder pressure data:
Wi =
∮
pdV =
∮
V dp =
∑
j
(pj
dV
dθ
(θj)) (A.4)
where dV/dθ is a function of the crank angle θ and the geometry of the engine (bore, stroke
and connecting rod length). The last term in eq. (A.4) represents the practical calculation
of Wi from discrete pressure versus crank angle data. The absolute error on Wi is given by:
δWi =
√
(
∂Wi
∂p
)2δp2 + (
∂Wi
∂V
)2δV 2 (A.5)
with δp and δV the absolute errors on the pressure and cylinder volume. Here, δV can be
written as ∂V/∂θ · δθ, with δθ the absolute error on the crank angle θ. For simplicity, we
assume a large ratio of connecting rod to crank length giving ∂V/∂θ ≈ 0.5Vs sin θ, with Vs
the swept volume. Furthermore, the partial derivatives of Wi with respect to p and V are:
∂Wi
∂p
= Vs (A.6)
∂Wi
∂V
= imep (A.7)
with imep the mean indicated pressure given by Wi = imep ·Vs; δWi can thus be calculated
from:
δWi = Vs
√
δp2 + imep2 0.25 sin2 θ δθ2 (A.8)
Taking δp as 5000Pa, assuming an imep of 500000Pa (5 bar), using the mean of sin2 θ
(=0.5), and taking δθ as 0.1 · pi/180 (converting 0.1oca to radials), the absolute error on Wi
is in practice governed by the error on p:
δWi = Vsδp (A.9)
resulting in δWi = 3J for the CFR engine and δWi = 2J for the Audi engine (corresponding
with a relative error of 1%).
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A.3 Measurements selected for model evaluation
The measurements on the carburetted CFR engine, selected for the evaluation of turbulent
burning velocity models (see Chapter 5), are given in Table A.1. All measurements are done
with an engine speed of 600 rpm.
file λ φ IT (oca) CR
C150904abs.prn 1.41 0.71 15 9
C150903abs.prn 1.7 0.59 15 9
C150902abs.prn 2.05 0.49 15 9
C150901abs.prn 2.30 0.43 15 9
C300920abs.prn 2.65 0.38 15 9
C150905abs.prn 1.70 0.59 20 9
C150903abs.prn 1.7 0.59 15 9
C150910abs.prn 1.68 0.60 12 9
C150915abs.prn 1.70 0.59 10 9
C150918abs.prn 1.71 0.58 15 7
C300904abs.prn 1.70 0.59 15 8
C150903abs.prn 1.70 0.59 15 9
C300913abs.prn 1.69 0.59 15 9.5
Table A.1: Measurements on CFR carburetted set–up
A.4 Measurements on CFR engine
Other measurements on the carburetted CFR engine are given in Table A.2, the measure-
ments on the injected CFR engine are given in Table A.3. All measurements are done with
an engine speed of 600 rpm and the Y-junction (for the injection set-up).
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file CR IT (oca) λ φ
C150927abs.prn 7 10 1.70 0.59
C150924abs.prn 7 12 1.70 0.59
C150917abs.prn 7 15 1.37 0.73
C150922abs.prn 7 15 1.71 0.58
C150918abs.prn 7 15 1.71 0.58
C150920abs.prn 7 15 2.04 0.49
C150921abs.prn 7 15 2.25 0.44
C150923abs.prn 7 20 1.70 0.59
C300902abs.prn 8 10 1.71 0.58
C300903abs.prn 8 12 1.70 0.59
C300906abs.prn 8 15 1.40 0.71
C300905abs.prn 8 15 1.55 0.65
C300904abs.prn 8 15 1.70 0.59
C300907abs.prn 8 15 1.87 0.53
C300908abs.prn 8 15 2.01 0.50
C300909abs.prn 8 15 2.14 0.47
C300910abs.prn 8 15 2.31 0.43
C300901abs.prn 8 20 1.70 0.59
C150916abs.prn 9 10 1.39 0.72
C150915abs.prn 9 10 1.70 0.59
C150914abs.prn 9 10 2.01 0.50
C150913abs.prn 9 10 2.37 0.42
C300922abs.prn 9 10 2.60 0.38
C150909abs.prn 9 12 1.40 0.71
C150910abs.prn 9 12 1.68 0.60
C150911abs.prn 9 12 2.02 0.50
C150912abs.prn 9 12 2.37 0.42
C300921abs.prn 9 12 2.50 0.40
C150904abs.prn 9 15 1.41 0.71
C150903abs.prn 9 15 1.70 0.59
C150902abs.prn 9 15 2.05 0.49
C150901abs.prn 9 15 2.30 0.43
C300920abs.prn 9 15 2.65 0.38
C150905abs.prn 9 20 1.70 0.59
C150906abs.prn 9 20 2.01 0.50
C150907abs.prn 9 20 2.30 0.43
C150908abs.prn 9 20 2.68 0.37
C300915abs.prn 9.5 10 1.70 0.59
C300916abs.prn 9.5 12 1.70 0.59
C300917abs.prn 9.5 15 1.42 0.70
C300913abs.prn 9.5 15 1.69 0.59
C300918abs.prn 9.5 15 2.02 0.50
C300919abs.prn 9.5 15 2.30 0.43
C300914abs.prn 9.5 20 1.70 0.59
Table A.2: Measurements on CFR carburetted set–up
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file CR IT (oca) λ φ SOI pinj
T1605 11abs.prn 8 0 0.99 1.01 150 5
T1605 10abs.prn 8 0 1.08 0.93 150 5
T1605 09abs.prn 8 0 1.17 0.85 150 5
T1605 08abs.prn 8 0 1.29 0.77 150 5
T1605 07abs.prn 8 0 1.42 0.70 150 5
T1605 06abs.prn 8 0 1.57 0.64 150 5
T1605 05abs.prn 8 0 1.75 0.57 150 5
T1605 04abs.prn 8 0 1.99 0.50 150 5
T0905 75abs.prn 8 10 1.08 0.93 170 5
T0905 96abs.prn 8 10 1.11 0.90 170 5
T0905 95abs.prn 8 10 1.12 0.89 170 5
T0905 74abs.prn 8 10 1.12 0.89 170 5
T0905 73abs.prn 8 10 1.18 0.85 170 5
T0905 94abs.prn 8 10 1.18 0.84 170 5
T0905 72abs.prn 8 10 1.22 0.82 170 5
T0905 92abs.prn 8 10 1.23 0.81 170 5
T0905 91abs.prn 8 10 1.29 0.78 170 5
T0905 70abs.prn 8 10 1.29 0.78 170 5
T0905 69abs.prn 8 10 1.33 0.75 170 5
T0905 90abs.prn 8 10 1.35 0.74 170 5
T0905 68abs.prn 8 10 1.40 0.71 170 5
T0905 89abs.prn 8 10 1.42 0.71 170 5
T0905 67abs.prn 8 10 1.48 0.67 170 5
T0905 88abs.prn 8 10 1.50 0.67 170 5
T0905 66abs.prn 8 10 1.56 0.64 170 5
T0905 87abs.prn 8 10 1.57 0.64 170 5
T0905 65abs.prn 8 10 1.76 0.57 170 5
T0905 86abs.prn 8 10 1.76 0.57 170 5
T0905 64abs.prn 8 10 1.96 0.51 170 5
T0905 85abs.prn 8 10 1.98 0.50 170 5
T1605 20abs.prn 8 0 1.00 1.00 170 5
T1605 19abs.prn 8 0 1.07 0.94 170 5
T1605 18abs.prn 8 0 1.18 0.85 170 5
T1605 17abs.prn 8 0 1.29 0.78 170 5
T1605 16abs.prn 8 0 1.41 0.71 170 5
T1605 15abs.prn 8 0 1.56 0.64 170 5
T1605 13abs.prn 8 0 1.75 0.57 170 5
T1605 12abs.prn 8 0 1.97 0.51 170 5
T0905 105abs.prn 8 10 0.92 1.08 150 5
T0905 104abs.prn 8 10 0.94 1.06 150 5
T0905 102abs.prn 8 10 0.97 1.03 150 5
T0905 101abs.prn 8 10 0.97 1.03 150 5
T0905 99abs.prn 8 10 1.01 0.99 150 5
T0905 98abs.prn 8 10 1.05 0.96 150 5
T0905 97abs.prn 8 10 1.09 0.92 150 5
Table A.3: Measurements on CFR injection set–up

Appendix B
Laminar measurements
B.1 Measurements at 1 bar
The following tables summarize all measurements for an initial pressure of 1 bar, that were
used in the derivation of burning velocities, stretch effects and the trends with pressure,
temperature and residual gas content. Table B.1 shows the measurements at 1 bar and
initial temperatures of 300K and 365K, for hydrogen-air mixtures, Table B.2 shows the
measurements at 365K for hydrogen-air-residual mixtures and Table B.3 shows the mea-
surements at 430K for hydrogen-air and hydrogen-air-residual mixtures. Next to the exact
experimental conditions, the zero-stretch flame speed Sl and burning velocity ul are given,
as well as the density ratio σ = ρu/ρb, the unburned mixture kinematic viscosity νu, burned
gas Markstein length Lb, the Markstein number Masr expressing the effect of strain on unr
and finally, the critical Peclet number at the onset of cellularity, Pecl.
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file p (bar) T (K) φ (-) λ (-) f (vol%) Ss (m/s) σ (-) ul (m/s) Lb (mm) νu (m
2/s) Masr (-) Pecl (-)
e02d1305 1,029 294 0,3 3,33 0 0,558 3,8014 0,147 -1,415 1,66E-05 -2,115 177
e03d1305 1,007 295 0,3 3,33 0 0,605 3,7913 0,160 -1,404 1,70E-05 -2,301 155
e07d2702 0,997 300 0,4 2,50 0 1,700 4,4182 0,385 -0,961 1,83E-05 -3,419 400
e08d2702 1,004 301 0,4 2,50 0 1,716 4,4061 0,390 -1,039 1,83E-05 -3,864 351
e01d0207 1 295 0,5 2,00 0 3,101 5,0838 0,610 -0,709 1,83E-05 -3,505 533
e02d0207 1 296 0,5 2,00 0 3,125 5,0692 0,617 -0,802 1,84E-05 -4,158 570
e03d0207 1 298 0,5 2,00 0 3,158 5,0403 0,627 -0,786 1,86E-05 -4,107 808
e08d1305 1,002 302 0,6 1,67 0 5,839 5,4997 1,062 0,502 1,96E-05 -5,329 1658
e09d1305 1,005 303 0,6 1,67 0 5,804 5,484 1,058 0,315 1,96E-05 -4,604 1631
e10d1305 1 304 0,8 1,25 0 10,285 6,2858 1,636 -0,048 2,10E-05 0,539 2984
e11d1305 1,01 304 0,8 1,25 0 10,303 6,2861 1,639 -0,411 2,08E-05 1,900 2931
e12d1305 1,004 305 1 1,00 0 15,347 6,7585 2,271 0,516 2,21E-05 8,990 6329
e13d1305 1 306 1 1,00 0 15,964 6,7378 2,369 0,889 2,23E-05 15,200 6279
e15d1305 0,998 367 0,3 3,33 0 0,657 3,21 0,205 -1,960 2,52E-05 -3,742 132
e16d1305 0,995 368 0,3 3,33 0 0,720 3,2036 0,225 -1,750 2,49E-05 -4,394 259
e18d1305 0,986 365 0,4 2,50 0 1,894 3,7727 0,502 -1,303 2,61E-05 -5,466 375
e19d1305 0,986 360 0,4 2,50 0 1,879 3,8141 0,493 -1,261 2,54E-05 -5,234 378
e20d0207 0,98 366 0,5 2,00 0 3,280 4,2451 0,773 -1,326 2,72E-05 -7,712 440
e22d0207 0,97 365 0,5 2,00 0 3,577 4,2546 0,841 -1,221 2,73E-05 -7,679 431
e23d0207 1 366 0,5 2,00 0 3,549 4,2451 0,836 -1,047 2,66E-05 -6,589 418
e20d1305 0,996 365 0,6 1,67 0 6,529 4,6752 1,396 0,459 2,74E-05 6,157 1621
e21d1305 0,988 364 0,6 1,67 0 6,718 4,686 1,434 0,341 2,75E-05 4,941 1653
e22d1305 0,986 367 0,6 1,67 0 6,849 4,6536 1,472 0,256 2,79E-05 4,047 1809
e24d1305 1,001 367 0,7 1,43 0 8,886 5,0129 1,773 0,316 2,83E-05 5,094 2236
e25d1305 0,988 365 0,7 1,43 0 8,878 5,0365 1,763 0,077 2,84E-05 2,097 2892
e03d2602 1,002 375 0,8 1,25 0 12,555 5,2126 2,409 0,767 3,01E-05 12,914 3393
e04d2602 0,989 358 0,8 1,25 0 12,023 5,4307 2,214 0,220 2,82E-05 4,317 3659
e05d2602 0,985 360 0,8 1,25 0 11,540 5,4038 2,135 0,124 2,86E-05 2,849 4002
e24d0207 0,975 363 1 1,00 0 16,841 5,7547 2,926 0,417 3,08E-05 8,029 6043
e25d0207 0,97 364 1 1,00 0 16,715 5,7398 2,912 0,461 3,11E-05 8,652 5768
Table B.1: Laminar measurements at 1 bar, 300K and 365K, no residuals
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file p (bar) T (K) φ (-) λ (-) f (vol%) Ss (m/s) σ (-) ul (m/s) Lb (mm) νu (m
2/s) Masr (-) Pecl (-)
e03d1405 0,991 365 0,3 3,33 10 0,525 3,0146 0,174 -1,585 2,46E-05 -2,481 106
e04d1405 0,995 364 0,3 3,33 10 0,492 3,0206 0,163 -1,645 2,45E-05 -2,382 100
e22d2602 1,007 362 0,5 2,00 10 2,867 3,9858 0,719 -0,222 2,56E-05 -0,398 629
e23d2602 1,016 366 0,5 2,00 10 2,374 3,9507 0,601 -1,036 2,61E-05 -4,866 463
e24d2602 1,003 364 0,5 2,00 20 1,499 3,6711 0,408 -1,447 2,54E-05 -5,154 293
e25d2602 1,006 365 0,5 2,00 20 1,634 3,6632 0,446 -1,155 2,55E-05 -4,333 250
e06d1405 0,985 365 0,8 1,25 10 8,855 5,0035 1,770 0,202 2,81E-05 3,683 2160
e07d1405 0,982 364 0,8 1,25 10 8,354 5,0035 1,670 -0,149 2,81E-05 -0,621 2549
e12d2602 1,009 369 0,8 1,25 20 5,887 4,5768 1,286 0,169 2,75E-05 2,879 1539
e13d2602 1,008 365 0,8 1,25 20 5,762 4,6191 1,247 -0,027 2,70E-05 0,876 1557
e14d2602 1,008 366 0,8 1,25 30 3,001 4,2157 0,712 -1,321 2,64E-05 -7,286 715
e15d2602 1,006 365 0,8 1,25 30 3,108 4,2252 0,736 -0,848 2,63E-05 -4,456 780
e08d1405 0,985 365 1 1,00 10 12,273 5,3907 2,277 0,386 2,95E-05 6,665 4908
e10d1405 0,977 365 1 1,00 10 12,885 5,3907 2,390 0,695 2,95E-05 11,581 4845
e11d1405 0,984 364 1 1,00 20 8,273 5,0466 1,639 0,282 2,83E-05 4,382 3244
e12d1405 0,979 364 1 1,00 20 7,626 5,0466 1,511 -0,389 2,83E-05 -2,969 2990
e20d2602 0,994 365 1 1,00 30 4,981 4,6514 1,071 -0,330 2,75E-05 -1,611 1110
e21d2602 1,015 364 1 1,00 30 5,047 4,6624 1,083 -0,258 2,68E-05 -1,086 792
Table B.2: Laminar measurements at 1 bar, 365K, variable residual content
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file p (bar) T (K) φ (-) λ (-) f (vol%) Ss (m/s) σ (-) ul (m/s) Lb (mm) νu (m
2/s) Masr (-) Pecl (-)
e02d2406 0,975 433 0,5 2,00 0 4,249 3,7057 1,147 -0,761 3,64E-05 -5,289 517
e03d2406 0,98 430 0,5 2,00 0 4,403 3,7263 1,182 -0,732 3,58E-05 -5,304 584
e04d2406 0,985 427 0,5 2,00 0 3,923 3,7472 1,047 -0,805 3,52E-05 -5,211 583
e05d2406 0,99 427 0,5 2,00 0 5,037 3,7472 1,344 -0,518 3,50E-05 -4,129 722
e06d2406 1,05 418 0,8 1,25 0 11,880 4,7399 2,506 0,047 3,46E-05 2,933 2550
e07d2406 1,05 420 0,8 1,25 0 11,380 4,7202 2,411 -0,025 3,49E-05 1,788 2970
e08d2406 1,02 419 0,8 1,25 0 11,752 4,7293 2,485 -0,058 3,58E-05 1,332 2485
e01d2506 1,02 431 1 1,00 0 17,522 4,9249 3,558 0,142 3,95E-05 3,746 4936
e02d2506 1,02 427 1 1,00 0 17,618 4,9666 3,547 0,193 3,89E-05 4,695 5663
e03d2506 1,05 425 1 1,00 0 17,367 4,9896 3,481 0,389 3,75E-05 8,384 5857
e04d2506 1,03 428 0,5 2,00 10 2,831 3,4912 0,811 -0,948 3,32E-05 -5,439 576
e05d2506 1,02 427 0,5 2,00 10 3,150 3,4975 0,901 -0,380 3,34E-05 -1,734 558
e06d2506 1,02 426 0,5 2,00 10 3,135 3,5039 0,895 -0,494 3,32E-05 -2,608 520
e07d2506 1,05 429 0,5 2,00 20 1,560 3,2354 0,482 -0,851 3,21E-05 -2,738 212
e08d2506 1,05 427 0,5 2,00 20 1,725 3,2468 0,531 -0,515 3,18E-05 -1,436 361
e09d2506 1,01 426 0,5 2,00 20 1,990 3,2525 0,612 -0,767 3,30E-05 -3,158 337
e10d2506 1,02 426 0,5 2,00 20 2,092 3,2525 0,643 -0,897 3,26E-05 -4,230 347
e11d2506 1,01 422 0,8 1,25 10 9,486 4,4079 2,152 0,111 3,56E-05 2,673 2714
e12d2506 1 421 0,8 1,25 10 10,198 4,4167 2,309 0,154 3,58E-05 3,407 3167
e13d2506 1,02 421 0,8 1,25 10 9,080 4,4169 2,056 -0,368 3,51E-05 -3,727 2923
e01d2606 1 437 0,8 1,25 20 7,355 3,9756 1,850 -0,089 3,71E-05 0,050 1695
e03d2606 1,01 437 0,8 1,25 20 6,909 3,9757 1,738 -0,416 3,68E-05 -3,769 1950
e04d2606 1,01 437 0,8 1,25 20 7,146 3,9757 1,797 -0,043 3,68E-05 0,643 1939
e05d2606 1 432 1 1,00 10 13,882 4,6617 2,978 0,319 3,91E-05 6,366 -
e07d2606 1,02 430 1 1,00 10 13,251 4,6817 2,830 0,198 3,80E-05 4,295 -
e08d2606 1 429 1 1,00 10 13,521 4,6905 2,883 0,185 3,86E-05 4,094 -
e09d2606 1,01 428 1 1,00 20 9,899 4,4054 2,247 0,485 3,69E-05 7,863 -
e10d2606 1 428 1 1,00 20 9,215 4,4051 2,092 -0,099 3,72E-05 -0,108 -
e11d2606 1 428 1 1,00 20 9,900 4,4051 2,247 0,383 3,72E-05 6,406 -
Table B.3: Laminar measurements at 1 bar, ∼430K
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B.2 Measurements at 5 and 10 bar
The following tables summarize all measurements for initial pressures of 5 and 10 bar, that
were used in the derivation of burning velocities and the trends with pressure, temperature
and residual gas content. Table B.4 shows the measurements at 5 bar and initial tempera-
tures of 300K and 365K, for hydrogen-air mixtures, Table B.5 shows the measurements at
5 bar and 365K for hydrogen-air-residual mixtures and Table B.6 shows the measurements
at 365K and 10 bar for hydrogen-air. Next to the exact experimental conditions, the flame
speed Sn,10mm and burning velocity un,10mm at a flame radius of 10mm are given, as well
as the density ratio σ = ρu/ρb, the unburned mixture kinematic viscosity νu, the laminar
flame thickness δl,10mm based on un,10mm and the Peclet number at a flame radius of 10mm,
Pe10mm.
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file p (bar) T (K) φ (-) λ (-) f (vol%) σ (-) νu (m
2/s) Sn,10mm (m/s) un,10mm (m/s) δl,10mm (m) Pe10mm (-)
e01d1505 5,06 296 0,3 3,33 0 3,7813 3,41E-06 0,717 0,190 1,80E-05 556
e02d1505 5,06 299 0,3 3,33 0 3,7517 3,47E-06 0,716 0,191 1,82E-05 550
e03d1505 5,05 301 0,3 3,33 0 3,7323 3,52E-06 0,722 0,193 1,82E-05 549
e05d1505 5,06 305 0,4 2,50 0 4,359 3,71E-06 2,240 0,514 7,22E-06 1385
e06d1505 5,06 306 0,4 2,50 0 4,3473 3,73E-06 2,312 0,532 7,01E-06 1426
e07d1505 5,06 307 0,5 2,00 0 4,9161 3,87E-06 4,225 0,859 4,50E-06 2221
e08d1505 5,06 309 0,5 2,00 0 4,8892 3,92E-06 4,201 0,859 4,56E-06 2192
e09d1505 5,04 309 0,6 1,67 0 5,3965 4,05E-06 6,815 1,263 3,21E-06 3118
e10d1505 5,07 310 0,6 1,67 0 5,3815 4,05E-06 6,608 1,228 3,30E-06 3032
e11d1505 5,08 311 0,8 1,25 0 6,1905 4,30E-06 12,311 1,989 2,16E-06 4625
e12d1505 5,14 313 0,8 1,25 0 6,1553 4,29E-06 11,535 1,874 2,29E-06 4368
e12d1102 5,04 364 0,25 4,00 0 2,925 4,83E-06 0,695 0,238 2,03E-05 492
e13d1102 5,06 364 0,25 4,00 0 2,925 4,81E-06 0,590 0,202 2,38E-05 419
e10d1102 5,04 362 0,3 3,33 0 3,243 4,90E-06 0,785 0,242 2,02E-05 494
e14d1102 5,02 364 0,3 3,33 0 3,23 4,93E-06 0,714 0,221 2,23E-05 448
e15d1102 5,06 363 0,3 3,33 0 3,236 4,87E-06 0,770 0,238 2,05E-05 488
e16d1102 5,02 364 0,4 2,50 0 3,78 5,09E-06 2,223 0,588 8,66E-06 1155
e17d1102 5,04 363 0,4 2,50 0 3,7894 5,05E-06 2,690 0,710 7,11E-06 1406
e05d0207 5 366 0,5 2,00 0 4,2467 5,32E-06 4,107 0,967 5,50E-06 1818
e07d0207 5,13 366 0,5 2,00 0 4,2467 5,19E-06 4,522 1,065 4,87E-06 2052
e12d0207 4,98 366 0,6 1,67 0 4,67 5,50E-06 7,742 1,658 3,32E-06 3014
e13d0207 5,06 366 0,6 1,67 0 4,67 5,42E-06 6,926 1,483 3,65E-06 2736
e14d0207 4,99 366 0,6 1,67 0 4,67 5,49E-06 7,323 1,568 3,50E-06 2856
e15d0207 5,07 366 0,7 1,43 0 5,0396 5,56E-06 10,302 2,044 2,72E-06 3677
e16d0207 5,04 366 0,7 1,43 0 5,0396 5,59E-06 10,705 2,124 2,63E-06 3800
e08d0207 5,03 364 0,8 1,25 0 5,3841 5,70E-06 13,179 2,448 2,33E-06 4294
e09d0207 5,03 363 0,8 1,25 0 5,3972 5,68E-06 13,267 2,458 2,31E-06 4328
e18d0207 5,06 366 0,9 1,11 0 5,6246 5,88E-06 15,664 2,785 2,11E-06 4736
e19d0207 5,06 366 0,9 1,11 0 5,6246 5,88E-06 16,507 2,935 2,00E-06 4991
e10d0207 5,03 366 1 1,00 0 5,8087 6,06E-06 18,725 3,224 1,88E-06 5320
e11d0207 5,02 366 1 1,00 0 5,8086 6,07E-06 18,681 3,216 1,89E-06 5298
Table B.4: Laminar measurements at 5 bar, 300K and 365K, no residuals
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file p (bar) T (K) φ (-) λ (-) f (vol%) σ (-) νu (m
2/s) Sn,10mm (m/s) un,10mm (m/s) δl,10mm (m) Pe10mm (-)
e13d1405 5,03 363 0,3 3,33 10 3,0266 4,87E-06 0,453 0,150 3,26E-05 307
e15d1405 5 367 0,3 3,33 10 3,0028 4,96E-06 0,479 0,159 3,11E-05 321
e17d2702 5,01 368 0,5 2,00 10 3,9341 5,26E-06 3,312 0,842 6,25E-06 1601
e18d2702 5,03 367 0,5 2,00 10 3,9427 5,22E-06 3,284 0,833 6,27E-06 1596
e16d1405 5,03 363 0,5 2,00 20 3,6871 5,00E-06 1,683 0,457 1,10E-05 913
e17d1405 5,02 365 0,5 2,00 20 3,6871 5,00E-06 1,823 0,495 1,01E-05 989
e18d1405 5,02 365 0,5 2,00 20 3,6871 5,00E-06 1,775 0,481 1,04E-05 963
e01d1902 5,05 360 0,8 1,25 10 5,0654 5,41E-06 8,903 1,758 3,08E-06 3249
e02d1902 5,05 357 0,8 1,25 10 5,1022 5,33E-06 8,830 1,731 3,08E-06 3247
e03d1902 5,04 367 0,8 1,25 20 4,6027 5,45E-06 5,895 1,281 4,26E-06 2350
e04d1902 5,03 367 0,8 1,25 20 4,6027 5,46E-06 5,846 1,270 4,30E-06 2326
e19d1405 5,03 365 0,8 1,25 30 4,2266 5,25E-06 3,584 0,848 6,19E-06 1615
e20d1405 5,02 366 0,8 1,25 30 4,2266 5,25E-06 3,668 0,868 6,05E-06 1653
e11d2702 5 353 1 1,00 10 5,6396 5,52E-06 12,650 2,243 2,46E-06 4064
e12d2702 5,04 351 1 1,00 10 5,6685 5,42E-06 12,198 2,152 2,52E-06 3970
e13d2702 5,01 357 1 1,00 20 5,1856 5,43E-06 8,711 1,680 3,23E-06 3094
e14d2702 5,01 365 1 1,00 20 5,0863 5,64E-06 8,466 1,664 3,39E-06 2951
e15d2702 5,03 358 1 1,00 30 4,7392 5,25E-06 5,238 1,105 4,75E-06 2105
e16d2702 5,01 364 1 1,00 30 4,6726 5,43E-06 5,387 1,153 4,71E-06 2123
Table B.5: Laminar measurements at 5 bar, 365K, variable residual content
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file p (bar) T (K) φ (-) λ (-) f (vol%) σ (-) νu (m
2/s) Sn,10mm (m/s) un,10mm (m/s) δl,10mm (m) Pe10mm (-)
e05d1605 9,91 356 0,25 4,00 0 2,9719 2,36E-06 0,152 0,051 4,61E-05 217
e17d1202 9,96 368 0,3 3,33 0 3,2036 2,53E-06 0,641 0,200 1,26E-05 791
e18d1202 9,95 365 0,3 3,33 0 3,2231 2,50E-06 0,498 0,155 1,62E-05 618
e21d1405 10 366 0,4 2,50 0 3,7649 2,58E-06 2,355 0,625 4,13E-06 2424
e24d1405 10,01 365 0,4 2,50 0 3,7731 2,57E-06 2,406 0,638 4,03E-06 2481
e19d1202 9,99 365 0,5 2,00 0 4,2567 2,65E-06 4,550 1,069 2,48E-06 4034
e20d1202 10 368 0,5 2,00 0 4,2282 2,69E-06 4,846 1,146 2,35E-06 4260
e25d1405 9,97 360 0,6 1,67 0 4,7373 2,67E-06 8,703 1,837 1,45E-06 6881
e26d1405 10,03 365 0,6 1,67 0 4,6825 2,72E-06 7,898 1,687 1,61E-06 6201
e27d1405 9,95 368 0,6 1,67 0 4,6502 2,78E-06 8,264 1,777 1,56E-06 6392
e21d1202 9,99 367 0,7 1,43 0 5,0321 2,84E-06 11,105 2,207 1,29E-06 7770
e22d1202 10,03 366 0,7 1,43 0 5,044 2,81E-06 11,860 2,351 1,20E-06 8368
e09d1605 9,98 368 0,8 1,25 0 5,3422 2,93E-06 14,521 2,718 1,08E-06 9277
e12d1605 10,03 365 0,8 1,25 0 5,3808 2,87E-06 14,288 2,655 1,08E-06 9252
e07d1605 9,95 359 1 1,00 0 5,944 2,96E-06 19,964 3,359 8,81E-07 11347
e08d1605 9,98 363 1 1,00 0 5,8848 3,01E-06 20,258 3,443 8,74E-07 11437
Table B.6: Laminar measurements at 10 bar, 365K, no residuals
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B.3 Error analysis
In this section, an estimate of the errors involved with the experiments discussed in Section
3.6 is deduced. The reproducibility of the measurements was checked by conducting at least
two experiments at each condition, as can be seen in Sections B.1 and B.2.
B.3.1 Directly measured quantities
• Pressure: the maximum absolute error on the initial pressure prior to an explosion
is estimated at 5mbar (500Pa), this includes the accuracy of the pressure sensor as
well as the pressure drop during the time between closing the connection between the
bomb and the pressure sensor, and the actual ignition. Thus, for the measurements
at 1 bar this corresponds with a relative error on the initial pressure of 0.5%, for the
5 bar measurements 0.1% and for the 10 bar measurements 0.05%.
• Temperature: the maximum absolute error on the initial temperature prior to an
explosion is estimated at 5K. This corresponds with a relative error of about 2%.
• Schlieren image: the error on the radius of the flames determined from a Schlieren
image is given by the resolution of the digital camera. For all measurements the
horizontal resolution of the camera was set to 512 pixels, with a 150mm diameter
window this corresponds to about 0.3mm/pixel. As the flame radius is determined
from the digital image, the absolute error on the flame radius thus amounts to 0.3mm.
An additional error could be introduced by a calibration error. However, as the cal-
ibration grid used (see Fig.3.6) allowed counting the pixels corresponding with at
least 120mm, the maximum relative error due to the calibration is only 0.25%. With
r(mm) = r(pixels) × magnification(mm/pixel), the relative error on r, RE(r) is
given by:
RE(r) =
(
[RE(pixels)]2 + [RE(magnification)]2
) 1
2 (B.1)
with RE(pixels) the relative error that arises from the resolution of the camera and
RE(magnification) the relative error on the calibration. Thus, the additional error
due to the calibration is negligible.
• Schlieren time: the error on the time is assumed to be negligible.
B.3.2 Equivalence ratio
The actual mixture equivalence ratio is influenced by the error on the bomb pressure as the
mixture is prepared using the partial pressure method. Furthermore, a temperature change
during the filling process can also introduce an error on the actual equivalence ratio. A
maximum temperature change of 10K is assumed. The effects of these errors on the actual
equivalence ratio were calculated for the minimum and maximum pressure and equivalence
ratios used in the measurements. The relative error decreases with pressure and is larger
for lean mixtures. In the worst case, the relative error on the fuel/air equivalence ratio φ
can amount to 8%, the mean relative error is about 5%.
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B.3.3 Thermodynamic properties
An estimate of the errors on the thermodynamic properties used in the derivation described
in Section 3.6.3 is given here. These errors arise from the uncertainties in the mixture
conditions: pressure, temperature and equivalence ratio.
• Density ratio σ = ρu/ρb :
– the relative error on σ introduced by the uncertainty on the equivalence ratio is
one order of magnitude smaller than the relative error on the equivalence ratio
– the error on σ introduced by the uncertainty on the initial pressure is negligible
– the relative error on σ introduced by the uncertainty on the initial temperature
T is of the same order of magnitude as the relative error on T
The combined effect of these uncertainties result in a relative error on the density ratio
of 2.5%.
• Kinematic viscosity of unburned mixture νu
– the relative error on νu introduced by the uncertainty on the equivalence ratio is
one order of magnitude smaller than the relative error on the equivalence ratio
– the relative error on νu introduced by the uncertainty on the initial pressure p is of
the same order of magnitude as the relative error on p (thus becoming negligible
for the higher pressures)
– the relative error on νu introduced by the uncertainty on the initial temperature
T is twice the relative error on T
The combined effect of these uncertainties results in a worst case relative error on the
kinematic viscosity of 6% and a mean relative error of 4%.
B.3.4 Derived quantities
To estimate the error on the derived burning velocities, Markstein lengths and Markstein
numbers, the propagation of the errors on the directly measured quantities was calculated.
The introduction of an error on the initial pressure and temperature was straightforward, for
the radius however, a smoothing procedure is used (smoothing the measured radius versus
time). This effectively cancels out the error on a single radius data point. Furthermore,
since adding or substracting a single pixel at each point will have no effect on the derived
slope of the radius versus time data (giving the flame speed), the error on the radius was
viewed as a ‘gradual addition of a pixel’ to the radius data used for the extrapolation to
zero stretch. This changes the slope and thus the derived flame speed.
As the derivation of the burning velocities and especially the Markstein lengths and
numbers involves a complex calculation procedure (multiple regression, among others, see
[129]), the propagation of an error was tracked in the processing worksheets of some mea-
surements, including a 1 bar, φ = 0.3/λ = 3.3 flame (where the relative error on pressure
and equivalence ratio is greatest) and a 1 bar stoichiometric flame where the linear region
in the Sn versus α plot was hard to mark out. This linear region, as described in Section
3.6.3, is used to extrapolate to zero stretch and obtain the stretch-free flame speed Ss. For
lean, unstable, mixtures, there is an initial decrease of the flame speed with decreasing flame
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stretch, followed by an increase when the flame turns cellular. This facilitates the demarka-
tion of the region where the linear relation between Sn and α holds. On the contrary, for
a stable flame, the flame speed increases with decreasing flame stretch and the point at
which the linear relation evolves in an increased acceleration due to instabilities is harder
to pinpoint.
All possible combinations of actual quantities given by the measured quantities plus or
minus the error involved were used to track the propagation of these errors. The summarized
results are the following:
• The largest relative errors on the stretch-free flame speed and burning velocity are for
lean flames, this is a consequence of the low flame speeds of these lean flames. The
extrapolation to zero-stretch can be harder for the stable, near-stoichiometric flames,
as described higher, but due to the high flame speeds of these flames the relative error
is lower or equal to the relative error for the lean flames. The relative error on the
stretch-free flame speed Ss is estimated at 2.5%, the relative error on the stretch-free
burning velocity ul at 3.5%.
• For the flames where extrapolation to zero stretch was straightforward, the relative
errors on the Markstein lengths Lb, Ls, Lc, Lsr and Lcr are estimated at 5%, 9%,
4%, 8% and 6%, respectively. The relative errors on the corresponding Markstein
numbers Mab, Mas, Mac, Masr and Macr are estimated at 5%, 10%, 5%, 10% and
8%, respectively.
• For the flames where extrapolation to zero stretch involved a larger uncertainty in the
fit, the worst case relative errors on the Markstein lengths Lb, Ls, Lc, Lsr and Lcr are
estimated at 30%, 70%, 40%, 30% and 30%, respectively. The relative errors on the
corresponding Markstein numbers are similar.

Appendix C
Calculation of hydrogen-oxygen
laminar flames
C.1 Mixture composition input in Chem1D
The mixture composition input in Chem1D is done by specifying the composition of the
fuel (in volume fractions), the composition of the oxydizer (also in volume fractions), the
air-to-fuel ratio and the composition of the bathgas (which is added to the oxydizer until
the volume fractions of oxydizer and bathgas sum to 1). Thus, Chem1D calculates the
amount of oxydizer needed to burn the given fuel completely (stoichiometric combustion)
and multiplies this with the given air-to-fuel ratio to obtain the actual mixture composition.
In the code for the engine cycle, the input is different: the fuel composition is given, the
composition of the combustion air, the air-to-fuel ratio, and the volume fraction of residual
gases. To be able to simulate mixtures with residual gases in Chem1D, a ‘virtual’ air-to-fuel
ratio has to be specified, as will become clear in the following derivation.
We start from the global combustion reaction:
H2 + λ · 1
2
O2 + λ · 1
2
· 0.7905
0.2095
N2 → H2O + (λ− 1) · 1
2
O2 + λ · 1
2
· 0.7905
0.2095
N2 (C.1)
where we assume λ ≥ 1, the composition of the combustion air to be 20.95 vol% O2 and
79.05 vol% N2, the combustion to be complete and no dissociation to occur. Thus, the
composition of the fresh mixture of fuel and air is (in volume fractions):
[H2] =
1
1 + λ · 12 + λ · 12 · 0.79050.2095
(C.2)
[O2] =
λ · 12
1 + λ · 12 + λ · 12 · 0.79050.2095
(C.3)
[N2] =
λ · 12 · 0.79050.2095
1 + λ · 12 + λ · 12 · 0.79050.2095
(C.4)
The composition of the residual gases is:
[H2O] =
1
1 + (λ− 1) · 12 + λ · 12 · 0.79050.2095
(C.5)
[O2] =
(λ− 1) · 12
1 + (λ− 1) · 12 + λ · 12 · 0.79050.2095
(C.6)
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[N2] =
λ · 12 · 0.79050.2095
1 + (λ− 1) · 12 + λ · 12 · 0.79050.2095
(C.7)
The cylinder gases are composed of (1 − f) fresh mixture and f residual gases, where f is
the volume fraction of residual gases. Cylinder gas composition (after simplification):
a = [H2] =
2(1− f)
2 + 4.7733λ
(C.8)
b = [O2] =
(1− f)λ
2 + 4.7733λ
+
f(λ− 1)
1 + 4.7733λ
(C.9)
c = [N2] =
(1− f)3.7733λ
2 + 4.7733λ
+
3.7733fλ
1 + 4.7733λ
(C.10)
d = [H2O] =
2f
1 + 4.7733λ
(C.11)
A quick check learns that these volume fractions sum to 1. For ease of calculation, the
volume fractions of H2, O2, N2 and H2O are designated by a, b, c and d, respectively.
The most logical way of specifying this composition in Chem1D is to put the H2 and
H2O in the fuel, so that the fuel composition becomes:
H2 :
a
a+ d
(C.12)
H2O :
d
a+ d
(C.13)
The amount of oxygen in the input file of Chem1D becomes:
O2 :
b
b+ c
(C.14)
the oxydizer is then completed by adding N2, the bathgas. Now, Chem1D determines the
stoichiometric air-to-fuel ratio as follows:
Ls =
oxydizer
fuel
[
kg
kg
]
(C.15)
where ‘oxydizer’ is the mass needed to completely burn the ‘fuel’ mass. Assuming the
following molar masses: H2 − 2kg/kmol, H2O − 18kg/kmol, O2 − 32kg/kmol and N2 −
28kg/kmol, we can write eq. (C.15) as:
Ls =
kg H2
kg fuel
· kg O2
kg H2
· 1
kg O2
kg oxydizer
(C.16)
or:
Ls =
2a
2a+ 18d
· 8 · 32b+ 28c
32b
(C.17)
The composition of the mixture then becomes: fuel + λ∗Ls · oxydizer, or (in kg/kg fuel):
H2 :
2a
2a+ 18d
(C.18)
H2O :
18d
2a+ 18d
(C.19)
O2 : λ
∗ 2a
2a+ 18d
· 8 (C.20)
N2 : λ
∗ 2a
2a+ 18d
· 8 · 28c
32b
(C.21)
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which gives, in mol/kg fuel:
H2 :
a
2a+ 18d
(C.22)
H2O :
d
2a+ 18d
(C.23)
O2 : λ
∗ 2a
2a+ 18d
· 8
32
(C.24)
N2 : λ
∗ 2a
2a+ 18d
· 8c
32b
(C.25)
Now, we determine the volume fraction of H2 in this mixture (after simplification):
[H2] =
a
a+ d+ 0.5λ∗a(1 + cb )
(C.26)
The volume fraction of H2 given by eq. (C.26) should be equal to ‘a’, the volume fraction
given by eq. (C.8), thus the value for the air-to-fuel ratio λ∗ to be specified in Chem1D
becomes:
λ∗ =
1− a− d
0.5a(1 + cb )
=
b+ c
0.5a(1 + cb )
(C.27)
It is easily checked that the value for λ∗ determined by equating the other volume fractions
gives the same result.
To summarize, when Chem1D is to be used to simulate mixtures with an air-to-fuel ratio
of λ and a residual gas (volume) fraction of f , the fuel composition to put in the casefile is
given by:
H2 :
a
a+ d
(C.28)
H2O :
d
a+ d
(C.29)
the oxydizer composition:
O2 :
b
b+ c
(C.30)
with N2 as bathgas. And finally, the air-to-fuel ratio:
λ∗ =
b+ c
0.5a(1 + cb )
(C.31)
where a, b, c and d given by equations (C.8) to (C.11).
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C.2 Warnatz
The reaction mechanism by Warnatz from [139] is given in Table C.1.
No. Reaction A (cm, mol, s) n E (J/mol)
1 OH+H2→H2O+H 1.20E+09 1.30 15200
2 H+H2O→OH+H2 4.50E+09 1.30 78700
3 H+O2→OH+O 2.20E+14 0.00 70400
4 OH+O→H+O2 1.00E+13 0.00 0
5 O+H2→OH+H 1.80E+10 1.00 37300
6 OH+H→O+H2 8.30E+09 1.00 29100
7 OH+OH→H2O+O 1.50E+09 1.14 0
8 O+H2O→OH+OH 1.60E+10 1.14 72400
9 H+H+M→H2+M 9.00E+16 -0.60 0
10 H+OH+M→H2O+M 2.20E+22 -2.00 0
11 H+O2+M→HO2+M 2.30E+18 -0.80 0
12 H+HO2→OH+OH 1.50E+14 0.00 4200
13 H+HO2→H2+O2 2.50E+13 0.00 2900
14 OH+HO2→H2O+O2 1.50E+13 0.00 0
15 O+HO2→OH+O2 2.00E+13 0.00 0
16 OH+OH+M→H2O2+M 9.10E+14 0.00 -21400
17 H2O2+H→H2O+OH 3.20E+14 0.00 37500
18 H2O2+M→OH+OH+M 3.00E+17 0.00 190000
Table C.1: Warnatz mechanism
The third body efficiencies for reaction steps 9 and 10 are:
O2 : 0.4, H2O : 6.0, N2 : 0.4
The third body efficiencies for reaction 11 are:
O2 : 0.35, H2O : 6.5, N2 : 0.5
All other collision efficiencies are to be set to zero.
C.3 Maas and Warnatz
The reaction mechanism by Maas and Warnatz from [121] is given in Table C.2. The third
body efficiencies for reaction steps 9 to 16, 28 and 29 are:
O2 : 0.35, H2O : 6.5, N2 : 0.5
All other collision efficiencies are to be set to zero.
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No. Reaction A (cm, mol, s) n E (J/mol)
1 O2+H→OH+O 2.00E+14 0.00 70300
1rev OH+O→O2+H 1.46E+13 0.00 2080
2 H2+O→OH+H 5.06E+04 2.67 26300
2rev OH+H→H2+O 2.24E+04 2.67 18400
3 H2+OH→H2O+H 1.00E+08 1.60 13800
3rev H2O+H→H2+OH 4.45E+08 1.60 77130
4 OH+OH→H2O+O 1.50E+09 1.14 420
4rev H2O+O→OH+OH 1.51E+10 1.14 71640
5 H+H+M→H2+M 1.80E+18 -1.00 0
5rev0 H2+M→H+H+M 6.99E+18 -1.00 436080
6 H+OH+M→H2O+M 2.20E+22 -2.00 0
6rev H2O+M→H+OH+M 3.80E+23 -2.00 499410
7 O+O+M→O2+M 2.90E+17 -1.00 0
7rev O2+M→O+O+M 6.81E+18 -1.00 496410
8 H+O2+M→HO2+M 2.30E+18 -0.80 0
8rev HO2+M→H+O2+M 3.26E+18 -0.80 195880
9 HO2+H→OH+OH 1.50E+14 0.00 4200
9rev OH+OH→HO2+H 1.33E+13 0.00 168300
10 HO2+H→H2+O2 2.50E+13 0.00 2900
10rev H2+O2→HO2+H 6.84E+13 0.00 243100
11 HO2+H→H2O+O 3.00E+13 0.00 7200
11rev H2O+O→HO2+H 2.67E+13 0.00 242520
12 HO2+O→OH+O2 1.80E+13 0.00 -1700
12rev OH+O2→HO2+O 2.18E+13 0.00 230610
13 HO2+OH→H2O+O2 6.00E+13 0.00 0
13rev H2O+O2→HO2+OH 7.31E+14 0.00 303530
14 HO2+HO2→H2O2+O2 2.50E+11 0.00 -5200
15 OH+OH+M→H2O2+M 3.25E+22 -2.00 0
15rev H2O2+M→OH+OH+M 2.10E+24 -2.00 206800
16 H2O2+H→H2+HO2 1.70E+12 0.00 15700
16rev H2+HO2→H2O2+H 1.15E+12 0.00 80880
17 H2O2+H→H2O+OH 1.00E+13 0.00 15000
17rev H2O+OH→H2O2+H 2.67E+12 0.00 307510
18 H2O2+O→OH+HO2 2.80E+13 0.00 26800
18rev OH+HO2→H2O2+O 8.40E+12 0.00 84090
19 H2O2+OH→H2O+HO2 5.40E+12 0.00 4200
19rev H2O+HO2→H2O2+OH 1.63E+13 0.00 132710
Table C.2: Maas and Warnatz mechanism
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C.4 Yetter et al.
The reaction mechanism by Yetter et al. from [122] is given in Table C.3. The third body
efficiencies for reaction 5a are:
N2 : 1.0, H2 : 2.5, H2O : 12.0, Ar : 0.75
All other species have collision efficiencies equal to unity. IfAr is the bath gas, the efficiencies
for the species listed above are to be scaled such that the collision efficiency with Ar is unity,
all species not listed have efficiencies equal to unity.
No. Reaction A (cm, mol, s) n E (kcal/mol)
1 H+O2=O+OH 1.90E14 0.00 16.44
2 O+H2=H+OH 5.13E4 2.67 6.29
3 OH+H2=H+H2O 2.14E8 1.51 3.43
4 OH+OH=O+H2O 5.00E11 0.00 16.29
5a H2+M=H+H+M(N2) 4.57E19 -1.40 104.38
5b H2+M=H+H+M(Ar) 5.89E18 -1.10 104.38
6a O+O+M=O2+M(N2) 6.17E15 -0.50 0.00
6b O+O+M=O2+M(Ar) 1.91E13 0.00 -1.79
7 O+H+M=OH+M 4.68E18 -1.00 0.00
8a H+OH+M=H2O+M(N2) 2.24E22 -2.00 0.00
8b H+OH+M=H2O+M(Ar) 8.32E21 -2.00 0.00
9a H+O2+M=HO2+M(N2) 6.76E19 -1.42 0.00
9b H+O2+M=HO2+M(Ar) 1.15E15 0.00 -1.00
10 HO2+H=H2+O2 6.61E13 0.00 2.13
11 HO2+H=OH+OH 1.70E14 0.00 0.87
12 HO2+O=OH+O2 1.74E13 0.00 -0.40
13 HO2+OH=H2O+O2 1.45E16 -1.00 0.00
14 HO2+HO2=H2O2+O2 3.02E12 0.00 1.39
15a H2O2+M=OH+OH+M(N2) 1.20E17 0.00 45.50
15b H2O2+M=OH+OH+M(Ar) 8.51E16 0.00 45.50
16 H2O2+H=H2O+OH 1.00E13 0.00 3.59
17 H2O2+H=H2+HO2 4.79E13 0.00 7.95
18 H2O2+O=OH+HO2 9.55E6 2.00 3.97
19 H2O2+OH=H2O+HO2 7.08E12 0.00 1.43
Table C.3: Yetter et al. mechanism
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C.5 Marinov et al.
The reaction mechanism by Marinov et al. from [142] is given in Table C.4. For reactions
9a to 9d and 16, the reaction rates are given for low pressures (k0) and high pressures (k∞,
given on the first line). For reaction 16, the Troe fall-off parameters are:
a=0.47, T***=100., T*=2000. and T**=1.E+15.
For reaction 5a, the third body efficiencies of H2 and H2O are zero, all other species have
efficiencies equal to unity. For reaction 9a, the third body efficiencies of H2, H2O and N2
are zero, all other species have efficiencies equal to unity.
No. Reaction A (cm, mol, s) n E (kcal/mol)
1 O+OH=O2+H 2.02E+14 -0.40 0.0
2 OH+H2=H+H2O 2.14E+08 1.52 3.449
3 OH+OH=O+H2O 3.57E+04 2.40 -2.112
4 O+H2=OH+H 5.06E+04 2.67 6.290
5a H+H+M=H2+M 1.00E+18 -1.00 0.0
5b H+H+M=H2+M 9.27E+16 -0.60 0.0
5c H+H+M=H2+M 6.00E+19 -1.25 0.0
6 O+O+M=O2+M 1.89E+13 0.00 -1.788
7 O+H+M=OH+M 4.71E+18 -1.00 0.0
8 H+OH+M=H2O+M 2.21E+22 -2.00 0.0
9a H+O2(+M)=HO2(+M) 4.517E+13 0.00 0.0
k0 1.050E+19 -1.257 0.0
9b H+O2(+M)=HO2(+M) 4.517E+13 0.00 0.0
k0 1.520E+19 -1.133 0.0
9c H+O2(+M)=HO2(+M) 4.517E+13 0.00 0.0
k0 2.031E+20 -1.590 0.0
9d H+O2(+M)=HO2(+M) 4.517E+13 0.00 0.0
k0 2.10E+23 -2.437 0.0
10 HO2+H=H2+O2 8.45E+11 0.65 1.241
11 HO2+H=OH+OH 1.50E+14 0.00 1.000
12 HO2+H=O+H2O 3.01E+13 0.00 1.721
13 HO2+O=OH+O2 3.25E+13 0.00 0.000
14 HO2+OH=H2O+O2 2.89E+13 0.00 -0.497
15 HO2+HO2=H2O2+O2 1.30E+11 0.00 +1.629
15 HO2+HO2=H2O2+O2 1.24E+14 0.00 -11.89
16 OH+OH(+M)=H2O2(+M) 1.24E+14 -0.370 0.00
k0 3.041E+30 -4.63 2.049
17 H2O2+H=H2O+OH 3.07E+13 0.00 4.217
18 H2O2+H=HO2+H2 1.98E+06 2.00 2.435
19 H2O2+O=OH+HO2 9.55E+06 2.00 3.970
20 H2O2+OH=H2O+HO2 2.40E+00 4.042 -2.162
Table C.4: Marinov et al. mechanism
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C.6 O´ Conaire et al.
The reaction mechanism by O´ Conaire et al. [144] is given in Table C.4. The †-symbol
denotes duplicate reactions (reactions 14 and 19 are expressed as the sum of the two rate
expressions). The third body collision efficiencies for reactions 5, 6, 7 and 15 are:
H2 : 2.5, H2O : 12.0
For reaction 8:
H2 : 0.73, H2O : 12.0
For reaction 9:
H2 : 1.3, H2O : 14.0
For reaction 9, the Troe fall-off parameters are:
a=0.5, T***=1.0E-30, T*=1.0E+30 and T**=1.0E+100
For reaction 15, the Troe fall-off parameters are:
a=0.5, T***=1.0E-30, T*=1.0E+30
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No. Reaction A (cm, mol, s) n E (cal/mol)
1 H+O2=O+OH 1.915E+14 0.00 1.644E+04
1rev 5.481E+11 0.39 -2.930E+02
2 O+H2=H+OH 5.080E+04 2.67 6.292E+03
2rev 2.667E+04 2.65 4.880E+03
3 OH+H2=H+H2O 2.160E+08 1.51 3.430E+03
3rev 2.298E+09 1.40 1.832E+04
4 O+H2O=OH+OH 2.970E+06 2.02 1.340E+04
4rev 1.465E+05 2.11 -2.904E+03
5 H2+M=H+H+M 4.577E+19 -1.40 1.044E+05
5rev 1.146E+20 -1.68 8.200E+02
6 O2+M=O+O+M 4.515E+17 -0.64 1.189E+05
6rev 6.165E+15 -0.50 0.000E+00
7 OH+M=O+H+M 9.880E+17 -0.74 1.021E+05
7rev 4.714E+18 -1.00 0.000E+00
8 H2O+M=H+OH+M 1.912E+23 -1.83 1.185E+05
8rev 4.500E+22 -2.00 0.000E+00
9 H+O2(+M)=HO2(+M) 1.475E+12 0.60 0.000E+00
9rev 3.090E+12 0.53 4.887E+04
10 HO2+H=H2+O2 1.660E+13 0.00 8.230E+02
10rev 3.164E+12 0.35 5.551E+04
11 HO2+H=OH+OH 7.079E+13 0.00 2.950E+02
11rev 2.027E+10 0.72 3.684E+04
12 HO2+O=OH+O2 3.250E+13 0.00 0.000E+00
12rev 3.252E+12 0.33 5.328E+04
13 HO2+OH=H2O+O2 2.890E+13 0.00 -4.970E+02
13rev 5.861E+13 0.24 6.908E+04
14 H2O2+O2=HO2+HO2 4.634E+16 -0.35 5.067E+04
14rev 4.200E+14 0.00 1.198E+04
14† H2O2+O2=HO2+HO2 1.434E+13 -0.35 3.706E+04
14rev† 1.300E+11 0.00 -1.629E+03
15 H2O2(+M)=OH+OH(+M) 2.951E+14 0.00 4.843E+04
15rev 3.656E+08 1.14 -2.584E+03
16 H2O2+H=H2O+OH 2.410E+13 0.00 3.970E+03
16rev 1.269E+08 1.31 7.141E+04
17 H2O2+H=H2+HO2 6.025E+13 0.00 7.950E+03
17rev 1.041E+11 0.70 2.395E+04
18 H2O2+O=OH+HO2 9.550E+06 2.00 3.970E+03
18rev 8.660E+03 2.68 1.856E+04
19 H2O2+OH=H2O+HO2 1.000E+12 0.00 0.000E+00
19rev 1.838E+10 0.59 3.089E+04
19† H2O2+OH=H2O+HO2 5.800E+14 0.00 9.557E+03
19rev† 1.066E+13 0.59 4.045E+04
Table C.5: O´ Conaire et al. mechanism

Appendix D
Quasi-dimensional model equations
D.1 Compression and expansion
We start from conservation of energy, with the change in cylinder mass solely from blowby:
d(me)
dθ
= −dQ
dθ
− pdV
dθ
+ h
dm
dθ
(D.1)
where the left hand side can be written as:
m
de
dθ
+ e
dm
dθ
(D.2)
with de/dθ = ∂e/∂T · dT/dθ = cv dT/dθ. For an ideal gas, h = e + RT , resulting in the
following equation for the temperature change:
dT
dθ
=
1
mcv
[
−dQ
dθ
− pdV
dθ
+
dm
dθ
RT
]
(D.3)
with dm/dθ resulting from blowby: dm/dθ = dml/dθ. This results in eq. (5.2). For the
pressure change, we differentiate the ideal gas equation pV = mRT :
V
dp
dθ
+ p
dV
dθ
= RT
dm
dθ
+mT
dR
dθ
+mR
dT
dθ
(D.4)
during compression, the cylinder gas composition can be assumed constant, during expansion
it can be assumed to change only slowly, or dR/dθ ≈ 0, resulting in the following equation
for the pressure change:
dp
dθ
=
1
V
(
dml
dθ
RT +mR
dT
dθ
− pdV
dθ
)
(D.5)
this is eq. (5.3).
D.2 Combustion
Conservation of energy applied to the unburned gas zone results in the following equation:
d(mueu)
dθ
= −dQu
dθ
− pdVu
dθ
− hudmx
dθ
− hu dml,u
dθ
(D.6)
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here, Qu is the heat exchange between the unburned zone and the cylinder walls, Vu is the
volume of the unburned zone, dmx/dθ is the mass burning rate and dml,u/dθ is the leakage
of unburned gas from cylinder to crankcase (dml,u/dθ > 0). Again, the left hand side can
be written as:
mu
deu
dθ
+ eu
dmu
dθ
(D.7)
with deu/dθ = cv,u dTu/dθ. The rate of change of the unburned mass can be written as:
dmu
dθ
= −dmx
dθ
− dml,u
dθ
(D.8)
resulting in:
mucv,u
dTu
dθ
− eudmx
dθ
= −dQu
dθ
− pdVu
dθ
− hudmx
dθ
−RuTudml,u
dθ
(D.9)
We now apply conservation of energy to the burned gas zone:
d(mbeb)
dθ
= −dQb
dθ
− pdVb
dθ
+ hu
dmx
dθ
− hbdml,b
dθ
(D.10)
Again,
d(mbeb)
dθ
= mb
deb
dθ
+ eb
dmb
dθ
(D.11)
with deb/dθ = cv,b dTb/dθ. The rate of change of the burned mass can be written as:
dmb
dθ
=
dmx
dθ
− dml,b
dθ
(D.12)
resulting in:
mbcv,b
dTb
dθ
+ eb
dmx
dθ
= −dQb
dθ
− pdVb
dθ
+ hu
dmx
dθ
−RbTbdml,b
dθ
(D.13)
We now take the total internal energy balance as the sum of the balances (D.9) and (D.13):
mucv,u
dTu
dθ
+ mbcv,b
dTb
dθ
+ (eb − eu)dmx
dθ
(D.14)
= −dQ
dθ
− pdV
dθ
−RuTu dml,u
dθ
−RbTb
dml,b
dθ
and using
dV
dθ
=
dVu
dθ
+
dVb
dθ
(D.15)
dQ
dθ
=
dQu
dθ
+
dQb
dθ
(D.16)
Next, we differentiate the ideal gas equation for the two zones, leading to:
p
dVu
dθ
+ Vu
dp
dθ
= RuTu
dmu
dθ
+muRu
dTu
dθ
(D.17)
p
dVb
dθ
+ Vb
dp
dθ
= RbTb
dmb
dθ
+mbRb
dTb
dθ
(D.18)
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If we use eq. (D.17) to substitute p dVu/dθ in eq. (D.9), we obtain:
mucv,u
dTu
dθ
− (hu −RuTu)dmx
dθ
(D.19)
= −dQu
dθ
− Vudp
dθ
−RuTudmu
dθ
−muRudTu
dθ
− hudmx
dθ
−RuTudml,u
dθ
using cv,u+Ru = cp,u and eq. (D.8), we obtain the following equation for the rate of change
of the unburned gas temperature, giving eq. (5.5):
dTu
dθ
=
1
mucp,u
(Vu
dp
dθ
− dQu
dθ
) (D.20)
Now, we substitute dVu/dθ and dVb/dθ in eq. (D.15) using eqs. (D.17) and (D.18), giving:
dV
dθ
=
RuTu
p
dmu
dθ
+
muRu
p
dTu
dθ
− Vu
p
dp
dθ
+
RbTb
p
dmb
dθ
+
mbRb
p
dTb
dθ
− Vb
p
dp
dθ
(D.21)
using the ideal gas equation and eqs. (D.8) and (D.12), this can be rewritten as:
dV
dθ
=
(
Vb
mb
− Vu
mu
)
dmx
dθ
− Vu
mu
dml,u
dθ
− Vb
mb
dml,b
dθ
+
Vu
Tu
dTu
dθ
+
Vb
Tb
dTb
dθ
− V
p
dp
dθ
(D.22)
we rearrange this equation to obtain an equation for the rate of change of the burned gas
temperature:
dTb
dθ
= (D.23)
p
mbRb
[
dV
dθ
−
(
Vb
mb
− Vu
mu
)
dmx
dθ
+
Vu
mu
dml,u
dθ
+
Vb
mb
dml,b
dθ
+
V
p
dp
dθ
− Vu
Tu
dTu
dθ
]
which is equivalent to eq. (5.6). Finally, substituting eqs. (D.20) and (D.23) in eq. (D.14)
results in:
mucv,u
mucp,u
(
Vu
dp
dθ
− dQu
dθ
)
+
mbcv,bp
mbRb
[
dV
dθ
−
(
Vb
mb
− Vu
mu
)
dmx
dθ
+
Vu
mu
dml,u
dθ
+
Vb
mb
dml,b
dθ
+
V
p
dp
dθ
− Vu
muTucp,u
(
Vu
dp
dθ
− dQu
dθ
)]
+ (eb − eu) dmx
dθ
(D.24)
= −dQ
dθ
− pdV
dθ
−RuTu dml,u
dθ
−RbTbdml,b
dθ
We rearrange this equation to obtain the rate of change of pressure dp/dθ:
dp
dθ
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
Vu +
cv,b
Rb
V
)
=
{
−
(
1 +
cv,b
Rb
)
p
dV
dθ
− cp,bTb dml,b
dθ
− Ru
Rb
cp,bTu
dml,u
dθ
(D.25)
−
[
(eb − eu)− cv,b
(
Tb − Ru
Rb
Tu
)]
dmx
dθ
+
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
)
dQu
dθ
− dQ
dθ
}
which is equivalent to eq. (5.4).
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D.3 Implicit integration of system equations during combus-
tion
The system of equations to be solved during combustion can be represented by:
y′ = f(y)
with
y =


p
Tu
Tb
mu
mb
me


or:
dp
dθ
= fp(p, Tu, Tb,mu,mb,me)
dTu
dθ
= fTu(p, Tu, Tb,mu,mb,me)
dTb
dθ
= fTb(p, Tu, Tb,mu,mb,me)
dmu
dθ
= fmu(p, Tu, Tb,mu,mb,me)
dmb
dθ
= fmb(p, Tu, Tb,mu,mb,me)
dme
dθ
= fme(p, Tu, Tb,mu,mb,me)
with
fp =
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
Vu +
cv,b
Rb
V
)−1 {
−
(
1 +
cv,b
Rb
)
p
dV
dθ
−
[
(eb − eu)− cv,b
(
Tb − Ru
Rb
Tu
)]
fmb +
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
)
dQu
dθ
− dQ
dθ
}
fTu =
1
mucp,u
(Vufp − dQu
dθ
)
fTb =
p
mbRb
[
dV
dθ
− ( Vb
mb
− Vu
mu
)fmb + (
V
p
− RuVu
pcp,u
)fp +
Ru
pcp,u
dQu
dθ
]
fmu = −fmb
fmb =
me −mb
τb
fme = ρuAfute
Take C1, C2 and C3 as:
C1 =
(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
Vu +
cv,b
Rb
V
)−1
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C2 = C1
(
1 +
cv,b
Rb
)
dV
dθ
C3 = C1
[(
cv,u
cp,u
− cv,b
Rb
Ru
cp,u
)
dQu
dθ
− dQ
dθ
]
Then:
fp = −C2p− C1
[
(eb − eu)− cv,b
(
Tb − Ru
Rb
Tu
)]
fmb + C3
The Jacobian of the system of equations is:
∂f
∂y
=


∂fp
∂p
∂fp
∂Tu
∂fp
∂Tb
∂fp
∂mu
∂fp
∂mb
∂fp
∂me
∂fTu
∂p
∂fTu
∂Tu
∂fTu
∂Tb
∂fTu
∂mu
∂fTu
∂mb
∂fTu
∂me
∂fTb
∂p
∂fTb
∂Tu
∂fTb
∂Tb
∂fTb
∂mu
∂fTb
∂mb
∂fTb
∂me
∂fmu
∂p
∂fmu
∂Tu
∂fmu
∂Tb
∂fmu
∂mu
∂fmu
∂mb
∂fmu
∂me
∂fmb
∂p
∂fmb
∂Tu
∂fmb
∂Tb
∂fmb
∂mu
∂fmb
∂mb
∂fmb
∂me
∂fme
∂p
∂fme
∂Tu
∂fme
∂Tb
∂fme
∂mu
∂fme
∂mb
∂fme
∂me


of which the elements can be calculated as follows:


∂fp
∂p
∂fTu
∂p
∂fTb
∂p
∂fmu
∂p
∂fmb
∂p
∂fme
∂p


=


−C2
− C2Vumucp,u
1
mbRb
[
dV
dθ − ( Vbmb −
Vu
mu
)fmb − C2(V − RuVucp,u )
]
0
0
0




∂fp
∂Tu
∂fTu
∂Tu
∂fTb
∂Tu
∂fmu
∂Tu
∂fmb
∂Tu
∂fme
∂Tu


=


−C1cv,b RuRb fmb
− Vumucp,uC1cv,b RuRb fmb
− 1mbRb (V −
RuVu
cp,u
)C1cv,b
Ru
Rb
fmb
0
0
0




∂fp
∂Tb
∂fTu
∂Tb
∂fTb
∂Tb
∂fmu
∂Tb
∂fmb
∂Tb
∂fme
∂Tb


=


C1cv,bfmb
Vu
mucp,u
C1cv,bfmb
1
mbRb
(V − RuVucp,u )C1cv,bfmb
0
0
0


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

∂fp
∂mu
∂fTu
∂mu
∂fTb
∂mu
∂fmu
∂mu
∂fmb
∂mu
∂fme
∂mu


=


0
− fTumu
− pmbRb
Vu
m2u
fmb
0
0
0


and (continued on next page):
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

∂fp
∂mb
∂fTu
∂mb
∂fTb
∂mb
∂fmu
∂mb
∂fmb
∂mb
∂fme
∂mb


=


C1
τb
[
(eb − eu)− cv,b
(
Tb − RuRb Tu
)]
Vu
mucp,u
C1
τb
[
(eb − eu)− cv,b
(
Tb − RuRb Tu
)]
− fTbmb +
p
mbRb
{
Vb
m2
b
fmb +
1
τb
( Vbmb −
Vu
mu
) + (Vp − RuVupcp,u )C1τb
[
(eb − eu)− cv,b
(
Tb − RuRb Tu
)]}
1
τb
− 1τb
0




∂fp
∂me
∂fTu
∂me
∂fTb
∂me
∂fmu
∂me
∂fmb
∂me
∂fme
∂me


=


−C1τb
[
(eb − eu)− cv,b
(
Tb − RuRb Tu
)]
− Vumucp,u C1τb
[
(eb − eu)− cv,b
(
Tb − RuRb Tu
)]
p
mbRb
{
− 1τb (
Vb
mb
− Vumu )− (Vp − RuVupcp,u )C1τb
[
(eb − eu)− cv,b
(
Tb − RuRb Tu
)]}
− 1τb
1
τb
0


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