Abstract-In order to improve the efficiency of the existing intrusion detection systems, this paper proposed a new semiunsupervised intrusion detection model based on improved DBSCAN algorithm, called IIDBG, and it was applied to detection engine. In IIDBG, distance calculation formula and clusters merger process were improved based on the DBSCAN and existing the improved algorithm IDBC. The experiments demonstrate that our method outperforms the existing clustering methods in terms of accuracy and detecting unknown intrusions.
I. INTRODUCTION
With rapid development of Internet, people enjoy the convenience brought by network. It aids people in many areas, such as business, entertainment and education, etc. In particular, Internet has been used as an important component of business models. Therefore, information security of using Internet as the media needs to be carefully concerned, and network intrusion events have occurred frequently, intrusion detection technology is important in network security and intrusion detection is one major research problem for business and personal networks. Intrusion detection task is to identify the abnormal network events from large normal network events. Intrusion detection as a proactive network security protection technology, the goal was designed to provide real-time detection intrusion and promptly take appropriate protective countermeasures. Specifically, it includes data collection, behavior classification, reporting errors and counter-response. These data can be gotten by specialized network management system (NMS) or from the network log files, in which data derivation and data classification is core work. Data classification is to define the process of attack and attack recognition, more specific technology can achieve this process such as pattern matching, statistical analysis, integrity analysis and other methods, the nature of these method is to compare to get difference between normal data and detect data;
According the difference to determine whether the system had been invaded [1] .
There have been many techniques for modeling anomalous and normal behaviors for intrusion detection. The signature-based and supervised anomaly detections are widely deployed and commercially available. The signature-based detection extracts features from the network data. It detects intrusions by comparing the feature values to a set of attack signatures provided by human experts. However, it can only detect previously known intrusions with a signature. The signature database has to be manually revised for each new type of discovered attacks. On the other hand, the supervised anomaly detection trains models on labeled data (i.e., data pre-classified as an attack or not) and checks how well new data fit into the model. Obviously, it cannot be quickly adapted to new types of intrusion and do not have enough labeled data available. In general, a very large amount of network data needs to be handled and classified. Hence, it is impractical to classify them manually.
Yamanishi et al. in [2] [3] and Eskin in [4] used a machine-learning technique to build mixed-probabilistic models from the training dataset and to determine if a given piece of data is an anomaly. Their algorithm adopts a mixed model for the presence of anomalies and employs a machine learning technique to estimate the probability distributions of the mixture for detecting the anomalies. Portnoy et al. in [5] and Eskin et al. in [6] presented a clustering-based anomaly detection approach. Their approach creates clusters from the training dataset and automatically labels clusters as normal or anomalous in term of their sizes. It uses the labeled clusters to classify network data according to the label of the nearest cluster. But these methods have some built in shortages: it is not reasonable to assume that the smaller size clusters of objectives have, the more possible they are anomalous.
To overcome these obstacles, unsupervised anomaly detection methods have been addressed recently. These methods take a set of unlabeled data as input and attempt to find intrusion buried within the data. To detect a new attack, they do not need any prior knowledge about training data and new attacks. The unsupervised anomaly detection is a variant of the classical outlier detection problem.
All the existing unsupervised methods have some built in shortages: (1) either they cannot deal with categorical attributes or their solutions are very complicated, (2) the result of detection is sensitive to the parameters which are difficult to be determined and (3) it is not reasonable to assume that the smaller size clusters of objects have, the more possible they are anomalous.
We know that the number of intrusion behavior is often small relative to normal behaviors; the feature of intrusion event is very different from normal network events, so it is suitable for using clustering methods to identify intrusions. Some clustering algorithms have been applied to this area. The DBSCAN (Density-Based Spatial Clustering of Application with Noise) has been concerned by some researchers, main two advantages: first, it is not sensitive to the order of data input; second, it can find clusters of arbitrary shape in spatial database with noise.
Intrusion detection system is similar to most machine learning systems, to rely on existing labeled datum. But got tag data is more difficult, it needs professional worker to spend a lot of time to collect and identify large amount datum. For complex learning tasks, provide an adequate amount of labeled datum become unrealistic. Unlabeled data access is much easier than the label data, but only contrast classification only with the unlabeled data is less effective [7] . Clustering technology can be used to identify nature cluster of unlabeled data, but the class division is not always consistent with natural clustering [8] .
The method of anomaly intrusion detection based on unsupervised clustering works up on two assumptions: first, the number of normal events is far greater than the number of intrusion events; second, there exists obvious difference between the invasion event and normal event. Based on these basic assumptions, Leonid Portnoy etc. in Columbia University used clustering minds to solve the problem of knowledge acquisition in the intrusion detection system, without any a priori knowledge of the circumstances. But it is assumed that data sets is random distributional. In fact, the actual network data often does not comply with any kind of ideal mathematical distribution.
In reference [9] , the author use traditional DBSCAN algorithm to realize the goal of intrusion detection system, the basic method is that the density high enough area is generated a cluster, then some small clusters were be merged ordering to the property of these small clusters. But in this method, there exists big deviation in using the decision rule of merging to analyze the small clusters, caused the high false negative rate in processing of merging. In order to overcome this defect, this paper proposes a more reasonable density-based clustering algorithm for unsupervised intrusion detection (IIDBG), it uses rational method to calculate the distance of network data, and the merger process is optimized reasonably based on IDBG [9] , add the unlabeled data in the training data to realize the semi-unsupervised clustering, this method can overcome the shortcomings both of supervised clustering and unsupervised clustering. Moreover we design the method of select parameter selection.
The remainder of the paper is organized as follows. In section 2 we present an overview of DBSCAN. In section 3 we describe the data pre-processing and process of IIDBG. Then show the experimental results in section 4, and summarize out work in section 5.
II. DENSITY-BASED SPATIAL CLUSTERING OF APPLICATION WITH NOISE
Cluster analysis is nowadays a major chapter of statistical theory with a number of important applications. And clustering is one of the basic data mining tasks that can be used to help to understand the hidden information present in data sets.
Unlike other methods, the density-based clustering method regards a cluster as a region in a data space with the proper density of data objects. Typical density-based clustering algorithms are DBSCAN [10] and CLIQUE [11] . In DBSCAN, a cluster is defined by a set of densityconnected data objects. The strong points of DBSCAN are that it can discover an arbitrary number of arbitrarily shaped clusters, control noise data objects i.e., the data objects in the outside of all clusters easily, and find clusters by a single scan over a data set. However, it is difficult to determine the optimized values of its clustering parameters. CLIQUE integrates the benefits of the density based and grid-based clustering methods. It performs multidimensional clustering by moving from lower dimensional space to higher dimensional space. A unit in k-dimensional space is an equal-sized and nonoverlapped rectangular unit as in the grid-based clustering method. Candidate dense units in k-dimensional space can be found by dense units in (k-1)-dimensional space. A cluster in k-dimensional space is defined by a maximal set of connected dense units. When the number of features is n, it is possible to find multidimensional clusters in the n-dimensional space of the features by these clustering methods. However, it is not a trivial problem to represent an arbitrarily shaped cluster in multidimensional space as a concise profile. Furthermore, the number of dimensions i.e. features can be large in anomaly detection and an activity of a user is usually related to several features. Most importantly, the effectiveness of a particular feature in modeling Moreover, DBSCAN is a density-based clustering algorithm, which can detect clusters of arbitrary shape in the spatial database with "noise" and is not sensitive to the order of data input. It define cluster as the largest collection of points density-connected. The basic idea of intrusion detection based on DBSCAN is that most of the data is normal, and normal data will be gathered together into a high-density cluster, while the invasion data is vary few, and very different with normal data. So thorough clustering, invasion data would be a low-density cluster. Therefore, through cluster analyzing, identify as the largest cluster of data is normal network data, while the small cluster of data that is judged to be the invasion data. Some basic definitions of density-based clustering will introduced as follow:
Where D is points set in data space. Note that there are at least a minimum number (MinPts) of points in an ε -neighbourhood of that point.
Definition 2: （directly density-reachable）A point p is directly density-reachable from a point q about ε and
MinPts. If it satisfies two conditions, as follow:
If point q satisfies these conditions, q is the core point. 
, p is density-reachable about ε and MinPts.
Note that cluster C about ε and MinPts contains at least MinPts points.
Definition 6 :( noise ) Let
is the clusters of the D about ε and MinPts,
Then the noise as the set of points in the database D not belonging to any
DBSCAN starts from any point p, extracts all object points which satisfy density-reachable form p, then get a cluster. This process is achieved through the breadth-first search algorithm. If p is core point, then all points density-reachable form p will be labelled as current class, and process further expansion from these points. If p is a boundary point, then p will be labelled as noise, then process next point. Order to continue, until detect a complete cluster. Then select a new point to start expanding, then get the next cluster, until all points be labelled.
For given the parameters ε and MinPts, a cluster can be discovered in is following two steps. First, choose an arbitrary point from the database satisfying the core point condition as a seed. Second, retrieve all points that are density-reachable from the seed obtaining the cluster containing the seed.
III. IIDBG INTRUSION DETECTION ALGORITHM

A. Intrusion Detection
Intrusion detection is defined as "the problem of identifying individuals who are using a computer system without authorization (i.e., "crackers") and those we have legitimate access to the system but are abusing their privileges", or "any set of actions that attempt to compromise the integrity, confidentiality, or availability of a resource", disregarding the success or failure of those actions.An intrusion detection system is a computer system (possibly a combination of software and hardware) that attempts to perform intrusion detection systems try to perform their task in real time, but there are also intrusion detection systems that do not operate in real time, either because of the nature of the analysis they perform or because they are geared for forensic analysis [12] .
Intrusion detection systems are usually classified as host-based or network-based. Host-based systems base their decisions on information obtained form single host (usually audit trails), while network-based systems obtain data by monitoring the traffic in the network to which the hosts are connected. The methodology of intrusion detection is classified as misuse detection and anomaly detection. The misuse detection uses the well-known weakness of a target domain. However, intrusion methods have evolved into more sophisticated forms with newer methods continuously invented. As a result, handling well-known intrusion methods is no longer sufficient to preserve the security of a target domain. To cope with this problem, the anomaly detection model has been studied intensively. IDES, NIDES, and EMERALD are anomaly detection systems that are based on the statistics of a user's activities. These systems use various features such as CPU usage, the frequency of a system call, and the number of file accesses to represent the diverse characteristics of an activity in data sets.
Network intrusion detection system trough connecting network, capturing network packet to analyze whether network has the known attack patterns, moreover determine whether exist the intruder. Software continuously monitors the network to find that known attack; it usually runs in control point on the network, such as router in export in network, or important database in LAN. When the software detects attack happens, it will be reaction ordering to pre-defined way.
Knowledge acquisition is the most crucial issue in Intrusion Detection System, intrusion detection method based on data mining uses the labelled training data set for training the detection engine; to extract hidden features of network activity; the trained detection engine can be directly used to detect the process.
So far, may techniques have been applied to intrusion detection field, such as SVM [13] , genetic algorithm [14] , etc. But these methods have their shortcomings.
B. IIDBG intrusion detection model
CIDF (Common Intrusion Detection Framework) is public intrusion detection framework model, put forward in 1997 by DARPR. CIDF is a specification that defines the standard language of expression IDS detection information and the protocol for communication between IDS components. The IDS that meets to CIDF specification can share information, communicate with each other, work together with other system and can also be configured to implement a unified response and recovery strategies. The main role of CIDF is to integrate various IDS so that work together to achieve the reuse of components between the IDS, so CIDF is foundation in building distributed IDS. This paper presents the IIDBG intrusion detection system model on the basis of CIDF.
IIDBG follows the CIDF, and working process of IIDBG contains tow phase: training phase and testing phase. A large number of network data packets which got on network by network detector distributed on network servers, hubs and switches, etc, will be pre-processed, to constitute trained data set. In training stage, we adopt labeled network and unlabeled network to clustering, to realize the semi-unsupervised.
IIDBG algorithm takes cluster analysis for preprocessed data and put the results of analysis into IIDBG Knowledge Repository.
In testing, first catch network data and pre-process, then get the class label of these network data using IIDBG Knowledge Repository, and generate alarms for abnormal behavior into alarm database.
C. Data Pre-processing
In this paper, experimental data derive from the "KDD Cup 1999 Data" [15] , which is gotten by processing and feature selection to tcp-dump data in nine weeks DARPA provided by Lincoln laboratory, it has about seven million connection records. The complete training set contains 4,999,000 linking records, which are described the feature vectors of statistical information of network connections. Each connation in this data is marked with normal (Normal) label or specific types of attacks, these data has 42 feature, including 32 continuous features and 9 discrete features, the last feature describe the record is normal or intrusion. They are classified 5 classes: 4 class attack data including DoS, U2R, R2L, Probe (total 24 classes attack) and Normal data. The 4 class intrusion data are not mean, Dos data and Probe data have same number of Normal data, but R2L and U2R data numbers are less.
There are some redundant in 41 features, and large dimension of feature space will increase the computational complexity. In order to select some useful feature for classing, we use ID3 algorithm [16] to construct decision tree to select important features of attributes. By ID3 we choose out 10 features, including 7 continuous features, including duration (the duration of connection), dst_bytes (number of bytes from destination address to the source address), etc.; and three discrete features, including protocol type, service (type of network service on target host), flag (network connection status normal or error) and so on.
Information format of the network data obtained must be processed to be vector form for IIDBG requested. To reduce the infection of varied measurement units, it is necessary to standardize numerical attributes. In a network data, there are two type features: continuous features and deviation features, they are pre-processed with different methods order to their properties. For continuous features in a network data, we use the standard deviation normalized to process, the process is simple and the results has good stability. For simplicity, we set deviation attributes before continuous attributes. 
Where im x is the th m continuous feature value of i X sample, n is the number of sample data, im s is standard deviation vector formula, im x is the new continuous feature value after standard deviation normalized. For discrete feature, such as{tcp, udp, icmp}convert into binary is {1,0,0},{0,1,0}{0,0,1}.
To process the range of feature values, so each type of data range in the interval [0, 1] . This processing can avoid dealing with the dominant features range in the small range features; and moreover can reduce the computing time of machine.
During the setting or updating model stages, some noise is likely mixed into the training set. Since the thresholds in experiment are reasonable values, the noise is clustered into some spare clusters of small size. We clean up these noises or adjust them to the nearest cluster. As a result, the number of clusters will decrease and the efficiency of detection will be improved.
D. Distance calculation
Measure effectively the distance between link records is essential for clustering. After pre-processed, each record is converted to a vector. We used HVDM method proposed in [17] to calculate the distance between two record data:
If , where m is the number of attributes.
(1) The distance (difference) between object p and
The distance between objects x sand y is defined as
a a y x , is the th a discrete attribute of two record data y x, respectively.
The former 7 attributes is continuous, the latter 3 attributes is discrete in a vector, which represents a record data.
(3) The distance between object p and cluster C is defined as
is the distance between object p and cluster C on attribute
is defined as the average difference between p and every object in C on i D , that is ( .
E. Algorithm Description
Clustering is a process of partitioning data into clusters of similar objects. It is an unsupervised learning process of hidden data. It has a wide application in explorative analysis, such as pattern-analysis, grouping, decisionmaking, and machine-learning (data mining, document retrieval, image segmentation, and pattern classification). A majority of the approaches and algorithms proposed in previous literatures cannot handle large datasets and datasets with mixed-attribute. However, incremental clustering algorithms can deal with large datasets. The main advantage of the incremental clustering algorithms is not necessarily to store the entire pattern matrix in memory. Therefore, they require relatively small space. Typically, they are non-iterative and scan dataset in one pass so that their time requirements are also small.
The essence of clustering is to make cluster of objects with high similarity between, and low difference in different clusters in the object sets. That is the boundary between clusters is classified through comparing, and difference degree between clusters is relative. DBSCAN is a very efficient clustering algorithm, which can detect clusters of arbitrary shape in the spatial database with "noise" and is not sensitive to the order of data input; moreover the computing speed is fast.
When DBSCAN algorithm is used to process intrusion data, we found there were many small clusters generated after clustering in the experiment results, and part of small clusters contains number of normal records more than 70%, resulting in a high false alarm rate. Moreover, these small clusters are closer to normal clusters. In order to solve this problem, reference [9] proposed IDBC (Improved Density Based Clustering Algorithm) to merge some small clusters. When a new cluster generated, find the no-core point in ε -neighbourhood of the new cluster, then calculate the distance of these no-core points, if the distance less than the threshold value predefined, then merger the two clusters to generate the new cluster. In merging, through calculation the distance of boundary points, namely no-core points, to represents the distance between two clusters. For two clusters k C and L C , the boundary points set is k
But this method has deviation in processing of merging. For example, we hypothesis in Fig.1 that C1 , C2, C3 include some objects, respectively. It does not take into account the situation as shown in Fig.1 . Figure 1 Shown in Fig.1 , there are three small clusters C1, C2, and C3, that should be merged; the key problem is to determine which two clusters should be merged. According to the method IDBC in [9] , calculate the distance of boundary points between these clusters, through calculation we got that
, but the distribution of C2 is not uniform, may because the abnormal data is far more than normal in C2, the abnormal data distribute closer than the normal data.
Assume that the most points in C3 is abnormal points, ant the most points in C1 is normal points, so most points in C2 may belong to C3., but some point is very close to the boundary points set of C1, resulting in ) , ( ) , (
, then C2 and C1 should be merged. However, according to goal of intrusion detection, C2 and C3 should be merged. IDBC method generates the cluster canters will result in high false negative rate when detect network data.
In this paper, according to the shortcomings of IDBC, we proposed an improved method to optimize merger,
Cluster C1
Cluster C2 Cluster C3 when determine which cluster i C should merger to. Assume the boundary points set of i C is i B . Our method first judge the distribution of i C , uniform or not uniform, the method is find the high density area and low density area, use the number of difference to judge the distribution result. If the distribution is uniform, adopt the IDBC to merge, or else adopt our improved method to merge.
First By clustering, we got the core points set CDB, and regard it as the Knowledge Repository. Because the training data includes labelled data and the unlabelled data, the clustering process not only got knowledge form the labelled data , but also from the unlabelled data, so the Knowledge Repository is very comprehensive with arbitrary of data, this is very benefit to detect the unknown network data. This core points set can better to detect new unknown network. This is the key advantage of our method.
IIDBG detection algorithm
In detection, for a connection record, pre-process the attributes, and then determine whether it is the attack, accord to whether it is density-reachable form the core point in a cluster. Step 3 Determine whether X is attack accord the class label;
Step 4 End
The processing of our algorithm is not complex, so can save the computational time. The advantages of our method are follows: first, we introduce the concept of semi-unsupervised intrusion detection, that is to say, the clustering processing absorbs the knowledge of labeled data and the unlabelled data, the knowledge repository is richer. Second, we defined the new distance calculation formals, it is reasonable to calculate distance between networks with includes continuous attributes and deviation attributes, it has better performance in experiments. Third, we method optimize the merger processing, reduce the deviation of merging.
IV. EXPERIMENT
In this section, we evaluate the performance of IIDBG and compare it with DBSCAN, IDBC. We have implemented IIDBG in C++, All experiments use a personal computer with 1GMB of RAM and Pentium(R) 4 CPU 2.4 GHz and run Windows XP Professional.
We use the parameters such as detection rate (Dr), false alarm rate (Fr), and detection rate for unknown attack types (UDr) to measure performance of the semiunsupervised intrusion detection methods. The detection rate is defined as the ratio of the detected attack records to the total attack records. The false alarm rate is defined as the ratio of the normal records detected as the attack record to total normal records. The unknown attack types mean the attack types. They exist in training dataset and testing dataset.
The data format and pre-process process were introduced in section III. Test processing were conducted three times, in each we randomly select the 2500 training data and 3000 test data from KDDCUP99.
The parameters ε , MinPts , st D are essential. In [9] , these parameters are input by network manager with their experience of network management, resulting in greater subjectivity and limitations. In this paper, we is use crossvalidation and Web search strategy [18] to select the input parameters.
The value ε is an approximate parameter. As ε increases, the detection rate will decrease, and the false alarm rate will go down at the same time. A rule of thumb from statistics shows that the proportion of contaminated data in a dataset is usually less than 5% and almost always less than 15%. Thus, we set ε be about 0.46. We may determine ε exactly based on the prior knowledge about the ratio of attack records to total records in the training dataset. Then get MinPts = 153, st D = 0.02, experiment results as shown in Table 1 .
As show in table 1, the results show that the detection rate and the false alarm rate vary slightly, but the detection rate for unknown attack types increases obviously. So our method is effective.
V. CONCLUSION
To overcome the obstacles of existing supervised and unsupervised clustering intrusion detection system, and improve the efficiency of density-based clustering algorithm when it is applied to intrusion detection. After detailed analyze DBSCAN and IDBC in [9] , this paper proposed improved density-based semi-unsupervised clustering algorithm IIDBG to improve these drawbacks, with using more rational method for calculating the distance and cluster merging process and introduce unlabelled network data into the training dataset and testing dataset. Use (IIDBG) to the detection engine design. Experiment show that IIDBG improve performance of DBSCAN and IDBC, the higher detection rate and the less false positive rate. But the shortcoming of this method is the parameters; the next work is designing method to decrease the parameters, or more rational method for select parameters. 
