Abstract-Physical modeling of robotic system behavior is the foundation for controlling many robotic mechanisms to a satisfactory degree. Mechanisms are also typically designed in a way that good model accuracy can be achieved with relatively simple models and model identification strategies. If the modeling accuracy using physically based models is not enough or too complex, model-free methods based on machine learning techniques can help. Of particular interest to us was therefore the question to what degree semi-parametric modeling techniques, meaning combinations of physical models with machine learning, increase the modeling accuracy of inverse dynamics models which are typically used in robot control. To this end, we evaluated semi-parametric Gaussian process regression and a novel model-based neural network architecture, and compared their modeling accuracy to a series of naive semi-parametric, parametric-only and non-parametriconly regression methods. The comparison has been carried out on three test scenarios, one involving a real test-bed and two involving simulated scenarios, with the most complex scenario targeting the modeling a simulated robot's inverse dynamics model. We found that in all but one case, semi-parametric Gaussian process regression yields the most accurate models, also with little tuning required for the training procedure.
I. INTRODUCTION
Robot control benefits greatly from an accurate dynamics model, so that known forces can be compensated for through feedforward control. Good feedforward control means feedback control must only compensate for unknown perturbations and as a result, for example, low-gain compliant control becomes feasible.
Since humans design robots 2 , models used for the design and construction alongside physical modeling of the robot (rigid body dynamics, actuator dynamics, etc.) can be used to determine the structure and parameters of dynamic models. Thus, to us, it seems superfluous to learn dynamic models from scratch when good models are already available. However, good does not mean perfect.
Analytical models are abstraction, and include assumptions that do not hold in the real world (link inertias are known exactly, cables do not need to be taken into account, friction is not temperature-dependent). The models also cannot account for local variations e.g. due to small manufacturing flaws or wear and tear of the robot. Accurately estimating the parameters of such a model from data, which we refer to as parametric model identification, is a tedious and nontrivial task on its own the more complex a model gets. For example, see the comments and results of the learning-based approach of [2] with respect to their previous (complex) model-based approach [3] in controlling a quadruped robot.
Purely non-parametric approaches to obtaining a dynamics model for robot control lie on the other end of the spectrum [4] . While such approaches often lead to higher accuracy on specific trajectories, generalization to unseen parts of the configuration space (with respect to the training data distribution) is a challenge. We use the term nonparametric model learning to refer to approaches of this kind.
The strengths and weaknesses of both approaches are summarized in Table I . We think, the best of both worlds can be achieved by combining global parametric models, in which we can include our knowledge of the robot and physics, with non-parametric models, which can account for local deviations from the parametric model. The aim of this paper is therefore to extensively compare different variants of such semi-parametric approaches to model learning.
Our main contributions with respect to already published articles about non-or semi-parametric model learning, e.g. [4] - [8] , are three-fold:
• we evaluate well-known semi-parametric approaches (like semi-parametric Gaussian processes) to a wider variety of baselines, including e.g. simpler semiparametric approaches as well as robust model identification through model-based support vector regression • we include evaluation of a semi-parametric Bayesian neural network approach • all experiment data (split into the training and testing sets we used) as well as the parametric models for each evaluation scenario are published along-side this letter for own experiments or reproducing our results 3 In the next section, we give a more formal introduction to the problem we study. In Section III, the evaluated methods are described in detail and in Section IV so are our evaluation scenarios. Section V discusses our results and observations. In VI, related work in the area of (semi-)parametric model learning and successful applications thereof are put into context with our evaluated methods here, and lastly, we conclude our findings.
II. PROBLEM FORMULATION
This letter summarizes results concerning model learning in settings for which an analytical parametric model exists. The process of model learning then includes i) calibrating the analytical model's parameters to some data (parametric model identification, e.g. using linear least squares) and ii) learning residual errors between observations and the (calibrated) analytical model via a non-parametric machine learning approach (e.g. Gaussian processes). We term learning approaches which deal with i) and ii) together as semiparametric model learning, where parametric refers to the parameters of the analytical model and semi to the additional non-parametric machine learning component. Further, we distinguish between joint semi-parametric and sequential semi-parametric approaches depending on if both aspects are learned in a joint objective or if they are dealt with in a sequential, potentially iterative way.
Formally, learning a model in our context refers to estimating a function y = f (x), x ∈ R Din , y ∈ R Dout , given observations X = {x 0 , . . . , x N }, Y = {y 0 , . . . , y N } and some prior analytical model y = h θm (x) with θ m ∈ R M being the to-be-calibrated model parameters.
In semi-parametric model learning, we define
which expresses the desire that the non-parametric model g θnp (x) with parameters θ np is responsible for representing the residual error between the observed data and the parametric model h θm (x).
The model h θm (x) in all our evaluation scenarios has a linear-in-parameters form for each output dimension
While this linear-in-parameters form plays nicely with the often used regressor formulation for parametric model identification in the context of rigid body dynamics [9] τ = Φ(q,q,q)θ
III. METHODS
Of particular interest to us was the comparison of joint vs. sequential semi-parametric model learning. Following equation (1), we categorize an approach as joint semi-parametric if some loss objective L for given observed data {X, Y } is minimized jointly over both parameter sets
Sequential semi-parametric approaches are defined as twostep process. First, the parametric model is fit to observed data and the target residuals Y * with respect to the estimated parametric model are computed (6)- (7) . Second, the nonparametric model is fit to the residuals (8) . For predictions, both estimated models are then combined as in equation (1).
We would expect, that in general optimizing for both parameter sets jointly would outperform sequential learning approaches. Furthermore, iterative sequential semi-parametric approaches have been implemented by iterating equations (6)-(8) a fixed number of times and fitting the parametric model in equation (6) to the residual error Y of the data with respect to the current iteration's non-parametric model.
A. Semi-Parametric Gaussian Processes (SPGP)
The main algorithm we wanted to evaluate and put into perspective to other approaches is semi-parametric Gaussian process regression.
Gaussian processes offer a convenient and principled way to incorporate a parametric model into the learning process [10, chapter 2.7] . As a Gaussian process (GP) is described by a mean m(x) and kernel function k θ k (x, x ), it suffices to replace m(x) with the parametric model in order to obtain a semi-parametric model which follows the formulation in equation (1) (for the predictive mean of the GP). If our model (resp. mean function) has open parameters θ m , notated as m θm (x), and depending on if the model is linear or non-linear in those parameters, we have different choices for inferring the parametric model's parameters as well as the kernel hyper-parameters from data.
The first approach works for linear-as well as non-linearin-parameters mean functions and jointly minimizes the log marginal likelihood of the GP model with respect to the total parameter set θ = {θ m , θ k }. If the mean function is differentiable, as in all our cases, this can be done efficiently using a gradient-based optimizer. We term this variant SemiParametric GP (SPGP) with joint optimization. For linear-in-parameters parametric models (mean functions) and assuming a Gaussian prior θ m ∼ N (b, B) on the model parameters, [10] (based on [11] ) shows that it is possible to marginalize out the model parameters analytically. This could be especially interesting in the limiting case of a very vague prior on those parameters (infinite variance B). We implemented this variant as well, but as preliminary experiments showed little difference between the joint-optimization variant and the marginalized-out variant for the (much lower than infinity) prior uncertainty we expected on model parameters, we only report results for the more general joint-optimization variant. Also, [10] points out that the for the limiting case of infinite variance additional care regarding the numerical side of the implementation has to be taken and we did not want to deal with that problem for now.
We have implemented our SPGP with joint {θ m , θ k }-parameter optimization using the library GPflow [12] as well as using the C++ library Limbo [13] . If not noted otherwise, results were obtained using the implementation in GPflow. For the SPGP (as well as baseline GPs), a standard RBF-kernel with automatic relevance determination and a Gaussian observation likelihood were used. RBF kernel hyper-parameters (length scales and variance) as well as the observation likelihood variance were initialized to 1.0 and optimized using GPflow's default optimizer (L-BFGS-B). Initialization values for the mean function parameters θ m depend on the test scenario.
B. Bayesian Model-based Neural Networks (BAMBANN)
In an effort to tackle some of the problems of Gaussian Process regression, e.g. undesired computational scaling with available data, smoothness assumptions when using standard stationary kernels like RBF and Matern, and the usually naively independent modeling of systems which require vector predictions (not scalar ones), we tried to blend neural networks with parametric models.
Neural networks (NNs) are well known as universal function approximators defined by a graph of typically layer-wise computations whose parameters are optimized using variants of stochastic gradient descent with respect to some training loss. In this letter, we solely use dense feedforward NNs. We incorporate the parametric model into the NN by calculating it in a parallel sub-graph of the network and summing the regular dense path with the parametric prediction to form the final output. Following (1), the combined output of the network is therefore
With standard stochastic gradient descent and a supervised loss (e.g. mean squared error), we can adapt the NN parameters θ dense jointly with calibrating the model parameters θ m . However, trained in this way, the combined model has no incentive to use the dense layers solely for modeling the residual between the parametric model and the data (one could play with different regularization strengths for model vs. NN parameters, but we did not try this). Therefore we adopt the Bayesian neural network (BNN) formulation described in [14] , where a probability distribution over the network's parameters is optimized instead of a point-estimate. The loss in this formulation consists of data likelihood term, driving the model's weights to fit the data more closely, as well as a KL-term keeping the weight distributions close to a given prior. We use the prior distributions to regularize the network in its use of the dense NN layers by using a small, zero-centered Gaussian prior for the dense weights θ dense and a wide, (potentially nonzero centered) Gaussian prior for the model weights θ m . As the trained BNN represents the dense and parametric model parameters by a probability distribution, we obtain predictions for an input by sampling all network parameters 30 times and calculating the sample mean and variance over the network's predictions for the 30 parameter sets.
We denote the resulting model as Bayesian Model-based artificial neural network (BAMBANN) and implemented it on top of the BNN layers provided by tensor2tensor [15] .
In general, we used ADAM (with keras' default parameters) as optimizer and a 3-layer feedforward NN architecture with elu non-linearities (output layer with linear activation). Each hidden layer had 64 (TOY & VIA scenarios) or 128 neurons (SIMDYN scenario). For the data likelihood term, we used a Gaussian observation likelihood with a fixed observation variance. We found that this observation variance has a large impact on the learning performance and generally needed to be set to a much lower value than the "real" observation noise in order for the BNNs to start fitting the data at all (something which warrants more investigation in the future). For the dense path through the BAMBANN network, standard scaling 4 has been applied.
C. Baselines: Solely Parametric and Non-Parametric Learning, and Combinations
We divide our baselines into three categories: i) solely parametric, ii) solely non-parametric and iii) sequential semiparametric (in contrast to the joint semi-parametric methods SPGP and BAMBANN). 1) Parametric Baselines: As solely parametric baselines, we use the analytic model alone and fit its parameters to data either via linear least squares (LLS) or support vector regression [16] (SVR). This works, because for all three test scenarios the parametric model is in fact linear-inparameters. For SVR, we define a kernel using the model as basis function (only the model, nothing more) thus the main difference between LLS and SVR is that LLS minimizes a squared loss and SVR a linear one, making it more robust to outliers. LLS is implemented using plain Numpy/Python, for SVR we use scikit-learn's implementation.
2) Non-Parametric Baselines: As solely non-parametric baselines, we use a GP and a dense feed-forward BNN in their respective plain versions without any parametric model.
3) Sequential Semi-Parametric Baselines: Sequential semi-parametric approaches are obtained by combining the previously mentioned baseline methods. By first fitting either a solely parametric LLS or SVR regressor and then fitting the residual error using either a solely non-parametric GP or BNN, baseline variants denoted as LLS-GP, LLS-BNN, SVR-GP and SVR-BNN are formed. As described at the beginning of III, we also tried naively iterating these two fitting steps. These approaches are denoted by the prefix it-, e.g. it-LLS-GP.
IV. EXPERIMENT SCENARIOS

A. 1d Toy Example (TOY)
The toy example consists of a 1d regression problem (D in := 1, D out := 1, M := 4) with noisy samples from a linear-in-parameters model φ(x)
T θ m with a strong (but local and smooth) deviation f dev (x) of the data from the model around x := 2.5.
with 4 scikit-learn's sklearn.preprocessing.StandardScaler
The This scenario is based on data collected from a variable impedance actuator (VIA) test-bed. The physical setup consists of one VIA joint, meaning one motor connected to one link via a parallel arrangement of a fixed-stiffness spring and a variable-damping damper. An illustration of the mechanism is given in Figure 1 and more details can be found in [17] , [18] . In modeling this system, the link-side torque τ equals the torque produced by the sum of the spring and damping mechanisms as in
where the difference in motor and link position (θ − q) and velocity (θ −q) result in the respective spring and damping torques through the stiffness coefficient K and the -possibly time-varying -damping coefficient D(t). During data collection for the experiment here, the damping was set a fixed value (time-invariant D). The regression problem is then formulated with τ as target, the position and velocity difference as input and {K, D} (time-invariant) as the two parametric model coefficients, resulting in the dimensionalities D in := 2, D out := 1, M := 2 and denoted as VIA-INSTANTANEOUS.
As we found that the system exhibits considerable stickslip friction, a phenomenon which cannot be modelled using only instantaneous motor and joint measurements at a single time-step, we set up a second, auto-regressive regression problem where the input is augmented by the measurements of the last four time-steps in addition to the current one. This regression setup improved prediction quality considerably and we denote this problem as VIA-AUTO-REGRESSIVE where the dimensionalities are D in := 10, D out := 1, M := 2.
The data was collected by letting a motor position controller follow a chirp-signal (sinusoidal trajectory with increasing frequency) from zero to three Hz. Telemetry was recorded at 1 kHz, resampled to 100 Hz and split at round 64% through the chirp motion to form the training (first 64% percent) and test data (remaining 36%). The history of samples for the VIA-AUTO-REGRESSIVE case thus reaches back 40 ms at a 10 ms interval.
For SPGP and BAMBANN, optimization started from (K, D) = (300.0, 20.0), if not noted otherwise, and the parameters were expected to be around (K, D) ≈ (400.0, 10.0). LLS and SVR do not require initial values.
C. Simulated Robot Dynamics (SIMDYN)
This scenario is about learning an inverse dynamics model for a simulated, planar three-link robot. The inverse dynamics function of a robot is essential for precise control over the robot's motion and relates desired joint accelerationsq at a given joint position and velocity state {q,q} to the necessary joint torques τ which need to be applied to achieve that acceleration. The underlying regression problem here has the dimensionalities D in := 9, D out := 3 with M := 17 parametric model coefficients.
To test semi-parametric learning methods in this context, we developed a simulation environment around the robot modeling toolbox OpenSyMoRo [19] . In particular, OpenSyMoRo is used to calculate the analytic expressions for the forward dynamics model, which are then used in the simulation of the system. It also calculates the expressions for the dynamic identification regressor Φ together with a vector of model coefficients θ m , which serve as the parametric model for all (semi-)parametric methods described here. For a general N-link serial structure robot following the classic rigid body dynamics equations, the inverse dynamics function can be written in a linear-in-parameters regressor form τ = Φ(q,q,q)θ m , where θ m is the N * 13-dimensional parameter vector of this model. These 13 parameters per joint specify the physical dynamical parameters of the system and consist of link inertial properties, link mass, motor inertia, Coulomb and viscous joint friction as detailed in [9] .
In the case of the planar three-link robot, the dimensionality of the involved quantities is as follows. θ m ∈ R 17 holds the 17 model parameters (in re-grouped form, because not all 3 * 13 = 39 parameters can be estimated independently or are even observable/relevant for a planar, 100% rigid robot), q,q,q ∈ R 3 represent the joint positions, velocities and accelerations, and τ ∈ R 3 the matching joint torques for all three joints.
A simulated robot in our setting is then defined by a configuration R = (θ m , f mis ) with parametric model coefficients θ m and a configured model-mismatch f mis (additional dynamics which are not part of the model structure Φ).
For f mis , we implemented two variants. In the first setting, similar to the TOY scenario, a local (in input-space) modelmismatch was introduced by adding a strong friction torque to the first joint between 0.15 rad ≤ q 0 ≤ 0.25 rad. We denote variants using this mismatch model as SIMDYN-LL (Local). As only the first joint is affected, the regression problem for the other joints should not require any nonparametric learning at all (cf. no model mismatch).
In a second variant, in addition to the local friction on joint zero, we add a global, joint-value dependent ripple torque e i to each joint i ∈ [0, 1, 2] given by
This loosely mimics the model of harmonic drive ripple torque described in [20] for two frequency multiples h 1 = 2, h 2 = 8 with amplitudes a 1 = 6.0, a 2 = 2.0 and a virtual gear reduction of M = 30. While for the first joint the model error along the tested trajectories is dominated by the local friction, the model errors on the other joints are produced due to the ripple torque and, as we found, are a challenge for all tested modelling/learning methods. Data obtained using this mismatch model is denoted by the prefix SIMDYN-GL (Global).
The general procedure to obtain training and test data is then given by combining a simulated robot R = (θ m , f mis ) (model coefficients with mismatch setting) with a model-based inverse dynamics controller C = (q des ,q des ,q des ), q offset,0 ,R, (k p , k d ) which tries to follow an oscillatory excitation motion (q des ,q des ,q des ) around a start offset q offset,0 (on the first joint only) using an internal robot modelR and controller gains (k p , k d ).
We simulated four trajectory rollouts by combination of q offset,0 ∈ {0.0rad, 0.3rad} and f mis ∈ {local, global}. The different settings for f mis represent two separate settings in which we want to evaluate all methods. The different reference positions q offset,0 around which the trajectory will oscillate are used to provide inter-and extrapolation test datasets. Each roll-out is 100 seconds with control and sample rate of 1 kHz. The first 50 seconds of each mismatch variant and q offset,0 = 0.0rad are subsampled to 100 Hz and used as training data (subsampling ensures a modest training data size of ≈ 5000 samples which can still be handled well by GP-based methods). The last 50 seconds in the same q offset,0 = 0.0rad-setting are used as interpolation test data and form the test datasets SIMDYN-LL-INTERPOLATION and SIMDYN-GL-INTERPOLATION.
The last 50 seconds of each q offset,0 = 0.3rad-setting In general, the resulting motion q,q,q as well as the commanded torque τ were recorded to form the datasets, whereq,q are obtained by numeric differentiation with a modelled joint position sensor noise on q uniformly distributed between ±1e −6 rad. For the excitation motion design, we follow [4] where each desired joint position is the sum of two sinusoidals q i (t) = A i sin(2πf 1i t) + A i /3sin(2πf 2i t) with The controller implements a standard inverse dynamics control approach in a high-gain setting using k p = 3947.8, k d = 125.7. Table II shows the ground-truth coefficients as well as the initial values from which the optimization started for SPGP and BAMBANN, if not noted otherwise. LLS and SVR do not require initial values.
V. RESULTS AND DISCUSSION
A. TOY Scenario
The TOY scenario marks an idealized version of data which in general follows a global parametric model, but has a local (in input-space) model mismatch. Accurate interpolation requires a non-parametric fit where data is available. Accurate extrapolation requires to extract the right coefficients for the parametric model in presence of the local model mismatch. In Figure 3 , the obtained RMSE errors for prediction on the interpolation and extrapolation test set are shown.
As expected, most methods involving a non-parametric part (except some variants involving BNNs) obtain optimal interpolation errors, this holds also for the solely nonparametric GP. While solely parametric methods (LLS, SVR) obtain higher error in the interpolation setting, they outperform solely non-parametric methods in the extrapolation case by a large margin. If robust model identification is used (SVR), extrapolation performance is near optimal. Sequential semi-parametric methods based on the SVR ((it-)SVR-GP, (it-)SVR-BNN) obtain minimal inter-and extrapolation errors within a single model, followed by the joint semi-parametric model SPGP and sequential semiparametric methods based on more outlier-sensitive LLS estimation ((it-)LLS-GP, (it-)LLS-BNN). BAMBANN fails to identify the model coefficients precise enough to obtain low extrapolation errors and the fit varies strongly with independent repetitions. 
B. VIA Scenario
As the VIA data set is based on real data, it is difficult to say what exactly causes a mismatch between the parametric model and the data. As a way of quantifying it, solely parametric methods identify the model with a remaining RMSE error of ≈ 4 nm (LLS, SVR). As mentioned before, we prepared an instantaneous as well as an auto-regressive setting (VIA-INSTANTANEOUS, VIA-AUTO-REGRESSIVE) and all methods were evaluated on both. Example predictions along the test trajectory for the auto-regressive case are illustrated in Figure 6 . The fit for the SVR shows that the model by its own is insufficient to capture the peak torques during the chirp motion and does not model the torques during fade-out at the end of the trajectory at all. Performance in terms of RMSE and negative log-likelihood (NLLH) for both cases are summarized in Figures 4 and 5 .
Following Figure 4 , in the instantaneous setting, the solely non-parametric methods perform similar or worse than the solely parametric methods while the joint semi-parametric methods perform slightly better (SPGP, BAMBANN). The best fit for the VIA-INSTANTANEOUS case in terms of RMSE error is obtained by sequential semi-parametric combinations with a BNN ((it-)LLS-BNN, (it-)SVR-BNN), combinations with a GP underperform consistently. Interestingly, when comparing the negative log-likelihood of the test data for the different methods, all methods with GPs outperform combinations with BNNs by a margin (Figure 5 ). Many of our experiments showed this behaviour. In general, we observed that the trained BNNs (and variants thereof) are often overconfident in their prediction which manifests in a worse NLLH score.
As we knew from the test-bed that some physical effects are present which cannot be captured using instantaneous measurements (such as stick-slip friction), it was interesting to see by how much prediction performance improves for the auto-regressive case. For VIA-AUTO-REGRESSIVE, we still use the same parametric model which is defined only on the current time-step's data hence LLS and SVR perform exactly the same. In the new input space, the nonparametric GP can make much more sense of the data. Adding a parametric estimator (e.g. (it-)SVR-GP) does not improve performance further though. This is interesting as the smallest RMSE error for the VIA-AUTO-REGRESSIVE case is actually achieved by a semi-parametric approach (SPGP) which outperforms all other (sequential or not) semi-parametric methods on this data set. It also achieves lowest NLLH performance. SPGP in this case estimated the two model coefficients to K ≈ 866 and D ≈ 28 and its optimization was started from a rough guess ofK = 300 and D = 20. The importance of the start coefficients can be seen when comparing SPGP to SPGP from zeros for which the optimization was started fromK =D = 0.0 and ended with the physically impossible estimate of K ≈ 1460, D ≈ −72 accompanied by worse RMSE performance than the best methods on VIA-INSTANTANEOUS data only. 
C. SIMDYN Scenarios
For the simulated robot dynamics test scenario, as presented before, we distinguish between the cases i) local model mismatch (first joint only, SIMDYN-LL) and ii) global-with-local model mismatch (SIMDYN-GL). As this is a multi-target scenario (three joint torques need to be predicted), we trained GPs and SPGPs in two flavours. One in which kernel hyper-parameters (and in case of SPGP mean function parameters) are shared among all three output dimensions and one in which they are not (variants with suffix -SepKer for "separate kernels"). A qualitative impression of the predictions for selected methods on the extrapolation trajectory for the SIMDYN-LL mismatch is presented in Figure 9 . Only few methods reliably model the torque peak required to overcome the local friction on joint 0. RMSE errors for joint 0 and all tested methods are illustrated in Figures 7 and 8 . For joint 0, the errors in both settings (SIMDYN-LL and SIMDYN-GL) are mostly determined by the methods ability to model the strong local friction behavior as the error introduced by the local mismatch is much higher than error from the global "mismatch ripple torque".
In general, with both test scenarios we found that only few methods stand out compared to the solely parametric solutions. For SIMDYN-LL, the only methods which are able to capture the local friction behavior are the SPGP variants and to some degree the sequential semi-parametric methods (it-)LLS-GP. For the SPGP fit, we found that in the case of additional global model mismatch, the initialization of the parametric coefficients plays a role for the optimization (cf. Figure 8 SPGP from ones vs. SPGP, were optimization for SPGP is started from the values as described in Table II and optimization for SPGP from ones is started from a vector of ones 1 ∈ R 17 ). GPs trained with a shared kernel between the outputs fail badly at extrapolating and when trained with separate kernels per output dimension only manage to fit the general robot dynamics but not the local friction phenomena (which results in similar performance than the solely parametric methods).
We also see that in many cases the RMSE error on the extrapolation data set is lower than on the interpolation test data, especially for algorithms which are not good at fitting the local disturbance. We investigated this and found that although inter-and extrapolation trajectories pass through the high-friction area equally often, the extrapolation trajectory passes through the area at a generally higher joint speed which means the (sample) time in which errors for wrong predictions accumulate is shorter which in turn leads to lower RMSE values. 
D. Discussion and Remarks
From the experiments we conducted, a few general remarks can be made:
• SPGP when initialized with a reasonable guess for the parametric coefficients provides robust and better estimation performance than all other evaluated methods in terms of RMSE and also NLLH scores. Only in the "staged" TOY-EXTRAPOLATION scenario, SPGP is Shaded area depicts 2σ prediction uncertainty. SPGP has lowest RMSE error. The peak in required torque prediction at around sample time ≈ 1000 is due to the local modelmismatch friction on joint 0. The noisy nature of the predictions is due to obtainingq,q from simulation via a numeric differentiation, leading to "input noise" for the learned models.
beaten by a sequential semi-parametric approach and only if robust parametric estimation by means of SVR is used.
• Training of BNNs to obtain good estimation performance is not easy and might require more investigation into what hyper-parameters to use. The combination of parametric with dense layers in the way we did was therefore seldom fruitful (especially compared to SPGP). Also, the obtained uncertainty estimates of the BNN-based approaches are often overconfident, limiting their use in practice.
• Comparing LLS-GP and SVR-GP as naive approaches to sequential semi-parametric model estimation, we would recommend to use the more robust SVR to obtain a more robust model calibration.
• Iterating parametric and non-parametric fitting in the style of it-LLS-GP, it-SVR-GP, . . . does not improve performance.
VI. RELATED WORK
The literature in the field of model learning for robot control is vast [21] , [22] . In the more recent survey by Chatzilygeroudis et al. [23] , chapter 5.2 is dedicated to learning robot models for control using "priors on the dynamics" and it lists several references to other works implementing such strategies. As our focus is on joint semi-parametric model learning with an analytic model as basis, we think the following literature is most relevant.
Quite some papers implemented and evaluated Gaussian Processes (GP) using a parametric model as mean function in some form [5] - [7] , [24] . Closely related to our formulation of SPGP are the variants described in [5] and [6] . Both assume a linear-in-parameters mean function and apply the equations described in [10, chapter 2.7 ] to marginalize out the parametric model coefficients. In contrast, we simply optimize over model coefficients the same way as over kernel hyperparameters which would in principle allow for non-linearin-parameters parametric models in our case but not theirs (but all described models in this letter are actually linearin-parameters). In [7] and as the comparison variant "RBD Mean" in [5] , a parametric model with fixed, predetermined coefficients is used. Both papers mention linear identification techniques for estimating the coefficients and thus the results for these methods should be equivalent or similar to our baseline method LLS-GP. Our baseline SVR-GP provides an interesting twist on that approach by evaluating a simple way to robustify the parametric model identification against outliers and model-vs-data mismatch. In [24] , no assumptions are made regarding the structure of the mean function. As they neither require the parametric model to be linear-in-parameters nor differentiable with respect to the parameters, they have to resort to a two-staged, iterative model learning procedure involving a black-box, derivativefree optimization for the model parameters and regular gradient-based optimization for GP kernel parameters. As the models considered in this letter are differentiable with respect to the model parameters, we can use gradient-based optimization jointly for all parameters and did not evaluate such black-box optimization techniques. Nevertheless, their results look promising for cases where a parametric model gets more complicated.
An approach to online sequential model calibration with non-parametric residual learning is presented in [8] . At the core of their approach lies the well known recursive regularized least squares algorithm. At every time step it is used to incrementally refine the parametric model coefficients via a linear least squares formulation (assumes linear-in-parameters parametric model). Subsequently, also at every time step, the same algorithm is used to incrementally fit a non-parametric, non-linear regressor for the residual dynamics. This non-parametric regressor is related to incremental sparse spectrum Gaussian process regression [25] and therefore the batch result for their algorithm should be equivalent to our sequential semi-parametric variant LLS-GP.
A more involved approach to parametric model identification than simple LLS or SVR is presented in [26] . They use a Bayesian approach to fit model parameters to data while being robust to input/output noise, ill-conditioned data, nonidentifiable parameters and physically non-plausible parameters. Such an approach could be used as drop-in replacement for LLS or SVR in any of our sequential semi-parametric methods.
We did not find any literature on combining parametric models with neural networks as in the proposed BAMBANN method. A neural network approach which can solve system identification problems is presented in [27] , but they are not using an analytic model of the system as basis. They provide a mechanism for a (graph) network to infer and (re)use static parameters to describe a system. They term this implicit system identification, because these parameters may well be related to static, physical properties like mass or inertia, but what they represent is learned/optimized from data hence not interpretable in a straight-forward way.
VII. CONCLUSION
In this letter, we compared several parametric, nonparametric and semi-parametric regression methods on three test datasets of increasing complexity and where possible in an inter-as well as extrapolation setting. We evaluated prediction accuracy in terms of RMSE error as well as the quantification of uncertainty by means of the negative log-likelihood (for methods which provide uncertainty estimates). Of particular interest to us were semi-parametric modeling approaches and therein the comparison of joint versus sequential semi-parametric methods. In addition to state-of-the-art (joint) semi-parametric Gaussian process regression, we also developed and evaluated a joint semiparametric neural network architecture and implemented several sequential semi-parametric approaches combining common parametric with non-parametric models as baselines. The general findings in terms of accuracy in intervs. extrapolation settings for solely parametric and solely non-parametric models were as expected (cf. Table I ). For the semi-parametric methods, we see a clear benefit in joint semi-parametric modeling with respect to the sequential semi-parametric baselines. In all but one case, semiparametric Gaussian process regression, through its principled approach in integrating a given parametric model, provides the best model accuracy (RMSE) with robust estimates of predicted uncertainty (NLLH). For our joint semi-parametric neural network approach, we found that while its accuracy can be in the regime of sequential semiparametric approaches, it never matches semi-parametric Gaussian process regression and -over independent training runs -shows much higher variability in the achieved model accuracy than other approaches. A further investigation into the various involved hyper-parameters for this approach could be valuable.
In general, we think the benefit of joint semi-parametric modeling, especially in extrapolation settings, warrants more research into such modeling approaches.
