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Résumé
La plupart des solveurs SAT modernes se basent,
avec succès, sur les mécanismes d’analyse de conflits
et d’apprentissage initialement introduits dans les sol-
veurs GRASP et CHAFF. D’un point de vue théorique,
ce succès a été partiellement expliqué à l’aide de
l’équivalence, en termes de puissance, entre le sys-
tème de preuves implanté par l’apprentissage (avec
redémarrages) et la résolution générale, alors que les
précédents démonstrateurs SAT implantent des sys-
tèmes de preuve moins puissants. Néanmoins, des
bornes inférieures exponentielles subsistent pour la
résolution générale, ce qui suggère une voie promet-
teuse – mais théorique – permettant une améliora-
tion significative des démonstrateurs SAT : l’utilisation
de systèmes de preuves plus puissants. Transformer
cette voie théorique en améliorations pratiques dans
le cas général a cependant toujours échoué.
Dans cet article, nous présentons un solveur SAT
qui utilise une restriction de la résolution étendue. Ce
solveur améliore les solveurs existant, en pratique, sur
des instances issues des dernières compétitions, mais
également sur des instances difficiles pour la résolu-
tion comme les instances XOR-SAT.
Abstract
Modern complete SAT solvers almost uniformly im-
plement variations of the clause learning framework
introduced by Grasp and Chaff. The success of these
solvers has been theoretically explained by showing
that the clause learning framework is an implementa-
tion of a proof system which is as poweful as resolu-
tion. However, exponential lower bounds are known for
resolution, which suggests that significant advances in
SAT solving must come from implementations of more
powerful proof systems.
∗Ce travail est supporté par l’ANR « UNLOC », ANR 08-BLAN-
0289-01.
We present a clause learning SAT solver that uses
extended resolution. It is based on a restriction of the
application of the extension rule. This solver outper-
forms existing solvers on application instances from
recent SAT competitions as well as on instances that
are provably hard for resolution, such as XOR-SAT ins-
tances.
1 Introduction
Depuis une vingtaine d’années des progrès spectacu-
laires ont été réalisé dans la résolution pratique du pro-
blème de satisfaisabilité (SAT). Dans le cadre des pro-
blèmes structurés (par opposition aux problèmes aléa-
toires uniformes), l’apprentissage, initialement introduit
dans GRASP [11] représente maintenant la brique de base
de tout solveur « moderne ». Le passage à l’échelle des ins-
tances industrielles repose quant à lui principalement sur
l’utilisation des structures de données paresseuses, associés
à l’heuristique proposée dans CHAFF [12]. Peu après, en
proposant une réécriture simplifiée et compacte, le solveur
MINISAT [7] a également aidé à mieux comprendre les
divers composants essentiels aux solveurs SAT modernes
d’un point de vue pratique. Si on se place maintenant du
côté théorique, d’importants progrès ont aussi été obte-
nus. Ainsi, l’efficacité de ces solveurs a pu être partielle-
ment expliqué d’un point de vue théorique en montrant que
l’apprentissage permettait d’atteindre la puissance des sys-
tèmes de preuves par résolution générale [2], ce qui n’est
pas le cas pour les algorithmes de type DPLL [6, 1]. Ces
derniers sont en effet limités à la puissance d’une forme
resteinte de la résolution (tree like resolution). Il existe
ainsi théoriquement des exemples admettant des preuves
de réfutation de taille minimale exponentiellement plus
longues pour les algorithmes de type DPLL que pour les
algorithmes CDCL (conflict driven, clause learning), alors
que l’inverse n’est pas vrai.
D’un point de vue pratique, même si les solveurs CDCL
sont très efficaces sur des instances issues de la vérifica-
tion formelle [14], de nouveaux problèmes provenant de
domaines comme la cryptographie et la bio-informatique
[16] sont régulièrement proposés comme nouveaux chal-
lenges à la communauté. Afin de permettre une améliora-
tion pratique significative, nous proposons dans ce travail
d’étendre les solveurs CDCL à un système de preuves plus
puissant que la résolution. Un candidat naturel pour cela
est la résolution étendue (ER) [19]. La résolution étendue
ajoute à la résolution une règle simple : la possibilité d’in-
troduire des lemmes à la formule. Malgré son apparente
simplicité, ER est aussi efficace que le système de preuve
le plus efficace connu actuellement : L’Extended Frege Sys-
tems [21]. En effet, il n’a toujours pas été identifié de fa-
milles d’instances difficiles pour ER (i.e. n’admettant que
des réfutations « longues »).
Néanmoins, il existe un obstacle majeur à franchir avant
d’implanter un solveur basé sur la résolution étendue :
comment choisir les bons lemmes à ajouter à la formule ?
D’une part les possibilités d’extension sont gigantesques à
chaque étape, et d’autre part trouver les bons lemmes est
« difficile ». Par exemple, dans [5], Stephen COOK pro-
pose une preuve courte du problème des pigeons en utili-
sant la résolution étendue, mais les lemmes ajoutés tiennent
compte de la sémantique du problème. Ainsi, même si ER
peut être utilisé pour construire des preuves courtes de pro-
blèmes difficiles pour RES, aucun solveur implantant ER
n’a encore été proposé. Choisir judicieusement les bons
lemmes est au moins aussi difficile que résoudre direc-
tement le problème initial. Il est cependant à noter que
certains travaux ont déjà, dans une certaine mesure, uti-
lisé avec succès la résolution étendue, mais de manière in-
directe seulement. Ainsi, les solveurs basés sur les BDD
peuvent être vus comme l’utilisation de ER [18, 4], tout
comme l’utilisation des symétries [17]. Le challenge est ici
de construire un solveur implantant la résolution étendue
et fonctionnant en pratique mieux que les solveurs CDCL,
sur leurs problèmes favoris.
Nous proposons dans ce travail une restriction simple
à ER qui réduit de manière significative le nombre poten-
tiel de lemmes à ajouter à la formule. Cette restriction est
en relation étroite avec le coeur des algorithmes CDCL :
l’observation de régularités dans la succession de clauses
apprises durant la construction de la preuve d’insatisfai-
sabilité. Cette approche est bien différente des approches
mentionnées préalablement, dans la mesure où la référence
à ER est explicite et peut permettre d’obtenir un solveur
implantant un système de preuves aussi puissant que ER
non restreinte. L’autre caractère novateur de notre approche
vient du fait que nous traitons les nouvelles variables ajou-
tées comme une ressource similaire aux clauses apprises.
Nous apprenons beaucoup de nouvelles variables, mais en
oublions également beaucoup afin de limiter la consomma-
tion mémoire et de maintenir une bonne vitesse de propa-
gation unitaire.
Le reste de l’article est organisé de la manière suivante :
nous commençons par rappeler certaines notions néces-
saires à la compréhension de l’article : les solveurs CDCL,
les systèmes de preuves et la résolution étendue. Nous dé-
crivons ensuite la restriction de la résolution étendue que
nous utilisons et montrons comment elle peut améliorer
la résolution. Nous continuons en décrivant comment cette
restriction peut être efficacement implantée dans un solveur
CDCL. Avant de conclure, nous montrons que le solveur
obtenu peut améliorer de manière significative les solveurs
actuels sur de nombreuses instances difficiles.
2 Rappels
Le problème SAT consiste à trouver une affectation
des variables d’une formule propositionnelle φ exprimée
sous forme normale conjonctive (CNF) afin que toutes les
clauses de φ soient satisfaites. Nous considérons que la
formule φ contient n variables propositionnelles x1 . . . xn.
Pour chaque variable xi, il existe deux littéraux, à savoir
xi et xi. Nous notons l un litéral arbitraire et l sa négation.
Une formule CNF est une conjonction de clauses, chaque
clause étant une disjonction de littéraux. Par convention,
une CNF pourra être vue comme un ensemble de clauses
et chaque clause pourra être vue comme un ensemble de
littéraux. Nous supposons que le lecteur est familier avec
les notions de sauts arrières (backtracking) et de de propa-
gation unitaire.
Dans cet article, nous utilisons les solveurs CDCL [11,
12, 7], qui sont des algorithmes complets étendant la fa-
meuse procédure de Davis et Putnam [6]. Ils incorporent
des structures de données paresseuses, des sauts arrières,
des nogoods des heuristiques dynamiques et des redémar-
rages. L’agorithme 1 décrit le schéma général d’un solveur
CDCL. À chaque itération de la boucle principale la pro-
pagation unitaire est effectuée (ligne 3). Si un conflit ap-
paraît (ligne 4), un nogood (également appelé clause asser-
tive) est construit, en utilisant un schéma d’apprentissage
basé sur la résolution [23], puis enregistré dans la base des
clauses (ligne 5 ; 8). Un saut arrière est effectué jusqu’à
ce que le nogood redevienne unitaire et permette un nou-
veau processus de propagation unitaire (ligne 9). Dans le
cas où aucun conflit n’apparait, une nouvelle variable de
décision est choisie de manière heuristique (ligne 13–14).
La recherche est terminée lorsque toutes les variables sont
affectées (lignes 11–12) ou lorsque la clause vide est géné-
rée (lignes 6–7).
Algorithm 1 Solveur Conflict Driven - Clause Learning
1: procedure CDCL(φ)
2: loop
3: Propagation Unitaire
4: if une clause C est FAUSSE then
5: C′ = AnalyseConflit(C)
6: if C′ = ∅ then
7: retourner UNSAT
8: Enregistrer C′
9: Retour arrière jusqu’à ce que C′ soit unitaire
10: else
11: if toutes les variables sont affectées then
12: retourner SAT
13: Choisir un littéral l
14: Affecter l à un nouveau niveau de décision
2.1 Systèmes de preuves
Un système de preuves propositionel est un algorithme
en temps polynômial SP tel que, pour toute formule propo-
sitionnelle insatisfaisable φ, il existe une preuve p tel que
SP accepte l’entrée (φ, p), c’est à dire que SP montre que p
est bien une preuve d’insatisfaisabilité pour φ. En d’autres
termes, un système de preuve est un moyen efficace de vé-
rifier la validité d’une preuve d’insatisfaisabilité (trouver
une telle preuve reste cependant difficile dans le cas gé-
néral). Les systèmes de preuves ont été étudiés en infor-
matique théorique comme une façon de comparer les pro-
blèmes NP et co-NP. Ils permettent également de comparer
les systèmes d’inférences les uns par rapport aux autres en
permettant par exemple d’établir une hiérarchie de ces der-
niers reflétant leurs puissances relatives.
Un système de preuves SP admet des preuves courtes
(resp. longues) pour une famille d’instances F si la taille
de la plus petite preuve croit polynomialement (resp. ex-
ponentiellement) avec la taille des instances de F . On dit
alors que F est facile (resp. difficile) pour SP.
Un système de preuves SP1 p-simule un système de
preuves SP2 si pour toute formule insatisfaisable φ la plus
petite preuve de φ dans SP1 est au pire polynomialement
plus grande que la plus petite preuve de φ dans SP2. S’ils
se p-simulent l’un l’autre, ils sont alors polynomialement
équivalents. La notion de p-simulation exprime une hiérar-
chie entre les systèmes de preuves. En effet, si SP1 p-simule
SP2 alors SP1 est au moins aussi puissant que SP2.
Le système de preuves le plus connu et le plus uti-
lisé est le système de preuves par résolution [15] (RES).
Une preuve dans ce système est une suite de clauses
〈C1 . . . Cm, Cm+1, . . . , Cs = ⊥〉 où les m premières
clauses sont celles de la formule initiale et les clauses sui-
vantes sont produites par résolution. C’est à dire que la
clause Ck est générée à partir des clauses Ci et Cj , où
i < j < k et il existe un littéral l tel que Ci ≡ l ∨ α,
Cj ≡ l ∨ β, Ck ≡ α ∨ β et l ∈ α =⇒ l /∈ β. La
clause Ck est alors la résolvante de Ci et Cj , ce qui est
noté Ck = Ci ⊗l Cj . La clause Cs est la clause vide.
La trace d’exécution d’un solveur CDCL peut se voir
comme un système de preuves [2, 22, 9, 13] qui, dès lors,
permet de p-simuler RES. Ce résultat est d’autant plus im-
portant que les autres algorithmes de résolution pour SAT,
y compris la version originelle de DPLL [6] sont connus
pour être plus faibles que la résolution. Par exemple, la pro-
cédure DPLL peut-être p-simulée par une restriction de la
résolution où chaque clause qui n’appartient pas à la for-
mule de départ ne peut être utilisée qu’une fois durant la
preuve. Les bonnes performances pratiques des solveurs
SAT modernes peuvent être expliquées, au moins en par-
tie, par ce résultat théorique.
Néanmoins, le système de preuves RES à ses propres li-
mites et plusieurs familles de problèmes ont été identifiées
comme difficiles pour RES. Ainsi, le fameux problème des
pigeons a été identifié comme difficile pour RES il y a déjà
25 ans [8], suivi par d’autres travaux et un résultat plus gé-
néral [3]. Ces limitations suggèrent que des améliorations
significatives dans la résolution du problème SAT peuvent
venir de l’implantation de solveurs qui ne peuvent pas être
p-simulés par la résolution, comme nous allons le proposer
dans la suite de cet article.
3 Résolution étendue
Le système de preuve que nous visons pour augmen-
ter la puissance des CDCL est bien connu. Il s’agit de
la résolution étendue ER [19]. C’est une extension de
la résolution à laquelle on ajoute la simple règle sui-
vante : à chaque étape de la construction de la preuve,
il est possible d’ajouter des lemmes dans la formule,
sous la forme d’une nouvelle variable y (qui n’apparais-
sait pas dans la preuve jusque-là) associée aux clauses
qui codent y ⇔ l1 ∨ l2, où l1 et l2 sont deux littéraux
apparaissant précédemment dans la preuve. Une preuve
dans ER est donc une suite 〈C1 . . . Cm, {C|E}m+1, Cs =
⊥〉 où Ci est une clause obtenue par résolution et Ei
est l’ajout d’une nouvelle variable par la règle men-
tionnée ci-dessus. Sans perte de généralité, il est pos-
sible d’introduire l’ensemble des nouvelles variables au
début de la preuve, qui peut donc être réécrite ainsi :
〈C1 . . . Cm, Em+1, . . . Em+k, Cm+k+1, . . . , Cs = ⊥〉.
Tout en étant d’apparence une règle très simple, l’ajout de
nouvelles variables permet à la résolution étendue d’être
très efficace : aucun système de preuve n’a été prouvé
comme étant plus fort que la résolution étendue. Ainsi,
dans un superbe article [5], Stephen COOK montre com-
ment utiliser la résolution étendue pour construire une
preuve polynômiale des pigeons prenant en compte le coté
inductif de ce problème.
Cependant, cette puissance ne va pas sans contre-partie.
Il est en effet très difficile de trouver judicieusement et
automatiquement les bonnes paires de littéraux à étendre.
C’est certainement ce qui explique l’absence de la ré-
solution étendue dans les solveurs SAT actuels. À titre
d’exemple, dans [5], COOK utilise la sémantique du pro-
blème pour choisir les lemmes à ajouter. Dans notre ap-
proche, cette difficulté est en partie écartée grâce à une res-
triction des possibilités d’extension.
3.1 Restriction proposée
Soient deux littéraux l1 et l2 provenant de deux variables
différentes. Supposons que nous ayons appris durant la re-
cherche les clauses Ci = l1 ∨α et Cj = l2 ∨α. Supposons
enfin que ces clauses soient toutes deux utilisées dans un
processus de résolution avec la même séquence de clauses
Cm1 , . . . , Cmk afin de dériver C
′
i = l1 ∨ β et C
′
j = l2 ∨ β.
Dans ce cas, il peut être judicieux d’étendre la formule ini-
tiale avec la nouvelle variable x ⇔ l1 ∨ l2. Ceci va alors
permetttre d’effectuer une résolution entre Ci et Cj avec
x ∨ l1 ∨ l2 afin d’obtenir Ck = x ∨ α. La clause Ck peut
alors être résolue avec Cm1 , . . . , Cmk pour dériver x ∨ β.
Ainsi, toute étape commune dans la résolution entre C ′i et
C ′j ne sera pas dupliquée, ce qui permettra une compression
de la preuve.
Cet argument peut être généralisé. Supposons que les
clauses Ci et Cj diffèrent de plus de un littéral et qu’elles
soient de la forme Ci = l1 ∨ α ∨ β et Cj = l2 ∨ α ∨ γ,
où α ∨ β ∨ γ ne soit pas une tautologie. Si il existe une sé-
quence de clausesCm1 , . . . , Cmk telle queCi etCj entrent
en résolution avec Cm1 , . . . , Cmk pour dériver C
′
i = l1 ∨ δ
et C ′j = l1 ∨ δ où β ⊆ δ et γ ⊆ δ, nous pouvons alors
appliquer la résolution étendue pour éviter de dupliquer la
résolution sur Cm1 , . . . , Cmk .
Notons que dans ce schéma, les clauses Ci et Cj n’ont
pas besoin d’être des clauses de la formule initiale, mais
peuvent être des clauses dérivées. Ce point est primordial
pour permettre l’introduction des variables en examinant la
preuve au fur et à mesure de sa construction. La définition
suivante formalise ce schéma comme un système de preuve
par résolution.
Definition 1 (Résolution étendue locale) LER est le sys-
tème de preuve propositionel qui inclut la règle de réso-
lution mais aussi la règle de résolution étendue telle que,
à une étape k, il est possible d’introduire la nouvelle va-
riable z ⇔ l1 ∨ l2 si il existe deux clauses Ci ≡ l1 ∨ α
et Cj ≡ l2 ∨ β avec i < k, j < k, où α et β sont des
disjonctions vérifiant l ∈ α =⇒ l /∈ β.
3.2 Discussion sur le pouvoir de LER
En pratique, LER diffère de ER dans la mesure où elle
impose la présence de clauses d’une forme donnée avant
d’introduire de nouvelles variables. En tout généralité, cer-
taines de ces clauses peuvent ne jamais être dérivées, em-
pêchant du même coup l’introduction des variables les plus
pertinentes. Cependant, il faut noter un avantage indéniable
de LER sur ER. Lors de la construction de la preuve, l’in-
troduction des nouvelles variables est moins imprévisible
que celle de ER. Intuitivement, on voit combien chaque va-
riable introduite est directement reliée à la preuve. Cela at-
ténue la nature non déterministe de ce système de preuve.
Néanmoins, la restriction de LER n’est pas trop sévère.
En fait, il est facile de vérifier que des problèmes qui sont
difficiles pour RES et qui acceptent des preuves polynô-
miales pour ER peuvent être transformées en des preuves
polynômiales pour LER. C’est le cas par exemple pour la
preuve ER de Stephen COOK sur le problème des pigeons
[5], ce qui permet de montrer par la même occasion que
LER est plus puissant que la résolution générale. D’un autre
coté, il ne faut pas oublier qu’il peut être difficile de générer
les deux clauses nécessaires à l’introduction d’une nouvelle
variable. On peut donc s’attendre à ce que la preuve mini-
male pour LER soit plus grande que la preuve minimale
pour ER pour certaines familles de problèmes. Actuelle-
ment, nous ne savons pas encore s’il existe des familles
d’instances difficiles pour LER, mais faciles pour ER ou si
LER p-simule ER.
Dans la mesure où les solveurs CDCL ont été décrit
comme des algorithmes basés sur la résolution [10], nous
pensons avoir assez d’informations durant la recherche
pour implémenter LER et étendre la formules avec des va-
riables qui aideront à produire des preuves plus courtes.
Ces idées sont exploitées dans la section ci-dessous au tra-
vers d’un nouveau type de solveur utilisant cette restriction
de la résolution étendue.
4 Un Solveur CDCL basé sur les exten-
sions locales
Le schéma expliqué dans la section précédente restreint
le nombre de paires de littéraux candidats pour la résolu-
tion étendue. Malgré cela, le nombre de candidats poten-
tiels est trop grand pour espérer étendre systématiquement
la formule avec tous les candidats possibles.
Rappelons ici que notre but initial est de construire
un solveur efficace sur les instances applicatives (indus-
trielles). Il est donc primordial de mettre au point une heu-
ristique efficace (coût de calcul réduit, nombre de candi-
dats raisonnable) de sélection des paires candidates. Cette
restriction, si importante soit-elle, est prioritaire. On peut
s’attendre à ce qu’elle ne nous permette plus de tirer plei-
nement parti des bénéfices de LER, en ne permettant plus
la résolution efficace de certaines instances. Nous n’avons
d’autres choix que de contrôler de manière drastique le
nombre de variables que nous souhaitons ajouter.
Typiquement, dans un solveur CDCL, la majeure par-
tie du raisonnement a lieu durant l’analyse de conflit. Ceci
inclut l’apprentissage (voir algorithme 1), mais aussi la
mise à jour des scores heuristiques (variables et clauses)
et plus réçemment l’évaluation des stratégies de redémar-
rages. Comme c’est là que nous pouvons examiner faci-
lement les clauses dérivées, c’est également un endroit lo-
gique pour détecter les paires de littéraux candidates à l’ex-
tension.
4.1 Détection rapide (mais incomplète) des
paires de littéraux intéressants
La nouvelle restriction que nous imposons à notre sol-
veur pour qu’il puisse rester efficace, en comparaison avec
LER est la suivante. Nous concentrons notre effort sur les
paires de clauses de la forme l1∨α, l2∨α. Encore une fois,
cette nouvelle restriction peut réduire la puissance du sys-
tème de preuves sous-jaçent à notre solveur. Elle va cepen-
dant permettre de conserver un nombre de candidats à l’ex-
tension relativement faible, ce qui, on l’espère, va s’avérer
payant en pratique.
De plus, cette nouvelle restriction n’est pas sans lien
avec les mécanismes d’apprentissages des solveurs CDCL.
Ansi, intuitivement, les heuristiques des solveurs (notem-
ment grâce à la sauvegarde de phases) leur permettent de
rester dans le même espace de recherche malgré les redé-
marrages. Il semble donc naturel de penser que les paires
de clauses correspondant au schéma l1 ∨ α, l2 ∨ α soient
produites de manière rapprochées durant la recherche. On
peut donc penser réduire la fenêtre des clauses candidates
à examiner pour détecter ces paires de clauses. Dans notre
implantation, nous avons poussé ce raisonnement à l’ex-
trême, en ne cherchant que les paires de clauses produites
successivement. Ceci nous permet, de plus, de supposer que
les littéraux l1 et l2 sont en fait les littéraux FUIP décou-
verts durant l’analyse de conflit. Ainsi, notre processus de
sélection des candidats est le suivant : si deux clauses suc-
cessivement apprises par le solveur sont de la forme l1∨α,
l2 ∨ α, alors le solveur introduit la variable z ⇔ l1 ∨ l2
(si la paire de littéraux l1, l2 n’a pas déjà étendue précé-
demment). Cette détection s’intègre hormonieusement au
cadre classique des solveurs CDCL. Nous verrons dans la
partie expérimentale que ce schéma de détection, même s’il
semble très restrictif, se produit assez souvent durant la re-
cherche.
Applications successives de la résolution éten-
due Si n clauses apprises successives sont de la forme
li ∨ C (1 ≤ i ≤ n) alors nous ajoutons la variable
z1 ⇔ l1 ∨ l2, mais aussi zi ⇔ li ∨ li+1 pour 2 ≤ i < n.
Il était également possible d’ajouter à la place les lemmes
zi ⇔ zi ∨ li+1 en lieu et place de zi ⇔ li ∨ li+1 mais les
résultats expérimentaux (non présentés ici) ont montré que
la première approche était la plus efficace.
4.2 Injection des variables étendues dans les
nouvelles clauses
À chaque fois qu’une nouvelle variable z ⇔ l1∨l2 est in-
troduite, nous devons nous assurer que toutes les nouvelles
clauses de la forme l1 ∨ l2 ∨β seront remplacées par z∨β.
Ce remplacement systématique est important. En effet, il
permet à la nouvelle variable z d’être propagée même si
cela n’était pas le cas pour la clause initiale. Par exemple,
si la sous-clause β est falsifiée, la clause l1 ∨ l2 ∨ β n’est
pas unitaire, mais la clause z ∨ β l’est. Les tests expéri-
mentaux ont montré que sans cela, la variable z n’apparaît
pas dans l’analyse de conflit et ne participe donc pas à la
preuve. Par soucis d’efficacité, nous ne réduisons pas les
clauses apprises avant la création de la variable.
Afin de gérer efficacement cette étape de réduction, nous
maintenons une table de hachage de chaque paire de litté-
raux (l1, l2). Celle-ci est sondée à chaque clause assertive
générée afin de remplacer les paires par le littéral étendu
associé. Notez que cela peut impliquer un choix. Suppo-
sons la clause C ≡ l1 ∨ l2 ∨ l3 ∨ β et les variables éten-
dues z1 ⇔ l1 ∨ l2 et z2 ⇔ l2 ∨ l3. Suivant l’ordre uti-
lisé pour le remplacement, il est possible d’obtenir soit la
clause C1 ≡ z1 ∨ l3 ∨ β soit la clause C2 ≡ l1 ∨ z2 ∨ β.
Pour trancher, nous avons choisi de favoriser le rempla-
cement des variables étendues ayant le plus grand score
VSIDS. Il faut tout de même noter ici que, même si cette
étape est importante pour les performances du solveur, ce
n’est qu’une heuristique qui encourage la résolution sur les
variables étendues, mais n’affecte pas les propriétés théo-
riques du solveur.
On notera aussi que, contrairement au cas des clauses de
la forme l1∨l2∨β, il n’est pas nécessaire de compresser les
clauses de la forme l1 ∨C, l2 ∨C en les remplacant par la
seule clause z∨C. En effet, si jamais l1 ou l2 sont propagés
en utilisant les deux clauses précédentes, z le sera aussi et
sera potentiellement utilisé durant l’analyse de conflits.
4.3 Réduction des effets de bords indésirables
Dès lors qu’une étape de résolution étendue z ⇔ l1 ∨ l2
est déclenchée, les trois clauses z ∨ l1 ∨ l2, z ∨ l1 et z ∨ l2
sont ajoutées. Il est importat d’être alors certain qu’aucune
de ces nouvelles clauses n’est unitaire à un niveau plus haut
que le niveau de retour arrière, sans quoi des cycles pour-
raient apparaître dans le graphe de propagations unitaires.
Fort heureusement, grâce à nos restrictions, ce cas n’arrive
jamais. En effet, considérons à nouveau les deux clauses
assertives consécutives l1 ∨ α et l2 ∨ α. Comme l1 et l2
sont les littéraux assertifs, la clause z ∨ l1 ∨ l2 est vraie
et z va être propagé à vrai grâce à la clause z ∨ l1. Ainsi,
les effets de bords induits par la résolution étendue sont,
nous l’espérons, relativement circonscris à l’adjonction des
lemmes eux-mêmes. Bien entendu, ceci aura un impact sur
la suite du calcul, mais il n’est pas nécessaire de forcer un
redémarrage ni de remettre à jour les décision et les raisons
qui en découlent.
4.4 Nettoyage des lemmes jugés inutiles
Afin d’optimiser les performances, les solveurs CDCL
réduisent régulièrement la base des clauses apprises du-
rant la recherche. Le même argument peut être appliqué
aux variables introduites ainsi qu’aux clauses correspon-
dantes. Nous avons donc opté pour supprimer les variables
étendues ayant un petit score VSIDS, indiquant qu’elles ne
sont pas très utiles à la preuve. Chaque fois que l’on effec-
tue un nettoyage de la base de clauses, on supprime ainsi la
moitié des variables étendues.
5 Évaluation expérimentale
Dans cette traditionnelle section expérimentale, nous
proposons de comparer deux solveurs CDCL de réfé-
rence, MINISAT et GLUCOSE, dans leurs versions initiales,
avec leurs versions modifiées (intégrant la résolution éten-
due), respectivements appelées MINISATER et GLUCO-
SER. Nous avons tout de même ajouté à la comparaison
PRECOSAT qui est, avec GLUCOSE, l’autre gagnant de la
dernière compétition SAT. Notez que la version de MI-
NISAT utilisée par la suite diffère quelque peu de la ver-
sion disponible sur le web : nous avons changé la straté-
gie de redémarrage en utilisant une série de Luby (demar-
rant à 32) et nous avons également ajouté la sauvegarde
de la phase. Ces modifications améliorent grandement les
performances de MINISAT sur les problèmes industriels et
sont maintenant adoptées par de nombreux solveurs.
Nous utilisons deux types de familles de benchmarks :
(1) les instances de type application (industrielles) issues
des compétitions SAT’07 et SAT’09 [16] et (2) des ins-
tances connues pour être dures pour les algorithmes ba-
sés sur la résolution (problème des pigeons, problèmes Ur-
quhart [20]) ou expérimentalement connues pour être dif-
ficiles. Nous avons utilisé un cluster de quad-core Intel
XEON X5550 – 2.66 GHz avec 32 go de RAM. Le temps
limite est fixé à 5000 secondes et les résultats sont reportés
en secondes.
5.1 Résultats obtenus sur les compétitions
La table 1 résume les résultats obtenus sur les instances
industrielles des deux dernières compétitions. Il faut noter
ici combien ces instances sont difficiles. Même une petite
amélioration dans le nombre de problèmes résolus doit être
vu comme un progrès non négligeable (notons que PRECO-
SAT et GLUCOSE, les deux vainqueurs de 2009, ont résolu
le même nombre d’instances dans la catégorie SAT +UN-
SAT). De plus le réel challenge dans notre travail était de
SAT 07 SAT 09
PRECOSAT 167 (91 - 76) 211 (129 - 82)
GLUCOSE 185 (111 - 74) 211 (132 - 79)
GLUCOSER 191 (113 - 78) 213 (133 - 80)
MINISAT 142 (81 - 61) 190 (118 - 72)
MINISATER 146 (85 - 61) 198 (123 - 75)
TAB. 1 – Performance de PRECOSAT et de MINISAT et
GLUCOSE avec et sans LER. Les instances proviennent de
la catégorie industrielle/applicaiton des compétitions 2007
(234 instances) et 2009 (292 instances). Pour chaque sol-
veur, nous reportons le nombre d’instances résolues avec
entre parenthèses, le nombre d’instances SAT et UNSAT.
montrer que l’on pouvait augmenter la puissance de rai-
sonnement des solveurs CDCL tout en gardant de bonnes
performances générales.
5.2 Résultats obtenus sur des instances recon-
nues difficiles
La table 2 met en avant les resultats obtenus sur deux
types d’instances problématiques. Les premières sont les
instances connues pour être difficiles pour la résolution,
comme celles codant le problème des pigeons et les ins-
tances Urquhart. Tout d’abord, notons que MINISATER
n’améliore pas le solveur de base sur les instances des pi-
geons. En fait, MINISAT est clairement le meilleur solveur
sur ce type d’instances. Nous pouvons néanmoins propo-
ser une explication pour ces mauvais résultats, certes as-
sez surprenant. Nous avons ainsi, par ailleurs, généré les
clauses qui codent le problème des pigeons en y ajoutant
les variables étendues utilisées par COOK pour faire une
preuve courte [5]. Il a été assez surprenant de voir que ces
instances ont également été difficiles pour MINISAT. Cela
montre que l’utilisation des variables étendues n’est pas
suffisante pour obtenir à coup sûr de bons résultats. Nous
devons également modifier l’heuristique de branchement
pour forcer ces variables à être utilisées durant le proces-
sus de résolution. Le second argument que nous pouvons
apporter à ces mauvais résultats est que MINISATER et
GLUCOSER améliorent de manière significative leur sol-
veur de base lors de la résolution des instances qui en-
codent le problème des pigeons fonctionnel, admettant plus
de contraintes. Malgré tout, même dans ce cas, les solveurs
étendus n’ont pas un comportement polynômial par rapport
à la taille des problèmes.
À l’opposé, les résultats sont clairement plus positifs sur
les instances Urquhart. MINISATER et GLUCOSER amé-
liorent grandement leurs solveurs de base même si, ici en-
core, leurs résultats ne semblent pas évoluer polynomiale-
ment avec la taille des instances.
Enfin, la partie la plus importante de la table 2 est
en rapport avec un ensemble d’instances connues expé-
rimentalement comme étant difficiles. Certaines d’entre
elles n’ont pas été résolues durant la dernière compéti-
tion. Cela montre clairement que GLUCOSER, et dans une
moindre mesure, MINISATER, résolvent des instances in-
naccessibles à leur solveur de base. Avant de conclure,
voici quelques points qui peuvent être soulignés. Tout
d’abord, les solveurs introduisent de nombreuses nouvelles
variables, en gros, une tous les 1000 conflits. De plus, et
cela n’est pas rapporté sur les tables, les solveurs branchent
fréquemment sur les nouvelles variables. Ce qui implique
qu’elles ont un score VSIDS elevé, et donc qu’elles sont
utilisées durant le processus de résolution. Cela montre que
GLUCOSER et MINISATER construisent une preuve LER,
et pas seulement une preuve de résolution. Ainsi, malgré
la restriction apportée à LER nous arrivons à introduire de
nouvelles variables et LER admet des preuves beaucoup
plus courtes sur ces instances que les solveurs CDCL clas-
siques.
6 Conclusions
Dans cet article, nous avons proposé une restriction de
la résolution étendue présentant deux avantages non négli-
geables par rapport à la résolution étendue classique. Tout
d’abord, les variables introduites sont en relation directe
avec la preuve construite. De plus, le nombre de paires de
littéraux candidates à l’extension est fortement réduit. Ces
deux avantages simplifient la création d’un solveur CDCL
basé sur ce système de preuves. L’implantation résultante
sur deux solveurs différents, y compris un solveur état de
l’art, en a amélioré leurs performances sur des instances
difficiles issues des dernières compétitions.
Ce travail laisse de nombreuses questions ouvertes. D’un
point de vue pratique nous souhaitons mettre au point des
heuristiques permettant d’introduire et de supprimer beau-
coup plus fréquemment des variables, ceci, sans surcoût
important. On peut par exemple imaginer tenir compte d’un
ensemble de nogoods à comparer plutôt que de se limiter
aux deux derniers. D’un point de vue théorique, nous sou-
haitons de plus déterminer la place exacte de LER dans la
hiérarchie des systèmes de preuves. Si l’on arrive à prou-
ver que ce dernier p-simule ER, cela pourrait être une étape
importante pour comprendre la puissance de ER et aider à
son exploitation dans les solveurs SAT.
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