Non-Newtonian blood flow simulation in cerebral aneurysms  by Bernsdorf, J. & Wang, D.
Computers and Mathematics with Applications 58 (2009) 1024–1029
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Non-Newtonian blood flow simulation in cerebral aneurysms
J. Bernsdorf ∗, D. Wang
NEC Laboratories Europe, NEC Europe Ltd., Rathausallee 10, 53757 St., Augustin, Germany
a r t i c l e i n f o
Keywords:
Cerebral aneurysm
Non-Newtonian rheology
Blood flow
Lattice Boltzmann
a b s t r a c t
Computer simulations play an increasingly important role in the area of medical
physics, from fundamental research to patient specific treatment planning. One particular
application we address in this paper is the simulation of blood flow in cerebral aneurysms
in domains created frommedical images. Our focus is on accurately capturing the rheology
for this type of application, particularly the difference in wall shear stress between
Newtonian and non-Newtonian fluids. The numerical method applied for our investigation
is a performance optimized Lattice Boltzmann solver with a Carreau–Yasuda model to
capture non-Newtonian rheology.
© 2009 Elsevier Ltd. All rights reserved.
1. Medical background
Apotential application of numerical blood flow simulation is to aid the decisionmaking processes during the treatment of
cardiovascular diseases, for example aneurysms. Aneurysms are extremewidenings of vessels which can be life threatening
if they rupture. One method of treatment involves insertion of a metal frame, known as a stent, to divert flow from the
aneurysm. An alternative is to pack the aneurysm with wire; a procedure known as coiling. The resulting modification of
the flow field triggers the process of blood clotting inside the aneurysm and the effect of these post-treatment processes
can be predicted by computer simulation. In future, this may ultimately give an insight into the success of the treatment
and long-term prognosis. In vivo measurements are usually not precise enough to predict wall shear stress or pressure
distribution with a sufficient spatial resolution. Since invasive treatments of the brain themselves can be problematic, a
pre-surgery risk assessment for the likelihood of rupture of the aneurysm is a challenging goal.
A step towards achieving this goal includes a precise numerical simulation of flow properties within an untreated
aneurysm. This paper presents a comparison between Newtonian and non-Newtonian flows in this geometry. The role of
models such as these are currently being investigated within two European research projects: @neurIST [1] and COAST [2].
2. Numerical method
2.1. Image segmentation
Discretizing the geometry for flow simulations from CT or MR data is a challenging task. Depending on the applied
method, the resulting geometry can vary and advanced methods must be applied to generate suitable meshes. These
may include manipulation of the triangulated surface mesh representing the geometry (Fig. 1 left). In the case of Lattice
Boltzmann simulation, a voxel mesh with the required resolution is generated from these data (Fig. 1 right).
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Fig. 1. Left: Tetrahedral mesh of a cerebral aneurysm (courtesy of the @neurIST Project). Right: voxel mesh of the Lattice Boltzmann simulation.
2.2. Lattice Boltzmann
For the computations presented here, a 3D nineteen-velocity (D3Q19) Lattice Boltzmann model with single relaxation
time Bhatnagar–Gross–Krook (BGK) collision operator [3] is used.
2.3. Performance optimized implementation
The Lattice Boltzmannmethod is often said to be very efficient and easy to implement. However, inmany cases described
in the literature, a simple full matrix implementation is used, where the solid fraction is also allocated in the computer
memory. Depending on the geometry, this is a considerable waste of resources and, for vector computers, also of CPU-
cycles [4].
2.4. Full matrix vs. sparse implementation
In the framework of a simple full matrix implementation, the density distribution array for the whole bounding box is
allocated in memory. This results in 19× lx × ly × lz REAL numbers for the D3Q19 model for an lx × ly × lz lattice.
Well-known methods from sparse matrix linear algebra were first applied to the Lattice Boltzmann method by Schulz
et al. [5], suggesting storage of the density distribution for only the fluid nodes. This requires an adjacency list for the next
neighbors’ addresses, but (depending on the geometry) can save considerable memory. Only N × 19 REAL numbers for the
density distribution (N is the number of fluid cells) and N × 19 INTEGERs for the adjacency list have to be stored in the case
of a sparse LB implementation.
For the simulations presented in this paper, a pre-processor was implemented which reads the voxel geometry and
generates a list of fluid nodes togetherwith the required adjacency list. Itwas shown that this implementation has significant
advantages with regards to memory consumption and performance, particularly for medical geometries [4].
2.5. Non-Newtonian model
The literature on blood rheology gives a strong indication that the non-Newtonian effects of blood flow cannot be
neglected in a variety of geometries (see, e.g. [6–8]). Particularly for estimating the rupture risk of cerebral aneurysms,
the precise knowledge of quantities such as pressure distribution and wall shear stress are expected to be crucial.
The Casson model, the power law model and the Carreau–Yasuda (C–Y) model are commonly used to simulate shear
thinning blood flow [9]. However, the Casson model is only valid over a small range of shear rates and determination of the
yield stress in the equation is questionable. The disadvantages of the power lawmodel are the high gradient and potentially
infinite viscosity. The C-Y model can overcome these shortcomings and can therefore be considered as the most suitable. It
is written as:
µ− µ∞
µ0 − µ∞ =
(
1+ (λγ˙ )a)(n−1)/a (1)
where µ0 and µ∞ are the dynamic viscosities at zero and infinite shear rate respectively, γ˙ is the shear rate and λ is a
characteristic viscoelastic time of the fluid. At the critical shear rate, 1/λ, the viscosity begins to decrease. The power law
index parameters a and n can be determined from experimental data. In the simulations presented below the following
set of parameters are applied for blood analogue fluid [6]: µ0 = 0.022 Pa s, µ∞ = 0.0022 Pa s, a = 0.644, n = 0.392,
λ = 0.110 s.
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Fig. 2. Streamlines indicating the complex flow inside the cerebral aneurysm.
3. LB simulation
The patient MR data were segmented and post-processed on a triangular mesh (see Fig. 1 left). From these data, a Lattice
Boltzmann voxel mesh (cf. Fig. 1) of size lx× ly× lz = 160×120×100 was then generated, which is of sufficient resolution
to obtain a mesh-converged simulation. The computational domain contains 1.58 million fluid nodes.
10,000 iterations were performed to obtain a converged result, which required 88 s CPU-time on one CPU of an NEC SX-8
vector computer. This is equivalent to an update rate of 39 million lattice site updates per second.
3.0.1. Flow parameters
For the simulation presented in this study, flow at Reynolds numbers in the range of 1 ≤ Re ≤ 223 was investigated
(above Re = 230 the onset of transient flow was observed). The parameters of the C-Y model were chosen accordingly to
capture the non-Newtonian rheology of blood. Due to the local variations in viscosity, definition of the Reynolds number
is difficult. The Newtonian viscosity was therefore adjusted to ensure that for the same flow rate, the total pressure loss
was equivalent in both cases. This Newtonian ‘reference’-viscosity was then used to calculate the non-Newtonian Reynolds
number.
At the inlet a constant flow velocity was applied and the pressure at the outlet was kept constant. Bounce-back wall
boundaries were applied, resulting in zero flow velocity at the wall.
3.1. Simulation results
To illustrate the complex flow patterns within the aneurysm, streamlines for the flow at Re = 12 are plotted in Fig. 2.
It can be seen that only a small amount of the flow enters the aneurysm region, while the majority of trajectories directly
follow the main branch. The vortex inside the aneurysm, triggered by the flow in the artery, can be clearly identified.
The shear thinning behavior of the non-Newtonian fluid, realized via the C-Ymodel Eq. (1), is expected to lead to a lower
viscosity near the wall boundaries, where the highest shear rates occur. This is illustrated for a Reynolds number of Re = 12
in a cutting plane through the neck of the aneurysm (see Fig. 3). The viscosity in this region for this particular Reynolds
number lies in the range of 0.0081 Pa s ≤ µ ≤ 0.0146 Pa s. The equivalent reference viscosity for the Newtonian fluid
(producing a similar pressure loss for the same flow rate) was determined to be 0.0111 Pa s.
Since the C-Y model produces a near-wall viscosity (µ ≈ 0.0081 Pa s at the neck) significantly below the constant one
of the Newtonian fluid (µ = 0, 0111 Pa s), it can be expected that this results in a lower non-Newtonian wall shear stress.
This assumption was investigated for various Reynolds numbers in the range of 1 ≤ Re ≤ 223. With an increase in
Reynolds number, the local shear rates of the flow increase. This is leading to a decrease of viscosity. In the case of Reynolds
numbersmuch higher than present in this study, it can be expected that the non-Newtonian viscosity will converge towards
the lowest possible viscosityµ∞ of the C-Ymodel (Eq. (1)), and the difference betweenNewtonian andnon-Newtonian flows
will vanish (at least in certain regions of the flow field).
In Fig. 4 it can be seen that the ratio of Newtonian reference viscosity µ to the viscosity for infinite shear rate µ∞ in the
non-Newtonian model is a linear function of log(Re) for the considered range of Reynolds numbers.
The comparison of the peakwall shear stress area (which can be found around the neck of the aneurysm) for the Reynolds
numbers Re = 1.13, 12, 108 and 223 is shown in Figs. 5–8.
For all Reynolds numbers, the peak of the Newtonian wall shear stress is 17%–50% above that of the non-Newtonian
simulation.
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Fig. 3. Cutting plane at the neck of the aneurysm (left) and viscosity distribution (right). Darker colors indicate lower viscosity (quantities in Pa s, the vessel
walls are also displayed).
Fig. 4. Ratio of Newtonian reference viscosity to non-Newtonian viscosity for infinite shear rate as a function of the Reynolds number.
Fig. 5. Wall shear stress distribution at Re = 1.17. Left: Newtonian, right: non-Newtonian (darker colors indicate higher shear stress, quantities are LB
units).
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Fig. 6. Wall shear stress distribution at Re = 12. Left: Newtonian, right: non-Newtonian (darker colors indicate higher shear stress, quantities are LB
units).
Fig. 7. Wall shear stress distribution at Re = 108.Left: Newtonian, right: non-Newtonian (darker colors indicate higher shear stress, quantities are LB
units).
Fig. 8. Wall shear stress distribution at Re = 223. Left: Newtonian, right: non-Newtonian (darker colors indicate higher shear stress, quantities are LB
units).
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4. Conclusion
In this paper the numerical simulation of blood flow in cerebral aneurysms with the Lattice Boltzmann method is
described. A Carreau–Yasuda model was implemented to capture the shear thinning effect of blood, and the wall shear
stress was compared for both Newtonian and non-Newtonian flows at different Reynolds numbers.
For the range of two orders of magnitude in Reynolds number investigated in this paper, the shear thinning behavior of
the C-Y model leads to a lower viscosity near the walls and a lower wall shear stress when compared to Newtonian flow.
Therefore, an overestimation of the wall shear stress results, when non-Newtonian effects are neglected in the simulation.
Since Reynolds numbers in intro-cranial arteries can be as high as Re = 600–700 [10], the above results indicate that for
a large fraction of the cardiac cycle, flow regimes are present where the non-Newtonian effect plays a role.
A critical indicator for the growth process and rupture risk of a cerebral aneurysm is the oscillatory wall shear stress [11].
Future work will analyze the differences of the wall shear stress between Newtonian and non-Newtonian flow and their
contribution to the overall oscillatory wall shear stress within a full cardiac cycle.
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