In this paper we analyze the long time behavior of solutions to the one dimensional Vlasov-Poisson-Boltzmann (VPB) equations for semiconductors in unbounded domains when only one type of carriers (electrons) are considered. We prove that the distribution of electrons tends for large times to a steady state of the VPB equations with vanishing collision term and the same total charge as the initial data. In the proof of the main result, the conservation law of charge, the balance of energy and entropy inequalities are rigorously derived. An important argument in the proof is to use a Lyapunov-type functional related to these physical quantities.
Introduction
The Vlasov-Poisson-Boltzmann equations provide a kinetic description for transport phenomena in semiconductors. In the semiclassical kinetic model 20 , the carriers are described by distribution functions f (x, k, t) which express the probability of finding a carrier at time t in a position x with a wave vector k. Typically, two distribution functions are needed, one for electrons and another one for holes, resulting in a system of coupled transport equations with integral terms describing collisions with the lattice and recombination-generation of electrons and holes. We refer the reader to 20 for more details on the modelling.
In this paper we consider a reduced onedimensional model where only the electrons are taken into account. Setting all constants equal to unity, the equation for the electron distribution function reads:
where x ∈ IR, k ∈ IR and t ∈ IR + . The electric field E(x, t) is coupled to the is the charge density and n D (x) is the given doping profile in the semiconductor.
H is the Heaviside function, so that
We consider solutions to (1.1) with zero total global charge. This property is conserved with time and allows to get L 2 bounds for the electric field. It is also essential to control the long time behavior of the solutions.
The speed of the electrons v(k) is obtained from the (energy) band diagram ε(k):
The term Q(f )(x, k, t) is a nonlinear integral operator which accounts for the collisions between the carriers and the crystal lattice. It has the structure:
where S(x, k, k ) is the scattering rate for an electron whose wave vector k changes to k during interaction at the position x. The scattering rate satisfies:
for x ∈ IR and it can be written as:
for some function Υ. Substituting in (1.7) we get Υ(x, k , k) = Υ(x, k, k ). Property (1.7) plays a key role when proving the H-theorem (see Theorem A.1). Property (1.8) is also used to investigate the vanishing of the collision term (Corollary 4.5) for limiting steady solutions. The current density is given by (1.9) and the total energy 10) where T (t) is the kinetic energy: The main difficulty when studying the long time asymptotics of the VlasovPoisson-Boltzmann equations in unbounded domains is to find a way to bound the electric field and control the distribution function at infinity. This difficulty was overcome in 5 for VPFP thanks to the external potential. Working in dimension one, we are able to prove weak convergence to steady states for VPB without adding any external potential. In dimension 3 such a result cannot be expected for general initial data due to runaway and dispersion effects. In one dimension, the Coulomb potential created by a charge distribution is such that the force does not decay at infinity. The doping profile n D is then responsible for a potential which turns out to be confining (see 7 ). We study the long time behavior of strong solutions to VPB with initial data having bounded total energy, vanishing total charge and decaying fast enough at infinity. For such solutions we prove rigorously conservation of charge, energy balance and entropy inequalities. We define a Lyapunov functional in terms of the total energy plus an entropy term, inspired in the "free energy" of the system. In proving that this functional is decreasing, it plays a key role the semiconductor version of the H-Theorem (see Theorem A.1). The Lyapunov functional provides uniform bounds on the kinetic energy and the electric field of the time translates f n (x, k, t) = f (x, k, t + nT ). Passing to the limit in the sequence as n tends to ∞ we conclude that f (x, k, t) converges weakly in L 1 to a stationary solution conserving the total charge and for which the collision term vanishes as t tends to infinity. We only obtain weak convergence in L 1 , so, an additional difficulty is to establish that the limit function conserves the initial total charge. This is solved by using compactness of averaged quantities, following the ideas of 17, 13, 14, 9 . The paper is organized as follows. In Section 2 we state the main result and present the proof. This proof uses some bounds and convergences whose proofs are detailed in the next sections. In Section 3 we investigate the Lyapunov functional and obtain some uniform bounds in time. In Section 4, we prove the convergence results and obtain some properties of the limit function (vanishing collision term, conservation of initial mass). In an Appendix we include some auxiliary regularity results and recall some known theorems needed in the proofs.
Main Result
Since we work in dimension 1, we rely on the procedure to construct classical solutions developed in 16 . For γ > 0 we define the Banach space (endowed with the natural norm)
and
To study the long time behavior we use the space χ γ with γ > 4. We collect below the assumptions on the scattering rate, the velocity field, the doping profile and the initial data to be used in the paper. H. 1 Assumptions on the scattering rate 
H. 4 Assumptions on the initial data 
where the collision term Q(f ) is defined as in (1.6) and the electric field is coupled to the distribution function f as in (1.4) with the charge density defined by
Moreover, the solution satisfies:
Note that our charge density (2.28) is not defined exactly as in 16 where the doping profile was absent. Nevertheless, it is enough to add the hypothesis on the doping, n D ∈ L 1 (IR) ∪ W 1,1 (IR) (see 6 ) to prove Theorem 2.1. We introduce the following auxiliary function g(x)
This function serves as a weight to control the behavior of solutions for large x. Such functions cannot be found in dimension greater than one. This adds a technical obstacle to the considerations made in the Introduction about the possibility of extending our results to higher dimensions. Under the above assumptions one can prove that solutions to VPB tend to steady solutions for large times: 
where
The limit function f f is the unique stationary solution of (1.1) satisfying
.
Remarks:
The limit profile f f is given by:
where Φ is a function verifying
and such that
The uniqueness of the limit function implies that the convergence holds not only for the sequence of translates but also for the continuous translates
The sequence of translates {f n (x, k, t)} n∈IN∪{0} can also be defined as the sequence formed by the solutions of the VPB system with initial data f n−1 (x, k, T ). The sequence starts with
, we have not been able to prove strong con-
. Proof: By Proposition 4.5 we extract from the sequence {f n (x, k, t)} n∈IN∪{0} a subsequence, denoted also by f n , such that
The limit f f satisfies (1.1)-(1.6) in the sense of distributions as a result of the following set of convergences:
Indeed, from (2.17) in H. 2 it follows that v(k) ∈ C 0 (IR). Using this and (2.37) 
From the above set of convergences, we conclude that the limits f f and IE satisfy
in the sense of distributions with
The above equations determine the structure of f f . From Corollary 4.5,
Note that ε(k) is an even function, and this implies that v(k) is odd. Then,
By (2.39),
Hence, (x, t) = (x) does not depend on time and IE(x, t) = IE(x). Substituting in (2.40), we get
. Therefore, Φ must satisfy
We prove in the next proposition (Proposition 2.1), the uniqueness of such Φ. As a result, f f is also unique and the whole sequence f n tends to f f .
. Proof: Assume that Φ 1 and Φ 2 are two solutions of
Let us assume first that U (x) > 0 for all x ∈ IR. Then
which is impossible. Let us assume now that there is a unique x 0 ∈ IR such that U (x 0 ) = 0. To fix ideas, we take U (x) < 0 if x < x 0 and U (x) > 0 if x 0 < x. Thus,
On the other hand, we know that
is convergent. This means that no x * ∈ IR exists such that
is decreasing. This contradicts U (x) < 0 if x < x 0 and U (x) > 0 if x 0 < x. Therefore, U vanishes in more than one point. Let x 0 and x 1 be such that U (x 0 ) = U (x 1 ) = 0. If
we have (see 8, 12 )
≤ 0 because the maximum is attained at an interior point. However,
In an analogous way, we conclude that U (x m ) = min {U (x) :
We now set x 0 = min {x ∈ R : U (x) = 0} and
Repeating the above arguments, we would obtain the existence of x / ∈ [x 0 , x 1 ] such that U (x ) = 0. This contradicts the definition of x 0 and x 1 . In conclusion, U (x) = 0 for all x ∈ IR.
Estimates
In this section we study more in detail the properties of classical solutions of the VPB equations for semiconductors, given by (1.1)-(1.6), when the hypotheses in theorem 2.2 hold. Some elementary bounds are stated in Theorem 2.1. Some other auxiliary regularity results are detailed in Appendix A. We are concerned here with obtaining the key uniform bounds, which follow from the existence of a Lyapunov functional bounded below. This functional is defined as:
where W (t) is the total energy (defined in (1.10)) and S(t) the total entropy. The entropy can be expressed as:
The main result in this section is Proposition 3.4, where we establish that A(t) is decreasing and bounded below. As corollaries we obtain some uniform bounds in time. Before proving Proposition 3.4, we need some preliminary results: by (2.29) ), so that:
From lemma A.1 we get
The constants depend only on S, so that the bounds are uniform in time.
Proposition 3.3 -The following identity holds:
Proof: Multiplying (1.1) by ε(k), integrating with respect to x and k and the integrating by parts we get:
On the other hand, integrating (1.1) with respect to k we get:
t) dk and the definition of current density (1.9), we obtain ∂ t ρ(x, t) = −∂ x j(x, t). By (1.2) and lemma A.3, ∂ t E(x, t) = −j(x, t). Thus, IR j(x, t)E(x, t) dx
= − 1 2 d dt IR
|E(x, t)|
2 dx, and we conclude
Corollary 3.1 -We have
Taking into account condition (2.14) in H. 1, (2.29) and lemma A.1 we get:
Hence, W (t) ≤ W (0) + C t and the result follows.
Lemma 3.1 -If n D (x) is the doping profile and g(x) the function defined in (2.33), it holds
Proof: By definition of charge density (1.3), hypothesis (2.20) in H. 3, corollary 3.1 and lemma A.4,
Proof: Proceeding as in 16 , we define the operators: 
where XK(t; x, k, s) = (X(t; x, k, s), K(t; x, k, s)) are the characteristics of the convective problem which solve
and J(t; x, k, s) is the jacobian of the change of variables:
Now, we are ready to study the properties of A(t): Proposition 3.4 -The functional A(t) defined in (3.41) is bounded from below and decreasing.
Proof: By lemma 3.2 we have 0 < f (x, k, t) < 1 so that both ln (f (x, k, t)) and ln (1 − f (x, k, t) ) are finite.
A(t) is bounded from below: Let ε(k) the band diagram associated to v(k) and g(x)
the function defined in (2.33). For some positive constant z, we have
, since the logarithmic function is increasing.
On the other hand, f ln(f ) is decreasing between 0 and e −1 and
) . Taking into account that s (f (x, k, t)) verifies:
Now, ε(k) satisfies condition (2.16) in H. 2 and g(x)
verifies condition (2.35), so that
Using lemma 3.1 and the definition of kinetic energy (1.11), we obtain
where C is a positive constant depending on f 0 , n D , ε and g. Therefore,
Hence,
Choosing in an appropiate way the constant z and taking into account that both T (t) and E 2 L 2 (IR) (t) are positive we conclude that A(t) ≥ −5C.
A(t) is decreasing:
For s ∈ C 1 ((0, 1)) we have
Thus,
Combining the later equality and Proposition 3.3 we obtain
The H-theorem (see Theorem A.1) implies d dt A(t) ≤ 0, that is, A is decreasing. As corollaries we get the following bounds:
Proof: Since A(t) is decreasing and −S(t) is negative, we get using (3.45)
where C 1 , C 2 and C 3 are positive constants which do not depend on time. Taking
2 , we obtain:
On the other hand, from lemma 3.1 we get
and the bounds on the electric field imply
Proof: By the H-Theorem (theorem A.1) and (3.46), we get
since A is bounded from below.
Convergences
In this section we prove all the convergences required in the proof of Theorem 2.2 in section 2. We also prove some properties of the the limit function: Q(f f ) = 0 and f f 1 = f 0 1 . We keep the notations and assumptions of the previous sections. Let f n be the translated functions defined by f n (x, k, t) = f (x, k, t + nT ), where f is the solution of VPB considered in Theorem 2.2. There is a subsequence, which for simplicity we denote also f n , satisfying the following set of convergences: (IR×IR×(0, T ) ). Now, using the Dunford-Pettis Theorem (theorem A.2) we conclude that the sequence {f n (x, k, t)} n∈IN∪{0} is weakly compact in L 1 (IR×IR×(0, T ) ). Let us check that the hypotheses hold
3. For some M > 0 and t K ∈ (0, T ), we define the compact set
Proof: We prove the convergence for test functions ϕ(
By theorem A.4, for any ball B Rx
, where C(ϕ 2 ) is a constant depending only on ϕ 2 . Thus, we have
We conclude using
Both terms tend to zero when n → ∞ thanks to Proposition 4.5 and the bounds 0 ≤ f f ≤ 1 and 0 ≤ f n ≤ 1 for all n. The proof is concluded by a density argument.
Corollary 4.4 -
It is straightforward using the previous lemma, since exp
holds with f = f f and f = f n . By (2.12) and (2.13), 
Proof: Using the Dunford-Pettis Theorem (theorem A.2) with corollary 3.2 we obtain weak compactness of
there exists a function F such that
As a result of the previous convergences, we obtain some properties of the limit function: the collision term vanishes and the total charge is the same as the total charge of the initial data.
Proof: By Corollary 3.3,
, the definition of a n and the symmetry of Υ with respect to k, k in (1.6) we get:
Corollary 4.5 -
Proof: By (1.8) and the symmetry of Υ,
We conclude using Proposition 4.8. Remark: Using the above results, in the proof of Theorem 2.2 in Section 2 we established that f f does not depend on t. In the next proposition, we drop the variable t. Proof:
f (x,k,t) 1−f (x,k,t) . Using (1.7) we get
{M (x, k , t) − M (x, k, t)} {ψ (M (x, k, t)) − ψ (M (x, k , t))} dx dk dk .
Taking into account that ψ is increasing, we get {M (x, k , t) − M (x, k, t)} {ψ (M (x, k, t)) − ψ (M (x, k , t))} ≤ 0.
On the other hand, since S(x, k , k) > 0 and 0 ≤ f (x, k, t) ≤ 1, inequality
follows. Thus, 
