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Abstract—In [1], it is shown that the simultaneous identifi-
cation capacity region for the discrete, memoryless, classical-
quantum multiple access channel is equal to the transmission
capacity region for codes using a deterministic encoding scheme.
Here, we use transmission codes with a stochastic encoding
scheme and show that the analogous capacity theorem holds.
Further, by using stochastic encoders, the proof of achievability
is highly simplified.
I. INTRODUCTION
The process of message identification is to receive a mes-
sage and identify if it is a particular message of interest
or not, thus obtaining one bit of information. This differs
from message transmission, where the receiver attempts to
decode the message entirely. Ahlswede and Dueck introduce
message identification theory in [2] with a key result being
that, over a classical channel, by using a stochastic encoding
scheme for their identification codes, the size of the identi-
fication codes grow doubly-exponentially quickly in block-
length. For classical-quantum message identification, Lo¨ber
proves an analogous result [3]. In certain cases, because of
the effects of quantum mechanics, identication in the usual
scence is not possible. For example, if a receiver is not the
final receiver of a communication chain, a measurement on
the state will affect the output quantum state, ruining the
information content. To overcomes this, Lo¨ber introduces a
model called a simultaneous ID-code which requires a single
measurement of the output of the channel which can identify
every message at the same time. Boche and Diadamo show
that over a discrete, memoryless classical-quantum multiple
access channel with transmission codes that use a deterministic
encoding scheme, the transmission capacity region is equal to
its message identification capacity region [1].
In the current work, we define a transmission code for
the classical-quantum multiple access channel which uses a
stochastic encoding scheme. This is a more natural approach
since the identification codes are also using a stochastic
encoding scheme. We define the necessary models for the
transmission and identification codes and in the following
sections, we prove the main capacity theorem for this report.
II. NOTATION AND DEFINITIONS
By X or Y we refer to finite alphabets. The k-fold product
set of an alphabet X is denoted as Xk ≔ X× ...×X. The space
of quantum states with respect to a particular Hilbert space H
is denoted as S(H) and the set of linear operators on H is
denoted as L(H). Here we only consider finite dimensional,
complex Hilbert spaces. The set of probability distributions on
another set X is denoted as P(X). Quantum channels, usually
denoted as W , in this report are always completely positive
and trace preserving maps.
Definition 1 (CCQ channel). A classical-classical-quantum
(CCQ) channel, that is, a channel with two classical senders
and one quantum receiver, W is a family,
W ≔ {Wk : Xk × Yk → S(H ⊗k)}k∈N.
When W is a discrete-memoryless classical-classical-quantum
channel (DM-CCQ), we refer to W simply as W.
Definition 2 ((k, M, N)-code). For a CCQ channel W, a
(randomized) (k, M, N)-code for message transmission is the
family C ≔ (Pm,Qn, Dmn)
M,N
m=1,n=1
where P1, ..., PM ∈ P(X
k),
Q1, ...,QN ∈ P(Y
k), and (Dmn)
M,N
m=1,n=1
⊆ L(H ⊗k) forms a
POVM.
For a (k, M, N)-code C, we define the error as,
e(C,Wk ) ≔
max
m∈[M]
n∈[N]
1 −
∑
xk ∈Xk
yk ∈Yk
Pm(x
k)Qn(y
k) tr
(
DmnW
k(xk, yk)
)
,
Definition 3 ((k, M, N)-ID-code). For a CCQ channel W,
a (randomized) (k, M, N)-ID-code for classical message
identification is the family Cid ≔ (Pm,Qn, Imn)
M,N
m=1,n=1
where P1, ..., PM ∈ P(X
k), Q1, ...,QN ∈ P(Y
k), and
(Imn)
M,N
m=1,n=1
⊆ L(H ⊗k) such that 0 ≤ Imn ≤ 1H⊗k for all
m ∈ [M] and n ∈ [N].
For a (k, M, N)-ID-code Cid, we define two types of
1
errors,
e1(Cid,W
k) ≔
max
m∈[M]
n∈[N]
1 −
∑
xk ∈Xk
yk ∈Yk
Pm(x
k)Qn(y
k) tr
(
ImnW
k(xk, yk)
)
,
e2(Cid,W
k) ≔
max
m,m′∈[M],
n,n′ ∈[N]
(m,n),(m′,n′)
∑
xk ∈Xk
yk ∈Yk
Pm(x
k)Qn(y
k) tr
(
Im′n′W
k(xk, yk)
)
.
Definition 4 (Simultaneous (k, M, N)-ID-code). A (k, M, N)-
ID-code Cid ≔ (Pm,Qn, Imn)
M,N
m=1,n=1
is called simultaneous if
for R, S ∈ N there exists a POVM (Ers)
R,S
r=1,s=1
with subsets
A1, ..., AM ⊂ [R] and B1, ..., BN ⊂ [S] such that for each
m ∈ [M] and n ∈ [N],
Imn =
∑
i∈Am
∑
j∈Bn
Eij .
Definition 5 (Achievable rate pair). For a CCQ channel W,
we say (R1, R2) ∈ R
2, R1, R2 ≥ 0, is an achievable rate pair
if for all ǫ, δ > 0, there exists a k0 such that for all k ≥ k0
there exists a (k, M, N)-code C such that,
1
k
logM ≥ R1 − δ,
1
k
logN ≥ R2 − δ, e(C,W
k) ≤ ǫ
The capacity region for W is defined as
Cst(W) ≔ {(R1, R2) | (R1, R2) is an achievable rate pair}.
Definition 6 (Achievable simultaneous ID-rate pair). For a
CCQ channel W, we say (R1, R2) ∈ R
2, R1, R2 ≥ 0, is an
achievable simultaneous ID-rate pair if for ǫ1, ǫ2, δ > 0, there
exists a k0 such that for all k ≥ k0 there is a simultaneous
(k, M, N)-ID-code Csim
id
with
1
k
log logM ≥ R1 − δ,
1
k
log logN ≥ R2 − δ,
e1(C
sim
id ,W
k) ≤ ǫ1, e2(C
sim
id ,W
k ) ≤ ǫ2.
The simultaneous ID capacity region for a CCQ channel W
is defined as
Csimid (W) ≔
{(R1, R2) | (R1, R2) is an achievable sim. ID-rate pair}.
III. CAPACITY THEOREM
Theorem 7. For a DM-CCQ channel generated by W : X ×
Y → S(H),
Cst(W) = C
sim
id (W).
IV. PROOF OF ACHIEVABILITY
Theorem 8. For a CCQ channel W, not necessarily discrete
and memoryless,
Cst(W) ⊆ C
sim
id (W).
Lemma 9. [3, Lemma 3.1] Let M ∈ N be a finite number
and ǫ ∈ (0, 1). Let λ > 0 be such that ǫ log
(
1
λ
− 1
)
> 2. Then,
there are at least N ≥ 1
M
2 ⌊λM ⌋ subsets A1, ..., AN ⊂ [M] such
that each Ai has cardinality ⌊λM⌋. Further, the cardinalities
of the pairwise intersections satisfy, ∀ i, j ∈ [N], i , j,
|Ai ∩ Aj | ≤ ǫ ⌊λM⌋,
Proof of Theorem 8. Let ǫ1, ǫ2, δ ∈ (0, 1) and define ǫ ≔
min{ǫ1, ǫ2/4}. Let (R1, R2) ∈ Cst(W) be an achievable trans-
mission rate pair and λ > 0 such that ǫ log
(
1
λ
− 1
)
> 2.
Let C = (Pi,Q j, Dij )
M,N
i=1, j=1
be a (k, M, N)-code that achieves
(R1, R2) such that
1
k
logM ≥ R1 − δ,
1
k
logN ≥ R2 − δ, e(C,W
k) ≤ ǫ.
By Lemma 9, there exist M ′ subsets A1, ..., AM′ ⊂ [M] and
N ′ subsets B1, ..., BN ′ ⊆ [N] such that
M ′ ≥
1
M
2 ⌊λM ⌋ and N ′ ≥
1
N ′
2 ⌊λN ⌋,
and for i, j ∈ [M ′], i , j, and n,m ∈ [N ′], n , m,
|Ai | = ⌊λM⌋, |Ai ∩ Aj | ≤ ǫ ⌊λM⌋,
|Bn | = ⌊λN⌋, |Bn ∩ Bm | ≤ ǫ ⌊λN⌋.
For each m ∈ [M ′] define
P′m(x
k) ≔
1
|Am |
∑
i∈Am
Pi(x
k),
and each n ∈ [N ′] define
Q′n(y
k) ≔
1
|Bn |
∑
j∈Bn
Q j (y
k).
Further, define
Imn ≔
∑
i∈Am
∑
j∈Bn
Dij .
We analyze the two types of errors for the code
Cid ≔ (P
′
m,Q
′
n, Imn)
M′,N ′
m=1,n=1
.
2
Fix m ∈ [M ′] and n ∈ [N ′], then
1 −
∑
xk ,yk
P′m(x
k)Q′n(y
k) tr
(
ImnW
k(xk, yk)
)
= 1−
1
|Am | |Bn |
∑
xk ,yk
i∈Am
j∈Bn
Pi(x
k)Q j (y
k) ·
tr
©­­­«
©­­­«
∑
a∈Am
b∈Bn
Dab
ª®®®¬
Wk(xk, yk)
ª®®®¬
≤ 1−
1
|Am | |Bn |
∑
xk ,yk
i∈Am
j∈Bn
Pi(x
k)Q j (y
k) tr
(
DijW
k(xk, yk)
)
≤ 1 − max
i∈Am
j∈Bn
∑
xk ,yk
Pi(x
k)Q j (y
k) tr
( (
Dij
)
Wk(xk, yk)
)
≤ ǫ ≤ ǫ1.
For the second kind error, with fixed (m, n) , (a, b), with
m, a ∈ [M ′] and n, b ∈ [N ′],∑
xk ,yk
P′m(x
k)Q′n(y
k) tr
(
IabW
k(xk, yk)
)
=
1
|Am | |Bn |
∑
xk ,yk
i∈Am
j∈Bn
Pi(x
k)Q j (y
k) tr
(
IabW
k (xk, yk)
)
=
1
|Am | |Bn |
∑
xk ,yk
©­­­«
∑
i∈Am∩Aa
j∈Bn∩Bb
· +
∑
i∈Am\Aa
j∈Bn\Bb
· +
∑
i∈Am∩Aa
j∈Bn\Bb
· +
∑
i∈Am\Aa
j∈Bn∩Bb
·
ª®®®¬
,
where we denote with · that the term in the sum is the same
for each. We examine each piece of the sum individually. For
the first part,∑
xk ,yk
∑
i∈Am∩Aa
j∈Bn∩Bb
Pi(x
k)Q j (y
k) tr
(
IabW
k(xk, yk )
)
=
∑
i∈Am∩Aa
j∈Bn∩Bb
∑
xk ,yk
Pi(x
k)Q j (y
k) tr
(
IabW
k(xk, yk)
)
︸                                           ︷︷                                           ︸
≤1
≤ |Am ∩ Aa | · |Bn ∩ Bb |
≤ ǫ |Am | |Bn |,
where in the last step we use that i , a or n , b, and so at
least one intersection of sets is not between the same set. For
the next part of the sum,∑
xk ,yk
∑
i∈Am\Aa
j∈Bn\Bb
Pi(x
k)Q j (y
k) tr
(
IabW
k(xk, yk )
)
=
∑
xk ,yk
i∈Am \Aa
j∈Bn\Bb
Pi(x
k)Q j (y
k) tr
©­­­«
©­­­«
∑
r ∈Aa
s∈Bb
Drs
ª®®®¬
Wk(xk, yk )
ª®®®¬
≤
∑
i∈Am \Aa
j∈Bn\Bb
∑
xk ,yk
Pi(x
k)Q j (y
k) tr
( (
1 − Dij
)
Wk(xk, yk)
)
︸                                                     ︷︷                                                     ︸
≤ǫ
≤ ǫ |Am | |Bn |.
Next,∑
xk ,yk
∑
i∈Am∩Aa
j∈Bn\Bb
Pi(x
k)Q j (y
k) tr
(
IabW
k(xk, yk )
)
≤
∑
i∈Am∩Aa
j∈Bn\Bb
∑
xk ,yk
Pi(x
k)Q j (y
k) tr
((
1 − Dij
)
Wk(xk, yk)
)
︸                                                     ︷︷                                                     ︸
≤ǫ
≤ ǫ |Am | |Bn |.
Finally,∑
xk ,yk
∑
i∈Am\Aa
j∈Bn∩Bb
Pi(x
k)Q j (y
k) tr
(
IabW
k(xk, yk)
)
≤
∑
i∈Am \Aa
j∈Bn∩Bb
∑
xk ,yk
Pi(x
k)Q j (y
k) tr
( (
1 − Dij
)
Wk (xk, yk)
)
︸                                                     ︷︷                                                     ︸
≤ǫ
≤ ǫ |Am | |Bn |.
Combining these four sums, it holds that
1
|Am | |Bn |
∑
xk ,yk
©­­­«
∑
i∈Am∩Aa
j∈Bn∩Bb
· +
∑
i∈Am\Aa
j∈Bn\Bb
· +
∑
i∈Am∩Aa
j∈Bn\Bb
· +
∑
i∈Am \Aa
j∈Bn∩Bb
·
ª®®®¬
≤
1
|Am | |Bn |
(4ǫ |Am | |Bn |)
= 4ǫ ≤ ǫ2.
Therefore, with
M ′ ≥
1
M
2 ⌊λM ⌋ ≥ 2λ2
k(R1−δ)−k
,
3
and
N ′ ≥
1
N
2 ⌊λN ⌋ ≥ 2λ2
k(R2−δ)−k
,
in the limit of k →∞, Cid achieves the simultaneous rate pair
(R1, R2), and so (R1, R2) ∈ C
sim
id
(W). 
V. PROOF OF THE CONVERSE
It is shown in [1, Theorem 4.7] that Csim
id
(W), W a DM-
CCQ channel, is equal to the capacity region C(W) for codes
that use deterministic encoders under average error figure of
merit. We need simply to show that C(W) ⊆ Cst(W), and the
converse follows.
Theorem 10. For a CCQ channel W, not necessarily discrete
and memoryless,
C(W) ⊆ Cst(W).
Proof. Let ǫ, δ ∈ (0, 1) and (R1, R2) ∈ C(W) be an achievable
rate pair in the sense of [1, Definition 2.6] such that C =
(xm, yn, Dmn)
M,N
m=1,n=1
is a (k, M, N)-code with
1
k
logM ≥ R1 − δ,
1
k
logN ≥ R2 − δ, e¯(C,W
k) ≤ ǫ,
e¯(C,Wk) the average error. Let X ≔ {xm}
M
m=1
and Y ≔
{yn}
N
n=1
. For m ∈ [M], n ∈ [N] define
Pm(x
k) ≔
1
M
1X(x
k) and Qn(y
k) ≔
1
N
1Y(y
k)
and form the code
C′ ≔ (Pm,Qn,Dmn)
M,N
m=1,n=1
.
We analyze the error for such a code. Let m ∈ [M] and n ∈ [N]
be fixed, then it holds
1 −
∑
xk ,yk
Pm(x
k)Qn(y
k) tr
(
DmnW
k (xk, yk)
)
= 1 −
1
MN
∑
m∈[M]
n∈[N]
tr
(
DmnW
k (xm, yn)
)
= e¯(C,Wk)
≤ ǫ,
which holds for any m and n, so the error e(C′,Wk) ≤ ǫ . 
Corollary 11. For a DM-CCQ channel generated by W : X×
Y → S(H),
Csimid (W) ⊆ Cst(W).
Proof. For a DM-CCQ channel generated by W : X × Y →
S(H), it holds that Csim
id
(W) = C(W). By Theorem 10,
Csim
id
(W) = C(W) ⊆ Cst(W). 
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