prediction requires an iterative process of knowledge discovery and system improvement through knowledge engineering, data mining, theoretical and data-driven modeling, as well as trial and error [2] .
The stock market has always been one of the most popular investments due to its high returns [3] .
[n this market, predictions are based on either fundamental analysis 1 ( [4] , [5] ) or technical analysis 2 ([6] , [7] ).
Fundamental analysis is related to analyzing the assets and the economic values of a securit/. Recently, technological analysis 4 has been used in the prediction,
as it aims at more accurate results, higher performance and broad calculations. [t was motivated by the fact 1 Fundamental analysis of a business involves analyzing its financial statements and health, its management and competitive advantages, and its competitors and markets.
1 Technical analysis is a security analysis discipline for forecasting the direction of prices through the study of past market data, primarily price and volume 3 Security is a financial asset such as a share or bond. In stock market it's referred to as a stock symbol. 4 Technological analysis is based on using new technology and computation power to substitute old hand operated process. It can be an alternate for technical analysis, fundamental analysis or a hybrid of both.
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[t is an interesting topic to predict the trend of a security price in the stock market. The prediction process is complicated due to its nonlinearity and uncertainty. In developing a stock prediction system, one of the most important tasks is to select the input variables. For example, only one-day return of the closing price of a stock was used in [9] while the difference between the price and the moving average, highest and lowest prices were used in [10] this is in addition to price series, volume of transactions, macro economic data and market indicators that were considered as input variables in [II] .
However, there is no one technique or combination of techniques, which has been successful enough to consistently "beat the market" [12] . What works for a stock will not fit the other. With the development of the ANN, researchers and investors are hoping that the market mysteries can be revealed.
In this paper, a proposed model is presented to overcome the existing problems of accuracy and generalization in the stock market prediction. The proposed model uses MLP ANN, which is selected based on the literature survey of the previous models that use neural networks with one hidden layer [13] .
This ANN is augmented through using the blind source separation technique in the learning phase. KLD [14] is used as the learning algorithm for the selected ANN. II.
STOCK MARKET PREDICTION MODELS
The area of stock market prediction has been pursued by many research groups [15] . Two main approaches were used by early researchers to tackle this problem, which are based on either ANNs or Fuzzy Logic [13] , [15] , [16] . Many applications were created based on these two approaches. Examples of early work were carried out using the first method, including the work of White [9] , who applied ANN based models to detect nonlinear patterns in the price movement of IBM assets There have been fewer studies on the second method.
First, Sugeno et al. [21] proposed a general qualitative model based on fuzzy logic and applied it to stock market. Next, Hiemstra [22] 
A. Data Selection
The selected data is the stock market's daily data.
Daily data is the data used in the stock market daily transactions, and it may be called market summary.
The daily data is composed of (a) open price, which is the first trading price of a security on a given trading session, (b) close price, which is the final trading price of a security on a given trading session, (c) high price, which is the highest trading price of a security during a given trading session, (d) low price, which is the lowest trading price of a security during a given trading session, (e) volume, which is the amount of trades transacted for a security on a given trading session.
B. Data Preprocessing
The input to this stage is the stock market daily data for a chosen security, as described in the previous subsection. The preprocessing step is concerned with computing the indicators shown in Table 1 , with given window and filter sizes. The selection of the appropriate window size and filter size will be described in section 4. The used data set
The ADX was developed by Wilder [29] to indicate the strength of the trend as shown in Fig. 2 
where y is the learning rate, which was set to 0.1 and KLD is the Kullback Leibler Divergence.
KLD is also known as information divergence [14] , is an asymmetric difference measure between two probability distribution functions P and Q. It measures the expected number of extra bits needed to encode samples from P while using a code based on Q. It is illustrated in (2) .
IV.
RESULTS AND DISCUSSION
(2)
Early researches focusing on ANN and expert systems Most of the previous work concerning stock market predictions, emphasizes the movement in the market index itself [13] , [15] - [17] , [19] , [23] , [25] , [30] . This gives a more insight into the market status, but such insight is not enough for an investor to make successful trading decisions. Even though the market may be trending upwards, investors can still lose money due to mistaken analysis of the security's current situation. As such, choosing security data from within the market, rather than the market index, increases the chances that resultant "Buy", "Sell" or "Hold" signal are more lucrative to the investor. capture only long term trades and will fail to detect short term and medium term trades. Therefore, the prediction model accuracy will decrease. Results of the proposed model were compared to that of the efficient ANN architecture from the previous work of early researchers [13] , [15] , [30] and [31] .
According to this experiment, the best value for the ADX filter was 2 bars as shown in Fig. 4 .a and The maximum accuracy for most of the selected techniques was reached, using the parameters, as shown in Table 1 After using the best parameter values from the previous analysis, the results were compared to the previous work of Quah [13] , Egeli et al. [15] , Grosan et al. [30] and Jang [31] to ensure the accuracy of the proposed technique. The results were computed as the average of 20 separate cycles of training and testing. The maximum accuracy of the proposed technique is 83% as shown in Table 2 . This adds 5% to 7% on the accuracy of the same neural network without the proposed technique.
The proposed technique converges faster than the other techniques. The previous techniques always reach the maximum epochs and do not stop at the minimum error criteria. The maximum limit of epochs is set so that the neural network does not fall in the over fitting problem.
On the other hand, the proposed technique converges faster, on average 3000 epochs, when using the Mean Squared Error as the error measurement function.
Finally, ANOV A test [32] was performed on the results to ensure the statistical significance, i.e. the classifications accuracy was not a result of random act.
ANOV A test resulted that the F was 9.6 while the critical F was 2.7. Therefore, the means are significantly different and the generalization effect is real.
V.
CONCLUSION
This paper presented a new model based on blind source separation for stock market signal prediction, 
