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CHAPTER I. INTRODUCTION AND OBJECTIVES 
Introduction 
This study is an investigation of the aggregate demand for investment 
expenditure on farm buildings. The study includes an econometric analysis 
of the investment demand for farm buildings and the related underlying 
variables affecting that demand. The data used in the study are aggregate 
time series data. 
Farm buildings represent a substantial portion of the total invest­
ment in farming. Farm service buildings constitute more than 20 percent 
of the total value of farm real estate and substantially more than 10 per­
cent of all farm assets. Annual expenditure on repairs and maintenance 
of the farm building investment alone make up a large proportion of the 
total operating expenses of farmers. 
New expenditures on farm buildings also make up an important share 
of the total agricultural input. Expenditures for new construction and 
repairs on farm buildings in 1962 in the United States were one and three-
tenths billion dollars. In the last fifteen years, the range of this 
expenditure has been from one and two-tenths billion to one and five-
tenths billion dollars each year. This expenditure on farm buildings has 
been from 3-1/2 to 4-1/2 percent of annual cash receipts to farmers. The 
expenditure for new construction and repairs in 1962 was 5-2/10 percent 
of the total farm inputs in that year. 
Technological change in agriculture and farm consolidation are both 
occurring at a rapid rate. In Iowa, the number of farms declined more 
than 12 percent from 1950 to 1959. The decline in number of farms during 
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that period was more than 20 percent in many Iowa counties (157, 158, 
159). There are other states where farm consolidation and the consequent 
decline in farm numbers have been even greater than in Iowa. 
Projections to 1980 by the U. S. Department of Agriculture suggest a 
further decline in the number of farms. One estimate is that farm numbers 
will decline 42 percent from 1962-63 to 1980 (25, p. 16). The investment 
problems and other problems associated with rapid farm consolidation will 
apparently be just as important in the near future as they have been in 
the recent past. 
Changes in tenure have also been occurring. The proportion of farms 
wholly owner-operated, and those wholly tenant-operated have declined 
while the proportion of part-owner, part-tenant-operated farms has in­
creased. The type of tenure as well as the proportion of tenure is also 
changing. The average capital investment per farm has increased. The 
average age of farm operators has increased (157, 158, 159). 
These rapid changes in farming have an important effect upon various 
forms of existing investment and the demand for new investment. Yet very 
little is known about the economic effects of these dynamic forces upon 
the abandonment or conversion and use of existing farm buildings and the 
demand for investment in new farm buildings. 
The volume and kind of investment are Important to the entire economy. 
Investment affects the business cycle, the amount of employment, and rela­
tive changes in income between economic sectors. 
Investment decisions are equally important to the individual firm and 
to the economy as a whole. Investment for the firm can mean growth in 
size or expansion into new areas of enterprise, or investment can mean 
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keeping up with technological change and maintaining the relative position 
of the firm within the industry. 
Investment has many facets. The rate of investment represents "the 
speed of adjustment from one economic situation to another (67, p. 14)." 
Entrepreneurs react to a change in the economic situation by making in­
vestments to adjust their firm to the new economic environment. The 
amount and type of investment made Indicate the rate of adjustment. 
Expenditures for Investment are also made which attempt to anticipate 
economic change rather than reacting to it. More aggressive entrepreneurs 
make investment to increase the size of the firm relative to its com­
petitors with no appreciable change in the economic situation. 
As a tool of government policy, investment can be used not as a 
reaction to change, but as a catalyst of change. Investment as a policy 
tool can be used more forecefully as the team of horses pulling the economy 
from the current economic situation to a more desirable one. 
Investment in the broadest sense not only refers to real estate, 
plant, and equipment, but also to research, education, and employee train­
ing (48, p. 245). The literature review undertaken in the next chapter 
will be confined more narrowly to the theory of Investment and the applica­
tion of that theory to investment in plant and equipment. The quantitative 
results and the structural parameters presented in this study refer to a 
specific type of investment: farm buildings. 
Objectives 
The objectives of this study are (1) to identify the causal and re­
lated variables affecting the investment demand for farm buildings, (2) to 
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describe and quantify the causal variables, (3) to develop a model or 
models to describe the aggregate demand for farm building investment using 
the causal and related variables, (4) to estimate the parameters of the 
models developed using the data available and the statistical methods 
appropriate for the models developed, and (5) to use the models developed 
and the estimated parameters to simulate and project the demand for farm 
building investment (based upon certain assumptions to be indicated 
later). 
A number of variables will be hypothesized and investigated. The 
variables investigated will be those suggested by economic theory, a re­
view of investment demand studies, and a study and knowledge of the 
immediate subject matter (farm buildings). An attempt will be made to 
propose variables which are causal in nature. As the proposed variables 
are investigated, the most important variables will be identified. 
The variables identified must then be described and quantified for 
use in an econometric model. In some cases direct data may not be avail­
able for a suggested variable. For example, there is no direct series 
giving an equity ratio. A specific recombination of certain time series 
would be required to obtain an equity ratio variable if such a variable 
were suggested for use. Technological change is another example of a 
variable which has not been easily quantified, and yet technology may be 
one of the most important variables affecting new investment or remodeling 
of old investment in plant and equipment (113, pp. 533-537; 123, pp. 743-
746). Certainly in agriculture change in technology is one of the most 
Important and one of the most dynamic forces affecting Investment in not 
only farm buildings, but crop and livestock production as well (74). 
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Therefore, If the demand for farm buildings Is to be more adequately 
described by an econometric model, an attempt to devise a measurement of 
technology should be made (127, p. 659). 
Models will be developed to describe the demand for investment expen­
ditures. These models will be based on theory and previously used 
investment demand models which have proved successful. The models 
developed for this study will differ from previous investment demand 
models whenever a different formulation appears to be better tailored for 
the study of farm building Investment demand. Different types of models 
may also be developed to facilitate aggregate regional analysis as well 
as aggregate national analysis. 
The models developed will then be estimated to obtain quantifiable 
results. The full models developed will be used whenever data and 
statistical methods make estimation of the models possible. The models 
developed may be modified before estimation because of data availability 
and statistical methods. Suggested models may also be modified after 
estimation when the statistical results suggest a reformulation of the 
model. No models will be proposed which are not at least within the 
practical realm of statistical estimation. 
The models and the parameters of the models which are found "best" 
after statistical estimation will then be used for simulation and pro­
jection. The past values of Investment will be simulated with the models 
developed and the parameters estimated in order to determine how closely 
the models predict the actual amount of Investment. Statistical results 
are an excellent Indication of the predictive value of a model, but 
calculation of predicted values and comparison with the actual values is 
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necessary to determine turning point predictive value of the models. The 
estimated models will also be used to project the demand for investment 
in farm buildings at a selected future time period. Certain basic assump­
tions will be made about the general economy and further more specific 
assumptions will be necessary for individual variables. These assumptions 
will be stated in Chapter VII on investment projections. 
The purpose of this study is to make a contribution to the analysis 
of an economic subject not heretofore studied in any great detail. The 
analysis presented in this study should be a valuable adjunct to national 
policy -- not only national agricultural policy, but also over-all economic 
policy as well. It is believed that this study will be a contribution to 
both current and future policy development in view of the general problem 
of overinvestment in agriculture. The results of this study should also 
be helpful to individual farmers and to farm suppliers In long-term 
planning. 
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CHAPTER II. A REVIEW OF INVESTMENT THEORY 
A study and review of capital theory is the first step in identify­
ing the important variables affecting investment. A brief review of theory 
will also be a basis for development of models needed to describe the 
demand for investment expenditures on farm buildings. 
The theory of demand for investment is not well developed nor 
accepted, and comparatively few empirical investigations on Investment 
demand have been made. The theory covers a confusing spectrum and is not 
a well-formulated explanation of investment activity in the real world. 
"The status of capital theory is still unsettled (132, p. 9)." 
The following review of capital theory will begin with a brief 
resume of classical thought and will finally summarize some recent efforts 
on Investment theory. 
Classical Theory 
The early Ricardian approach assumed that businessmen were the only 
people that saved and invested. Investment was a residual from production 
after wages were paid to the laborers. According to Adam Smith, saving 
depended upon the frugality and parsimony of businessmen and savings were 
always equal to Investment (80). 
An economy would prosper and investment in the nation would increase 
as businessmen spent the excess between the value of production and the 
cost of wages upon new investment. Businessmen in the Ricardian model 
were so oriented toward making a profit and in making new Investments 
that the entire difference between the value of production and wages was 
8 
saved and Invested. 
Landlords, however, were spendthrifts. The return to landlords was 
not invested in productive activity, but was spent on mansions, exotic 
food and clothing, and leisures for themselves. Landlords did not even 
reinvest their return to improve or maintain the property from which the 
return came, let alone put their return into any new productive investment. 
The return to landlords was the difference between the value of pro­
duction on their land and the cost of production on the poorest land which 
would be brought into production rent-free. The per unit cost of produc­
tion on the rent-free land in a free market was equal to the per unit 
market value of production. 
As the population increased, more food would be required and conse­
quently poorer and poorer land would be brought into use producing food at 
a higher and higher cost. Both the total cost and the unit cost of food 
production would rise. The land available for food production had a finite 
limit which would certainly be reached as the human population increased. 
Wages would necessarily rise in order to provide a subsistence wage 
for the laborers because of the rising real cost of living. 
Thus, as the wage bill increased, the residual from production in 
the hands of businessmen decreased. This residual was synonomous with 
savings and savings was equal to investment. Thus, investment would 
slowly decline until there was no new investment. The economy would then 
become stagnant. The classicists, and particularly Malthus, saw this 
mature economy as one which would reach a dull, constant level of produc­
tion of both material goods and humanity. Malthus believed that after 
the last free land capable of food production was brought into use, the 
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population would reach constant numbers at the subsistence level. No 
more persons could live to maturity than died, because the food required 
to sustain life had reached a maximum limit. These concepts may be ex­
pressed in the following notation: Y = W+ S;S = Y-W=I; where Y = 
total production, W = total wage bill, S = savings. I = investment, and 
t = time. The classicists believed that W -> Y as t -» oo ; therefore, 
making Y-W=S=I = 0. 
The theory clearly intoned the tolling prediction of economic stagna­
tion. This dire prediction resulted from a lack of clairvoyance in seeing 
the possibilities of technological change and Improvements in both food 
production and other material goods production. However, a number of 
economies exist in the world today where the early classical model seems 
to fit quite well. These economies are the "underdeveloped countries" 
where little of the modern techniques have been applied and where popula­
tion is pushing hard upon the food supply. 
Within the classical savings-investment framework where aggregate 
savings and Investment were determined by production and the wage bill, 
individual investment decisions were made by businessmen according to the 
return being received for a particular type of investment. If there was 
a greater difference between the value of production and the wage bill In 
enterprise A than in other enterprises, businessmen would invest their 
talents in enterprise A until there would finally be no advantage in 
enterprise A over other enterprises. 
The early classical concept of saving and investment depended upon 
the entrepreneur and businessman. Upon his shoulders was laid the 
economic growth of the nation, and upon his shoulders was laid the 
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efficient channeling of savings into productive investment activity. 
This proved to be the early concept of the marginal theory of invest­
ment. Although not explicitly stated, Adam Smith espoused the idea of the 
marginal theory of investment in his idea of the economic man. In a free 
economy, each man would work and Invest in the enterprise which would give 
him the greatest economic return for his talents (whether these talents 
were material possessions or labor services). 
The actual physical attributes of capital have been considered im­
portant in capital theory by a number of writers. The whole spectrum of 
physical qualities of capital from those of ax handles to wine have been 
considered. Bohm-Bawerk conceived of capital as a tool or Implement whose 
use resulted in an increase in output of the two 'original' factors of pro­
duction (10, pp. 92-99). The two 'original' factors of production were 
land and labor. Under this classification system, all forms of capital 
were thought of as stored land and labor inputs. Wicksell embraced the 
Bohem-Bawerk theory which considered capital not as a single factor of 
production, but as an embodiment of stored factors: "Capital is saved-up 
labour and saved-up land. Interest is the difference between the marginal 
productivity of saved-up labour and land and of current labour and land 
(166, p. 154)." 
This storehouse theory of capital led to a perplexing question whose 
answer the theory was unable to give: How could the return to capital (or 
synonomously the increase in production which resulted when capital was 
used) be greater than the cost of the primary factors entering into the 
production of the capital stock itself? For that matter, why would any­
body bother to make the capital stock at all if the increase in production 
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with the use of capital did not exceed the cost of making the capital. 
If Indeed capital produced no surplus value, there would be no capital. 
These observations only added to the apparent confusion in failing to 
distinguish between the cost of producing capital goods, the physical 
product of capital, and the share of production distributed to capital 
owners. The return to capital became known as interest. To avoid the 
moralistic overtones of getting something without laboring, interest was 
conceived as the payment for giving up present consumption in order to 
have a larger consumption at a future date. Thus, interest or the re­
turn to capital became known as the payment for waiting. 
Iterginal Investment Theory 
The idea of marginal analysis began with the classicists as indicated 
in the previous section. Marshall more fully developed the theory of 
marginal analysis including the marginal theory of investment (107, pp. 
351-367). Investment will be made by entrepreneurs in such a way that 
the return from Investment in all enterprises will be the same. 
Assumptions of the marginal approach Include: (1) profit maximiza­
tion is the highest ordered element of the entrepreneur's utility set; 
(2) all future product and factor prices Including those of capital 
services are known; (3) the production function is given; (4) there is 
no change in technology; and (5) the availability of funds and the rate 
of Interest is known (110, p. 8). 
Under pure competition the amount of Investment will shift between 
enterprises until an equilibrium is reached where the marginal value pro-
Ic ducts of capital for all enterprises are equal to each other: = 
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MVPg = ••• = . When this equilibrium is reached in pure competition, 
the average return to capital will also be equal to the marginal return. 
The return to capital is the same regardless of the enterprise in which 
1'.  ^ . 
it is invested. 
Equilibrium of marginal returns to capital between various invest­
ments rarely if ever occurs. The reasons are manifold. 
Pure competition does not exist in most economies. Varying degrees 
of monopoly exist in almost all classes of enterprise. Labor unions re­
strict free niovement of labor. Community customs, national mores, and 
family ties restrict both the employment of labor and changes in enter­
prise (3a, pp. 525-543). The scale of plant required in certain industries 
such as the auto industry and the steel industry restrict entry in these 
enterprises (136, p. 71). International capital movements are restricted 
by government regulations. 
There are continual shifts and disturbances in the economy -- both 
relative shifts in demand for various products and services within the 
economy and general shifts or phase-plane movements of the whole economy. 
These shifts and disturbances occur at intervals shorter than the time 
lags needed to make the required marginal adjustments. Therefore, the 
economy never reaches the true static equilibrium hypothesized by 
marginal analysis before another disturbance occurs. 
Most capital stock is constrained to very specific use. Once a stock 
of capital is made and in the hands of the user, that capital stock can 
rarely be used for any other purpose than for which it was intended. This 
is particularly true in most of industry where machines are designed for a 
very specific purpose. A die that is used to stamp out right-front fenders 
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on a 1965 Ford cannot be used to stamp out fenders on Chevrolets and cer­
tainly cannot be used to stamp out cornflakes. A hay-crimper can be used 
only for crushing hay. If a stock of capital can be used for another pur­
pose , the lag required to change or remodel the capital stock for other 
purposes is usually an extended lag. Therefore, capital adjustment is 
slow. 
The durability of capital in a particular enterprise is another 
reason why equal return to capital in all enterprises is not realistic. 
For example, suppose a large amount of highly durable capital stock was 
Invested in an industry for the output of X. This capital stock is very 
specific in that no amount of remodeling could change it so that it could 
be used in the production of any product other than X. Also, assume that 
the salvage value of this capital is zero. Suppose there is a relative 
fall in the demand for X. There will be a relative fall in the return to 
capital in production of X, and this lower rate of return to capital will 
persist until there is downward adjustment in the amount of capital stock 
used for production of X Even though the accounting return for capital in 
the Industry producing X falls to 0, the industry could continue producing 
the same amount of X, so long as the variable costs of production -- the 
taxes and other cash costs -- could be paid. Production of the same amount 
of X could continue until such time as the capital stock was worn out and 
a new expenditure for replacement of capital stock was required. There­
fore, if the durability of the capital stock is long, the adjustment 
period required for reaction to changes in the economic environment will 
also be long. The reaction time required for adjustment of output will 
be short only when the change in economic environment is great enough to 
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cause the value of production to fall below the cash costs of production 
for at least some firms. This has particular relevance in agriculture 
where adjustment has been substantial in recent years.^ 
Another reason for the variation in return to capital in different 
enterprises is the matter of personal preference and the store of personal 
experience and individual training. Most people are not strict profit 
maximizers. They may be maximizing utility. However, within the set 
A > B > C > .. > Z which makes up the individual utility function, profit 
may not be the element A. Profit is certainly included in the utility set 
of all knowledgeable people living in a private enterprise type of society. 
But profit for most people lies somewhere between the highest ordered 
alternative and the lowest ordered alternative: A > — > profit > ... 
> Z. The relative ordering of the profit motive between individuals and 
the ordering of other alternatives may play a more important role in the 
variation of the return to capital than heretofore acknowledged. Human 
behavior is an important element in the investment decision. 
When a person has his capital, personal training, and experience 
invested in a declining enterprise, he may prefer to remain in familiar 
pursuits rather than to change or invest in retraining. Therefore, the 
variation in return to capital (defined by Friedman in the widest sense 
to be human resources as well as man-made capital stock) may persist 
(48, p. 245). 
When a person is engaged in what appears to be a declining enter­
prise and continues in it even though he knows it is declining, he may well 
^See Chapter I which gives data on some of these adjustments. 
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be maximizing his profit when he considers the cost of retraining himself, 
the cost of transferring capital, and the length of time he will receive a 
return for this new investment. To any one individual there may also be 
a high degree of uncertainty that a past decline in an enterprise will 
continue. Such a decline may only be a temporary reversal in the fluctu­
ating fortunes of the enterprise. There is also an element of risk about 
the future return of the new enterprise an individual might enter. A 
person must equate the discounted expected return in the old industry 
(considering both capital and personal services) over his expected life 
with the discounted expected return in the new industry less the transfer 
costs (including costs of retraining, moving, and disposal and possible 
losses on old capital). Assuming all nonmonetary considerations equal, 
if the discounted return from the old industry is less than the discounted 
return from the new industry less transfer costs, the individual should 
make the change. 
Therefore, in the short run, capital investment rarely ever reaches 
that theoretical equilibrium indicated before where MVP^ = MVP^ = ••• = 
MVpk. 
The possible list of restrictions which inhibit the culmination of 
an equilibrium based upon equation of marginal returns is long. Yet, 
marginal analysis remains one of the most powerful tools for economic 
planning and decision-making. With the introduction and development of 
programming by Danzig, Koopmans, et al. (97b, 30, 31, 145, 73, 18), the 
practical use of marginal analysis has come to full fruition. The 
marginal values (shadow prices) which result from programming models 
become important decision criteria. 
16 
Perhaps the most concise presentation of marginal productivity theory 
has been given by Tintner: 
n 
Max n = subject to the production function = f(Xj^_); where 
TC is profit and the with positive prices are outputs and the X^ with 
negative prices are production inputs. One of these production inputs 
is capital (148) . 
From the study of marginal theory as applied to investment, it can 
be concluded that the important variables subject to investigation are the 
cost of capital stock and the value of the product produced by capital 
stock. 
Keynesian Theory 
According to Samuelson, the significance of the General Theory is 
in providing a system to analyze effective demand and its expectation 
(125, pp. 187-200). The Keynesian approach to investment theory as a part 
of the general theory is also oriented toward the consideration of macro 
effects. Keynesian investment theory includes two basic concepts: the 
marginal efficiency of capital and the accelerator principle. Both of 
these concepts have been applied to micro and macro economic analysis. 
From the standpoint of social welfare, the use of these two concepts has 
been more valuable in economic planning on the macro level. 
The marginal efficiency of capital 
The "marginal efficiency of capital is the rate of discount which 
equates the present worth of the receipt stream to the present worth of 
the expense stream (92, p. 140)." 
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The net present worth of an investment is: 
(2.1) V =y (Rt - Ej.) e-it dt 
where is the receipt stream at time t, is the expense stream, and 
i is the discount rate. (R - E) is the net return. The marginal effic­
iency of capital is equal to the discount rate when the discount rate is 
such that the present worth of the investment V Is equal to the cost of 
the investment. 
The formula for the discounted return when the discount rate is 
variable is as follows: 
(2.2) V = r (Rt - E^) e-J(t) dt 
J o  
where J = / j(t)dt, where j is a function representing the variation 
J o  
in the discount rate (108, p. 16). 
The marginal efficiency of capital is also referred to as the internal 
rate of return (11). The formula for determination of the present worth 
of an investment for discrete analysis is; 
(2.3) V = S (R - E)./(l + i)^ 
k=l * 
when n is the expected life of the investment. Again i will be the mar­
ginal efficiency of capital when i is such that V - C = 0. 
Dusenberry states that, "The primary determinant of the level of the 
marginal efficiency schedule (for investment in existing product lines) 
is the ratio of capital stock to a measure of demand (31, p. 110)." 
Several decision criteria for selection of an investment using the 
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marginal efficiency of capital (mec) have been suggested. One suggested 
criterion is to compare the mec with the going rate of interest. If the 
mec > r, the investment should be made. If the mec < r, the investment 
should not be made. 
A criterion for investment decision is to select that investment which 
maximizes the marginal efficiency of capital -- the internal rate of re­
turn (11; 97a, p. 265). 
A drawback to the foregoing criteria is that the mec is not at all 
easy to determine mathematically. The determination depends upon the 
solution of a polynomial in n (the number of periods the capital stock is 
expected to give off its services). According to Pitchford and Haggar, 
there will be some unique value of the mec which will satisfy Equation 
2.3 if all (R - E)^ > 0. If, however, one or more (R - E) < 0, there 
may be up to n distinct values of the mec that satisfy Equation 2.3 (116, 
pp. 597-600). It is quite feasible that there could be one or more 
negative (R - E)^. For example, costs during the first year of operation 
while new equipment is being emplaced and while both labor and management 
are learning could easily exceed gross return. 
A third proposed decision criterion for investment selection is to 
make the investment when V > C, where: 
(2.4) V = I (E - R)./(l + r)k; 
k=l k 
and r is the going rate of interest (71, p. 386). Thus, "the rate of 
interest enables us to convert stocks into flows, the price of services 
into the price of sources, and to make intertemporal comparisons (48, 
p. 244). When there are several alternative Investments, the criterion 
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is to maximize (V - C) (45, 78, 124). 
A fourth criterion that has been proposed is to maximize the rate of 
return on the capital owned by the entrepreneur while driving the rate of 
return on other capital down to the margin (14, p. 61; 104, p. 56). 
Still a fifth criterion proposed by the Lutzs' is to maximize the 
quantity V/C (105, pp. 20-42). 
The Lutzs' point out, however, that all of these criteria will give 
the same answer under the conditions of equilibrium and free competition. 
It can also be shown that maximizing the rate of return on the owned cap­
ital will always maximize (V - C) and it may also maximize the mec (the 
internal rate of return). "We conclude, then, that in all the practically 
important cases, maximizing (V-C) ... is a correct criterion to follow 
(105, p. 42)." 
Graphic illustration of the net returns schedule shows several cases 
where the choice between two alternative investments is easy to make and 
one where the choice is not so easy. Assume that in the four figures, 
2.1 to 2.4, there are two alternative Investments A and B. The initial 
cost of A is the same as the initial cost of B. Figures 2.1 through 2.4 
show the schedule of net returns (R - E) over the time period T. In 
Figure 2.1 there is a complete ordering of returns. Net returns to A 
are higher than those of B throughout the time period T. In Figure 2.2, 
there is a partial ordering of returns. (R - E)^ > (R - E)® throughout 
the time period, and again the choice of A over B is easy. In Figure 2.3 
there is also a partial ordering of returns and again (R - E)^ > (R - E)® 
throughout the time period resulting in the selection of A over B. Thus, 
in the first three figures, 2.1 to 2.3, Investment A can be selected quite 
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easily over B without any complicated mathematical analysis. This assumes, 
of course, that there is no nonmonetary preference guiding the decision 
maker -- such as a preference for a blue silo over a concrete stave silo, 
or a gambrel roof corn crib over a steel corn crib. In the fourth figure, 
2.4, the choice is not clear The only way to make a choice on other than 
nonmonetary preferences is to use one of the mathematical discounting 
methods outlined in Equations 2.1 to 2.4. 
In the last figure, the rate of interest plays a more important role. 
In the first three cases illustrated, a partial or complete ordering of 
investment alternatives is possible by merely comparing the returns 
schedule. The rate of interest is irrelevant when the only investment 
alternatives in the choice sets are those Illustrated in Figures 2.1 to 
2.3 -- assuming, of course, that the rate of interest is low enough to 
justify either alternative. Using the discounting procedure in the first 
three cases will not affect the choice, but it will give additional infor­
mation in the form of a cardinal measure of how much better is the choice 
element. When a discounting formula is used in the fourth case, the rate 
of discount used will affect the choice. 
In general, a high rate of interest will determine an investment of 
a shorter run duration and lower initial cost; and a lower rate of interest 
will determine a longer run Investment and a higher initial cost. 
Thus, at least theoretically, the interest rate plays an important 
part in making economic choices in the area of investment just as prices 
of other commodities affect the choices made by consumers. The interest 
rate acts as an economic sieve -- sifting out the projects yielding a 
higher return. 
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Figure 2.1. A complete ordering 
Figure 2.2. A partial ordering 
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Figure 2.3- A partial ordering 
(R-E) 
Figure 2.4. Graphically indeterminate 
23 
Using the marginal efficiency of capital theory, the investment 
decision is based upon some function: 
(2.5) I = F[(R - E)^, r, C]. 
This decision is ex ante. Thus, the (R - E)^ are expected future net in­
comes. Investment decision theory is, therefore, quickly pushed into the 
subjective and psychological sphere of expectation theory. 
Expectations 
Uncertainty (according to Solow) cannot be dodged or faced, so it 
must be ignored (132, p. 15). Quite to the contrary, Haavelmo states that 
expectations must be a function of some other known relation; or expecta­
tions will be proof of hopelessness in developing a workable theory of 
investment (67, p. 10). 
There are many possible expectation models. One of the most fre­
quently used is the continuity type. "The last observed variable is the 
value predicted for the future .. . This method is based upon the assump­
tion of continuous development of the variable in question (134, p. 44). 
This expectational model has been referred to as the naive prediction 
model (120, pp. 363-395). 
Another type of expectation model is the stationary type: "the 
value of the variable has been observed during a certain period repeatedly 
(say each year) and the average of these values is the predicted value for 
the next year and also for future years .... The degree of uncertainty 
depends on fluctuations around the average (134, pp. 44, 45) " 
The contintulty type of expectation model can also be likened to the 
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linear type where, "If prices have been increasing for a few years, the 
next year's price simply might be taken to exceed this year's price by 
the same amount as ... the current price exceeds that of the previous 
year (71, p. 489)." The general variance for this model is 6cr^ - 2a^ 
(4e^-e2) where e^^ is the correlation between price of this year and last 
year, and 62 is the correlation between this year and the two previous 
years. The general variance for the mean expectational model is simply 
cr^. The greatest drawback to the use of any type of linear trend pro­
jection is that it can never predict a trend reversal. A more complex 
model for projection such as a quadratic or trigonometric function may be 
more realistic. 
Friedman suggests that all individuals, by the time or shortly after 
they have entered their productive period of life, have established some 
well determined long-time expectations (49). 
If expectations are going to be included in the theory of investment, 
as they must if any facade of an investment theory for the real world is 
to be maintained, expectations must be related in some way to past events 
and/or present datum. 
Therefore, some functional relationship of known variables must be 
used to make a reasonable expectation model. A large number of variables 
could be hypothesized for use in an expectation model. In order to keep 
the basic theory and number of variables operational, assume that the 
most important variables in expectation of return are the past returns and 
the trend of those returns. The expectation may be projected as a linear 
trend: 
(2.6) Yt = bg + b T^ 
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where T = time, Y = Income, t Is the specific time period, and the b is 
determined from regressing past incomes on time. Income projection might 
also be based on some nonlinear relationship such as: 
Or it may be a horizontal projection of some weighted average of past in­
comes such as: 
constant weighting factors and k  =  1, 2, ..., p where p is the earliest 
of the past periods affecting expectations, and 1 is the most recent of 
these past periods. One simple weighting technique is to use the sura of 
digits method: where = p when k = 1; = p - 1 when k = 2; .. ; Aj^ = 
1 when k = p. This weighting method gives the heaviest weight on the 
return of the most recent period and successively less weights on returns 
from earlier periods. Such a weighting scheme has considerable logical 
appeal based upon human behavior and learning theory. The most recent 
income is the one best remembered and having the greatest influence on 
future action. Except for an extremely low or high return, returns of 
more than five years past have almost no effect upon present decisions 
and expectations. Equation 2.8 then seems to be a logical type of expec­
tation model to use. 
Another model which might logically be used to take into account 
previous unusually high or low returns is one combining the range and 
the recent experience : 
(2.7) = bo + bl?! + V? 
P P 
where y^^ are expected returns, y^ are returns in past periods, A^ are the 
26 
(2.9) Yg2 = (yel + yh yj)/3 
where y^2 the expected income, is the expected income from the pre­
vious Equation 2.8, y^ is the highest income in some relevant period in 
memory greater than the period 1 to p in Equation 2.8, and y^ is the lowest 
income in this same relevant period in memory. The range of income gives 
a rough estimate of the variance. In some ways the expectation Model 2.9 
resembles the Ihiesenberry income hypothesis where the highest previous 
income is included as one of the determinants in the consumption function 
(32). 
Technological change also presents a problem in expectation theory. 
If investment is to be made in a type of capital stock which is entirely 
new in the industry, there is no previous experience upon which to base an 
expected return. The question then is: What basis does the innovator use 
to make his decision on a completely new investment or process? Such 
decisions are often made on past experience of similar investments, on 
experimental research, on small scale pilot operations, and on the claims 
of the capital goods producers. 
At any rate, let us assume that future return is equal to some 
function of past returns: 
(2.10) y^j = g(7%, Yt-i' fc-p) 
where y^j, are the expected future returns and y^ ... y^.p are the past 
returns which affect expected returns. 
We have considered under the Keynesian approach the marginal effic­
iency of capital and a very brief consideration of expectations. From 
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this approach investment would be based upon the rate of interest as given 
in the money market, the future return from the investment, and the cost of 
the capital stock. 
Since the future return from investment ex ante is expected return, 
and we assume a functional relationship between past returns and expecta­
tions, the only variables thus far involved are past returns, the interest 
rate, and the cost of capital stock. 
Investment decision Function 2.5 which is derived from the consider­
ation of the marginal efficiency of capital can be combined with the income 
expectation Function 2.10 to get: 
(2.11) I = f[g(Y^, Y^.p) r, C] 
The accelerator principle 
The accelerator principle Involves the relationships between the 
changes in gross output and the induced Investment occurring as a result 
of the changes in gross output. The accelerator for investment is given 
by Allen (5, p. 62) as: 
(2.12) I. = V 4Ï 
*• dt 
for continuous analysis, or 
(2.13) It = v(Y^ - Yt_i) 
for discrete analysis where I^ is the Investment, (Y^ - Y^_^) is the change 
in gross income or output from one period to the next, and v is the accel­
erator coefficient relating investment per period with the change in out­
put. A distributed lag model is: 
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(3.U) I, . Vj 
where the are the partial accelerator coefficients Indicating the 
proportionate effect of each of the past changes in output on the current 
investment, and m Is the number of previous periods of income change which 
affect current investment. Theoretically, the sum of the partial accel­
erator coefficients should equal one, that is, vj = 1, If the accel­
erator is the only variable affecting investment. Development of the 
distributed lag model may be traced from the Koyck analysis of delayed 
economic response (98). 
There are several reasons why the accelerator as the only explanatory 
variable has not proved sufficient. Over capacity may exist in some firms 
in an economic sector but not In all firms. This could occur because of 
oligopoly positions among firms or because of differences in cost struc­
tures between firms (43). A higher demand for the product of this 
Industry would then be interpreted differently by different firms. The 
higher demand might "take up the slack" in some firms, while Inducing 
new investment In others. 
Increases In demand may be considered transitory by the investment 
decision-maker. A decision to increase investment in capital stock may 
not be made until a new higher level of demand is evidently permanent. 
There may have been a prior fall in demand so there may be over­
capacity. A new higher level of demand may only use present production 
capacity and may have no resulting affect at all upon investment. How­
ever, such an Increase in demand could affect expectations for future 
demand and thereby affect current Investment decisions even though over­
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capacity exists in the firm or industry. 
When investment is made on the bases of increased demand, there may 
be considerable lag from the time of decision until its implementation. 
In spite of the foregoing reasons for questioning the value of the 
accelerator for investment demand models, there have been a few empirical 
studies which have obtained statistical significance for accelerator or 
modified accelerator variables (28, 37, 131). Since farm buildings are 
one of the most durable items of capital on a farm, the accelerator 
effect upon investment in farm buildings could have a very long lag. 
Even if an accelerator effect is present, the longer the lag the more 
difficult it is to obtain good statistical results. 
Recent Theory 
Rates of return 
The whole topic of the effect of interest rate upon investment still 
remains a controversial subject. 
Shackle states, "A change in the interest rate can, like a change in 
any other economic variable, transmit with more or less effect, and more 
or less delay, an impulse from one part of the economic system to another. 
Theory suggests that its more powerful effects are likely to be upon the 
demand for durable goods and the balance of payments (130, p. 244)." 
Shackle contends, however, that any change in the rate of interest has 
less effect and more delay than is generally indicated by theory; and 
that the planning horizon is short enough and risk great enough that a 
change in the interest rate neither induces an increase or a decrease in 
investment by entrepreneurs. 
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Friedman states that the Interest rate and its relationship with 
other prices affects (1) "the time pattern of consumption," i.e., savings, 
(2) "the form in which assets are held," (3) "the character and structure 
of production," (4) "the composition of output -- the proportion of capital 
goods being produced," and (5) "the ratio of nonhuman wealth to total 
wealth and the size of contingency balances (48, pp. 245, 246). The fifth 
effect alludes to Keynes' liquidity preference theory. 
Several monetary theorists maintain that the interest rate has a 
strong effect upon the amount of investment and the expected life of 
investment capital (119, pp. 365-371; 120, p. 313; 57, p. 85; 76, p. 178; 
164, pp. 51-59). A number of these theorists have also found empirical 
results to corroborate the proposition that the interest rate affects 
investment. This theory, of course, is not recent, but is only a reaf­
firmation of the classical theory on the rate of interest and investment. 
The theory hypothesizes (as noted previously) that as the interest rate 
falls, the amount of investment will increase and will be channeled more 
into the type of capital that has a greater life expectancy. As the 
interest rate rises, less Investment will be made and more of the invest­
ment that is made will be channeled into short-lived capital stock giving 
a quick return. 
Several attempts have been made by various investigators to determine 
the effect of the Interest rate upon Investment decisions in the real 
world. Surveys-in-depth, sometimes called open-end type surveys, have 
been made with various executives of manufacturing companies. These sur­
veys have tried to determine the many variables which affect the investment 
decisions made by the firm, and the relative Importance of certain 
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variables has been studied. 
Grey and Brockie conducted a survey-in-depth of businessmen. Eighty-
five percent of those interviewed said that the Interest rate, as such, 
had no effect upon their decision to invest or not to invest (62> pp. 
662-675). The businessmen who did say that the rate of interest affected 
their decisions had several things in common : they were small businessmen, 
their source of internal funds was limited, and their equity ratio (as 
measured by the assets owned by the company to total assets) was lower 
than that of other businessmen. Grey and Brockie contend that even though 
these businessmen indicated their decisions were affected by the rate of 
interest, the discount for risk by s nailer businessmen outweighs any 
relatively small effect that the interest rate may have. In cases where 
most of the capital must be borrowed, the high discount for risk is the 
most important decision criteria affecting investment (63, p. 340). 
In another open-end survey of large corporations, Eisner found little 
effect of the interest rate or the supply of money upon investment de-
cisions(36, pp. 27, 28). The need for additional capacity was one of the 
most frequently mentioned factors affecting investment decisions. The 
equity ratio also had strong Influence. There were some companies, how­
ever, that found it just as easy to borrow money outside the company as 
to sell stocks or bonds. 
The high cost of corporate taxes makes outside financing as attrac­
tive to many as internal financing since interest paid is an Income tax 
deduction. The taxes paid on retained earnings are often greater than 
the interest saved by internal financing. 
Almost all companies try to predict demand for their products well in 
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advance of production, but few follow their demand predictions with invest­
ment in additional capacity (if an increase in demand has been predicted). 
Many companies wait until the demand materializes before making invest­
ments; so a lag develops between visible demand, production, and subsequent 
Investment. Some firms will even accept higher costs with overtime labor 
and technologically outmoded equipment until they are certain that the 
higher demand is not just a fluctuation. 
Â high depreciation reserve does not Insure a high replacement 
expenditure. The same economic criteria are applied to replacement de­
cisions as to decisions on investment in new capital stock. There is 
nothing automatic about replacing capital stock at periodic times. During 
a period of high or expanding demand, equipment life may be extended and 
the money that might ordinarily be used for replacement is used for pur­
chase of additional equipment. This way the capacity is expanded without 
any book value increase in net Investment. 
Lags from the time the Investment decision is made, complete plans 
are formulated, and the new capital stock is in use were found to be 
fairly long. Therefore, the effect some of the monetary policies practiced 
by the government actually have on investment may be questioned (36, pp. 
14-34). 
Gehrels and Wiggins (as indicated earlier) found that the interest 
rate had a strong influence on the amount of investment. However, the 
lag between the change in the rate of Interest and the change in invest­
ment was so long that (by their opinion at least) monetary policy which 
tries to influence capital investment with changes in the interest rate 
will be ineffective (57, p. 85). 
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An investigation corroborating this view was made by Meyer (111). 
The average time from a decision to add plant and equipment until working 
drawings were completed was six months. The average time between the 
start and the completion of a plant or installation of equipment was 15 
monthso This is a total of 21 months from the time a decision is made 
until the plant or equipment is ready for operation (111, p. 128). No 
attempt was made to determine the time between an initial project pro­
posal and a final decision to go ahead with the project. Certainly if 
this management decision lead time were Included, the total time from 
project proposal to project completion could easily extend to two years 
or more. 
The availability of funds in the money market may be as important a 
factor upon the demand for investment as the interest rate Itself. The 
availability of funds needs to be investigated along with the interest 
rate (76, p. 178). 
"Interest rates, like other prices, will tend to rise when the demand 
for money presses hard upon the supply. They fall if the demand falls much 
below the level of supply (119, p. 367).'* Thus, the interest rate in­
directly indicates the availability of outside funds to the firm (66, 
pp. 219-228). There are factors other than the rate of interest limiting 
the availability of funds. The lender's risk varies from one borrower 
to another depending on equity and productive capacity of the borrower 
even though the nominal rate of interest quoted by a lending institution 
may be the same for all borrowers (81, pp. 258-278). 
Availability of outside funds is affected by the general economic 
well being of the industry. Funds flow more readily, even at the same 
Interest rate, to an expanding industry compared to a declining industry. 
The maturity of a loan which may be acceptable to the borrower may not 
be acceptable to the lender (24). The rate of interest, although admitted­
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ly Imperfect, may well be the best quantifiable variable for indication 
of the availability of funds (42, pp. 927-935). 
Shackle concluded his general remarks on the effectiveness of the 
rate of Interest upon the demand for Investment with the following state­
ment, "It seems likely that the Interest rate, or the system of rates, will 
continue to receive from theoreticians the homage due to a ceremonial 
monarch, without in fact counting for more than such a monarch in the 
real affairs of western nations (130, p. 252)." But let us keep in mind 
that the rate of Interest still may be an important variable as an indi­
cator of fund availability and as a planning criterion for comparison of 
alternative investments. 
It has been hypothesized that the quantity of liquid assets'has a 
strong effect upon investment activity. Even in cases where a firm has 
high liquidity, however, fund availability and the Interest rate may still 
play an Important role (36, p. 29). The use of internal funds for in­
vestment activity is influenced by at least two factors: (1) the 
reluctance of some businessmen to go outside for investment capital 
because of the fear of outside control and (2) the market rate of interest 
compared to the internal rate of return (99, p. 8-17). Kuh indicates 
that the discrete decision on the use or non-use of external funds for 
financing is more important than the equity ratio or the liquidity of 
the firm. A decision against use of external funds will put an upper 
limit upon the potential growth rate of a firm -- particularly the smaller 
firms and the firms that would otherwise be growing most rapidly (99). 
Regardless of the empirical effect of the Interest rate upon invest­
ment, the rate of return remains a criterion for decision when a firm 
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makes a decision among investment alternatives. Greater emphasis in 
recent theory is being placed upon the internal rate of return or Keynes' 
marginal efficiency of capital as a more Important criterion than the 
market rate of interest for decision-making. It is also one of the 
criterion most often suggested in macro economics for decision-making by 
governments to select between recommended investments. The rate of return 
on public projects has been called the social rate of return (132). 
Several economists have suggested the comparison of shadow prices 
from programming of various projects as decision criteria (132, p. 15; 
145, p. 8; 35). Solow wrestles with the social rate of return and con­
cludes that the private rate of return or the marginal efficiency of 
capital to a profit making firm may be the best approximation of the 
social rate of return. This approximation should be tempered because of 
several factors: (1) part of the return to private enterprises may be 
due to monopoly profit; (2) market prices may not reflect true societal 
utility (because of an uneven Income distribution) -- it is for this 
reason that shadow prices and accounting prices are often suggested-as 
criteria for judgment rather than market prices; (3) private returns con­
tain a higher allowance for risk than would be needed for society as a 
whole; (4) private rates of return do not account for external economies 
and diseconomies;^ and (5) it is difficult to assess the rate of return 
due to the incidence of business taxes (132, pp. 68-78). 
Many rates of return have been considered by economists. The market 
^For a brief resume of external economies and diseconomies, see 
Ellis and Fellner (44) and Adams and Wheeler (3). 
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rate of interest, the marginal efficiency of capital (called the internal 
rate of return by some), and the social rate of return have all been sug­
gested as influencing investment. In this study, the market irate of 
interest will be investigated as a possible explanatory variable affect­
ing investment demand for farm buildings. 
The role of capacity and the accelerator 
One of the more recent developments in capital theory is the emphasis 
on the effect of capacity on the demand for investment. Almost all recent 
writers include plant capacity in one form or another as an economic 
variable affecting the demand for investment. The development of the 
use of the capacity variable is primarily an outgrowth of the Keyneslan 
accelerator theory. 
Chenery investigated a number of investment demand functions based 
upon the accelerator and a measure of industry capacity (17, pp. 1-23). 
There are Industries which apparently always have a substantial propor­
tion of overcapacity. It is this class of industries where a substantial 
amount of overcapacity exists as a usual part of business that the capacity 
models gave the best results. The accelerator models gave the best re­
sults in industries where there was little continuous overcapacity.^ 
Thus, the theory and use of the capacity variable have developed 
2 because of some of the short-comings of the accelerator principle. 
Other writers also suggest the capacity variable as a determinant 
^Here by over capacity is meant unused capacity. 
^These shortcomings are listed in a prior section. 
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of the demand for investment. Meyer and Kuh hold that the accelerator 
assumes change in capital stock is a linear function of the rate of change 
in output and that no excess capacity exists. Since this is generally not 
true in the real world, a measure of capacity utilization should be 
a better variable to use in an econometric investigation than the accel­
erator (77). "Given secular overcapacity, the level of output and the 
firm's capital stock become the relevant variables" for investment demand 
(110, p. 15). Tsiang found that profits of individual firms were closely 
related to both the output and the capital stock (150, pp. 325-341). 
Given the drawbacks of the accelerator and the recent developments 
using the capacity variable, an attempt will be made to develop a capacity 
variable as an explanatory variable for farm building investment demand. 
The effect of the accelerator will also be investigated in this study. 
The measurement of utility 
The utility function of decision-makers affects investment. Since 
profit is not necessarily the highest ordered element of the utility set, 
a variable measuring utility could be an important explanatory variable. 
However, the measurement of utility has had a long and controversial 
history. The argument on the feasibility and acceptability of the 
measurement of utility still continues (52, pp. 418-424). Most of the 
recent attempts at proof of cardinal utility are based upon the Von 
Neuman-Morgenstern approach (161, p. 18). This concept was further 
extended and elaborated upon by Friedman and Savage (50, 51). 
In order for the measurability of utility by probabilities to exist, 
the following axioms must hold: 
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Axiom I: (completeness) For the choice maker there is a transi­
tive, complete ordering of all the alternative possible 
choices so far as his preferences are concerned. 
i) A > B or B > A for all A, B in X, where X is the set of 
all choices and A and B are elements in the set X. 
(comparability) 
ii) If A > B, B > C, then A > C for all A, B, and C in X. 
(transitivity) 
Axiom II: (continuity of the preference relation) If A > B > C, 
then there exists a probability p restricted to 0 < p < 1 such 
that B " [pC + (l-p)A], where [pG + (l-p)A] is the certain 
prospect in which C will be realized with probability p and 
A with probability (1-p) . 
Axiom III; (strong independence) If A > B, then [pA + (l-p)C] > 
[pB + (l-p)C] for all A, B, and C in X and for any p where 
0 < p < 1. 
Axiom IV: In the uncertain prospect [pA + (l-p)Bj for all A, B, in 
X and 0 < p < 1, it makes no difference what the process is 
for determining whether A or B is received so long as the 
value of p is unchanged (4, p. 36; 106, pp. 116-121). 
From these axioms and the assumption that a utility function is 
monotonie, it is possible to develop a utility index unique up to a linear 
transformation of the type y = a + bx. 
A simplified version was proposed by Baumol (8b, pp. 61-67). The 
Baumol proposal suggested making the comparison of the certain prospect 
with the best possible choice and the worst possible choice that could be 
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thought of by the recipient. This suggestion actually corresponds to some 
of the psychological scaling techniques which have been in use by psychol­
ogists for many years (129, 141, 142, 149). 
Most psychological measurement of attitudes or preferences are based 
upon Thurstone's law of comparative judgment (141). This law states that 
the outcomes of a discriminai process resulting from a stimulus are 
normally distributed with the mean at some point on the psychological 
continuum. The psychological continuum is a continuum of subjective 
magnitudes. The modal discriminai process is the process most often 
associated with the stimulus and in the normal distribution is also equal 
to the mean. The discriminai dispersion of the stimulus is equal to the 
standard error. Both the and the for the event may be different 
for each 1. 
Since the psychological scale is strictly subjective, i.e., has no 
physical continuum to which the events may be related, the observer must 
scale events indirectly. The individual subject must make these dis­
criminations on his own psychological continuum. Mathematical models 
have been built to estimate the scale values (149, pp. 166-204). Further­
more, the scale values are aggregated over people by a number of psycho­
logical scaling models with the use of the standard error as the unit of 
measurement. This aggregate scaling of preferences is both ordinal and 
cardinal to the extent that it is unique up to a linear transformation. 
Another method of psychological scaling is the judgment of certainty 
method (168) . Aggregation of preferences can also be obtained by this 
method (128, p. 12-15). 
All of these various proposed methods of the measurement of utility 
40 
and aggregation of psychologically scaled preferences are a useful theo­
retical background for the consideration of societal decisions. A further 
and more complete history of the utility measurement concept and its use 
in the economic welfare and social welfare function can be found in 
Rothenberg (122). If a practical method for aggregate utility measurement 
can be developed, it should be an important explanatory variable for 
aggregate investment demand. 
Technology and capital theory 
Technology has been defined in various ways. Technology is the 
improvement in productive processes; it is the increase in output per unit 
of input (132); it is new inventions, the over-all improvement in the 
arts, and the improved education and training of labor ; it is learning 
by doing (6) . 
Arrow recently proposed a theory of technological progress which, 
if taken to its logical conclusion, has very strong policy implications 
(6). The theory states that technological advance is dependent upon 
continually making new Investment, learning from the errors and improve­
ments in this new investment, and developing new techniques from this 
learning experience to be incorporated into the next generation of 
Investment. Thus, technological progress Increases geometrically as 
Investment increases geometrically (when new investment is a constant 
percent of total existing investment). As technology advances faster 
and faster, entrepreneurs' expectations could bring a slow-down in new 
Investment on the assumption that any new Investment made now will be 
outmoded so quickly that new capital is not worth installing. 
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Entrepreneurs would wait to see what new techniques are developed. This 
waiting in itself (because technology is learning and making improvements 
from experience) would stop the advance of technology. This theory 
suggests that in some cases the government would be justified in subsidiz­
ing development of new technology even to the point of making selected 
investments in capital stock. The government, of course, has and is 
investing heavily in the development of technology. The entire range 
of defense and space research is an Investment in technological develop­
ment. Many of the developments made in defense research are transferable 
to private Industry. The investment in the state universities, and land 
grant universities, and the state experiment station system is all an 
investment in the advance of technology by governments. 
Most recent theory hypothesizes that the demand for capital goods 
is affected by the rate of technological change. If the rate of techno­
logical change increases, the demand for Investment activity will also 
Increase; if the rate of technological change decreases, the demand for 
investment will decline (all other things remaining unchanged). Some 
technical improvements may be wholly "organizational,"^ but most are 
likely to be Incorporated in new capital goods. Therefore, technical 
progress requires a positive rate of gross Investment (109). 
An Increase in the rate of technical progress will cause an increase 
in aggregate output and a subsequent increase In the growth rate. "If 
^An example of an Increase in output with no new investment In capital 
stock is the case of the "Hondal effect." The Hondal Iron works of 
Sweden made no new investment for a period of 15 years and yet experienced 
approximately a 2% per annum Increase in output per man-hour (103, pp. 
129-133). 
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faster technical progress took the form of a more rapid annual increase in 
the productivity of new capital relative to older capital, it would also 
become more profitable to replace capital more frequently," and the demand 
for investment activity would increase (40, p. 47). 
A substantial proportion of replacement is caused by technological 
change. The remainder of replacement is caused by rising maintenance 
costs. Ifeny problems in investment come from the fact that the physical 
life of most investment items outlives the technological and economic life 
of these investment items (108, p. xiii). 
Existing capital stock does not generally just wear out. Repairs 
and maintenance are made so there is really no required periodic replace­
ment of plant and equipment due to physical deterioration. Haavelmo 
states that "capital lasts forever when maintained (67, p. 11)." Prein-
reick says that "the lifetime of a good (machine or building), provided 
parts of it are repaired or replaced from time to time, can be extended 
almost indefinitely (117) 
It is true that some equipment is shorter-lived in the sense that 
if no repairs or replacement of parts were made, it would wear out sooner. 
Any stipulated depreciation or method of depreciation, however, on an ex 
ante basis is strictly arbitrary. All accounting methods used are merely 
conventions whose choice is a matter of convenience. There is no "true" 
depreciation method (105, p. 10). 
A decision model to determine the time for replacement of items of 
existing capital stock can be developed which is independent of any 
arbitrary accounting method used for depreciation. 
For example, consider a capital stock K° in the production function 
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X = f(L, K°). This capital in combination with the quantity of labor L 
produces an output in the first period. The quantity of X produced with 
this given amount of labor L and capital K° declines from the first to 
the n-th period as the capital stock deteriorates. Or perhaps the quality 
of output declines over the n periods even though the quantity does not. 
In order to maintain both the original quality and quantity of X^, more 
labor and capital inputs in the production function are necessary in the 
form of repairs and maintenance. When capital services decline over the 
n periods, do these services decline to such an extent that the capital 
stock is replaced or abandoned in less than n periods; or do maintenance 
costs rise so high In order to produce the original quantity and quality 
of output that the stock of capital must be replaced at some point in 
time less than n? 
Another problem is the change in technology occurring during the n 
periods for which K° is giving off its capital services. The Improvements 
in technology cannot be taken advantage of without replacement of the old 
capital K°. Suppose that a new type of capital K* is developed to take 
the place of K°. L remains the same per period. The new capital K* 
results in an improvement In the quality, or an Increase in the quantity 
of the output per period, or both an increase in quality and quantity 
produced per period. Does K° continue in use for n periods as it was 
expected to before the development of the new capital K*, or will K° now 
be replaced in less than n periods? 
Assume that both of these effects occur: (1) a declining flow of 
services from the capital stock or a rising cost of maintenance and re­
pairs to maintain the flow of services and (2) an Increase in output with 
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the same labor Input is made possible by replacement with a new capital 
stock embodying advances in technology. If these two dynamic effects 
occur and if these effects are at all substantial during the n periods 
the old capital stock is rendering its service, the old capital stock may 
be abandoned, replaced, or remodeled (if remodeling is possible) in 
less than n periods. What criteria are used to determine the time when 
the change in the capital stock is made? 
The same decision model can be used to determine the time for 
replacement whether the cause is rising maintenance costs or an advance 
in technology. Assuming that there should be an investment at all in a 
particular product line, the time to replace old capital stock is when the 
marginal cost plus the disposal value of the old capital is greater than 
the marginal revenue plus the remaining discounted net return to the old 
capital (105, p. 106). This may be expressed in the following formula: 
(2.15) MC + D > MR + L —^^77 
1=1 (l+r)i 
where MC is the marginal cost, D is disposal value of old capital, MR is 
the marginal return, R is the expected net return to old capital, and r 
is the discount rate. 
As maintenance and repair costs rise, the marginal cost curve will 
rise bringing closer the time when the old capital stock must be replaced. 
In a free-market economy with free entry, changes in technology will 
allow new entrants to use new, more productive capital. Existing producers 
would also expand output with the addition of new capital. There will be 
two marginal cost curves — the one for new producers with new capital to 
the right of the one for existing producers with old capital. The industry 
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marginal cost curve will be a weighted average of the two individual cost 
curves. The Industry cost curve will always be lower than the cost curve 
for old capital. This will necessitate replacement of old capital by 
existing producers in order to bring their marginal cost curve into line 
with the industry cost curve. Thus, in a relatively free-market economy 
such as in agriculture, there will be rapid adoption of new techniques 
and a relatively short replacement schedule for capital stock. Any change 
in the rate of development of new technology will, therefore, have a 
substantial effect upon the over-all demand for investment in capital 
goods. 
In economic sectors where monopolistic elements exist either on the 
part of labor or business, the effects of advances in technology upon the 
replacement of capital stock is not so clear (44). Adoption of technolog­
ical change has been retarded in the railroad industry by the railroad 
labor brotherhoods. Court action was finally necessary to restrict 
this monopoly. Only now for the first time since the replacement period 
following World War II are substantial Increases in orders for replacement 
railroad stock being made (20, p. 90). A major stimulus for adoption of 
advanced techniques in the United States steel industry has come from 
competitive Influence abroad. 
The main cause for capital stock replacement in monopolistic indus­
tries is the rising marginal cost curve caused by Increased maintenance 
and repair costs. The effect of technology upon the time of replacement 
of old capital stock may be indeterminate in a monopolistic economy. In 
this case the effect of technological advance is felt only when replacement 
of old capital is made due to rising maintenance and repair costs. Rarely, 
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If ever, is an old piece of equipment replaced with a new piece of equip­
ment that has the same embodied technology as the old equipment.^ There­
fore, there may be a greater lag in the effect of technology upon the 
demand for investment of capital stock in an economy where imperfect 
competition is the rule. 
In order to quantitatively assess the effect of technology upon the 
demand for investment, some numerical measure of technology must be used. 
Several methods are presently used for the measurement of technology. 
One method used in regression analysis is the time variable to indicate 
the effect of technology (139, p. 49; 151, pp. 65, 66). "Such a time 
variable ... implies that a known continuous funetion represents change 
in technology. It is doubtful that development of technology or its 
subsequent application follows a continuous function. From a statistical 
standpoint, a time variable may reduce the variance more than can right­
fully be accounted for by changes In technology. %us, the use of a 
time variable to represent change in technology Is not wholly satisfactory 
(127, p. 657)." On the use of a time variable. Arrow says, "From a 
quantitative, empirical point of view, we are left with time as an ex­
planatory variable. Now trend projections, however, necessary they may 
be in practice, are basically a profession of Ignorance, and, what Is 
worse from a practical viewpoint, are not policy variables (6, p. 155)." 
Output per man-hour has also been frequently used as a measure of 
technological change (61, p. 148; 91, pp. 32-34; 135, p. 49; 7, pp. 120, 
^When a man trades in his old 1955 Chevrolet, he does not buy a new 
1955 Chevrolet for two reasons -- there are no new 1955 Chevrolets avail­
able and he wants the new technologies that have been built into the 
1965 Chevrolets. 
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121). There are also limitations for the use of this measure (127, pp. 
657-658). Although changes in technology are usually associated with 
capital Inputs, the output per man-hour cannot delineate between improve­
ments in capital Inputs and Improvements due solely to improved organiza­
tion or training of labor. There can be an increase in output per 
man-hour over an extended period without any change In capital inputs. 
This kind of increase in output per man-hour must be ascribed to learning 
by labor and management (103). 
Other aggregate methods have been used. Solow assumes changes in 
technology are embodied in capital goods. He obtains a geometrically 
increasing function of capital, puts this result as a variable into an 
aggregate production function, and fits the aggregate production function 
by conventional least squares (132, pp. 78-90). Arrow develops a somewhat 
similar model also predicated upon the assumption that improvements in 
technology are embodied in new capital (6). 
An index for technology based upon discrete analysis has been sug­
gested. An index showing the presence or absence of certain production 
techniques in use by a producer or by an industry is the basis for this 
measurement of technology (127). The empirical portion of this study 
will investigate the discrete analysis method, the time trend method, 
and the output per man-hour method of the measurement of technology. 
Summary, 
An attempt has been made to bring together in this chapter some of 
the important facets of investment theory as it has developed to the 
present time. 
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The following explanatory variables seem to be the most acceptable 
to the present plethora of investment theories: 
1. The role of the rate of interest remains controversial. The 
Interest rate may be a proxy variable for availability of external funds; 
but as the price of money, its effect is considered negligible by many 
theorists and econometricians. 
2. The marginal efficiency of capital interpreted as the internal 
rate of return is suggested as an aid in planning for use by individual 
firms and by governments to select among investment projects, to smooth 
out the business cycle, and to facilitate economic growth and development. 
Expected returns are an integral part of the marginal efficiency of 
capital. 
3. Usually a variable indicating expectations is included as an ex­
planatory variable. This variable may take a number of possible forms. 
Some of these forms are indicated by Equations 2.6 through 2.9. 
4 .  The accelerator and a number of modifications have been used as 
explanatory variables. The most important accelerator modification is to 
specify a measure of capacity or a combination of a measure of capacity 
and gross income as explanatory variables. Gross output as well as change 
in output has been used as an accelerator. Gross output is dependent 
upon capital in the production function. 
5. Net Income or corporate profits has beer, used in most equations 
estimating the demand for investment. The profit motive in a capitalistic 
society is one of the highest ordered elements in the utility set and is 
thus one of the motivating forces in the expansion of investment. Net 
profit is also used as an indication of internal fund availability for 
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capital Investment. 
6. The cost of capital is an important variable. Usually price 
indices or price ratios are Included to indicate the variation in costs 
of capital and in prices received for products. Price ratios may also 
be Included to indicate possible substitution effects between the demand 
for capital and the demand for other Inputs. 
7. The equity ratio has been considered an important variable since 
it indicates the extent (in the case of unincorporated businesses) a 
business may reasonably extend Itself for new investment. 
8. Liquidity is considered Important. This is particularly true of 
small businessmen and farmers who traditionally prefer to make new invest­
ments from Internal funds. These two classes of entrepreneurs have also 
traditionally had a greater aversion to risk. 
9. The amount of stocks of capital goods on hand influences the need 
for additional capital Investment since it Is normally the total services 
of capital that are desired and not the capital stock for Itself. The 
amount of existing stock affects the demand for replacement. 
10. Some measurement of technology is normally Included either as a 
simple time variable or as a measure of output per unit of input. In a 
relatively free-market economy such as agriculture, technological change 
Is probably one of the most important sources of Investment demand. 
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CHAPTER III. A REVIEW OF ECONOMETRIC INVESTIGATIONS 
A number of econometric studies have been made on the demand for in­
vestment In productive plant and equipment. Some of the recent studies 
will be reviewed in this chapter. The models used, the assumptions under­
lying the models used, the methods of statistical estimation employed, and 
a general indication of results obtained will be summarized. The studies 
will be reviewed in chronological order with the earliest study first. 
The Studies 
Klein 
Klein made one of the earliest and most extensive studies on the de­
mand for investment that has yet been done (93). He estimated the demand 
for Investment for a number of industrial sectors, and found little re­
lationship between Investment and the rate of interest in almost all 
industries Investigated. However, there was significant negative corre­
lation between the interest rate and Investment in the railroad and 
utilities Industries. Both of these industries have high capital-output 
ratios and high capital-labor ratios. The proportion of the total Input 
cost attributable to capital is perhaps larger in railroads and utilities 
than in any other industry. This may be the reason why the interest rate 
seems to have greater influence on investment in the railroad and utilities 
Industry than in most other economic sectors. Since modern agriculture 
also is highly capitalized, there may be reason to believe that the 
Interest rate could have an effect on the demand for plant and equipment 
in farming. 
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Chenerv 
In 1952, Chenery presented a theoretical and empirical presentation 
of the effects of the accelerator and plant capacity on the demand for 
Investment (17). He hypothesized that too much emphasis had been placed 
on the accelerator effect. He further hypothesized that for industries 
where overcapacity was the general rule, a measure of capacity utiliza­
tion would have greater causal effect upon investment activity than the 
accelerator. 
Chenery used two models. One model was the usual accelerator model. 
The second was a model containing a measvire of under- or overcapacity 
without the inclusion of the accelerator. The estimation procedure used 
was ordinary least squares. Chenery found that the accelerator gave 
good results on industries where, on any industry-wide basis, there was 
little or no overcapacity. The accelerator model, however, gave quite 
poor results in industries where there was normally a substantial pro­
portion of overcapacity. In the class of industries having continual 
overcapacity, the capacity model gave much better results than the 
accelerator. 
Chenery attributed the continuing substantial proportion of over­
capacity in certain Industries to large scale economies. None of the 
usual statistical test results were published. However, Chenery explained 
that the main presentation was concerned with development of the theory 
of the effect of capacity upon investment. 
52 
Gehrels and Wiggins 
Gehrels and Wiggins made a study on the demand for manufacturers' 
fixed investment using time series data. They were particularly Interest­
ed in determining whether there was any statistical significance in the 
effect of the rate of interest upon the demand for investment (57). If 
there was such an effect, Gehrels and Wiggins hypothesized that the effect 
is not due to the classical theory of the cost of money, but rather to 
capital rationing. They proposed that the interest rate be introduced 
as a determinant of Investment more or less as a proxy variable measuring 
fund availability. As the interest rate rises, the availability of funds 
is believed to contract; and if the interest rate falls, the funds avail­
able are believed to expand. There is no way to empirically delineate 
whether an Interest rate effect is due to the cost of capital or to the 
availability of funds. They cite interview surveys to indicate that 
decision makers generally disregard or pay little attention to the rate 
of Interest when making a new investment.^ The presumption is that a 
significant effect on investment by the rate of interest would be the 
result of fund availability. 
The model published by Gehrels and Wiggins was a linear model con­
taining the following independent variables: profit lagged one period, 
the price index of new capital goods lagged two periods, the rate of 
interest lagged two periods, and a ratio of cash and government bonds to 
liabilities as a measure of liquidity. The dependent variable was the 
^One of the surveys cited by Gehrels and Wiggins is the survey made 
by Eisner (36). Some of the theoretical hypotheses resulting from this 
survey are reviewed in Chapter II of this thesis. 
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current investment in plant and equipment. All variables were deflated 
by the wholesale price index. The model was estimated by ordinary least 
squares on semiannual time series data. 
The industrial bond interest rate was used in one equation and the 
government bill rate in another. The industrial bond rate was more sig­
nificant than the government bill rate. The investigators believed that 
investment decisions were more affected by the rates industrial bonds 
could be sold for than the government bill rate since funds for industrial 
expansion came from industrial bond sales. The profit variable had the 
highest statistical significance level. The price ratio of capital goods 
was positive when according to economic theory it should be negative, and 
the liquidity variable was statistically significant. The rate of Interest 
Is lagged one year. For policy purposes, this lag is too long to effect­
ively influence investment during the business cycle by controlling the 
rate of interest. 
Meyer and Kuh 
Meyer and Kuh in a 1957 study (110) included a review of investment 
theory paralleling Chapter 11 of this thesis. 
They fitted linear functions using the distributed-lag accelerator 
in some models and a distributed-lag measure of capacity utilization in 
others. Their findings Indicated preference for the capacity utiliza­
tion variables over the accelerator variables. Contrary to the findings 
of Gehrels and Wiggins, Meyer and Kuh found that liquidity was one of 
the statistically significant variables affecting capital Investment. 
However, the formulation of the liquidity variable in the Meyer and Kuh 
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models was more nearly like an equity ratio than the variable used by 
Gehrels and Wiggins. 
The Meyer and Kuh study estimated equations based upon cross-section 
data, time-series data, and a combination of cross-section and time-
series data. The advantages of the use of cross-section over time-series 
data included the nonviolation of the assumption of independence between 
successive observations and the reduction of the problem of multicol-
linearity between "independent" variables. There is at least one dis­
advantage of cross-section data. Aggregation and prediction with cross-
section data makes the assumption that the relative proportion between 
components will be the same in the future as it was in the past. 
For the equations fitted on time-series data, the usual ordinary 
least-squares procedures were followed. 
The combination of cross-section and time-series data into one model 
was an interesting technique. The time series covered only five to seven 
years. Time series of this length were available for all variables and 
firms from which cross-section data had been obtained. All observations 
in time, t-i, as well as those at time t were treated as cross-section 
observations. The justification for following this procedure was that 
with a large cross-section sample, the portion of the error variance-
covarlance matrix associated with the short time series is too small to 
be significant. A number of investigators have now followed this general 
procedure when working with lagged variables and the accelerator (37, 28). 
Variables used in the models estimated included gross investment as 
the dependent variable and the following explanatory variables: unlagged 
sales, lagged or unlagged net profits, lagged depreciation expense, a 
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capacity variable,^ current change In sales, depreciation reserves, net 
quick liquidity, and the ratio of current dividend declarations to net 
profits. %e interest rate was not Included because in observation of 
the correlation matrix of the proposed variables, the correlation between 
the interest rate and the gross capital Investment did not appear to be 
significant. 
Each of the variables listed in the prior paragraph except Interest 
were statistically significant In at least one or more of the equations 
reported. 
Cromarty 
The demand for agricultural equipment was investigated by Cromarty. 
He fitted linear functions to explain the demand for farm trucks, farm 
tractors, and other farm machinery (22, 23). For the demand equation 
for farm trucks, Cromarty Included the following explanatory variables: 
net farm income, the ratio of the price of trucks to prices received by 
farmers, the replacement rate of farm trucks, the annual asset position 
of farmers, and the trade-In value of farm trucks. The published equation 
had a good coefficient of determination at .96, but two of the five ex­
planatory variables were not statistically significant. 
Ordinary least squares was the estimation procedure. The significant 
variables were net farm Income, the ratio of the price of trucks to prices 
received by farmers, and the trade-in value of trucks. 
The study estimated separate demand equations for tractors and other 
Current sales times a selected prior peak ratio of gross fixed assets 
to sales. 
farm machinery.^ The explanatory variables were; the price index of 
machinery, the prices received by farmers, the prices paid by farmers, 
the annual machinery inventory, the asset position of farmers, the net 
farm income lagged one year, the size of farms in tenths of acres, and the 
labor cost index. All variables except the machinery inventory and the 
size of farms were deflated by the price index of all commodities. Again 
ordinary least squares was used on all single equation models. On all 
the single equations reported, the coefficients of determination were from 
.70 to .95 with all but one below .85. Although the R 's were acceptable 
in most equations, the number of statistically nonsignificant variables 
was from 40 to 60 percent. The significant variables included the ratio 
of prices paid by farmers to the wholesale price index, the asset position 
of farmers at the beginning of the year deflated by the wholesale price 
index, an index of labor costs deflated by the wholesale price index, and 
an index of farm machinery prices also deflated by the wholesale price 
index. 
Cromarty tested all the single equations estimating the demand for 
machinery and tractors for serial correlation using the Curbin-Watson 
test (34). All equations were either serially correlated or the d 
statistic fell in the inconclusive range. However, the only apparent 
effort to correct for autocorrelation was the estimation of one equation 
2 by ordinary least squares on the first differences. The errors of this 
^Other farm machinery includes all farm machinery not included by 
tractors or trucks. 
2 If the original equation is y^ = bx^ + u^, estimation of first dif­
ferences would be: (y^  - y^ -i) = b*(xt - + e^ .. 
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equation were found not to be independent and the d statistic fell in the 
inconclusive range. The first difference equation had fewer significant 
2 
variables and a lower R than the original equation. 
Cromarty simultaneously estimated the demand for the three classes 
of farm equipment using the limited information maximum-likelihood method. 
Based upon the proportion of statistically significant variables, the re­
sults of the simultaneous equation approach were poor compared to the 
single equation approach. The Cromarty studies were among the first and 
most extensive work done on the demand for farm equipment. 
Eisner 
In 1960 Eisner studied Investment demand using the distributed-lag 
accelerator (37).^ Eisner based the use of the accelerator approach on 
the assumption that business firms try to maximize some monotonlcally 
increasing function of profits subject to a production function with 
decreasing marginal returns to factors. 
More detailed hypotheses Included: (1) Increase in sales over a 
period of years should generate Increases in Investment, therefore: 
(3.1) — f(Sj._j^, S^_2» ...» 
where is current investment, Sj._£ are the changes in sales from the 
previous year, and n is the number of years changes in sales affect 
current Investment; (2) the accelerator coefficient is higher, the greater 
the proportion of the change in sales is thought to be permanent rather 
^Eisner had previously published an open-end question, interview 
type of study (36). 
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than transitory; (3) the accelerator coefficients should be higher for 
those firms operating closer to full capacity than those operating with 
substantial overcapacity; (4) the accelerator coefficient should be higher 
for firms with rising sales compared to those with falling or fluctuating 
sales. For firms with falling sales, the accelerator coefficients could 
be zero or negative; (5) "Since investment is made in response to expec­
tations of the future return on investment, past profits per se should not 
be relevant to investment, except for imperfections in the capital market 
(37, p. 2)." If not profit, then some other known values -- either taken 
from past experience or from presently known business indicators -- should 
be used as a basis for expectations. Expectations should influence invest­
ment decisions. Previous investigations have also shown that overcapacity 
may be great enough in many industries that the accelerator alone is a 
poor explanatory variable for Investment (110, p. 76). 
The variables were gross capital expenditures as the dependent 
variable and as explanatory variables: net sales changes, profits before 
taxes, depreciation change, gross fixed assets, and net fixed assets. 
The changes in gross sales were divided by the sales in a specified year 
and the remaining variables were divided by the firm's fixed asset value 
in a specified year. The foregoing procedure reduces heteroscedastlclty 
due to variation in size of firms (38, p. 167; 110, pp. 83-85). Two models 
were estimated by ordinary least squares. The general model was: 
(3.2) 
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where is gross investment, Sj. is gross sales, is the value of the 
firm's sales in 1953, is the value of the firm's fixed assets in 1953, 
are current profits, is the current charge for depreciation, and 
is the net value of fixed assets. The general model was estimated with 
two different time periods for the distributed lag, four years and seven 
years. The profit variable showed no particular pattern, the net value 
of fixed assets was not a significant variable, depreciation was signifi­
cant, and about two-thirds of the accelerator coefficients were statisti­
cally significant and positive as suggested by economic theory. The 
accelerator coefficients also tended to get smaller with the greater lag. 
Change in sales was divided by the sales of 1953, because this was 
the largest sales year for most firms over the time period studied. The 
accelerator in this model is not the Keynesian accelerator but an accel­
erator combining the change in gross income with the capacity concept of 
other writers. The empirical results obtained by the model were rel­
atively good. 
Grlliches 
Grlliches used two models to estimate the demand for farm tractors 
(64). In one model the total stock of tractors was estimated as a func­
tion of the ratio of the past price of tractors to the prices received 
by farmers for crops, the rate of interest, and the lagged stock of 
tractors. Therefore, the lagged dependent variable is used as one of the 
explanatory variables. The second demand model estimated the annual in­
vestment In tractors as a function of current prices, the rate of Interest, 
and the beginning of the year stock of tractors. Ordinary least squares 
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was used to estimate the models. Each of the variables was statistically 
significant in at least one or more of the equations reported. This is 
one of the few studies where elasticities have been published. The long-
run tractor price elasticity was -1.50 and the long-run interest rate 
elasticity for investment in tractors was -4.5. 
DeLeeuw 
DeLeeuw made a study of the demand for investment proposing that 
"investment demand is related to industrial bond yields, to output and 
capacity, and to the flow of internal funds (26, p. 408)." 
The dependent variable in DeLeeuw's formulation refers to "investment 
demand" rather than current investment. Investment demand is the amount 
of projects already decided upon less the amount already spent on them. 
Current investment may easily be expenditures which were decided on as 
long as two years before and does not reflect the true investment demand 
(111, p. 128). The model is: 
(3.3) Dt+i = a + bgC^ + bjFt + b^R^ + Uj. 
where D is investment demand, C is capital requirements, F is the flow of 
internal funds, R is the rate of interest, and u is the disturbance term. 
Several indices of capacity were used for the capital requirement variable. 
The internal fund flow was taken to be retained earnings, and the rate of 
interest used was the industrial bond yield. Three different arbitrary 
lag systems were used: the Koyck declining response, a rectangular dis­
tribution response, and a rising, then falling response. 
After the arbitrary weighting of the lags was applied to the date. 
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ordinary least squares was used for estimation of the linear equations. 
The third distributed lag (a rising, then falling response) gave equations 
with the highest coefficient of determination. ranged from (332 to 
.872. All equations were reported to have autocorrelated errors but no 
apparent effort was made to correct for autocorrelation. 
Each of the explanatory variables was significant in one or more of 
the equations supporting the original hypothesis of significant effects 
on investment by capital requirements, internal funds, and the rate of 
interest. There are three major differences between this study and pre­
vious studies. First, DeLeeuw's definition of the demand for investment 
is the difference between projects decided upon and not yet completed 
rather than gross investment expenditure. Second, arbitrary lags are 
used for certain variables. The lag where the response first increased 
and then declined seemed to work best. Using aribtrary lags rather than 
estimating the lag by ordinary least squares (although not Indicated by 
DeLeeuw) also eliminates the multicollinearity^ problem among lagged 
variables. Third, interest rate was found to be a significant variable. 
Prior to this the only studies reviewed here which found the interest 
rate significant were those of Gehrels and Wiggins and of Klein. 
Diamond 
Diamond reformulated the Eisner models (28). Eisner used the change 
in sales to a specified high sales ratio as a distributed-lag accelerator. 
^By multicollinearity is means high intercorrelation between two or 
more of the explanatory variables. This will occasionally cause the 
determinant of the [X'X] matrix to approach zero making inversion of 
[X'X] and estimation by least squares impossible. 
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Diamond used the following accelerator variable: 
(3.4) 
Ft-1 Ft-2 
where S is sales and F is fixed assets. This variable is then lagged four 
times. Other variables were lagged profits to fixed assets, lagged depre­
ciation charges to fixed assets, and a variable describing the difference 
in fixed assets between the first and last periods of the distributed-lag 
accelerator. The full model is as follows: 
where I is gross investment, F is gross fixed assets, S is net sales, P 
is profits before taxes, D is depreciation charge, and u is the distur­
bance term. 
The equation was estimated by ordinary least squares for a number 
of industry groups. The results corroborate Eisner's findings, that is, 
there is an accelerator relationship with sales, and profits also show up 
9 
significantly. The R 's for various equations range from .19 to .38. The 
interest rate was not included as a variable. Diamond got substantially 
higher accelerator coefficients on a subgroup of industries whose sales 
had been expanding compared to industries where sales had fluctuated or 
declined. These results also support the Eisner hypothesis that the 
accelerator coefficients could be zero or negative with overcapacity or 
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if changes in sales were not positive. 
Scott 
In a study by Scott, the interest rate was found insignificant in the 
demand for investment in land (126). The linear model was estimated 
by least squares, and national aggregate quarterly time-series data was 
used. Farm income and a seasonal effect were significant. 
Heady and Tweeten 
In 1963, Heady and Tweeten published a study of the demand for in­
vestment in machinery, plant, and equipment in agriculture (74, pp. 264-
352). Only a brief review of this extensive study can be made here. 
Heady and Tweeten reviewed recent theory and developed some behavioral 
hypotheses for testing in the agricultural sector. They suggested that 
many of the macro models may not be applicable in agriculture because of 
the relatively small proportion that agricultural Investment is of total 
Investment. Lack of sufficient data and length of time series in agricul­
ture prohibited use of the more elaborate Investment models recently used 
in other economic sectors. 
They proposed that the demand for investment in capital stock by 
farmers comes from the requirement for the services given off by the stock 
of capital to produce the agricultural products demanded by consumers. 
Therefore, the amount of existing capital stock as well as the current and 
expected demand for output will have a substantial effect upon current 
investment. This hypothesis could be suggested equally well for other 
economic sectors. However, current Investment expenditure is the variable 
used to adjust existing stocks to produce the capital services needed in 
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the agricultural production function. 
Most studies of investment have included corporate profit or net 
income as an important variable. With corporations it is easy to separate 
business decisions from "household" or consumption decisions, whereas 
net farm Income is used by both the firm and the consuming household. 
The influence of net farm income on investment in agriculture is not as 
easy to delineate, therefore, as the influence of net income in other 
economic sectors.^ 
Heady and Tweeten used net farm income in the demand function assum­
ing that in many cases part of farm family consumption is purchase of 
machinery and equipment for prestige or other non-monetary utility 
reasons. Price ratios of the investment capital to the prices received 
by farmers may also be important decision variables in the demand func­
tion. The function proposed for machinery demand was: 
(3.6) Qjj = f^p' 
where is the current annual purchases of machinery, is the price of 
machinery, Pj^ is prices received by farmers, Pg is the price of hired 
labor, Yp is net farm income, E is the equity ratio, is the stocks of 
productive capital, is the stocks of machinery, A is farm size, rg is 
the short-term interest rate, G is government programs, and T is time (74, 
p. 277). Because of data limitations and the limitation on observation 
^The same problem of separation of business decisions from household 
decisions also exists in many small locally owned and unincorporated 
businesses across the nation. The investment activity and influence on 
the total economy of these small businesses has also been little studied 
in recent investigations of investment in capital stock. 
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numbers, not all variables included in Function 3.6 were used in any one 
empirical equation. 
A number of models using different combinations of the proposed 
variables were estimated from available empirical data (74, pp. 278-283). 
Coefficients, standard errors, R^'s, and the Durbln-Watson statistics are 
reported (74, p. 294). R^'s ranged from .92 to .98. Except for the 
price ratio of machinery prices to hired labor prices and the government 
payments variable, each of the variables in Function 3.6 was significant 
in one or more of the equations reported. 
Further work was done on the demand for machinery, including esti­
mation of structural supply and demand equations by the limited-informa­
tion-maximum- llklihood method. Separate equations were also estimated 
for the demand for autos, tractors, and motor vehicles and projections 
were made. The statistical results of the demand equations for disag­
gregated investment were not as good as the demand equations for all 
farm machinery. 
The demand for farm buildings was also studied. Time-series data 
for the gross and net Investment in building Improvements and machinery 
as an aggregate were available. Demand equations Included the following 
variables: gross annual investment in buildings, motor vehicles, and 
other farm machinery, the stock of buildings and all farm machinery on 
hand at the first of the year, the change in stocks from one year to the 
next, the index of cost of building materials and machinery to prices 
farmers receive, the equity ratio, net income of farmers deflated by 
prices paid by farmers, various weightings of past incomes, and the time 
variable. Different equations were fitted using both gross investment 
and the net change in stocks as dependent variables. Good results were 
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obtained with gross Investment, but the equations with the net change in 
investment did not give good results. 
A further set of demand equations were estimated using aggregate 
productive assets as the dependent variable. "Die results using various 
models were less satisfactory with R^'s ranging from .663 to .821 (74, 
p. 344). Elasticities were reported for all variables. Projections were 
made for aggregate productive capital. 
The Heady and Tweeten study is the most extensive work which has 
been done in the area of demand estimation for capital investment in 
agriculture. The statistical results on the whole were very good. The 
hypotheses o£ the study were supported by the empirical results. The 
general hypothesis was the demand for capital investment in agriculture 
is dependent upon the price of capital, prices received by farmers, 
prices paid for hired labor, net farm income, the equity ratio, the stock 
of capital on hand, the size of farm, the rate of Interest, government 
payments, and technology. 
Kuh 
In 1963 Kuh made a study on the growth of capital stock (99). He 
reviewed some of the contemporary theory and investigated the accelerator 
and capacity utilization theories. Capacity utilization was preferred by 
Kuh to the accelerator theory. Kuh emphasized the use of Internal and 
external funds. The firm which limits Itself to Internal funds because 
of aversion to risk or outside management limits its potential growth 
rate. The growth rate of a firm will range between a lower bound and an 
upper bound. The lower bound is determined by the amount of retained 
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earnings and the upper bound is restricted only by the use and availability 
of external funds. Kuh considered both external and internal capital 
rationing (99, pp. 32, 33). This subject is also treated in an earlier 
work by Heady (71, pp. 550-557). 
Several models are developed including models of capital adjustment. 
The hypothesis Is that producers wish to adjust their present existing 
capital to some desired amount. The coefficient of adjustment indicates 
the degree to which the desired amount is realized In any one year. The 
general adjustment type model is: 
(3.7) It = b(lg - lT_i) 
where It is the net Investment in capital for the period t, 1^ is the 
T total amount of Investment desired for period t, and It_i is the total 
amount of investment at the end of the previous period t-1, and b is the 
coefficient of adjustment. As the coefficient of adjustment approaches 
one, the speed of adjustment increases to a maximum. 
The problem in using adjustment models is finding appropriate data 
for the "desired capital" variable. A measure of sales and capacity 
utilization of past years as a ratio may be used to indicate what has 
apparently been the desired, or at least the existing relationship be­
tween output and capital. This assumes that if a certain relationship 
between output and capital persisted for some time, this must perforce 
have been the desired amount of capital. This same capital-output ratio 
must be assumed to be the desired future relationship. Therefore, some 
function of gross output must be used as a proxy variable for the desired 
amount of capital. In many respects this approach is nothing more than 
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a further modification of the accelerator because of the data which must 
be used to estimate the model, although it may be conceptually different 
than the accelerator model. 
The empirical results obtained by Kuh were good. Equations were 
estimated by ordinary least squares. The empirical results supported the 
hypotheses of the effects of desired capital, internal funds, and equity 
ratio. 
Bourneuf 
Bourneuf published an investment demand study in 1964 based upon the 
proposition that plant capacity is one of the most important variables in 
the determination of investment (12). The model is similar to a capital 
adjustment model: 
(3.8) !(. = a(Ct_i - Yt_i) + bCyt + c A Y^. + k 
where I is investment, C is capacity, Y is output, is capacity at the 
beginning of year t, and is average capacity for the year t. The 
basic model was estimated for a large number of industries with relatively 
good results. All variables in all equations reported were significant 
and R^'s ranged from .740 to .805. Autocorrelated errors were indicated. 
Bourneuf also estimated a model using the same data which was called 
a capacity equation: 
(3.9) Cbt = alfi + bC^t-i + k 
where the definition of variables is the same as for Equation 3.8. The 
statistical results of Equation 3.9 were not as good as the results 
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obtained from Equation 3.8. Tlie equations were negatively autocorrelated. 
This is rather unusual for economic time-series data. The dependent vari­
able lagged once appears as an explanatory variable in Equation 3.9. 
Biased coefficients should be expected (87, pp. 211-221; 85). Nothing is 
said regarding possible bias. Although most equations from both models 
are serially correlated, no attempt to correct for autocorrelation is 
reported. 
Greenberg 
Greenberg's study is based on the hypothesis that the most important 
variable affecting the demand for investment is the difference between 
existing and desired plant capacity (60). The models of Kuh (99), 
Bourneuf (12), and Greenberg (60) are all formulations of capital stock 
adjustment models. The Greenberg model was: 
(3.10) = Cit - Wit + ht - (Cic - "it)] 
where C^j, is the actual stock of plant and equipment, is depreciation, 
and C* is desired plant and equipment.^ Subscripts are for firm and 
year. 
Since little of the data was directly available, Greenberg used a 
number of other variables as proxy variables. Expected sales from Moody's 
survey data were used as a proxy variable for desired capacity, C*. Addi­
tional variables were added to the model shown in Equation 3.10: profits 
^The model given in Equation 3.10 is the correct model, but it is 
not the model given in the article. An error found in the model was 
confirmed by communication with Greenberg. 
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lagged one and two years, an index of common stock prices, and a price 
index of the cost of new capital. An exponential equation was transformed 
into logarithms and estimated by ordinary least squares. The statistical 
results of the equation finally estimated were good. However, there was 
little resemblence between the proposed model and the equations actually 
estimated. Greenberg found that profit was not a significant variable 
in his formulation of the demand function. Liquidity and a modified 
accelerator should be considered. The relationship between desired 
capital and capital stock showed up significantly. 
Summary 
The studies on investment demand reviewed in this chapter are recent 
investigations which help develop the theory of investment. The studies 
represent a wide range of economic sectors including agriculture. All 
studies reviewed have an empirical section where the proposed models 
were estimated and results reported, tbst studies estimated the model 
hypothesized except where there were substantial data limitations. All 
models were linear in nature except for the exponential model estimated 
by Greenberg. Several types of investment models emerged. 
Accelerator models 
A number of investigators based their models upon the distributed-
lag accelerator or various modifications of the accelerator. These 
modifications include an attempted marriage to produce a variable 
representative of both total sales and capacity. 
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Price-ratio models 
Most of the agricultural studies included price ratios in the demand 
equation. Price is included as an index of cost of new investment; and 
when included as a ratio, prices give an indication of the substitution 
ratios between inputs. 
Stock adjustment models 
Several of the most recent investigations propose a stock-adjustment 
or capacity-adjustment model. Due to serious data limitations to specify 
the variables directly, alternative data sources were used but with 
relatively good success. A coefficient of adjustment Indicating the 
speed of adjustment is often reported. 
Ordinary linear models 
Â number of models were ordinary linear models where all hypothesized 
variables were entered in a linear relationship. All variables hypothe­
sized for various model types were suggested by economic theory and are 
contained in the summary of Chapter II of this study. By far- the major 
proportion of the equations reported in all recent articles showed auto-
correlated errors. One unsuccessful attempt was made to try to correct 
for autocorrelation in a study by Cromarty. No other studies reported 
equations corrected for autocorrelation. 
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CHAPTER IV. TIME-SERIES ANALYSIS 
Aggregate timâ-series data are one of the data sources which can be 
used for empirical estimation of the models suggested by theory and 
prior studies. Data for some of the variables suggested are not always 
available, and the time periods for which data are available may not be 
the most important periods to analyze. 
Estimation of economic relationships based on long time periods has 
the advantage of a larger number of observations. This generally enables 
one to make more substantial statements about the economic relationships 
because of better statistical evidence. Usually a larger number of vari­
ables can also be used with a longer time series. It is doubtful, for 
example, that one would find more than four statistically significant 
explanatory variables from annual data of the post-World War II period. 
Finding all possible significant explanatory variables Increases the 
knowledge needed to describe the economic universe, in particular the 
investment behavior of entrepreneurs, and to help solve the problems of 
investment activity. Because of the foregoing reasons, the longest 
possible time series are used in the ensuing econometric analysis whenever 
data for the appropriate variables are available. 
There is at least one drawback in using long time periods for economic 
analysis. Good statistical results may give the researcher a feeling of 
well being, when in fact the underlying structural parameters may have 
changed over time without such changes showing up in the econometric 
analysis. If care is taken in model specification for long time series, 
the inclusion of appropriate dummy variables should disclose these 
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parameter changes. 
All investment models used in this study have been estimated by 
ordinary least-squares single equation techniques. In some cases trans­
formation of the data have been made before application of least squares 
to facilitate estimation or improve the results. Some linear equations 
have been estimated by factor analysis.^ 
In addition to the more important problem of changes in economic 
parameters over time, a number of statistical problems are often encoun­
tered in time-series analysis: 
(1) Do the assumptions of the estimation procedures fit the char-
acheristics of the variables hypothesized for use in the models? 
(2) There can be time cycles in long time-series data. If there 
are cycles, which of the many methods should be used to remove the cycle 
(147, pp. 216-238)? 
(3) There may be a trend in the data. Should the trend be removed 
before estimation of the demand equation (147, pp. 189-215), or should the 
trend be included as an explanatory variable (73, pp. 432-447)? 
(4) Although most variables are measured in dollars, the use of the 
dollar as a numeraire over time may be questioned because of its change in 
value in real terms. Therefore, selection of an appropriate numeraire is 
one of the problems posed when time-series data are used. 
(5) Multicollinearity is often a problem whenever a large number of 
economic time-series variables are included in one equation. It would 
^See Appendix A for derivation of the estimation procedure used for 
regression from factor analysis. 
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Indeed be rare to find a set of "independent" variables that were statis­
tically independent, i.e., where the correlation matrix of the "independ­
ent" variables is equal to the unity matrix. When two or more explanatory 
variables are highly intercorrelated, the determinant of the [X'X] matrix 
approaches zero — making inversion of [X'X] and estimation by least 
squares impossible (87, pp. 201-207). 
(6) Autocorrelation of the disturbance term is another difficulty 
often encountered with economic time series. When autocorrelation occurs 
as shown by the Durbin-Watson test (34) or the VonNeuman-ratio (160), 
what procedures should be used to correct the original regression equations 
for autocorrelated errors? 
(7) Phase plane shifts or sudden changes in the economy such as the 
Great Depression and World War II can play havoc with attempts to estimate 
valid economic relationships with time-series data. Phase plane shifts 
or hypothesized shifts can usually be estimated and tested by appropriate 
inclusion of dummy variables in the regression equation. 
The foregoing problems will be considered in more detail in the 
Estimation Procedures section of this chapter. 
Proposed Models 
Based upon the theory reviewed in Chapter II and the recent econo­
metric investigations into the demand for investment activity reviewed 
in Chapter III, a number of models will be proposed. Statistical esti­
mation of the models used will then be reported (given the data limitations 
on the variables proposed). 
On the basis that farmers must operate in the same economic universe. 
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face the same economic problems, comtemplate and make similar investment 
decisions as other businessmen and entrepreneurs, the general models pro­
posed for this study are little different from others which have already 
been used for investment behavior either in the agricultural sector or in 
other sectors. There are some behavioral differences expected between far­
mers and businessmen in regard to investment decisions. These differences 
will be discussed along with the variables hypothesized for the investment 
demand models. 
The expected life of farm buildings is much longer than the expected 
life of the capital studied in most recent investigations either in agri­
culture or industry. The time horizon must be greater, and technological 
change can have an even more forceful effect to both new and existing in­
vestment than with capital of shorter life. 
The adjustment models recently proposed and estimated by Kuh (99), 
Bourneuf (12), and Greenberg (60) have high conceptual appeal. A simple 
capital adjustment model is: 
(4.1) Ij. = bi (Sj -
where is the amount of investment made in period t, is the total 
stock of capital desired for period t, and is the actual amount of 
total capital stock that existed in period t-1. 
An extension of the model could be a distributed-lag model. As 
pointed out by DeLeeuw (26) and others, the actual amount of current 
investment activity may have been comtemplated and decided upon several 
periods prior to the actual investment. A distributed-lag capital stock-
adjustment model is: 
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(4.2) I, = bj - S;_() 
where n is the number of periods which affect current investment. 
Another capital stock-adjustment model is where a measure of capacity 
use is the basic variable; 
(4.3) If = bl (Ct-1 - Yt-l) 
where is plant capacity measured in potential output for the period 
t-1 and is the actual output in period t=l. This model is referred 
to as the negative accelerator (12). This model could also be extended 
as a distributed-lag model similar to Equation 4.2. 
Data limitations in nonagricultural sectors make the variables for 
desired capital stock and potential plant capacity almost impossible to 
obtain. Greenberg's use of Moody's survey data on expected industrial 
demand was the best data used for this variable up to now. However, 
Eisner (36) found that although businessmen may have an expected demand 
schedule in mind, they generally wait to see if this demand materializes 
before making any investment expansion. These findings would lend credence 
to constructing a desired capacity variable based on some function of 
current and past demand. The measures of plant capacity in the nonagri­
cultural sector are better than those measuring desired capital but a 
long way from being very precise.^ Thus, functions of other known 
variables must be substituted for desired capital and for potential 
capacity in these stock-adjustment models. This results in a breakdown 
^This might be said, however, of the accuracy of much of the economic 
data that are used -- particularly the more aggregated data. 
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of these models into more heuristic models of investment behavior. The 
data limitations in the agricultural sector for desired capital and 
potential capacity are also a block to estimation of stock-adjustment 
modelso In agriculture it is frequently assumed that actual production 
is the best indicator of full-capacity production. This may be more 
nearly true as far as crop production is concerned; but as far as use of 
farm buildings is concerned, it is quite obviously not true. During a 
drive through almost any agricultural area a person may observe many 
farm buildings going unused. 
Two nmin reasons for the considerable abandonment of farm buildings 
are suggested. One is the consolidation of existing farm units and con­
sequent farm enlargement. When a farm is enlarged, it may add an existing 
farmstead which may eventually fall into disuse because of labor time re­
quired in traveling between the main headquarters farmstead to a subsidiary 
farmstead. When a farmstead is added there are tften two buildings of each 
type for the farm -=• both are probably inadequate for the enlarged farm. 
Eventually both of these buildings may be abandoned or replaced with a 
single building for the larger farming unit. The second main reason for 
building disuse is the rapid changes in technology that are now occurring 
in building design. A way needs to be found to include changes in farm 
size and technology as explanatory variables. 
An accelerator or modified accelerator model might be used more suc­
cessfully in explaining building investment than a stock-adjustment model. 
An accelerator model would be difficult to estimate, because a model used 
to describe farm building investment would need to be an extended-lag 
accelerator such as: 
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(4.4) It - (Yt.i+i - Yt-i) 
where n may be seven or more years. The explanatory variables of an 
extended lag would probably be so highly intercorrelated that reliable 
estimation by least squares might prove impossible. In a model with 
other variables this problem could be solved by arbitrarily weighting the 
accelerator coefficients in some logical pattern describing a response 
curve such as those suggested by Royck (98) and used by DeLeeuw (26). A 
possible weighting scheme giving heavier weights on more recent changes 
in output is: let bj = k^; where i = 1, 2 n and 
u . 2 2(n . 1) 2(n - 2) 2 
^ (n + 1) ' n(n+l) ' n(n + 1) ' ' n(n + 1) 
In a number of previous investment demand models, price ratios have 
been used as variables to estimate possible substitution effects between 
inputs and relative price effects between inputs and outputs (74, 22). A 
possible price ratio model might be: 
(4.5) It « bi Sj.i + b2 (PB/rg)t.i + bj (Pl/ïB)t-l + ">3 
where is an index of prices received by farmers for agricultural pro­
ducts, Pg is a price index of the cost of building materials, P^ is a price 
index of the wage rate of hired labor, P)( is a price index of the cost of 
farm machinery items such as machinery, trucks, tractors, and motor ve­
hicles. r is the rate of interest on new farm mortgages. 1^ and S are 
defined in previous equations. One might expect some substitution between 
buildings and hired labor based upon changes in relative prices^ and 
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substitution in investment expenditures between various types of invest­
ment. Therefore, the price ratios (PjyPg) and (Pm/Pb) are suggested for 
a price ratio model. The ratio of the rate of interest to the price 
index of building materials, (r/Pg), is also included because there is a 
long history of the effect of the rate of interest upon investment.^ 
However, many economists today would question the relevance of rates of 
return in determination of the demand for investment. Klein found the 
influence of interest rates was significant in industries where the 
capital output ratio was high (93). If this holds in agriculture, the 
interest rate and the ratio of interest to the price index of building 
materials should also show up significantly. It would still not be 
possible to determine whether the interest rate was a proxy variable 
indicating fund availability, or whether it was essentially the cost of 
borrowed funds. 
It seems feasible to combine a modified accelerator and a price 
ratio model. This combined model is suggested: 
(4.6) It = bj - Yj.i) + 1 
+ V2 <Wt-i * V3 (Wt-1 + ('/':)(. 1 
where all variables have been defined in Equations 4.4 and 4.5. 
Other variables which are suggested by theory include the equity 
ratio, a measure of capacity utilization, farm size, and some measure of 
technology. 
^See the discussion in Chapter II on Economic Theory. 
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Important variables from the standpoint of motivation for investment 
are a profit or output variable and a variable for expectations. 
Most agricultural investment demand equations have included net farm 
income as an explanatory variable. This corresponds to the profits vari­
able in demand functions used in the nonagricultural sectors of the econ­
omy. Since net farm income and gross farm income are closely correlated, 
gross farm income may be able to "explain" Investment in farm buildings 
as well as net farm income (from a statistical standpoint). Therefore, 
if data are available for one and not the other, gross farm income may be 
substituted for net farm income without serious loss in the description 
of investment. There is reason to believe that a distributed lag of 
income may be desirable. 
The theory of expectations and their effect upon investment behavior 
were discussed briefly in Chapter 11. Several possible functions to ex­
press expectations were given. The two which seem most appropriate are 
Equations 2.8 and 2.9 repeated here: 
(2-8) yf = Ji \ Xk / Jl \ 
where the Aj^ are arbitrary weights and the y^ are past incomes. 
(2.9) y® = (y® + y^ + yq)/3 
where y^ is the highest income within some relevant period in memory be­
fore the period included by p in Equation 2.8 and y^ is the lowest income 
in the same period as y^. 
Considering all variables suggested and discussed thus far, a number 
of possible investment behavior models may be presented. 
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An accelerator-price-ratio model is: 
(4 7) Ij = b. - Yj.j) + + V2(PL/rB)t-l 
+ V6 <VF)t-l + \*7 F, + Vs T 
where ER is the equity ratio, F is total value of fixed assets and there­
fore (y/F) is a measure of capacity utilization or capacity ratio, Fg is 
farm size, and T is a time variable. The other variables have been pre­
viously defined. 
A profit-price-ratio model is: 
(4.8) biVi + bn+i (PR/Pfi^t-l ^n+2 ^^L/^BU-I 
+ bn+3 (V^B^t-l + bn+4 (r/Pg^t-l + ^ ^+5 (ER)^-! 
+ Vô (VF)t.l + V7 Fs + Vs ? 
where y is net income. The same model could be used replacing net with 
gross income. The distributed-lag gross income variable would be: 
Jx \ • 
An expectation model is: 
(4.9) It = bi yf + bg (PR/PB)t-l + bg (PL/PB)t-l + ^ 4 (VPB)t-l 
+ b5 (r/PB)t-i + bg (ER)^.! + by (Y/F)^.! + bg Fg 
+ bg T 
where y® is the expected return defined in Equation 2.8. Equation 4.9 
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could be used with the second expectation variable given: in Equation 
2.9. The expectation variable could be expectation of gross income just 
as well as net Income and could be denoted by Y| and for gross income. 
These variables would be calculated in the same way as shown in Equations 
2.8 and 2.9 except with the corresponding values of gross income rather 
than net income. 
Three general investment models are presented in an attempt to de­
scribe the demand for investment in farm buildings: Equations 4.7, 4.8, 
and 4.9. Many variables in these models are the same, but there are some 
differences between each model as to variables included. 
Variables and their description 
A summary and brief description of the variables included in the 
models is given: 
is the gross investment expenditures made in new construction or 
substantial remodeling of farm buildings. This variable is the 
dependent variable to be explained and projected. 
Y is gross farm income to farm operators. 
y is net farm income to farm operators. 
This is comparable to profits in the nonagrlcultural sector. However, in 
the agricultural sector it is difficult, If not impossible, to separate 
the effects of household use from business use.^ Since the correlation 
of gross with net income is high, gross Income can replace net Income in 
• 
most equations with little loss in the description of Investment activity. 
Both gross and net Income should be positively correlated with Investment. 
^Thls difficulty is further discussed in Chapter 111 of this study 
in the review of the Heady and Tweeten work. 
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n n 
L b, Yj and £ b. y. are distributed lags of gross and net income 
i=l ^ i=i ^ 1 
respectively. Just as it takes some time for a pendulum to swing back to 
the stationary position once disturbed, the time response of economic 
changes is also longer in most cases than one time period. Therefore, it 
seems appropriate to suggest distributed lags of certain relevant varlabes 
for the Investment function. These lags may be estimated at the same time 
as the remainder of the model by ordinary least squares. Where such esti­
mation proves unreliable or impossible because of high multlcollinearity 
among the lagged variables, an arbitrary set of coefficients can be 
designated for the lagged income variables. Some form of profits or 
output should be included because production and profit are important 
n n 
keys to the determination of capital investment. b^ Yj. and b^ y^ 
should be positive unless there is an unusual cycle in Investment activity 
in farm construction. Other than multlcollinearity problems, it would be 
difficult to explain any negative coefficients unless such an Investment 
cycle did exist. 
n 
£31 bi ^^t-l+i " ^ t-1 distributed-lag accelerator. Since the 
time of Keynes, the accelerator has been Included in a number of studies 
for the determination of investment. It stands here without any of the 
many modifications suggested by various writers. The accelerator theo­
retically has no effect upon Investment when there is no positive change 
in output. Therefore, to facilitate estimation of the accelerator coef­
ficients, all output changes which are not positive could be entered in 
n 
the X matrix as zero. b^ ("Iff 1+1 " ^ t-i^ should be positively corre­
lated with investment. 
Y® and Y| or y® and yg are suggested variables for giving a functional 
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value for expectations. The functional relationship suggested seems 
feasible in the light of human behavior and learning theory. However, 
any relatively simple function can be nothing more than an approximation 
to the dynamic expected value formulated from the complex assessment of 
all the knowledge available to the entrepreneur. The expectation variables 
should all be positively correlated with Investment. 
(Pg/Pfi) is the price ratio of the index of prices received by farmers 
to the index of prices of building materials. The numerator of this vari­
able is closely correlated with farm income. The index for the price of 
building materials may prove to be the most appropriate numeraire to use. 
If this is the case, the variable (P^/Pg) would have a still higher corre­
lation with gross farm income deflated by Pg. It may prove that nothing 
is added to the explanation of investment by the inclusion of both 
(Pg/Pg) and an income variable. (Pr/Pb) is expected to be positively 
correlated with investment. 
(P^yPg) is the ratio of the price of hired labor to the price index 
of building materials. With advancing technology many of the improvements 
made in design and construction of new farm structures result in labor 
saving. There should be a substitution effect between labor and farm 
buildings. Therefore, (P^yPg) is expected to be positively correlated 
with the current investment in farm buildings. This may not be immediate­
ly obvious, however, since a considerable share of farm buildings is the 
cost of labor just as any other plant investment. 
(P^Pg) is the ratio of the price of machinery to the price of build­
ing materials. The effect of this variable may not be clear. With 
Improvements in technology and greater mechanization, machinery and 
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farm buildings have a complementary role In the production function. Be­
cause there are capital restrictions on all farms both for internal and 
external funds, a greater substitution effect might be expected. If this 
is true, (P^^Pg) would be positively correlated with investment. 
(r/Pg) is the ratio of the rate of interest to the price index of 
the cost of building material. The interest rate used in the econometric 
analysis is the rate of interest on new farm mortgages contracted during 
the year. This rate is selected because farm mortgages are the longest 
term farm debt. Most building investment is a long-term investment, or 
at least it is expected to be at the time of investment. Usually new 
building construction and substantial building remodeling is a sizeable 
capital outlay compared to other farm expenditures, and the money must be 
obtained on a long-term debt basis. Long-term debts in the agricultural 
sector are almost always financed by farm mortgages. Farm mortgages are 
contractual claims against the real estate and except for a few srall 
portable buildings, farm buildings for debt and tax purposes are considered 
a part of the real estate. Therefore, the rate of interest of new farm 
mortgages should be the relevant rate to use in an investment model for 
farm buildings. (r/Pg) should be negatively correlated with Investment 
in farm buildings. Because of the greater influence of Internal capital 
rationing and risk aversion in agriculture, the rate of Interest may prove 
to be less significant than expected and less significant than in some of 
the other highly capitalized industries. 
(ER) is the equity ratio and consists of the ratio of the value of 
long-term assets -- real estate and buildings -- to farm mortgage debt 
outstanding. This is a different formulation of the equity ratio than 
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the usual definition. As with the rate of interest, it is believed that 
for investment in farm buildings the long-term asset and debt position is 
the most relevant equity variable. The equity ratio may be even more 
relevant for farmers than in the nonagricultural sector and in corporate 
decisions. The farmer is usually an individual owner and does not have a 
group of stockholders to share his financial risk. Consequently, many 
farmers have an aversion to extended use of outside funds. For these 
reasons, the equity ratio may be one of the more important variables in 
the determination of investment in farm buildings. (ER) as formulated 
here should be positively correlated with investment. 
(Y/F) is the ratio of gross output to the value of fixed assets. 
F is the value of farm real estate including the value of farm buildings. 
2 In recent investment demand studies some measure of capacity has been 
used as one of the explanatory variables. (Y/F) is suggested as a measure 
of capacity utilization. As the output rises compared to fixed assets, 
the output pushes harder upon the available capacity eliciting greater 
investment. This variable (Y/F) should be positively correlated with new 
expenditures on the agricultural plant. 
Fg is farm size in number of acres. As discussed earlier in this 
chapter, with the rapid consolidation of farms and consequent farm en­
largement, farm size may be one of the most relevant variables in the 
description of farm building investment. It is not clear, however, what 
the immediate effect of farm enlargement is upon the demand for invest­
ment in farm buildings. Ordinarily, as farms increase in size, one would 
^See Chapter III on the review of econometric studies. 
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expect the total capital services required from buildings to increase. 
But as farms increase in size in a developed agricultural area, (no new 
land is being wrested from the wilderness and added to farms) the en­
larging farm acquires existing farm buildings when the farm acquires the 
land. There should be an eventual increase in building investment re­
sulting from the increase in size of farm; but because of the acquisition 
of existing buildings, the lag in new investment resulting from increased 
farm size may be so great that it is impossible to discern. 
T is a variable for time: the last two digits of the year of obser­
vation. T should pick up any time trend in the investment in farm 
buildings. The time trend is suggested as a measure of technological 
progress, although admittedly a nebulous one. 
u^ is a disturbance term added for statistical estimation and because 
the models may be Incompletely specified. 
Because of data limitations and the limited number of observations, 
not all variables proposed for the three general models are expected to be 
significant. Some combination of the models may prove more workable and 
give better statistical results than any one of the general models pre­
sented. If somewhat different models are finally estimated, they will be 
indicated. An attempt will be made to estimate all three of the general 
models listed in Equations 4.7, 4.8, and 4.9. Data and statistical dif­
ficulties can be expected. 
Estimation Procedures 
All of the investment demand models suggested in a foregoing section 
of this chapter can be estimated at very low computer cost by classical 
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least-squares methods. 
There are a number of criticisms and controversies about least-squares 
regression analysis. One involves the fact that different regressions are 
obtained depending upon the choice of dependent and "independent" vari­
ables. The selection of dependent and independent variables should depend 
on the purpose of the regression, the basic economic theory, and the cause 
and effect relationships of the variables involved. There are at least 
two purposes in regression analysis: 
(1) Estimate or predict one variable given one or more other vari­
ables . 
(2) Obtain a causal explanation of one variable as a function of 
one or more other variables (167, p. 28). 
The main difference between purpose (1) and purpose (2) is that in 
purpose (1) assumption of a causal relationship is not necessary in order 
to get valid unbiased predictions. One of the problems with a regression 
determined for purpose (1) is that prediction often involves extrapolation 
beyond the data. This must perforce involve a set of ceteris paribus 
assumptions about no relevant changes, the distributions, and proportions 
of the variables in the regression equation. 
With a controlled experiment it is usually easy to see whether or 
not 'independent' variables are in fact causal. But confusion comes when 
equations are obtained from other than experimental data. The dependent 
variable of the equation is generally thought of as the effect and the 
Independent variables are thought of as explanatory or causal. Whether 
or not the independent variables of an equation are really causal or only 
correlated with the dependent variable must be a question answered by 
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economic theory, experience, and thorough observation. The question of 
causality is not a statistical question, but a question of subject matter. 
The purpose of a regression equation should be clearly stated. A regres­
sion equation may be an equation elucidating causality and a prediction 
equation at the same time; however, there may be equations whose purpose 
is prediction only. 
A second point of controversy concerns the choice of independent 
variables. Variables should be selected on the basis of the theory and 
the subject matter Involved. Then they should be selected in an effort 
to reduce the unexplained residuals of the regression equation and to 
obtain irregular residuals. 
If the residuals of the equation are regular in nature, then there 
must be some remaining unexplained variable. The residuals should be 
small and uncorrelated with the Independent variables (167, p. 38). 
Waugh says that for most economic analyses, classical least squares 
(considering the time and cost of other methods such as simultaneous 
systems) is still the best. Classical least squares gives unbiased 
predictions (163). 
The classical least-squares model and the questions concerning esti­
mation outlined in the Introduction of this chapter will now be more care­
fully examined. 
Least squares 
The least-squares regression model may be stated as follows: 
(4.10) Y = XB + U 
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where: 
Y is an (N x 1) vector of N observations on the dependent variable. 
X is an (N x n) matrix of N observations on n Independent variables. 
B is an (n x 1) vector of coefficients. 
U is an (N X 1) vector of error terms. 
The least-squares procedure is to minimize the sum of the squared 
error terms U'U, with respect to B. The value of B is then found to be: 
(4.11) B = [X'X]"^ X'Y 
where [X'X] ^  is the Inverse of [X'X]. No assumptions are necessary to 
obtain the result in 4.11. The only requirement necessary is that the 
determinant |X'x| ^  0 (112, p. 348). The least-squares estimate of 
can also be obtained: 
(4.12) 0^ = (Y'Y - B'X'Y)/(N - n) (112, p. 349) 
To obtain further results, make the following assumptions: 
(4.13) E(U) = 0 
(4.14) E(UU') = I 
A 
it then follows that the best, unbiased, linear estimate of B is B given 
in Equation 4.11.^ It can also be shown that the estimate of the variance-
covariance matrix for B is [X*X]"^ 
In order to use the F test for the over-all significance of the re-
^See theorem 13.4 in Mood and Grayblll (112, p. 349). 
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A 
gresslon or the t tests for significance of the individual b coefficients, 
the following additional assumptions must be made: 
(4 15) U is a random vector and is normally distributed. 
(4.16) X is a matrix of known fixed values. 
It then follows that Y is also normally distributed. 
Model assumptions and data characteristics 
Bo the assumptions of the model fit the known characteristics of the 
data? This is one of the controversies in the application of classical 
least-squares regression to economic data. Estimates of the coefficient 
vector, B, can be made with no assumptions or restrictions other than the 
inverse of [X'X] exists. In order to make predictions from the equation 
obtained, the first two steps in assumptions must be taken, that is, 
assumptions 4.13 and 4.14. It then follows that the predictions made will 
be the best, unbiased predictions possible. We need have few qualms about 
the assumption E(U) = 0, but unfortunately in most time-series data the 
second assumption, E(IIU') = I is not generally true. However, it is 
possible to make corrections to alleviate this problem.^ 
The next step is to statistically test the results of the regression 
equations obtained. In order to use the t tests and the F test, two 
additional assumptions must be made -- 4.15 and 4.16. The assumption 
that U is distributed normally may be justified in the limit by the law 
or large numbers and the central limit theorem (112, pp. 147-150). The 
See the section in this chapter on autocorrelated errors. 
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more difficult assumption to justify is the assumption, 4.16, that X is 
a set of known fixed numbers. Yet this assumption is necessary to make 
the statistical tests usually reported. 
Time cycles 
Periodic cycles associated with time are occasionally encountered 
in the data. There are a number of methods which have been used to re­
move the cycle. The data used in this study have been graphed against 
time and no serious periodic movements were revealed. Therefore, none of 
the many methods of removing the cycle are used. A full discussion of 
the methods can be found in Tintner (147, pp. 216-238). 
Trend 
There is usually a time trend in any time-series data, so the question 
of handling the trend arises. Orthogonal polynomials have been used, but 
it is questionable whether these can approximate the trend over a long 
period of time (147, p. 189). It is also possible to remove the trend by 
fitting the function: 
(4.17) y = bo + b. T^ 
where T is time, and then substitute [y - (b^ + b^ T^)] as the depend­
ent variable in the regression which includes the explanatory variables. 
This is similar to the use of orthogonal polynomials, but is probably even 
less desirable. 
Another method which is easier to use, although no better, is to 
n 1 
Include a function of time, £ b. T , in the regression equation with 
1=1 ^ 
the remaining explanatory variables (73, pp. 432-443). This method is 
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more desirable from a computational standpoint, but may not be as adequate 
as the use of orthogonal polynomials which may be the best method available 
when time seems to have a complex trend. The method used in this study 
is to include a function of time in the regression with the other explan­
atory variables. 
Numeraire 
As indicated earlier in this chapter, most of the variables used 
are measured in dollars, and for any cross-section analysis the dollar 
would be fully adequate as the numeraire. When working with time series, 
however, the real value of the dollar has changed; and there have been 
relative price changes between variables. To put the proper relationship 
between the variables over the time period used, a deflator is ordinarily 
employed. Several possible deflators are available and among those which 
might be appropriate are the index for the cost of building materials, 
the index of prices received by farmers, the index of prices paid by 
farmers, the index of prices paid for machinery, and the index of prices 
paid for hired labor, tfany of these indexes are closely correlated and 
any one of several would probably work equally well. Since this study is 
on the demand for investment in farm buildings, the index for the cost 
of building materials will be used. The index base used in this study is 
for the years 1910-1914 = 100. 
Multicollinearity 
Multicollinearity is the high intercorrelation of two or more explan­
atory variables. As the intercorrelations approach one, the determinant 
of [X'X] approaches zero making inversion of [X'X] and estimation of the 
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regression by least squares impossible. Multicollinearity is often a 
problem in economic time series, especially whenever a large number of 
explanatory variables are used. The problem becomes greater when lagged 
variables are used and the coefficients of the lagged variables are esti­
mated by least squares along with the coefficients of the other 
explanatory variables. Several of the models proposed for this study 
n 
contain lagged variables: the lagged accelerator 2 b^ " ^ t-i)» 
n ^ ^ n 
lagged net income £ b, y,, and lagged gross income L b.Y.. Usually 
i«l ^ ^ i=l ^ ^ 
the longer the lags the greater is the difficulty with multicollinearity. 
Even though it may be possible to invert [X'X], often the estimate B will 
not be very reliable when there is high multicollinearity; so the problem 
may still be present even when [X'X] ^  does exist (58, pp. 192-193). 
If ordinary least squares is used to estimate equations where multi­
collinearity is a problem, there are at least two ways to alleviate the 
problem: 
Case 1: There is multicollinearity with lagged variables. The 
general method is to enter a function of the lagged variables as a single 
variable in the regression equation. This method was followed by DeLeeuw 
(26) when he arbitrarily weighted the values for desired capital. Multi­
collinearity may not be the only reason for making an arbitrary lag. A 
theoretical response curve may be the basis for the weights given to the 
lagged variables. These weights may be more logical than those obtained 
I 
by least squares even if the Inverse of [X'X] does exist. A number of 
possible functions of the lagged variables car be devised. The following 
function is used in this study whenever weighting of lagged variables is 
used: 
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(4.18) X = kjy,., /kj 
where 1=1, 2, 3, ..., n and k are the arbitrary weights 
= _2_ 2(n - 1) 2(n - 2) 2 
n + 1 ' n (n + 1) ' n (n + 1) * ' ° ' n (n + 1) 
The are the lagged variables to be replaced, and x is the new variable 
used to replace the . 
Case 2: There is raulticollinearity among explanatory variables other 
than lagged variables. There are two ways to take care o£ this problem. 
First suppose that x^ and x^ are highly correlated, but there is some a 
priori knowledge available suggesting that the relationship of xi and Xg 
with the dependent variable is such that b2 ~ l/2bi, then xi and *2 may 
be combined into one variable in the following way (x-^ + 1/2x2) to enter 
into the regression equation (58, p. 193). The second approach is to 
drop one of the two highly intercorrelated variables from the equation. 
If the theory of the subject matter does not suggest which of the two 
variables to retain in the equation, retain the variable which has the 
higher correlation with the dependent variable. In the unlikely chance 
that both have the same correlation with the dependent variable, retain 
the variable with the larger individual variance. 
Another function which may be used to replace intercorrelated vari­
ables in either case 1 or case 2 is a linear combination of the intercor­
related variables based on the first principal component. This is probably 
the best method to use when there is no a priori knowledge about a weight­
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ing scheme or for theoretical reasons all variables are to be retained.^ 
Autocorrelation 
Autocorrelation is the lag correlation of a given series with itself 
(147). The lag may be one or more time periods. The assumption, 4.14, 
E(UU') - I does not hold, but some other scheme exists such as: 
(4.19) E(UU') » V 
where V is the symmetric variance-covariacne matrix of errors which are 
autocorrelated. 
Time-series regression equations quite often have autocorrelated error 
terms. Ladd estimated a number of equations for production functions and 
behavioral equations from time-series data and found that 26 to 66 percent 
of the equations had significant autocorrelation — depending on the test 
used (100, pp. 402-421). It has been shown that the problem of autocorre­
lation increases with shorter time periods — say as the unit of time 
decreases from annual to quarterly data (94, p. 314; 86). 
Autocorrelation may be caused by incomplete specification of the model. 
The function being estimated may be incorrect or a significant explanatory 
variable may have been omitted from the equation. Because of the limited 
length of a series, some variables which may be Important might have to be 
left out of an equation due to the number of degrees of freedom available. 
A variable may be omitted because of lack of data or because the researcher 
did not recognize its importance when formulating the model. Autocorre­
lation may also arise due to errors in the explanatory variables. 
^See the first section of Appendix A for the complete method. 
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Observation errors In one time period are sometimes repeated in the same 
direction in another time period (18, p. 38). 
If the regression equation contains no lagged dependent variables as 
A 
explanatory variables, the regression coefficients B will be unbiased even 
though the error terms of the equation are autocorrelated. However, 
(var B) may be unduly large compared to other methods of estimating an 
equation to circumvent autocorrelation (87, p. 188). The error variance 
is likely to be underestimated when there is autocorrelation. The pre­
dicted values, although unbiased, will generally have a larger than 
necessary sampling variance if not corrected for autocorrelation. 
When lagged dependent variables are included as explanatory variables, 
the B is biased, the variances are Inconsistent, and the predicted values 
are biased. The tests for autocorrelation, the t tests for significance 
of bj^, and the F test are all open to question. 
Two generally accepted tests for autocorrelation are the Von-Neuman 
ratio and the Durbin-Watson test. The Von-Neuman ratio was the first of 
these two tests proposed: (160) 
(4.20) k = 
N-1 n 
th (I't+i - ?t) /«-I / N — 9, (yt - y) /N 
where the y^ are the observations of the dependent variable and y is the 
mean of y. E(k) = 2 and 0 < k < 4. Small values of k Indicate positive 
autocorrelation and large values of k indicate negative autocorrelation. 
To test whether k is significantly different from the mean of k, there is 
a normal approximation: the mean of k is 2N/(N-1) and the variance is 4N^ 
(N-2)/ [(N-l)3 (N+1)] (147, pp. 252, 253). 
The Durbin-Watson test is: 
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N /s /s O.N /\o 
(4.21) d = Z (Uf - u..i)7 L uf 
t=2 ^ t=l ^ 
' J2 / J2 <yt -
The first value is given in terms of errors, the second value is given in 
terms of the observed and the predicted dependent variable. The latter 
form is the computational form. E(d) =2, 0 < d < 4, and, like the Von-
Neuman ratio, a small value of d indicates positive autocorrelation and 
a large value indicates negative autocorrelation. Tables of significance 
have been worked out by Durbin-Watson for up to five independent variables 
and 100 observations (34). The tables give two bounds for significance 
tests — an upper bound d^ and a lower bound d^. If the calculated 
d < d^, the equation has autocorrelated errors. If d^ < d < dy, the test 
is inconclusive. If d^ < d <2 the equation does not have autocorrelated 
errors. The table is given for the range 0 to 2 since almost all time 
series is positively autocorrelated. The tables are symmetric for negative 
autocorrelation in the range 2 to 4. 
Theil and Nagar obtained a more accurate distribution approximation 
for the Durbln-Watson statistic and published significance tables which 
eliminate the inconclusive test range (138). These tables are also 
published in the range from 0 to 2 and are symmetric for the range 
2 to 4. Both the Von-Neuman ratio and the Durbin-Watson tests are con­
sidered questionable for errors from equations containing lagged endogenous 
variables. 
The problem in correcting an equation for autocorrelated errors 
essentially requires a three-step solution: (1) determine the autoregres-
sive scheme, (2) find an estimate for the autocorrelation coefficient, p. 
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and (3) use the determined value of p to re-estimate an equation free 
from autocorrelated errors. 
Step one is to propose some sort of autoregressive scheme. The 
simplest to postulate is a first-order autoregressive scheme; 
(4.22) "t = P"t-1 + "t: 1 < P < 1. 
Assume E(W) = 0; E(WW') = I; where p is the autocorrelation coefficient, 
the u are the error terms from the equation with autocorrelated errors, 
and w is the error term of Equation 4.22. It can be shown that: 
(4.23) E(UU') = V = 'w 
1-f 
1 
P 
P 
1 
P 
P 
1 
n-1 -| 
L P 
n-1 
(87, p. 185) 
Step two is to determine or find as estimate of p There are several 
methods to find p which have been used by various investigators. Since 
almost all time-series data is positively autocorrelated, the range from 
-1 to 0 can usually be eliminated a priori. Then 0 < p < 1 is the range 
that will normally give an acceptable p. Fitting of first differences Is 
a relatively old method of trying to eliminate autocorrelation. This 
method postulates that p has a value of 1. This could obviously be as 
wrong as assuming no autocorrelation at all. 
The 'hit and miss' method is to try a few values of p In the range 0 
to 1 and determine which values work best. If the original equation is: 
(4.24) Yt = b Xt + "t 
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and the are autocorrelated, pick values of p at ,25, .50, and .75 and 
substitute these values into the following equation: 
(4.25) (yj. - pyg_i) = b* (x^ - + e^. 
A simple computer program can be written to make the transformation in 
4 25. Estimate Equation 4.25 by ordinary least squares and test the 
resulting errors, e^, for autocorrelation. (Estimating Equation 4.25 is, 
in fact, step three using the estimated p to estimate an equation 
free of autocorrelated errors.) By observing the values of the Durbin-
Watson statistic (if that is the test used) which correspond to the values 
selected for p, it is now possible to bracket-in like an artillery-man 
on a value of p that will give the least autocorrelation of the errors. 
This 'hit and miss' method can usually be relatively successful in less 
than six or eight trials. This method is used in this study on some 
equations with good results. It is the most time consuming method be­
cause with most existing computer programs it is necessary to go on and 
off the machine and transform the data between each trial. However, it 
is probably one of the cheapest methods as far as computer time is 
concerned. 
The second method to find p can be called the 'systematic hit and 
miss' method. With a relatively simple computer program, a large number 
of data transformations of the type given in Equation 4.25 can be calcu­
lated at the same time. Hildreth and Lu (79) transformed the data for 
these values of pz —1.0, —.9, —.8, —.1, .1, .2, .3, ..*, *9, 1.0, 
estimated regressions for all these values of p, and determined the d 
statistic for all regressions. From this it is easy to pick two or three 
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values of p and go through the sa:ae process a second time with values of 
p Incremented In the second decimal place in the range of the first two 
or three selected values of p. Finally a value is selected that is best 
to the second decimal place. This method is not used in this study. 
This procedure may be attaining a degree of accuracy that from a practical 
standpoint is unnecessary — especially when one considers the number of 
regressions published on economic time series where no apparent effort 
is made to correct for autocorrelation even when there is evidence of 
autocorrelated errors. 
The third method is to regress the errors on the lagged errors and 
use the resulting coefficient of regression as an estimate of p 
(4.26) u^ = b Ut_i + e^; let p = b . 
Using this estimate of p, transform the data and estimate Equation 4.25 
as before. The regression estimate of p will usually, although not always, 
give an equation which will be free of autocorrelated errors. This 
estimate of p usually does not give the equation which results in the d 
statistic being closer to the expected value of d than any other. 
The fourth method is by far the easiest. Since the d statistic has 
already been calculated to check for autocorrelation in the original 
equation, the calculated d statistic can be used to give a simple estimate 
of p. 
(4.27) Let p = 1 - 1/2 d 
It can be shown that this value of p in 4.27 is approximately equal to 
b in 4.26. 
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(4.28) d . ^t-1 
/s /\ 
^ ikj».u^_l /» 
b = —: Is the least-squares estimate of b In 4.26. 
. .2 .4- "t-l + 
Since '• x: • 
i. N 
2ut "t-l 
1/2 d = 1 = 1 - b; therefore b = 1 - 1/2 d. 
2£2 
This result is given by Theil and Nagar (138). This value of p is very 
close to the value obtained by regression and will usually give an equation 
with uncorrelated errors. This method is used in this study on a number 
of equations with satisfactory results. 
A method to transform the data has already been given in Equation 
4.25 and step three is taken by estimating Equation 4.25 and checking 
that equation for autocorrelated errors. Another method for step three 
(using the determined p to re-estimate a regression without autocorrelated 
errors) is to use generalized least squares. 
If an a priori estimate or some other estimate of p can be obtained, 
then a V matrix can be constructed and generalized least-squares used to 
obtain an estimate of B which should give an equation free of autocorre­
lated errors. The generalized least-squares estimate for B is: 
(4.29) B* = [X'V-1X]"1 X'V"4 
where 4.29 is in matrix notation and the variables have already been 
defined. 
To use the ordinary least-squares computer programs available on 
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most machinest a transformation of the original data is necessary. Find 
a transformation matrix, T, such that T'T = V'^. Then transform the orig­
inal data by multiplying by T: 
(4.30) TY = TXB + TU. 
Replacing Y as an input variable with TY and replacing X with TX, the 
least-squares estimate of the coefficient vector is: 
(4.31) B* = [X'T'TX]"^ X'T'TY. 
The transformation of Y is [Y^ - pY^ and of X is [X^ - pXj._j^]; where 
t « 2, 3, ...» N, and p is the correlation coefficient. From a compu­
tational standpoint it may be easier to write the simple transformation 
program suggested for Equation 4.25 thinking of the transformation in 
scaler notation rather than in matrix and generalized least squares nota­
tion . 
A fifth method for estimating p and for obtaining the corrected 
regression equation to eliminate autocorrelation was developed by Fuller 
and Martin (53, 54). A computer program was also written for this 
procedure. The method finds the value of p and finds the regression of 
the equation which will be free of autocorrelated errors at the same time. 
Fuller and Martin called their method autoregressive least squares. The 
program is an iterative program and requires boundaries placed upon the 
parameters for convergence. The computer program was originally written 
for the IBM 650, but since installation of more recent computer hardware, 
the program is no longer operational (although time has been spent in 
trying to rewrite the program). Since the program is not operational. 
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the method is not used in this study and the algebra of the method will 
not be reproduced here. A full development of the method is given in 
the references cited (53» 54). 
A sixth method for estimating equations free of autocorrelated errors 
was suggested by Durbin (33). This method Involves estimation of an equa­
tion containing each original variable and a lag of each original variable. 
When more than two or three variables are involved (as in this study on 
farm buildings) or with few observations, estimation using the Durbin 
method proves Impossible because of multicollinearity. The method Is not 
used in this study. 
The overall procedure found best in this study is to: (1) assume a 
first order autoregresslve scheme; (2) use the Thell method to obtain an 
estimate of p; (3) transform the data as in Equation 4.25; and (4) esti­
mate the resulting transformed equation by ordinary least squares• 
Phase plane shifts 
Phase plane shifts or substantial changes in all economic parameters 
can and do occur in economies at certain times. These drastic economic 
changes occur during wars, following wars, and during serious economic 
depressions. When working with long time series, these economic changes 
should be taken into account. Usually such changes which are almost dis­
crete in nature can be accounted for by using appropriate dummy variables. 
There are two general types of dummy variables — those which change 
the intercept and those which change the slope or coefficient value of 
continuous economic variables (87, pp. 221-228). 
The most commonly used is the dummy variable to allow a change in 
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intercept. For example, a dummy variable is used in this study to show a 
discrete change for the second World War. A common intercept variable 
(ones in all years) is also included: 
(4 32) = 1 in each of all years 
1 in each of the World War II years 
0 in each of all other years 
X2 = 
where and *2 are the first and second variables in the X matrix. 
The second type of dummy variable delineates a discrete change in 
an economic parameter or what might be called a change in slope. If x^ 
is a continuous economic variable (say gross farm income), assume that a 
change in slope occurred after World War II. To determine the quantitative 
amount of the change and test for the change, enter Xg and x^ in the fol­
lowing way: 
(4.33) Xg = gross farm income in each year of the whole time period 
Xg in each year since World War II 
XA = 
0 in each of all years prior to the end of World War 
II 
where x^ and x^ are the third and fourth variables in the X matrix. Dummy 
variables are used in this study in an attempt to determine whether there 
have been shifts in economic parameters and to determine which parameters 
were affected at certain crucial times. Another use of dummy variables 
in this study is to delineate between geographic areas in regional and 
state analysis. The exact methods used will be explained in Chapter VI 
on regional and state analysis. 
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Errors in the variables 
The classical least-squares model assumes that all X variables are 
known fixed values (112, p. 344). This assumption is also the final step 
(outlined earlier) required to apply the usual t and F tests in regression 
analysis. It is well known that this final assumption does not hold for 
economic data. In fact it probably holds only for controlled experimental 
results. 
There are least-squares methods of accounting for errors In the 
variables (87, pp. 148-175). All these methods require a priori knowledge 
of the error structure which exists In the variables involved — except 
perhaps for the use of an instrumental variable (87, p. 165). If an 
economic model contains a large number of variables, the search for 
Instrumental variables sufficient in both number and other character­
istics would prove to be a hopeless one. 
The estimation equation for errors in the variables when the error 
structure is known is as follows: 
(4.34) B = [X'X - U]"^ [X'Y - V] 
where U is an (n x n) variance-covarlance matrix of the errors of the vari­
ables in X, and V is an (n x 1) matrix of the covariances between the 
errors of the X variables and the errors of the Y variable (87, p. 170). 
This procedure in 4.34 will give estimates that have all the good qual­
ities of the classical least-squares model. As Indicated before, however, 
an a priori estimate must be made for U and V before B can be estimated. 
There is no very good estimate of errors in the data available for 
this study; therefore, no attempt Is made to use any least-squares 
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procedures for correction of errors in the variables. It is well known, 
however, that such errors exist; and therefore, some caution should be 
used in applying quantitative results. 
Factor analysis 
Factor analysis is a statistical tool which has been used extensively 
in psychometrics; but, thus far at least, it has had little application in 
the field of economics. 
Factor analysis attempts to determine a set of synthetic variables 
less in number than the original real variables by combining essential 
elements of the real variables. 
There are several ways the factor analysis model may be applied in 
economics. The model allows for estimation on the assumption that there 
are errors in all variables. In this respect, the model may be more 
appropriate for use with economic data than the classical least-squares 
model.^ 
Use of the first principal component from factor analysis can 
facilitate estimation of a multicollinear equation by ordinary least 
squares. An index of the intercorrelated variables can be constructed 
to replace the intercorrelated variables in the regression. 
A linear equation (which may be called factor-analysis regression) 
can be derived from factor analysis which takes into account errors in 
the variables and multicollinearity. Factor-analysis regression may be 
used, therefore, when high intercorrelation among explanatory variables 
^In fact it would seem to be more appropriate for analysis in all 
disciplines where the data are not generated by controlled experiments. 
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makes estimation by least squares impossible and when there are errors 
in the variables. Factor-analysis regression is used to estimate certain 
selected equations in this study. 
In an economic model with a very large number of variables, factor 
analysis can be used by an experienced analyst as a diagnostic tool. With 
a large number of variables it becomes very difficult to analyze and deter­
mine what the general relationships are among the variables from inspection 
of the correlation matrix or from other usual techniques. The use of 
factor analysis can reduce the number of variables to useful related sets 
of variables; and by Inspection of the coefficients^ of the synthetic 
variables (factors), meaningful underlying relationships between variables 
and sets of variables can be disclosed. Factor analysis can be used as an 
explanatory systematic method of analysis on a large array of variables 
when a researcher would be doomed to frustration by other multivariate 
methods. 
The factor model, a further brief discussion, and the algebraic de­
rivations of index construction and factor-analysis regression are given 
in Appendix A of this study. 
Summary 
In this chapter several economic models are proposed for the study of 
the demand for investment in farm buildings. All the models proposed are 
capable of being tested with the use of empirical data. 
^The coefficients obtained from factor analysis are usually called 
factor loadings in the psychometric literature. 
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Three general models are proposed. The accelerator-price-ratio 
model is: 
(4.7) It = Ji "l «t-1+l - \-i> + Vl + V2<Wt-l 
+ V3 + '„+4 <VrB)t-l + Vs (EWt.i 
+ »n+6 (VP)t-l + "n+y fs ^  "n+S f ' 
The profits-price-ratio model is: 
(4.8) Ij. = I'lyt-i'^'^n+l (^/^B^t-l ^  ^ n+2 ^^l/^B^t-l 
\+3 (VPB)t-l + V4 (VPB>t-l + b^+5 (ER)t-l 
+ bn+6 (VF)t_l + bn+7 ^  + \+8 ' 
The expectation model is: 
(4.9) !(. = bi ye + bg (PR/PB)t-l + ^ 3 (PI^PB)^-! 
+ bg (r/PB)t.i + bg (ER)^_i + by (Y/F)(._i + bg Fg 
+ bg T 
where all variables are defined in the following paragraphs. 
# 
A general discussion of the variables contained in the proposed models 
included the theory and rationale for their inclusion as important vari­
ables in the determination of investment for farm buildings. 
The following is a list of the variables included in the models and 
discussed in this chapter: 
1^ is gross investment in new farm building expenditures. 
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n 
Y is gross farm income; is the distributed-lag of Y. 
y is net farm income; ^É^b£yj._£ is the distributed-lag of y. 
n 
£ b^ (Y^.j+i - Y^-i) is the distributed-lag accelerator. 
Y® and Y^ are variables representing gross Income expectations, 
y® and y^ are variables representing net income expectations. 
(Pg/Pg) is a ratio of prices received by farmers to cost of building 
materials. 
(P^yPg) is a ratio of the price of hired labor to cost of building 
materials. 
(Pj^Pfi) is a ratio of price of machinery to cost of building 
materials. 
(r/Pg) is a ratio of interest rate to cost of building materials. 
(ER) is the equity ratio = (F/M) ; where F is value of fixed assets 
and M is amount of farm mortgages outstanding. . 
(Y/F) is a measure of capacity -- a capacity-ratio variable (the 
ratio of gross output to fixed assets) . 
Fg is farm size. 
T is a time variable -- the last two digits of the observation year. 
Sources of data and measurement units for all variables are given in the 
following empirical chapters. 
A number of statistical and estimation problems were discussed and 
recommendations made for circumventing or eliminating these problems. 
Problems discussed included the assumptions of classical least squares, 
time cycles, the time trend, the numeraire, multicollinearity, autocorre­
lation, phase plane shifts, and errors in the variables. 
I l l  
CHAPTER V. NATIONAL DATA AND RESULTS 
Variables and Data Sources 
Aggregate national time-series data on an annual basis for the years 
1910 to 1963 Inclusive are available from U. S. Department of Agriculture 
for the following variables: 
= annual investment expenditures on new and remodeled farm build­
ings in millions of current dollars, from unpublished sources 
in the Farm Production Economics Division of U. S. Department 
of Agriculture (156) . 
= gross farm income to farm operators in millions of current 
dollars, from The Farm Income Situation (154, 155). 
- net farm income to farm operators in millions of current 
dollars, from The Farm Income Situation (154, 155). 
r = the rate of interest on new farm mortgages in percent from 
Agricultural Finance Review (152), and Farm Mortgage Credit 
Facilities in the U. S. (82b). 
Fj. = total value of land and buildings in millions of current 
dollars from Agricultural Finance Review (152) . 
= mortgage debt outstanding in millions of current dollars from 
Agricultural Finance Review (152). 
ER^ = (F/M)j. where F and M are defined above. 
T = time trend is the last two digits of the year of observation. 
Pg = the price index of building materials with 1910-1914 = 100, 
from Prices Paid by Farmers (153). 
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CHAPTER V. NATIONAL DATA AND RESULTS 
Variables and Data Sources 
Aggregate national time-series data on an annual basis for the years 
1910 to 1963 Inclusive are available from U. S. Department of Agriculture 
for the following variables: 
= annual investment expenditures on new and remodeled farm build­
ings in millions of current dollars, from unpublished sources 
in the Farm Production Economics Division of U. S. Department 
of Agriculture (156). 
Yj. = gross farm income to farm operators in millions of current 
dollars, from The Farm Income Situation (154, 155). 
y^ = net farm income to farm operators in millions of current 
dollars, from The Farm Income Situation (154, 155). 
r = the rate of Interest on new farm mortgages in percent from 
Agricultural Finance Review (152), and Farm Mortgage Credit 
Facilities in the U. S. (82b). 
Fj. = total value of land and buildings in millions of current 
dollars from Agricultural Finance Review (152) . 
= mortgage debt outstanding in millions of current dollars from 
Agricultural Finance Review (152). 
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from Prices Paid by Farmers (153). 
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= the index of prices received by farmers with 1910-1914 = 100, 
from Prices Paid by Farmers. 
+ 2Yj._2 + \_3)/6 ; where Y^ is previously defined. 
y„ = (3yt_i + 2y^_2 + ' where y^ is previously defined. 
(Y/F) = Capacity ratio, Y and F are previously defined. 
Pjj = the price index of machinery 1910-1914 = 100 from Prices Paid 
by Farmers (153). 
Pj^ = the price index of hired labor wages, 1910-1914 = 100, 
from Prices Paid by Farmers (153). 
(Pjj/Pg) - price ratio of machine costs to building materials cost, 
Pjî and Pg are previously defined. 
(PjyPg) = price ratio of labor cost to building materials cost, 
Pl and Pg are previously defined. 
(Pg/Pg) = price ratio of farm commodities to building materials, 
Pg and Pg are previously defined. 
(r/Pg) = price ratio of cost of money to building materials, r and 
Pg are previously defined. 
(Y^-Y^^) = the accelerator variable. 
National Models and Results 
The three general models listed as Equations 4.7, 4.8, and 4.9 in 
Chapter IV were estimated from the national time-series data with varying 
degrees of success. 
Several dummy variables were added to the general models including 
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both intercept variables and slope variables.^ The intercept dummy vari­
ables are used to delineate changes in magnitude of investment during the 
periods prior to and during World War II compared with the post-World 
War II period. Significant differences are obtained for the pre-World 
War II  and the World War II  periods compared with the post-World War II  
period indicating a higher magnitude of investment in the post-World 
War period. The lowest amount of investment is in the pre-World War 
II period. 
The dummy slope variables measure changes in effect of income and 
equity ratio on investment from the pre-World War II period to the World 
War II and post-World War II periods. No significant changes are found 
for the effect of either income or equity ratio. 
The capacity ratio, (Y/F)J. with various lags is statistically insig­
nificant for all trials. A measure of capacity was found significant in 
several studies of manufacturing sectors (28, 37, 99). 
A number of equations are estimated containing various combinations 
of the price ratios listed in the foregoing section. The ratio of 
interest rate to the price index of building materials is the only 
statistically significant price ratio. Price ratios of machinery and 
labor were found significant by other studies for shorter-termed capital 
investment (74, 22, 23). 
Different forms of the accelerator including various lags and an 
arbitrary weighting scheme prove statistically insignificant. According 
See discussion of dummy variables in Chapter IV under Phase Plane 
Shifts. 
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to economic theory a negative accelerator should have no effect upon in­
vestment. Therefore, a second scheme was tried where: 
(5.1) A = 
Yj. when A Y^  > 0 
0 when A Yj. < 0 
; where A Y^ = (Y^-Y^.^) 
Only the first lag of this modified accelerator is statistically signifi­
cant. Because this is almost the same as fitting first differences, it 
is decided to drop any further effort to fit an accelerator model. 
The following models and statistical results are reported. 
Profit model (undefiated data) 
A model very similar to the profit model, Equation 4.8, is estimated. 
This model drops the price ratios which proved insignificant and adds a 
dummy variable for the World War II period. Â deflator is not used. The 
model estimated is: 
3 
(5.2) Ij. = b° + b° + \ + bg ER^.i + b^ T + u^ 
where b° is the over-all intercept variable with ones entered as the 
X matrix for each year, b^ is the intercept variable for the World War II 
period with ones entered as X2 in the X matrix for the years 1942, 1943, 
1944, and 1945, and zeros in all other years, and u^ is a disturbance 
term. All other variables have been previously defined. 
The second model estimated (also without deflator) is the same as 
Equation 5.2 except that gross income is substituted for net income: 
(5.3) 1% = b° + bg + bi Yt_i + b4 rt_i + bg + b* T + u* 
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Five lags of both gross income and net income in models which are the same 
as 5.2 and 53, except for these additional lags, are also estimated. The 
five lags are less successful than the three lags -- probably due partly 
to multicollinearity. 
The quantitative results for Models 5.2 and 5.3 are reported in Table 
5.1. Each set of three lines report the statistical data from one regres-
2 
sion equation. The equation number is given in the first column, the R 
—2 is given on the first line of the second column, the R is given on the 
second line of the second column, and the F test for the equation is 
given on the third line of the second column.^ The third column reports 
the Durbin-Watson statistic, the fourth column reports the autocorrelation 
coefficient used for that equation, and the fifth and all following columns 
A 
report the b coefficient (indicated by the column heading) on the first 
line and the calculated t value for that coefficient in parenthesis on 
the second line. All following tables reporting regression coefficients 
and their associated statistics will follow the same format. 
The elasticities are determined for all variables (except of course, 
2 the intercept variables) for all equations and are reported in Table 5.2. 
As an example of a complete equation. Equation 1341-50 from Table 5 1 
is as follows for the years 1910-1941, and 1946-1963 inclusive: 
1 -f ^2 
The formula for calculation of R is given by Goldberger as: R = 
R - [K/ (N-K-1)] (1-R2); where K is the number of independent variables 
and N is the number of observations. R^ is an adjustment of the R^ to 
account for the number of variables and the number of observations (58, 
p. 217). 
2® _ 
The elasticities are calculated in the following way: e. = bj x./l^ 
(58, p. 214). 
Table 5.1. Profit model (undeflated national data) 
Equation 
number 
R2,R2,F d P bo b: 
1341-50 .9829 
.9806 
420.9777 
1.6744 .00 -288.9462* 
(2.1311) 
-413.0347** 
(7.3629) 
1004-02 .9822 
.9798 
416.6353 
1.7495 .04 -237.7080* 
(2.1274) 
-418.4639** 
(7.2760) 
1016-02 .9795 
.9767 
300,2167 
1.9770 .16 -239.4070 
(2.0101) 
-443.6399** 
(7.2307) 
1341-46 .9817 
.9792 
393.0949 
1.3628 .00 -634.18** 
(9.5479) 
-405.8842** 
(6.9613) 
1341-58 .9698 
.9649 
197.5923 
.8862 .00 -1390.36** 
(8.2763) 
-464.5836** 
(6.1012) 
Vl ?t-2 V3 yt-1 yt-2 
1341-50 .05162** 
(7.0907) 
-.03910** 
(3.4295) 
.03053** 
(4.2467) 
1004-02 .05061** 
(7.0035) 
-.03736** 
(3.3291) 
.02946** 
(4.1258) 
1016-02 .04818** 
(6.9756) 
-.03179** 
(3.0494) 
.02612** 
(3.8200) 
1341-46 .04725** 
(5.8020) 
-.03593** 
(3.0154) 
.02430** 
(3.1323) 
1341-58 .06819** 
(4.0075) 
-.05126* 
(2.2042) 
*Indicates coefficients significant at the 5% to 1% level; t value, 
sign ignored, at 5% is approximately 2.0150. 
**Indicates coefficients significant at the 1% level or better; t 
value, sign ignored, at 5% is approximately 2.0150. 
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Table 5.1. (Continued) 
Equation 
number yt-3 ft-l ERt-i T 
1341-50 -53.7697** 
(2.8466) 
46.6204** 
(7.5518) 
1004-02 -52.4236* 
(2.6764) 
47.7947** 
(7.1225) 
1016-02 -52.1518* 
(2.5009) 
48.5138** 
(6.7311) 
1341-46 57.3210** 
(7.1724) 
5.1416* 
(2.1639) 
1341-58 .03795* 
(2.3281) 
84.8391** 
(3.0555) 
71.7034** 
(6.6359) 
17.9182** 
(8.5989) 
(5.4) Ij. = -288.9462 +.05162 Yj.. 1 - .03910 Y^. 2 +'03053 Y,,_, 
- 53.7697 rt_i + 46.6204 (ER)^_j^ 
and for the years 1942-1945 inclusive ; 
(5.5) = -701.9809 +.05162 Y^.i - .03910 + .03053 
-53.7697 + 46.6204 (ER)^ ^ 
All coefficients reported in Table 5.1 are significant at the five percent 
2 level or better. The R *s range from .9698 to .9829 and the F ratios range 
from 197.5923 to 420.9777. 
The results reported in Table 5.1 are very consistent. The signs 
of all coefficients are in the direction suggested by theory except for 
the negative sign on Y{._2 and y^_2» and the positive sign on r^ ^ in 
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Table 5.2. Elasticities calculated at the means for equations reported 
in Table 5.1 
Equation 
number Yt-1 V2 ?t-3 Vl yt-2 
1341-50 1.4399 -1.0537 .7963 
1004-02 1.4099 -1.0068 .7684 
1016-02 1.3422 -.8567 .6813 
1341-46 1.3163 -.9862 .6338 
1341-58 .7800 -.5739 
yt-3 ft-l ERt.i T 
1341-50 -.3625 .5410 
1004-02 -.3534 .5546 
1016-02 -.3516 .5629 
1341-46 .6651 .2688 
1341-58 .4161 .5719 .8320 .9367 
Equation 1341-58. 
The wrong sign on the rate of interest is also obtained in Equation 
1341-62 in Table 5.3. These are the only two times when a positive sign 
is obtained for the rate of interest. Both of these equations included 
time as a variable. It is suggested that the sign reversal results from 
intercorrelation between time and the rate of interest and from the use 
of undeflated data. 
A negative coefficient for the second lag on both net income and 
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gross Income is difficult to explain other than as the result of high 
multicollinearity. The simple correlations of all lags of income with 
investment are positive. This supports the belief that the negative 
coefficient on the second lag is due to multicollinearity. The inter-
correlation matrices for investment and three lags of income are: 
It ?t-l ?t-2 It yt-i yt-2 
Vi ".9552 Vl 
".8834 
V2 .9499 .9837 yt-2 .8971 .9581 
?t-3 _.9441 .9528 .9829_ yt-3 _.9093 .8679 .9516 
These correlations suggest that the lagged income variables can be entered 
as a single variable using one of the arbitrary weighting techniques sug­
gested in Chapter IV. 
Profit model with weighted income (undeflated data) 
This model is suggested by the results from the model given in 
Equation 5.2 and the profit model proposed as Equation 4.8 in Chapter IV. 
The following equation and various modifications are estimated: 
(5.7) It = b° + bg + bj y„ + bg rt_i + b^ (ER)^..^ -h b^ T + u^ 
where y^ is a weighted average of previous net income: y^ = (Sy^.i + 
2yt_2 + yc-g)/^. Weighted income y^ is similar to the variable y^^ 
proposed as a proxy variable for income expectation. Therefore, y^ is 
not only an arbitrary substitution for lagged net income or profit, but 
it may also be considered as a logical proxy variable for income expec­
tation. Gross income weighted in the same way is substituted for y^: 
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Table 5.3. Profit model with weighted income (undeflated data) 
Equation 
number 
d P b° 
1341-43 .9746 
.9724 
440.5023 
1.1304 .00 -688.71** 
(9.1841) 
-384.73** 
(6.4871) 
1341-54 .9741 
.9718 
433.1261 
1.2452 .00 -202.89 
(1.5765) 
-349.49** 
(6.4235) 
1004-01 .9732 
.9709 
327.1574 
1.2920 .04 -208.2600 
(1.5598) 
-400.8651** 
(6.3756) 
1040-01 .9506 
.9463 
195.3772 
1.8000 .40 -205.0900 
(1.1717) 
-509.1700** 
(5.8670) 
1341-62 .9636 
.9596 
238.6937 
.8105 .00 -1382.99** 
(7.7388) 
-439.1507** 
(5.9673) 
Yw y* ERt_i T ft-l 
1341-43 .03144** 
(6.7249) 
64.4815** 
(7.2107) 
7.3385** 
(2.7648) 
1341-54 .04221** 
(19.9954) 
48.6338** 
(6.7306) 
-58.3567* 
(2.6017) 
1004-01 .04191** 
(18.3683 
49.6788** 
(6.3339) 
-57.6551* 
(2.4810) 
1040-01 .04059** 
(12.9744) 
55.1543** 
(5.0568) 
-60.1342 
(1.9806) 
1341-62 .04435** 
(3.7224) 
79.2715** 
(7.0728) 
19.1328** 
(9.0553) 
78.5629* 
(2.6554) 
**Indicates significance at the 1% level; t value, sign ignored, is 
approximately 2.6900. 
^Indicates significance at the 5% level; t value, sign ignored, is 
approximately 2.0140. 
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(5.8) = b° + b° + bj + bg r^-l + ^3 (ER)t_i + b^ T + u^; 
where is a weighted average of past gross income; = (3Y^ ^ + 2 Y^_2 
+ Yj._2)/6. All other variables have been previously defined. The statis­
tical results for Models 5.7 and 5.8 are reported in Table 5.3. 
All coefficients are statistically significant at the 5 percent level 
or better. The ranges from .9506 to .9746. The F ratios for the 
equations are all highly significant. 
The signs for all coefficients of the same variable reported in Table 
5.3 are in the same direction and consistent with economic theory. The 
magnitude of all coefficients for the same variable are in a small numer­
ical range. 
It is important to note the consistency of the equity ratio in all 
equations in both Tables 5.1 and 5.3. The signs for (ER)^_i in all cases 
are positive as postulated by economic theory, and the t test for this 
variable in all equations shows significance at the 1 percent level or 
better. Time is significant in all equations where it was included and 
the sign is consistently positive. In most of the following analysis, the 
time variable is negative. All the following data is deflated by one of 
the price indices suggested in Chapter IV. Most price indices are closely 
correlated with time. It appears that the time variable in the equations 
reported in Tables 5.1 and 5.3 is doing part of the work of the price 
deflator. 
Profit model with an index of income 
Another method to avoid high multicollinearity of the lagged 
income variables is to use the first principal component to form an 
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index.^ This method is tried on the lagged income variables for the 
national undeflated data. An equation comparable to 1341-54 reported in 
Table 5.3 is estimated with the following results for the years 1910-1941, 
and 1946-1963 inclusive: 
(5.9) I = 612.7715 + 804.9196 J + 52.9435(ER),.., - 61.9408 (r/Pg)t_i 
(4.2759) (17.8248) (6.6902) (2.5968) 
and these results for the years 1942-1945 inclusive: 
(5.10) I. = 612.7715 - 354.3442 + 804.9196 J + 52.9435 (ER) , 
(4.2759) (5.4872) (17.8248) (6.6902) 
- 51.9408 (r/PB)t_i 
(2.5968) 
where J is the principal component index of lagged income and the values 
2 in parentheses are the t values for the respective coefficients. The R 
is .9718 and the F ratio is 387.6671. The coefficients for the equity 
ratio and the interest variable are almost Identical with those of equation 
2 1341-54. The over-all R and F ratios are also quite comparable. In this 
particular case, at least, there seems to be no advantage in using the 
first principal component to form an index compared to the arbitrary 
weighting scheme used in equation 1341-54. 
The elasticities for all coefficients of equations reported in Table 
5.3 are calculated at the means and reported in Table 5.4. Based on a 
priori knowledge, the elasticities reported in both Tables 5 2 and 5.4 
appear reasonable except for the elasticities for gross income which 
^See section one in Appendix A on factor analysis. 
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appear somewhat high. The calculated elasticities are quite consistent 
/\ 
for the same variables from one equation to the next as are the b coeffi­
cients. This lends credence to the reliability of the results. 
Correction for autocorrelation 
Equation 1341-50 in Table 5.1 and Equation 1341-54 in Table 5.3 are 
corrected for autocorrelation. A first order autocorrelation scheme is 
hypothesized: 
(5.11) u^ = pu^-i + ej. ; 
where p is the autocorrelation coefficient, are the errors from the 
equation to be corrected, and e^. are the errors of Equation 5.11. 
E(e(.) = 0, Var (e^) = cf^ , and E(e^.e^_j^) = 0. The Durbin-Watson statistic 
(hereafter called the d statistic) does not indicate serious autocorrela­
tion for the errors of Equation 1341-50, and the magnitude of the auto­
correlation coefficient (hereafter called p) required to correct for 
autocorrelation is not large. The results of two approximations of p are 
given in Table 5.1: p = .04 and p = .16. The method of selection of p 
used for Equations 1341-50 and 1341-54 was the "hit and miss" method re­
viewed in Chapter IV. Four and six approximations and transformations 
of the data were required respectively for Equations 1341-50 and 1341-54 
before the results shown were obtained. In both of these cases the cor­
rection for autocorrelation causes lower significance levels for all 
explanatory variables and a lower R^. All variables in the corrected 
equations remain significant, however, at the 5 percent level or better. 
The autoregressive equations are estimated by least squares. The algebraic 
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Table 5.4. Elasticities calculated at the means for equations reported 
in Table 5.3 
Equation 
number Yw y* EBt-1 T ^t-l 
1341-43 .8570 .7482 .3836 
1341-54 1.1506 .5643 -.3934 
1004-01 1.1424 .5765 -.3887 
1040-01 1.1065 .6400 -.4054 
1341-62 .5002 .9199 1.0001 .5296 
form of Equation 1040-01 is given to indicate clearly the equation which 
is estimated; 
(5.12) (It - plt-i) = b° (1-p) + b° (1-p) X2 + b^ (Y, t - pY„,t-l) 
+ bg (^t-i - prt_2) + bg [(ER)t_i- p(ER)t_2] 
+ ^ t • 
In both cases p is substantially closer to zero than one, so using the 
older method of correction by fitting first differences would be worse 
than doing nothing.^ 
The prediction equation can be obtained from Equation 5.12 by trans­
posing the lagged endogenous variable I(.-l the right as follows: 
^The original equation where p is disregarded implicitly postulates 
p = 0, and first differences implies that p = 1. 
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(5.13) = plt_i + b° (1-p) + h° (1-p) X2 + bi - py„,t-l) 
+ bg (Vi - pr^.g) + bg [(ER)t_i - p(ER)j..2] . 
Equation 5.13 is the same algebraically as the following equation using 
lagged on the right; 
(5 14) It = + bg* + bî Ic-l + t* y.,c + b* + b% 
+ b* rj.2 + b* (EE)j.i + b* (EWj.j + Uj 
where: b* = p, b* = b^, b* = - pb^, b* = bg, b*=- pb2, b* = b^, b* = -pbg. 
Estimation of Equation 5.14 by least squares will not in general give 
the same results as Equation 5.13 and may still be autocorrelated. An 
attempt was made to estimate equations such as 5.14 for the various 
national models. In all cases tried, however, it proved impossible to 
invert the [X'X] matrix making estimation Impossible with least squares. 
The method of Equation 5.14 is similar to the Durbin method (reviewed 
briefly in Chapter IV) for correction of autocorrelated errors (33) . 
Several exponential equations were estimated on the national unde-
flated data. The results were disappointing with substantially lower 
R 's and illogical coefficients. None of these results are reported. 
Profit model (deflated data) 
The national data are deflated by a price index. The price index 
for the cost of building materials is selected as the most appropriate for 
this study on the demand for Investment in farm buildings.^ All variables 
^See a more complete discussion under the subsection Numeraire In 
Chapter IV. 
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measured in dollars are divided by the deflator. The interest rate is 
also divided by the deflator making a price ratio of the interest rate to 
the cost of buildings. Dummy Intercept variables for the pre-World War 
II and the World War II years are included. The full model is: 
(5.15) (I/Pj)j = + bj(y/ÎB)t.i + bj (ER)j.i 
where all variables are previously defined. Gross income deflated by 
the building materials price index, (Y/Pg)^^, is substituted for net 
income in another formulation: 
(5.16) (I/Pb)^ = bO + b° + b°„ + bi (Y/Pg)^_i + bg (ER)t_i 
+ bgCr/Pgit.i + b^ T + u^ 
The results of Equations 5.15 and 5.16 are reported in Table 5.5. Inter-
correlation and a lower statistical significance with lagged income vari­
ables makes a distributed lag model less desirable. (Y/Pg)^^ had the 
highest correlation with I^ of any lagged income variable and is used for 
the explanatory income variable instead of an arbitrary weighting of 
lagged income. 
Without exception all signs of the same variables are consistent from 
one equation to the next and are consistent with economic theory. The 
quantitative ranges of the coefficients of the same variable are also 
small. All variables except the time trend are significant at the 5 
percent level or better in all original equations reported in Table 5.5 
(that is, all equations before correction for autocorrelated errors). 
127 
Table 5.5. National data (deflated by cost of building material) 1910-1963 
Equation 
number 
r2,R2,F 
w pw 
2341-90 
2005-01 
2030-01 
2341-35 
2005-02 
2030-02 
2341-48 
2005-05 
2050-03 
2341-50 
2005-06 
2040-04 
.9423 
.9344 
119.7408 
.9395 
.9312 
95.3414 
.9083 
.8958 
86.1862 
.9351 
.9295 
165.5834 
.9330 
.9272 
125.4469 
.9028 
.8943 
83.6271 
.9389 
.9306 
112.7063 
.9362 
.9275 
125.6379 
.8310 
.8080 
30.2203 
.9307 
.9247 
154.4173 
.9291 
.9229 
117.9761 
.8731 
.8621 
61.9593 
1.0989 
1.1862 
1.7913 
1.0505 
1.1612 
1.8291 
.9885 
1.1064 
2.0923 
.8788 
1.0237 
1.9131 
.00 
.05 
.30 
.00 
.05 
.30 
.00 
.05 
.50 
.00 
.05 
.40 
252.9562 
(1.5852) 
252.7500 
(1.5316) 
257.2300 
(1.2830) 
-20.9346 
(.4073) 
-25.9530 
(.4900) 
-35.6920 
(.5618) 
357.7751* 
(2.3791) 
356.7900* 
(2.2930) 
351.7100 
(1.3620) 
108.0906** 
(2.8112) 
101.3270* 
(2.4641) 
115.4330 
(1.9794) 
-234.6857** 
(5.2962) 
-242.2200** 
(5.3962) 
-293.9120** 
(5.2699) 
-218.3982** 
(7.6243) 
-219.4737** 
(7.2327) 
-251.8533** 
(6.5852) 
-243.2937** 
(5.3451) 
-251.2470** 
(5.3216) 
370.9180** 
(4.6140) 
•237.1999** 
(7.2564) 
•237.5980** 
(6.8188) 
•298.2943** 
(5.9716) 
-152.7339* 
(2.2606) 
-159.3810* 
(2.2720) 
-196.8100* 
(2.2502) 
-94.9697** 
(4.3614) 
-92.1638** 
(3.9704) 
-96.4004** 
(3.3301) 
•185.0840** 
(2.7540) 
•192.5540** 
(2.7635) 
•275.6640* 
(2.2937) 
•142.8406** 
(6.3987) 
•139.0997** 
(5.6814) 
160.2923** 
(4.4529) 
**Indicates coefficients significant at the 1% level; t value, sign 
ignored, is approximately 2.6930. 
*Indicates coefficients significant at the 5 to 1% level ; t value, 
sign ignored, is approximately 2.0150. 
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Table 5.5. (Continued) 
Equation 
number (?/?:)t-1 (y/Pfi^t-i ERt.i (f/^B^t-l T 
2341-90 .01417* 
(2.5879) 
19.7838** 
(3.9086) 
-21.3517* 
(2.1418) 
-2.8400 
(1.8119) 
2005-01 .01474* 
(2.5889) 
19.3253** 
(3.6363) 
-19.4854 
(1.8658) 
-2.8785 
(1.7726) 
2030-01 .01939** 
(2.8955) 
15.3949* 
(2.2728) 
-11.9260 
(.9704) 
-3.0638 
(1.5316) 
2341-35 .02025** 
(4.0505) 
21.8556** 
(6.6299) 
2005-02 .02028** 
(3.8859) 
22.3118** 
(6.1438) 
2030-02 .02319** 
(3.7605) 
21.0626** 
(4.6483) 
2341-48 .0143 
(1.9726) 
19.6037** 
(3.7335) 
-23.3672* 
(2.2639) 
-3.0150 
(1.8305) 
2005-05 .01524* 
(2.0221) 
19.1686** 
(3.4837) 
-21.0047 
(1.9405) 
-3.0156 
(1.7722) 
2050-03 .03054** 
(2.7011) 
11.9288 
(1.2414) 
-1.0141 
(.0634) 
-2.6357 
(.9398) 
2341-50 .02309** 
(3.5316) 
20.9561** 
(5.8102) 
2005-06 .02325** 
(3.4286) 
21.5332** 
(5.4633) 
2040-04 .03076** 
(3.4333) 
18.7022** 
(3.3292) 
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It should be noted that the equity ratio is highly significant 
throughout all equations reported. The gross income coefficient has 
higher t values than net income coefficients in all corresponding equa­
tions. This suggests that farm output may be a greater influence on 
investment than net income. Another form of a capacity model may still 
be justified. It is recalled that a capacity variable, (Y/F) was tried 
without success. Although the income coefficients are relatively small, 
income has a greater absolute affect on investment than the other vari­
ables (ER and r) because of the relative magnitude of the variables. 
Correction for autocorrelation 
All of the original equations have autocorrelated errors and they 
are corrected with varying degrees of success. A p of .30 gives an 
acceptable correction for Equation 2341-90, a p of .30 gives a good cor­
rection for Equation 2341-35, a p of .50 gives an excellent correction 
for Equation 2341-50. The goodness of correction for autocorrelated 
errors is the proximity of the d statistic of the corrected equation to 
the expected value of d.^ The tabled values found for d (34, 138) are 
also used as a guide. However, some models contain more variables and 
observations than can be found in the tables. Therefore, the criterion 
of proximity to the expected value becomes more important. The method 
employed to find values for p for the equations is the unsophisticated 
"hit and miss" method. 
The actual values and the predicted values of investment in farm 
buildings are graphed by years from 1913 to 1963 for national data in 
^The expected value of d is 2. 
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Figures 5.1 and 5.2. 
The predicted values from Equation 2341-90 are shown in Figure 5.1 
and the predicted values from Equation 2030-01 (the autoregressive correc­
tion equation for Equation 2341-90) are shown in Figure 5.2. On both 
figures the y axis is in millions of dollars of building investment de­
flated by the cost of building materials index. The x axis is the time 
period from 1913 to 1963. 
All predicted values from both equations are very close to the actual 
values. It Is clear that the autoregressive equation predictions shown 
in Figure 5.2 are better when comparing turning points and phase plane 
shifts. The error variance from the predicted values of the autoregres­
sive equation is less than the error variance of the original equation, 
that is: 
where is the predicted investment from the autoregressive Equation 
2030-01, Ij. is the predicted investment from the original Equation 2341-90, 
and is the actual value of investment. Based upon 
1 - 2 (I^ - / Z (I. - calculated from the pre-
1=2 '• ^ 1=2 ^ ^ 
2 dieted values, the R for the prediction equation derived from the auto­
regressive Equation 2030-01 is .9510. This value is higher than the 
from the original equation. The prediction equation was found by trans­
posing to the right as indicated earlier in Equation 5.13. It 
is evident that if equations are autocorrelated, an attempt should be 
made to correct these equations to Improve the predictive ability of 
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Actual Investment 
Predicted Investment . 5 00 
00 
300 
200 
i  00 
63 33 23 4  3 53 
Figure 5.1. Actual and predicted values of building investment 
for the United States (original Equation 2341-90) 
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Actual Investment 
Predicted Investment 
500 -
40 0 
30 0  
200 
1 0 0  
53 33 63 43 23 19 i  3  
Figure 5.2. Actual and predicted investment for the United 
States (autoregressive Equation 2030-01) 
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the equation. The Improvement affects both the sampling variance and 
the turning point values. 
Table 5.6 shows the calculated elasticities for all the variables 
of all the equations reported in Table 5.5. All of the elasticities were 
calculated at the means. The values obtained for elasticities are very 
consistent and in a narrow range of values. The consistency of the out­
come of all variables gives rise to confidence in the quantitative results 
obtained in the investigation of the aggregate national data. 
Exponential model 
Several logarithmic functions were tried with the national deflated 
data in addition to the linear equations already reported. These expon­
ential equations are reported in Table 5.7. The exponential equations 
for the deflated national data are better than the exponential equations 
for the national undeflated data. The model proposed is: 
(5.18) (l/PB)t = (Y/Pfl^t-l ^2 (EK)t-l ('^AB>t-l "c 
where all variables are previously defined. A transformation to log­
arithms allows the use of least-squares procedures on a linear form: 
(5.19) log(l/PB)t = log + bi log (Y/PB)t_i + bg log (EBj^.i 
+ bg log (r/PB)t_i + b^ log T + log u^ 
where log u^ is now the disturbance term. In order to draw statistical 
Inference from the results, it must be assumed that log Uj. is normally 
distributed with zero mean and varlance-covarlance matrix 
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Table 5.6. Elasticities calculated at the means for equations reported 
in Table 5.5 
Equation 
number (V-g) t-1 (y/?B)t-i T 
2005-01 .4829 .5943 -.1986 -.3987 
2030-01 .6352 .4734 -.1216 -.4244 
2341-35 .6634 .6721 
2005-02 .6644 .6861 
2030-02 .7597 .6477 
2341-48 .2020 .6028 -.2382 -.4177 
2005-05 .2148 .5894 -.2141 -.4177 
2050-03 .4304 .3668 -.0103 -.3651 
2341-50 .3254 .6444 
2005-06 .3277 .6622 
2040-04 .4335 .5751 
The original equations are reported in Table 5.7. These equations 
are 2342-05 and 2342-11. One of these equations is estimated with net 
income as an explanatory variable and the other is fitted with gross 
income as an explanatory variable. Both equations also include a dummy 
variable for World War II. All variables except the over-all intercept 
are significant at the 5 percent level or better. 
For a full discussion of the log normal distribution, see Aitchinson 
(1 ) .  
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Table 57. National deflated logarithmic results 
Equation 
number R^F w 
2342-05 
2342-11 
2107-01 
.8446 
.8273 
48.9181 
.8094 
.7928 
48.8408 
.5223 
.4808 
9.8401 
.6662 
.8927 
1.9202 
.00 
.00 
.6669 
-1.9897 -.2886** 
(1.3245) (3.4738) 
-.9582 
(1.5103) 
-.5992 
(.6715) 
-.3108** 
(3.7037) 
-.5347** 
(2.8534) 
2342-05 
2342-11 
2107-01 
(VPB)t-i (y/PB)t-i ER 
1.3852** 
(4.0280) 
.7601** 
(3.8607) 
.6148* 
(2.4761) 
t-1 
.4901* 
(2.6602) 
.8665** 
(5.3485) 
1.0322** 
(3.2418) 
(r/FB)t-l 
-.8872** 
(3.0282) 
-.3808** 
(3.3060) 
-.2880 
(1.0889) 
-.7689** 
(2.8102) 
**Indicates coefficients significant at the 1% level; t value, sign 
ignored, is approximately 2.6900. 
*Indicates coefficients significant at the 5% to 1% level; t value, 
sign ignored, is approximately 2.0140. 
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Correction of exponential equations for autocorrelation 
Both original equations have autocorrelated errors according to the 
d statistic. Equation 2107-01 is the autoregressive equation to correct 
Equation 2342-11. The p value used for the autoregressive equation is 
.6669. It was determined by regressing the disturbance terms on the 
lagged disturbance terras in the following way: 
(5.19) u^ = pUt_i + 
or for actual calculation purposes: 
(5.20) (It - 1%) = p (Ifi - It_i) + 
where Ij. is the value calculated from the reported empirical Equation 
2342-11. The results obtained are very good based on the d statistic, 
2 but the reduction in R is quite marked. All variables that are sig­
nificant in the original equation except the ratio of the rate of interest 
to the cost of buildings remain significant in the corrected equation. 
More difficulty is encountered in trying to estimate logarithmic 
equations by least squares because of high multicollinearity. When 
transformation to logarithms is made, the range of the data is substantial­
ly reduced and the data may conform more nearly to a linear form. An 
attempt was made to correct Equation 2342-05 for autocorrelation. How­
ever, because of high intercorrelatlon in the transformed data, it is 
impossible to Invert the [X'X] matrix. Therefore, no autoregressive 
equation can be estimated by least-squares to correct Equation 2342-05. 
The elasticities reported in Table 5.6 may be compared directly with 
/S /\ 
the b coefficients reported in Table 5.7 since the b coefficients of the 
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exponential equations are the elasticities. The elasticities from Equa-
/\ 
tion 2341-90 in Table 5=5 can be compared with the b coefficients of 
Equation 2342-05 in Table 57. The elasticities of income, interest 
rate, and time are higher for the logarithmic model than for the linear 
model. The elasticities for the equity ratio from the two equations are 
almost identical. 
The b coefficient for gross income reported for Equation 2342-05 in 
Table 5.7 is greater than one. This does not seem very reasonable when 
the expenditure on farm buildings is only one of the investment expendi-
tures made on the farm. Substantially higher R 's are obtained when the 
linear models are estimated compared to the results obtained from the 
exponential model. The consistency of the elasticities obtained from 
the linear model is also very good. Therefore, greater credence is placed 
on the b coefficients and the calculated elasticities obtained from the 
linear models reported in Table 5.6. 
A policy suggestion 
As indicated earlier in the review of the econometric investigations 
on the demand for investment, few researchers have found that the rate of 
interest was significant. It is quite Important to note, therefore, that 
the rate of interest was found to be statistically significant at the 1 
percent level on almost all equations whether on national data or on the 
regional and state data to be reported in the next chapter. 
Whether it is feasible to use the rate of interest as a policy vari­
able to affect the amount of investment is another problem. It would seem 
that a differentiation between interest rates to farmers and interest rates 
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to the nonfarm sectors could be made. There is presently differentiation 
by some federal reserve regulations between country banks and city banks. 
The reserve requirements have traditionally been higher in country banks 
than in city banks, and these requirements can be changed if such change 
is warranted. If the rate of interest is a proxy variable for fund avail­
ability, as suggested by Gehrels and Wiggins (57), then an increase in 
reserve requirements for country banks should decrease fund availability, 
and raise the rate of interest to farmers. 
If there is over investment in agricultural plant compared to the 
investment in the nonfarm sector as has been suggested, a prolonged dif­
ferentiation of fund availability should change the ratio of investment 
between the two sectors. 
Prior tothis time, most proponents of the use of the rate of interest 
as a policy variable have suggested its use in connection with the business 
cycle. Although the effect of the rate of interest for this purpose has 
been questioned by a number of writers,^ the Federal Reserve Board has 
continued ever since the freeing-up of interest rates following World 
War II to use the rate of interest as a policy tool to smooth out the 
business cycle. Even though change in the rate of interest appears to 
affect the investment in farm buildings, the proportion of expenditures 
on farm building investment (compared to aggregate national investment 
activity) is so small that the effect on the business cyple is probably 
negligible. 
It is suggested that the rate of interest and fund availability could 
ISee Chapter III on Economic theory in this study. 
139 
be differentiated between economic sectors over a longer period of time 
than the usual length of the business cycle. Long-term differentiation 
between sectors should effectively change the ratio of investment between 
sectors in a way which is of greater benefit to society as a whole. (This 
is on the assumption that there is or could be a misallocation of invest­
ment funds between sectors.) Bankers have been known to ration funds in 
absolute amounts and by the rate of interest to individual customers --
differentiating between their various customers. It would seem just as 
plausible for the monetary system of the government to do the same thing 
between various economic sectors to effectively encourage or discourage 
investment activities in different sectors. 
In some ways this interest rate differentiation would be similar in 
effect to a tax and an offsetting subsidy. The tax would be imposed on 
the sector where the rate of interest was higher, and the subsidy would 
be given in the sector with the lower rate of interest. This would be a 
tax and subsidy with no tax gain to the government, but the administration 
of a true tax and subsidy would cost the government more than the interest 
rate differentiation. 
Changes in the interest rate to counter the business cycle have been 
widely debated with no verdict. It appears that the policy of differ­
entiating interest rates between sectors and controlling fund availability 
for allocation of investment has a greater probability of success. 
A noncapacitv building preference model 
All those who have worked with farmers such as extension agents and 
farm managers know that a considerable proportion of farm building 
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expenditure is made on the basis of the individual's personal preferences 
other than profit maximization or production requirements of the farm. 
One limitation of the marginal return, profit maximizing model, is the 
fact that few individuals place the profit element as the highest 
ordered element in their utility set.^ 
A model will be developed and estimated on aggregate time-series 
data in an attempt to determine the proportion of building investment 
expenditures made for strictly agricultural output requirements (reflect­
ing the profit motive) and the proportion attributable to all other prefer­
ences normally assumed to be included in the utility function. 
The underlying assumptions which must be made in order to estimate 
any statistical model designed to divide building expenditures into the 
proportion due to output requirements and the proportion due to personal 
preferences include: 
(1) Personal preferences other than the profit motive do play an 
important role in investment decision. 
(2) It is possible to differentiate between investment activity 
for physical output needs and for personal preferences. 
(3) It is possible to formulate causal variables associated with 
the two postulated shares of investment activity. 
(4) Given the data available, a practical model must be proposed 
which is capable of empirical estimation. 
The following model is proposed in an attempt to statistically 
measure capacity requirements and non-capacity preferences on a national 
^See the discussion in Chapter II on economic theory. 
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aggregate basis. This model is called the noncapaclty building preference 
model or simply the alpha model : 
(5.22) [a(l/Pg)t + (1-0!)It] = b* + b°„ + b^ Oi(Y„/PR) + bg (l-a)y„,. 
+ bg (1-a) (ER)t_i + \ (r/PB)t-l + ^ 5 T + "t 
where: a = the proportion of investment in farm buildings affected by 
gross farm output, and 0 < Q! < 1. 
(1-a) = the proportion of investment expenditure in farm buildings 
not affected by gross farm output and thus assumed to be 
affected by personal preferences represented or at least 
made possible of fruition by liquidity and net farm income. 
Yw = + l"04yt_2 l'0416yt_3] / 3.0816. 
All other variables have been previously defined. 
The proposed alpha model given by Equation 5.22 is proposed here In 
an attempt to fulfill the foregoing assumptions. 
The investment is deflated by the building cost index. This gives a 
variable that is (in some sense at least) the physical amount of new farm 
building construction. This variable is then multiplied by a to obtain 
the share required for physical needs. It Is postulated that the share 
spent for fulfillment of personal preferences is dependent upon the 
actual current dollar value spent on buildings. Therefore, the share due 
to personal preferences is given as (1-a) times the current dollar value 
of building investment. 
The explanatory variables are formulated in a similar way. The pro­
posed causal variable affecting physical building requirements is physical 
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farm output. Therefore, the proposed variable is the gross farm income 
deflated by the Index of prices received by farmers which gives (in some 
sense) a variable representing the physical farm output. 
The explanatory variables affecting the personal preference share 
of building investment are not quite so easy to stipulate, The proposed 
variable is liquidity represented by weighted net income and the equity 
ratio as proxy variables for the effect upon investment demand by personal 
preferences -- prestige, pride, custom, etc. The tacit assumption for the 
use of these variables is not that liquidity perfectly represents the 
noncapacity personal preferences, but that liquidity (or the proxy vari­
ables for liquidity) at least makes it possible for the manifestation and 
fruition of personal preferences. 
Given these assumptions about personal preferences and the variables 
selected to represent personal preference effects, the equity ratio and 
weighted net income are both entered into the model multiplied by (l-(%), 
the postulated share of building expenditure due to personal preferences. 
The weighting procedure used for net income (defined following Equa­
tion 5.22) is based on the assumption that liquidity might better be repre­
sented by applying a compound interest rate to past incomes. The rate 
selected was 4 percent, because this is a prevalent rate which is earned 
on secure investments. Following the same logic as for the personal 
preference share of investment, the Income variable Is also entered in 
current dollars. 
Weighted net income alone cannot in itself represent liquidity be­
cause of the many other sources of assets to entrepreneurs, particularly 
inheritance and marriage. Therefore, the equity ratio was also selected 
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as a variable representing liquidity. In fact, the equity ratio may be 
the only variable needed as a proxy variable for liquidity and therefore 
for personal preferences. 
The ratio of interest rate to building cost index is included because 
it has already been found to be statistically significant in the prior 
national analysis. Most economic theory also suggests inclusion of in­
terest rate in any relationship affecting the demand for investment. It 
could be argued that the interest rate variable should be included as 
one of the variables affecting only the capacity generated portion of 
investment; because some believe the interest rate has less effect upon 
the decisions of businessmen using internal funds, that is, entrepreneurs 
with high liquidity. However, others argue the interest rate affects the 
use of internal funds as well as borrowed capital.^ The decisions of a 
firm with high liquidity are not totally insulated from changes in the 
market rate of interest. For firms with high liquidity the marginal effic­
iency of capital is an important criterion for decision-making. Since 
there appears to be strong arguments on both sides of the question, the 
ratio of interest cost to building cost is included in the alpha model 
as a separate variable neither multiplied by a nor by (1-a). 
Time is included to pick up any trend in investment expenditure on 
new farm buildings. The time variable is not weighted by either a or 
(l-cc) • 
It is evident after cursory inspection of the alpha model that it is 
^For a more extensive discussion and references, see Chapter III on 
economic theory. 
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impossible to estimate both a and B simultaneously by the usual least-
squares procedures. The basic data used for the original variables in this 
model are the same data used in the foregoing national models. The method 
of estimation used might be called an iterative method or a method of 
successive estimation of the original model.^ A specific value of a is 
substituted into Equation 5.22; then from the original variables, the 
following new variables are calculated: 
(5.23) xjj = [a(l/PB)t + (1-a) 1^] 
*1 = «(VPr) 
%2 = (l-O) Yw 
X3 = (1-a) (ER)t_i 
After the calculation of the foregoing variables, the following 
equation is estimated by ordinary least squares: 
(5.24) xj) = bO + bo + b°^ + bi*! + bgXg + b^x^ + b^ (?/?%)%_! 
+ bj T + Uj. 
New variables and regressions were calculated for tliê following values of 
a: 0.00, .10, .20, ..., .90, 1.00. The criterion for selection of the 0! 
giving the capacity share of Investment is the a associated with the trans­
formed equation with the highest F ratio. The full alpha model is esti­
mated for all values of a. Several additional equations which include 
various subsets of the variables in the full alpha model are also estimated. 
Ipor the nucleus of the idea for the alpha model and its estimation, 
I am grateful to Dr. Herbert David of the Statistics Department, Iowa 
State University, Ames, Iowa. 
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All. submodels estimated include the dependent variable Xq consisting of 
both the capacity and noncapacity portion of investment, X| the explana­
tory variable for the capacity proportion of investment, and either x? 
or Xg as proxy variables for the effect of personal preferences on the 
noncapacityproportion of investment. 
The a reported was determined by taking the <X which was the consensus 
of the highest over-all F ratios. By over-all F ratio is meant the mean 
square due to regression divided by the error mean square. 
The F ratios for all values of a and for each equation are recorded. 
The consensus of the highest F ratio for all equations estimated is an 
CL of .40. Tpis means that according to the noncapacity building prefer­
ence model, approximately 40 percent of the demand for buildings is the 
capacity share and the remaining 60 percent is the noncapacity share. 
Figure 5.3 is a graph of the F ratios obtained for all values of a for 
Equations 4002 and 4006 reported in Table 5.8. The graphs of various 
submodels are similar. The statistical results for a = .40 are reported 
In Table 5.8. 
The first equation listed in Table 5.8 is the estimation of the full 
alpha model. The other three equations in Table 5.8 were selected to show 
the "better" equations of some of the submodels estimated by the same 
2 procedure. The lowest R of any major submodel tried for OL = .40 was 
.9586 and the lowest F ratio was 169.89. All equations whether the full 
alpha model or a subset give very good results for a = .40. 
Weighted physical farm output, q;(Y„/PJ.) , is highly significant in 
all regressions estimated including those reported, and the sign is in 
the direction expected (based on economic theory) in all regressions. 
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.40, F = 272.2135 
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a = .40, F = 236.8271 
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Figure 5.3. F ratios for values of a for the noncapacity 
building preferance model 
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Table 5.8. Noncapaclty preference model (Alpha Model), a = .40 
Equation ^2 «2 p Durbin-
' ' Watson numoer pw 
04006 .9747 1.2158 .00 595.29 -581.99** +398.07** 
.9705 (1.7844) (6.2477) (2.8298) 
236.8271 
04002 .9738 1.1373 .00 346.72 -535.09** -329.09* 
.9701 (1.2739) (6.2130) (2.5180) 
272.2135 
3100-01 .9730 1.2908 .10 429.7600 -576.2230** -389.4100** 
.9693 (1.5279) (6.5870) (2.8967) 
221.1556 
3030-01 .9429 1.9813 .50 925.2300* -792.5700** -711.4500** 
.9351 (2.2474) (6.7989) (3.6606) 
101.4479 
04005 .9690 1.1163 
.9662 
359.3247 
.00 -300.93* 
(2.5324) 
-344.52** 
(7.8970) 
04009 .9594 
.9558 
271.4663 
.9117 .00 -806.78** -321.68** 
(11.3947) (6.4546) 
**Indicates coefficients significant at the 1% level or better; t 
value, sign Ignored, is approximately 2.6930. 
*lndicates coefficients significant at the 5% to 1% level; t value, 
sign ignored, is approximately 2.0150. 
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Table 5.8. (Continued) 
Equation 
number <l-a)(yw/PR) (l-a)ERt.i (r/PB)t-l T 
04006 1.4355** 
(3.1334) 
-.2467 
(1.2707) 
93.85** 
(5.2321) 
-128.13** 
(4.4459) 
-10.4609* 
(2.4301) 
04002 1.4437** 
(3.1299) 
84.48** 
(5.1307) 
-101.37** 
(5.1171) 
-9.0349* 
(2.1589) 
3100-01 1.3972** 
(3.0551) 
79.4313** 
(4.6620) 
-93.6691** 
(4.6052) 
-9.5442* 
(2.2594) 
3030-01 1.0184 
(1.9082) 
52.9716* 
(2.1723) 
-62.4224* 
(2.5257) 
-11.3220* 
(2.0193) 
04005 1.1733** 
(5.9038) 
125,18** 
(5.9038) 
-96.43** 
(6.5255) 
04009 1.5326** 
(7.6558) 
.5815** 
(4.6469) 
84.5507** 
(6.8843) 
Physical farm output is hypothesized by this model as influencing the 
demand for the capacity portion of investment expenditure on new farm 
buildings. 
The (1-a) weighted net income proxy variable for liquidity was not 
significant in the full alpha model and was not significant in most of the 
submodels estimated. It was highly significant in Equation 04009 reported 
in Table 5.8. In Equation 04009, the sign was positive which is the direc­
tion expected based on economic theory. 
The interest rate-building cost ratio, (r/Pg)|._j^, was highly sig­
nificant in all regressions estimated and the sign was always negative. 
This result also corresponds to the theory. As indicated earlier, however, 
very few prior econometric studies have obtained significant results with 
149 
the rate of Interest. Gehrels and Wiggins found the interest rate signif­
icant and interpreted this to be an index of fund availability (57, pp. 
79-92). 
The time trend is significant in a number of regressions including 
the full model and wherever significant the sign is negative. This is 
consistent with the prior national models using deflated data. 
The intercept for the World War II period is significant in all re­
gressions where it is included. The intercept for the pre-World War II 
period is also significant. The post-World War II intercept is not sig­
nificant. 
Equation 04002 in Table 5.8 is corrected for autocorrelation. Two 
autoregressive equations are reported. Equation 3030-01 with a p value 
of .50 gives a Durbin-Watson test statistic of 1.9813 which is very satis­
factory. The declined slightly from .9738 to .9429. Some of the 
individual t values increase and some decline from the original equation 
to the autoregressive equation. The two-tailed 5 percent t value for this 
model is approximately 2.0150. All but one coefficient of the autoregres­
sive equation are significant at the 5 percent level or better. The 
other coefficient, a(Yy/P%), has a t value of 1.9082. 
The finding of the noncapacity building preference expenditure to be 
of the magnitude .60 is higher than expected. Values of a from .50 to 
1.00 are tried initially on a number of regressions thinking that it 
2 
would be in this value range for a that the peak R 's would be found. 
However, all regressions tried in this initial range had their highest 
2 R at a - .50. The input variables are then calculated for the lower 
half of the a range and a = .40 is found to be the consensus of peak 
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values for the regressions estimated* This does not mean that every re­
gression has its highest F value at the point a = .40. The majority of 
regressions do have the highest F value at .40 and others have their 
highest F values adjacent to .40, that is, at a = .30 and a = .50. There­
fore, by the criteria of the F test, the variables included, and the 
proportion of variables significant, an a value of .40 was selected as 
the magnitude indicating the capacity portion and .60 Indicating the non-
capacity portion of investment. 
As farms become larger and the percent of commercial farms increases, 
the non-capacity preference portion of investment will probably decline. 
A way to test this hypothesis would be to divide the data into two parts 
(say the pre-World War II period and the post-World War II period) 
and find the appropriate a for both periods. Dividing the data in this 
way might not give a sufficient number of observations in either time 
period for significant results. 
It is hypothesized that as farms become larger, more commercialized, 
and more credit or capital other than that owned personally by the farm 
operator is used, the entrepreneur in a relatively free-market economy in 
agriculture must necessarily place profit higher in his utility set. As 
profit (at least in the aggregate) is placed as a higher ordered element 
in the utility set, the noncapacity preference share of the demand for 
Investment in buildings will decline. 
Summary 
The profIt-price-ratlo-linear models give the best results for 
national data. Equations using original data and data deflated by the 
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price index of building materials are estimated. Overall results are very 
good. The variables which prove to have the greatest effect are gross farm 
income, net income, the equity ratio, the rate of interest, and (in some 
equations) the time trend. Except for some isolated cases, the signs of 
all coefficients are in the directions expected based on economic theory. 
Significant differences are found for three different time periods 
analyzed: 1913-1941, 1942-1945, and 1946-1963. 
Â number of price ratio variables are tried and found statistically 
insignificant. A capacity ratio variable is formulated and tested but 
found insignificant. Various forms of the lagged accelerator are tried 
with little success. 
An exponential equation is estimated on deflated data. The same 
variables are significant as in the linear models, but the linear models 
had higher R^'s. Elasticities are calculated at the means for the linear 
equations and compared to the coefficients of the exponential equations. 
All original equations are autocorrelated according to the d statis­
tic. Whenever possible, at least one equation from each model is corrected 
for autocorrelation. 
A statistical model is formulated to determine the share of Invest­
ment in farm buildings associated with capacity requirements and the share 
associated with non-capacity requirements -- such as personal preferences. 
Only 40 percent of building Investment activity is found associated with 
capacity requirements. 
A long term government policy for manipulation of interest rates and 
fund availability is suggested. The policy would aim to influence invest­
ment allocation between economic sectors in order to increase the social 
returns of capital, 
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CHAPTER VI. REGIONAL AND STATE DATA AND RESULTS 
A more limited amount of census data is available for regional and 
state analysis than for national analysis. Data are available for only 
eight of the ten production regions in the United States; and for a 
number of important variables, data on a regional and state basis are 
available annually only from 1924 to 1963 inclusive rather than from 1910 
as for the national data. When a proposed economic behavioral model sug­
gests lagging certain variables for one year or more, the length of the 
time series for analysis and consequently the statistical degrees of 
freedom are further limited. 
Data are available for all production regions except the Mountain 
States and the Pacific States. (A map outlining the production regions 
is shown in Figure 6.1.) Therefore, the major proportion of those agri­
cultural regions where buildings are an important input factor are in­
cluded. If data were available from the Pacific States, this would add 
materially to the analysis and would cover essentially all of the farm 
building input in the continential United States. 
One of the recommendations made by this study to the U. S. Department 
of Agriculture for improvement of data is to obtain data on building 
investment from the Pacific States Region. It is hypothesized that the 
Pacific States Region is becoming a relatively more important region in 
the demand for farm buildings and permanent farm building facilities. 
Over the last decade and in the foreseeable future livestock production, 
both in dairy and meat animals, has become concentrated in fewer centrally 
located facilities. This brings about substantial expenditures for new 
Northern 
Plains Moun 
W 
South 
Plains 
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buildings and facilities in the Pacific States Region. Therefore, it is 
believed the lack of data on expenditures for farm buildings (including 
expenditures on feed lot facilities) in the Pacific States Region is a 
gap that should no longer be allowed to continue by our statistical re­
porting services. 
Time-series data on a state basis are available for all states within 
the three central production regions. These regions are the Corn Belt, 
which includes Illinois, Indiana, Iowa, Missouri, and Ohio; the Lake 
States which includes Michigan, Minnesota, and Wisconsin; and the Northern 
Great Plains which includes Kansas, Nebraska, North Dakota, and South 
Dakota. All of the variables available on a regional basis for the eight 
production regions are also available for the aforementioned 12 states. 
The length of the time series available for the states is also for the 
same time period (1924 to 1963 inclusive) as the regional data. On a. 
proposed state model where certain variables may be lagged for one or 
more years, the length of time series for analysis will also be reduced. 
On the basis of economic theory and the results obtained with the 
national time-series data, approximately the same variables are 
included in the regional and state analysis. This is true at least to 
the extent of data availability. There is no good statistical series on 
net farm income or gross farm Income on a regional or state basis avail­
able for the time period 1924 to 1963. A gross farm income variable for 
the following regional and state analysis is constructed by adding to­
gether the cash receipts from farm marketings and the cash received by 
farmers from government payments (154). This should be an accurate vari­
able to use as a gross income variable, but it is not comparable with 
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the gross income variable used in the foregoing national analysis which 
includes the value of home-raised produce and other perquisites» 
The usual method for regression analysis of regional or state data 
is to estimate separate regression equations for each area» to analyze 
each equation, and to compare the equations from each area. With this 
procedure the length of the time series available for this study would 
limit the total degrees of freedom (with reduction due to lags) to approx­
imately 36o Assuming four to six independent variables would be needed 
to explain a substantial proportion of the variance of the dependent vari­
able, the residual sum of squares from regression would be associated 
with approximately 30 degrees of freedom. This could be insufficient to 
get good statistical results where a separate equation is used for each 
region or state. 
The procedure used in this study is single equation techniques in­
cluding all regions simultaneously in one equation (each region and each 
year providing an observation). This can be done by the appropriate 
use of dummy variables and has two major advantages over the usual method. 
First, the approach proposed for this study provides an immediate 
statistical test for any differences found between regions; comparison by 
general inspection of separate equations is more fallible, less precise, 
and statistical comparison of separate regression equations is more dif­
ficult and time consuming. 
The second advantage is that inclusion of all regions in one equation 
gives a much higher number of observations; and although the independent 
variables are also increased because of the addition of dummy variables, 
not all differences for all variables and all regions are expected to be 
156 
significant» Therefore, there will be a greater relative increase in the 
degrees of freedom associated with the residual sum of squares than the 
increase in the number of explanatory variables. An underlying statistical 
assumption in following this procedure requires that observations from all 
regions are drawn from some common population. This, however, is an 
assumption which must be made if separate equations are estimated in the 
usual way and statistical tests performed between regressions. If there 
is no significant increase in the variances of the variables, the relative 
increase in degrees of freedom for the residual sum of squares should 
increase the probability of obtaining good statistical results. More 
precise statistical results land greater credence to subsequent economic 
analysis and interpretation. 
The same general procedure is followed for the analysis of state 
data. A separate equation is calculated for each of the three regions 
where state data are available. All states within a region are included 
in the equation for that region. Thus, for state analysis there will be 
three basic equations: one for the Corn Belt including all of the Corn 
Belt states (each state and each year providing an observation), one equa­
tion for the Lake States, and one for the Northern Great Plains. 
Variables and their Description 
Aggregate time series data for the years 1924 to 1963 inclusive are 
available from U. S, Department of Agriculture sources for eight regions 
and twelve states. The variables available are: 
If. = annual investment expenditures on new and remodeled farm 
buildings in millions of current dollars from unpublished 
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sources in the Farm Production Economics Division of the 
U. S. Department of Agriculture (156). 
gross farm income (total cash sales and government pay­
ments) in millions of current dollars from The Farm 
Income Situation (154). 
gross cash receipts for livestock sales in millions of 
dollars, from The Farm Income Situation (154). 
the rate of interest on new farm mortgages and Is the 
same rate used in national data. There is no differ­
entiation by region or state. The rate is in percent and 
is taken from Agricultural Finance Review (152) and Farm 
Mortgage Credit Facilities in the U. S. (83a). 
total value of land and buildings in millions of current 
dollars from unpublished sources in the Farm Production 
Economics Division of the U. S. Department of Agriculture 
(156). 
mortgage debt outstanding in millions of dollars from 
Agricultural Finance Review (152). 
(F/M)^ where F and M are previously defined. 
time trend is the last two digits of the year of observa­
tion. 
the price index of building materials with 1910-1914 = 100. 
This is the index from national data. There is no differ­
entiation between regions or states; from Prices Paid by 
Farmers (153). 
the index of prices received by farmers with 1910-1914 = 
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100. This index is the same for the U. S. and all regions 
and states; from The Farm Income Situation (154). 
- (3Y^_j^ + 2Y^ 2 + Yt_i)/6 ; where is previously defined. 
(r/Pg) = price ratio of interest rate to price of building materials, 
r and Pg have been previously defined. 
Fg = average size of farms in the geographic region in acres. 
(l/Pg)^ = farm building investment expenditures deflated by price 
index of building materials. 
(Yt/P^) = gross income deflated by index of prices received by 
farmers. 
+ 2?t.2/?R,c-2 + ït-3/'R.î-3)/«- * «sighted 
average of gross income deflated by the index of prices 
received by farmers. 
(Y^/Y) = gross livestock sales to gross farm Income. Y^ and Y have 
been previously defined. 
Regional Results 
Two general models for regional regression analysis are used and sub­
models are presented in table form. The submodels are subsets of the same 
variables included in the general models. 
The one difference between the two general models is in the form of 
the inclusion of the income variables. Regional model I has gross income 
entered as a single variable which is a weighted average of the three 
preceding year's incomes. Heavier weights are applied to the more recent 
year's income on the theoretical basis that human behavior places greatest 
importance on more recent happenings. Regional model II has gross income 
159 
entered as a distributed lag. These additional income variables present 
a greater problem in estimating regional model II by least squares due 
tc multicollinearity. I£ this model can be estimated, it gives what 
might be called a self-weighting scheme to the separate Income variables; 
whereas, in regional model I the lagged incomes are arbitrarily weighted. 
However, this aribtrary weighting does have a good theoretical basis. 
Regional model 
The following proposed model is called regional model I: 
(6.1) (I/Pg), = bO+b2+b°w + b° + bg (Y„/PR) + biDi (Y„/PR) 
23 
+ bi6 (ER)t_i + biDi (ERj^.i + >>24 (VPB)t-l 
34 
+ b25Fs + b26 (YVY)^! + bgyT + T + 
where : 
b° is the intercept for the post-World War II years. b° Is found by 
placing ones as for all years in the X regression matrix; where 
in matrix notation the regression model is Y = XB + U. b° will be 
in millions of dollars. 
b^ is the difference between the post-World War II intercept and the 
Intercept for the World War II years, b^ is in millions of dol­
lars. b° is found by placing X2 In the X matrix in the following 
way: 
1 during the years 1942, 1943, 1944, 1945 
_ 0 in all other years 
XO = 
bp^ Is the difference between the post-World War II Intercept and the 
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*3 = 
Intercept for the pre-World War II period. b°^ is in millions of 
dollars, bp^ is found by placing in the X matrix in the follow­
ing way: 
1 during the years, 1924 1941 
_0 in all other years 
b° are the differences in intercept in millions of dollars for regions, 
and are found by placing ones and zeros in the X matrix in the 
following way; 
1 for observations in Region 1, the Appalachian region 
,0 for all other observations 
1 for observations in Region 2, the Corn Belt 
0 for all other observations 
*5 = 
*8 = 
1 for observations in Region 7, the Southeastern states 
0 for all other observations 
The intercept for the eighth region is given by b° previously 
defined. 
Di(Y^P^) are dummy variables for slope giving the difference in the 
effect of (^w/Pr) between the region of interest and the eighth 
region. These differential effects are found by placing (Y^/P^) 
or zero in the X matrix as follows: 
(Y^/Pg) for observations on Region 1 
0 for all other observations 
*12 
'18 
(Yw/Pr) observations on Region 7 
0 for all other observations 
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(Y^/P^) gives the total effect for Region 8. 
Di(ER)t_i are dummy slope variables giving the difference in the 
effect of the equity ratio between the eighth region and other 
regions. The differences are found by placing (ER)^_j or zero in 
the X matrix in the following way: 
(ER)(._j_ for observations on Region 1 
0 for all other observations 
(20 
*26 
(ER)t_i for observations on Region 7 
_0 for all other observations 
(r/pg)t_i is the ratio of the rate of interest on new farm mortgages 
to the price index of building materials — both lagged one year. 
Fg is the average size of farm in acres. 
DjT are variables to find any differences in the linear time trend for 
regions. These differences are found by placing T or zero in the 
X matrix as follows: 
T for all observations on Region 1 
0 for all other observations 
*31 = 
*37 
T for all observations on Region 7 
0 for all other observations 
The time trend for Region 8 is given by the over-all variable T. 
There are four sets of dummy variables with seven variables in each 
set. The first dummy variable in each set is for production region 1 --
the Appalachian States; the second dummy variable is for production region 
2 -- the Corn Belt States; the third for Region 3 -- the Delta States; 
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the fourth for Region 4 -- The Lake States; the fifth for Region 5 — the 
Northeastern States; the sixth for Region 6 — the Northern Plains States; 
and the seventh for Region 7 -- the Southeastern States. The effect of a 
particular variable in the equation for Region 8, the Southern Plains 
States, is found from the coefficient of the over-all variable associated 
with that particular set of dummy variables. 
Regional model I is essentially the combination of the analysis of 
covariance (114, pp. 437-465) with multiple regression (19). With alge­
braic recombination of certain of the intercept variables, part of the 
model can be shown to be an analysis of covariance. The remainder of the 
model is a multiple regression model which might also be likened in some 
ways to the analysis of covariance. Slopes are obtained and differences 
for slopes are obtained for testing. The entire model can be estimated 
and reported most easily as a least-squares multiple regression equation 
with the X matrix as previously outlined. 
Regional Model 11 differs from regional model 1 by replacement of 
the arbitrarily weighted average of prior net income by the lagged income 
3 
variables, bj (Y/^R^t-i* This model was estimated with several vari­
ations of other variables included without very much success. Apparently, 
the high multicollinearlty of the lagged income variables preclude good 
estimation of these coefficients by least squares. 
The variable (Y^/Y)^, which is the ratio of gross returns from 
livestock to gross farm returns, also proved to be nonsignificant in 
both models. It was postulated that this variable might have a capacity 
effect on investment In farm buildings, or there might be a livestock 
production effect upon the demand for farm buildings. 
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The model as now formulated is more nearly a capacity-price-ratio 
model than a profit-price-ratio model, because gross income is now de­
flated by prices received by farmers giving a physical measure of output. 
In the prior national models (except the alpha model) farm income had been 
deflated by the building materials price index. 
Multicollinearity in the analysis of economic time-series data is 
always a hazard. Introduction into the X matrix of the additional vari­
ables needed to test differences in slopes adds to the hazard. Specifical­
ly in regional model I, these additional variables are (Y^/Pg), D^(ER)t-l, 
and DjT. The procedure followed in this part of the study to obtain 
estimates which are least influenced by multicollinearity when least-
squares estimation is used can be said at best to be only experimental. 
A large number of various combinations of variables or sub-models of 
regional model I are estimated.^ The.equations retained are selected by 
personal Inspection on the basis of a number of factors: the F test for 
the regression as a whole, the t test for individual coefficients, the 
specific variables and combination of variables Included, the number of 
significant variables compared to the total number of variables Included, 
signs of the coefficients in the direction postulated by economic theory, 
and the proportion of the variance of the dependent variable "explained" 
by regression. 
Table 6.1 lists the coefficients of the regressions retained to 
report for regional model I. Variables Included in the heading of Table 
^In this regard, I must thank Mary Clem and Bertha Eastman of the 
Iowa State Computation Center for their patience and effort in preparing 
several hundred regressions to run on the IBM 7074 computer. 
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Table 6.1. Regional model regression coefficients 
Equation 9 "2 _ 
number R »K if D-W w pw 
1111-96 .9706 1.0992 
.9555 
540.1554 
4007-01 .9682 1.2189 
.9518 
461.1150 
.00 71.5422** -19.6204** -17.5242** 
(14.5684) (14.0631) (9.0615) 
.07 68.2827** -19.3786** -17.2041** 
(12.6548) (13.2224) (8.5291) 
4010-01 
4048-01 
.9362 1.8813 
.9089 
227.3488 
.9031 1.9703 
.8532 
139.8990 
.37 70.9003** -24.2621** -22.5781** 
(8 0216) (9.6837) (6.5777) 
.48 69.4101** -25.0668** -23.6898** 
(7.5378) (9.4051) (6.4796) 
1111-54 .9701 
.9560 
565.4777 
.00 71.3846** -19.5172** -17.3645** 
(14.4345) (13.8974) (8.9213) 
1111-56 .9691 
.9559 
596.3872 
.00 71.5830** -19.4194** -17.7155** 
(14.2800) (13.6443) (8.9951) 
1111-58 .9637 
.9522 
625.9625 
.00 75.0769** -21.3672** -20.5299** 
(14.7091) (14.5140) (10.1429) 
1111-90 .9604 
.9505 
691.2255 
.00 70.5938** -21.0133* -19.9419** 
(13.9164) (13.9407) (9.6518) 
**Indicates coefficients significant at the 1% level or better, t 
value, ignoring sign, is approximately 2.6170. 
*Indicates coefficients significant at the 5% to 1% level, t value, 
Ignoring sign, is approximately 1.9800. 
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Table 6.1. (Continued) 
Equation 
number (Y„/PR) 
1111-96 -26.0578** 
(6.5615) 
-2.7339* 
(2.2233) 
-9.7822** 
(3.7937) 
-27.5706** 
(6.3895) 
.01175** 
(5.5914) 
4007-01 -26.3958** 
(6.0833) 
-2.7912* 
(2.1183) 
-10.1798** 
(3.6816) 
-29.0020** 
(6.1724) 
.01134** 
(5.0431) 
4010-01 -26.7792** 
(3.4186) 
-2.5436 
(1.1007) 
-8.8239 
(1.8112) 
-29.6131** 
(3.5111) 
.01162** 
(3.1052) 
4048-01 -26.7702** 
(3.2908) 
-2.4668 
(1.0299) 
-8.5138 
(1.6920) 
-29.0686** 
(3.3263) 
.01169** 
(3.0073) 
1111-54 -25.2097— 
(6.3319) 
-9.6376** 
(3.7122) 
-28.6122** 
(6.6230) 
.01472** 
(9.0211) 
1111-56 -24.5737 
(6.0975) 
-9.5619** 
(3.6334) 
-28.7788** 
(6.5719) 
.01607** 
(10.1195) 
1111-58 -19.1020** 
(4.4908) 
.01347** 
(8.0884) 
1111-90 .01399** 
(8.0932) 
®The superscript numeral with a variable notation in the column 
heading indicates the region number of the region associated with that 
variable. 
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Table 6.1. (Continued) 
"lO^w/V "nŒWt-l BlsGWc.ï I)20®Wt-î 
1111-96 .02025** 1.1905** 6.4880** 4.7988** 4.6876** 
(3.4315) (4.2606) (23.0363) (12.5013) (8.5034) 
4007-01 .01618* 
(2.5647) 
1.2093** 
(4.1206) 
6.5165** 
(21.8620) 
4.8469** 
(11.8848) 
4.6250** 
(8 0153) 
4010-01 .01571 
(1.7788) 
1.3043** 
(2.7629) 
6.2199** 
(12.4935) 
4.6365** 
(6.5369) 
4.5250** 
(4.9382) 
4048-01 .01203 
(1.2863) 
1.3000* 
(2.2810) 
6.0555** 
(11.8717) 
4.45933** 
(6.2690) 
4.5379** 
(4.8139) 
1111-54 .01707 
(2.9594)** 
1.1902** 
(4.2296) 
6.4619** 
(22.3208) 
4.7694** 
(12.3438) 
4.7149** 
(8.4942) 
1111-56 1.1770** 
(4.1265) 
6.3877** 
(22.3208) 
4.7097** 
(12.0407) 
4.6975** 
(8.3487) 
1111-58 .9738** 
(3.2013) 
6.0087** 
(19.8928) 
3.4490** 
(21.2522) 
3.0173** 
(20.6878) 
1111-90 1.4702** 
(16.5240) 
5.9434** 
(19.0434) 
3.4140** 
(20.2333) 
2.9937** 
(19.7532) 
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Table 6.1. (Continued) 
Equation 
number (r/PB)t-l T "28^ ^  
CM 
CM 
Q
 
*32?' 
1111-96 -7.7376** 
(9.4122) 
-.8343** 
(9.4797) 
.6166** 
(6.0508) 
-1.5699** 
(5.1428) 
.3033** 
(2.9747) 
4007-01 -7.5357** 
(8.5631) 
-. 7784** 
(7.9249) 
.6241** 
(5.6106) 
-1.3671** 
(4.1216) 
.3460** 
(3.1124) 
4010-01 -6.1269** 
(4.7997) 
-.8504** 
(5.0787) 
.6161** 
(3.2464) 
-1.2997** 
(2.7239) 
.3754 
(1.9721) 
4048-01 -5.5399** 
(4.3275) 
-.83522** 
(4.7114) 
.6168** 
(3.1563) 
-1.0646* 
(2.1130) 
.3610 
(1.8339) 
1111-54 -7.8662** 
(9.5243) 
-.8923** 
(10.5410) 
.6101** 
(5.9470) 
-1.4876** 
(4.8748) 
.3172** 
(3.0949) 
1111-56 -7.8559** 
(9.3830) 
-.9182** 
(10.7581) 
.5986** 
(5.7603) 
-.6205** 
(7.1758) 
.3154** 
(3.0355) 
1111-58 -8,2643** 
(9.2082) 
-.9092** 
(10.4008) 
.5388** 
(4.8543) 
-.4450** 
(5.0028) 
1111-90 -8•1684** 
(8.8015) 
-.8303** 
(9.5368) 
-.4521** 
(4.8994) 
6.1 are only those variables of regional model I found to be statistically 
significant in one or more of the equations reported. 
In order to better illustrate the results of the regression equations, 
one of the equations is written out with coefficients and variables. The 
model is formulated to provide estimates for the dependent variable for 
each of three time periods (the pre-World War II years, the World War II 
years, and the post-World War II years) and for each of eight production 
regions In the United States. Thus, one regression equation may be re­
ported as 24 different and complete equations. The empirical Equation 
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1111-96 (the first equation reported in Table 6.1) may be reported in the 
following way: 
(6.2) Region 1. Appalachian Region 
Pre-World War II years 
= (71.5422 - 17.5242 - 26.0578) + .01175 (Y„/Pr) + 1.1905 
(ER)t_i - 7.7376 (r/PB)t-i + (.6166 - .8343) T 
= 27.9602 + ,01175 (Y„/Pr) + 1.1905 (ER)^.^ - 7.7376 
<'/Vt-l - -2177 T 
where: 71.5422 is the over-all intercept, -17.5242 is the difference for 
the prewar period, -26.0578 is the difference for the Appalachian 
Region, .01175 is the coefficient for the effect of gross Income, 
1.1905 is the effect of the equity ratio, -7 7376 is the effect 
of the rate of interest, -.8343 is the over-all effect of the time 
trend, and .6166 is the difference for the Appalachian Region for 
the effect of time. 
World War II: (l/Pg)^. = (71.5422 - 19.6204 - 26.0578) + ••• + (.6166 
- .8343) T 
= 25.8640 + .01175 (Y„/Pr) + 1.1905 (ERj^.i 
- 7.7376 (r/PB)t.i " 2177 T 
where: 19.6204 is the difference in intercept for the war period, and 
other coefficients have been previously explained. 
Post-World War II years (l/^B^t 
= (71.5422 - 26.0578) + ••• + (.6166 - .8343) T 
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= 45.4844 + .01175 (Y„/Pr) + 1.1905 - 7.7376 
(r/Pg) - .2177 T 
where all coefficients have been defined. 
Region 2. Corn Belt 
Pre-World War II years (l/Pg)^ 
= (71.5422 - 17.5242) + (.01175 + .02025) (Y^/P^) 
+ 6.4880 (ER)t_i - 7.7376 (r/PB)t-l - (.8343 + 1.5699) T 
= 54.0180 + .03200 (Y^P^) + 6.4880 (ER)j..j^ - 7.7376 
(r/Pg);..! - 2.4042 T 
World War II years (l/P ) 
B t 
= 51.9218 + .03200 (Y„/Pr) + 6.4880 (ER)^_j^ - 7.7376 
(r/PB)t.i - 2.4042 T 
Post-World War II years (l/Pg)^ 
= 71.5422 + .03200 (Y^/P^) + 6.4880 (ERj^.i - 7.7376 
WVt-1 • 2-4042 T . 
This gives an example how any specific equation may be calculated. 
Three equations for the three time periods for all remaining regions can 
be calculated in the same way giving 24 investment functions from the 
single regression equation. The complete elaboration of Equation 1111-96 
giving all possible investment functions is shown in Table 6.2. 
Equation 1111-96 is graphed to Indicate the goodness of fit, phase-
plane shifts, and turning points. Figures 6.2 to 6.9 show the actual 
value and the predicted value of farm building investment expenditures 
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Table 6.2. Regional data, complete elaboration of Equation 1111-96 
1111-96 "o (W =Rt-i (Wt-I T 
Appalachian 
Prewar 
World War II 
Postwar 
27.9602 
25.8640 
45.4844 
.01175 
.01175 
.01175 
1.1905 
1.1905 
1.1905 
•7.7376 
7.7376 
7.7376 
-2177 
-.2177 
-.2177 
Corn Belt 
Prewar 
World War 
Postwar 
II 
54.0180 
51.9218 
71.5422 
.03200 
.03200 
.03200 
6.4880 
6.4880 
6.4880 
7.7376 
•7.7376 
•7.7376 
•2.3942 
•2.3942 
•2.3942 
Delta States 
Prewar 
World TJar II 
Postwar 
51.2841 
49.1879 
68.8083 
.01175 
.01175 
.01175 
•7.7376 
•7.7376 
•7.7376 
-.8343 
-.8343 
-.8343 
Lake States 
Prewar 
World War II 
Postwar 
44.2358 
42.1396 
61.7600 
.01175 
.01175 
.01175 
4.7988 
4.7988 
4.7988 
•7.7376 
7.7376 
7.7376 
•1.1376 
•1.1376 
•1.1376 
Northeastern States 
Prewar 26.4474 .01175 4.6876 -7.7376 -.8343 
World War II 24.3512 .01175 4.6876 -7.7376 -.8343 
Postwar 43.9716 .01175 4.6876 -7.7376 -.8343 
Northern Plains 
Prewar 
World War II 
Postwar 
54.0180 
51.9218 
71.5422 
.01175 
.01175 
.01175 
•7.7376 
7.7376 
•7.7376 
.8343 
.8343 
.8343 
Southeast 
Prewar 
World War 
Postwar 
II 
54.0180 
51.9218 
71.5422 
.01175 
.01175 
.01175 
7 7376 
•7.7376 
•7.7376 
.5310 
.5310 
.5310 
Southern Plains 
Prewar 
World War II 
Postwar 
54.0180 
51.9218 
71.5422 
.01175 
.01175 
.01175 
•7.7376 
•7.7376 
•7.7376 
.8343 
.8343 
.8343 
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for the eight production regions. The y axis is in millions of dollars 
and the x axis is in years for the time period of the regional study, 
1927-1963 inclusive. The first graph in Figure 6.2 is for Region 1 --
the Appalachian States, 6.3 is for Region 2 -- the Corn Belt States, and 
through to Figure 6.9 for Region 8 -- the Southern Plains States. 
Some econometric studies omit the observations during the second 
world war from the time series used, but this study Includes the war 
years by the use of a dummy intercept variable. Inclusion of the war 
years does not impair the fit of the equation judging by the graphic 
2 
representation. The R 's and F ratios reported in Table 6.1 indicate the 
over-all fit of the equation. The graphic representation shows the good­
ness of fit for each separate region included by the equation. According 
to graphic results, the Delta States Region is the only region where a 
separate regression equation may have given better results. Even then, 
some additional variables not included in Equation 1111-96 might have to 
be included to improve the results. The range of the data in the Delta 
States is much less than in most other regions. The smaller absolute 
value and smaller range of the Delta States Investment expenditures is 
why a separate equation is expected to give better results. The turning 
points look very good on the Delta States region. 
When inspecting Table 6.1, a number of facts should be noted. The 
R^'s for all of the original equations range from .9568 to .9706 which 
2 —"2 is very high. The adjustment subtracted from the R to obtain the R is 
very small despite the large number of variables. There are also a large 
number of observations with each year of each region providing an obser­
vation. The F tests for the over-all regressions are very high ranging 
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Figure 6.2. Actual and predicted amounts of farm building 
investment in the Appalachian States 
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Figure 6.3. Actual and predicted farm building investment 
in the Corn Belt States 
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Figure 6.4. Farm building investment in the Delta States 
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Figure 6.5. Farm building investment in Lake States 
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Figure 6.6. Farm building investment in Northeast States 
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Figure 6.7. Farm building investment in Northern Plains States 
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from 386.1300 to 691.2255 for the original equations. In addition to very 
high R 's and F ratios, the t tests for the Individual b coefficients are 
also highly significant» Most of the b coefficients of the original 
equations are significant at the 1 percent level or better and a few b 
coefficients are significant between the 5 percent and the 1 percent level. 
No coefficient in any equation reported (except for the equations correct­
ing the autocorrelated errors) is significant at less than the 5 percent 
level. 
It should also be observed that the signs of the coefficients of 
each variable from one regression to the next are consistently in the same 
direction. The signs for all coefficients are also in the direction ex­
pected by economic theory and experience of the subject matter. The 
absolute and relative ranges of the coefficients for the same variable 
are also very small. 
The question could well be asked, "why report so many regression 
equations for the same model when they are so consistent?" The consistency 
of a large number of regressions is in itself an indication of reliability. 
One of the classic objections to least-squares analysis (discussed earlier 
in Chapter IV) is the selection of different explanatory variables gives 
inconsistent results. The equations estimated were varied to allow various 
subsets of the full model to enter different regressions; and all coef­
ficients are statistically significant, explanation of the variance of the 
dependent variable is very good, and all coefficient values are found to 
be very consistent both in sign and magnitude. 
Examining the results in more detail, some differences among the 
intercepts and slope coefficients are found. The Corn Belt region has 
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the highest intercept, and the greatest effect by gross income on invest­
ment activity in farm buildings is in the Corn Belt. The equity ratio 
also has substantially greater effect upon investment expenditures in the 
Corn Belt than in any other region. The effect of the time variable on 
all regions is negative, but there is significant variation of the time 
trend between regions. The time trend has the greatest negative effect 
upon investment expenditures in the Corn Belt. On balance it is clear 
that with the highest intercept and largest gross income effect, the 
building investment in the Corn Belt is substantially above any other 
region; and investment activity is more sensitive to both gross farm 
Income and the equity ratio in the Corn Belt than in any other of the 
eight regions investigated. 
The Appalachian and Northeastern States have the lowest intercepts. 
The equity ratio has no significant effect upon investment in the Delta 
States, the Northern Plains, the Southeastern States, or the Southern 
Plains. This can be noted by looking at an elaboration of Equation 
1111-96 in Table 6.2. Of those regions where the equity ratio is signif­
icant, the effect is greatest in the Corn Belt and least in the Appalachian 
Region. In light of presently proposed government programs in the Appala­
chian Region, it is noted the equity ratio, gross income, and interest 
rate are significant in that region. 
The same relationships are found in Che regional as in the national 
data for differences between time periods. Investment expenditures since 
the second World War have been substantially higher than either of the 
previous two periods. No differences, however, were found between time 
periods for the effect of income or equity ratio. 
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Correction for autocorrelation 
The Durbin-Watson statistic was calculated for Equation 1111-96 
because a computer program is available for calculation of this statistic. 
The Von Neuman ratio might be more appropriate with the large number of 
observations and variables, because a normal approximation is available 
for the Von Neuman ratio. There are no tables available for the d 
statistic with either this number of observations or variables. It is 
obvious, however, that a calculated d value of 1.0992 indicates positive 
autocorrelation. The first equation was corrected for autocorrelation 
by the "hit and miss" method. Three correction equations are reported. 
The autoregressive equation with p = .48 gives a d statistic of 1.9703. 
This is very close to the expected value of d. 
2 
The R of the autoregressive equation, 4048-01, fell to .9031 and 
the F ratio fell to 139.8990. Both of these statistical values by usual 
standards are still quite good. The t values have also declined on all 
coefficients. However, out of 18 coefficients in the regression, 13 
remain statistically significant at the 1 percent level or better and 1 
is significant at the 5 percent level or better. On the supposition that 
the direction of a coefficient is known a priori and the directions of the 
coefficients are correct, it would not be unreasonable to apply the one-
tailed t test. If this were done, only two of the 18 coefficients would 
be statistically nonsignificant at the 5 percent level. 
Exponential model 
An exponential function is estimated with the regional data with 
results which compare very favorably with the same type of function used 
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on the national data. The exponential model used for regional analysis is: 
(6.3) (VPB)t = b" (VPR)t?2 "t 
where all variables have been previously defined. 
The actual linear equation including intercepts for time periods is: 
(6.4) log (It/Pfi^t .^ log + log b° + log bp„ + b^ log (Y„AR)t-l 
+ bg log (Y„/PR)t-2 + bg log (r/PB)t_i 
+ b^ log T + bg log Fg + log u^ . 
Attempts were made to include the equity ratio in the exponential function 
without success. The statistics of the exponential function are given in 
Table 6.3. The two original equations have acceptable R^*s at .8436 and 
.8779 and all variables in the original equations are significant at the 
5 percent level or better. 
The direction and magnitude of the coefficients (which are also elas­
ticities) are about as expected. The coefficients compare very closely 
with those obtained for the national exponential model. 
The elasticities for the linear equations are reported in Table 6.4. 
The elasticities from the linear equations are very consistent. There 
is some variation in elasticity between regions for income and for the 
equity ratio. The elasticities from the log equations are larger in 
magnitude than those calculated from the linear equations. The elastici­
ties from the linear equations seem more reasonable than those from the 
log equations. This is probably because the linear equations gave a 
2 
substantially better fit to the data -- that is, the R 's of the linear 
equations were significantly higher than for the log equations. 
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Table 6.3. Regional logarithmic function 
Equation 
number D-W b* pw 
1114-12 
4106-01 
1114-13 
4107-02 
.8779 
.8580 
295.8644 
.4859 
.4022 
33.0772 
.8436 
.8223 
259.7390 
.5161 
.4501 
42.8161 
.3832 
1.8207 .8364 
.4234 
3.1194** -.1388** -.1660** 
(7.6416) (3.0087) (2.6595) 
•1.1207 
(.6512) 
3.0827*: 
(6.6831) 
-.1841 
(1.2323) 
-.1246* 
(2.3922) 
.1185 
(.5866) 
-.1666* 
(2.3615) 
1.6953 .8070 1,2671* -.2246 -.07785 
(2.3098) (1.8640) (.5817) 
(Wt-l Wt-l 
1114-12 
4106-01 
1114-13 
4107-02 
.7818** 
(3.0446) 
.3840** 
(2.7401) 
.7193* 
(2.4797) 
.3767** 
(2.7249) 
.6372* 
(2.4729) 
.8148** 
(5.8253) 
.5715 
(1.9637) 
.7470** 
(5.5853) 
-1.9567** 
(12.4655) 
-1.7152** 
(9.0444) 
-1.9713** 
11.1144) 
-1.7606** 
(9.3064) 
-2.1921** 
(9.5677) 
-.5934 
(.5847) 
-2.3874** 
(9.2628) 
-1.0529* 
(2.2419) 
-.3399** 
(9.0019) 
-.3303* 
(2.4995) 
**Indicates coefficients significant at the 1% level or better, t 
value, sign ignored, is approximately 2.6170. 
*Indicates coefficients significant at the 5% to 1% level, t value, 
sign ignored, is approximately 1.9800. 
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Table 6.4. Elasticities for regional linear equations 
Equation 
number (Y„/PR) D(YyPR)2 Dl7(G*)t-l »i8(Ea)c.i D2O(ER) D2I(ER) 
1111-96 .4002 .5948 .0538 .2424 .1220 .1402 
4007-01 .3862 .5417 .0547 .2435 .1232 .1384 
4010-01 .3958 .5468 .0590 .2324 .1178 .1354 
4048-01 .3982 .5138 .0588 .2263 .1133 .1358 
1111-54 .5014 .6655 .0538 .2415 .1212 .1411 
1111-56 .5473 - - .0532 .2387 .1197 .1405 
1111-58 .4588 - - .0440 .2245 .0877 .0903 
1111-90 .4765 •> — .0665 .2221 .0868 .0896 
(r/PB)t-l T *28? D25T 2 D32T 
1111-96 -.5717 -1.2215 -1.2190 -1.5088 -1.1660 
4007-01 -.5567 -1.1396 -1.1371 -1.3898 -1.0763 
4010-01 -.4527 -1.2451 -1.2426 -1.4830 -1.1764 
4048-01 -.4093 -1.2228 -1.2203 -1.4176 -1.1567 
1111-54 -.5812 -1.3064 -1.3039 -1.5786 -1.2483 
1111-56 -.5804 -1.3443 -- -1.4579 -1.2866 
1111-58 -.6106 -1.3312 - - -1.4126 - -
1111-90 -.6035 -1.2156 M mm -1.2983 » B 
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Correction for autocorrelation 
The method used here to estimate p is regressing the errors on the 
lagged errors. The corrected autoregressive equations do not give a d 
statistic as close to 2 as autoregressive equations reported for previous 
models; however, it would appear from the Durbin-Watson tables that the 
results would be at least in the 'inconclusive range' for Equation 4107-02 
2 
and in the 'not autocorrelated range' for Equation 4106-01. The R 's 
declined substantially, and t values for some variables declined on cor­
rection for autocorrelation. There was an increase in the t value for 
income lagged twice and only a small decline in the t value for the rate 
of interest. 
Interest rate 
Since there are no data available to differentiate the rate of inter­
est between production regions, the national rate is used. The ratio 
variable for the rate of interest to the price index of building materials 
is negative and statistically significant in all regression equations 
with t values ranging from 8.5284 to 9.5243 in the original equations. 
In the "best" autoregressive equation the interest rate to building cost 
ratio is still significant at better than the 1 percent level with a t 
value of 4.3275. In the "best" exponential equation the t value for 
interest rate was 9.0444. It seems hard to ignore the results found on 
the interest rate variable despite arguments to the contrary.^ The use 
of the rate of interest and fund availability is proposed as a policy tool 
^See discussion of the effect of interest rates in Chapter II of 
this thesis. 
187 
not as a counteractor of the business cycle, but as a long term policy 
for allocation of investment between economic sectors in order to maximize 
the aggregate social return to capital.^ The federal government has 
already done this in a limited and specific way. The Rural Electrifica­
tion Administration has been allowed to borrow investment funds from the 
federal treasury at an interest rate of 2 percent for an extended period 
of time. This rate of interest has been substantially below the market 
rate for the entire period. Differentiation of the interest rate and 
fund availability between sectors could be done on a wider scale indirectly 
through the money market rather than as a subsidy from the treasury. The 
type of policy followed with R2A, however, can be much more specific 
than the policies proposed here. The policies proposed here would effect 
all businesses in a wider and less selective way. 
State Results 
The data availability was indicated in the early part of the chapter. 
There are 12 states where data are available, and models are estimated 
for these 12 states. The state models have been developed much after the 
fashion of the regional models in the foregoing section. 
Three models -- all of the same general type -- are used. One model 
is for the Corn Belt States, one for the Lake States, and one for the 
Northern Great Plains States. As in the regional models, each state with­
in a region and each year of the time period analyzed provides an observa­
tion. Models with dummy variables for intercept differences and > 
^See the more detailed discussion of the proposal in Chapter V. 
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differences for the continuous explanatory variables among all states are 
estimated. Models which delineate changes for certain periods of time are 
also estimatsd. Exponential models are tried with success similar to that 
obtained for national and regional exponential models. The Corn Belt 
model and results will be discussed first. 
Corn Belt linear model 
The Corn Belt linear model is: 
(6.5) (l/PB)t = b* + bg + b°„ + hi + b^(Y„/PR) 
+ ,i biDi(y„/PR) + bio Wfi + !L i=6 -1-1'-w-K' lu > t-i 1=11 
21 
Z 
i=18 + bi5(r/PB)t-l + biaF; + + biD^T + u^ 
4 o 
where: Z bj are the intercept variables for differences between the last 
i=l 1 
state -- Ohio -- and other states in the Corn Belt. b° is in millions of 
dollars. The b° are found by entering x^ in the x matrix in this way: 
*4 
*5 
*6 = 
"1 for observations from Illinois 
0 for all other observations 
1 for observations from Indiana 
0 for all other observations 
1 for observations from Iowa 
0 for all other observations 
1 for observations from Missouri 
C for all other observations 
Combined with ^Z^ bj, b° becomes the intercept for Ohio. 
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Z b.D.(Y /Pg) are the dummy slope variables to find differences in the 
i=6 * 
effect of deflated gross income on various states. 
"(Y^/Pj) for Illinois observations 
0 for all other observations 
n?. 
'(Y^/P^) for Missouri observations 
0 for all other observations 
(Y^Pj^) is entered throughout as a separate variable; but in combination 
9 
w i t h  ^ i ^ i b e c o m e s  t h e  i n c o m e  v a r i a b l e  f o r  O h i o .  W i t h ­
out (Yy/Pj^), there would be no income variable for Ohio and the dummy 
variables would then give the total income effect for the state in question. 
14 
b j D ( E R ) i s  t h e  s e t  o f  d u m m y  v a r i a b l e s  t o  o b t a i n  d i f f e r e n c e s  i n  
the effect of the equity ratio for various states. 
*14 
"(ER)j,_j^ for Illinois observations 
0 for all other observations 
*17 = 
"(ER)t_i for Missouri observations 
0 for all other observations 
(ER)^._j^ is entered throughout and becomes the variable for Ohio. 
21 
Z bjDjT is the set of dummy variables to determine differences for time 
i=18 ^ 1 
trend for various states. T is the last two digits of the year of obser­
vation. 
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*19 
*22 
T for Illinois observations 
0 for all other observations 
T for Iowa observations 
0 for all other observations 
21 
T is entered throughout; but in combination with Z b.D.T, T is the 
1—18 ^ ^ 
trend for Ohio. 
All other variables contained in the model have been previously de­
fined. 
The statistics for the various regressions calculated are given in 
Table 6.4. It will be noted upon inspection of the variables reported that 
for the Corn Belt States no statistically significant differences between 
states were found for the effect of income and equity ratio on farm build­
ing investment. 
Different trend effects were found for various states. Missouri had 
the largest negative trend effect, Iowa had the second largest negative 
effect, Illinois the third largest negative effect, Indiana next to the 
smallest negative effect, and Ohio had the smallest negative trend effect. 
Part of the trend effect is probably due to the more rapid increase in 
farm size in the central and western Corn Belt States compared to the 
eastern Corn Belt States where there are more part-time farmers --
farmers who work in nearby industrial towns. In the eastern part of the 
Corn Belt where there is a greater dispersion of industry throughout the 
states, there is somewhat less pressure to enlarge the size of farm when 
part-time or full-time off-farm work is available close enough to the farm 
for easy commuting. Many small farmers continue to farm at least on a 
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Table 6.4. Corn Belt linear model regression coefficients 
Equation o rr2 „ 
number ' ' D-W 'Ohio w 
0341-01 
5004-01 
5054-01 
0341-03 
0341-62 
.9482 
.9439 
222.3061 
.9472 
.9267 
197.5108 
.8102 
.7364 
46.9963 
.9469 
.9429 
234.5234 
,9457 
.9419 
249.7972 
,7378 
.7930 
1.8195 
.00 
.04 
.54 
.00 
.00 
35.7000** 
(7.7989) 
35.2095** 
(7.4095) 
36.1245** 
(4.3814) 
40.2097** 
(9.8799) 
41.5543** 
(10.2822) 
-12.1396** 
(12.1704) 
-12.2161** 
(11.9187) 
- 14.6179** 
(7.9875) 
-12.4957** 
(12.5947) 
-12.6165** 
(12.6421) 
pw '111. 'Ind. Iowa Mo. 
0341-01 
5004-01 
5054-01 
0341-03 
0341-62 
-12.0955** 
(9.0134) 
-12.4301** 
(9.0183) 
-15.6292** 
(6.2654) 
-12.7054** 
(9.6096) 
-13.2929** 
(10.2509) 
10.1482** 
(3.4145) 
9.3017** 
(2.8811) 
7.3076 
(1.1249) 
6.4456** 
(2.6831) 
4.9126* 
(2.1500) 
5.0966* 
(2.0787) 
5.1656* 
(1.9511) 
4.3848 
( 7 7 1 3 )  
14.6725** 
(5.6524) 
13.6992** 
(4.8623) 
7.5003 
(1.3744) 
11.4403** 
(5.4509) 
10.3010** 
(5.0747) 
14.7935** 
(6.2131) 
15.2253** 
(5.9367) 
15.2565* 
(2.7426) 
12.0031** 
(6.0452) 
11.7463** 
(5.8827) 
**Indicates coefficients significant at the 1% level or better; t 
value, sign ignored, is approximately 2.6170. 
*Indicates coefficients significant at the 5% to 1% level; t value, 
sign ignored,*is approximately 1.9800. 
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Table 6.4. (Continued) 
Equation 
number (ER)t-i ^Ohio DTlll. 
0341-01 .01251* 
(2.5649) 
.3222** 
(3.1325) 
-4.5553** 
(8.9028) 
-.2197** 
(3.6310) 
-.3275** 
(3.8123) 
5004-01 .009334 
(1.7842) 
.2998** 
(2.8483) 
-4.4209** 
(8.4420) 
-.1849** 
(2.8297) 
-.2888** 
(3.1125) 
5054-01 .006362 
(.7422) 
.2310 
(1.3888) 
-3.3808** 
(4.2119) 
-.1769 
(1.3936) 
-.2221 
(1.2931) 
0341-03 .008865 
(1.9292) 
.2621** 
(2.6297) 
-4.6622** 
(9.0706) 
-.2640** 
(4.6194) 
-.2230** 
(3.1705) 
0341-62 
DTlnd. 
.2250* 
(2.2830) 
D^Iowa 
-4.6522** 
(8.9806) 
DTMo. 
-.2127** 
(4.1716) 
-.1351* 
(2.5016) 
0341-01 -.1900** 
(3.6214) 
-.4006** 
(4.9627) 
-.4977** 
(9.9362) 
5004-01 -.1906** 
(3.3941) 
-.3545** 
(4.0425) 
-.5065** 
(9.4569) 
5054-01 -.1706 
(1.4395) 
-.1978 
(1.3020) 
- .5087** 
(4.4314) 
0341-03 -.08345** 
(7.3696) 
-.3041** 
(4.5603) 
-.4421** 
(10.3358) 
0341-62 -.08426** 
(7.3881) 
-.2059** 
(4.7437) 
-.4388** 
(10.1857) 
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cash crop basis while working at a full-time non-farm job. 
There are intercept differences for all states. Iowa and Missouri 
have the highest intercept with Illinois a close third. The intercept for 
Indiana is substantially less and that for Ohio is the lowest. 
The test statistics for the equations are all very good. All coef­
ficients for all variables included in the equations reported are given, 
and the t values for all of the coefficients of the original equations 
are statistically significant at the 5 percent level or better. It is 
noted that the direction of the signs is the same for the same variable 
on all equations and consistent with economic theory. The coefficient 
values for any one variable are also in a relatively small range in all 
2 
cases. Thus, the consistency of the regressions is very good. The R 's, 
although not as high as some of the previous models, are all good ranging 
for the original equations (before correction for autocorrelation) from 
.9457 to .9482. The F tests are all highly significant in a range of 
222.3061 to 249.7972. 
The Corn Belt model is designed to give a separate investment func­
tion for each state and for each of three time periods -- pre-World War 
II, World War II, and post-World War II. The following is an example of 
a set of equations for the three different time periods for the state of 
Illinois; taken from Equation 0341-01 in Table 6.4: 
(6.6) Illinois: Pre-World War II (l/Pg)^ 
=» (35.7000 - 12.0955 + 10.1482) + .01251 (Y^P^) 
+ .3222 (ER)t_i - 4.5553 (r/Pg)^.! - (2197 
+ .3275)T 
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= 33.7527 + .01251 (Y^/Pr) + .3222 (ER)j._^ - 4,5553 
- .5472 T 
World War (l/Pg)^. = (35.7000 - 12.1396 + 10.1482) + ••• (+.2197 + .3275) T 
= 33.7086 + .01251 (Y^/P^) + .3222 (ER)j._j^ - 4.5553 
(r/PB)t-l " .5472 T 
Post-World War II (l/Pg)^ = (35.7000 + 10.1482) + ••« - (.2197 + .3275) T 
= 45.8482 + .01251 (Y„/Pr) + .3222 (ERj^.i 
- 4.5553 (r/Pg)t_i - .5472 T . 
A complete elaboration of regression Equation 0341-01 in Table 6.4 is 
given in Table 6.5. There are 15 different equations in all which may be 
written from each of the Corn Belt regression equations. 
The predicted values of Equation 0341-01 are graphed for each of the 
Corn Belt States in Figures 6.9 to 6.13. The y axis is in millions of 
dollars and the x axis is for the years 1927 to 1963. In the case of 
Missouri where the range of values is less than the other states, a sepa­
rate regression equation may give better results. Equation 0341-01 gives 
good graphic results for the other four Corn Belt States including the very 
substantial phase-plane shift following the second World War. 
Table 6.6 gives the elasticities for all coefficients for the Corn 
Belt equations reported in Table 6.4. The elasticities are all in the 
expected direction and in a small range for any specific variable. The 
elasticities for different variables compare very closely to those already 
calculated for national and regional data. With results for the elastic­
ities of various models in such a close range, greater confidence can be 
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Table 6.5. Corn Belt States elaboration of regression Equation 0341-01 
(Y„/Pr) (ER) t-1 
Illinois 
Prewar 
World War II 
Postwar 
33.7527 
33.7086 
45.8482 
.01251 
.01251 
.01251 
.3222 
.3222 
.3222 
•4.5553 
-4.5553 
-4.5553 
.5472 
.5472 
.5472 
Indiana 
Prewar 
World War II 
Postwar 
28.7011 
28.6570 
40.7966 
.01251 
.01251 
.01251 
.3222 
,3222 
.3222 
-4.5553 
•4.5553 
-4.5553 
.4097 
.4097 
.4097 
Iowa 
Prewar 
World War II 
Postwar 
38.2770 
38.2329 
50.3725 
.01251 
,01251 
.01251 
.3222 
.3222 
.3222 
•4.5553 
•4.5553 
•4.5553 
.6203 
.6203 
.6203 
Missouri 
Prewar 
World War II 
Postwar 
38.3980 
38.3575 
50.4935 
,01251 
.01251 
.01251 
,3222 
,3222 
,3222 
-4,5553 
-4.5553 
-4,5553 
,7174 
.7174 
.7174 
Ohio 
Prewar 
World War II 
Postwar 
23.6045 
23,5604 
35.7000 
,01251 
,01251 
,01251 
.3222 
,3222 
.3222 
•4.5553 
•4.5553 
•4.5553 
.2197 
.2197 
.2197 
placed upon the results. 
Correction for autocorrelation 
The Durbin-Watson statistic was calculated on the first equation, 
0341-01; and was found to have high positive autocorrelation in the dis­
turbance term. The "hit and miss" method was used to correct the equation 
and two autoregressive equations are reported. Equation 5004-01 with a 
small p of .04 was found not to correct for autocorrelation by any sig­
nificant amount. Several other values were tried. A p of .54 was found 
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Table 6.6. Elasticities for all coefficients from Corn Belt equations in 
Table 6.4 
Equation 
number (V^R) (^ )t.l (r/PB)t. 1 %nio D^lll. Mind. D^Iowa DTno. 
0341-01 .4099 .2114 -.7177 -.6861 -.8906 -.8048 -.9363 -.9969 
5004-01 .3058 .1967 -.6965 -.5774 -.7578 -.6964 -.7988 -.8937 
5054-01 .2084 .1516 -.5326 -.5524 -.6911 -.6590 -.6759 -.8701 
0341-03 .2904 .1720 -.7345 -.8244 -.9637 -.8765 -1.0143 -1.1004 
9341-62 - - .1476 -.7330 -.6642 -.7486 -.7168 -.7928 -.9383 
to give fairly good correction with a resulting d statistic of 1.8195. The 
2 R declined substantially to .8102 and several coefficients were no longer 
statistically significant at the 5 percent level. It is noted that the 
ratio of the rate of interest to the price index of building materials 
remained highly significant while the deflated gross farm income variable 
and the equity ratio variable become nonsignificant. Again, the effect 
of interest rate is one of the most significant of any variable. 
Corn Belt exponential model 
An exponential function similar to those previously used is estimated 
for the Corn Belt data. The following exponential function is suggested: 
(6.24) (I/Pg)^ = b° (Y„/Pr)^1 "t 
where all variables have been previously explained. Dummy variables for 
different time periods in the exponential model with the Corn Belt data 
prove unsuccessful. The time variable for this model also proves to be 
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nonsignificant. A differentiation with dummy variables for states for 
this model is not attempted. The actual linear equation estimated is: 
(Ô.7) log (l/pg)^ = log b° + bj^ log + bg log (ER)^_j^ 
+ bg log (r/Pg)t_i + log "t • 
The statistical results for Equation 6.7 are given in Table 6.7. All 
coefficients reported for this equation, 0344-20, are significant at the 
1 percent level or better and the signs are in the right direction accord­
ing to economic theory. Here again, the rate of interest is one of the 
2 
most significant variables. The R at .7618 is relatively low compared 
to the results of some previous exponential functions. This could indi­
cate at least one of two things. A mathematical function other than the 
one selected in Equation 6.7 may fit the data better. This is quite 
possible since the linear function already estimated gave a much better 
fit. A second possible reason, since there is such high autocorrelation 
in this equation, is that some important explanatory variables have been 
omitted from the equation. It was noted earlier, however, that other 
variables had been included without much success. It may be that there 
are still other important variables which are overlooked or for which 
there are no data available. 
Correction for autocorrelation 
The logarithmic Equation 0344-20 was corrected for autocorrelation. 
The Theil method for selection of p based on the d statistic^ was used 
^The Theil method is explained earlier in Chapter IV as p = 1 - l/2 d. 
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Table 6.7. Corn Belt exponential model 
Pi (VPR)t-l ERfl k/Pg);.! 
0344-20 .7618 .5039 -- .6872* .5094** .3553** -1.0252** 
.7466 (2.2694) (5.5304) (3.0565) (6.3014) 
193.0123 
5107-01 .5011 1.9307 .7481 1,0901* .4098* .2928 -1.4445** 
.4693 (2.0601) (2.2655) (1.7070) (6.2471) 
44.2003 
•Indicates coefficients significant at the 5% to 1% level; 
t = 1.980. 
**Indicates coefficients significant at the 1% level or better, 
t — 2.617. 
2 
with good success. The R for the autoregressive Equation 5107-01 fell 
substantially as did the F ratio. The F ratio is still highly significant, 
however. The t values declined for all coefficients with one coefficient 
(the b for ER^ ^) no longer significant at the 5 percent level for the 
two-tailed test. The interest rate variable remained highly significant 
at better than the 1 percent level. The continued consistent significance 
of the interest rate variable is noted again. 
Comparing the coefficients in Table 6.7 with the appropriate calcu­
lated elasticities in Table 6.6 from the linear equations shows the same 
relationships found for previous models. The elasticities from the linear 
equations have smaller absolute values in all cases than the corresponding 
coefficients from the exponential equations. By comparing statistical 
results, it can be concluded that the elasticities calculated from the 
linear equations are more reliable. 
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Lake States linear model 
The Lake States model is designed, as was the Corn Belt model, to 
give investment functions for each state and for three time periods: 
pre-World War II, World War II, and post-World War II. The states in this 
region are Michigan, Minnesota, and Wisconsin. The following linear model 
is proposed: 
2 
(6.8) (l/PB)t-l = + b; + b°„ + b? + (YJP^) 
5 8 
+ b.D^ (Y„/Pr) + bg (er)t_i + ^z^b^di (er)t-l 
+ bg (r/PB)t-i + bioFg + b^y T 
+ JlS "l"! •' + "20 
where: b° are the intercept differences between the first two and the 
third state. b° are in millions of dollars. To get these differences 
X, and KC are entered into the X matrix as follows: 
4 5 
*4 ° 
1 for observations on Michigan 
0 for all other observations 
1 for observations on Minnesota 
0 for all other observations 
b° will give the intercept for the third state, Wisconsin. 
DjCY^/Pr) are the dummy variables to differentiate effects due to 
income and are found by entering (Yw/Pr) or zero in the X matrix: 
X-, = 
(Y„/Pr) for Michigan observations 
0 for all other observations 
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*8 
(Y^/PR) for Minnesota observations 
0 for all other observations 
(Y„/Pr) will give the total income effect for Wisconsin. 
Dj(ER)^_l are the dummy variables to differentiate the equity ratio 
effects for states. The effects are found by entering either (ER)^_j^ or 
zero into the X matrix: 
X 10 
X 11 
(ER)^ ^ for Michigan observations 
.0 for all other observations 
(ER)j._j for Minnesota observations 
0 for all other observations 
D^T are the dummy variables to differentiate time effects for states 
and are found by entering either T or zero into the X matrix: 
*15 
*16 
T for Michigan observations 
_0 for all other observations 
T for Minnesota observations 
0 for all other observations 
1/2 
T ' is the square root of T. All other variables have been pre­
viously defined. 
Nonlinear functions of time were tried on a number of regressions on 
all prior models as well, but a nonlinear time function was significant 
for the Lake States data only. 
The results of the regression equations for the foregoing Model 6.8 
are reported in Table 6.8. The results are very consistent with R^'s 
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Table 6.8. Lake States linear equations 
t:» Pi w pw 
2341-81 .9790 1.1122 .00 
.9724 
381.1953 
4811-01 .9507 2.0398 .48 
.9351 
112.2085 
.00 67.0353** -12.5523** -11.4620** 
(18.4109) (20.4963) (13.7421) 
.11 75.1870** -17.5721** -17.9278** 
(7.9346) (13.8398) (10.6682) 
2341-61 
2341-49 
2341-62 
.9779 
.9754 
397.4464 
.9769 
.9746 
423.0635 
.9729 
.9708 
458.3704 
.00 .00 133.8870** -12.5089** -12.6159** 
(6.5875) (19.8168) (15.9492) 
.00 .00 49.4614** -12.4073** -11.7889** 
(21.9781) (20.5145) (14.3224) 
.00 .00 48.4062** -12.5780** -12.5564** 
(20.1998) (19.4930) (14.6550) 
2341-51 
2341-56 
2341-64 
2341-53 
2341-102 
.9724 
.9702 
449.3107 
.9712 
.9692 
495.8367 
.9696 
.9678 
552.7784 
.9664 
.9634 
323.1843 
.9620 
.9590 
322.8600 
.00 .00 52.0370** -13.1857** -12.6531** 
(26.0701) (23.4946) (15.9636) 
.00 .00 50.9574** -13.1399** -12.9799** 
(25.9537) (23.0383) (16.4126) 
.00 .00 50.3555** -13.1374** -12.7787** 
(25.3025) (22.5349) (15,8993) 
.00 .00 51.2576** -12.6580** -11,4862** 
(15.9201) (16.7799) (12,2821) 
.00 .00 52.8588** -12.9892** -11.3247** 
(15.6520) (16.3823) (11,4501) 
**Indicates coefficients significant at the 1% level or better; t 
value, sign ignored, is approximately 2.6250. 
Table 6.8. (Continued) 
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Equation bQich. 
number 
b&nn. (Y„/PR) D(Y„/PR) D(Y„/PR) (ER)^_^ 
Mich. Minn. 
2341-81 -5.1140** 7.2934** .02964** .02248** -.008136* .4778** 
(3.5441) (3.5869) (4.5575) (3.4256) (2.1537) (4.0182) 
4811-01 -5.6217 10.5531** .01737 .01437 -.002720 .2563 
(1.8016) (2.5589) (1.7004) (1.3002) (.4252) (1.3857) 
2341-61 -5.1807** 10.9735** .01393** 
(3.9785) (4.6115) (3.4644) 
.4228** 
(3.5531) 
2341-49 -5.0769** 
(3.6427) 
.01800** .02829** 
(4.3869) (4.1397) 
.3930** 
(3.2973) 
2341-62 .01318** 
(3.1258) 
.2526* 
(2.0627) 
2341-51 -4.1228** 
(2.8157) 
.02183** .01365* 
(5.0705) (2.1290) 
2341-56 -1.1851* 
(2.3785) 
.01748** 
(4.5353) 
2341-64 .02239** 
(6.7293) 
2341-53 -4.3915** 8.8881** .01259* 
(4.5719) (8.1408) (2.5999) 
.5032** 
(3.9315) 
2341-102 -7.1940** 9.7884** .01983** 
(11.7587) (8.6923) (4.2358) 
.2971* 
(2.4426) 
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Table 6.8. (Continued) 
Equation D(ER)^_j^ 
number Mich. 
rV2 
2341-81 -.5476** -4.5995** -.1453** 
(4.4252) (12.9005) (5.0862) 
-4.5447** 
(7.1192) 
4811-01 — «6480** 
(3.3500) 
-3.5416** 
(5.4051) 
-.1994** 
(4.0722) 
-2.0482 
(1.3343) 
2341-61 -,4730** 
(4.0098) 
-4.3666** 
(11.9513) 
-.2736** 
(5.1851) 
1.5983** 
(3.3682) 
•21.9560** 
(4.0824) 
2341-49 -.5487** -4.8362** -.04422** -.4641** 
(4.2685) (13.4236) (4.7628) (11.8351) 
2341-62 -.3034** -4.7080** -.03302** -.4190** 
(3.5218) (12.3536) (3.5886) (10.4959) 
2341-51 -5.0994** -.03757** -.5031** 
(14.4464) (4.0650) (12.7613) 
2341-56 -4.9758** -.03170** -.4655** 
(14.0518) (3.5334) (12.9874) 
2341-64 -5.0590** -.02935** -.5028** 
(14.0459) (3.2201) (15.2580) 
2341-53 -.4708** 
(3.6524) 
-3.4585** 
(8.9551) 
-.2293** 
(8.8865) 
2341-102 -3.4594** 
(8.4603) 
-.2528** 
(9.5556) 
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ranging from .9620 to .9790 for the original equations. All coefficients 
for all original equations are significant at the 5 percent level or 
better. The regression results from the Lake States region are the best 
of the three regions where state data are available. This is probably 
because the Lake States Region is more homogeneous than the other two 
regions: the Corn Belt and Northern Great Plains. All coefficients of 
all variables are in the right direction based on economic theory — 
except for the equity ratio effect for Michigan which has a very small 
negative effect: in several regressions. Otherwise, all values reported 
are consistent not only in sign but also in magnitude. The over-all F 
ratio for the original equations is also highly significant ranging from 
322.8600 to 552.7784. 
A full elaboration of Equation 2341-81 of Table 6.8 is shown in 
Table 6.9 giving all coefficients for all nine possible fairm building 
investment functions that can be obtained from one regression equation. 
The predicted values from Equation 2341-81 are graphed for each of 
the Lake States. The graphic results are given in Figures 6.14, 6.15 
and 6.16. The y axis is in millions of dollars, and the x axis Is for 
the time period of the analysis, 1927-1963. The regressions reported 
2 for the Lake Statés all have high R 's, and the graphic results also 
clearly show the goodness of fit including the phase-plane shift follow­
ing the second World War. The equation graphed appears to be equally good 
for all three Lake States. 
Looking in more detail at individual coefficients discloses that 
Minnesota has the highest intercept and Michigan the lowest; but Minne­
sota is the least sensitive to changes in income, while investment in 
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Table 6.9. Lake States complete elaboration of equation 2341-81 from 
Table 6.8 
b 
o 
(V'R) Wt-i (r/PB)t-l Fs H
 to
 
Michigan 
Prewar 
World War 
Postwar 
II 
50.4593 
49.3690 
61.9213 
.05212 
.05212 
.05212 
-.0698 
-.0698 
-.0698 
-4.5995 
-4.5995 
-4.5995 
-.1453 
-.1453 
-.1453 
-4.5447 
-4.5447 
-4.5447 
Minnesota 
Prewar 
World War 
Postwar 
II 
62.8667 
61.7764 
74.3287 
.02150 
.02150 
,02150 
.4778 
.4778 
.4778 
-4.5995 
-4.5995 
-4.5995 
-.1453 
-.1453 
-.1453 
-4.5447 
-4.5447 
-4.5447 
Wisconsin 
Prewar 
World War 
Postwar 
II 
55.5733 
54.4830 
67.0353 
.02964 
.02964 
.02964 
.4778 
.4778 
.4778 
-4.5995 
-4.5995 
-4.5995 
-.1453 
-.1453 
-.1453 
-4.5447 
-4.5447 
-4.5447 
buildings is most sensitive to income changes in Michigan. The equity 
ratio has an important effect in both Minnesota and Wisconsin, whereas 
the equity ratio apparently has little effect upon farm building invest­
ment in Michigan. As in all other geographic areas no time series for 
local rate of interest is available, so the national interest rate time 
series on new farm mortgages is used as the interest variable. The ratio 
of the rate of interest to the cost of buildings was highly significant 
in all regressions. 
The effect of farm size was negative and was significant at the 1 
percent level or better in all regressions where farm size was included. 
The effect of farm size remained significant in the autoregresslve equa­
tion as well. This is the only set of regression equations where farm 
size shows up consistently significant. It was hypothesized that the 
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increasing size of farms would have a positive effect upon investment 
expenditures in farm buildings — at least eventually. As discussed 
earlier, there are two opposing forces affecting farm building investment 
when farms are consolidated. Since no new land is being added to farms 
for farm enlargement, when a farm enlarges it also acquires existing 
buildings with the land added. Thus, the enlarged farm may need no in­
crease in farm buildings. However, the additional buildings added are 
inconveniently located for efficient use by the new farming unit (assuming 
that the original set is conveniently located). After the farm is enlarged, 
it may have two or more buildings for the same purpose. Taken together 
these buildings may have more than adequate physical capacity, but neither 
may be adequate or modern judged in the light of technological change. It 
is for these reasons that enlarging farm size should have a positive 
effect upon Investment expenditures in farm buildings. This effect, how­
ever, may have an extended lag of such a nature that an econometric study 
cannot easily discern the effect. 
Correction for autocorrelation 
The Durbin-Watson d statistic was calculated for Equation 2341-81. 
A number of attempts were made to correct the equation for autocorrelation 
on the assumption of a first-order autoregressive scheme. None of these 
attempts, based upon the resulting d statistic, were very successful. Not 
only was the d statistic only slightly improved with a first-order auto-
2 
regressive scheme, but the R also declined substantially. It was then 
decided to try a second-order autoregressive scheme: 
(6.9) u^ = "t-l + P2 "t-2 + ®t 
212 
In order to estimate the values for p the errors from Equation 2341-81 were 
regressed on the errors lagged twice; 
(6.10) (Î; - It) = bj (I;.! - I;.;) + b* «£.2 - 1^ .2) + 
where Ij. is the predicted value of Investment from regression Equation 
2341-81 and 1^ Is the observed value. Both b* and h* were statistically 
significant. Using b* and b* as estimates for and p^, new transforma­
tions of the original data were made in the following way: 
(6.11) [Y^ - piYt_i - p2 = [Xt - Pi *t-l - P2 Xt-2] » + " 
where t = 3, 4, n, [Y^ - pj^ Y^ ^  - pg Yt-23 is the vector of observa­
tions for the dependent variable, and [Xj. - p^ *t-l " P2 ^ t-2^ Che 
matrix of observations of the Independent variables• B and U have been 
previously defined. 
The first autoregressive equation estimated, using the regression 
values of p^ and p^, over adjusted for autocorrelation resulting in a d 
statistic of 2.3756. After four more transformation attempts with the "hit 
and miss" method using values based upon the regression estimates of p^ 
and pg and prior trials, the autoregression reported in Table 6.8 as 
Equation 4811-01 is obtained. 
This autoregressive equation gives a d statistic of 2.0398 which 
would be very difficult to improve. This equation also has a very good 
at .9507 and a highly significant F ratio at 112.2085. However, 6 out 
of 13 coefficients which are significant in the original equation become 
nonsignificant at the 5 percent level including the equity ratio and the 
gross income variable. It is noted, however, that the rate of interest 
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remained highly significant at better than the 1 percent level. 
Lake States exponential model 
The following exponential function for the Lake States data is 
hypothesized: 
(6.12) (I/Pg): = (Y„/PR)^^ (ER)t?i (r/PB)t?i 
where all variables have previously been defined. Several regressions con­
taining the above full model and subsets of the above variables were esti­
mated. Dummy variables for the war years and the prewar years were added. 
The actual linear equation is: 
(6.13) log (l/PB)t = log + log bj + log b°„ + bi log (Y„/Pr) 
+ bg log (ER)^_i + bg log (r/Pg)^_i + b^ log T 
+ b^ log Fg + log u^ . 
The coefficients of the equations estimated with the accompanying statis­
tics are reported in Table 6.10. 
All coefficients except the pre-World War II intercept are significant 
at the 5 percent level or better. In one equation the time trend is sig­
nificant, and in the other equation reported the farm size variable is 
significant. These two variables are highly correlated. It was impossible 
to get both the time variable and the farm size variable significant in 
the same regression equation. It also proved impossible to obtain an 
equation containing the equity ratio as a significant variable. The R^'s 
are relatively good and both F ratios are highly significant. The most 
significant variable (based on the t value) in either equation is the 
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Table 6.10. Lake States exponential equations 
Equation 
number D-W 
b° 
"S 
xO 
pw 
1344-04 .8559 
.8399 
124.7697 
.6769 4.5665** 
(8.0530) 
-.1355* 
(2.1575) 
-.1605 
(1.8688) 
1344-07 .8150 
.7989 
116.7539 
.5836 1.8816** 
(5.3391) 
-.1128* 
(2.2563) 
(W (r/Pgit-l T Fs 
1344-04 .4912** 
(3.9607) 
-2.0050** 
(9.3270) 
-1.8755** 
(5.9512) 
- -
1344-07 . .8207** 
(2.9013) 
-1.4204** 
(13.4713) 
-.6890* 
(2.0965) 
**Indicates coefficients significant at the 1% level or better; t 
value, sign ignored, is approximately 2.6250. 
^Indicates coefficients significant at the 5% to 1% level; t value, 
sign ignored, is approximately 1.9820. 
Interest rate variable. 
The elasticities are calculated from the linear equations reported 
in Table 6.8. The calculated elasticities are then reported in Table 
6.11. The elasticities are quite consistent both in sign and magnitude 
except for those from the first equation which are higher than the rest 
of the elasticities from other equations. In comparing the calculated 
elasticities from the linear equations with the appropriate coefficients 
of the logarithmic equations, it is found that the elasticities of gross 
farm Income agree somewhat better than previous comparisons between similar 
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Table 6.11, Elasticities from equations reported in Table 6.8 
Equation (V^r) DCY^/P^) IXV^r) (ER)t-l D(ER)t_i 
number Mich. Minn. Mich. 
2341-81 
4811-01 
2341-61 
2341-49 
2341-62 
2341-51 
2341-56 
2341-64 
2341-53 
2341-102 
.7647 
.4481 
.3594 
.4644 
.3400 
.5632 
.4510 
.5776 
.3248 
.5116 
.9023 
.5360 
.6375 
.6467 
(r/PB)t-l 
+.6776 
+.4190 
.2322 
.1245 
.2054 
.1910 
.1227 
.2444 
.1444 
t1/2 
2341-81 -.7960 -1.5493 - - -2.3070 
4811-01 -.6129 -2.1261 - - -1.0397 
2341-61 -.7557 -2.9173 -.0132 -11.1452 
2341-49 -.8369 -0.4715 -.0038 -  -
2341-62 -.8147 -0.3521 -.0035 -  -
2341-51 -.8825 -0.4006 -.0041 -  -
2341-56 -.8611 -0.3380 -.0038 - -
2341-64 -.8755 -0.3129 -.0041 
2341-53 -.5985 -2.4449 - -
2341-102 -.5987 -2.6955 •* mm « — 
+.1295 
+.0030 
+.1267 
+.0881 
.0658 
.1561 
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models. However, the absolute value of the elasticity for interest rate 
is still substantially larger from the log equations than from the linear 
equations. This relationship has existed for all such comparisons made 
thus far. 
Correction for autocorrelation 
The Durbin-Watson d statistic was calculated for both exponential 
equations and both were found to have autocorrelated errors. The Theil 
method was used to obtain an estimate of p for both equations. Transfor­
mations of the following type were made: 
(6.14) [Yj. - pYt_i] = [Xj. - B + U 
where t = 2, 3, ..., n; [Y^ - is the vector of observations for the 
dependent variable, and [Xj. - pX^_^] is the matrix of observations for the 
explanatory variables. In both cases it proved impossible due to high 
intercorrelation in the explanatory variables to invert the [(Xt -
pXj._j^) ' (Xj. - pXt_i)] matrix. No further transformation attempts were 
made for this set of regressions. It was felt that the inverse of other 
transformations using a p in the neighborhood of the first p might also 
be nonexistent. Therefore, no autoregressive equations are reported to 
correct the exponential functions for the Lake States. 
Northern Plains States linear model 
The last of the three regions where state data are available is the 
Northern Plains States including Kansas, Nebraska, North Dakota, and 
South Dakota. The model proposed and estimated for these states is 
approximately the same as for the previous two regions. The following 
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model is proposed: 
(6.15) (I/Pg), = + bf + b°„ 4. bi + b4(Y^Pg) + ^ %b^D;(Y^Pg) 
11 
+ bgCER);.! + bjDj(ER)j.i + bi2(r/Pg)j.i 
17 
+ + iîi5 biBi? + "t ; 
where: are the coefficients to differentiate intercepts for states in 
millions of dollars. 
The b° effects are found by entering the following values in the 
X matrix: 
«4 = 
Xx = 
1 for observations on Kansas 
.0 for all other observations 
1 for observations on Nebraska 
0 for all other observations 
1 for observations on North Dakota 
0 for all other observations 
The state intercept for South Dakota is obtained by b°. 
Di(Y^/Pj^) are the dummy variables for income effects for states. 
These effects are obtained by entering (Y^/P^) or zero in the X matrix: 
^8 = 
(Y ,^/Pr) for observations on Kansas 
0 for all other observations 
'10 
(Y^/P^) for observations on North Dakota 
0 for all other observations 
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The effect of income for South Dakota is obtained from (Y„/Pr). 
Di(ER)^ 2 are the dummy variables to determine differences due to the 
equity ratio. These differences are obtained by entering (ER)^.! or zero 
in the X matrix in the following way: 
*11 
xi3 = 
(ER)^_i for observations on Kansas 
0 for all other observations 
(ER)^^ for observations on North Dakota 
0 for all other observations 
The effect of equity ratio for South Dakota is found from the over­
all variable (ER)^_j^. 
D^T are the dummy variables to differentiate the effects of time trend 
and are found by entering T or 0 in the X matrix in the following way: 
*17 
*19 = 
T for observations on Kansas 
_0 for all other (observations 
T for observations on North Dakota 
0 for all other observations 
The effect of the time trend for South Dakota is obtained from the 
over-all time variable T. 
All other variables have been previously defined. 
Based on the proportion of variance of the dependent variable ex­
plained by regression and over-all F ratio, the regression results for 
the Northern Plains linear model are not as good as the prior two regions. 
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The coefficients and associated statistics are reported in Table 6.12. 
The ranges from .8849 to .9176 for the original equations before cor­
rection for autocorrelated errors. The F ratios are all highly significant 
ranging from 120.0402 to 222.5863. These values are lower than for regres­
sion equations from prior models, but still quite acceptable. 
All coefficients of all variables in all original regression equations 
reported are statistically significant based on the two-tailed t test at 
the 5 percent level or better. All coefficients for the same variable have 
the same sign and have the same narrow range in value which gives con­
siderable credence to the regression equations obtained. 
Looking more closely at the intercepts, it is found that South 
Dakota has the highest intercept and Kansas the lowest. Investment during 
the World War II years is slightly less than during the pre-World War II 
years,and the post-World War II years have considerably more investment 
expenditures than the previous two periods. 
No differential effect is found for gross farm Income deflated by 
the prices of products received, but the over-all effect for all states 
is significant in all original regressions. 
No effect of equity ratio is found in two states -- North and South 
Dakota. The equity ratio has a significant positive effect in the other 
two states, Kansas and Nebraska. 
The national rate of Interest is used again and is one of the most 
significant of any variable in any regression including the autoregresslve 
equations. 
The time variable was found significant in only a few regressions. 
When the differential trend effects are combined with the over-all trend, 
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Table 6.12 Northern Plains linear equations 
1341-50 .9176 
.9135 
222.5863 
.00 14.9340** -3.3272** -2.8272** 
(12.1531) (9.0355) (5.6783) 
1341-98 
7005-01 
7084-01 
.9111 .8300 
.8889 
124.7652 
.9101 .9901 
.8876 
122.4717 
.7634 1.9221 
,7042 
00 14.7017** -3.1613** -2.2332** 
(7.8361) (6.7197) (3.5579) 
.05 14.0675** -3.1781** -2.4511** 
(7.6510) (6.9840) (4.0236) 
.55 15.3637** -4.2275** -3.8739** 
(5.0356) (5.3410) (3.6443) 
39.0032 
1341-53 .8970 
.8903 
133.4958 
.00 13.9477** -3.1614** -2.2635** 
(7.4184) (6.6093) (3.5475) 
1341-56 .9913 
.8842 
125.7831 
.00 20.7373** -4.5382** -4.0749** 
(14.3231) (10.1054) (6.5174) 
1341-45 
1341-99 
.8882 
.8818 
138.0574 
.8867 
.8618 
120.0402 
.00 20.1211** -4.5843** -4.1581** 
(14.0748) (10.1136) (6.5950) 
.00 19.1307** -3.8690** -2.9668** 
(11.2795) (8.1960) (4.5948) 
1341-84 .8849 
.8783 
133.6136 
.00 21.2540** -4.4683** -3.8962** 
(14.1381) (9.7950) (6.2111) 
**Indicates coefficients significant at the 1% level or better; t 
value, sign ignored, is approximately 2.6170. 
*Indlcates coefficients significant at the 5% to 1% level; t value, 
sign ignored, is approximately 1.9800. 
Table 6.12. (Continued) 
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Equation b 
number Kan. Neb. N.D. 
(Y„/Pr) D(ER)t_i D(ER)t_i 
Kan. Neb. 
1341-50 .00519** .2387** .2567** 
(3.7666) (10.8541) (9.9690) 
1341-98 -3.4877** -2.0613** -.6138* 
(4.0787) (3.0305) (2.3791) 
.006180** .2117** .1870** 
(2.6396) (5.7935) (4.4539) 
7005-01 -3.1939** -1.8846** -.6181* 
(3.7503) (2.7825) (2.4353) 
.005053** .2238** .2032** 
(2.2223) (6.2631) (4.9698) 
7084-01 -3.0785* -1.7046 -.6618 .003662 .1985** .1761* 
(2.2047) (1.5097) (1.3926) (1.1551) (3.1840) (2.6020) 
1341-53 -2.9723** -1.6063** 
(3.5340) (2.4203) 
.00571* .2160** .1938** 
(2.4060) (5.8204) (4.5243) 
1341-56 -4.6752** -2.0170 
(4.4853) (1.9950) 
.00640* 
(2.5773) 
1341-45 -3.9382** 
(3.9979) 
.00574* 
(2.3079) 
1341-99 -4.7991** -1.9966** -.6806* 
(5.6076) (2.7540) (2.4788) 
.009489** .1344** 
(4.0091) (3.9211) 
1341-84 -4.7203** 
(4.8281) 
.009669** 
(4.9131) 
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Table 6.12. (Continued) 
Equation (r/PB)t-l Fg DT^g^ 
number 
1341-50 -1.6788** 
(7.1892) 
-.1623** 
(-7.9154) 
1341-98 -1.5012** 
(5.6960) 
-.01265** 
(4.8960) 
7005-01 -1.4029** 
(5.5049) 
-.01155** 
(4.5334) 
7084-01 -1.1874** -.01278^ 
(3.4933) (3.0135) 
1341-53 -1.4413** -.01197** 
(5.4034) (4.5832) 
1341-56 -2.1030** 
(7.8614) 
-.2601** 
(10.5771) 
1559** 
(7.0880) 
.0942** 
(4.1574) 
1341-45 -2.0806** 
(7.7023) 
-.2449** 
(10.3663) 
.1431** 
(6.7303) 
.0543** 
(5.0415) 
1341-99 -1.8888** 
(7.1222) 
-.01893** 
(8.2019) 
1341-84 -2.1845** 
(8.0723) 
-.009513** 
(4.5525) 
-.1563** 
(4.6735) 
.09129** 
(4.1973) 
223 
it is observed that the time effect is near zero for Kansas and Nebraska 
and is significantly negative for North and South Dakota. 
The farm size variable showed up significantly in this set of re­
gressions for the Northern Plains States. It is negative for all equations 
where farm size is included. It is not possible to get both farm size and 
the time trend to be statistically significant in the same regression due 
apparently to fairly high intercorrelation between these two variables. 
The model for the Northern Plains States is formulated (as in pre­
vious equations) to obtain separate equations for the demand for invest­
ment in farm buildings for each state and for each of three time periods. 
Complete elaboration of regression Equation 1341-98 is given in Table 
6.13. 
The predicted values of investment from Equation 1341-98 are graphed 
for the Northern Plains States in Figures 6.16 to 6.19. The predicted 
values for all states are close to the actual values for all large 
changes. For Kansas, Nebraska, and South Dakota there is substantial 
divergence between the actual values and the predicted values for the 
years 1927, 1928, and 1929. No good explanation is found for this di-
vergence. It will be remembered that the over-all R 's and F ratios for 
n 
this region (the Northern Great Plains) were less than the R 's and F 
ratios obtained for other regions. 
Correction for autocorrelation 
The Durbin-Watson test is calculated for regression Equation 1341-98 
and this equation has autocorrelated errors. The "hit and miss" method 
is used to estimate p. Several values for p are tried. Of the values 
224 
15 
10 
Millions 
of 
Dollars 
Actual 
Predicted 
J i Year 
1920 30 40 50 60 63 
Figure 6.16. Building investment in Kansas 
15 r 
10 . 
Millions 
of 
Dollars 
5 . 
Actual 
Predicted 
1920 30 40 50 60 
Figure 6.17. Building investment in Nebraska 
^ Year 
63 
225 
15 
10 
Millions 
of 
Dollars 
Actual 
Predicted 
Year 
1920 30 40 50 60 63 
Figure 6.18. Building investment in North Dakota 
15 
Actual 
Predicted 
10 
Millions 
of 
Dollars 
5 -
Year 
1920 30 40 50 60 63 
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Table 6.13. Northern Plains complete elaboration of Equation 1341-98 from 
Table 6.12 
^P2 
w 
ER. t-1 
Kansas 
Prewar 
World War 
Postwar 
II 
8.9808 
8.0527 
11.2140 
.006180 
.006180 
.006180 
.2117 
.2117 
.2117 
•1.5012 
•1.5012 
•1.5012 
.01265 
.01265 
.01265 
Nebraska 
Prewar 10.4072 .006180 .1870 -1.5012 -.01265 
World War II 9.4791 .006180 .1870 -1.5012 -.01265 
Postwar 12.6404 .006180 .1870 -1.5012 -.01265 
North Dakota 
Prewar 11.8547 .006180 
World War II 10.9266 .006180 
Postwar 14.0879 .006180 
•1.5012 
•1.5012 
•1.5012 
.01265 
.01265 
.01265 
South Dakota 
Prewar 
World War II 
Postwar 
12.4685 
11.5404 
14.7017 
.006180 
.006180 
.006180 
•1.5012 
•1.5012 
•1.5012 
.01265 
.01265 
.01265 
tried, .55 gives the equation with the "best" d statistic. The for 
this autoregressive Equation 7084-01 fell substantially to .7634. The F 
ratio also declined but was still highly significant at 39.0032. Three 
of the 11 variables in the original equation are now statistically non­
significant at the 5 percent level. One of these variables is the gross 
farm income variable. The other two are intercept variables which are 
less important in trying to explain the economic criteria for decision on 
investment expenditures. 
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Northern Plains exponential model 
Some exponential functions are also tried for the Northern Plains 
States which are similar to prior models: 
(6.16) "c ; 
where all variables have been previously defined. The actual linear 
equation is: 
(6.17) log (I/Pg)^ = log b° + log b° + log bp„ + bj log (Y„/Pr) 
+ bg log (ER)^ ^  + bg log (r/Pg)t_i 
+ b^ log Fg + bg log T + log u^ . 
It is found that the equity ratio can not be included as a significant 
variable in the logarithmic equation. This is not too surprising since 
the equity ratio shows up significantly on only two of the four states 
in the linear regressions. The pre-World War II intercept variable is 
not significant in the exponential formulation. It is significant in 
all linear regressions where it is included. The time trend is sig­
nificant in one exponential regression reported and farm size is sig­
nificant in the other. The coefficients and their associated statistics 
for the logarithmic equations are reported in Table 6.14. All of the 
2 
coefficients are significant at the 5 percent level or better. The R 
is .7947 for one equation and .8316 for the other. The F ratios of both 
equations are highly significant at 138.3904 and 176.5122. Both equations 
have autocorrelated errors according to the d statistic. Attempts are 
made to correct both equations for autocorrelation. The Thell method is 
used to estimate values for p for the two equations. However, the results 
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Table 6.14. Northern Plains exponential equations 
Equation 
number 
R2,R2,F D-W P h° < 
1344-26 .8316 
.8251 
176.5122 
.6044 .00 3.2172** 
(6.8519) 
-.0865* 
(2.2949) 
1344-27 .7947 
.7867 
138.3904 
.8302 .00 2.9615** 
(4.1951) 
-.1236** 
(3.0110) 
(VPR) (r/PB)t-l T Fs 
1344-26 .8517** 
(12.9091) 
-1.8708** 
(12.8695) 
-1.8688** 
(7.3995) •m 
1344-27 .4688** 
(4.4565) 
-1.3915** 
(10.6249) - -
-.7637** 
(4.3860) 
**Indlcates coefficients significant at the 1% level or better; t 
value, sign Ignored, is approximately 2.6170. 
*Indicates coefficients significant at the 5% to 1% level; t value, 
sign ignored, is approximately 1.9800. 
are similar to the last exponential model where correction was attempted. 
It is impossible to invert the transformed [X'X] matrix due to high inter-
correlations of the transformed independent variables. Therefore, no 
autoregressive equations are reported for the exponential equations for 
the Northern Plains States. 
The linear regression equation results reported in Table 6.12 are 
used to calculate elasticities. These elasticities are reported in Table 
6.15. The absolute value of the coefficients from the exponential equa­
tion are larger than the corresponding elasticities calculated from the 
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Table 6.15. Elasticities of the linear equations reported in Table 6.12 
Equation (Y^/P^) D(ER)^._j^ 
number Kan. 
D(ER)t_i 
Neb. 
(r/pb)t-1 Fs T 
"îan. °Neb. 
1341-50 .2805 .1349 .1205 -.7593 -1.4551 - -
1341-98 .3340 .0120 .0880 -.6790 -1.2391 -  - -  -
7005-01 .2731 .1265 .0956 -.6345 -1.1313 -- - -
7084-01 .1979 .1122 .0829 -.5371 -1.2518 - - - - - -
1341-53 .3086 .1221 .0908 -.6519 -1.1724 - - - -
1341-56 .3459 -  - - - -.9512 -  - -2.3319 -1.9822 -2.1208 
1341-45 .3102 -  - -  —  -.9411 -- -2.1956 -1.8749 -2.0739 
1341-99 .5128 - - -  - -.8543 -1.8542 -  - -  - -  -
1341-84 .5225 .0760 -.9881 - .9318 -1.4013 -1.1967 - -
linear equations except for the elasticity for time. The elasticities 
calculated for the equity ratio are somewhat smaller than those for pre­
vious models. 
Summary 
A large number of linear demand equations were estimated by least 
squares for regional and state analysis with very consistent results. 
The models used gross cash sales deflated by the index of prices received 
by farmers as one of the Important variables. This variable was suggested 
by the results obtained from the national models reported in Chapter V. 
Gross sales deflated by prices received by farmers gives a crude measure 
of aggregate physical output. The regional and state models then are more 
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like capacity models than profit models. 
The most significant explanatory variables throughout the analysis 
were deflated gross farm income, the equity ratio, and the ratio of in­
terest rate to building materials cost. Other significant variables in­
cluded the time trend, farm size, and differences between certain time 
periods and between various geographic areas. 
Various price ratios, a capacity ratio, the ratio of livestock sales 
to total sales, and the accelerator are variables which were statistically 
insignificant. 
Statistical models which are a combination of covariance and multiple 
regression are proposed and estimated in order to simultaneously analyze 
and test the demand for investment in a number of geographical areas. 
Exponential equations are also estimated by transformation to linear 
form and use of least squares for both regional and state data. Elasti­
cities are calculated at the means for all linear equations, and these 
elasticities are compared with the respective coefficients of the ex­
ponential models. The comparisons are consistent. 
All original equations tested for autocorrelation were positively 
autocorrelated according to the d statistic. An autoregressive equation 
was calculated for at least one original equation from each model when­
ever possible.^ 
The policy of control of interest rate and fund availability to 
influence better social allocation of investment suggested in Chapter V 
^In several cases with exponential equations, [X'X] ^  of the trans­
formed variables did not exist making estimation by least squares 
impossible. 
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was discussed further. 
Suggested further investigation 
In view of the excellent outcome of the alpha model (the noncapacity-
preference model reported in Chapter V) and subsequent regional and state 
models, a capacity-price-ratio model might be applied to the national data 
with some slight improvement over the results obtained by the profit-
price-ratio model. No models were attempted where the lagged dependent 
variable was an explanatory variable. In any future work it might be 
useful to try such a model. There are a number of theoretical statistical 
difficulties Involved when using lagged endogeneous variables as explana­
tory variables. This is one reason why such models were not used in this 
study. These models might tend to reduce autocorrelated errors, however ; 
and this is one place where the models used in this study left something 
to be desired. Almost all of the original regression equations where the 
Durbin-Watson statistic was calculated had autocorrelated errors or else 
the d statistic fell into the inconclusive range. A number of methods 
were tried for correction of autocorrelation. The Durbin method was not 
used because it appears to be too plagued with multicollinearity in large 
equations to be very practical (33). In a future study it would be 
interesting to try the Fuller-Martin technique (53, 54). 
An investigation combining studies on the demand for different types 
of investment expenditures in agriculture could be made. Simultaneous 
equation techniques could be used. The dependent variables might be in­
vestment in farm buildings, investment in machinery, investment in live­
stock, investment in grain and feed, and investment in land. Such an 
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Integrated over-all study should give greater insight into the economic 
and other factors affecting the total investment decision in agriculture 
than individual demand studies. A combined study should show the under­
lying structure and combination of factors affecting investment expendi­
tures for all the various types of agricultural investment. 
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CHAPTER VII. PROJECTIONS 
Assumptions 
Projections of the investment in farm buildings is one of the 
objectives of this study. Projections will be made for the year 1980. 
Certain basic assumptions about the national economy are necessary: 
(1) it is assumed that there will be no general war and no severe reces­
sion; (2) the past trends in productivity and technological development 
will continue; (3) assume the midpoint (255 million) of the Census bureau's 
high and low population projection for 1980; and (4) national economic 
growth is projected at approximately the same rate as the actual growth 
rate which occurred from 1940 to 1960. 
Under these basic assumptions, the population will Increase from 
1962-63 to 1980 by 35 percent, the gross national product will increase 
by 93 percent, and the disposable per capita income will increase by 42 
percent (25, p. 3). 
Assuming the foregoing general economic environment, projection of 
certain variables which will be helpful in projection of farm building 
demand have been made (25) . Cash receipts from farm marketings 
(one of the important variables in the building investment demand 
equations) has been projected to increase by 34 percent from 1962-
63 to 1980. Based on the projected population increase and the con­
tinuing trend in foreign demand for agricultural products, the index of 
prices received by farmers is projected to decline from 1962-63 to 1980 
by 1 percent. Realized gross farm income (a variable in the national 
building investment demand equation) is projected to increase from 1962-63 
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to 1980 by 23 percent. The realized net farm income (a variable in another 
national demand equation) is projected to rise by 4 percent. The number 
of farms (the farm size variable was significant in two of the state 
models) is projected to decline by 42 percent. No projection of the index 
of prices paid by farmers is made (25, p. 16). 
It is necessary to project the following explanatory variables to 
the year 1980 in order to use the models developed and the parameters 
estimated in this farm building demand study: (1) gross farm income and 
net farm income for the national models; (2) cash receipts from farm 
marketings for the regional and state models; (3) the index of prices re­
ceived by farmers; (4) the index of prices paid for building materials; 
(5) the rate of interest; (6) the size of farm; and (7) the equity ratio. 
The projections made by U.S.D.A. and reported here will be used 
where appropriate. The remaining variables which must be projected for 
this analysis are: (1) the index of prices paid for building materials; 
(2) the ratio of the rate of interest to the index price of building 
materials; (3) the size of farm; and. (4) the equity ratio. 
The price index for cost of building materials has gone up since 
the second World War in a trend which is almost linear. The trend is 
more than 2 percent per year on the base year. Since the general policy 
guidelines are to hold price increases to less than 2 percent per year, 
the price index for cost of building materials is projected to rise at 
the rate of 2 percent on the base year rather than compounded. This 
results in a value in 1980 somewhat below the linear extension of the 
post-World War II trend. It does result, however, in a further decline 
in the price ratio of the rate of interest to the price index of the cost 
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of building materials. 
The ratio of interest rate to the index of the price of building 
materials can probably better be estimated for 1980 by projecting the two 
individual variables involved. The rate of interest for new farm mort­
gages is being projected at 6 percent. The criteria used to project this 
rate include the rates of interest on various maturities of the Federal 
Land Bank bonds and in particular those rates for bonds maturing close to 
the year 1980, the difference between present rates being paid on Federal 
Lank Bank bonds and the rate being asked on Federal Land Bank mortgages, 
and the presumption that no drastic change will be made in the recent 
government policies on rates of interest and availability of funds for 
investment purposes. 
If the U. S. Department of Agriculture estimate for the decline in 
farm numbers were accepted for all regions, it would mean more than a 72 
percent increase in the average size of farm (assuming approximately the 
same total acres in farms). This increase for the two regions where farm 
size is a significant variable is approximately 50 percent more than the 
simple linear trend. For the two regions involved, the projection of the 
72 percent increase in farm size seems unreasonable; therefore, the linear 
trend increase in farm size is used. 
Projection of the equity ratio variable implies that either projection 
of the ratio or projection of the two parts of the ratio as separate vari­
ables must be made. In the case of the equity ratio, it seems more logical 
to project the ratio itself. Based upon past trends and the substantial 
changes that are occurring in agriculture, the equity ratio (as formulated 
in the farm building investment demand models) is projected to decline in 
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the same way it has since the second World War. As farms become larger 
and the investment in land and buildings and in machinery and operating 
capital increases, the possibility of any entrepreneur accumulating suf­
ficient capital to maintain the existing equity ratio is remote. The 
present trend in the decline of the equity ratio in the aggregate is 
therefore extended to 1980. 
A further general assumption must be made. It is assumed that there 
will be a government policy of no greater restriction in agricultural out­
put than there has been in the past. Considering the increasing foreign 
demand for agricultural products either for dollars or by government 
foreign aid, and the continuing increase in domestic population and income, 
a policy of no greater government restriction of agricultural output over 
the period to 1980 seems a logical one to make. 
Estimates comparable to the national estimates are made for regional 
and state projections. The income expected for various regions and states 
is allocated on the basis that the proportional share of various regions in 
1980 will be approximately the same as it has been in the last five years. 
Considering the different income elasticities for the various agricultural 
products, the assumption of constant proportions between geographic areas 
may not be realistic but for the purposes of this study, it was decided to 
assume that present proportions will continue. Since the Pacific States 
are not Included in the analysis, the assumption for the relationships 
of the remaining regions is expected to be closer to the fact. 
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National Projections 
The projected values for 1980 (as well as actual values for 1947 and 
1963) for four of the national models are presented in Table 7.1. All 
four of the projected outcomes presented are from national data deflated 
by the price index of building materials and from equations corrected for 
autocorrelation. The actual values for 1947 and 1963 and the projected 
values of the explanatory variables for 1980 are also included in the 
table. When time is an explanatory variable, it is the last two digits 
of the year. The price indices and the interest rate variables are not 
different from one geographic area to another In the models used in this 
study. Therefore, these variables are not repeated in later tables. 
Regional Projections 
Table 7.2 gives the projected values for the eight production regions 
studied. The projected values obtained by two different equations are 
presented. Equation 1111-96 is an original equation and Equation 4010-01 
is the same equation corrected for autocorrelated errors. 
It may be noted that for the nation as a whole and for all regions 
studied, the projections indicate a moderate decline in the real value of 
investment expenditures on farm buildings. This agrees in general with 
the somewhat more aggregated study on fixed assets made by Heady and 
Tweeten (74). It should be remembered when looking at these tables 
giving projections that all dollar values are given in millions of dollars, 
and that both gross farm income and investment expenditures are deflated 
by the appropriate index. 
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Table 7.1. Projections of variables for 1980 national data 
by price index of building materials) 
(deflated 
Variable 
Equation 
number 1947 1963 1980 
<VPB>t Actual 474.4 431.6 - -
2030-01 544.5 404.6 323.0 
r
t 2030-02 550.8 412.3 363.9 
ft
 2050-03 593.4 398.9 332.9 
r
t 2040-04 568.4 396.1 360.1 
-  - 277 389 483 
276 258 255 
Vl 
- - 34,352 41,737 54,944 
- - 14,012.3 10,527.2 11,375.6 
(?/PR)t-l -  - 12,514 17,813 21,547 
ft-l - - 17,304 12,611 16,282 
(y/PB)t-i - - 7,180.7 3,241.9 3,371.0 
ft-l - - 4.00 5.96 6.00 
1.89 1.53 1.24 
(ER)t.i - - 12.423 9.678 7.542 
State Projections 
Table 7.3 represents the projected values for the Corn Belt. The 
results of the original Equation 0341-01 and the respective autoregresslve 
Equation 5054-01 are presented. Table 7.4 represents the projected values 
for the Individual Lake States, and Table 7.5 gives the projected values 
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Table 7.2. Projection of building Investment for eight production regions 
Equation Equation 
Actual 1111-96 4010-01 
Year (Y^/Pr) (ER)^_^ (l/Pg)^ (l/PB)t 
Region 1 Appalachian 
1946 874 15.478 54.20 
1963 1,328 9.962 56.10 
1980 1,779 7.074 -- 48.54 47.69 
Region 2 Corn Belt 
1946 2,449 10.036 122.2 
1963 3,772 10.607 102.3 
1980 5,054 9.892 -- 96.31 90.96 
Region 3 Delta States 
1946 474 10.337 13.98 
1963 838 7.455 18.50 
1980 1,202 5.798 -- 6.60 6.71 
Region 4 Lake States 
1946 1,079 6.862 65.13 
1963 1,543 6.697 57.01 
1980 2,007 6.938 -- 39.95 41.91 
Region 5 Northeast States 
1946 1,133 9.610 71.68 
1963 1,369 7.320 55.03 
1980 1,834 5.367 — 43.09 48.89 
Region 6 Northern Plains 
1946 1,172 9.431 32.00 
1963 1,808 11.864 28.69 
1980 2,457 9.624 -- 24.08 23.82 
Region 7 Southeast States 
1946 638 13.432 23.92 
1963 1,166 9.300 26.34 
1980 1,562 6.278 — 13.57 13.43 
Region 8 Southern Plains 
1946 867 12.905 29.37 
1963 1,435 14.387 22.42 
1980 1,922 13.050 — 17.79 17.61 
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Table 7.3. Corn Belt States projection of investment for 1980 
Equation Equation 
0341-01 5054-01 
Year (Y^P^) (ER)^_^ (l/Pg)^ (I/PB)^ (l/Pg)^ 
Illinois 
1946 601 14.130 27.94 
1963 996 15.505 24.35 
1980 1,336 14.110 — 21.92 21.08 
Indiana 
1946 351 11.369 21.29 
1963 556 10.148 22.32 
1980 745 7.987 — 14.25 15.10 
Iowa 
1946 766 7.291 30.01 
1963 1,185 9.311 18.84 
1980 1,589 6.113 — 16.94 20.97 
Missouri 
1946 358 8.024 14.11 
1963 547 9.463 12.24 
1980 733 7.863 — -2.19 -4.79 
Ohio 
1946 371 13.180 28.82 
1963 486 8.574 24.54 
1980 651 6.794 — 22.79 23.49 
Total for 1980 5,054 — — 73.71 75.85 
for the Northern Plains States. 
In the case of the Lake States, the autoregressive equation gives 
projected values for Minnesota and Wisconsin substantially higher than the 
original equation and higher than the actual expenditure in the past. 
Except for this one case of Equation 4811-07 giving high values for 
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Table 7.4. Lake States projection of building investment for 1980 
Year (W (ER)t-l Fs 
Actual 
(l/PB>t 
Equation 
2341-81 
(ÎAB)t 
Equation 
4811-01 
(S/PB)t 
Michigan 
1946 273 11.144 106 19.88 -  - - -
1963 346 7.273 134 17.81 - - -  -
1980 418 5.179 162 -- 23.47 26.64 
Minnesota 
1946 436 6.298 176 22.31 - - -  -
1963 681 7.230 217 19.98 -  - - -
1980 929 5.550 258 - - 11.14 23.80 
Wisconsin 
1946 378 6.088 133 22.94 
1963 515 5.583 168 19.22 -  - -  -
1980 660 5.078 203 -  - 13.18 24.80 
Total 2,007 - - -  - - - 47.79 75.24 
Minnesota and Wisconsin, it is gratifying to note that the projected re­
sults using the state equations add up to almost the same as the pro­
jected results for the respective regions using the regional equations. 
This gives further confidence in the quantitative results obtained by the 
various regression equations reported in this study. 
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Table 7.5. Northern Plains States projection of building Investment for 
1980 
Year (V^R) (ER),.i Fs 
Equation 
1341-98 
«AB'C 
Equation 
7084-01 
Kansas 
1946 387 12.570 340 10.80 -  -
1963 636 14.085 485 8.70 —  —  
1980 861 9.415 630 8.69 7.78 
Nebraska 
1946 351 8.627 428 10.84 —  —  —  —  
1963 586 11.251 559 9.21 -  - -  -
1980 794 6.810 690 - - 8.23 7.48 
North Dakota 
1946 233 8.648 591 10.29 -  -
1963 275 9.325 817 4.50 - - -  -
1980 378 6.464 1,043 - - 1.40 1.29 
South Dakota 
1946 199 8.372 632 5.51 -  - -  —  
1963 310 12.072 819 6.28 -  -
1980 424 9.321 1,006 -  - 2.74 2.58 
Total 2,457 -  - -  - -  - 21.06 19.13 
Summary 
Projections were made for aggregate Investment expenditures on farm 
buildings for the year 1980 for the United States, the 8 production re­
gions, and the 12 states studied. Except for Minnesota and Wisconsin, 
all projected values are lower in real terms than present expenditures 
on farm building investment. 
These projections should provide a basis for expectations to 
manufacturers and suppliers of building materials and to the building 
243 
trades. The projections should also be helpful to educators and policy 
makers working in the field of agriculture. The projections made here 
are consistent with those made by Heady and Tweeten (74). 
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APPENDIX A. FACTOR ANALYSIS 
An Index of Variables 
To reduce the problem of estimation by least-squares regression when 
certain explanatory variables are highly intercorrelated, factor analysis 
may be used to obtain a linear combination of the intercorrelated vari­
ables called an index. This index obtained by factor analysis can then 
be used as a variable in the least-squares regression equation to replace 
the intercorrelated variables. This procedure gives an index which has 
the largest possible variance of any linear combination of the original 
variables (162, pp. 1-5; 93, pp. 45-61). It also eliminates the estima­
tion difficulties encountered by the use of least squares, at least for 
multlcollinearity of the index variables. 
The index J for the variables X^, X2, ..., X^ may be found In the 
following way: 
(A.l) E'C-lz = J 
where C"^ is the inverse of C and C is the (n x n) correlation matrix 
of the original variables to be combined into the index J. 
n is the number of these variables. 
E' is the (1 X n) standardised eigenvector (i.e., E'E = 1) which 
Is associated with the largest characteristic root or eigen 
value of the matrix [C - XI]. 
Z is the (n x N) matrix of the standardized original observa­
tions of the n variables to be combined into the index, i.e.. 
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Xll -
== g where is the standard error of x^. N is 
*1 
the number of observations. 
J is the (1 X N) index vector. 
Extension of Factor Analysis to All Variables 
When the hypothesized model contains a large number of variables, 
factor analysis may be applied to the full correlation matrix of all 
hypothesized variables before any regression equations are estimated 
by least squares. This procedure may be used for three purposes --
(1) to determine the number of underlying independent factors involved 
among the large number of related variables, (2) to determine which of 
the original variables may best be combined into separate factors or 
indices for subsequent analysis, and (3) to study the underlying struc­
ture of the related variables in a more systematic way than would be 
possible by examining the original correlation matrix (41, pp. 40-58; 
2, pp. 347-355). 
Regression from Factor Analysis 
A linear equation including all hypothesized variables can be derived 
from factor analysis. This linear equation apparently avoids the problem 
of multicollinearity usually encountered in economic data when estimating 
a regression equation by least squares. The factor model also postulates 
that there are errors in all variables, rather than errors in the dependent 
variable alone. 
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The factor model 
The factor model was developed and presented in great detail by 
Holzinger and Harman in 1941 (82b). Harman published an updated book in 
1960 on factor analysis which includes the factor model (69). 
The elaborate model presented by Holzinger and Harman will not be 
repeated in this appendix, but a more concise statistical model based 
upon the Lawley hypotheses will be used (101, 102). The factor model is 
as follows : 
(A.2) Z = AF + U 
where: Z = an (n x 1) vector of n standardized variables, i.e., = 
*i " *i 
where the x. are the original variables and the 
H ^ 
S£ are the standard errors of the original variables; 
1  1 ,  2 ,  . . . ,  n .  
A = the (n x m) matrix of factor coefficients, also called factor 
loadings; m < n. 
F = the (m x 1) vector of factors. 
U = the (n X 1) error vector. U is distributed independently 
of F and both F and U have multivariate normal distributions. 
E(U) = 0, and E(F) = 0, 
E(UU') = V, a diagonal matrix, 0 < v^^i < 1. 
E(FF') = I, i.e., the factors are uncorrelated with variance = 1. 
It follows that Z has a multivariate normal distribution with an 
(n X n) correlation matrix C or an (n x n) expected covariance matrix 
R = E(ZZ')/N = AA' + V. The elements of the diagonal of AA' are called 
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the communalities and the elements of V are called the specific variances 
of the n variables. A is not unique, i.e., any orthogonal transformation 
of A will reproduce the correlation matrix: R = AA' + V = ATT'A' + V, 
where T is an orthogonal matrix. Thus, it may be said that A is unique 
only up to an orthogonal transformation. 
For those who are familiar-with simultaneous equation systems, the 
factor model may be likened in some ways to a set of simultaneous equa­
tions which has one endogenous variable in each equation. There are 
fewer exogenous variables than there are equations. Both the coefficients 
of the exogenous variables and the exogenous variables themselves are un­
knowns . 
The coefficient matrix A, whose elements are called factor loadings, 
can be obtained in any one of several ways. The idea of the method of 
principal components is generally credited to Karl Pearson (115) . The 
development by Hotteling made calculation of principal components pos­
sible (83b). A separate development by Kelley with a different calculation 
method called principal axis gave the same results as Hotelling's method 
(90). Hotelling improved his method of calculation in 1936 (84). The 
method of principal components for factor extraction considers the em­
pirical correlation matrix C as an exact mathematical array. A charac­
teristic equation is made with matrix C, i.e., (C - A,I) Y = 0. Then the 
column vectors of A are eigen vectors computed from the m largest latent 
roots of the characteristic equation and weighted by the square root of 
their own eigen value. This method is now generally referred to as 
principal component analysis. 
Another method was developed which took into account, at least in 
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a sense, the stochastic generation of the underlying data. This method 
Is called the principal factor solution. Some estimate Is required about 
the proportion of the variance of the original variables to be explained 
by the common factors. The diagonal of ones in the correlation matrix 
2 is replaced with values, 0 < h^ < 1, representing the proportion of the 
variance of the individual variables to be explained by the common factors. 
Principal component analysis Is then applied to the resulting matrix C 
2 
with h^ in the diagonals (69, 13). 
The maximum-likelihood method of factor analysis was the first method 
developed based on the underlying assumption that the correlation matrix 
C was generated by a stochastic process. In this sense it is more nearly 
a true statistical model. In the maximum-llklihood method, the original 
correlation matrix C = R + [rj^i] = AA' + V + [r,where R E(.25_) , IX N 
r^i, are the off-diagonal residuals, 1 ^  1'. The factor loading matrix 
n n' I 
A is found subject to the following restriction: min .ZL ,Z —ii- , l—i 1 —i 0^0^I 
where is the square root of the i-th element of V (101, 102). The 
actual calculation of the matrix A also involves the eigen values. 
The least-squares procedure for factor analysis was developed by 
Whittle (165). As the name implies, this procedure minimizes the residual 
sum of squares. The matrix A is found such that 
P q r , P q , 
i j ' k=l ^ 'ikPjk) = f I "ij 
is minimized, where the are factor loadings, the are the factors, 
and the x^j are the observations on the variables. In this procedure 
the matrix A is also a weighted set of eigen vectors, but of the varlance-
covariance matrix XX' and not the correlation matrix C. An assumption of 
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this method is the variance of all variables is the same. The maximum-
likelihood method is not restricted by this assumption. However, the least 
squares method is less costly to calculate. 
Another method of calculation of factor analysis was developed by 
Rao (118). This method is called cannonical factor analysis. The results 
of the cannonical method are the same results obtained by the earlier 
developed maximum-likelihood method. 
A recent development by Joreskog is a modification of the Whittle 
least squares method of factor extraction (88) . Instead of minimizing the 
sum of squares of the residuals, Joreskog minimizes the sum of squares of 
the residuals' weighted by the reciprocal of the standard errors of the 
" n u?. 
respective residuals: Mn Z, L —=-l , 
i=l j=l Pii 
where the notation is that of Whittle's given in a foregoing paragraph. 
The Joreskog method retains the advantage of being less costly than the 
maximum likelihood method, but gives a result similar to the maximum 
likelihood method which allows E(UU') = V rather than E(UU') = 
as in the Whittle method. 
The stochastic linear equation proposed by this paper as a substi­
tute for the least-squares regression equation may also be called a 
factor analysis regression equation. This factor analysis regression 
equation is derived from the original factor analysis model using both 
the factor loading matrix A and the vector of factors F. 
After the matrix A has been obtained by one of the above methods, 
the factors can be obtained in any one of at least three ways (69, pp. 
360, 341, 451): 
263 
(A.3) (A'A)"1 A'Z = F 
(A.4) A'R-l Z = F 
(A.5) (I + A'V"^A) A'V'l Z = F 
Equation A.3 disregards the errors in the variables and substitutes 
Z as the approximate value for (Z - U) in obtaining factor solutions. 
This can be seen by starting with the original factor model Equation A.2, 
then premultiplying by A' to get A'Z = A'AF + A'U, then premultiplying by 
(A'A)"^ to get (A'A) ^ A'Z = F + (A'A) * A'U, and then collecting terms 
on the left to obtain (A'A)"^ A'(Z - U) = F. 
Equation A.4 is used in the derivation of factor analysis regressions 
in this paper. Equation A.5 is algebraically equivalent to Equation A.4 
(69, pp. 350, 351). However, the empirical solutions obtained using A.5 
to obtain the factor values are not the same as those using Equation A.4. 
This is apparently due to arithmetic errors compounded in the several 
more operations required to obtain the factor solutions from Equation 
A.5. 
Derivation oi factor analysis regression equations 
The factor model. Equation A.2, and the equation to obtain factors. 
Equation A.4, are used in the derivation of the factor analysis regres­
sion equation for the general case. The regression equation derived is 
in deviation form. 
Assuming z-^ is the dependent variable and partitioning the original 
Equation A.2 we have: 
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(A.6) zi = ai2 ••• »!j ••• giving 
(A.7) zi = + ®ljfj + + aimfm 
Let A'R"^ = G, an (m x n) matrix. Then GZ = F. Substituting GZ 
for F into Equation A.6 and then into A.7, the result will be: 
(A.8) zi = 311(811=1 + 812=2 + • • + 8inV + ^ 12<82lZl + 822=2 + 
+ &2n^n> + ''' aim(8ml=l + 8^2=2 + + 8mn2n) • 
Collecting the z terms on the right, the result will be: 
(A.9) zi = aiigiiZi + 3^2821=1 + + ®lm8ral=l + ^ 11<812=2 + ''' 
+ 8lnV + *12(822:2 + + 82n=n> + + *10^8*2=2 
+ ''' + 8mn=n) ' 
Transferring all z terms to the left and factoring z^, the following 
equation is obtained: 
(A.10) zi(l-ail8il - *12821 ^Im8ml> = ^11(812=2 + 
+ SlnV *12(822=2 + ••• + 82n=n> + 
+ *lm(8m2=2 + + 8inn'^n) • 
m 
Now dividing both sides of Equation A.10 by 1 - *lj8jl which is 
the polynomial term of and collecting the remaining variables on the 
right, the result is the factor analysis regression equation: 
^Lower case subscripted letters indicate an element of a correspond­
ing matrix. Subscripts used will be 1 = 1, 2, ..., n and j = 1, 2, ..., m. 
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m ® m 
(A.11) Si = =2 + =3 + ''' + 'n-
'"jîi ^"jîj °ijSji 
Equation A.11 may be simplified by the use of matrix terminology. 
Let be a row vector of matrix A, and let be a column vector of 
matrix G. Then Equation A.11 becomes: 
(A. 12) z, = z, + z- + + " z_ . 
1 i-a|yi 2 3 i_a|y^ " 
Equation A.12 can be further simplified and generalized to allow 
for any one of the variables to be the dependent variable. Let AA'R"^ 
= W an (n X n) matrix. Let the subscript for rows be 1 and the subscript 
for columns be 1'. After the matrix W is calculated rather than using 
just one row of W (row one of W is ojyg» •••» ]) 
any one of the variables may be considered a dependent variable for the 
purposes of calculation of a regression. Several dependent or inter­
dependent variables may be included in the n variables of the system. 
Suppose the i-th variable is selected as a "dependent" variable. With 
the use of matrix W, Equation A.12 then becomes: 
(A.13) z. ~ -
'1 1 ^""li' 2 l-w^i' n 
where all variables except appear on the right. 
A linear model can also be derived from the factor solutions given 
in Equations A.3 and A.5 in approximately the same way as shown in 
-1 ~ 
Equations A.6 through A.13. Let A(A'A) = W, an (n x n) matrix. Then 
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the linear model will be: 
(A. 14) "il 
ii 
=1 + T-2U-1 l-Wii, 
where all variables except appear on the right. Also, let 
A(I + A'V"^A)"^ A'V"1 = W, an (n x n) matrix. Then the linear model 
will be: 
(A.15) 
where all variables except appear on the right. 
Those familiar with factor analysis can observe the factor loading 
matrix A and make some subjective analysis of the data based on the 
factor loadings themselves. However, when there are more than three 
factors extracted, it becomes difficult even for the experienced factor 
analyst to draw many conclusions from the original factor loading matrix. 
Most factor analysts therefore make a rotation on the matrix A (69, 82b, 
102). The orthogonal transformation which is desirable in the case of 
analyzing a system for regression is one such that AT = A* so that 
a*i ^  0 and all other a^^ = 0 when is the dependent variable in ques­
tion. This makes only the a^j^ from i = 1 to n the relevant factor 
loadings to observe and analyze (82a). This orthogonal transformation 
also allows the derivation of a simplified regression equation for . 
In this special case. Equation A.7 becomes: 
This simplifies the derivation from the general case so that it is 
necessary to substitute only the value of one factor into Equation A.16 
(A. 16) 
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(82a). Thus, the derivation is now concerned with only one row of matrix 
G* where A*' R"^ = G*. Substituting from G*Z into A.16 the results are: 
(A.17) zi - + Sfsfa + • • • + • 
Factoring the following equation is obtained: 
(A. 18) = aîjgîjZi + a*^ + ••• + 
Collecting z-^ on the left and factoring z^, Equation A. 18 becomes: 
(A.19) "-"Ml' = »îi teÎ2^2 * «In V • 
Collecting the remaining variables on the right and dividing both sides 
of Equation A.19 by (l-a*^g*^) the following regression equation is ob­
tained: 
^"*11^11 
By comparing Equations A.11 and A.20 it can easily be observed that 
the latter method of calculating the regression coefficients using A* 
rather than A is simpler. 
Both regressions, whether obtained by the general method or by the 
special case, are exactly the same as would be expected, to prove the 
uniqueness of the factor analysis regression derived above for any ortho-
• 1 ~ 1 gonal transformation of A, it must be shown that A*A*'R" = AA'R' ; where 
AT = A* and T is an (m x m) orthogonal transformation matrix. Substituting 
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AT for A*, A*A*'R ^ = ATT'A'R ^ = AA'R Therefore, the factor analysis 
regression derived above is unique for any orthogonal transformation of A. 
Finding the transformation matrix T is a complex ami lengthy pro­
cedure. There is frequently some value in the subjective observation 
of the transformed factor loading matrix. However, the general method 
is more applicable than the special case, particularly when more than 
one variable in the system may be selected as a "dependent" variable. 
In the special case a different transformation matrix must be found for 
each variable so selected. Thus, the main advantage of rotation of factor 
loadings with an orthogonal matrix is in subjective analysis of the factor 
loadings themselves rather than the ease of calculation of a factor 
analysis regression equation. 
From Equation A.20 the regression equation for the nonstandardized 
original variables x^^ can be obtained in the following way where s^, S2> 
S£, ..., Sjj are the standard errors of the original variables. 
^11^12 ®1 a* g* s. 
, ' tA • _ 
•» 
The intercept Pq  may be found in the usual way, i.e., by substituting 
the means for all variables into the equation and solving for The 
regression in the nonstandardized original variables x^ can also be ob­
tained for the general case from Equation A.12 or A.13 by the procedure 
in Equation A 22. 
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Statistical tests 
An error variance for the factor analysis regression equation may 
be obtained by calculating the x^'s with the regression equation, then 
calculating the » and finally (xjj^ - Xjj^)/t-n; where t 
is the number of observations on each variable. 
2 
A multiple coefficient of determination R may then be calculated 
as follows: 
.....4""' 
J. • v' 
The underlying error distribution of the derived regression equations 
has not been worked out; however, it is conceivable that an "F" test may 
be applicable. 
Following one of the methods used in least-squares regression for 
testing a particular by the F test (59, p. 139), assume it is desired 
to test for the necessity of the Inclusion of X2 as one of the explanatory 
variables. First the x|s are calculated using the full factor analysis 
regression equation which includes *2 well as the other explanatory 
variables. Then Xg is dropped from the system and another factor analysis 
regression equation is calculated. Then the x^'s are calculated from the 
factor analysis regression equation where Xg has been omitted. Finally, 
the quantities (x^^ - x^^) and (x^^ - x^^) are calculated. 
The following test for Inclusion of x^ in the regression equation 
is then suggested: 
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(A.24) 
î, <='ik - 'Ik) .2 
where t is the number of observations and nj^ is the total number of vari­
ables in the first regression equation including Xg well as the other 
explanatory variables. 
It is suggested that if the above test statistic is found to be 
greater than the tabulated F value at a selected probability level, 
then x^ should be included in the regression. If the test statistic is 
found to be less than the tabulated F, then X2 may be dropped from the 
regression equation. 
Empirical results 
Factor analysis regression equations have been calculated from 
empirical data using all three methods of obtaining factor solutions 
which were given in Equations A.3, A.4, and A.5. The signs of the 
the are the same for all three methods of obtaining factor solutions. 
However, no two methods give exactly the same values for the regression 
coefficients. 
The method of obtaining factors shown in Equation A.4 consistently 
the empirical regression equations presented here were calculated by 
using Equation A.4 to obtain the factor solutions. The maximum-
likelihood method of obtaining the factor loadings was used. 
respective are the same, and the general range of the magnitudes of 
gives the highest multiple coefficient of determination R^. Therefore, 
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The regressions reported here are based upon national United States 
aggregate time series data obtained from U. S. Department of Agriculture 
sources for the time period 1910 to 1962. Expenditures on building in­
vestment xj is the dependent variable, *£ is equity ratio defined as the 
total farmland and building assets to total farm mortgages outstanding, 
Xg is net farm income lagged one year, x^ is interest rate lagged one year, 
Xg is an index of farm prices received, and Xg is the average farm size 
in acres. 
On the basis of economic theory the algebraic sign relationships <• 
between the dependent variable and the independent variables can-be 
stated with enough certainty that results may be accepted or rejected 
on the basis of algebraic sign. 
The expected sign relationships are as follows: *i ~ Pq ^ ^ ^2 ^ *2 
+ IPgl Xg - Ip^I x^ + iPgl Xg ? Ipgl Xg where the p. are absolute values. 
There is no strong theoretic expectation as to the sign relationship, 
between expenditure on farm buildings and farm size. As farms increase 
in size they might be expected to need more buildings, but as farms 
increase in size they also acquire more buildings which are already in 
existence. The zero-order correlation coefficients of the data also 
indicate these same relationships. 
The factor analysis regression coefficients and the coefficients 
2 
obtained by least squares are shown below, in addition to the R and 
the F ratios. 
272 
Regression Number 1 
Expected 
sign 
R" 
F Ratio 
/\ 
P. 
+ 
+ 
+ 
? 
Factor analysis 
regression 
.8577 
48.19 
-59.51 
+16.3795 
+.0127 
-2.6887 
+1.0769 
-.2886 
Least-squares 
regression 
.8805 
58.9254 
+95.4322 
-14.8428 
-.0099 
-12.9732 
+1.1707 
-.8430 
R"^  
F Ratio 
Po 
^3 
P4 
/\ 
96 
Regression Number 2 
Expected Factor analysis 
sign regression 
.7874 
37.97 
-73.65 
+ +.0135 
-3.1148 
+ +1.5880 
1 +.0197 
Least-squares 
regression 
.8036 
41.94 
-34.6179 
-.0032 
+3.5185 
+2.0602 
-.4565 
There are 46 observations on each of the variables in these two 
regression equations. P2 was tested by the F test suggested in Equation 
A.24. The F ratio so obtained was 19.73 which is highly significant. 
The F ratio for ^2 using the least-squares procedure is 25.72. The 
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degrees of freedom for the F test for ^2 both cases are 1 and 40. 
The signs on the coefficients of regression obtained from factor 
analysis are correct according to economic theory. In the results ob­
tained using least squares,the sign on lagged income is wrong in both 
regressions» The sign on lagged interest rate is negative as expected 
in the first least-squares equation but is positive in the second least-
squares regression equation. 
Summary 
Factor-analysis regression is suggested here as an alternative 
estimation procedure to classical least squares when there are errors in 
the variables and when high intercorrelation causes least-squares pro­
cedures to break down. 
The factor-analysis model assumes there are errors in all variables 
instead of errors in the dependent variàble alone. A regression equation 
is derived from factor analysis in order to take advantage of the factor-
analysis assumptions. A possible statistical test is also suggested. 
2 It may be argued that a high R obtained by least squares is irrele­
vant when some of the regression coefficients are theoretically infeasible 
2 
as to their sign and magnitude. A high R obtained by traditional least 
squares can also be misleading when the "independent" variables are 
known to have errors in measurement, are produced by a stochastic pro­
cess, or have high intercorrelation -- all contrary to the specifications 
of the classical least-squares regression model. 
2 The factor-analysis regression equation gives a lower R than does 
the traditional least-squares regression equation. But this is to be 
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expected when one of the assumptions underlying the factor-analysis model 
is that there are errors in all variables» 
2 
A lower R can be accepted when the calculation of factor-analysis 
regressions accounts for errors in the variables and high intercorrelation 
and when factor analysis gives regression coefficients which are better 
based upon economic theory and experienced observation of the subject 
matter. Therefore, when a stochastic method^ of factor analysis is used, 
the factor-analysis model seems more appropriate for most economic data 
than does classical least squares with its more restrictive assumptions. 
In fact, the factor-analysis model would seem to be more appropriate in 
any discipline where explanatory variables are not generated by controlled 
experiments. 
Since the computer programs for obtaining the factor loadings for 
the stochastic factor-analyses methods are iterative in nature (to a 
greater or lesser degree depending on the factor extraction method used) 
it is more costly to calculate regressions from factor analysis than by 
least squares. However, when working with economic data, the coefficients 
from regression obtained with the use of factor analysis may be enough 
better than those from least squares that the additional cost of calcu­
lation of regressions from factor analysis may be justifiable. 
^The stochastic methods of factor analysis Include the maximum-
likelihood method, the least-squares method, the cannonical factor analysis 
method, and the weighted least squares method. 
