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Tujuan jangka panjang dari disertasi yang sedang dikerjakan adalah 
menentukan solusi optimal masalah optimisasi cone invers, yang mencakup SOCP 
(Second Order Cone Programming) invers dan SDP (Semidefinite Programming) 
invers. Untuk mencapainya diperlukan pendalaman masalah SOCP dan SDP. 
Penelitian-penelitian yang telah dikerjakan adalah optimisasi cone dengan norma 
2 (‖ ‖ ). Namun di dalam disertasi peneliti akan dibahas optimisasi cone dengan 
norma 1 (‖ ‖ ) dan norma   (‖ ‖ ), yaitu SOCP dengan norma 1 invers, SOCP 
dengan norma   invers, SDP dengan norma 1 invers, dan SDP dengan norma   
invers. Pada penelitian ini mempunyai tujuan utama mencari cara menentukan 
solusi optimal dari masalah optimisasi SOCP dengan norma 1 menggunakan 
metode titik interior. Namun untuk dapat mencapainya, ada beberapa tujuan yang 
juga harus dicapai sebelumnya, mulai dari pemodelan masalah, penentuan 
kekonveksan daerah fisibel masalah, dan menentukan algoritma masalah. Setelah 
menentukan solusi optimal, yang selanjutnya adalah menentukan eksistensi dan 
ketunggalan solusi optimal masalah SOCP, namun karena bukan hal mudah untuk 
mendapatkan kedua hal ini, maka kedua hal tersebut merupakan tujuan tambahan 
dalam penelitian ini. Metode yang digunakan untuk mencapai tujuan-tujuan 
tersebut adalah studi literatur dengan mempelajari dan mengkaji berbagai literatur 
(buku dan jurnal) terkait, yang merupakan hasil-hasil yang telah diperoleh oleh 
peneliti-peneliti sebelumnya, yang dapat digunakan untuk mencapai tujuan yang 
diharapkan berupa teori baru dalam bidangnya.  
 Pada penelitian ini diawali dengan pengumpulan literatur, mempelajari dan 
mengkaji literatur yang terkait, melakukan penelitian terhadap tujuan penelitian 
berdasar teori dari hasil-hasil peneliti terdahulu yang sudah ada, menuliskan hasil 
penelitian, mempublikasikan hasil penelitian dalam seminar nasional dan jurnal. 

















Long-term goals of the dissertation is being done is to determine the optimal 
solution of the inverse cone optimization problem, which includes the SOCP 
(Second Order Cone Programming) inverse and SDP (Semidefinite 
Programming) inverse. To achieve these goals required a deepening SOCP and 
SDP problem. The studies that have been done is the cone optimization norm 2 
(‖ ‖ ). But in this dissertation cone optimization will be discussed with the norm 
1 (‖ ‖ ) and norm   (‖ ‖ ), i.e. SOCP norm 1 inverse, SOCP norm   inverse, 
SDP norm 1 inverse, and SDP norm   inverse. In this study the main goal seek 
the optimal solution of the SOCP norm 1 optimization problem using interior 
point methods. But in order to achieve it, there are several objectives that must be 
achieved before, ranging from modelling problem, determine the feasible region 
convexity of the problem, and determining the algorithms problems. After 
determining the optimal solution, then is to determine the existence and the unity 
of the solution of the SOCP problem, but because it is not easy to get these two 
things, then both it is an additional objective in this study. The method used to 
achieved these goals is the study of literature by studying and reviewing the 
literature (books and journals) related, which is the results that have been obtained 
by previous researchers, which can be used to achieve the expected goals in the 
form of a new theory in the field.  
 In this study begins with collecting literature, studying and reviewing the 
relevant literature, conduct research on the purpose of research-based theory of 
the results of previous research that already exists, write down the results of the 
research, publish research results in national seminars and journal. 
 

















Penelitian berjudul Solusi Optimisasi SOCP Norma 1 dengan Metode Titik Interior 
merupakan bagian disertasi berjudul Program Conic Invers pada     ‖  ‖  , 
merupakan penelitian teoritis berdasarkan kajian literatur. Hasil dari penelitian ini 
merupakan teori baru dalam bidangnya, yaitu terapan matematika, lebih 
khususnya teori optimisasi.  
Beberapa bagian dari hasil penelitian ini mengambil hasil dari peneliti sebelumnya 
dengan mengubah beberapa bagian dengan sejumlah kajian, sehingga menjadi 
hasil baru yang berlaku universal. Dalam hal ini peneliti mempersempit masalah 
dengan menambahkan sejumlah syarat. 
Penelitian ini menghasilkan beberapa paper publikasi. Sebagian dipublikasikan 
untuk mendukung penelitian ini, sebagian masih dapat dipublikasikan bahkan 
setelah penelitian ini selesai dilaksanakan. Yang telah dipresentasikan pada 
seminar nasional maupun internasional, sebagian dipublikasikan dalam bentuk 
prosiding seminar, sebagian akan dipublikasikan pada jurnal nasional maupun 
internasional, dan sedang dalam proses editing. 
Masih banyak kekurangan dalam penelitian ini, saran kritik dan masukan sangat 
peneliti harapkan demi membangun semangat peneliti dalam meneliti pada 
penelitian-penelitian berikutnya, maupun dalam membuat paper ilmiah yang 
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BAB 1. PENDAHULUAN 
 
1.1 Latar Belakang dan Permasalahan 
Selama ini program linear telah dikenal secara luas sebagai masalah 
optimisasi, yaitu masalah optimisasi berkendala dengan fungsi tujuan dan 
fungsi kendala adalah fungsi linear. Ketika terjadi perang dunia II, optimisasi 
ini sangat terasa manfaatnya, yaitu untuk menentukan optimasi jumlah tentara 
yang diterjunkan ke medan perang, menentukan optimasi volume logistik 
yang harus disediakan, menentukan optimasi tenaga kesehatan yang harus 
disiapkan, dsb. Karena manfaat yang dirasa sangat besar, maka perkembangan 
masalah optimisasi pun menjadi sangat pesat, dan merambah ke berbagai 
sektor kehidupan. Seiring waktu permasalahan yang muncul di dunia nyata 
tidak lagi terbatas pada masalah-masalah yang dapat dimodelkan dalam fungsi 
linear saja, namun juga menjadi fungsi non linear. Berkembanglah masalah 
program non linear, yaitu masalah optimisasi berkendala dengan fungsi tujuan 
dan/atau fungsi kendala non linear. Optimisasi ini selanjutnya berkembang 
sangat pesat, dikarenakan lebih banyak permasalahan nyata yang dapat 
diselesaikan dengan mengaplikasikannya. Selanjutnya terdapat pengembangan 
pada masalah optimisasi non linear, yaitu dengan menambahkan syarat bahwa 
fungsi kendala dibatasi merupakan fungsi konveks. Dengan pengembangan 
tersebut, masalah yang dapat diselesaikan menjadi lebih luas lagi, sehingga 
untuk selanjutnya dikembangkan lagi masalah optimisasi dengan 
menambahkan syarat yaitu fungsi kendala adalah fungsi yang berbentuk 
kerucut atau cone, yang disebut dengan Linear Cone (LC), Second Order 
Cone Programming (SOCP), dan Semidefinite Cone Programming (SDP), 
yang merupakan masalah optimisasi non linear berkendala dengan fungsi 
kendala merupakan suatu cone. Pengembangan masih berlanjut terus, 
mengingat banyaknya masalah di dunia nyata yang tidak dapat ditentukan 
optimasinya secara langsung, sebagai contoh, masalah pengukuran kedalaman 
titik pusat gempa, yang bukan hal mudah untuk ditentukan secara langsung, 
namun dengan menggunakan data-data gelombang gempa yang dihasilkan, 
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maka dapat dihitung kedalaman pusat gempa tersebut. Perhitungan semacam 
ini disebut sebagai masalah optimisasi invers. Dalam hal contoh tersebut, data-
data gelombang gempa adalah parameter yang diketahui, sedangkan hasil 
pengukuran pusat gempa adalah solusi yang diperoleh berdasarkan parameter 
yang diketahui tersebut. 
Pada masalah optimisasi yang umum dipelajari adalah masalah 
optimisasi dengan fungsi norma 2, namun tidak menutup kemungkinan untuk 
membahas optimisasi dengan fungsi norma p (     ), berdasarkan studi 
literatur banyaknya hasil-hasil penelitian tentang masalah optimisasi dengan 
fungsi norma p, dengan manfaatnya di dunia nyata. 
 Dengan fakta tersebut maka penelitian ini meneliti masalah SOCP 
dengan norma 1, terutama pada solusi masalah SOCP norma 1 dengan metode 
titik interior, yang merupakan bagian dari disertasi program doktor peneliti 
yaitu mengkaji program cone invers pada masalah SOCP dan SDP norma p 
(diambil norma 1 dan norma ) menggunakan metode titik interior.   
 
1.2 Perumusan Masalah 
Dari uraian di atas, secara umum rumusan permasalahan penelitian ini 
adalah "Bagaimana menentukan solusi masalah SOCP norma 1 dengan metode 
titik interior?” 
Secara terperinci proposal disertasi ini akan mengusulkan permasalahan 
sebagai berikut: 
1. Bagaimana perumusan SOC norma 1? 
2. Bagaimana perumusan masalah SOCP norma 1? 
3. Bagaimanakah algoritma masalah SOCP norma 1 dengan metode titik 
interior? 
4. Bagaimana solusi masalah SOCP norma 1 dengan metode titik interior? 
 
1.3 Tujuan Penelitian  
Berdasarkan masalah-masalah di atas maka cakupan tujuan penelitian ini 
secara rinci dapat dirumuskan sebagai berikut: 
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1. Menghasilkan perumusan SOC norma 1. 
2. Menghasilkan perumusan masalah SOCP norma 1. 
3. Menghasilkan algoritma masalah SOCP norma 1 dengan metode titik interior. 






























BAB 2. TINJAUAN PUSTAKA 
 
2.1 Tinjauan Pustaka 
Masalah invers telah dipelajari secara ekstensif dengan data-data geofisika. 
Tarantola [1987] dalam Ahuja and Orlin [2001] menggambarkan masalah invers 
sebagai berikut: 
“Misalkan S menyatakan sistem fisik. Diasumsikan dapat didefinisikan suatu 
himpunan parameter model yang menggambarkan S secara lengkap. Parameter-
parameter ini tidak semuanya dapat mengukur secara langsung (sebagai contoh, 
radius dari pusat metal bumi). Secara operasional dapat didefinisikan beberapa 
parameter terobservasi yang nilai nyatanya bergantung pada nilai parameter 
model. Menyelesaikan masalah maju adalah memprediksi nilai parameter 
terobservasi, dari nilai sebarang parameter model yang diberikan. Menyelesaikan 
masalah invers adalah menentukan nilai parameter model dari nilai terobservasi 
yang diberikan dari parameter terobservasi.” 
 Selanjutnya Tarantola [2005] menyatakan prosedur scientifik untuk 
mempelajari sistem fisik dibagi menjadi tiga langkah berikut: 
i. Parameterisasi sistem: menemukan himpunan minimal parameter 
model dengan nilainya mengkarakterkan sistem secara lengkap (dari 
suatu titik yang diberikan). 
ii. Pemodelan maju: menemukan hukum fisik yang mengijinkan 
melakukan prediksi pada hasil pengukuran pada beberapa parameter 
terobservasi (untuk nilai parameter model diberikan). 
iii. Pemodelan invers: menggunakan hasil nyata dari beberapa pengukuran 
parameter terobservasi untuk mendapatkan nilai nyata parameter 
model. 
Masalah optimisasi secara umum merupakan masalah maju karena dapat 
mengidentifikasi nilai-nilai parameter terobservasi (variabel keputusan optimal) 
dengan diberikan nilai parameter model (koefisien biaya, vektor ruas kanan, dan 
matriks kendala). Suatu optimisasi invers memuat penentuan nilai parameter 
model (koefisien biaya, vektor ruas kanan, dan matriks kendala) dengan diberikan 
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nilai parameter terobservasi (variabel keputusan optimal). Dalam beberapa tahun 
terakhir, terdapat ketertarikan dalam masalah optimisasi invers oleh komunitas 
riset operasi, dan berbagai masalah optimisasi invers dipelajari oleh para peneliti. 
Ilmuwan geofisik yang pertama kali mempelajari masalah invers. 
Tarantola [1987] dalam Tarantola [2005] memberikan pembicaraan yang 
komprehensif tentang teori masalah invers dalam ilmu geofisik. Dalam komunitas 
program matematik, ketertarikan dalam masalah optimisasi invers dibangun oleh 
paper Burton and Toint [1992, 1994] yang mempelajari masalah jarak terpendek 
invers dikembangkan dalam tomografi seismik digunakan dalam memprediksi 
pergerakan gempa bumi. Dalam beberapa tahun terakhir, masalah optimisasi 
invers telah dipelajari agak intensif. Dalam paper Ahuja and Orlin [2001], 
menyajikan beberapa masalah invers. Pertama pandang masalah program linear 
invers dengan norma    (yang meminimumkan ∑   |     |   ) dan norma    
(yang meminimumkan       {  |     |}). Kemudian mengkhususkan hasil ini 
untuk masalah berikut dan mendapatkan algoritma yang lebih cepat: Masalah 
jarak terpendek, masalah penugasan, masalah pemotongan minimum, dan masalah 
arus biaya minimum. Akhirnya, masalah optimisasi invers umum ddengan norma 
   dan norma   . Selanjutnya merujuk masalah invers dengan norma    
sederhana seperti masalah invers dan masalah invers dengan norma    sebagai 
masalah invers minimaks.  
Telah ada beberapa riset pada program linear invers dan masalah arus 
jaringan invers dengan norma   . Zang dan Liu [1996] mempelajari masalah 
penugasan invers dan masalah arus biaya minimum; Yang, Zhang dan Ma [1997], 
dan Zhang dan Cai [1998] mempelajari masalah pemotongan minimum invers; 
dan Xu dan Zhang [1995] mempelajari masalah jarak terpendek invers. Pada 
paper Ahuja and Orlin [2001], mengembangkan framework dengan algoritma 
untuk semua masalah arus network invers yang diturunkan sebagai kasus khusus, 
dengan algoritma yang sesuai dengan algoritma terbaik sebelumnya atau 
improvisasinya, dan pada waktu yang sama mendapatkan bukti sederhana. Ahuja 
and Orlin [2001] juga mempelajari program linear invers dan masalah arus 
network invers di bawah norma    yang merupakan hasil baru. 
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Selanjutnya Ahuja and Orlin [2001] paper risetnya mempelajari masalah 
pohon perentang invers (Sokkalingam, Ahuja dan Orlin [1999], Ahuja dan Orlin 
[1998a]) dan masalah sorting invers (Ahuja dan Orlin [1997]). Ahuja dan Orlin 
[1998b] memandang masalah arus network invers untuk kasus bobot satuan dan 
mengembangkan bukti kombinatorik yang tidak berbeda dengan teori program 
linear invers. 
Sekarang perhatikan masalah optimisasi (Iyengar and Kang, 2003) 
berbentuk 
meminimimalkan        
dengan kendala    ,              (1) 
dengan   parameter,   variabel keputusan, dan   adalah suatu himpunan fisibel. 
Tujuan dari masalah ini (masalah maju) adalah untuk menghitung keputusan 
optimal sesuai dengan estimasi parameter tak diketahui  ̂.  
Sedangkan masalah optimisasi invers terkait (1) adalah masalah berikut: 
(a) Diberi keputusan diamati  ̂, karakteristikkan himpunan    ̂  dari nilai-
nilai parameter   dengan  ̂ yang optimal, dan 
(b) Jika diinginkan, menyelesaikan masalah optimisasi 
meminimumkan ‖   ̅‖ 
dengan kendala      ̂ ,           (2) 
dengan  ̅ nilai parameter nominal dan ‖ ‖ adalah norma yang sesuai. 
Masalah optimisasi invers setidaknya muncul pada dua konteks berbeda berikut 
ini: 
1. Sistem identifikasi, 
andaikan gelombang seismik yang dihasilkan oleh gempa diasumsikan 
berjalan sepanjang jarak terpendek, kemudian mengestimasi sifat medan 
dari jarak gelombang seismik yang diamati dapat dirumuskan sebagai 
masalah optimisasi invers.  
2. Pemilihan parameter  ̂ untuk memaksa respon yang diinginkan  ̂,  
andaikan arus lalu lintas dalam suatu jaringan diasumsikan merupakan 
solusi masalah optimisasi dengan busur biaya sebagai parameter, maka 
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masalah menentukan minimal biaya yang menjamin aliran yang ditentukan 
adalah contoh optimisasi invers.  
Seperti telah disampaikan di muka masalah optimisasi invers pertama kali 
diformulasikan dalam konteks masalah jarak terpendek. Selanjutnya, masalah 
optimisasi invers terhadap beberapa masalah optimisasi kombinatorik telah 
dipelajari. Untuk klas ini masalah optimisasi invers fungsi tujuan        
diberikan oleh     (yaitu linear dalam  ). Masalah seperti ini disebut program 
linear invers (LP). Mengikuti dualitas LP bahwa invers LP dapat diformulasikan 
kembali sebagai  LP dengan norma ‖ ‖ di (2) adalah norma    atau norma   . 
Selanjutnya menurut Iyengar and Kang [2003] terdapat fakta bahwa klas 
yang lebih umum dari masalah-masalah sebelumnya disebut program conic 
memiliki teori dualitas sangat mirip dengan teori dualitas LP. Hal ini ditunjukkan 
dengan mengganti dualitas LP dengan dualitas conic memungkinkan untuk 
menarik kesimpulan bahwa program conic invers, dengan hanya fungsi tujuan 
tidak pasti (uncertain) dan gradien fungsi tujuan adalah fungsi affine dengan 
parameter  , dapat dirumuskan kembali sebagai program conic dengan norma di 
(2) adalah norma       , rasional.  
Iyengar dan Kang [2003] juga menekanan masalah yang dimunculkan 
pada papernya tidak pada inovasi matematika, tetapi pada pemodelan masalah 
invers. Karena program kuadratik, program berkendala kuadratik, dan program 
semidefinit semua dapat diformulasikan kembali sebagai program conic dan 
program-program ini dapat diselesaikan secara efisien baik dalam teori dan dalam 
praktek, maka perluasan yang ada pada paper berakibat klas yang lebih luas dari 
masalah optimisasi invers dapat diselesaikan secara efisien dalam prakteknya. 
Bentuk umum masalah optimisasi conic yang didefinisikan pada ruang vektor 
berdimensi hingga X dengan urutan conic adalah 
  meminimumkan          
  dengan kendala                                          (3) 
          , 
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dengan      variabel keputusan,                 parameter, dan juga 
himpunan      atau      dideskripsikan sebagai kendala conic. Untuk 
    tertentu, fungsi            , diasumsikan konveks dan terdiferensial 
di  , dan untuk      tertentu, gradien          terhadap   diasumsikan 
sebagai fungsi affine  .  
Notasi    (  ) menotasikan urutan parsial (urutan tegas) di  
  dibangun oleh 
cone     , yaitu      (    ) jika dan hanya jika       (    
      ).  
Diasumsikan             , dengan setiap cone    bagian dari tiga klas 
berikut: 
(i) Cone linear:    {   
 |            }; 
(ii) Cone urutan kedua (SOC):     {       ̅   
   |   √ ̅  ̅}; 
(iii) Cone semidefinit:     {   
  |        } dengan        
     dan                   , dan     menotasikan    
  dan 
semidefinit positif. 
Cone dual    dari cone   adalah    { |           }. Cone        dan 
    adalah dual-sendiri (self-dual) akibatnya  
               
               
yaitu   dual-sendiri.  
Fungsi        , diasumsikan terdiferensial dan konkaf terhadap urutan 
parsial  , yaitu untuk setiap        
 , dan   [   ]  
                                   
Dinotasikan      [             ]
 . Fungsi   tidak bergantung pada 




Masalah CP mempunyai cakupan yang lebih luas dari masalah LP. 
Masalah CP mempunyai 3 bentuk program, yaitu: 
1. Program Linear: jika   merupakan orthan nonnegatif, masalah CP 
berbentuk sama dengan masalah LP.  
2. Program Kuadratik Conic atau Masalah Kerucut Order Kedua (SOCP): 
Jika   merupakan hasil kali langsung kerucut Lorentz      dengan 
    {                 ‖  ‖   }     
            . 
Secara matematis, bentuk masalah SOCP adalah 
  meminimumkan          
  dengan kendala                                           
                                  , 
dengan                 dan     {             
    ‖  ‖   }. 
SOCP juga dikenal dengan masalah kerucut Lorentz atau masalah kerucut 
es krim. 
3. Program Semidefinit (SDP): Jika   merupakan hasil kali langsung (direct 
product) kerucut semidefinit   
   dengan   
  {                
  }  dan   matriks semidefinit positif.     
     
       
  . Secara 
matematis, bentuk masalah SOCP adalah 
  meminimumkan          
  dengan kendala                                           
                          , 
dengan     
     
       
   dan  
  
  {                  }. 
Untuk masalah program conic pengembangan penelitiannya sudah sangat 
luas. Namun untuk program conic invers penelitian yang telah dilakukan masih 
terbatas, terutama dalam pengembangan matematisnya. Hal ini mengakibatkan 
masih mungkin sekali untuk dilakukan pengembangan matematis masalah 
program conic invers. Tujuannya utama pada penelitian ini adalah menunjukkan 
secara matematis apakah masalah CP invers (terutama SOCP dan SDP) dapat 
diformulasikan kembali sebagai masalah program conic (CP) sehingga dapat 
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diselesaikan secara efisien dengan mencari algoritma penyelesaian masalah yang 
sesuai dan tepat. Di samping itu, masalah ini sangat mungkin untuk 
dikembangkan mengingat pada kenyataan yang dihadapi oleh manusia yaitu 
banyak sekali masalah yang tidak mungkin dapat ditentukan parameter-parameter 
masalah di awal, namun hanya merupakan nilai berdasarkan pengamatan atau 
penelitian. Dalam penelitian ini akan diselidiki apakah SOCP dan SDP sebagai 
suatu bentuk khusus masalah program conic akan dapat diperoleh masalah SOCP 
invers dan SDP invers pada ruang bernorma     ‖  ‖   dengan   dapat bernilai 1 
atau  , dan    merupakan ruang Euclid. Hal ini dilakukan mengingat 
penggunaan dualitas sebagai alat menyelesaikan masalah program conic 
inversnya. Diketahui ‖  ‖  pada  
  saling ekuivalen, namun dual dari norma 
‖  ‖  dengan     belum diketahui. Namun sebelumnya perlu ditentukan 
rumusan masalah SOCP dan SDP pada ruang bernorma tersebut, menentukan 
generalisasi teorema-teorema pada program linear invers, dan menentukan metode 
penyelesaian yang sesuai dan tepat, serta menentukan aplikasinya. 
SOC dalam Ben Tal and Nemirovski (2001) didefinisikan sebagai 
   {             
 |   √  
        
 }       
dan SOCP adalah masalah conic: 
 meminimumkan {   |       },  
dengan cone   merupakan hasil kali langsung (direct product) dari beberapa cone 
order dua: 
                
dan    menyatakan urutan conic, yaitu                  . 
Pada masalah program cone order dua, suatu fungsi linear diminimumkan 
atas irisan himpunan affine dan hasil kali langsung beberapa SOC. SOCP 
merupakan masalah konveks nonlinear dengan program linear dan program 
kuadratik (konveks) sebagai kasus khusus (Andersen et. Al., 2002, Cao et.al., 
2010, Lobo et. Al., 1998). Dalam beberapa tahun terakhir, masalah SOCP 
mendapat perhatian para peneliti karena jangkauan aplikasinya yang luas 
(Alizadeh and Goldfarb, 2003, Andersen et. Al., 2002). Masalah optimisasi cone 




Dalam perkembangan penelitian di bidang optimisasi terdapat pergeseran-
pergeseran struktur. Kwak (2008) mengajukan metode principal component 
analysis (PCA) berdasarkan teknik optimisasi yang dikerjakan dengan norma     
Metode tersebut merupakan pengembangan dari PCA konvensional berdasarkan 
norma   . Metode PCA yang dikerjakan Kahl lebih sederhana dan mudah 
diimplementasikan. Perkembangan penelitian optimisasi akhir-akhir ini 
mempunyai kecenderungan menggantikan norma    dengan norma     (Schmidt, 
2005). 
Sementara itu Kahl and Hartley (2008) menyajikan kerangka kerja baru untuk 
menyelesaikan struktur geometri dan masalah gerakan berdasar pada norma    
daripada menggunakan fungsi cost norma   . Kerangka kerja ini menghasilkan  
komputasi estimasi global yang efisien, dalam arti solusinya invarian terhadap 
transformasi proyektif pada sistem koordinat dunia dan similaritas transformasi 
dalam bidang image, karena metrik jarak image dari error reproyektif juga 
invarian terhadap transformasi yang dimaksud. Dengan kata lain tidak 
memerlukan normalisasi koordinat image. Selain itu berbagai masalah  struktur 
dan gerakan, seperti triangulasi, resection kamera dan estimasi homografi dapat 
dinyatakan ulang sebagai masalah optimisasi quasi konveks yang dapat 
diselesaikan menggunakan program cone order dua (SOCP).  
Becker et.al. (2011) membangun suatu kerangka kerja untuk menyelesaikan 
berbagai masalah cone konveks dengan pendekatan sebagai berikut: pertama, 
menentukan formulasi conic dari masalah; kedua, menentukan dualnya; ketiga, 
aplikasi smoothing; keempat, menyelesaikan menggunakan suatu metode optimal 
order satu. Kegunaan pendekatan ini adalah fleksibilitasnya. Suatu estimator yang 
dipandang efektif secara teori dan praktek adalah selector Dantzig (Candes and 
Tao, 2005), yang ide prosedur sederhananya: mendapatkan estimasi yang 
konsisten dari data observasi dan mempunyai norma    yang minimum. Selector 
Dantzig adalah solusi program konveks 
meminimumkan ‖ ‖ , dengan kendala ‖ 
       ‖   , 
dengan   skalar dan diasumsikan kolom matriks   dinormalisasikan.     
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Berdasarkan referensi yang diuraikan tersebut dan terutama berdasarkan paper 
Lobo, et. al. (1998) yang menguraikan masalah program SOC maka pada paper 
ini akan dibahas masalah SOCP dengan mengubah fungsi kendala menjadi fungsi 
norma 1 dengan domain  
 . 
 










  : Hasil baru yang menjadi tujuan penelitian ini 
  : Hasil-hasil baru yang ingin dicapai dalam disertasi 














Program Conic Invers Pada   𝑛 ‖  ‖𝑝  
SOCP norma 1 invers dan norma  
invers 
SOCP norma 1 dan norma  
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BAB 3. METODE PENELITIAN 
 
Penelitian ini merupakan penelitian teoritis (ranah optmisasi-analisis) yang 
didasarkan pada studi literatur yang meliputi kajian-kajian secara teoritis, dengan 
harapan mendapatkan teori baru yang bersifat universal. Adapun algoritma yang 
dimaksudkan dalam penelitian ini adalah langkah-langkah yang dipakai dalam 
mencapai hasil (dalam hal ini solusi optimal masalah). Namun tidak menutup 
kemungkinan algoritma tersebut dijadikan dasar untuk mendapatkan suatu 
program komputer.  Namun dalam penelitian ini peneliti membatasi pada 
penelitian teoritisnya saja. Untuk mencapai tujuan penelitian ini, langkah awal 
yang dapat dilakukan adalah mempelajari dan mengkaji secara mendalam dan 
menyeluruh terhadap buku dan karya ilmiah yang dijadikan dasar dan yang 
membangkitkan masalah pada penelitian ini. Selain itu, dikaji juga karya-karya 
ilmiah pendukung yang dapat memberikan jembatan untuk menyelesaikan 
masalah dalam penelitian ini. Pada tahap ini diperlukan ketelitian untuk 
mengamati fenomena-fenomena yang muncul untuk dibuat kaitan dengan 
masalah-masalah yang akan diselesaikan. Dilihat pula berbagai hasil yang telah 
dilakukan peneliti lain ataupun teori terkait yang digunakan peneliti lain dalam 
aplikasi, yang kesemuanya akan digunakan sebagai dasar penelitian ini. 
Selanjutnya dilakukan penelitian terhadap sifat-sifat yang disajikan dalam 
proposisi, lemma, teorema dan akibat yang berlaku dalam sruktur dan penerapan 
yang baru ini.  
Tahap-tahap yang akan dilakukan dalam pelaksanaan penelitian ini 
diberikan pada diagram alur berikut. 
 
3.1 Tahapan Penelitian 
Penelitian diawali dengan mempelajari SOC yang merupakan bentuk dasar daerah 
permasalahan (dipandang secara geometri),  SOC norma 1, pemodelan 
matematika masalah SOCP, pemodelan matematika masalah SOCP norma 1, 
kekonveksan daerah fisibel masalah SOCP, kekonveksan daerah fisibel masalah 
SOCP norma 1, selanjutnya mempelajari metode titik interior, menerapkan 
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metode titik interior pada masalah SOCP norma 1, menentukan solusi masalah 
SOCP norma 1. 
 Setelah solusi masalah diperoleh yang menjadi pertanyaan selanjutnya 
adalah tentang eksistensi solusi dan ketunggalan solusi masalah. Namun karena 
untuk menunjukkan kedua hal tersebut membutuhkan banyak teori sebagai alat 
bantu, yang tidak mudah untuk dipelajari, maka masalah eksistensi dan 
ketunggalan solusi tidak menjadi tujuan utama dalam penelitian ini, namun jika 
selama masa penelitian, berhasil diperoleh, maka akan dijadikan hasil tambahan. 
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  : hasil penelitian peneliti terdahulu / teori yang telah ada 
  : hasil baru yang menjadi tujuan penelitian 
  : hasil baru yang merupakan hasil tambahan 































BAB 4. HASIL DAN PEMBAHASAN 
 
Second Order Cone (cone order dua/SOC) dalam Ben Tal and Nemirovski 
(2001) didefinisikan sebagai 
   {             
 |   √  
        
 }       
dan second-order cone programming (program cone order dua/SOCP) adalah 
masalah conic: 
 meminimumkan {   |       },  
dengan cone   merupakan hasil kali langsung (direct product) dari beberapa cone 
order dua: 
                
dan    menyatakan urutan conic, yaitu                  . 
Pada masalah SOCP, suatu fungsi linear diminimumkan atas irisan himpunan 
affine dan hasil kali langsung beberapa SOC. SOCP merupakan masalah konveks 
nonlinear dengan program linear dan program kuadratik (konveks) sebagai kasus 
khusus (Andersen et.al., 2002, Cao et.al., 2010, Lobo et.al., 1998). Dalam 
beberapa tahun terakhir, masalah SOCP mendapat perhatian para peneliti karena 
jangkauan aplikasinya yang luas (Alizadeh and Goldfarb, 2003, Andersen et.al., 
2002). Masalah optimisasi SOC secara teori dapat diselesaikan secara efisien 
menggunakan metode titik interior.  
Dalam perkembangan penelitian di bidang optimisasi terdapat pergeseran-
pergeseran struktur. Kwak (2008) mengajukan metode principal component 
analysis (PCA) berdasarkan teknik optimisasi yang dikerjakan dengan norma     
Metode tersebut merupakan pengembangan dari PCA konvensional berdasarkan 
norma   . Metode PCA yang dikerjakan Kahl lebih sederhana dan mudah 
diimplementasikan. Perkembangan penelitian optimisasi akhir-akhir ini 
mempunyai kecenderungan menggantikan norma    dengan norma     (Schmidt, 
2005). 
Sementara itu Kahl and Hartley (2008) menyajikan kerangka kerja baru untuk 
menyelesaikan struktur geometri dan masalah gerakan berdasar pada norma    
daripada menggunakan fungsi cost norma   . Kerangka kerja ini menghasilkan  
komputasi estimasi global yang efisien, dalam arti solusinya invarian terhadap 
transformasi proyektif pada sistem koordinat dunia dan similaritas transformasi 
dalam bidang image, karena metrik jarak image dari error reproyektif juga 
invarian terhadap transformasi yang dimaksud. Dengan kata lain tidak 
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memerlukan normalisasi koordinat image. Selain itu berbagai masalah struktur 
dan gerakan, seperti triangulasi, resection kamera dan estimasi homografi dapat 
dinyatakan ulang sebagai masalah optimisasi quasi konveks yang dapat 
diselesaikan menggunakan SOCP.  
Becker et.al. (2011) membangun suatu kerangka kerja untuk menyelesaikan 
berbagai masalah cone konveks dengan pendekatan sebagai berikut: pertama, 
menentukan formulasi conic dari masalah; kedua, menentukan dualnya; ketiga, 
aplikasi smoothing; keempat, menyelesaikan menggunakan suatu metode optimal 
order satu. Kegunaan pendekatan ini adalah fleksibilitasnya. Suatu estimator yang 
dipandang efektif secara teori dan praktek adalah selector Dantzig (Candes and 
Tao, 2005), yang ide prosedur sederhananya: mendapatkan estimasi yang 
konsisten dari data observasi dan mempunyai norma    yang minimum. Selector 
Dantzig adalah solusi program konveks 
meminimumkan ‖ ‖ , dengan kendala ‖ 
       ‖   , 
dengan   skalar dan diasumsikan kolom matriks   dinormalisasikan.     
Berdasarkan referensi yang diuraikan tersebut dan terutama berdasarkan paper 
Lobo, et.al. (1998) yang menguraikan masalah SOCP maka pada penelitian ini 
dibahas masalah SOCP dengan mengubah fungsi kendala menjadi fungsi norma 1 
dengan domain   
 , di samping juga menguraikan SOCP norma   sebagai dual 
masalah SOCP norma 1. Diasumsikan dual norma 1 adalah norma .  
 
HASIL DAN PEMBAHASAN 
1. Second Order Cone (SOC) 
Sebelum membicarakan second order conic programming (SOCP), akan 
dibicarakan terlebih dahulu mengenai SOC sebagai berikut. Dalam bahasan ini 
SOC didefinisikan pada norma 2 (norma Euclids). 
Ben Tal dan Nemirovski mengatakan suatu cone   {    |   }, dengan 
          dan   suatu urutan parsial, adalah suatu pointed convex 
cone yang memenuhi syarat-syarat berikut: 
1.   tak kosong dan tertutup terhadap penjumlahan,               
2.   himpunan conic,              
3.   pointed,      dan         .  
 
Dengan urutan parsial pada himpunan   di    terdapat tiga macam cone berikut: 
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1. Ortan nonnegatif,  
  {           
 |            } 
2. Second Order Cone (SOC) 
   {                
    |   √∑   
    
   }. 
3. Cone semidefinit positif,   
 , cone dalam ruang    yaitu ruang matriks 
berukuran     dan memuat semua matriks semidefinit positif   
berukuran   . 
 
2. Second Order Cone Programming   
Diberikan definisi program conic berikut dari Ben Tal dan Nemirovski. Misalkan 
  suatu cone di    (convex, pointed, closed, dan dengan interior tak kosong). 
Diberikan     , matriks kendala   berukuran    , dan vektor ruas kanan 
    , masalah optimisasi berikut disebut dengan program conic, 
                meminimumkan    , dengan kendala         
dengan    urutan parsial pada himpunan cone  . Jika   adalah direct product 
beberapa SOC, maka masalah program conic di atas disebut dengan masalah 
second order cone programming (SOCP). Secara umum SOCP dimodelkan 
sebagai berikut (Lobo et al),  
      meminimumkan    ,  
      dengan kendala ‖      ‖    
                                               (4)             
dengan      variabel keputusan, dan parameter          
            
          
  dan     . Kendala ‖      ‖    
      disebut kendala 
SOC berdimensi   . Berdasarkan definisi, SOC standar berdimensi   
didefinisikan sebagai,  
   {     |   
        ‖ ‖   }  
Untuk    ,     { |       }   dan secara geometris dapat digambarkan 
seperti Gambar 1 berikut. 
 
Gambar 1. SOC    
Untuk   , 
           {     |        ‖ ‖   } 











Gambar 2. SOC    
Untuk   ,      {       |       
      ‖     ‖   } 
                               {       |             √       }, dan 







Gambar 3. SOC    
Lemma 1. Himpunan titik-titik yang memenuhi kendala cone order dua adalah 
image invers dari cone order dua satuan terhadap pemetaan affine:  
‖      ‖    
      [
  
  
 ]   [
  
  
]     
dan konveks, i=1,2,...,N. 
Bukti: Tanpa mengurangi keumuman, diasumsikan                
         , maka parameter masalah SOCP berdimensi 2 adalah 
                   *
      
      
+    *
  
  
+    [
  
  
]            
 . 
Kendala masalah SOCP berdimensi 2:  ‖    ‖   
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3. SOC pada SOCP dengan Norma 1 
Diberikan masalah SOCP (4). Apabila norma pada fungsi kendala masalah SOCP 
(4) diubah menjadi fungsi kendala bernorma 1, maka diperoleh masalah SOCP:   
      meminimumkan    , 
      dengan kendala ‖      ‖    
                                               (5) 
dengan      adalah variabel keputusan, dan parameter         
              
         
  dan     . Sebelum membahas masalah SOCP 
(5), perlu didefinisikan pengertian SOC norma 1 sebagai berikut: 
  
  {     |           ‖ ‖   }   
 
Namun dengan pengubahan tersebut terdapat perbedaan antara SOC standar 
(norma 2) dengan SOC norma 1 sebagai berikut:  
Untuk   ,    
  { |    ‖ ‖   }  { |       }    . 
Untuk   ,    
  {     |        ‖ ‖   } 
                                {     |        | |   }    . 
Untuk   ,     
  {       |             ‖     ‖   } 




Contoh 1. Merupakan suatu counter example.  
Ambil    
 
    
 
            . Akan ditunjukkan   
    . 
Untuk           , berlaku 










)  (  
  
)  √  
  
  .                (6) 
Sementara itu untuk           
  berlaku | 
 
|  | 
 
|   
 
  .                               (7) 
Dari (3) dan (4) terbukti   
    .   
 
Lemma 2. Jika          adalah SOC norma ‖ ‖   dan   
    
    
  adalah SOC 
norma ‖ ‖ , maka berlaku   
       
    , tetapi   
    .  
Bukti: Jelas   
     dan   
    , sedangkan untuk   
  menurut definisinya 
       
  {       |             ‖     ‖   }  
           {       |             | |  | |   }    .  
Terbukti   
       
    , tetapi   
    .   
 
Secara geometris perbedaan antara   






Gambar 4. SOC   
  
 
Lemma 3. Diberikan         berlaku √        | |  | |   .  









Berikut ini akan ditunjukkan hubungan kendala SOCP standar dengan kendala 
SOCP norma 1 dan hubungannya dengan pemetaan affine. 
Lemma 4. Untuk kendala SOCP (4) dan kendala SOCP (5) terhadap pemetaan 
affine berlaku hubungan sebagai berikut:  
(i) ‖      ‖    
      [
  
  
 ]   [
  
  
]    
   
(ii) ‖      ‖    
      [
  
  
 ]   [
  
  
]    
 .  
Bukti: Tanpa mengurangi keumuman diasumsikan               
        , maka parameter masalah SOCP berdimensi 2 adalah  
  *
      
      
+    *
  
  
+    [
  
  
]            
 . 
(i) Diperoleh  
‖    ‖   
      
 |              |  |              |               
 [
              
              
           
]    




+   *
 
 
+    
 .  
(ii) Didapatkan  
‖    ‖   
      
 √                                                     
        [
              
              
           
]     
        *
 
  
+   *
 
 
+    .  
       Sementara telah diketahui      
 , sehingga kendala SOCP (4) tidak 
ekuivalen dengan pemetaan affine di   
 . 
 
Seperti pada masalah SOCP norma 1, berikut akan diuraikan masalah SOC dan 




4. SOC pada SOCP dengan Norma  
Diberikan masalah SOCP norma 2 (4). Apabila norma pada fungsi kendala 
masalah SOCP norma 2 diubah menjadi fungsi kendala bernorma  , maka 
diperoleh masalah SOCP:   
         meminimumkan    , 
         dengan kendala ‖      ‖    
                                           (8) 
dengan      adalah variabel keputusan, dan parameter         
              
         
  dan     . Sebelum membahas masalah SOCP 
(8), perlu didefinisikan pengertian SOC norma  sebagai berikut: 
  
  {     |           ‖ ‖   }   
 
Namun dengan pengubahan tersebut terdapat perbedaan antara SOC standar 
(norma 2) dengan SOC norma   sebagai berikut (   SOC norma 2 untuk   
     ):  
Untuk   ,    
  { |    ‖ ‖   }  { |       }    . 
Untuk   ,    
  {     |        ‖ ‖   } 
                                {     |        | |   }    . 
Untuk   ,     
  {       |             ‖     ‖   } 
                                {       |                {| | | |}   }    .  
Contoh 2.  
Ambil    
 
    
 
            . Akan ditunjukkan   
    . 
Untuk           , berlaku 










)  (  
  
)  √  
  
  .                      (9) 
Sementara itu untuk           
  berlaku  




|}   
 
  .                                                          (10) 
Dari (9) dan (10) terbukti   
    .  
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Lemma 5. Jika          adalah SOC norma ‖ ‖  dan   
    
    
  adalah SOC 
norma ‖ ‖ , maka berlaku   
       
    , tetapi   
    .  
Bukti: Jelas   
     dan   
    , sedangkan untuk   
  menurut definisinya 
       
  {       |             ‖     ‖   }  
           {       |                {| | | |}   }    .  
Terbukti   
       
    , tetapi   
    .   
 
Secara geometris perbedaan antara   





                                      
Gambar 5. SOC   
  
Lemma 6. Diberikan         berlaku √           {| | | |}   . 
 
Berikut ini akan ditunjukkan hubungan kendala SOCP standar dengan kendala 
SOCP norma  dan hubungannya dengan pemetaan affine. 
Lemma 7. Untuk kendala SOCP norma 2 dan kendala SOCP (5) terhadap 
pemetaan affine berlaku hubungan sebagai berikut:  
(iii) ‖      ‖    
      [
  
  
 ]   [
  
  
]    
   
(iv) ‖      ‖    
      [
  
  
 ]   [
  
  
]    
 .  
Bukti: Tanpa mengurangi keumuman diasumsikan               
        , maka parameter masalah SOCP berdimensi 2 adalah  
  *
      
      
+    *
  
  
+    [
  
  









(ii) Diperoleh  
‖    ‖   
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+    
 .  
(iii) Didapatkan  
‖    ‖   
      
 √                                                     
        [
              
              
           
]     
        *
 
  
+   *
 
 
+    .  
       Sementara telah diketahui      
 , sehingga kendala SOCP norma 2 tidak 
ekuivalen dengan pemetaan affine di   
 . 
 
5. Kekonveksan pada SOCP Norma 1 
Masalah second order cone programming (SOCP) merupakan masalah 
optimisasi konveks yang bertujuan untuk mengoptimalkan fungsi tujuan linear 
terhadap kendala yang merupakan irisan beberapa second order cone (SOC) 
dengan bidang affine. Daerah hasil irisan ini disebut daerah fisibel. Sebagai suatu 
masalah optimisasi konveks, maka disyaratkan salah satu baik fungsi tujuan atau 
fungsi kendala merupakan fungsi konveks. Disamping itu sebagai suatu masalah 
optimisasi eksistensi solusi optimal diperoleh jika titik peminimum berada di 
antara salah satu titik dalam daerah fisibel yang konveks. Sehingga menjadi suatu 
hal yang mendasar untuk menentukan kekonveksan pada masalah SOCP. 
Kekonveksan sendiri telah mengalami perkembangan penting dalam mempelajari 
masalah optimisasi di berbagai area aplikasi matematika.  
Pentingnya masalah kekonveksan merupakan satu hal yang penting dalam 
mempelajari masalah optimisasi, dalam hal ini dalam masalah SOCP norma satu 
dan pada masalah SOCP norma infinit (‖ ‖ ).  
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Literatur yang digunakan untuk masalah ini diantaranya Rockafellar 
(1970), Dattorro (2005), dan Boyd and Vandenberghe (2004) membahas 
himpunan cone konveks.  
Sebelum membahas masalah kekonveksan, terlebih dahulu akan 
disampaikan definisi norma dan norma ‖ ‖  sebagai contohnya. 
Definisi 1. (Norma) Norma dari ruang vektor real atau kompleks    adalah  
fungsi ‖ ‖ yang memetakan   ke  yang memenuhi syarat-syarat berikut: 
1. ‖ ‖    dan ‖ ‖        
2. ‖  ‖  | |‖ ‖ untuk setiap skalar   
3. ‖   ‖  ‖ ‖  ‖ ‖. 
 
Berikut ini adalah contoh norma 1 yang didefinisikan pada ruang vektor   . 
Contoh 3: Diberikan ruang vektor real    dan fungsi ‖ ‖   
    dengan 
‖ ‖  ‖         ‖  |  |    |  |,              
 . Fungsi ‖ ‖  
memenuhi aksioma-aksioma norma, yaitu: 
1. ‖ ‖   . 
Untuk              
  berlaku ‖ ‖  ‖         ‖  
                                                                        |  |    |  | 
                                                                         . 
 
‖ ‖       . 
Untuk              
  berlaku ‖ ‖  ‖         ‖  
                                                                        |  |    |  | 
                                                                                     , 
yaitu    . 
 
2. ‖  ‖  | |‖ ‖  untuk setiap skalar  . 
Untuk              
  dan untuk sebarang skalar   berlaku 
‖  ‖  ‖          ‖   
             ‖           ‖   
             |   |    |   |  
             | ||  |    | ||  |  
             | | |  |    |  |  




3. ‖   ‖  ‖ ‖  ‖ ‖ . 
Untuk                          
  berlaku  
‖   ‖  ‖               ‖   
                 |     |    |     |  
                 |  |  |  |    |  |  |  |  
                  |  |    |  |   |  |    |  |   
                 ‖         ‖  ‖         ‖   
                             ‖ ‖  ‖ ‖ . 
 
Selanjutnya disampaikan definisi-definisi mengenai kekonveksan yang 
selanjutnya akan digunakan dalam pembahasan paper ini. 
Definisi 2. (Himpunan Konveks) Himpunan   subset    konveks jika untuk 
sebarang         dan sebarang   dengan      , diperoleh     
           
 
Definisi 3. (Cone) Himpunan   disebut cone jika untuk setiap     dan     
maka     .  
 
Definisi 4. (Cone Konveks) Himpunan   cone konveks jika   konveks dan 
merupakan cone. 
 
Definisi 5. (Kombinasi Conic) Suatu titik berbentuk             dengan 
          disebut kombinasi conic         .  
 
Jika    di cone konveks  , maka setiap kombinasi conic    di  .  
 
Selanjutnya akan dibicarakan terlebih dahulu mengenai daerah fisibel. 
Definisi 6. (Solusi Fisibel) Solusi fisibel di dalam masalah optimisasi adalah 
solusi yang memenuhi semua kendala. 
 
Definisi 7. (Daerah Fisibel) Daerah fisibel di dalam masalah optimisasi adalah 
himpunan semua solusi fisibel yang mungkin. 
 
Daerah fisibel ini merupakan irisan semua kendala yang ada pada masalah 
optimisasinya. 
 




Berikut adalah sketsa SOC norma 2 dalam beberapa dimensi, 
 
Gambar 6. Cone order dua berdimensi (a)    , (b)    , dan (c)    . 
 
Selanjutnya akan diuraikan suatu lemma kekonveksan SOC norma ‖ ‖  berikut. 
Lemma 9. Diberikan suatu cone order dua norma ‖ ‖  
  
  {     |           ‖ ‖   }, akan ditunjukkan   
  konveks untuk 
setiap  .  
Bukti: Ambil sebarang                       
  dengan ‖  ‖     dan 








           
           
] 
dengan 
‖           ‖   ‖  ‖       ‖  ‖                
Terbukti   
  adalah himpunan konveks. 
 
Lemma 10. (Kekonveksan Irisan SOC Norma ‖ ‖ ). Jika   
           
adalah SOC norma ‖ ‖  yang konveks untuk setiap  , maka  
    
     
   
    
   himpunan konveks. 
Bukti: Ambil sebarang        dan   [   ]. Akan ditunjukkan       
      . Karena       
     
       
  , maka       
  ,       
  , ..., 
dan       
  . Karena   
     
       
   konveks, maka             
  , 
            
  , ..., dan             
  . Sehingga           
  . 
 
Lemma 11. (Kekonveksan pada SOCP norma ‖ ‖ ). Untuk kendala SOCP 
terhadap pemetaan affine berlaku hubungan sebagai berikut:  
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‖      ‖    
      [
  
  
 ]   [
  
  
]    
 , 
maka irisan kendala pada SOCP norma ‖ ‖  adalah himpunan konveks. 
Bukti: Dari Lemma 4 telah ditunjukkan bahwa SOC dalam (7) dan SOC dalam 
(8) ekuivalen. Selanjutnya, dari Lemma 9 SOC cone konveks pointed closed tak 
kosong dan menggunakan Lemma 10 irisan beberapa SOC pada (8) merupakan 
himpunan konveks. ▪ 
 
6. Kekonveksan pada SOCP Norma  
Berikut ini adalah contoh norma  yang didefinisikan pada ruang vektor   . 
Contoh 4: Diberikan ruang vektor real    dan fungsi ‖ ‖   
    dengan 
‖ ‖  ‖         ‖     {|  |   |  |},              
 . Fungsi 
‖ ‖  memenuhi aksioma-aksioma norma, yaitu: 
1. ‖ ‖   . 
Untuk              
  berlaku ‖ ‖  ‖         ‖  
                                                                           {|  |   |  |} 
                                                                         . 
 
‖ ‖       . 
Untuk              
  berlaku ‖ ‖  ‖         ‖  
                                                                           {|  |   |  |} 
                                                                                     , 
yaitu    . 
 
2. ‖  ‖  | |‖ ‖  untuk setiap skalar  . 
Untuk              
  dan untuk sebarang skalar   berlaku 
‖  ‖  ‖          ‖   
             ‖           ‖   
                {|   |   |   |}  
                {| | |  |   |  | }  
             | |    {|  |   |  |} 
             | |‖ ‖ . 
 
3. ‖   ‖  ‖ ‖  ‖ ‖ . 
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Untuk                          
  berlaku  
‖   ‖  ‖               ‖   
                    {|     |   |     |}  
                    {|  |  |  |   |  |  |  |}  
                    { |  |   |  |   |  |   |  | }  
                    { |  |   |  | }     { |  |   |  | }  
                 ‖         ‖  ‖         ‖   
                             ‖ ‖  ‖ ‖ . 
 
Selanjutnya akan diuraikan suatu lemma kekonveksan SOC norma ‖ ‖  berikut. 
Lemma 12. Diberikan suatu SOC norma ‖ ‖  
  
  {     |           ‖ ‖   }, akan ditunjukkan   
  konveks untuk 
setiap  .  
Bukti: Ambil sebarang                       
  dengan ‖  ‖     dan 








           
           
] 
dengan 
‖           ‖   ‖  ‖       ‖  ‖                
Terbukti   
  merupakan himpunan konveks. ▪ 
 
Lemma 13. (Kekonveksan Irisan SOC Norma ‖ ‖ ). Jika   
           
adalah SOC norma ‖ ‖  yang konveks untuk setiap  , maka  
    
     
   
    
   himpunan konveks. 
Bukti: Ambil sebarang        dan   [   ]. Akan ditunjukkan       
      . Karena       
     
       
  , maka       
  ,       
  , ..., 
dan       
  . Karena   
     
       
   konveks, maka             
  , 
            
  , ..., dan             
  . Diperoleh           




Lemma 14. (Kekonveksan pada SOCP norma ‖ ‖ ). Untuk kendala SOCP 
terhadap pemetaan affine berlaku hubungan sebagai berikut:  
‖      ‖    
      [
  
  
 ]   [
  
  
]    
 , 
maka irisan kendala pada SOCP norma ‖ ‖  adalah himpunan konveks. 
Bukti: Dari Lemma 7 telah ditunjukkan bahwa SOC dalam ‖ ‖  (8) dan SOC 
dalam ‖ ‖  ekuivalen. Selanjutnya, dari Lemma 12 SOC cone konveks pointed 
closed tak kosong dan menggunakan Lemma 13 irisan beberapa SOC pada (8) 
merupakan himpunan konveks. ▪ 
 
 
7. Dualitas SOCP Norma 1 
Ingat masalah second order cone programming (SOCP) norma satu (‖ ‖ ) 
(5) sebagai berikut: 
minimumkan            
dengan kendala ‖      ‖    
                , 
dengan variabel     , parameter          
           
  dan     . 
Sebelum membahas dualitas pada SOCP norma satu, akan diurai kembali 
sekilas mengenai bentuk Lagrange dan dulitas pada masalah bentuk Lagrange 
sebagai berikut. 
Diberikan masalah optimisasi berkendala bentuk standar (tidak perlu konveks) 
minimum         
dengan kendala                            (11) 
                      
       variabel,  domain,    nilai optimal. 
Bentuk Lagrange (11) adalah: 
Didefinisikan             , dengan              , 
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               ∑  
 
   
      ∑  
 
   
      
 jumlah terbobot fungsi tujuan dan fungsi kendala 
    pengganda Lagrange berhubungan dengan         
    pengganda Lagrange berhubungan dengan         
Selanjutnya dapat dibentuk suatu fungsi dual Lagrange berikut: 
Didefinisikan suatu fungsi dual Lagrange:          , dengan 
          
   
         
    
   
(      ∑  
 
   
      ∑  
 
   
     ) 
  suatu fungsi konkaf. 
Sifat batas bawah: jika    , maka           
Bukti: jika  ̃ fisibel dan    , maka 
    ̃      ̃         
   
                 
Meminimumkan atas semua fisibel  ̃ memberikan            
Dual masalah SOCP norma satu 
Dual (5) adalah: 
maksimumkan ∑    
         
 
    
dengan kendala ∑    
         
 
                (12) 
   ‖  ‖               , 
dengan variabel     
                dan data masalah diberikan sebagai 
         
         
        dan     . 
Masalah (12) atau dual SOCP norma satu dapat diturunkan dengan dua 
cara berikut: 
1. Mendefinisikan variabel baru     
   dan      dan persamaan 
         ,      
     , dan menurunkan dual Lagrange. 
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2. Dimulai dari formulasi conic dari SOCP dan menggunakan dual conic. 
Menggunakan fakta bahwa second order cone (SOC) self dual: 
  ‖  ‖      
    , untuk semua     sehingga   ‖ ‖  
Syarat        ketaksamaan Cauchy-Schwarz sederhana. 
 
Didefinisikan variabel baru, dan masalah menjadi: 
minimumkan     
dengan kendala ‖  ‖               ,         (13) 
                 
                , 
Bentuk Lagrange (13) adalah: 
                
     ∑   ‖  ‖     
 
   
 ∑  
            
 
   
 ∑        
      
 
   
 
 (  ∑  
   
 
   
 ∑    
 
   
)
 
  ∑   ‖  ‖    
    
 
   
 ∑          
 
   
 ∑   
         
 
   
  
 
Minimum atas   terbatas bawah jika dan hanya jika 
∑   
         
 
   
    
Untuk meminimumkan atas   ,  
   
   
   ‖  ‖    
     {
          ‖  ‖    
                    
 
Minimum atas    terbatas bawah jika dan hanya jika      . 
 
Fungsi dual lagrange: 
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 {
 ∑   
         
 
   
              ∑   
         
 
   
   ‖  ‖        
                                                                                                                    
 
 
Diperoleh masalah dual: 
maksimumkan ∑    
         
 
    
dengan kendala ∑    
         
 
              (14) 
  ‖  ‖               . 
Selanjutnya (14) merupakan suatu SOCP norma infinit. 
 
SOCP sebagai masalah bentuk conic 
minimumkan                (15) 
dengan kendala    
                            , 
dengan    {     |   
        ‖ ‖   }, yaitu SOC norma satu. Dual 
dari    adalah   
  {     |           ‖ ‖   }. 
Bentuk Lagrange dari (15) adalah: 
            
   ∑        
   
 
 ∑   
        
 
 
 (  ∑   




  ∑   
         
 
 
untuk           
   (dengan    ‖  ‖ ) 
dengan 
           (  ∑   




  ∑   






         {
 ∑   
         
 
   
              ∑   
         
 
   
   




maksimumkan ∑    
         
 
    
dengan kendala ∑    
         
 
      
            
             . 
 
8. Metode Primal-Dual Interior-Point pada Masalah SOCP Norma 1 
Ingat kembali masalah SOCP norma 1 (5) sebagai berikut 
minimumkan     
dengan kendala ‖      ‖    
                                                 
dengan      variabel optimisasi, dan parameter masalah          
              
         
 , dan     . Norma pada kendala adalah norma 1, 
yaitu ‖ ‖  ∑ |  |
 
   . 
Untuk menyederhanakan notasi pada (5) digunakan 
               
              
sehingga (5) menjadi 
minimumkan     
dengan kendala ‖  ‖                                                        (16) 
                                          
               
 
Dual (5) adalah 
maksimumkan ∑    
         
 
    
dengan kendala ∑    
         
 
                                            (17) 
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                           ‖  ‖            . 
Selanjutnya (5) disebut masalah primal dan (17) disebut masalah dual SOCP 
norma 1. 
Perbedaan antara fungsi tujuan primal dan dual disebut gap dualitas 
didefinisikan dengan  
             ∑    
         
 
   .                                        (18) 
 
Barrier untuk cone order kedua 
Untuk           , didefinisikan  
       {
    (   ‖ ‖ 
 
)     ‖ ‖   
                                            
                                  (19) 
Fungsi   adalah fungsi Barrier untuk cone order kedua   :        berhingga jika 
dan hanya jika          (yaitu, ‖ ‖   ), dan        konvergen ke   untuk 
      mendekati batas   .        smooth dan konveks pada interior cone order 
kedua. 
 
Fungsi Potensial Primal-Dual 
Untuk         fisibel tegas, didefinisikan fungsi potensial primal-dual sebagai 
         (    √  )      ∑(                 )
 
   
               
dengan     sebagai suatu parameter algoritma, dan   gap dualitas terkait 
       . Sifat yang paling penting dari fungsi potensial adalah ketaksamaan 
            (          √  ),                                       (21) 
yang memenuhi untuk semua       fisibel tegas. Sehingga, jika fungsi potensial 
kecil, gap dualitas juga kecil. Khususnya, jika     , maka     dan         
mendekati keoptimalan. 
Ketaksamaan (21) dapat dengan mudah ditunjukkan dengan fakta bahwa 
45 
 
                ∑(                 )
 
   
                      
untuk semua       fisibel tegas. Akibatnya           √     (        ), 
dan merupakan (21). 
 
Algoritma Reduksi Potensial Primal-Dual 
Metode ini dimulai dengan       fisibel tegas primal-dual dan memperbarui 
      dalam suatu cara dimana fungsi potensial          direduksi pada setiap 
iterasi oleh sedikitnya suatu jumlah yang terjamin. 
Pada setiap iterasi dari metode, arah pencarian primal dan dual          
dihitung dengan menyelesaikan himpunan persamaan linear 
[ 
   ̅




+  [  
        
 
]         (23) 
dalam variabel      , dengan   (    √  )  , dan 
  [
            
   
            
],   [
         
 
         
], 
  [  
      
   ]
 ,    [   
        
    ]
 .                
 
Algoritma Reduksi Potensial Primal-Dual 
Diberikan       fisibel tegas, suatu toleransi    , dan suatu parameter    . 
Ulangi 
1. Dapatkan arah pencarian primal dan dual dengan menyelesaikan (23). 
2. Pencarian Plane. Dapatkan       yang meminimumkan     
                . 
3. Perbarui.                         . 
Sampai            . 
 
Pada setiap iterasi fungsi potensial turun sedikitnya sebanyak: 
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 (                    )   (              )    
dengan    . 
 
Metode Titik-Interior Primal-Dual 
Kembali lagi pada masalah second order cone programming (SOCP) 
problem ‖ ‖   sebagai berikut: 
minimumkan   
        
       
dengan kendala                                  (24) 
                                 for         
dengan     
  variabel keputusan,     
           
  parameter, dan    
SOC ‖ ‖  didefinisikan sebagai: 
   {     |   
        ‖ ‖   }  
SOCP (24) disebut sebagai masalah primal. 
 
Diasumsikan dual ‖ ‖  adalah ‖ ‖ . Sehingga bentuk dual (24) merupakan SOCP 
‖ ‖  yaitu: 
maksimumkan     
dengan kendala   
         for                                      (25) 
                                  for         
dengan        variabel keputusan,     
           
  parameter, dan 
  
  SOC ‖ ‖  didefinisikan sebagai: 
  
  {     |           ‖ ‖   }  
 
Dasar-dasar Aljabar 
Teorema 1. Diberikan   mempunyai dekomposisi spektral            , 
maka   
      ‖ ̅‖ 
  dan   
      ‖ ̅‖ 
  nilai eigen of   . Lebih lanjut, 
jika       maka setiap nilai eigen mempunyai satu perkalian; vektor eigen 
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bersesuaian berturut-turut adalah    dan   . Sebagai tambahan,          
  
‖ ̅‖  nilai eigen   , dan mempunyai perkalian dengan     ketika    
nonsingular dan       
Teorema 2. Untuk setiap          nonsingular maka terdapat gradien 
               
  , dan Hessian   
                  , dan secara umum 
   
          , dengan    differensial dalam arah  . 
   transformasi linear berhubungan dengan setiap   disebut representasi 
kuadratik yang didefinisikan 
       
             [
‖ ‖     ̅
 
    ̅            ̅
 ]      
            
 
Metode Primal-Dual Path Following 
Untuk          fungsi           merupakan fungsi barrier konveks untuk 
  , yaitu   
                  , namun jika        nilai eigen  , maka 
    
     nilai eigen    . Akibatnya,      mempunyai nilai eigen positif dan 
merupakan definit positif. 
Jika ketaksamaan        dalam (4) diganti dengan        dan ditambahkan 
suku barrier logaritmik   ∑            ke fungsi tujuan pada masalah primal 
diperoleh 
(  ) minimumkan ∑   
   
 
     ∑          
 
      
        dengan kendala ∑     
 
                          (26) 
                                                     untuk        . 
 
Syarat keoptimalan Karush-Kuhn-Tucker (KKT) untuk (26) adalah: 
∑     
 
                               (27) 
     
       
    , untuk                            (28) 




Bentuk         
  . Sebarang solusi    memenuhi: 
∑          
   
         untuk                             (30) 
           untuk         
           untuk        . 
 
Secara sama menggantikan         dalam (25) dengan        , pada dual dan 
menambahkan barrier barrier  ∑            ke tujuan dual berakibat: 
(  ) maksimumkan  
    ∑          
 
    
         dengan kendala   
         untuk               (31) 
                                                       untuk        . 
Secara sama syarat KKT untuk (31) adalah: 
  
                                  (32) 
           
    , untuk                            (33) 
        untuk        .                      (34) 
 
Bentuk         
  . Sebarang solusi    memenuhi: 
  
          
   
         untuk                             (35) 
           untuk         
           untuk        . 
 
Definisi 8. Titik trayektori         memenuhi (30) untuk   merupakan central 




Metode Titik Interior Primal-Dual Path-following: 
1. Menerapkan metode Newton pada sistem (30) untuk mendapatkan arah 
           yang mereduksi gap dualitas, dan mengambil langkah dalam 
arah ini untuk meyakinkan bahwa titik baru tetap fisibel dan dalam interior 
  . 
2. Reduksi   dengan suatu faktor konstan dan proses diulangi. 
 
Jika pada (30)      dan    diganti dengan            , dan       , 
meluaskan sukunya dan eliminasi semua suku nonlinear dalam   maka: 
∑          ∑                            (34)  
   
             
      untuk                (37) 
                         untuk                          (38) 
 
Sistem dalam bentuk matriks blok 
[
   
    









]                    (39) 
dengan                                     adalah vektor-vektor 
          
 , dan 
              
               . 
     jika   fisibel primal, dan      jika       fisibel dual. 
 
Menerapkan eliminasi Gauss blok ke (39) memenuhis: 
                        (       
                  )         (40) 
       
                            (41) 
                                                          (42) 
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(40)-(42) mereduksi gap dualitas. 
 
Berikan      . Terhadap  , definisikan  ̂      dan  ̌    
   . 
Karena         , operator   ̂ dand   ̌ saling invers. Ubah variabel    ̂, 
pasangan primal-dual (24) dan (25) menjadi 
minimumkan  ̌ 
  ̂     ̌ 
  ̂     
dengan kendala  ̌  ̂     ̌  ̂                       (43) 
                            ̂      untuk         
 
maksimumkan     
dengan kendala  ̌ 
    ̌   ̌  untuk                           (44) 
                           ̌       untuk         
dengan     ̌,    ̌,     ̌       
   dan akibatnya    ̌       . 
 
Definisi 9. Himpunan arah            yang dikembangkan dari   dengan  ̂ dan 
 ̌ operator komutatif disebut klas arah komutatif; suatu arah dalam klas ini 
disebut arah komutatif. 
 
Andaikan         titik fisibel dalam persekitaran terkait dan            arah 
dengan   
       
  
  untuk suatu konstan        , berakibat ke titik fisibel baru 
                . Maka 
  (             )                                  
                                     ( 
       
  
     )            
                                    
Karena diasumsikan         fisibel,      dan     , yang berakibat 
       . Maka pada setiap iterasi gap dualitas direduksi dengan faktor  . 
51 
 
BAB 5. KESIMPULAN DAN SARAN 
 
KESIMPULAN 
1. Perumusan SOC norma 1 
  
  {     |           ‖ ‖   }  
2. Perumusan masalah SOCP norma 1 
    meminimumkan    , 
    dengan kendala ‖      ‖    
                                                
dengan      adalah variabel keputusan, dan parameter         
              
         
  dan     . 
3. Algoritma masalah SOCP norma 1 dengan metode (primal-dual) titik interior  
a. Menerapkan metode Newton pada sistem (30) untuk mendapatkan arah 
           yang mereduksi gap dualitas, dan mengambil langkah dalam 
arah ini untuk meyakinkan bahwa titik baru tetap fisibel dan dalam interior 
  . 
b. Reduksi   dengan suatu faktor konstan dan proses diulangi. 
c. Solusi masalah SOCP norma 1 dengan metode (primal-dual) titik interior. 
Algoritma Reduksi Potensial Primal-Dual 
Diberikan       fisibel tegas, suatu toleransi    , dan suatu parameter 
   . 
Ulangi 
1. Dapatkan arah pencarian primal dan dual dengan menyelesaikan (23). 
2. Pencarian Plane. Dapatkan       yang meminimumkan     
                . 
3. Perbarui.                         . 




Penelitian mengenai masalah SOCP Norma 1 masih sangat terbuka untuk digali. 
Untuk selanjutnya dapat dilihat penerapan dari teori SOCP Norma 1 dalam 
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