The importance of radiographic image quality in diagnostic radiology is based on the fact that diagnostic accuracy or correct diagnosis, which is the ultimate output of the radiologic examination, is influenced by physical image quality as well as other factors, including observer performance (Goodenough et al., 1972; Metz, 1978) and surrounding anatomic structures, which result in what is known as structured noise (Kundel and Revesz, 1976; Kundel et al., 1978) . However, the relationships between diagnostic accuracy and these factors are complex and are not well understood at present.
A simplified qualitative relationship between diagnostic accuracy and physical image quality is illustrated in Figure 2 .1. At low levels of physical image quality, it may not be possible to extract sufficient information from the radiograph for diagnosis and, thus, the diagnostic accuracy is low. As the physical image quality improves, important radiologic patterns become more recognizable and the diagnostic accuracy increases. Beyond a certain physical image quality, however, no additional information meaningful to radiologists will be obtained, and the diagnostic accuracy is expected to reach a plateau. Rossmann 2 and Wiley (1970) discussed the fact that the diagnostic accuracy depends not only on observer training, but also on familiarity with the image. Improved images cannot be said to provide additional useful diagnostic information unless an improved diagnosis can be demonstrated. Therefore, a relationship such as the hypothetical curve in Figure 2 .1 depends on many factors including the specific diagnostic task, together with the experience and medical knowledge of the radiologist. The relationship between diagnostic accuracy and physical image quality can, in theory, be determined in the course of a large number of examinations, but obviously it is very difficult to determine it in practice. A number of studies carried out on a variety of diagnostic procedures have indicated improved diagnostic accuracy with physically improved radiographic images, e.g., in mammography (Sickles et al., 1977; Sickles, 1979) , bone radiography (Mall et al., 1974; Genant and Doi, 1978), cholecystography (Rossmann et al., 1973; Imhof and Doi, 1978) , and angiography (Baker, 1971; Greenspan et al., 1967) . In many diagnostic examinations, however, it is uncertain whether such physical improvement necessarily results in increased accuracy. In other words, it is not clear where some current diagnostic techniques fit on the hypothetical curve 2 Dr. Rossmann was chairman of the former ICRU Report Committee on Modulation Transfer Function.
2 such as that shown in Figure 2 .1. If diagnostic accuracy were to be in a plateau region of such a curve, then the degradation of the physical image quality could be tolerated without loss of diagnostic accuracy; consequently, it may be possible to reduce patient exposure. In other situations, improvement in physical image quality could be expected to result in improved accuracy.
Physical image quality (abscissa, Figure 2 .1) is a complicated multivariate quantity related to the contrast, resolution, and noise properties of imaging systems. These three parameters constitute the fundamental components of physical image quality and each will be discussed below. The factors affecting these components are basically independent of each other, but the final outcomes are interrelated. For example, radiographic noise is due primarily to statistical fluctuation of the number of x-ray quanta absorbed in a screen-film system; however, the appearance of this quantum noise is influenced by the contrast and resolution properties of the screen-film system.
Resolution
The resolution properties of the screen-film system and other components in radiographic imaging systems have been discussed in terms of many different concepts, such as sharpness (or unsharpness), image blur, image definition, and image detail. However, it is known at present that most of these concepts are basically related to the image degradation which is easily identified in a linear and shift invariant, noise-free imaging system, as will be described in detail in Section 3. It has been increasingly recognized that transfer functions such as the optical transfer function (OTF), the modulation transfer function (MTF), line spread function (LSF) and point spread function (PSF) can describe objectively and accurately the resolution properties of imaging systems and their components. Transfer function analysis can also be applied to some non-linear imaging systems if an appropriate linearization can be performed. Of the transfer functions used, the OTF and the MTF have the very useful property that in the determination of the overall image degradation, the total MTF is obtained simply as a product of the MTFs of its components, when the components are combined in a cascaded system (Metz and Doi, 1979) . The basic MTF concept can be applied to the analysis of digital radiographic systems (Bjorkholm et al., 1981; Sones and Barnes, 1984; Giger and Doi, 1984) . The image processing and filtering operations can also be evaluated with these tools (Dainty and Shaw, 1974) . In addition, the frequency content of radiographic noise can be analyzed by means of the MTF (Barnes, 1982) . The flexibility and applicability to many different cases make the MTF approach a powerful tool for radiographic image analysis.
Experimental results on the MTFs of screen-film systems were first reported by Coltman (1954). In the early 1960's, investigators began to present MTFs of screen-film systems determined by various methods (Rossmann, 1962a; Hofert, 1963; Doi, 1964; Morgan et al., 1964) . The MTF concept was also applied to the evaluation of other imaging components, such as image intensifiers (Webster, 1973; Kuhl, 1974) , fluoroscopic screens (Oosterkamp and Albrecht, 1963; Doi and Sayanagi, 1964) , and x-ray tube focal spots (Doi, 1964; Uchida, 1965; Kanamori, 1965; Rao and Bates, 1969) , and later to various different diagnostic imaging systems in nuclear medicine (Beck, 1968 ) and computed tomography (Yester and Barnes, 1977; Mcintyre et al., 1976) . Recently, the MTF data for a large number of screen-film systems were published (Doi et al., 1982 (Doi et al., , 1986 .
Noise
When a screen-film system is exposed to uniform xrays, the developed film contains density fluctuations about the average level, which can be demonstrated by scanning the film with a microdensitometer. This fluctuation has been called radiographic mottle or radiographic noise. The noise properties of screen-film systems have been quantified by either the Wiener spectrum or the autocorrelation function (Dainty and Shaw, 1974; see Appendix B) . The Wiener spectrum gives the frequency contents of noise and is related to the autocorrelation function by the Fourier transform. The root mean square (rms) value of the fluctuation obtained by scanning the film with a small aperture has also been used for evaluation of the radiographic noise (Albrecht and Proper, 1969; Barnes, 1976) . The rms value of radiographic noise is equal to the square root of the integral (the area or volume under the Wiener spectral distribution in one-or two-dimensional case, respectively) of the Wiener spectrum multiplied by the square of the OTF of the scanning aperture (Jones, 1955; Dainty and Shaw, 1974) . Rossmann (1963b) has shown that radiographic noise contains quantum mottle, structure mottle, and film graininess. Quantum mottle is due to the statistical fluctuation in the number of x-ray quanta absorbed by the screens; structure mottle is caused by the nonuniform screen structure, such as aggregates of phosphor particles; and film graininess is due to the size, shape, and overlapping of developed silver grains in the film emulsion. Although quantum mottle has been shown to be the dominant component of radiographic noise in most modern screen-film systems (Ardran and Crooks, 1954; Cleare et al., 1962; Doi, 1969) , structure mottle cannot be ignored in some systems (Albrecht and Proper, 1969; Barnes and Chakraborty, 1982) , and film graininess becomes considerable in high-density areas of radiographic images (Rossmann, 1963b) . In addition, it has been noted that the measured Wiener spectra may rise rapidly at low spatial frequencies below a few mm-1 due to nonuniformities in film manufacturing and processing operations. These noise sources are considered to be statistically independent; therefore, the Wiener spectrum of radiographic noise is given by the sum of the Wiener spectra of the three noise components (Doi, 1969; Doi et al., 1982) .
The Wiener spectrum of quantum mottle can be described, in a first-order approximation, if one assumes that the screen-film system is a transducer for white noise that converts x-ray quanta absorbed in the screen to a visible noise pattern in terms of transmission or density fluctuations in the film. Each absorbed quantum is smeared by the light diffusion in the screen-film system, and the appearance of the noise pattern is influenced by the film contrast, namely, the gradient of the film. The Wiener spectrum of quantum mottle is, therefore, proportional to the squares of the film gradient and of the MTF and inversely proportional to the average number ofx-ray quanta absorbed by the screen per unit area (Rossmann, 1962b (Rossmann, , 1963b . Although this model of quantum mottle is very useful in relating imaging parameters to the Wiener spectrum in a simple manner, it is highly idealized. Noise patterns which are due to quantum mottle are formed through complex processes that include: (1) the broad spectral composition of an incident x-ray beam (Holje, 1983), (2) absorption of x-ray quanta at different depths in a phosphor layer (Lubberts, 1968), (3) absorption of fluorescent x-rays emitted when the incident x-ray energy is above the K-edge energy of the heavy elements of the phosphor (Vyborny et al., 1982; Metz and Vyborny, 1983; Holje, 1983) , and (4) a complicated process of energy conversion from x-rays absorbed to light pulses emitted (Swank, 1973; Dick and Motz, 1981) .
From theoretical analysis of quantum mottle, Swank (1973) defined quantum absorption, statistical factors, and noise-equivalent absorption, all of which are screen parameters related to the quantum noise. The quantum absorption in the screens equals the ratio of the number of detected quanta per unit area which contribute to the image to the number of incident quanta per unit area. One statistical factor derives from the spread of the absorbed x-ray energy distribution in the screens due to the variation in interaction mechanism. A second statistical factor derives from the spread of the output light distribution which results mainly from unequal light propagation from different parts of the phosphor layer to the light photon detector. These factors describe the increase in statistical variability over the noise based on photon counting and lead to a reduced effective number of detected x-ray photons. The overall statistical factor is given by a product of the two factors defined above. The noise-equivalent absorption is defined as the product of the quantum absorption and the statistical factor of the absorbed x-ray distribution; this product bears a simple relationship to the signal-to-noise ratio (SNR) of detected photons. The SNR is given by the square root of the effective (or noise-equivalent) average number of x-ray quanta absorbed by the screenfilm system per unit area, which can be estimated from the product of the noise-equivalent absorption and the average number of incident quanta per unit area. Holje (1983) has shown that there exists a simple relationship between the noise equivalent number of quanta absorbed and measured Wiener spectral values at low spatial frequencies. Similar results were also found by Chan and Doi (1984) and Kodera et al. (1984) . Dick and Motz (1981) measured light pulse distributions per unit fluence in some screens irradiated by monoenergetic x rays by using a photon-counting technique, and they determined statistical factors and other screen parameters related to the quantum noise. By using Monte Carlo simulations, Chan and Doi (1983) determined these screen parameters due to xray absorption in various screens. Vyborny et al. (1982) studied the Wiener spectra of five screen-film systems as a function of monoenergetic x-ray energy and found that the Wiener spectral values at low spatial frequencies increased in proportion to the incident x-ray energy. This increase in quantum noise corresponds to the decrease in the average number of x-ray quanta absorbed by the screen at high incident x-ray energies in order to obtain a certain optical density of a film. The Wiener spectra decreased in magnitude, however, when the incident x-ray energy exceeded that of the K absorption edge of the screen phosphor. This occurred because K fluroescent x rays escaped from the screen, resulting in a decrease in the average x-ray energies absorbed by the screen and, consequently, requiring an increase in the average number of x-ray quanta absorbed.
The concept of detective quantum efficiency (DQE) has been applied to the evaluation of the noise or the SNR in radiographic systems. The DQE is generally defined as the square of the ratio of the output SNR to the input SNR. The concept was introduced by Rose (1946) as a measure of the useful quantum efficiency of an image receptor. For a radiographic screen-film system, it indicates the fraction of the x-ray fluence that would be required with a perfect image receptor in obtaining the same image SNR for a given object and for a given x-ray beam quality (Barnes, 1982) . Wagner (1977) measured DQE values for conventional and new intensifying screens exposed to a typical diagnostic beam, and also applied this approach to study scatter rejection techniques (Wagner et al., 1980) . Motz and Danos (1978 and 1979) defined the information content in an x-ray image by the SNR per resolution element (or unit pixel area) and other related quantities such as the image information transfer efficiency and DQE. Dick and Motz (1981) later provided experimental data on these quantities for five fluorescent screens measured with monoenergetic xray beams.
Shaw (1963 and 1978) defined the noise-equivalent quanta (NEQ) which gives the apparent number of recorded quanta deduced from image contrast and noise variance measurements. He also defined DQE as the ratio of the NEQ to the actual number of quanta impinging on the recording system. The NEQ and DQE concepts were extended into the spatial frequency domain by generalizing contrast to the contrast transfer function, which is the product of the film gradient and MTF, and by including the frequency component of noise variance given by the Wiener spectrum. Sandrik and Wagner (1982) used this approach to determine the NEQ and DQE of three screen-film systems and to optimize magnification radiography with respect to image SNR.
Contrast
Contrast is a broad concept frequently used in image analysis. It indicates the difference or the ratio in image signals such as the optical density, transmittance, or radiant exposure (see Appendix B, Glossary) at two selected locations. Specifically, radiographic contrast is defined as the density difference at two locations in a radiograph (Christensen et al., 1978) . The radiation contrast is equal to the ratio between the difference of radiant exposures at two locations and the average (or background) radiant exposure detected by a recording system. The object (or image) contrast, which will be discussed in Section 3, has been defined in a way similar to the radiation contrast. Film contrast usually refers to a gradient, which equals the slope at a chosen point on the characteristic (H & D) curve of a screen-film system. The usefulness of these concepts is based on the fact that the greater the contrast for a given noise condition, the greater the magnitude of the signal content will be, and thus the more easily the signal will be detected.
If the radiation contrast is small, the radiographic contrast is proportional to the film gradient and the radiation contrast. Radiographic images usually include the effects of a certain amount of scattered radiation arising from the patient's body or an object being imaged, and radiation contrast may be defined with or without scattered radiation. However, it is convenient 2.2 Noise . .. 5 to define the radiation contrast without the scatter component, that is, in terms of the primary component alone, since the effect of the scattered radiation on radiographic images can be evaluated separately. In such a case, the radiographic contrast is also proportional to the primary fraction, which is the ratio of the radiant exposure due to the primary radiation to the radiant exposure due to the total (primary plus scatter) radiation detected by the screen-film system. In the analysis of radiographic images, the radiant exposure can be obtained from the optical density by means of the H & D curve.
The radiation contrast resulting from the primary component of the radiation is affected by the anatomic structure, the physical and chemical composition of a radiologic object, as well as the x-ray beam quality and the energy response of the screen-film system used (Buchanan et al., 1972; Stevels, 1975; Castle, 1977; Vyborny et al., 1980) . The primary fraction (and also the scatter fraction) depends on many parameters, such as the object, x-ray beam quality, field size, and screen-film system, in addition to the scatter rejection technique used such as x-ray grids, air gap, and scanning slit devices (Barnes et al., 1976; Sorensen and Nelson, 1976; Rudin et al., 1982) . The effects of screen-film systems on the radiation contrast and primary fraction are complicated because a large number of screens made of many different phosphors are available at present and their energy responses vary in a complex way (Vyborny et al., 1977; Holje, 1983) . However, it has generally been noted that very thick screens made of lower atomic number elements, compared with thin screens, tend to decrease the radiation contrast (Vyborny et al., 1977) , but to increase the primary fraction (or decrease the scatter fraction) (Chan and Doi, 1982) .
