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In an earlier paper [3], we associated to every projective plane X of order n a certain 
n3-dimensional vector space H(X) over GF(2) and a distinguished subset T of "triangles" in 
H(X); moreover, the collineation group of X is isomorphic to the subgroup of GL(H(X)) 
consisting of all nonsingular linear transformations q9with q0(T) = T. Here we show that T may 
be construed as a graph whose automorphism group is isomorphic to the collineation group of 
X. This graph has extra structure ("graded", "additive") and it can be described axiomatically, 
without assuming prior existence of X. We then prove that the existence of X is equivalent to 
the existence of the graph. Finally, we show how to imbed such an abstract graph into an 
abstract n3-dimensional vector space over GF(2). 
Let X be a projective plane of order n, i.e., X is a set with n 2 + n + 1 points, 
there is a family of subsets of X (called lines) each of which has n + 1 points, and 
every two points of X lie on a unique line. 
Given a projective plane X of order n and a line l0 in X, then X - l0 is an affine 
plane of order n, i.e., X -  l0 is a set with n 2 points, there is a family of subsets 
(called lines) each of which has n points, and every two points of X lie on a 
unique line. Conversely, given an atiine plane of order n, one may adjoin a "line 
at infinity" to obtain a projective plane of order n. 
This definition of projective plane is equivalent to the more familiar definition 
given by the axioms: every two lines meet in a unique point; every two points lie 
on a unique line; there are four points no three of which are collinear; there are 
four lines no three of which are concurrent (see [4]). 
There is a more general situation yielding planes. An incidence structure is an 
ordered triple (N, K, R), where N and K are sets and R c N x K is a relation. If 
IN[ = n 2 + n + 1, if for each l • K there are exactly n + 1 points x • N with xRl, 
and if, for every distinct x, y • N there is exactly one l • K with xRl and yRl, then 
(N, K, R) defines a projective plane of order n in an obvious way: define lines in 
N as those subsets L of N for which there is an 1 • K such that L = {x • N: xRl}. 
Similarly, one may derive an affine plane of order n from an incidence structure 
with the appropriate parameters. 
Definition. A triangle in a projective (or atfine) plane X is an (unordered) subset 
{a, b, c} of three noncollinear points of X, called its vertices. 
We now use X to define a tower of vector spaces. Let C(X) be the vector space 
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over GF(2) with basis X x X, define Z(X) to be the subspace spanned by all 
elements of the form 
l r (a ,b ,c )=(b ,c )+(a ,c )+(a ,b ) ,  (a,b, ceX)  
and define B(X) to be the subspace of Z(X) spanned by all l:(a, b, c) with a, b, c 
collinear (of course, a, b, c are collinear if a point is repeated). 
Definition. H(X) = Z(X)/B(X) .  If a, b, c e X, we call the coset lr(a, b, c) + 
B(X) a triangle in H(X). 
Usually we abuse notation and write r(a, b, c) instead of ~(a, b, c) + B(X). If 
one thinks of triangles in X, then it is quite natural to view the (coset of) the 
vector ~(a, b, c) in H(X) as the union of the three edges of {a, b, c}. Moreover, 
one may regard the generators of B(X) as degenerate triangles, and so it is 
reasonable to disregard them. 
In a previous paper [3], we associated a simplicial complex K(X) to X; the 
vector space H(X) is actually the homology group HI(K(X): Z/2Z)  [3, Lemma 
8(ii)]. Using this fact, one may prove [3, Corollary 4] that dim H(X) = n 3. 
Lemma 1. (i) In H(X) we have r(al ,  a2, a3)= r(a~l, an2, an3) for every permuta- 
tion of { 1, 2, 3}. 
(ii) I f  {Xl, x2, • • •, Xm} is a labeled set of points on a line I of X and if z is a 
point off this line, then 
"[(Xl, Xm, Z) = lT(Xl, X2, Z) "1 t" 1~(X2, X3, Z) "~- " " " "Jr- "C(Xm_I, Xm, Z). 
ProoL (i) For each a e X we have (in C(X)/B(X)) 
0 = l:(a, a, a) = (a, a) + (a, a) + (a, a) = (a, a) 
(we are working over GF(2)). Next, 
0 = lr(a, b, a) = (b, a) + (a, a) + (a, b) 
implies (b, a) = (a, b). The first statement follows easily. 
(ii) z(xl, x2, z) + ~(x2, x3, z) = (x2, z) + (Xl, z) + (xl, x2) + (x3, z) + (x2, z) + 
(x2, Xa). Since z(xl, x2, x3) = 0 (because xl, x2, x3 are collinear), we have 
(xl, x2) + (x2, x3) - (xl, x3), and so ~(xl, x2, z) + ~(x2, x3, z) = ~(xl, x3, z). The 
statement follows easily by induction on m >I 3. [] 
The next lemma is Theorem 10 in [3], but we include a brief proof for later 
reference. 
I~mma 2. Choose a line lo in a plane X and label its points Xo, xl, . . . , xn. Then 
there is a basis for HOt') consisting of all vectors of the form ~(xi, xi+l, z), where 
O<~i <n and z q~ lo. 
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Proof. Since dim H(X)= n 3, it suffices to show this family of n 3 vectors spans 
H(X);  since H(X) is generated by triangles, it suffices to show every (non- 
degenerate) r(a, b, c) is a linear combination of these special triangles. 
Case 1. { a, b, c} has two vertices on lo 
Use Lemma l(ii). 
Case 2. {a, b, c} has exactly one vertex on lo (cf. Fig. 1) 
8 
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Fig. 1. 
Here r(a, b, c) = r(a, c, x) + r(b, c, x) (x is the intersection of lo and the line 
ab), and we have returned to Case 1. Note that this equation is the unique 
expression of r(a, b, c) as a sum of two triangles each having two vertices on 1o. 
Case 3. {a, b, c} has no vertices on l0 (cf. Fig. 2) 
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Fig. 2. 
There are exactly three ways to express r(a, b, c) as a sum of two triangles 
each having one vertex on lo, namely, 
r(a, b, c) = r(b, c, z) + r(a, c, z) = r(a, b, x) + r(b, c, x) 
=r (a ,c ,y )+r (b ,c ,y ) .  [] 
Definit ion. A line in X with a labeling of its points {Xo, x l , .  • •, xn} is called a 
labeled line. 
The last lemma shows every labeled line in X determines a basis of H(X). 
There is a second basis which is sometimes convenient. 
Definition. A flag in X is an ordered pair (Xo, lo) with Xo e lo (where Xo e X and lo 
is a line in X); an antiflag is an ordered pair (Xo, lo) with Xo ~ lo. 
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Defini t ion.  If Xo e lo is a flag, then {r(Xo, x, z): x e lo - {Xo} and z ~ Io} is cal led a 
flag basis of H(X). 
In [3, Corollary 11], we show flag bases are, indeed, bases of H(X). 
Define a function ~:X x X x X---~H(X) by (a, b, c) ~ ~(a, b, c); let T denote 
imp-  {0}. 
Lemma 3. The function ~ induces a bijection from the set of all (nondegenerate) 
triangles in X to the subset T of all nonzero triangles in H(X). 
Proof. [3, Corollary 13]. [] 
In light of Lemma 3, there should be no confusion between (geometric, 
nondegenerate) triangles (a, b, c} in X and (algebraic, nonzero) triangles 
• (a, b, c) in H(X). We emphasize that T does not contain the zero vector. 
Indeed, unless we say otherwise, all triangles r(a, b, c) in H(X) are assumed to 
be nondegenerate, i.e., nonzero. 
The following observation is fundamental. 
Lemma 4. Let • = ~(a, b, c) and ~' = ~(a', b', c') be triangles in H(X).  Then 
+ ~' e T if and only if {a, b, c} U {a', b ', c'} has exactly four elements of which 
three are coUinear (cf. Fig. 3). 
a 
b C a" 
Fig. 3. 
Proof. [3, Lemma 18]. [] 
Defini t ion.  Two triangles ~, ~' e H(X)  with ~ + ~' ~ T are called adjacent; two 
triangles {a, b, c} and {a, c, a'} in X with b, c, a' distinct collinear points are 
called adjacent and their sum is {a, b, a'}. 
The circumstance of several triangles in H(X) having "partial sums" being 
triangles is described by the next definition and lemma. 
Defini t ion.  A string in H(X)  is an ordered independent set of triangles 
(~1, ~2, • • • ,  ~m) such that ~i + %+1 +" " • + ~j e T for all 1 ~< i ~ j  ~< m; we call m 
the length of the string. 
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Lemma 5. (i) A string of  triangles in H(X)  of length m involves exactly m + 2 
points of X of  which m + 1 are collinear. 
(ii) Every maximal string (i.e., a string of maximal ength) has length n. 
(iii) I f  01, 02 are triangles in H(X)  with al + 02 e T (i. e., 01, 02 are adjacent), 
then there is a maximal string of the form (al, 02, 73 , . . . ,  3,). 
Proof. [3, Corollary 19]. [] 
[ ,emma 6. Each maximal .string A = (71 , . . . ,  7,) in I t (X) ,  where X is a 
projective plane X of  order n, determines a triple (l, z, {Xo, Xl,. • . ,  x,}), where l
is a line in X, z ~ l, and Xo, Xl, •. •, x,  is a labeling of  the points of I. Moreover, 
A ~-> (I, z, {Xo, x l , .  • • , x,}) is a bijection. 
Proof. Lemma 5(i) shows A determines l and z with z ~ l; also each 3~ has the 
form 3(u, v, z) with u, v e I. In particular, 31 = 7(u, v, z) and 72 = 7(u', v',  z). 
Now Lemma 4 gives {u, v} N {u', v'} :/:~. If v = u', say, define xo = u, Xl = v = 
u',  and x2 = v'. If 33 = 7(u", v", z), then {xl, x2} Iq {u", v"} 4= fk and the common 
point must be x2 lest 71 + 72 + 33 ~ T. An induction shows how to define x~ so that 
7i = 3(x~_1, x/, z). To see this function is a bijection, define 3~ = 7(x/_1, x/, z) for 
all i i> 1 and use Lemma l(ii). [] 
Assume A = (31, 32 , . . .  , 3n) is a maximal string corresponding to 
(l, z, {x0, Xl, • • •, x,}). We know 31 + 72 ~ T implies 31 and 32 involve exactly 
four vertices of which three are collinear. The proof of Lemma 6 shows that I is 
the line containing the collinear points and z is the fourth point. Thus 31 and 32 
determine verything except the labeling of the points of 1. 
DeAnltion. If A = (71, 72,  • - • , In )  is a maximal string, let I(A) denote the set of 
all "intervals" 7i + 7i+1 +" • • + 3j, where 1 ~< i ---<j ~< n (we regard each 3~ as lying 
in l (A)  ). Call I (A) an antiflag. 
Of course, the definition of string gives I (A) c T. 
Lemma 7. Let A = (71 , . . . ,  7n) and A '  = (7~, . . . ,  7") be maximal strings with 
associated triples (1, z, {x0, • • . ,  x,,}) and (l', z' ,  {x~, . . . , x'}),  respectively. Then 
(l, z) = (l', z ')  if and only if I (A)  = t(A') .  Moreover, there is a bijection from I (A)  
to the family of  all triangles in X having one vertex z and the other two vertices on 
l, whence I(A) has ½n(n + 1) triangles. 
Proof. Assume (l, z) = (l', z'). There are ½n(n + 1) pairs (i, j )  with 1 ~< i <~j ~< n. 
Since {T1, •. •, 7n} is independent, by Lemma 2, we have II(A)I = ½n(n + 1). On 
the other hand, there are ½n(n + 1) two-point subsets {u, v} of 1 and hence 
½n(n + 1) triangles of the form 7(u, v, z) with u, v e I. It follows that I (A) is this 
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latter set of triangles. Similarly, I(A') is also this same set of triangles, whence 
I(A) = I(A'). 
If either l= l '  and z #:z' or l:¢:l', then I(A):/: I(A'), for every 7e l (A)  has 
one vertex z and its other two vertices on 1. [] 
Corollary 8. Let ol, o 2 be triangles in H(X)  with o1+ 02e T. If A= 
(ol, 02, 73, • • • , 7n), A'  = (ol, o2, r ; , . . .  , 7"), and A"= (02, ol, z '~, . . . ,  7") are 
maximal strings, then I(A ) = I(A ') = I(A"). 
Proof. We observed after the proof of Lemma 6 that ol and 02 already 
determine z and I. [] 
Definition. If 01, 0"2 are adjacent triangles in H(X), i.e., 01 + o2e T, then 
1(01, 02) = I(A), where A = (01, 02, 73, •. •, 7n) is a maximal string. 
Note that I.emma 5(iii) says that such maximal strings A exists for any pair of 
adjacent triangles ol, 02, and Corollary 8 shows 1(Ol, 02)= 1(o2, ol) is inde- 
pendent of the choice of such A. 
Of course, Lemma 7 shows that the subsets I(A), as A ranges over all maximal 
strings A, classify all antiflags z ¢ l in X. Let us give notation for the 
corresponding family in X. 
Definition. If z ~ l is an antiflag in X, then l (z  ~ l) is the family of all triangles in 
X having one vertex z and the other two vertices on l. 
Lemma 9. Let X be a projective plane, and let a ~ l and a' ~ 1' be distinct anttflags 
in X. Then l(a ~ l) O I(a' ~ l') ~(J if and only if a ~ l' and a' ~ l; moreover, in this 
case 
II(a I) n l(a' q~ l')l = 1. 
Proof. If a ¢ l' and a' e l, then a :/: a' (because a ¢ l) and l 4: l' (because a ¢ l). If 
{y } = l n l', it follows that 7 = {y, a, a'} in X is the unique triangle in l(a ~ l) n 
I(a' ~ 1'). 
Conversely, assume 7 ~ l(a ~ l) O l(a' ~ l'). Since the antiflags are distinct, we 
know that if I = 1', then a ~: a'. In this case, it is plain no such triangle 7 exists, for 
it must have two vertices on 1 and the third vertex equal to both a and a'. 
Assume, therefore, that l #: l'. Now 7 = {a, x, y} = {a', x', y'}, where x, y ~ l and 
x',  y '  e l'. If a = a', then {x, y } = {x', y '  }, whence l = l', a contradiction. Thus 
a:ka'  anda~{x ' ,y '}c l '  anda'  ~{x,y}r - l .  [] 
The following notion will be useful. 
Definition. A diad D in a projective plane X is a set of five distinct points 
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{a, b, c, x, y} such that there are distinct lines I and l' with a, b, c in I and x, b, y 
in 1' (see Fig. 4). 
X 
a c 
Y 
Fig. 4. 
DeRni~on. A 4-circuit in H(X) is a 4-tuple (01, 02, 03, 04) of (distinct) triangles 
such that al + 02, 02 + 03, o3 + 04, and 04 + 01 all lie in T. 
It is plain any cyclic permutation of a 4-circuit is again a 4-circuit. Given a diad 
{a, b, c, x, y} in X, one sees easily that ol = r(a, b, x), 02 = ~(x, b, c), a3 = 
• (c, b, y), and 04 = r(y, a, b) determine an independent 4-circuit, i.e., the set of 
vectors {ol, 02, 03, o4} is independent. There are independent 4-circuits, how- 
ever, that do not correspond to diads. Here are some examples. 
Defmition. A co-diad is the configuration in X shown in Fig. 5. 
g 
Z 
a 
Y 
Fig. 5. 
Define oi = ~(a, b, x), o2 = o(c, b, x), 03 = r(y, b, x), and o4 = r(z, b, x); it is 
easy to see (oi, o2, o3, o4) is an independent 4-circuit. 
One  may construct other examples of independent 4-circuits in an antiflag. 
Here are two such (cf. Figs. 6 and 7). 
d 
X 
a b c 
Fig. 6. 
Y 
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Define 01 = ~'(a, b, x), o2 = r(x, b, c), 03 = "r(x, b, y), and 04 = r(x, b, d). 
Another example: define 01 = r(x, d, a), o2 = r(x, d, b), 03 = r(x, d, c), and 
o4 = r(x, d, y). Here is an example of a dependent 4-circuit. 
X 
a c Y 
/ f  
b 
Fig. 7. 
Define ol = r(x, a, b), 02 = r(x, b, c), o3 = r(x, c, y), o, = r(x, a, y). 
Lemma 10. Assume (01, 02, 03, 04) is an independent 4-circuit in H(X).  Then 
there corresponds a configuration in X (as above) that is either a triad, a co-diad, 
or a subset of  an antiflag. 
Proof. The proof is a lengthy case analysis. Using Lemma 4, we will survey the 
possible configurations in X corresponding to 01 + o2 • T and o2 + o3 • T; then 
we survey how these look when we assume o4 + 01 • T; finally, we examine the 
consequences of 03 + 04 • T. 
Now Lemma 4 says 01 + o2 • T corresponds to the configuration shown in Fig. 
8, with 01 = r(a, b, x) and 02 = r(x, b, c). Now 02 + o3 • T implies 03 involves 
only one extra vertex y which must be collinear with two of the vertices {x, b, c}. 
There are three cases. 
X 
a b c 
Fig. 8. 
Case 1. 03 = r(x, c, y) or 03 = r(x, b, y) (cf. Fig. 9). 
X 
a b c 
Fig. 9. 
Case 2. 03 = z(b, c, y) or 03 = r(x, b, y) (of. Fig. 10). 
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X 
Fig. 10. 
Case 3. a3 = ~(b, c, y) or a3 = ~(x, c, y) (cf. Fig. 11). 
a c 
Y 
Fig. 11. 
Note that the points a, b, c, x, y are all distinct lest {al, a2, aa} be dependent 
or some triangle be degenerate (three vertices collinear). The condition a4 + or1 e 
T can, similarly, be drawn in three ways. 
Now Case 1 yields the following configurations: 
(1.1) a4 -  ~(x, a, d) or a4 = l:(x, b, d) (cf. Fig. 12). 
(1.2) 
X 
d a b c y 
Fig. 12. 
a4 = ~(a, b, d) or a,  = ~(x, b, d) (cf. Fig. 13). 
X 
Y 
Fig. 13. 
(1.3) 04 = z(a, b, d) or 04 = r(x, a, d) (cf. Fig. 14). 
X 
a Y 
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d 
Fig. 14. 
Here are the configurations arising from the Cases (2) and (3); at this stage, we 
defer the question whether d coincides with one of the other five (distinct) 
vertices. 
(2 .1)  a4 = l:(x, a, d) or 04 = l:(x, b, d) (el. Fig. 15). 
x 
Fig. 15. 
(2.2) 04 = ~(a, b, d) or o'4 = ~'(x, b, d) (cf. Fig. 16). 
11 
d 
Fig. 16. 
(2;3)  a4 = l:(a, b, d) or a4 - ~'(a, x, d) (of. Fig. 17). 
X 
Fig. 17. 
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(3.1) 0" 4 - -  "t'(X, a, d) or 0.4--"  "t'(X, b, d) (cf. Fig. 18). 
X 
C 
Y 
Fig. 18. 
(3.2) 0.4 = ¢(a, b, d) or 0.4 = ~(x, b, d) (of. Fig. 19). 
X 
d y 
Fig. 19. 
(3.3) o4 = ~(a, b, d) or O" 4 "-- 17(X, a, d) (cf. Fig. 20). 
X 
a o 
C 
Fig. 20. 
Finally, the condition 03 + o4 e T must be imposed. There are 36 straightfor- 
ward cases to be considered; rather than explaining each, we report the results 
and give some illustrative examples in detail in order that one may believe the 
lemma. 
Case 1.1. Assume 04 = ~(x, a, d). If d is a new (sixth) point, then 0.4 cannot be 
adjacent o either candidate for a3 [~(x, c, y) or ~(x, b, y)], for 03 and 04 do not 
share two vertices. Therefore d ~ {b, c, y} and d ~Td, the line determined by x 
and a (lest z(x, a, d) be degenerate). Since {b, c, y} ~-d ,  we have eliminated 
two cases. Assume a4 = z(x, b, d). If o3 = ~(x, c, y), then d is not new, and we 
must have d ~ {a, c, y}; this case is impossible, as above; if a3 = ~(x, b, y), then 
we obtain a subset of an antiflag. 
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Case 2.2. Assume o4 = r(a, b, d). If d is new, then o4 is adjacent to neither 
candidate for 03 (r(b, c, y) or r(x, b, y)); hence d e {c, x, y}. Now d ~ ab, so 
d :/= c, and o4 = T(a, b, x) = 01 or 04 = z(a, b, y): the first possibility violates 
independence; the second gives a diad. Assume o4 = r(x, b, d). If o3 = z(b, c, y), 
then d cannot be new, and d ~ {a, c, y}. The possibilities are o4 = r(x, b, a) = 01 
or 04 = r(x, b, c) = 01 + o2, each violating independence; 04 = z(x, b, y) gives a 
diad. If 03 = r(x, b, y), then d can be a new vertex (d e ~ and d, b, y collinear); 
this gives a co-diad. If d is not a new vertex, we finish as above: d e {a, c, y}, etc. 
Case 3.3. Assume 04 = r(a, b, d). If d is new, then o4 is adjacent to neither 
candidate for 03 [r(b, c, y) or r(x, c, y)], whence d e {c, x, y}. Now d =/= c eab, 
d #= x (lest o4 = 01), and d = y gives a diad. Assume o4 = z(x, a, d). Again d is 
not new,  so d ~ {b, c, y}; d = b or d = c violates independence; d =y  gives a 
diad. 
The other cases are equally inspiring, and they yield no new configurations. [] 
Lemma 11. A dependent 4-circuit (01, o2, o3, 04) in H(X) arises from a con- 
figuration in X contained in an anti~lag. 
ProoL We merely sketch the proof. Assume ~4_-1 eioi = 0, where ei e GF(2), and 
not all e~ = 0. We cannot have only one e~ 6:0 since each oi ~ 0; we cannot have 
only two e~ 6:0 lest the equation imply two o/s are equal. A case analysis as in 
Lemma 10 shows the configurations with just one ei = 0 or with all e~ :/: 0 all lie 
in an antiflag. [] 
We remark that classifying dependent 4-circuits is easier than classifying 
dependent 4-subsets. Combining the last two lemmas gives the next result. 
Corollary 12. Every 4-circuit in H(X) arises from a configuration in X that is 
either a diad, a co-diad, or a subset of an anttflag. 
Our immediate goal is to reconstruct a projective plane X from H(X) and T. 
At this stage, we must recognize the duality between points and lines that exists 
in projective planes. Every construct so far is either self-dual or arises 
simultaneously with its dual. A triangle may be viewed either as three 
noncollinear points (as we have been doing) or as three noncurrent lines; the 
configuration of Lemma 4 corresponding to the sum of two triangles may be 
viewed either as four points of which three are collinear or as four lines of which 
three are concurrent; antiflags are visibly self-dual. If one "completes" the 
configuration by including intersections of all lines, then one sees that a co-diad is 
dual to a diad. Since we wish to recapture the points, lines, and incidence relation 
of X from H(X) and T, we must impose more structure to enable us, for 
example, to decide of an antiflag a ~ l which is the point and which is the line. 
The obvious solution is to choose a basis of H(X), for Lemma 2 shows a choice of 
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labeled line in X does yield a basis (actually, we shall see that the choice of basis 
gives a grading of H(X)  as a direct sum of n 2 subspaces, and this is essential). This 
choice makes good geometric sense, for it amounts to passing from a projective 
plane to an affme plane (where, of course, duality is not present) by designating a 
line at infinity. 
Assume X is a projective plane of order n and let lo be a labeled line in X; we 
now construct an incidence structure isomorphic to the afline plane X -  10. 
Definition. A nekuda is an antiflag of the form I(a ~ lo). 
"Nekuda" (plural: nekudot) is the Hebrew word meaning "point". Note that 
there are n 2 nekudot. 
Dellnitions. Let X be a projective plane with line 10. 
(i) A diad {a, b, c, x, y } is ideal if a, b, c ~ lo; 
(ii) An antiflag I(x ~ l) is affine if l :/: lo and x e lo; 
(iii) Two atiine antiflags A and A' are equivalent, denoted by A -- A' ,  if A = A'  
or if there is an ideal diad (01, tr2, 03, 04) with trl, 02 e A and 03, tr4 e A'. 
Lemma 13. (i) Two affine antiflags l (x ~ 1) and l (x '¢  l') are equivalent if and 
only if I = l'. 
(ii) Equivalence is an equivalence relation on affine antiflags. 
Proof. (i) If l = l', let b be the intersection of l and lo. Choose points 
a, c e l - {b}. It is easy to see {a, b, c, x, x'} is an ideal diad. 
If I(x ~ l) ~ I(x' ~ l '), then an ideal diad involves x, x', and some third point, 
say Xo, on lo, and two points a, b off lo. Now {x, Xo, a} and {x, Xo, b} are in 
I(x ~f l), by hypothesis, s__o that l = ab; similarly, {x', Xo, a} and {x', Xo, b} are in 
I(x' ~ l'), whence l' = ab. Thus, l = l'. 
(ii) Obvious from part (i). [] 
Dellnltion. A kay is an equivalence class of atfme antiflags. Denote the 
equivalence class of x ¢ l by [x ¢ l]. 
"Kav" (plural: kavim) is the Hebrew word meaning "line". Lemma 13 shows 
there is a bijection between kavim and the lines in X - 10. 
Coroglary 14. A kay is the disjoint union of n aflfine antiflags x ~ 1, where 1 ~ lo is a 
line and x ranges over the points of  Iv other than the intersection l f'l Iv. 
To complete the definition of an incidence structure, we must say when a 
nekuda and a kay are incident. 
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DeAnitiou. A nekuda l(a ~ lo) and a kav [x ¢ l] are incident if their intersection is
nonempty (regard each as a family of triangles). 
Theorem 15. Let X be a projective plane with line lo. Then the incidence structure 
of  nekudot and kavim is an affine plane isomorphic to X - lo. 
Proof. There is a bijection ~ : X - 10--* {nekudot}, namely, ~0(a) = l (a ¢ lo). If 
a ~ b, then set l = ab; if x e lo is any point other than l n lo, then Ix ~ l] is a kav 
incident with ~(a) and ~(b); it is routine to see this is the unique such kav. [] 
We have shown that, once a line lo is chosen, one may reconstruct a plane X if 
one knows its triangles and when two triangles are adjacent. Our next goal is to 
obtain the same result using H(X) (with a basis) and the subset T of triangles. To 
do this, we first give the appropriate definitions for H(X).  
Definitions. Let X be a projective plane with labeled line lo = {Xo, xl ,  • • •, xn}; 
let {r(x, x~+l, a)} be the corresponding basis of H(X) ,  and, for fixed a, let 
Aa = (r(Xo, xl,  a), r(xl, x2, a), . . . , z(xn-1, xn, a)) be a maximal string. Write 
Y = U I(Aa). 
acflo 
(i) A nekuda is an antitiag of the form I(Ao). 
(ii) A triangle • is ideal if r e Y. 
(iii) An antittag I (A) is afifine if I (A) is not contained in Y and I (A)  O Y =/= t~. 
(iv) An ideal diad is an independent 4-circuit (01, 02, o3, 04) with each oi ideal 
and which does not lie in a single antiflag. 
(v) Two affine antitlags I (A)  and I (A')  are equivalent, denoted by I (A) 
I (A')  if I (A)  = I (A')  or if there is an ideal diad (01, 02, 03, o4) with 01, o2 e I (A) 
and 03, 04 ~. I (A').  
Remarks. In view of the proof of Lemma 2, we may regard ideal triangles as 
precisely those having two vertices on lo. Now Y is a disjoint union of antiflags; 
Lemma 9 implies that I (A) n Y ~ fJ if and only if I (A) corresponds to I (x ~ l) with 
x e 10. Finally, Corollary 12 shows that ideal diads correspond to diads three of 
whose points lie on lo. 
The function • :X x X x X-- .  H(X) defined by {a, b, c} ~ r(a, b, c) induces a 
bijection (Lemma 3) between the (nondegenerate) triangles in X and the subset 
T; let us denote this bijection by t. Note that t preserves adjacency, antiflags, 
triangles having two vertices on lo (such have images in Y), and ideal diads. 
Lemma 16. Two a.Ofne antiflags l(x ~ 1) and l(x' ~f l') in X are equivalent if and 
only if their corresponding anttflags I (A)  and I(A') in H(X)  are equivalent. 
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Proof. Of come,  the antiflag I(A) in H(X) corresponding to l(x ~ l) consists of 
all r(x, a, b) with a, b e I. The proof is routine, using Corollary 12. [] 
Corollary 17. Equivalence of a ffine antiflags in H(X) is an equivalence relation. 
Definition. A kay in H(X) is an equivalence class of affme antiflags. A nekuda 
l(Aa) and a kav [I(A)] are incident if I(Aa)fq [I(A)] :/:~. 
Theorem 18. Let X be a projective plane with labeled line lo. Then the incidence 
structure of nekudot and kavim arising from H(X) is an affine plane isomorphic to 
X - Iv. 
Proof. The bijection t allows one to transfer arguments in X to arguments in 
H(X). [] 
We have just seen, assuming a projective plane X of order n exists, that one 
may describe X in terms of H(X), T, and Iv = {Xo, x l , . . . ,  x,,}. In short, once 
one chooses a labeled line in X, one may reconstruct X if one knows the triangles 
and when the sum of two triangles is again a triangle. 
Our next goal is to investigate T. 
Definition. Let X be a projective plane of order n. Define a (nondirected) graph 
F(X) whose vertices are all (nondegenerate) triangles r = {a, b, c} in X and with 
adjacency defined as in Lemma 4. 
In view of Lemma 4, there is a description of F(X) in terms of H(X) and T: 
the vertex set is T and r, r '  are adjacent if and only if r + r '  e T. 
We first investigate F(X) as an abstract graph with the aim of reconstructing X 
from the graph (with no prior assumption that X exists). Afterwards we shall 
examine such graphs as imbedded in vector spaces (then "addition" of vertices 
(triangles) will be important). 
Consider the following concrete graph. 
Definition. Given a positive integer n, define a graph C(n) having as vertices all 
sequences (i, i + 1 , . . . ,  j) for 0 ~< i ~< j ~< n (in particular, each singleton sequence 
(i) is a vertex) and with two such sequences called adjacent if they share exactly 
one endpoint. We call C(n) an n-cone 1. 
Here is a realization of C(n) that explains its name. Choose a prime p >/n and 
let X be the projective plane of order p. Choose n + 1 collinear points, say, 
' Our n-cone C(n) is isomorphic to the "triangle graph" An+,, i.e., the line graph of the complete 
graph Kn+l on n + 1 vertices. 
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Xo, X l , . . . ,  x,, lying on a line l, and choose a point a ¢ I. Then the family of 
triangles of the form {a, xl, xj} with O<-.-i<-j ~< n and with our (now familiar) 
adjacency is an n-cone. 
Lemma 19. Let C be an n-cone. 
(i) C has (n~ 1)= ½n(n + 1) vertices. 
(ii) C is a regular graph of degree k = 2(n - 1). 
(iii) For each 7 ~ Vert C, there are two n-cliques containing 7; moreover, these 
two cliques intersect in { 7}. 
(iv) For each adjacent pair tL 7 e Vert C, there are exactly n -  1 vertices 
simultaneously adjacent to o and 7; moreover, there is a unique n-clique 
containing e and 7. 
Proof. Routine. [] 
Note that if o = {a, Xo, xl} and 7 = {a, xl, x2} in a plane X, where Xo, xl, x2 
are coUinear and a is not on the line l they determine, then the n-clique 
containing o and 7 consists of all triangles {a, Xl, x} with x e I -  {xl}, i.e., all 
triangles in the antiflag a ~ l0 having "side" {a, xl}. 
Recall that a graph G is regular of degree k if each vertex v lies on exactly k 
edges, i.e., v is adjacent o exactly k distinct vertices. 
Dehi t ion .  A graph G is (k,)O-very regular if it is regular of degree k and, for 
each pair of adjacent vertices u, v, there are exactly A vertices simultaneously 
adjacent o u and v. 
Lemma 19 shows that n-cones are (2(n - 1), n - 1) very regular. 
We remark that very regular graphs form a more general class than "strongly 
regular" graphs (very regular graphs such that there are exactly /z vertices 
simultaneously adjacent o every nonadjacent pair of vertices). 
Recall that a walk (70, 71, • • •, 7m) has length m; a graph is connected if there 
is a walk between any pair of distinct vertices u, v; the distance p(u, v) is the 
length of a shortest walk between u and v; diameter G = d = sup,, ~ p(u, v). 
Lenuna 20. Let X be a projective plane of order n. Then F(X) is a connected 
(6(n - 1), n - 1) very regular graph of diameter 6 and with p = 6!(n 2 + n + 1)(n 2 + 
n)n 2 vertices. Moreover, each vertex lies in exactly 3 n-cones. 
m 
Proof. A triangle 1: = {a, b, c} involves three lines: ab; ~-d; bc. There are n - 1 
points x in ab other than a, b, and the triangles {c, a, x} and {c, b, x} are adjacent 
to 7 for each such x. Similar remarks about the other two lines ~ and bc yield 
6 (n -  1) triangles adjacent to 7. Lemma 4 shows no other triangles can be 
adjacent o 7, whence F(X) is regular of degree k = 6(n - 1). It is easy to see r 
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lies in three n-cones (antiflags), each determined by a side and a vertex opposite. 
That F(X) is very regular follows from Lemma 19. 
Connectivity is an exercise in drawing, and we report one needs walks of length 
6 to connect triangles in "general position". Finally, p arises from counting 
unordered noncollinear 3-subsets of X. [] 
Definition. A based graph is an ordered pair (G, Y) where G is a graph and Y is 
a subset of Vert G. A subset S of Vert G is called ideal if S c Y; otherwise S is 
called a/fine. 
If X is a projective plane of order n with line lo, then (F(X), Y) is a based 
graph, where Y is the set of all triangles having two vertices on lo. The adjectives 
"ideal" and "altine" arise from regarding lo as the line at infinity. 
Definition. A based graph (G, Y) is n-shatuah (Hebrew for "planar") if: 
(i) Y is the disjoint union of n 2 n-cones In: 
r/2 
Y=Ulo 
a=l  
(if 3 e I~, we say 3 has type a); 
(ii) If o, 3 are adjacent ideal vertices, there is a unique n-cone, denoted by 
l(a, 3), containing them; if a, 3 have the same type, say a, then l (a,  3 )= I~; 
otherwise I(a, 3) is an atfine n-cone; 
(iii) If {al, o2, 03} form a clique, then I(al, o2) = I (a l ,  o3)= 1(02, 03); 
(iv) If C is an atone n-cone, then C O Y is an n-clique; 
(v) Each ideal vertex lies in exactly two attine n-cones; 
(vi) If a ~b,  there exists an adjacent pair of ideal vertices of types a, b, 
respectively; 
(vii) If a =/: b and a, 3 are adjacent ideal vertices of types a, b, respectively, 
then there exist ideal vertices al e lo and o4 e lb such that (al,  o, 3, o4) is a 
4-circuit (an ideal 4-circuit (o i )= (01, 02, a3, a4) with 01, 02 e I~ and o3, o4 e Ib 
(after possible cyclic permutation) is called a diad of bitype (a, b)); 
(viii) (Completion) If (ai) is a diad of bitype (a, b) and if 3 is a vertex in the 
n-clique of ai, 0i+1 (read indices mod 4), then there is a vertex 3' in the n-clique 
of ai+2, o/+3 such that (3, 0i+1, ai+2, 3') is a diad. Moreover, if ai+l, ai+2 have 
distinct types (a or b), then 3, 3' have distinct types and the new diad has bitype 
(a, b); if 0i+1, o/+2 have the same type, say a, and if 3 has type c, then the new 
diad has bitype (a, c). 
If X is a projective plane of order n with line lo, it is easy to see that the based 
graph (F(X), Y) is n-shatuah. 
Definition. If o, 3 are adjacent ideal vertices, we let c(a, 3) denote the n-clique 
they determine (Axiom (ii) and Lemm/l 19(iv)). 
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Definition. Two diads (at) and (o~) are related if, after possible cyclic permuta- 
tion, o~ = 01, o~ = 02, o~ ~ c(02, 03), and o~ ~ c(01, 04). 
The two diads in Axiom (viii) are related. Two related diads (ai and a' )  either 
have the same bitype (a, b) or distinct bitypes, say (a, b) and (a, c). We illustrate 
these two cases in F(X)  in Fig. 21. 
a 
! 
@ 
Fig. 21. 
In the first case, there are three distinct antiflags x $ab (i.e., three affine 
n-cones); in the second case, both diads yield the same pair of affine n-cones. The 
completion Axiom (viii) asserts the existence of a diad related to a given diad (cf. 
Fig. 22): in X it says that if one of the four outer vertices of a diad is moved on its 
axis, e.g. y to z (so we have {0, a, z}), then the triangle {0, b, z} exists and fits 
into a diad which is related to the original diad. 
a 
x z 
b 
Fig. 22. 
I ~  21. Every n-shatuah graph determines an incidence structure. 
Proof. Call the ideal n-cone la a nekuda. If C and C' are alfme n-cones, say C 
and C' are equivalent, denoted by C - C', if C = C' or if there is a sequence of 
diads (o~), k = 1, 2 , . . . ,  q, with (o~) and (o~ +1) related for 1 <~ k < q, and with 
C = 1(011, o21) and C' = l(o~J3, oI). It is clear this is an equivalence relation; call the 
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equivalence class of C a kav and denote it by [C]. Finally, a nekuda/a and a kav 
[C] are incident, denoted by I~ e [C], if there is an atfine n-cone C '~ C with 
I, 1"3 C' ~ 0. (A picture drawn in X gives the origin of the incidence relation just 
defined.) [] 
We shall show that this incidence structure is an affine plane of order n. We 
need two lemmas. 
Lemma 22. If  I~ tq C ~0 and if C ' -C  (where C, C' are aflfine n-cones), then 
I nc'.O. 
Proof. We use induction on q, where there is a chain of q related diads exhibiting 
C - C'. If q = 1, there is a diad (oi) with C = 1(02, o3) and C' = 1(01, o4), where 
01, 02 ~ Ib and 03, 04 ~ Ia for some b, d. Now I,, n C = I~ n 1(02, 03) 6= 0; assume 
3 e I~ n (7. Now C n Y is a clique, by (iv), so that (iii) gives C = I(02, 03)= 
1(03, 3). The completion axiom (viii) provides 3' with (3, 03, 04, r ' )  a diad of 
bitype (a, d). Hence I, f3 1(04, r ' )  ~ 0. But r '  e 1(04, 00, whence 1(04, r') = 
1(04, o l )=C' ;  therefore lanC'=/=O. The inductive step is similar, with the 
additional (harmless) option that the bitypes of the last two diads ((q - 1)st and 
qth) are the same. [] 
Lemma 23. Let (N, K, R) be an incidence structure and let n >t 2. Assume 
(a) Every pair of points lies on at least one line; 
(b) INI  <n2; 
(c) IKI n(n + 1); 
(d) There are exactly n points on every line. 
Then (N, K, R) is an affine plane of order n. 
Proof. See [2, 3.2.4(i)]. [] 
Theorem 24. The incidence structure determined by an n-shatuah graph ( G, Y) is 
an afjine plane of order n. 
Proof. Clearly there are  n 2 nekudot Ia. If 1~ ~ lb, then (vi) provides an adjacent 
pair of ideal vertices o, r of type a, b, respectively, and (ii) provides an affme 
n-cone 1(o, 3) containing them. Plainly la n 1(o, 3) :k 0 :/: lo N 1(o, 3), so that 
I~ e [I(o, 3)] and Ib ~ [1(0, 3)]. We have verified (a) and (b) of Lemma 23. 
To verify (c), let us first count the number ~, of affme n-cones. Axioms (iv) and 
(v) give 2 I Y[ = ny, whence y = n2(n + 1). Next we show that each affme n-cone C 
is equivalent o at most n affme n-cones. Assume that oo, Ob ~ C, where oo, ob 
are ideal vertices of types a, b, respectively (axiom (iv) says C n Y is an n-clique); 
it follows that from (iii) that C = I(o~, Oh). By (vii), there is a diad (3i) of bitype 
(a, b) with 31, r2 e I~, r3, *4 e Ib, Oa - "  31, and 0 b --" ~4"  If C' ~ C, then this 
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equivalence is displayed by a chain of related diads, starting with (zi). Consider a 
pair of related diads. If they have distinct bitypes, then the pair of altine n-cones 
determined by each is the same. If the bitypes are the same, say (a, b), then the 
number of C' is bounded by n, the size of the largest clique containing rl, 1:2. 
There are thus at most n C' equivalent o C, hence at least n(n + 1) kavim 
(equivalence classes of affine n-cones). 
Finally, (d) follows from (iv) and Lemma 22. [] 
If A is an affme plane of order n imbedded in a projective plane X of order n, 
define F(A) as the full subgraph of F(X) spanned by those triangles having no 
vertices on the line at infinity. It is easy to see F(A) has ~n2(n 2 -  1)(n 2 -  n) 
vertices. Now if A is the affme plane determined by an n-shatuah graph (G, Y), 
one cannot conclude that F(A) and G are isomorphic graphs. After all, the 
full subgraph of F(X) spanned by y =n2(n + 1) n-cones involves at most 
n2(n + 1)(n ~-1)= ½n3(n + 1)2 vertices; thus this n-shatuah subgraph as about n 5 
vertices while F(A) has about n 6 vertices. 
It is a reasonable question to ask what value this graph-theoretic version of 
planes has. Certainly the original definition of an affme plane is much simpler 
than that of a shatuah graph! We have two answers. The first is that one may be 
able to extract information from the adjacency matrix of the graph. For example, 
one knows that the study of the eigenvalues of a strongly regular graph lead to an 
integrality condition involving various parameters of the graph [1, p. 340]. Now 
the graph F(X) is only very regular, but perhaps ome integrality condition exists 
for these graphs as well. We are led to a problem (computation of eigenvalues) 
that is now too difficult; we thus seek more delicate information about the graph 
F(X) that may allow such computation (when n = 10, F(X) has a p x p adjacency 
matrix where p = 203 500). But we have another reason to proceed analyzing 
F(X). In [3, Theorem 20], we proved that the collineation group of a plane X of 
order n .(if X exists) is isomorphic to the subgroup of GL(H(X)) consisting of all 
nonsingular f with f (T)  = T. This suggests that T should be described not merely 
as an abstract graph but as a graph imbedded in a vector space. 
The next lemma gives a graph-theoretic description of the sum of two 
triangles. 
I~mma 7,5. Let X be a projective plane of order n. 
(i) I f  01, o2 are adjacent vertices in F(X), then there are n -  1 vertices 
simultaneously adjacent to or, o2. 
(ii) The full subgraph of F(X) spanned by these n -  1 vertices has two 
components: one component has a unique vertex, namely, 01 + o2; the second 
component is a clique. 
(iii) I f  n > 3, then ol, 02 e Vert F(X) are adjacent if and only if ol + 02 is a 
triangle; moreover, in this event, each of o1, 02, ol + o2 is the sum of the other 
two (hence each is adjacent to the other two). 
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Proof. (i) Write al = Z(Xo, xl, z) and tr2 = r(xl, x2, z), where Xo, xl, X2 lie on a 
line l and z ~ 1. The n - 1 vertices are trl + 02 = l:(Xo, x2, z) and {~(xl, x, z): 
x • l - {x0, xl,  x2} }. 
(ii) It is plain ol + a2 is not adjacent o the other triangles just described, while 
the others do form a clique. 
(iii) When n > 3, one has n-  1 > 2 and so the two components above can be 
distinguished. The last statement follows from the identity in H(X): trl + (ol + 
0"2)--" 02, for H(X)  is a vector space over GF(2). [] 
Corollary 26. Let X be a projective plane of order n > 3. 
(i) Every graph automorphism q~ of F(X) extends to a nonsingular linear 
transformation 9 of H(X). 
(ii) The map q9 ~ 9 induces a group isomorphism from Aut(F(X))  (the 
automorphism group of the graph F(X)) to Col(X), the collineation group of X. 
Proof. (i) Regard Vert F(X) = T as a subset of H(X),  and note that T contains a 
basis of H(X). By Lemma 25(iii), q~:F(X)--> F(X) is additive. Choose a flag 
x0 • lo and let { r~ = r(a, x, x0): a ¢ 10, x • l0 - {x0}  be the corresponding (flag) 
basis of H(X). Define a linear transformation 9:H(X)-->H(X) by 9(ra~)= 
q0(ra~). We claim 9 IT  = tp. Let o•  T. If o has two vertices on 10, i.e., 
o = z(a, x, y) for x, y • 10, then either y = x0 and o = r~ or o = r~ + roy. Of 
course, 9 (0)  = q0(o) when o = ra~; in the second event, ~0(o) = tp(r~ + roy) = 
tp(ro~) + if(roy) (additivity of tp) = 9(~)  + 9(%y) = 9( r~ + ray) = 9(0) .  If o has 
one vertex on lo, then o = tr' + a/', where each of tr', tr" has two vertices on lo 
(see the proof of Lemma 2). As above, one shows tp(o)= tp(tr ' )+ if(a,")= 
9(tr ' )  + 9(a" )  = 9(0) .  Finally, if o has no vertices on lo, then o = fl' + fl", where 
each of fl', fl" have one vertex on 10. Again, tp(o) = tp(fl') + ff(fl") = 9(f l ' )  + 
9(fl") = 9(0)  • Since im 9 contains the subspace spanned by im ff = T, and since 
T contains a basis, 9 is surjective. Therefore 9 is nonsingular. 
(ii) Clearly ff ~ 9 is a group monomorphism Aut(F(X)) - - ,  GL(H(X)).  Its 
image is the subgroup of all f with f (T )  = T (for the restriction to T of such an f is 
a graph automorphism). Finally, [3, Theorem 20] gives an isomorphism between 
this subgroup of GL(H(X))  and the collineation group of X. [] 
One could prove a weaker version of Corollary 26 using Theorem 24: the group 
of based automorphisms of (F(X), Y), i.e., all graph automorphisms ~p :F(X)---, 
F(X) with lp(Y) = Y, is a subgroup of the collineation group of X (for every such 
~p induces an automorphism of the incidence structure determined by (F(X), Y)). 
The end result of a series of papers of D.R. Hughes, S.H. Whitesides, 
Anstee-Hal l -Thompson,  and Janko-van Trtmg is that a projective plane X of 
order 10, if it exists, has no nontrivial collineations. One could thus prove no such 
plane X exists if one could produce a nontrivial automorphism of F(X). 
Here is a very general construction of a graph. Let G be any abelian group and 
64 J.J. Rotman 
let T be any nonempty subset with T Iq 2T = 1~. Define the graph whose vertices 
are the points of T and with z, T' • T called adjacent if • + 3' • T. If we further 
assume G has exponent 2, i.e., G is a vector space over GF(2), we obtain the 
following properties. 
Definition. A graph G is additive if, for each pair of adjacent vertices 
u, v • Vert G, there is a (uniquely defined) vertex u + v, called their sum, such 
that 
(i) (Commutativity) u + v =v  + u; 
(ii) (Absorption) Whenever u, v are adjacent, then each of u, v, u + v is the 
sum of the other two; 
Off) (Associativity) If u, v, w • Vert G are such that u + v, (u + v) + w, and 
v + w are defined, then u + (v + w) is defined and equals (u + v) + w; 
(iv) (Substitution) If (u + v) + (x + y) = w, v + y = v'  + y ' ,  and u + y '  = x + 
v',  then (u + y ' )  + (x + v')  = w. 
We have seen that when X is a projective plane of order n > 3, then the graph 
F(X)  (viewed in H(X))  is additive. (We have not checked whether the four 
properties in the definition of additive follow from Lemma 25.) 
The following construction is available in any additive graph. 
Defmition. Let G be an additive graph and let S c Vert G. Define 
ZS = {or 1+ 0"2-" Orl, 0" 2ES}.  
(Of course, ZS=~ is possible.) Define inductively: S0=S;  Sk+I=SKUZSk. 
Finally, define S®= (-Jk~O Sk. Regard S® as the full subgraph of G spanned by 
these vertices and call S~ the Z-limit of S. 
I~mma 27. Let A = (31 , . . . ,  ~)  be a maximal string in H(X),  where X is a 
projective plane of order n. 
(i) The Z-limit A® of A is I(,4). 
(ii) There is a graph isomorphism ~p:l(A)-->C(n) (an n-cone) with ~P(~i + 
• i+1+""  + ~j) = (i, i+ 1, . . .  , j ) fo r  allO<~i<<-j<~n. 
Proof. (i) One proves easily by induction on k <~n that Ak+ 1 =A k [ - J ,~4  k = 
{'[i Jr "[i+1 J r - "  • Jr "l~i+k : 1 <~ i <<- n - k } , whence A® = L_Jk~o Ak  "- I (A ). 
(ii) Since {z l , . . . ,  ~n} is independent, he function ~p is easily seen to be a 
bijection I(A)---> Vert C(n). If we now regard I(A) as the full subgraph of F(X) 
spanned by its triangles, we may easily see ~p is a graph isomorphism, i.e., ~p 
preserves adjacency. [] 
De6nition. A rigid m-path in F(X) is a path with vertices 3x, ~2, . . . ,  "Cm for 
which there exists a graph isomorphism ~P '{z l , . . . ,  ~m}®-->C(m) such that 
~P(~i + 1:i+1 +- ' "  + l:j) = (i, i + 1 , . . . ,  j)  for all 0 <~ i ~<j ~< m. 
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Corollm?l 2,8. Every edge in F(X) is part of a rigid n-path. 
Proof. Immediate from Lemmas 27 and 5(iii). [] 
Observe that rigid n-paths can be defined in any additive graph (of course, they 
need not exist). 
Detlnilion. A d-graded graph is a graph whose vertex set is partitioned into d 
blocks. 
A 1-graded graph is just a graph; a 2-graded graph may be viewed as a based 
graph (in two ways); any subgraph of a d-graded graph is a d'-graded graph for 
some d' ~< d. 
Besides the n-cone C(n) already introduced, we need one more concrete 
graph. 
DeAnilion. A cluster is the 5-graded graph with 16 vertices {0}, {1, 2, 3, 4, 5, 6}, 
{A, a', a"}, {B, b', b"}, {C, c', c"} pictured in Fig. 23 (the arrows on the outer 
perimeter indicate undrawn edges, e.g. both a' and a" are adjacent o A). A 
cluster is not a planar graph, for it contains acopy of the complete bipartite graph 
K3,3 (with some vertices of degree 2 inserted; see Fig. 24). A cluster has four 
vertices of degree 6, namely, O, A, B, C, while all other vertices have degree 4. 
The grading allows us to distinguish 0 from A, B, C because {0} is the only 
singleton block. 
a m a e 
b" 
A 
Fig. 23. 
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Fig. 24. 
DeAmltion. The vertex 0 is the center of the duster; the blocks {A, a', a"}, 
{B, b', b"}, and {C, c', c"} are called twigs, and the (nine) elements of the twigs 
are called leaves. The leaves A, B, C (of degree 6) are called special. 
The next lemma shows that a choice of labeled line in a projective plane X 
equips F(X) with a grading. 
Lemma 29. Let X be a projective plane of order n with labeled line lo, and let 
H = {Ai: 1 <~i <<-n 2} be the family ofmaximalstrings in H(X) corresponding to the 
antiflags a ~ lo. 
(i) The family {I(Ai): 1 ~< i ~< n 2} is a disjoint family. 
(ii) If Y = [ -~ l  I(Ai), then T = Vert F(X) is the disjoint union T = Y O (ZY - 
Y) U ,Y,(ZY - Y), whence F(X) is an (n 2 + 2)-graded graph. 
(iii) IYI = ½nS(n + 1), I zY -  YI = ½n3( n2-  1), and 
IZ(ZY- YI = i6na(n- 1)2( n + 1). 
Proof. (i) This is immediate from Lemma 9. 
(ii) A glance at the proof of Lemma 2 shows Y consists of all triangles having 
two vertices on lo, ZY - Y consists of all triangles having exactly one vertex on lo, 
and Z(ZY-  Y) consists of all triangles having no vertices on lo. 
(iii) Routine. [] 
We have not forgotten that F(X) is an additive graph; indeed, we have used 
additivity to define the grading on F(X). As usual when one has two structures on 
an object, one seeks how they interact with each other. 
Detlnilion. Let G be an additive graph. If U, V are (not necessarily distinct) 
subsets of Vert G, then 
U + V = {u + v: u e U, v e V, and u + v is defined}. 
Lemma 30. (Compatibility) Let X be a projective plane of order n, and let F(X) 
be its (additive) graph equipped with the grading of Lemma 29. 
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(I) 
(II) 
(III) 
(IV) 
(V) 
(VI) 
(VII) 
(VIII) 
I(Ai) + I(Ai) c I(mi); 
If i #= k, then I(A,) + l(Ak) c ,ZY - Y; 
Y+ YcZT;  
Y + (Z 'Y -  Y) ~ Y; 
Y + Z(2-'Y- Y)= O; 
(ZY-  Y) + (ZT-  Y) c- (ZY -  Y) U Z(ZY-  Y); 
(ZY -  Y) + ~v(Z'Y - Y) r- 2-'Y - Y; 
 (z3, - Y) +  (z3, - Y) - Y). 
Remark. The following (symmetric) table summarizes 
abbreviates 2"T - Y and Z'Z abbreviates Z(ZY - Y)). 
this lemma (where Z, 
+ I(A,) l(Ak) Y Z ZZ 
l(Ai) 
l(Ak) 
Y 
Z 
ZZ 
l(Ai) 
z l(Ak) 
YU Z Y t~ 
0 Z ZZ 
Proof. All cases are obvious from the viewpoint of counting how many vertices a 
triangle has on 10. Of course Y + Y ~- Y t3 (2-31 - Y) follows from (I) and (II). [] 
We have already seen that the graph F(X) of a projective plane X Of order n is 
a compatible (n 2 + 2)-graded additive graph. 
Lemma 31. Let X be a projective plane of order n, and let F(X) be its graph, 
equipped with the grading of Lemma 29. 
(IX) For each o e Z'Y - Y, there are exactly two triangles ~', z" ~ Y adjacent o 
o; moreover, o = ~' + r", and r', r" lie in distinct antiflags. 
(X) For each p ~ Z(Z"Y -Y ) ,  there are exactly six triangles oj e Z 'Y -Y  
adjacent o p; moreover 
p = ~1 + a2= ~3+ a4= a5 + if6. 
(XI) For each p eZ(Z 'Y -Y ) ,  the full subgraph of F(X) spanned by 
{p, oj, ~,  ~;': 1 <<-j <<-6} is a cluster with center p, where { oj 1 <~j <~ 6} are as in 
(X) and oj = ~ + ~' as in (IX). 
(XII) For each p ~ ,~(ZY-  Y), the twigs of its cluster determine three l(Ai) in 
1I, and this function ~,(~x-'~_ y)_..> {3-subsets of FI} is injective. 
Proof. (IX) and (X) follow from the proof of Lemma 2. 
(XI) Again we refer the reader to I_~mma 2; set p = r(a, b, c), 
having no vertices on lo (see Fig. 25). 
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Fig. 25. 
z 
In more detail, 
p -- "r(a, b, c) = "r(x, a, 
= ~(X, y, 
p "- "r(a, b, c )= "r(y, a, 
= r(x, y, 
p = r(a, b, c) = ~(z, a, 
b ) + b, c) 
a) + r(x, y, b) + r(x, z, b) + r(x, z, c), 
c) + r(y, b, c) 
c) + y, a) + tO', z, b) + r(y, z, c), 
c) + r(z, a, b) 
z, c) + r(y, z, a) + "r(y, z, b). 
and r(y, z, b) occurs twice, so there are 
= z(x, z, a) + ~(x, 
Note that each of ~(x, y, a), r(x, z, c), 
only nine triangles having two vertices on /o; moreover, each of the antiflags 
a ¢ lo, b ¢ lo, c ¢ lo partition these nine triangles into three blocks of three. The 
three triangles cited above which occur twice are the special eaves of degree 6: 
A = r(x, y, a), B = ~(y, z, b), and C = r(x, z, c). With the following partial 
correspondence, the reader may easily draw the cluster: 2o~(x ,  b, c); 4 ,*  
• (z, a, b); 6o  a, c). 
(XII) If p = T(a, b, c) E Z(£Y - Y), i.e., if p has no vertices on lo, then the 
three twigs of the cluster with center p inherit the grading corresponding to the 
antiflags a ¢/0, b ~/o, c ¢ 10, i.e., from I(A,), I(Ab), I(Ac). We conclude that 
p~ {I(Ao), l(Ab), l(Ac)} is injective because p is determined by its vertices 
{a,b,c}. [] 
Definition. Denote the twigs of peZ(ZY-Y)  by T~, Tb, T~, where, e.g. 
T~ = {T(x, y, a), r(x, z, a), l'(.V, z, a)} = {A, a', a"} c I(Ao). We say each triangle 
in T~ is of qpe a (one may regard a as an integer between 1 and n2). 
Coroilsry 32. Let p e ~(~vY_ y).  
(i) Each vertex in the cluster with center p which lies in ~ 'T -Y  is a sum: 
1 =A +b ' ;  2=C+b" ;  3 = C+ a';  4= B + a"; 5=B+c' ;  6=A+c" .  
(ii) (Leaf decomposition) In H(X),  p = A + B + C. 
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Proof. (i) This is clear once one completes the labeling of the vertices of the 
cluster (recall that, in any additive graph, each vertex of a 3-cycle is the sum of 
the other two vertices). 
(ii) Recall that p=1+2(=3+4=5+6) ,  and l+2=(A+b' )+(C+b")= 
A+B+CbecauseB=b'+b" .  [] 
Let us redraw the cluster with center z(a, b, c) so it displays all available 
information; see Fig. 26. 
Fig. 26. 
Here is a second rendition. 
A = xya 
b ' = xyb A + b ' = xab A + c' = yac c' = xyc 
b" = xzb  C + b" = xbc 0 =abc  B + c" = ybc c" = yzc 
C = xzc C + a' = zac B + a" = zab B = yzb 
a' = xza a" = yza 
Note __that A --- z(x, y, a)__z, B = r(y, z, b), and C = z'(x, z, c). Also, x = 1o O ~~, 
y = lo nab ,  and z = lon  bc. If one draws a picture in X, one can see the leaf 
decomposition: z(a, b, c) = A + B + C. 
• The next pair of lemmas treats adjacency of triangles in F(X)  which are not in 
Y, i.e., which do not have two vertices on lo. 
Lemm 33. Let  X be a projective plane o f  order n with labeled line lo, and let 
F (X)  be its graph equipped with the grading o f  Lemma 29. Let a, • ¢ ~ 'Y -Y  
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(whence o = o:' + ~' with tr' • l(Ai), tr" • I(Am) and i :k m, and r = fl' + t"  with 
fl' • I (Ap) ,  fl" • l (Aq)  and p:/:q).  
(i) I f  o, • are adjacent, then they have the same vertex on lo. 
(ii) I f  o, • are adjacent and o + • • Z'Y - Y, then tr" = t"  and tr + ~ = (r' + fl'. 
(iii) I f  tr"= t"  and tr' and fl' are adjacent, then o, z are adjacent and 
O+ 1:= ad +f l ' .  
Remark. We do not analyze the case o + r • ,Y(2-'Y- Y). 
Proof. (i) Otherwise the two vertices hared by o and r (Lemma 4) do not lie on 
lo; moreover, the three collinear vertices lie on a line I passing through one of the 
shared vertices, and l :/: 1o. The only possible vertex involved in o and r is thus 
l O lo; the result follows. (It follows immediately that o + ~ ~ Y: Lemma 30(VI).) 
(ii) There is a line l :/: l0 with a, b, c • l and a point x e lo with o = r(x, a, b) 
and ~=z(x ,b ,c ) .  If z=ln lo ,  then " r (x ,a ,b )=r (x ,z ,a )+z(x ,z ,b )  and 
• (x, b, c) = r(x, z, b) + ~(x, z, c), and the statement follows. 
(iii) In H(X), wesee o+ r=a~'  + a,"+ fl' +fl"=oc' +f l ' ,  for a"+f l "=2od '= 
O. Since od + fl' • T, by hypothesis, it follows that o + r • T and so o, r are 
adjacent. [] 
Lemma 34. Let X be a projective plane of  order n with labeled line lo, and let 
F (X)  be its graph equipped with the grading of  Lemma 29. Let o, z • ,S(ZY - Y)  
(so that A,  B, C are the special eaves of  o and B', C', D' are the special eaves o f  
3). Then there is to • .S(~g - Y) (with special eaves A", B", D") with o + z = to i f  
and only if A = A", C = C', and D' = D"; moreover, B + B' = B". 
ProoL Assume a + z = to; note that to • Z(ZY-  Y), by Lemma 30(VIII). Let 
o = z(a, b, c), • = ~(b, c, d), and to = ~(a, b, d) (thus a, c, d are collinear, and b 
is a point off their line). Using the redrawing of a cluster after Corollary 32, we 
see the leaf decompositions are 
(A + B + C) + (B' +C '+ D' )=A"+ B"+ D", 
where A=~(x ,y ,a ) ,  B=~(y ,z ,b ) ,  C=~(x ,z ,c ) ,  B '=~(w,z ,b ) ,  C '= 
z(x, z, c), D' = r(w, x, d), A" = z(x, y, a), B" = T(w, y, b), and D" = r(w, x, d) 
(here x = lo O ff~, y = lo O ab, z = 1o O bc, and w = lo O bd). The conclusion is 
obvious. 
Conversely, since twigs, hence their special leaves, determine the vertices of 
triangles in Z(ZY-Y) ,  we see that o and • involve only four vertices, say, 
a, b, c, d; assume b, c are their common vertices. Define u = lo O ad, v = lo n cd, 
and w=lonbd.  Thus A=~(x ,y ,a ) ,  B=~' (y ,z ,b ) ,  C=~(x ,z ,c ) ,  B '= 
• (w, z, b), C' = t (v ,  z, c), D'  = ~,'(v, w, d), A"= ~(u, y, a), B" = z(w, y, b), and 
D"= ~(u, w, d). The given equations gives u = v = x, and this forces co!!inearity 
of x, a, c, d, as desired. [] 
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Remark. In the above notation, the vertex b (singled out by the condition 
B + B'  = B") is the vertex not collinear with the other three vertices a, c, d. 
We shall need the following peculiar property of F(X) .  
l~mma 35. Let X be a projective plane o f  order n with labeled line lo, and let 
F (X)  be its graph equipped with the grading o f  Lemma 29. Assume ~, rl, to • 
-Y  (whence ~ = o¢' + od', t 1 = fl' + fl", and to = ),' + ),", where od, cd', fl', fl", 
),', )," • Y). Then tr' + fl' = ),' and tr" + fl" = )," cannot occur. 
Proof. If a~' + fl' = ),'and a/' + fl" = )," does occur, then the triangles ~, r/, to 
collectively involve only two vertices off lo, say, a, b. Thus ¢ = z(a, b, x), 
~/ = ,(a, b, y), and to= z(a, b, w), where x ,y ,w• lo .  If z=lotqab ,  then 
x, y, w, z are distinct points on lo. Now ~ = a~' + a/' = z(a, x, z) + z(b, x, z), 
rl = fl' + fl" = ~(a, y, z)  + ~(b, y, z), and to = ),' + )," = ~(a, w, z)  + ,:(b, w, z). 
We observe that a~' + fl' = ~(a, x, z) + z(a, y, z) = z(a, x, y) :/: ~(a, w, z) = ),'; 
similarly t r"+f l"~)," .  [] 
Denn~ion. Let n > 3 be an integer. Let G be an additive graph containing a 
family of rigid n-paths/ - /= {~ti: 1 ~< i ~< n 2} such that 
n 2 
Y= U (at,)= 
i=1 
is a disjoint family. Assume further that G is an (n2+ 2)-graded graph with 
Vert G = Y O (ZY - Y) O ~(2"Y - Y) 
and the compatibility conditions (I)-(VII I)  hold. Call such a graph G n- 
immersible if it satisfies the following further conditions: 
(IX) For each cre 2"Y - Y, there are exactly two vertices tr', =" e Y adjacent 
to or; moreover, 0. = tr + c~" and tr', c¢' lie in distinct (~r3®'s. 
(X) For each p e Z(ZY-Y) ,  there are exactly six vertices aj • ZY-Y  
adjacent o p; moreover 
0=O'1+O2=O3+O4=O5+O6.  
(XI) For each p • Z(2- 'Y-  Y), the full subgraph of G spanned by {p, 0"j, ac}, 
a'7:1 <~j ~< 6} is a duster with center p, where {0": 1 <~j ~< 6} are as in (X) and 
are as in ( i x ) .  
(XII) For each p • Z(2"3 T - Y) ,  the twigs of its cluster determine an injection 
X(ZY-  Y)---, {3-subsets o f / /} .  
(XIII) Let 0", 1: • 27(~" - Y), and let 0" = o~' + a," and • = fl' + fl" as in (IX). 
Then 0., r are adjacent if and only if at' = fl" and o~', fl' are adjacent; moreover, 
O + 17= tg' + f l ' .  
(XIV) Let 0., l r•Z(ZY-Y)  have special leaves A, B, C and B', C', D' ,  
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respectively. Then o, z are adjacent if and only if there is to e Z(ZY-  Y) with 
special leaves A", B", D" such that A = A", C = C', D '  = D", and B + B' = B"; 
moreover, o + r = to in this event. 
(XV) If ~, T/, to e ZY-  Y are decomposed (as in (IX)): ~ = t r '+  ~', T/= 
fl' + fl" and to = 3" + 3'", then tr' + fl' = 3" and or" + fl" = 3'" cannot occur. 
Theorem 36. I f  X is a projective plane of order n with labeled line lo, then its 
graph r (x )  is n-immersible. 
Proof. Lemma 27 through Lemma 35. [] 
We confess we have made no effort to shorten the list of axioms in the 
defi ifion of n-immersible, and it is quite possible redundancies appear. 
DeCree/on. Given an integer n > 3, an (n2- t  - 2)-graded additive graph (G, Y, 
ZY -  Y, ,V,(ZY - Y)) is n-planelike if it is n-shatuah and n-immersible. 
Corollary 37. I f  X is a projective plane of order n with labeled line lo, then F(X) is 
n-planelike. 
We have not tried to eliminate possible redundancies. One should observe, 
however, that the various axioms in the definition of planelike may help in 
constructing the adjacency matrix of F(X), e.g. Lemma 30 shows how to 
partition the matrix. 
The next result explains the term "immersible". 
l~eorem 38. Let G be an n-immersible graph for some n, and let H be an 
n3-dimensional vector space over GF(2). Then there exists an injection 
q~ :Vert G--* H - {0} such that ~, T 1 e Vert G are adjacent if and only if there exists 
to e Vert G with q~(~) + ~(T/) = ~(to); moreover, ~ + tl = to in this case. 
Indeed, given any basis {~ij: i <~ n, j <- n 2) of H and base Y = U (:ti)® with 
{~i = ( t ry1 , . . . ,  trin)} a disjoint family of rigid n-paths, the injection q9 may be 
chosen so that ~(trij) = ~ij for all i, j. 
Finally, q~ extends to ~ e GL(H). 
Proof. Choose a doubly indexed basis of H, say, 
{rij: 1 <~i <~n2, l ~ j  <~n}; 
for each i, define Hi = (zil, ~ i2 , . . . ,  ~m), the subspace of H spanned by the 
displayed elements, so that H is the direct sum H = ~'H~. Let H = {:r~: 1 <~ i ~< n 2} 
be a family of rigid n-paths whose Z-limits (:r~)® form a disjoint family in G; write 
~rj = (tril, t r ,~ , . . . ,  trm), where trij e Vert G. 
We construct ff in several stages, as dictated by the grading in G. Begin by 
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defining qg(acij) = ~ij for all i, i. For each fixed i, the definition of rigidity provides 
an injection tp : (~ti)®--~ Hi; moreover, for ~, 77 • (~ti)®, ¢ + 7/is defined if and only 
if tp(¢) + q0(t/) = q0(~ + 7/). Further, since disjointness gives (~ti)® f3 (~m)® = t~ for 
i ~ m, and since tp((~ti)®) f'l qg((~t,,,)®) =/-//f3 Hm = {0}, ti0 may be extended to 
Y = U~/~I (~i)®- It is plain q9 is still injective, but adjacency requires more careful 
study. 
Assume fl • ZY-Y .  By (IX), q9 has a unique extension over Z-T= Y t.J 
(~Y - Y): if fl = tr' .4- tr", with a~', tr" • Y, define qg(fl) = qg(tr') + ti0(tr"). To see 
that q9 is still injective, assume fll • 2-'Y - Y, fll = tr~ + a/~ with try, a~ • Y, and 
q0(fll) = qg(tr~) -4- qg(tr~) = ti0(a~') -4- qg(tr") = qg(fl). Let type t r '=  i, type a / '=  m 
with i 4= m (i.e., a~' • (~ti)®, etc.), and let type tr~ = r, type a'~ - s with r ~ s. Thus, 
qg(tr') .4- qg(tr") • Hi • Hm and q0(a~) .4- q0(a~) • H~ ~ H~. It follows from H= 
~j~l//~ (direct sum) that {i, m} = {r, s}, say, i=  r and m =s,  whence qg(tr') = 
qg(a~) and q0(ct")= qg(tr~). Since q0 I Y is injective, a~'= try, ~'  = tr~, and 
fix = a~ + a/~ = tr' + a/ '= fl; therefore q9 I ZY is injective. 
To complete the construction of qg, assume ), • Z(2rY - Y). By (X), there are 
six fl • ZY - Y with ~ = fl~ + fie = f13 .4- f14 = fl5 + f16. Each flj, for 1 ~<j ~< 6, has a 
unique decomposition flj = a~ + ~'  with a~, ~'  • Y. Since ~ is the center of the 
cluster determined by these data (XI), we have qg(fl~) + qg(f12) = ti0(fla) .4- tp(fl4)= 
tp(fls) + tp(fl6); define q0(),) as this common value. Property (XII) shows that q0, 
now defined on Vert G, is injective. 
We turn now to the adjacency statements. For distinct vertices ~, 77 • Vert G, 
there are six possibilities: (1) ~ , r /•Y ;  (2) ~•Y ,  r /•ZY-Y ;  (3) ¢•Y ,  
7/• ~(Z 'Y -  Y); (4) ~, 7/• ,ET' -  Y; (5) ~ • Z I / -  Y, 7/• ~(~T ' -  Y); (6) ~, r /•  
~(ZY-  Y). 
Case1. ~, rl e Y 
Assume type ¢ = i and type t /=  m. If ~ + r / is  defined and i = m, then ~ + r/ 
also lies in (~ri)® and this case has been treated in the construction of qg. If i ~ m, 
a¢" • a¢' a / '  -- then  ~ + 7/e ZY - Y (by (II)), so there are unique t~', Y with + 
+ 77, by (IX), and qg(~ + 7/)= qg(a~')+ q0(tr"), by definition of ti0. But unique- 
ness gives tr' = ¢ and a," = 77, so qg(~) + ~(r / )= tp(~ + t/). 
Conversely, assume q0(¢) + ~(r/) = qg(to) for some to e Vert G. If i = m, we 
have already seen ¢ + t/ is defined and to = ~ + r/; we may thus assume i ~ m. If 
to • Y, then to has some type, say, r. Thus qg(to) • Hr f'l (Hi • Hm), and we may 
assume r = i. Thus tp(to) + qg(~) = qg(t/) • Hi f'l Hm = {0}, giving the contradiction 
q9(7/) = 0. If to • Z'Y - Y, then to = tr' + t~" with type tr' = r, type ~'  = s, and 
r , s ,  and qg( to )=qg( t r ' )+qg( t r " )eHr~Hs.  Therefore tp (¢)+qg( t / )=qg( t r ' )+ 
qg(tr") implies i = r and m = s; injectivity of q9 now gives ~ = tr' and 7/= tr", 
whence to = ~ + 7/, as desired. 
Before dealing with the last possibility to • Z(ZY-Y) ,  let us show such a 
vertex has a leaf decomposition as in Corollary 32(ii). If to • Z(ZY-  Y), then 
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to = fll + f12 with /31, f12 e 2-'Y- Y and qo(to) = qo(fl 0 + q9(~2). Decomposing 
further, fl~ = acl + cr~ and f12 = c~ + ac~, where the ac tic in Y and qg(fli) = 
qg(tr~) + tp(~') for i = 1, 2. The cluster with center to shows te'~ + tr~ is defined (it 
is a vertex of degree 6), and one leaf of the duster is { trl, a'~ + t~, a~}. We have 
already seen that qg(a~ + ~)  = qg(~' 0 + tp(a~). Examining the other two leaves of 
the duster leads to the leaf decomposition of tp(to): there are vertices A, B, C of 
distinct types p, q, r, respectively, with tp(to) = tp(A) + qg(B) 4. tp(C). 
We return to the proof: assume q0(~) + tp(r/) = tp(to) with to e Z'(ZY - Y). 
Now cp(to) = ~p(A) + ~p(B) + ~p(C) e Hp ~ Hq ~ Hr. But ~(~) e Hi and q0(T/) e Hm 
forces one of ~(A),  ~p(B), q0(C) to be 0. This contradiction shows this subcase is 
impossible, and Case 1 is completed. 
Case2. ~ ~ Y, rl e ZY-  Y 
Assume ~ + r/ is defined, so absorption in an additive graph gives 7/= 
(¢4- r / )+~.  By (IV), ¢4 , r /eY .  Now there are unique ad ,~ 'eY  with 
r /= a~' + tr", whence tr' = ~ + r/ and ~'  = ~. The definition of tp gives qg(r/) = 
qg(ct') 4, tp(tr")= tp(¢ 4, r/) 4. tp(¢), and so tp(¢ 4. r/) = qg(~) + tp0/). 
Conversely, assume tp(~) + tp(r/) = tp(to). Let ~ have type i, so tp(¢) e Hi. Now 
7/= tr' 4- tr" (so tp(r/) = tp(tr') + tp(a,")), where tr', a~" have types r, s, 
respectively, and r~s .  Again we ask where to resides. If to e Y, then tp(¢)+ 
tp(to) = q907 ) and we return to Case 1 to see ¢ + T/= to. If to e ZY - Y, then 
to = a '+ a", where a' ,  a" have types p, q, respectively, and p ~q.  Not all five 
types can be distinct, lest we contradict he various/-/~'s generating their direct 
sum. We may assume i =p = r and q =s ;  the equation tp(~)4, tp(ad)4, ti0(a~")= 
tp(a') + qg(a") thus yields tp(~) + qg(tr') = tp(a') and tp(~') = tp(a"). Hence ¢ 4- 
t~' = a', by Case 1, and ~'  = a", by injectivity of tp. Therefore, a'  + a" = 
(¢ + ~')  + a" = (~ 4. ad) + a/' is defined as is 0~' + a~", so associativity gives 
+ (tr' + a~") = ~ + ~/defined. The first paragraph of this case gives qg(~ + 77) = 
tp(~) 4. q0(r/) = q0(to), and injectivity of ti0 gives ¢ + r /= to. Finally, assume 
o9 e Z(ZY-  Y). Le t  qg(to) = qg(A) + tp(B) 4. qg(C) be a leaf decomposition, 
where A, B, C have distinct types p, q, t, respectively. As 
q~(~) 4. q~(Tl) "- q~(~) 4. ~p(tg') "4- ~(t~") ~ Hi {~) Hr ~) Hs, 
we conclude i =p, r = q, and s = t, and, using injectivity of tp, that ~ =A,  
tr' = B, and tr" = C. This forces B and C to be adjacent, and this is not true in the 
cluster of to. This contradiction completes this case. 
Case 3. ~ e Y, rl • Z (ZY  - Y) 
By (V), such a pair is never adjacent. 
Conversely, we claim there is no to with qg(~)+ tp(r/)= tp(to). Assume 
otherwise. If to ¢ Y, then tp(~) + qg(to) = tp0/); Case 1 shows 17 e Y O (ZY - Y), 
a contradiction. If to • ZY-  Y, then the equation q0(~) + tp(to) = tp0/) is one of 
the impossible subcases in Case 2. Finally, assume to e ~v(ZY-Y) .  Taking leaf 
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decompositions of T/and of to, 
tp(~) + tp(A) + q0(B) + q0(C) = tp(A') + q0(B') + q0(C'), 
where ~ has type i, A, B, C have distinct types p, q, r, respectively, and 
A' ,  B' ,  C'  have distinct types s, t, u, respectively. It follows that i =p  = s, q = t, 
and r = u. But (XII) forces r /=  to, and this gives the contradiction q0(¢) = 0. 
Case4. ~, rl e XY-  Y 
Assume ¢ + 7/is defined. By (VI), either ¢ + 7/e X(ZY-  Y) or ~ + T/e 2"Y -  
Y. In the first event, ¢ and 7/are two adjacent vertices in 23" - Y of the six such 
vertices in the cluster with center ~+ r/; the definition of q0 gives q~(~ + r / )= 
tp(¢) + q0(r/). In the second event, (IX) gives ~ = a~' + a/', I? = fl' + fl" with o~', 
a,", fl', fl" e Y; by (XII I),  a," = fl" and ~ + r /= tr' + fl'. By definition of qg, we 
have qg(~ + 7/) = qg(tr') + tp(fl') = [qg(a~') + qg(tr")] + [qg(fl") + q0(fl')] (because 
qg(a~") = q~(fl") and H is a vector space over GF(2)) = qg(~) + q007), as desired. 
Conversely, assume q9(¢) + qg(r/) = qg(to). We have seen in Case 2 that to e Y 
cannot occur. If to e XY - Y, then there are vertices t~', re", fl', fl", y ' ,  )," in Y of 
types i, m, p, q, r, s, respectively, with i :/:m, p 4: q, and r :/:s, and with 
= t~' + re", 7/= fl' + fl", and to = y'  + ~/'. The equation qg(t~') + qg(a~") + 
qg(fl') + qg(fl")= qg(y') + qg(~,") has its left side in Hi • Hm ~ H t, ~ Hq and its 
right side in Hr • Hs. If m =q and qg(a~")= qg(fl"), then t r"= fl" and q0(tr')+ 
tp(fl') = q0(~,') + qg(y") = ~(to). By Case 1, tY' + fl' is defined and tp(tr' + fl') = 
qg(te')+qg(f l ' )=qg(to).  But (XIII) gives ~, 7/ adjacent and ¢ +r /=o~'  +f l ' .  
Hence ~ + 7/= to. The other possibility is that i =p  = r and m =q = s, whence 
qg(te') + qg(fl') = q0(y') and qg(tr") + q0(fl") = tp(y"). By Case 1, a~' + f l '=  y'  and 
a~" + fl" = y", but this is forbidden, by (XV). Finally, assume to e X(Z'Y - Y). The 
leaf decomposition of to yields the equation 
qg(a') + (p(a") + qo(fl') + ¢p(fl") = qg(A) + qo(B) + qo(C), 
where ~ = a : '+  tr", r I = f l '+ fl", and the vertices tr', or", fl', fl", A,  B, C have 
types i, m, p, q, r, s, t, respectively, with i 4: m, p :/: q, and r, s, t distinct. It 
follows that, say, i =p  =r ,  m =s ,  and q = t, whence q0(te')+ qg(fl ')= ~(A),  
tp(a") = tp(B), and q~(fl") = tp(C). Therefore a '  + fl' = A, tr" = B, and fl" = C. 
Now to = (B + a") + (C + a'), where A = a' + a" ({A, a', a"} is one of the twigs 
of the cluster with center to). Hence (tr" + a") + (fl" + a ' )  = to. The substitution 
axiom of additive graphs applies to give (a" + tr') + (fl" + fl') = to, i.e., ~ + ~ = 
to, as desired. 
Case5. ~ e XY-  Y, rI e X (Z 'Y -  Y ) 
If ~ + 7/= to, then to = Z 'Y -  Y, by (VII). Absorption gives ~ + to = 7/, and so 
qg(r/) = qg(~ + to) = qg(~) + tp(to), by Case 4. Therefore qg(~) + q9(7/) = qg(to)= 
+ 7). 
Conversely, assume q0(~) + q00/) = q0(to). If one assumes to • Y, then one 
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reaches a contradiction, by Case 2. If to • Z¥  - ¥, then this has just been treated 
in Case 4. Finally, assume to • Z(Z¥-  Y). Write ~ = tr' + a" and take leaf 
decompositions of i? and to to obtain 
+ + + + = + + 
where a~', ct", A, B, C, A',  B',  C' have types i, m, p, q, r, s, t, u, respectively, 
and i ~e m, p, q, r are distinct, and s, t, u are distinct. It follows that i =p  = s, 
m =q = t, and r = u. Property (XII) forces r/= to, giving the contradiction 
~(¢) =0. 
Case 6. ~, 77 • Z(ZT" -  Y) 
Assume ¢ + t /=  to; by (VIII), to 6~' (ZY-Y) .  By (XIV), there are leaf 
decompositions tp(~) = tp(A) + ~(B) q- ~p(C), tp(T/) = q0(B') + tp(C) + tp(D), and 
~(to) = q0(A) + tp(B") + ~(D), where B + B '= B". Since tp(B") = q0(B + B') = 
tp(B) + tp(B'), it follows that ~(~) + q0(r/)= tp(to)= tp(~ + 17). 
Conversely, assume ¢(~) + ¢(r/) = tp(to). If to • Y, we reach a contradiction 
using Case 3. If to • ZY - Y, then Case 5 gives ~ + 7/= to. 
Finally, assume to • Z'(ZY - Y). The leaf decompositions of each vertex give 
tp(A) + ~(B) + q~(C) + tp(A') + ~(B')  + q~(C') = tp(A") + tp(B") + tp(C"), 
where the vertices have types i, m, k, p, q, r, s, t, u, respectively, and i, m, k are 
distinct, p, q, r are distinct, and s, t, u are distinct. Now i = p = s, m = q = t, and 
k = r = u cannot occur, by (XII). There cannot be only one repetition on the left 
side, say, (p(A)= tp(A'), lest we obtain the untenable situation m =q =s,  
k = r = t, and u isolated, i.e., cp(C") = 0. Similarly, we cannot have tp(A) = ~(A')  
and tp(B) = q0(B'). The only possibility is q~(A) = q~(A'), q~(B) + tp(B') = cp(B"), 
cp(C) = cp(A"), and q~(C') = ~(C"), i.e., A = A',  B + B' = B", C = A", and 
C'= C". Apart from a change of notation, we see (XIV) applies to give 
~+ rl = to. [] 
Corollary 39. Let X be a projective plane of  order n with line lo, and let Y be the 
family of  triangles ~(x, y, a) having two vertices on lo. Then there exists a 
nontrivial nonsingular linear transformation f : H(X)--* H(X)  with f (Y )  = Y. 
Proof. Let Xo, xl be distinct points of lo. In Theorem 38, take G = F(X)  and 
tr~ = ~(Xo, x, ai), where {as: 1 ~ i <~ n 2} = X - lo and x e l - {Xo}. Further, take 
H = H(X)  and ri~ = "c(xl, x, ai) if x ~ Xo. The function ~0 fixing ~(Xo, xl, ai) for all 
i and sending r(Xo, x, ai) into z(xl, x, ai) for x • lo - {Xo, xl} does extend to an 
injection q0: F(X)---> H(X). Since Vert F(X) = T contains a basis of H(X)  and ~0 
is additive, tp does extend to a linear transformation f of H(X);  f is nonsingular 
because imf  contains the flag basis corresponding to x~ • lo. It is clear that 
f ( r )  = g. [] 
If we knew that f (T )  = T, then we could apply [3, Theorem 20] to conclude X 
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has a nontrivial collineation. Unfortunately, this is not true. For example, choose 
a, beX with a,b,  xo collinear. If x2elo-{Xo, Xl}, then ~(a,b, x2)= 
¢(a, Xo, x2) + ~(b, Xo, x2); applying q9 (hence f) gives q0(~(a, b, x2)) = 
t(a, Xl, x2)+ ~(b, x~, x2), and the right hand sum is not a triangl e2. One might 
ask whether there is a proper subset Q of T so that f e GL(H(X)) and f (Q)  = Q 
forces f to preserve all of 
remarks immediately after 
affmnatively; the example 
than Y. 
T (and hence correspond to a collineation). The 
the proof of Theorem 24 answer this question 
just given shows such a subset Q must be larger 
The significance of Theorem 38 and its Corollary is that they give a first 
approximation to construction of automorphisms of F(X) (in contrast, Corollary 
26 merely asserts the existence of an isomorphism between Aut(F(X)) and the 
collineation group of X). 
If one assumes a bit more about q9 e GL(H(X)) than what we have in Corollary 
39, then one does obtain collineations of X - lo (and hence of X). 
Theorem 40. Let X be a projective plane of  order n with line lo, let Y = 
{t(Xo, x~, a) ~ H(X)  Xo, Xl ~ lo and a ~ 1o}, and let R be the subgroup of  
GL(H(X)) defined by 
R= {tpeGL(H(X)): tp(Y)= Y and tp(2-'Y)=Z'Y). 
Then there is an injection R---)CoI(X- Io), the collineation group of the aflfine 
plane X -  Io. 
Proof. Choose distinct Xo, Xl ~ lo. If a ~ lo, then Z(Xo, X1, a) E Y~ and so 
~(Xo, Xl, a) has the form Z(Yo, Yl, a') for some Yo, Yl ~ lo and a' ~ lo. Define 
q~': X - lo---~ X -  lo by ~'(a) = a'. 
We claim that the definition of q~' is independent of the choice of distinct points 
Xo, xl ~ lo: if x~, x' ~ lo and ~(x~,  x~, a) - ~(Zo, zl, b) (where Zo, zl ~ lo and 
b ~ lo), then a' = b. Assume first that x~ = Xo. Then ~(Xo, xl ,  a) and ~(Xo, x~, a) 
are adjacent and 
lr(Xo, xl, a) + ~(Xo, x~, a) = z(xl, x~, a). 
Apply tp to obtain 
tp(xo, xl, a) + tplr(Xo, x~, a) = tp~(xl, x~, a) e Y = T, ( • ) 
i.e., ~(Yo, Yl, a') + ~(zo, Zx, b) is a triangle and so ~(Yo, Yl, a') and ~(zo, z~, b) are 
adjacent. If a '¢b ,  then yo=zo, y~=zl ,  and, say, yo, a', b are collinear. Thus 
T(yo, Yl, a') + ~(zo, zl, b) = ~(Yl, a', b) ~ Y, and this contradicts equation ( , ) .  
Hence a' = b. For the general case (~(Xo, xl, a) and ~(x~, xI, a)), just compare 
each of qg~(Xo, xl, a) and tp~(x~, x~, a) with tp~(xo, x~, a) and apply the first case. 
Our next claim is that qg':X-1o---> X-1o  is one-one. Assume a ~ b are two 
2 It follows that q~ does not preserve adjacency in F(X): r(a, Xo, x~) and ~(b, x o, X2) are adjacent, 
but qffr(a, xo, x2)) and ~p0r(b, Xo, x2)) are in Y but are not adjacent. 
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points off lo with qg'(a) = q0'(b). Let Xo • lo be such that a, b, Xo are collinear, and 
choose xl • lo - (Xo). By hypothesis, 
qgz(Xo, xl,  a) = r(yo, Yl, a ' )  and ¢pr(xo, xl, b) = r(Zo, zl, a'), 
where Yo, Yl, Zo, zl • 1o and q0'(a)= a '= qg'(b) (we have used the preceding 
paragraph l). Now 
T.(Xo, X 1, a) + Z(Xo, x i, b) = ~'(x i, a, b) • .El" - Y. 
Apply q~ to obtain 
r(Yo, Yl, a')  + l:(Zo, zl, a ' )  = tpr(xl, a, b) • ZY-  Y. (**) 
Since their sum is in T, the triangles z(Yo, Yl, a')  and r(Zo, zl, a')  are adjacent; 
moreover, their sum must lie in l (a' ~ lo) c Y, and this contradicts Eq. (**). 
Next, we claim that tp' is a collineation of (the affme plane) X -1o .  Assume 
a, b, c • X - Lo are collinear; let xo • lo be such that xo, a, b, c are collinear and 
choose xl e lo -  {Xo}. Then r(Xo, xl,  a), r(xo, xl, b), and r(xo, xl ,  c) form a 
clique in Y. It follows that their images under q9 also form a clique. Let 
qgr(Xo, xl ,  a) = lr(yo, Yl, a'), qgZ(Xo, xl,  b) = lr(Zo, zl, b'), and qgr(Xo, xl, c) = 
r(Uo, ul, c'). Since T(yo, y~, a') and l:(Zo, zl, b')  are adjacent, we must have 
yo= Zo, yl = z, and either Yo, a', b' or yl, a', b' collinear. Similarly, yo= uo, 
Yl = Ul and either Yo, a', c' or Yl, a', c' are collinear, as well as either Yo, b', c' or 
Yl, b', c' collinear. Assume Yo, a', v'  are collinear. If Yo, b', c' are collinear, then 
a', b', c' are collinear, as desired. Otherwise Yl, a', c' are collinear. But now 
either possibility: yo, b', c' 
contradiction. 
That the function q9 ~ tp' 
GL(H(X))  also preserves 
collinear or yl, b ' , c '  collinear leads to a 
is a group homomorphism is easy: assume 0 • 
Y and .Z~I'. If Xo, X l• lo  and a¢lo ,  then 
(Oqg)r(Xo, xl,  a) = ~'(Uo, ul, a"), where a" = (Ocp)'(a). On the other hand, 
(Oqg)r(Xo, xl, a) = O'r(y o, Yx, qg'a) = ~(Zo, zl, O'(qg'a)). 
Therefore (0tp)'(a) = O' qg'(a) for all a e X -  lo and so (Oqg)' = O' q~'. 
Finally, we claim q9 ~ tp' is one-one. Assume tp' is the identity, so that 
q0z(xo, xl,  a) = z(Yo, Yl, a) for all a ¢ X - lo (and all xo, xl e 1o). Choose a ~ b and 
let Xo • lo be such that xo, a, b are collinear; choose xx • lo - {xo}. Apply q0 to the 
equation 
r(Xo, xl ,  a) + *(Xo, xl,  b) = *(xl, a, b) 
to obtain 
r(yo, a) + r(Zo, zt, b) =  or(x, a, b) • r. 
It follows that r(yo, Yl, a) and ~(Zo, zl, b) are adjacent, whence {Yo, Yl} = {Zo, zl} 
and, say, Yo, a, b are collinear. But Yo is thus the intersection of lo with the line 
ab, and so Yo = Xo. Therefore qg~(Xo, xl ,  a) = ~(Xo, Yl, a). But the same argument 
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applies when we choose c ¢ 1o with xx, a, c collinear. It follows that q0' is the 
identity. This completes the proof. [] 
We remind the reader of Lemma 29(iii): the number of triangles in T is about 
n 6 while the number of triangles in 2T  is about n 5. Theorem 40 is thus an order 
of magnitude better than [3, Theorem 20]. Our last theorem is a companion to 
Theorem 40, which discusses ~ • GL(H(X)) with ~(Y)= Y and 9~(Z'Y)= ZY. 
The example given after Corollary 39 shows that if tp(Y)= Y, then ~ may not 
preserve adjacency. If we impose this condition, we obtain the following result 
involving only about n 4 triangles. 
Theorem 41. Assume n > 3 and lo is a line in a projective plane X of order n. If  
Y -- { z'(x, y, a): x, y • lo, a ¢ lo} is construed as a (full) subgraph of F(X), then 
Aut(Y) -= Col(X - lo) 
Remark. Corollary 26 gives an isomorphism Aut (F (X) )~ Col(X), so dropping 
down to Y and preserving adjacency gives the collineation group of the affine 
plane. 
Proof. First of all, if 0 e CoI(X - lo), then 0 sends triangles in Y to triangles in Y 
and it preserves adjacency. 
For the reverse inclusion, we show first that each ff • Aut(Y) extends to 
• GL(H(X)).  Choose Xo • l0 and let F c Y be the corresponding flag basis. Now 
qo [ F extends to a linear transformation ~ on H(X); we claim that if 0 • Y, then 
9(0)  = tp(o). Now 0 = rx + r2, where rx, r2 are adjacent elements of Y. Since 
n > 3, Lemma 25 applies to show that ~(0) = q0(z-~ + z-2) = ~(z-~) + qo(z-2); but 
~(z-x) + ~(z-2) = t?(z-~) + ~(z-2) = ~(z-1 + z-2), whence tp(o) = ¢(0),  as desired. 
Note that t~ is nonsingular because im t~ = im q0 = Y = F. 
Let fl •ZY ;  thus, fl = t r '+  tr" with tr', d '  adjacent elements of Y. Now 
~(fl) = ~(tr') + t?(tr") = tp(tr') + qo(a"), whence ~(fl) • ZY (it is a triangle be- 
cause q~ preserves adjacency). Therefore, ~(Y)= Y and ¢(ZY)=ZY;  by 
Theorem 40, we have ¢ • R( ,-, CoI(X - 10)). The function Aut(Y)-* R given by 
q0 ~ ~ is injective, whence the composite Aut(Y)--, R ~ Co l (X -  lo) is injective. 
Hence IAut(Y)l<.lCol(X-lo)l; using the first paragraph, this inequality is 
actually equality, and so Aut(Y) - CoI(X - lo), as claimed. [] 
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