Let Ω be a bounded smooth domain of R N . By ∆ p with 1 < p < ∞ we denote p-Laplacian. We prove that if ∆ p u is a finite measure in Ω, then under suitable assumptions on u, ∆ p u + is also a finite measure in Ω up to the boundary ∂ Ω. *
Introduction
Let Ω be a bounded smooth domain of R N . By ∆ p for p ∈ (1, +∞) we denote p-Laplacian. The classical Kato's inequality for a Laplacian in [12] asserts that given any function u ∈ L 1 loc (Ω) such that ∆u ∈ L 1 loc (Ω), then ∆(u + ) is a Radon measure and the following holds:
where u + = max [u, 0] . In [5, 6] , H.Brezis and A.Ponce intensively studied Kato's inequalities with ∆u being a Radon measure and established the strong maximum principle, the improved Kato's inequality and the inverse maximum principle (See also [8, 10] ). Then, in [13, 14] Kato's inequality was further studied for ∆ p u with p ∈ (1, ∞) and most of the counter-parts were established under the assumption that u is admissible in W 1,p * loc (Ω), where p * = max(1, p − 1). For the admissibility in W 1,p * loc (Ω), see Definition 4.1 in Appendix and see also [15] . We remark that when p = 2, the notion of admissibility becomes trivial. On the other hand, H.Brezis and A. Ponce in [7] and A. Ancona in [1] studied Kato's inequality (1.1) up to the boundary for p = 2.@ The purpose in the present paper is to study Kato's inequality for ∆ p up to the boundary of Ω. As a result, we will show that ∆ p u + is also a finite measure under suitable assumptions on u. In these arguments it is crucial to introduce a class X p in Definition 1.1, which was originally introduced in Brezis, Ponce [7] for ∆, and to use effectively a notion of admissibility in X p for ∆ p . Definition 1.1. We say u ∈ X p if u ∈ W 1,p * (Ω) and if there exists a constant C > 0 such that Ω |∇u| p−2 ∇u · ∇ϕ ≤ C||ϕ|| L ∞ (Ω) , for any ϕ ∈ C 1 (Ω), (1.2) in which case we set [u] X p = sup On the other hand, by the Riesz Representation Theorem any T ∈ M b (Ω) admits a unique decomposition
where µ ∈ M b (Ω) and ν ∈ M b (∂ Ω). By M b (Ω) and M b (∂ Ω) we denote the space of all bounded measures in Ω and ∂ Ω, equipped with the standard norms · M b (Ω) and · M b (∂ Ω) respectively. We remark that measures in M b (Ω) are identified with measures in Ω which do not charge ∂ Ω. More precisely we have
where by C 0 (Ω) we denote the space of all continuous functions onΩ vanishing on ∂ Ω. On the other hand M (Ω) denotes the space of all Radon measures in Ω. In other words µ ∈ M (Ω) if and only if,
where n denotes the outer normal. In this paper, for u ∈ X p we always use the notations ∆ p u and |∇u| p−2 ∂ u ∂ n in the above sense. Hence if u ∈ X p , then we have
It follows from Theorem 3.1 that for every u ∈ X p
and if u is admissible in X p , then [u] X p = 0 if and only if u = const. in Ω.
2 Preliminaries: Admissibilities in X p and W 1,p * 0
(Ω)
We will work with the standard Sobolev spaces; W 1,p (Ω) and W 1,p 0 (Ω), where the space W 1,p (Ω) is equipped with the norm ||u|| W 1,p (Ω) = |||∇u||| L p (Ω) + ||u|| L p (Ω) , (2.1) and by W 1,p 0 (Ω) we denote the completion of C ∞ c (Ω) in the norm || · || W 1,p (Ω) . Now we introduce two admissiblities for ∆ p to deal with Kato's inequalities up to the boundary. We note that theses notions become trivial if p = 2 and a local version was already introduced in [14] .
Roughly speaking, if u is admissible in one of these definitions, then u can be approximated by a sequence of good functions not only in the sense of the distributions but also in the sense of measures. Moreover it is possible to approximate u by a sequence of C 1 -functions provided that u is admissible. In fact in Proposition 4.1 in Appendix we collect such nice properties of admissible functions together with a local version of the admissibility in W 1,p * loc (Ω). In the subsequent we describe more remarks. Remark 2.1.
1. For a general class of uniformly elliptic operators with a divergence form, one can define the admissibility and establish similar results in parallel to the present paper (c.f. [15] ). Further it is possible to construct non-admissible functions in such cases. When p = 2, the existence of pathological solution, which is non-admissible, was initially shown by J Serrin in the famous paper [20] (See also [11] ).
If
Let {u k } be the sequence in one of the definitions. It follows from the condition 1 that
Moreover, it follows from the condition 2 and the weak compactness of measures that we have (Ω) if p ∈ (2 − 1/N, N) with N ≥ 2. We note that when 1 < p < 2 − 1 N , u is not admissible but regarded as a renormalized solution. For the detail see [2, 4, 17, 18, 19] 
Main results
Given M > 0, we denote a truncation function T M : R → R by
(3.1)
3. If u is admissible in X p , then [u] X p = 0 if and only if u = const. in Ω.
Theorem 3.2. If u is admissible in X p , then u + ∈ X p and we have
(Ω). Then we have the followings:
Remark 3.1. If u does not vanish on ∂ Ω, then the assertion (3.5) fails. To see this it suffices to take a linear function u.
Thus, we have
(3.8)
Proof of Theorem 3.1
Proof of Theorem 3.1 (1). This is a standard argument. Since u ∈ X p , we have
To see the opposite inequality, without the loss of generality we assume that
Since η is an arbitrary positive number, the desired inequality holds. (2) and (3). The assertion (3) clearly follows from (2), we hence prove (2) . Assume that u is admissible in X p . Then from Definition 2.1 there exists a sequence {u k } ⊂ W 1,p (Ω) ∩ L ∞ (Ω) satisfying the properties 1 and 2. Noting that ∇(T M u k ) = χ |u k |≤M ∇u k , we have
Proofs of
From the property 1 we see that
From the property 2 together with the weak compactness of Radon measures and the uniqueness of weak limit ( see also Remark 2.1.2 ), lim k→∞ ∆ p u k = ∆ p u in the sense of measures. Then by Fatou's lemma the assertion is proved.
Proof of Theorem 3.2
First we prove Theorem 3.2 assuming that u ∈ C 1 (Ω) and ∆ p u ∈ L 1 (Ω). Then we treat the general case.
First we assume that p ≥ 2. By a direct calculation we see that
By the approximation argument, this is still valid for (3.13 ) and letting n → ∞, we have the desired inequality by the dominated convergence theorem.
We proceed to the case where 1
(3.14)
Hence we can apply he previous argument with Φ η instead of Φ, so that in a similar way we reach to the inequality (3.13) replaced Φ by Φ η . Letting η → 0, we have (3.10) and this completes the proof.
Lemma 3.2. Assume that u ∈ C 1 (Ω) and ∆ p u ∈ L 1 (Ω) (in the sense of distribution). Then u + ∈ X p and
Proof. We note that u + ∈ W 1,p * (Ω). For the proof of Lemma it suffices to show the following.
Noting that
By replacingψ by −ψ, we have the desired inequality (3.15 ).
Secondly we assume that u is admissible in X p . We recall a lemma on Neumann boundary problem for a monotone operator ∆ p .
. Assume that Ω µ + ∂ Ω ν = 0. Then there exists a unique function u ∈ C 1,σ (Ω) for some σ ∈ (0, 1) such that
Proof. It follows from the standard theory that we have the unique solution u in W 1,p (Ω). For the detail, refer to [16] ; theorems 2.1 and 2.2 for example. Since µ and ν smooth, we see that u ∈ C 1,σ (Ω) for some σ ∈ (0, 1) (See e.g. DiBenedetto [9] ). Here we note that u is p-harmonic near the boundary as well.
By Definition 2.1 of the admissibility in X p we have for each k ≥ 1 that
It follows from Remark 2.1(2) that in the sense of weak* topology as n → ∞
. (3.21)
It follows from Lemma 3.3 that for any n ≥ 1 and k ≥ 1, there exists w k n ∈ C 1,σ (Ω) such that
26)
and without the loss of generality we also assume that for any j, k ≥ 1
Under these preparations we have Lemma 3.4. For each n ≥ 1, there exists a function w k ∈ W 1,q (Ω) for every q ∈ [1, N(p−1) N−1 ) such that w j k converges to w k in w k ∈ W 1,q (Ω) as k → ∞ and w k satisfies (3.19). Proof. Since for each k ≥ 1, {µ j k } ∞ j=1 and {ν j k } ∞ j=1 are bounded in L 1 (Ω) and L 1 (∂ Ω) respectively, this assertion follows from the same argument in the proof of Theorem 1 in [3] with an obvious modification. In fact, one can show that {w j k } ∞ j=1 is bounded in W 1,q (Ω), using similar test functions for ψ. Then by the weak compactness, Poincaré's inequality and the Rellich type theorem, one can see that there exists a function w k ∈ W 1,q (Ω) such that
Moreover one can see that ∇w j k → ∇w k in L 1 (Ω). Then by the dominated convergence theorem the conclusion follows in a quite similar way. For the detail see [3] Lemma 3.5. We have w k = u k a.e. for k = 1, 2, · · · .
Proof. We claim that 
The left hand side is estimated from below in the following way,
for some positive number C independent of each j, and the right hand side goes to 0 as j → ∞. Since this holds for all M > 0, we conclude by the monotonicity of ∆ p that ∇w k = ∇u k a.e. Taking into account that w k ∈ W 1,q (Ω), u k ∈ W 1,p (Ω) and (3.27), we conclude that u k = w k a.e.
End of proof of Theorem 3.2. By applying Lemma 3.2 we have
From Lemma 3.4 and Lemma 3.5 we have, up to subsequence, that w j k → u k a.e. and (w j
Finally letting k → ∞ we have the conclusion.
Proof of Theorem 3.3
Proof of the assertion 1. 1st step. Assume that u is admissible in W 1,p * 0 (Ω), and hence both u + and u − are admissible W 1,p * 0 (Ω). From the statement 4 of Proposition 4.1, we can assume that
After all we have
It follows from the weak compactness of bounded measures and the uniqueness of weak limit that ∆ p u k → ∆ p u strongly in M (Ω). By the previous step we have
Hence we see that |∇u k | p−2 ∂ u k ∂ n ∈ L 1 (∂ Ω) converge to some measure ν in M(∂ Ω) up to subsequences. Therefore by the lower semicontinuity of the norm || · || M(Ω) with respect to the weak* convergence as n → ∞, we have
Therefore u is admissible in X p , and hence u + ∈ X p by Theorem 3.2.
Proof of the assertion 2. We claim that Ω |∆ p u + | ≤ Ω |∆ p u|.
Lemma 3.6. Assume that u ∈ C 1 0 (Ω) and ∆ p u ∈ L 1 (Ω). Then ∆u + ∈ M b (Ω) and
Proof. By applying Lemma 3.2 with u + ε, where ε > 0, we deduce that
we immediately have
The results follows from the lower semicontinuity of the norm || · || M (Ω) with respect to the weak* convergence as ε → 0.
Proof of Theorem 3.4
We prepare some fundamental lemmas.
Lemma 3.7. Let u ∈ W 1,p * (Ω). Assume that for some h ∈ L 1 (∂ Ω) and g ∈ L 1 (Ω) we have
Proof. By (3.38) we have
Using nonnegative test functions ||ϕ|| L ∞ ± ϕ as the argument in the proof of Lemma 3.2, it is easy to see that
Then we see u ∈ X p . The rest of the assertions are clear.
Lemma 3.8. In the previous Lemma 3.7, we further assume that u is admissible in X p . Then we have
gϕ for any ϕ ∈ C 1 (Ω), ϕ ≥ 0.
(3.41)
By the admissibility there exists a sequence {u k } ⊂ W 1,p * (Ω) having the properties in Definition 2.1. By virtue of Proposition 4.1 we can assume that u k ∈ C 1 (Ω). Then it follows from Lemma 3.1 that
Taking a limit as k → ∞ we have
Using Lemma 3.5 the conclusion holds.
(3.44)
Then
It follows from Lemma 3.8 that u + satisfies
By Theorem 3.2 we have u + ∈ X p , hence
By using u − ε, where ε > 0 instead of u we have in a similar way that
In particular,
Hence the conclusion follows. (Ω). If u ≥ 0 in Ω, then
Proof. u = u + in Ω and Au = 0 on ∂ Ω, hence applying the Lemma 3.9 we have A
Proof of Theorem 3.4. By Theorem 3.2 u + ∈ X p . By applying Kato's inequality ( Corollary 1.1 in [13] ) to u − a ∈ X p , we havre
for any a ∈ R. Here we note thatt (∆ p u) d = ∆ p u, because ∆ p u ∈ L 1 (Ω). Letting a ↓ 0 we have
Combining this with Lemma 3.7, we have for any
Appendix ( Proposition 4.1)
We begin with recalling a local version of Admissibility in [14] . Here we describe the following fundamental results, parts of which are already known.
Let Ω be a bounded smooth domain of R N .
1. Assume that u is admissible in W 1,p * loc (Ω). Then, for every M > 0, T M u ∈ W 1,p loc (Ω).
A function
4. In Definition 2.1, the sequence {u k } can be taken in C 1 (Ω).
5.
In Definition 2.2, the sequence {u k } can be taken in C 1 0 (Ω) = {ϕ ∈ C 1 (Ω) : u = 0 on ∂ Ω}.
The proof of assertion 1 for p = 2 is seen in [5] and [6] ) and for p > 1 in [14] , and the proof of assertion 2 is seen in Appendix of [14] . The assertion 4 is already verified in the proof of Theorem 3.2. Therefore we establish the assertions 3 and 5 in the rest of this section.
Proof of assertion 3. To use a diagonal argument, we choose and fix a family of open set {ω k } such that ω 1 ⊂⊂ ω 2 ⊂⊂ · · · ⊂⊂ ω k ⊂⊂ ω k+1 ⊂⊂ · · · ⊂⊂ Ω and Ω = ∪ ∞ k=0 ω k . Let ρ ∈ C ∞ 0 (B 1 ) be a radial, nonnegative and decreasing mollifier. By extending v ∈ L 1 (Ω) to the whole space so that v ≡ 0 outside Ω, we define a mollification of v with ε > 0 by
First we prove that u ∈ W 1,p 0 (Ω) is admissible in W 1,p * loc (Ω), if ∆ p u is a Radon measure on Ω. Again by extending u ∈ W 1,p 0 (Ω) and ∆ p u ∈ W −1,p ′ to the whole space so that u = 0 and ∆ p u = 0 outside Ω respectively. Let w k ∈ W 1,p 0 (Ω) ∩C 1 (Ω) be the unique weak solution of the boundary value problem for the monotone operator ∆ p (see e.g. [16] ): For k = 1, 2, · · · and ε 1 > ε 2 > · · · ε k > · · · → 0, we set
is a mollification of |∇u| p−2 ∇u defined by (4.3). Let us set ∆ p u = µ. We note that |µ|(ω) < ∞ for any ω ⊂⊂ Ω. Then we have div (|∇u| p−2 ∇u) ε k = (div |∇u| p−2 ∇u) ε k = (∆ p u) ε k = µ ε k in ω provided that ε k is sufficiently small. Hence we clearly have |∆ p w k |(ω) = |µ ε k |(ω) → |µ|(ω) as k → ∞.
Since µ does not charge ∂ Ω, this proves the condition 2. Next we show w k → u in W 1,p 0 (Ω) as k → ∞.
(4.5)
Then we can choose a subsequence so that the condition 1 is satisfied. By using w k − u ∈ W where C(δ ) > 0 is a constant depending only on δ . We note that || (|∇u| p−2 ∇u) ε k − |∇u| p−2 ∇u || L p ′ (Ω) → 0 as k → ∞. It follows from (4.6) and (4.7)
that ∇w k → ∇u in (L p (Ω)) N as n → ∞, which implies (4.5). Then, taking a subsequence if necessary, {w k } ⊂ W 1,p 0 (Ω) ∩C 1 (Ω) satisfies the property w k → u a.e. in Ω as k → ∞. Lastly we treat the case where u ∈ W 1,p loc (Ω). For each k we choose η k ∈ C ∞ c (ω k+1 ) such that 0 ≤ η k ≤ 1 and η k = 1 in some neighborhood of ω k . Let us set v k = η k u (k = 1, 2, 3, · · · ) . Then we see that v k ∈ W 1,p 0 (ω k+1 ), v k → u in W 1,p loc (Ω) as k → ∞ and ∆ p v k ∈ W −1,p ′ (Ω) ∩ M b (ω k ). Moreover we have |∆ p v k |(ω j ) = |∆ p u|(ω j ) for any k ≥ j. Hence u is admissible in W 1,p * loc (ω k ) with ∆ p u ∈ M b (ω k ) having an admissible sequence {v k }. By the previous step with obvious modification, one can approximate each v k inductively by ξ k ∈ W 1,p 0 (Ω) ∩C 1 (Ω) such that ξ k → u in W 1,p * loc (Ω) as k → ∞ and ||∆ p ξ k |(ω j ) − |∆ p u|(ω j )| < 1 k for k ≥ j. Therefore the assertion is now proved.
Proof of assertion 5. We assume that u is admissible in W 1,p * 0 (Ω). Then we have a sequence of functions {u k } ⊂ W 1,p 0 (Ω) ∩ L ∞ (Ω) (k = 1, 2, . . .) satisfying the properties 1 and 2 in Definition 2.2. By the previous step, we see that each u k is approximated as j → ∞ by a sequence of functions {w j k } ⊂ W 1,p 0 (Ω) ∩C 1 (Ω) defined by (4.4) with w k = w j k , u = u k and ε k = ε j . Then we choose a suitable subsequence of {w j k k } as an approximation of u so that the assertion is verified.
