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Abstract
The Complex Absorbing Potential (CAP) method is widely used
to compute resonances in Quantum Chemistry, both for nonrelativis-
tic and relativistic Hamiltonians. In the semiclassical limit ~ → 0
we consider resonances near the real axis and we establish the CAP
method rigorously for the perturbed Dirac operator by proving that
individual resonances are perturbed eigenvalues of the nonselfadjoint
CAP Hamiltonian, and vice versa. The proofs are based on pseudod-
ifferential operator theory and microlocal analysis.
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1 Introduction
One of the most successful methods for computing resonances in Quantum
Chemistry is the Complex Absorbing Potential (CAP) method, partly be-
cause it yields good approximations to the true resonances and, partly, be-
cause it is easy to implement numerically (see, e.g., Muga et al. [Mu’04]).
Within the semiclassical limit, i.e., as Planck’s “constant” ~ tends to zero,
we study the CAP method rigorously when the governing Hamiltonian is a
semiclassical Dirac operator
D = −ic~
3∑
j=1
αj∂xj + βmc
2 + V(x),
acting on L2(R3;C4) =
⊕4
j=1 L
2(R3) =: (L2(R3))4. Here the {αj}3j=1 and
β = α4 are 4× 4 Dirac matrices obeying the anti-commutation relations
αjαk + αkαj = 2δjkI4, 1 ≤ j, k ≤ 4,
where In is the n × n identity matrix. The potential V is assumed to have
compact support.
We define resonances through the method of complex distortion which has
been widely applied in the context of Schro¨dinger operators but which subse-
quently was carried over to Dirac resonances in [Se’88]. Thus the resonances
z(~) = E(~)±Γ(~)/2 appear as eigenvalues of a non-selfadjoint operator Dθ
associated with D. In applications one is interested in computing the reso-
nance energy E and the width Γ, which is the inverse of the life-time of the
corresponding resonant state. One way to do so is the CAP method, i.e., to
augment the Hamiltonian by an imaginary potential and consider eigenvalues
of the perturbed Hamiltonian as good approximations of the true resonances.
In this paper we justify this method in the semiclassical approximation for
resonances with Γ(~) = O(~N), N  1, and show that such resonances give
rise to eigenvalues of the CAP Hamiltonian J := D − iW within distance
at most ~−5 log(~−1)Γ(~) +O(~∞). Also the converse implication is proved.
Both of these results hold under the assumption that the CAP is zero in the
interaction region, i.e. the support of the potential V, and “switched on”
outside this region. In numerical implementations, however, the “switch-on”
point is moved inward towards the interaction region as much as possible to
minimize the number of grid points used. If the classical Hamiltonian vector
fields generated by the eigenvalues of the principal symbol of D are non-
trapping (see Definition 3.2), one can allow the supports to intersect which
at worst increases the error by a factor ~−1. This requires the use of an
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Egorov type theorem for matrix valued Hamiltonians, which enables one to
express the time evolution of quantum observables (self-adjoint operators) in
the semiclassical limit in terms of a classical dynamics of principal (matrix)
symbols. The mentioned results deal with single resonances/eigenvalues and
give no information regarding multiplicities; clusters of resonances will be
treated in a future work.
Despite its success in Physics and Chemistry, only few rigorous justifi-
cations of the method exist. For (nonrelativistic, scalar valued) Schro¨dinger
operators with compactly supported electric potentials, Stefanov [St’05] was
the first to establish results similar to the above-mentioned ones. In the
“non-intersecting” case, he starts from a resonance and then, by considering
a cutoff resonant state (see Section 8.1), he constructs a quasimode (see Sec-
tion 7) which generates a perturbed resonance. In the “intersecting” case,
the previous scheme of proof only applies after a refined microlocal analysis,
involving a propagation-of-singularities argument. Recently Kungsman and
Melgaard carried over Stefanov’s results to matrix valued Schro¨dinger opera-
tors [KuMe’10]. The matrix valued setting is more complicated, in particular,
in the “intersecting” case, where one has to begin by solving Heisenberg’s
equations of motion semiclassically. Then, by applying a localization result
away from the semiclassical wavefront set, it is possible to investigate how
singularities propagate in this situation. The Egorov type statement, which
is part of the proof by Kungsman and Melgaard [KuMe’10] differs from the
scalar case because one also needs to propagate the matrix degrees of free-
dom. To push through this scheme of proof for matrix valued Schro¨dinger
operators, it was necessary to impose an additional technical (and restrictive)
assumption in [KuMe’10]. An interesting feature of the present work, for the
perturbed Dirac operator (also a matrix structure), is that one can avoid
such technicalities, thus obtaining more natural and better results, and the
afore-mentioned scheme of proof (using cutoff resonant states, Egorov type
result, propagation of singularity argument and quasimodes), developed in
[KuMe’10], can be carried through, using a “full” version of the matrix valued
Egorov type theorem, see Lemma 8.1. We interpret this as yet another evi-
dence of the fact that Dirac’s description of the electron is a better physical
model.
Other rigorous results on resonances for Dirac operators are found in
[Pa’91, Pa’92, BaHe’92, AmBrNo’01, Kh’07].
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2 Preliminaries
Notation. Throughout the paper we denote by C (with or without indices)
various positive constants whose precise value is of no importance and their
values may change from line to line; the “constants” usually depend on var-
ious parameters but not on ~. For x0 ∈ R3 and R > 0 the notation
B(x0, R) = {x : |x− x0| < R}
means an open ball centered at x0 having radius R. For x ∈ R3 we denote
〈x〉 := (1 + |x|2)1/2. For a complex number ζ ∈ C \ [−∞, 0), we denote by
ζ
1
2 its branch of the square root with positive real part. The set D(ζ, r) =
{z ∈ C : |z − ζ| < r, ζ ∈ C, r > 0} defines an open disk in C with center in
ζ and radius r. Complex rectangles {z ∈ C : l ≤ Re z ≤ r, b ≤ Im z ≤ t}
are written
[l, r] + i[b, t]. (2.1)
We shall denote by M4(C) the set of all 4 × 4 matrices over C, equipped
with the operator norm denoted by ‖ · ‖4×4. We let H := L2(R3,C4) be the
space of (equivalence classes of) C4-valued functions u = (u1, u2, u3, u4)t on
R3 endowed with the inner product
〈u,v〉 =
4∑
j=1
∫
R3
uivi dx
such that 〈u,u〉 =: ‖u‖2 is finite. The space C∞0 (R3) consists of all infinitely
differentiable functions on R3 with compact support. We let Dxj = −i∂/∂xj
and Dγ = Dγ1x1D
γ1
x2
Dγ3x3 with standard multi-index notation γ = (γ1, γ2, γ3) ∈
N30. The semiclassical Sobolev space of order one is denoted by H1(R3,C4)
and is equipped with the norm
‖u‖2H1 =
4∑
j=1
∫
R3
(|~∇uj|2 + |uj|2) dx.
Moreover, the Schwartz space of rapidly decreasing functions and its dual
space of tempered distributions are denoted by S(R3,C4) and S ′(R3,C4),
respectively. For χ1, χ2 ∈ C∞0 (Rn, [0, 1]) we use χ1 ≺ χ2 to indicate that
χ2 = 1 in a neighborhood of supp χ1 (i.e., the support of χ1). We always
assume cut-off functions take their values in [0, 1].
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Operators. IfA is an operator on L2(R3,C4) its domain is denoted Dom (A).
The spectrum of A is the disjoint union of the discrete and essential spectra
of A and is designated by spec (A) = specd(A) ∪ specess(A). Moreover, its
resolvent set is denoted by ρ(A) and its resolvent is R(ζ) = (A− ζ)−1. The
spaces of bounded and compact operators between Hilbert spaces H1 and H2
are denoted by B(H1,H2) and B∞(H1,H2), respectively. If H := H1 = H2
we use the notation B(H) and B∞(H), respectively. The commutator of two
operators A and B, when defined, is denoted [A,B] = AB − BA. The
number of eigenvalues or resonances (counting multiplicities) of A on a set
Ω ⊂ C will be denoted Count (A,Ω). Scalar-valued, respectively matrix-
valued, operators are denoted by capitals, respectively boldface capitals, e.g.
χ = χI4. If A ∈ B∞(H) and if for some orthonormal basis {f j} of H the
sum ∑
j
〈(A∗A)1/2f j,f j〉 (2.2)
is finite, then this property is independent of the choice of orthonormal basis
and we say that A is of trace class, in symbols A ∈ B1(H), and the trace
norm ‖A‖B1 is given by (2.2). EquivalentlyA ∈ B1 if and only if the sequence
µ1(A) ≥ µ2(A) ≥ · · · of eigenvalues of (A∗A)1/2, called singular values of
A, is summable. The singular values satisfy Ky Fan’s inequalities
µi+j−1(A+B) ≤ µi(A) + µj(B) (2.3)
µi+j−1(AB) ≤ µi(A)µj(B) (2.4)
for i, j ≥ 0 and A,B ∈ B∞ and also
µj(AB) ≤ ‖B‖µj(A) (2.5)
µj(BA) ≤ ‖B‖µj(A) (2.6)
whenever A ∈ B∞ and B ∈ B. When A is of trace class it is possible to
extend the relation
det(1−A) =
∏
j
(1− λj)
for A of finite rank, where λj are the eigenvalues of A, repeated according
to multiplicity, so that det(1−A) 6= 0 if and only if 1−A is invertible and
det(1−A) ≤ e‖A‖B1 = e
∑
µj(A). (2.7)
holds for any A of trace class; see, e.g., [Sj’02] for details.
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Pseudodifferential operators. For the (trivial) cotangent bundle of R3
we write T∗R3 and it is sometimes convenient to think of it as the product
of space and frequency, i.e. T∗R3 = R3x × R3ξ . Let m : T∗R3 → R+ be a so
called order function, i.e. a smooth function such that there are C,N > 0 so
that
m(x, ξ) ≤ C(1 + (x− y)2 + (ξ − η)2)N/2m(y, η)
for all (x, ξ), (y, η) ∈ T∗R3. Then we define S(m) ⊂ C∞(T∗R3) ⊗M4(C) to
consist of all a ∈ C∞(T∗R3)⊗M4(C) such that for all multi-indices α, β ∈ N30
there are constants Cα,β > 0 with
‖∂αξ ∂βxa(x, ξ)‖4×4 ≤ Cα,βm(x, ξ) for all (x, ξ) ∈ T∗R3.
For a ∈ S(m) we can define a corresponding Weyl quantization A = opW [a]
on L2(R3,C4) by
(Au)(x) =
1
(2pi~)3
∫∫
T∗R3
ei(x−y)·ξ/~a
(x+ y
2
, ξ
)
u(y) dy dξ.
For symbols that are bounded with all their derivatives we have the celebrated
result by Calderon-Vaillancourt [DiSj’99, Theorem 7.11].
Proposition 2.1. Let a ∈ S(1). Then opW [a] defines a continuous operator
on L2(R3,C4).
We recall that if m1, m2 are order functions and a ∈ S(m1), b ∈ S(m2)
then m1m2 is an order function and there exists a#b ∈ S(m1m2) so that
opW [a]opW [b] = opW [a#b]. (2.8)
If for a ∈ S(m) there are aj ∈ S(m) so that for any N ∈ N and α, β ∈ N30
there exists CN,α > 0 such that
‖∂αξ ∂βx (a−
N−1∑
j=0
~jaj)‖ ≤ CN,α~Nm
then we write a ∼ ∑j≥0 ~jaj and we call a0 and a1 the principal, and
subprincipal symbol of opW [a], respectively. The principal symbol of a#b
in (2.8) is given by the product of the principal symbols of a and b.
If a ∼ ∑ ~jaj and b ∼ ∑ ~jbj the symbol a#b has the asymptotic
expansion
a#b(x, ξ) =
∑
j,k,l∈N0
~j+k+l
j!
( i
2
(∂x∂η − ∂ξ∂y)
)j
ak(x, ξ)bl(y, η)
∣∣∣y=x
η=ξ
. (2.9)
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An operator A = opW [a] is called elliptic at (x0, ξ0) if a
−1(x0, ξ0) exists and
belongs to S(m−1). We say that A is elliptic if it is elliptic at every point.
In the affirmative case, one can construct a parametrix q ∈ S(m−1) which is
an asymptotic inverse of a in the sense of symbol products:
Lemma 2.2. Suppose a ∈ S(m) is elliptic in the sense that a−1(x, ξ) exists
for all (x, ξ) ∈ T∗Rd and belongs to the class S(m−1). Then there exists a
parametrix q ∈ S(m−1) with an asymptotic expansion of the form
q ∼ a−1 + ~(a−1#r) + ~2(a−1#r#r) + · · · (2.10)
such that r ∈ S(1) and
a#q ∼ q#a ∼ I4.
For the proof of Theorem 5.2 it is convenient to have the following notion
of microlocality:
Definition 2.3. We say that u ∈ L2(R3,C4) is microlocally O(ε(~)) at
(x0, ξ0) if there is a ∈ S(1), invertible at (x0, ξ0), such that
‖opW [a]u‖ = O(ε(~)),
uniformly as ~→ 0.
Lemma 2.4. For a as in Definition 2.3 we can find χ0 ∈ S(1) with support
away from (x0, ξ0), such that a+ χ0 is everywhere invertible.
Proof. First assume a(x0, ξ0) = I4. Let λmin(x, ξ) be equal to the smallest
of the eigenvalues of a at (x, ξ). Then there is ε > 0 so that λmin(x, ξ) > 1/2
for all (x, ξ) ∈ B((x0, ξ0), ε). Pick M > supR2n ‖a(x, ξ)‖ and choose χ0 to be
a non-negative smooth function such that
χ0(x, ξ) =
{
0 in B((x0, ξ0),
ε
2
),
M in R2n \B((x0, ξ0), ε)
.
Letting χ0 = χ0I4 it is clear that a+ χ0 is everywhere positive definite.
In the general case we consider a˜(x, ξ) := a(x, ξ)a−1(x0, ξ0). Then a˜
satisfies a˜(x0, ξ0) = I4 so by the first part of the proof there is χ˜0, supported
away from (x0, ξ0), such that a˜+χ˜0 is elliptic. Thus a(x, ξ)+χ˜0(x, ξ)a(x0, ξ0)
is everywhere invertible and χ0(x, ξ) := χ˜0(x, ξ)a(x0, ξ0) belong to S(1) and
has support away from (x0, ξ0).
The following lemma shows the strength of Definition 2.3.
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Lemma 2.5. Assume that u ∈ L2(R3,C4) is microlocally O(ε(~)) at (x0, ξ0).
Then, for any b ∈ S(1) with sufficiently small support near (x0, ξ0), it holds
that
‖opW [b]u‖ = O(ε(~) + ~∞),
uniformly as ~→ 0.
Proof. Let χ0 be as in Lemma 2.4 and a as in Definition 2.3. Then we can
find a parametrix q ∈ S(1) with
opW [q]opW [a+ χ0] = 1 +R,
where ‖R‖ = O(~∞). Therefore, for any b ∈ S(1),
opW [b]u = opW [b]opW [q]opW [a+ χ0]u− opW [b]Ru.
Using ‖opW [a]u‖ = O(ε(~)) we obtain
opW [b]u = opW [b#q#χ0]u+O(ε(~)).
Since χ0 has no support in a neighborhood of (x0, ξ0) (see Lemma 2.4) we
can choose b with sufficiently small support around (x0, ξ0) so that supp (b)∩
supp (χ0) = ∅. The lemma now follows from (2.9) and Proposition 2.1.
3 Dirac and CAP Hamiltonians
We introduce various assumptions and we define perturbed Dirac operators.
Moreover, we introduce the CAP Hamiltonians.
The free Dirac operator. The free semiclassical Dirac operator, describ-
ing the motion of a relativistic electron or positron without external forces,
is the unique self-adjoint extension of the symmetric operator defined on
C∞0 (R3,C4) in the Hilbert space H = L2(R3,C4) by
D0 := cα · ~
i
∇+ βmc2 = −ic~
3∑
j=1
αj
∂
∂xj
+ βmc2,
where ∇ = (∂x1 , ∂x2 , ∂x3) is the gradient, c the speed of light, m the electron
mass, ~ the semiclassical parameter, and α := (α1, α2, α3) with α1, α2, α3, β
being Hermitian 4×4 matrices, which satisfy the anti-commutation relations{
αiαj + αjαi = 2δijI4, for i, j = 1, 2, 3,
αiβ + βαi = 0, for i = 1, 2, 3,
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and β2 = I4. For instance, one can use the “standard representation”
αi =
(
0 σi
σi 0
)
, β =
(
I2 0
0 −I2,
)
where
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(3.1)
are 2× 2 Pauli matrices. It is well-known that the resulting self-adjoint op-
erator D0 has domain Dom (D0) = H1(R3,C4) and spec (D0) = specess(D0) =
(−∞,−mc2] ∪ [mc2,∞); see, e.g., [Th’92].
Perturbed Dirac operator. To describe the interaction of a particle with
external fields we perturb D0 by a potential V ∈ C∞(R3) ⊗M4(C), viewed
as a multiplication operator on H.
Assumption 3.1. Let the potential V : R3 → M4(C) be Hermitian, smooth
for all x ∈ R3, and compactly supported; the number R′0 > 0 is chosen such
that supp V ⊂ B(0, R′0).
Under Assumption 3.1 it is well-known that D := D0 + V is self-adjoint
on Dom (D0) = H1(R3,C4). Moreover it follows from Weyl’s theorem that
specess(D) = specess(D0) = spec (D0); see, e.g., [Th’92, Section 4.3]. Hence-
forth we shall emphasize the dependence of ~ in D by writing D(~).
Hamiltonian flow. Let d0 be the principal symbol of D(~) and let its
eigenvalues be denoted by λj, j = 1, . . . , 4.
The Hamiltonian trajectories (or bicharacteristics), denoted by (xj(t), ξj(t)) =:
Φtj(x0, ξ0), j = 1, . . . , 4, are defined as the solutions of Hamilton’s equations{
x′j(t) = ∇ξλj(xj(t), ξj(t))
ξ′j(t) = −∇xλj(xj(t), ξj(t))
, (xj(0), ξj(0)) = (x0, ξ0).
Nontrapping condition. We introduce the following nontrapping condi-
tion for the Hamiltonian flow generated by the eigenvalues λj(x, ξ), j =
1, . . . , 4.
Definition 3.2. We say that an energy band J ⊂ R is nontrapping for D(~)
if for any R > 0 there exists TR > 0 such that
|xj(t)| > R for λj(x0, ξ0) ∈ J provided |t| > TR and j = 1, . . . , 4.
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Hyperbolicity condition. To avoid the difficulty of energy level crossings
in certain situations, we shall introduce the following assumption.
Assumption 3.3. Distinct eigenvalues are said to satisfy the hyperbolicity
condition if
|λj(x, ξ)− λk(x, ξ)| ≥ C〈ξ〉 for all (x, ξ) ∈ T∗R3
for some constant C > 0.
Example 3.4. To illustrate Assumption 3.3 we consider the Dirac opera-
tor describing a particle of mass m and charge e subject to external time-
independent electromagnetic fields E(x) = −∇φ(x) and B(x) = ∇×A(x):
DA,φ(~) = cα ·
(
~
i
∇− e
c
A(x)
)
+ βmc2 + eφ(x).
The principal symbol of DA,φ(~) is
d0,A,φ(x, ξ) = cα ·
(
ξ − e
c
A(x)
)
+ βmc2 + eφ(x). (3.2)
For any (x, ξ) the symbol d0,A,φ(x, ξ) is a Hermitian 4 × 4 matrix with two
doubly degenerated eigenvalues
λ±(x, ξ) = eφ(x)±
√
(cξ − eA(x))2 +m2c4
associated with projection matrices
λ±0 (x, ξ) =
1
2
(
I4 ± α · (cξ − eA(x)) + βmc
2√
(cξ − eA(x))2 +m2c4
)
onto the respective eigenspaces in C4. Since A and φ satisfy Asusmption 3.1
we may choose
m(x, ξ) :=
√
(cξ − eA(x))2 +m2c4,
as an order function for the symbol d0,A,φ. In particular,
|λ+(x, ξ)− λ−(x, ξ)| = 2m(x, ξ),
which shows that Assumption 3.3 holds true.
Cordes [Co’82] imposes a similar condition on the eigenvalues of the symbol
of an operator in a strictly hyperbolic system, and Bolte-Glaser [BoGl’04a,
Theorem 3.2] prove a semiclassical version of Egorov’s theorem under As-
sumption 3.3.
Complex absorbing potential Hamiltonian.
11
Assumption 3.5. Suppose W ∈ L∞(R3,C) is smooth and let W = WI4 be
the operator on L2(R3,C4) induced by multiplication. Suppose, moreover,
that W satisfy the following properties:
(i) Re W ≥ 0;
(ii) There is an R1 > 0 such that supp W ⊂ {|x| ≥ R1};
(iii) For some δ0 > 0 and R2 > R1 we have Re W ≥ δ0 for |x| > R2;
(iv) | Im W | ≤ C√Re W for some constant C.
By property (i) −iW contributes a negative imaginary term which is nec-
essary in order for the CAP to be absorbing. Property (ii) means absorption
of the wave packet takes place away from the interaction region. If, on the
other hand, D is assumed to be nontrapping on supp W in the sense of Def-
inition 3.2 and satisfy the hyperbolicity condition in Assumption 3.3 this
condition can be relaxed, see Theorem 5.2. Property (iii) is a strengthening
of property (i) required to prove that eigenvalues of the CAP Hamiltonian
defined below implies the existence of resonances nearby. We also allow W
to have a non-zero imaginary part as long as it is dominated by the real part
in the sense of property (iv).
In particular, we see that iW is not Hermitian. We now define two CAP
operators. First,
J∞(~) := D(~)− iW(x) on H.
Second, given R > R2 let HR(~) be the restriction of H to the ball B(0, R)
and let DR(~) be the Dirichlet realization of D(~) there. Define
JR(~) := DR(~)− iW(x),
We see that both J∞(~) and JR(~) are closed unbounded operators with
Dom (J∞(~)) = Dom (D(~)) and Dom (JR(~)) = Dom (DR(~))
Furthermore, since Re W ≥ 0, we see that C+ is contained in their resolvent
sets.
Remark 3.6. In Physics and Chemistry the function W is usually chosen to
be real-valued, but, as in [St’05], we have defined W as a complex-valued
function.
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4 Complex distortion and resonances
In the spirit of Aguilar-Balslev-Combes theory of resonances we summarize
the spectral deformation theory for the Dirac operator, following Hunziker’s
approach, and we define resonances. Basic facts are stated without proofs;
we refer to [Hu’86, HiSi’96, Kh’07] for details.
4.1 Complex distortion
We perform complex distortion outside of B(0, R2) ∪ B(0, R′0) and for this
purpose we introduce a smooth vector field g with the following properties.
Assumption 4.1. Let g : R3 → R3 be a smooth function which satisfies:
(i) g(x) = 0 for |x| ≤ R0 where R0 > max(R′0, R2);
(ii) g(x) = x for |x| > R0 + η for some η > 0;
(iii) supx∈R3 ‖(Dg)(x)‖ <
√
2 with (Dg)(x) being the Jacobian matrix of g.
The parameter R0 will be chosen suitably in different circumstances. This
will not affect the set of resonances we study.
Henceforth we impose Assumption 4.1. For fixed ε ∈ (0, 1) and
θ ∈ Dε :=
{
θ ∈ C : |θ| < rε := ε√
1 + ε2
}
,
we let φθ : R3 → R3 be defined by φθ(x) = x + θg(x) and we denote the
Jacobian determinant of φθ by Jθ. We then define U θ : S(R3,C4) →
S(R3,C4) for θ ∈ (−rε, rε) by
U θf(x) = J
1/2
θ (x)f(φθ(x)).
One has:
(P1): The map U θ extends, for θ ∈ (−rε, rε), to a unitary operator on
L2(R3,C4).
Definition 4.2. LetA be the linear space of all entire functions f = (fi)1≤i≤4
such that for any 0 < ε < 1 and k ∈ N we have
lim
|z|→∞
z∈Cε
|z|k|fi(z)| = 0 for 1 ≤ i ≤ 4,
where
Cε = {z ∈ C3 : | Im z| ≤ ε|Re z|, |Re z| > max(R′0, R2)}. (4.1)
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We now define the class of analytic vectors :
Definition 4.3. Let B ⊂ L2(R3,C4) be the set of ψ ∈ L2(R3,C4) such that
there exists f ∈ A with f(x) = ψ(x) for x ∈ R3.
Then:
(P2): The set B is dense in L2(R3,C4).
This statement follows from the fact that B is a linear space which contain
the set of Hermite functions which has a dense span.
Moreover, for B to be a set of analytic vectors for U θ (see e.g. [HiSi’96]),
we need the following fact; wherein we allow θ to become non-real.
(P3): For all θ ∈ Dε we have
(i) For all f ∈ B the map θ 7→ U θf is analytic.
(ii) U θB is dense in L2(R3,C4).
We are now ready to define the family of spectrally deformed Dirac operators.
Definition 4.4. For θ ∈ D+ε := Dε ∩ {Im z ≥ 0} we let
Dθ(~) := U θD(~)U−1θ = U θD0(~)U
−1
θ +U θVU
−1
θ =: D0,θ(~) + V(φθ(x)).
We have:
(P4): For θ0 ∈ D+ε the eigenvalues of Dθ0(~) are independent of the spectral
deformation family {U θ0}.
Khochman [Kh’07, Lemma 3] proves the following representation of the free
deformed Hamiltonian D0,θ(~) = U θD0(~)U−1θ .
Lemma 4.5. For θ ∈ Dε
D0,θ(~) = − 1
1 + θ
ic~α · ∇+ βmc2 +Qθ(x, ~∂xj),
where Qθ(x, ~∂xj) =
∑
|γ|≤1 aγ(x, θ)(~∂xj)γ with aγ(x, ·) analytic and O(θ),
and aγ(·, θ) ∈ C∞0 (B(0, R0 + 2η),C4).
Proof. Since
Dθ,0 = U θD0U−1θ = −ic~
3∑
j=1
αjU θ∂jU
−1
θ + βmc
2
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we need only compute, for any f ∈ S(R3,C4),
U θ∂jU
−1
θ f(x) = J
1/2
θ (x)
(
∂jJ
−1/2
θ (φ
−1
θ (x))f(φ
−1
θ (x))
)
(φθ(x))
= −1
2
J−1θ (x)∂jJθ(x)f(x) +
3∑
k=1
∂jφ
−1
θ,k
(
φθ(x)
)
∂kf(x)
where we use the notation φ−1θ = (φ
−1
θ,1, φ
−1
θ,2, φ
−1
θ,3). By Assumption 4.1 we
have ∂jφ
−1
θ,k(φθ(x)) = (1 + θ)
−1δjk, k = 1, 2, 3, provided |x| > R0 + η. Thus,
if χ ∈ C∞0 (B(0, R0 + 2η)) is taken to equal 1 near B(0, R0 + η) we have
U θ∂jU
−1
θ f(x) = −
1
2
J−1θ (x)∂jJθ(x)f(x) +
1
1 + θ
∂jf(x)(1− χ)
+
3∑
k=1
∂jφ
−1
θ,k
(
φθ(x)
)
∂kf(x)χ
=
1
1 + θ
∂jf(x)
+
{
− 1
2
J−1θ (x)∂jJθ(x)f(x)−
1
1 + θ
∂jf(x)χ+
3∑
k=1
∂jφ
−1
θ,k
(
φθ(x)
)
∂kf(x)χ
}
where the terms in brackets are what makesQθ after multiplication by−ic~αj
and summation over j = 1, 2, 3.
Remark 4.6. In particular we see that, for θ ∈ Dε, θ 7→ D0,θ is a holomorphic
family of type (A) in the sense of Kato (see [Ka’95, p. 375]).
The above representation can be modified to the following more variable one:
Lemma 4.7. For θ ∈ Dε we have, using the principal branch of the cube
root,
Dθ = −J−1/3θ ic~α · ∇+ βmc2 + Q˜θ(x, ~∂xj),
where Q˜θ(x, ~∂xj) =
∑
|γ|≤1 a˜γ(x, θ)(~∂xj)γ with the a˜γ(·, θ) supported in
{R0 < |x| < R0 + 2η}.
Using Lemma 4.7 we are now ready to show the following:
Proposition 4.8. For θ ∈ D+ε , Re z > mc2 and any K ∈ Z+ there is
CK > 0 such that
‖(Dθ − z)−1‖ ≤ CK
Im z
for Im z > ~K ,
provided ~ is small enough.
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Proof. We prove the result by studying the quantity
Im 〈J1/3θ (Dθ − Re z)u,u〉. (4.2)
Take χ ∈ C∞0 (B(0, R0)) which equals 1 near B(0, R′0). Then, using the fact
that Jθ(x) = 1 and Dθ = D for |x| < R0,
Im 〈J1/3θ (Dθ − Re z)u,u〉 = Im 〈(D− Re z)χu,χu〉
+ Im 〈(D− Re z)χu, (1− χ)u〉+ Im 〈(D− Re z)(1− χ)u,χu〉
+ Im 〈J1/3θ (Dθ − Re z)(1− χ)u, (1− χ)u〉
= Im 〈J1/3θ (Dθ − Re z)(1− χ)u, (1− χ)u〉,
because D is symmetric. Consequently, in order to estimate Im 〈J1/3θ (Dθ −
Re z)u,u〉, it suffices to consider u with support in R3 \ B(0, R′0), meaning
we can replace Dθ by D0,θ.
By Lemma 4.7 we may write
D0,θ = −J−1/3θ ic~α · ∇+ βmc2 + Q˜θ
where Q˜θ is a first order differential operator having smooth coefficients
supported in some subset U of B(0, R0 + 2η) \B(0, R0). Thus (4.2) becomes
Im 〈J1/3θ (Dθ − Re z)u,u〉 = mc2〈Im (J1/3θ )βu,u〉+ Im 〈J1/3θ Q˜θu,u〉
− Re z〈Im (J1/3θ )u,u〉
≤ (mc2 − Re z)〈Im (J1/3θ )u,u〉+ C‖u‖H1(U)‖u‖.
Now, the first term on the right is non-positive. Moreover,
‖u‖H1(U) = ‖(1− χ)u‖H1(U) ≤ C1‖(D0,θ − z)(1− χ)u‖ = C1‖(Dθ − z)(1− χ)u‖
≤ C1(‖(Dθ − z)u‖+ ‖[D0,θ,χ]u‖)
≤ C1(‖(Dθ − z)u‖+ ~‖u‖supp (∇χ))
since z 6∈ spec (D0,θ) (see Sec. 4.2). Next take χ2 having the same properties
as χ but also χ2 ≺ χ. Then, in the same way,
‖u‖supp (∇χ) = ‖(1− χ2)u‖supp (∇χ) ≤ C2(‖(Dθ − z)u‖+ ~‖u‖supp (∇χ2)).
Continuing in this way, with χK ≺ · · · ≺ χ2 ≺ χ, we obtain, for any K ∈ Z+,
‖u‖H1(U) ≤ CK(‖(Dθ− z)u‖+~K‖u‖supp (∇χK)), for z 6∈ spec (D0,θ). (4.3)
16
Therefore
Im 〈J1/3θ (Dθ − Re z)u,u〉 ≤ CK(‖(Dθ − z)u‖+ ~K‖u‖)‖‖u‖
which together with
Im 〈J1/3θ (Dθ − z)u,u〉 = Im 〈J1/3θ (Dθ − Re z)u,u〉 − (Im z)〈Re (J1/3θ )u,u〉
gives
C‖(Dθ − z)u‖ ≥ (C0 Im z − CK+1~K+1)‖u‖ ≥ C0
2
Im z‖u‖, Im z > ~K ,
provided ~ is sufficiently small. This proves the lemma.
4.2 Resonances
Let
Σθ :=
{
z ∈ C : z = ±c
( λ
(1 + θ)2
+m2c2
)1/2
, λ ∈ [0,∞)
}
,
where we have taken the principal branch of the square root function, and
put (see Figure 1)
Sθ0 :=
⋃
θ∈D+ε,θ0
Σθ
where
D+ε,θ0 :=
{
θ ∈ D+ε : arg(1 + θ) < arg(1 + θ0),
1
|1 + θ| <
1
|1 + θ0|
}
.
We have the following results, where the second asserts that the essential
spectrum of D0,θ(~) is invariant under the influence of a potential satisfying
Assumption 3.1.
(P5): specess(D0,θ(~)) = Σθ.
(P6): specess(Dθ(~)) = Σθ .
In view of Property (P4) the following definition makes sense.
Definition 4.9. The set of resonances of D(~) in Sθ0∪R, designated Res (D(~))
(with θ0 suppressed), is the set of eigenvalues of Dθ0(~). If z0 is a resonance,
then the spectral (or Riesz) projection
Πz0 =
1
2pii
∮
|z−z0|1
(Dθ(~)− z)−1 dz
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makes sense and has finite rank. We define the multiplicity of z0 to be the
rank of Πz0 .
We will restrict ourselves to the study of resonances having positive en-
ergies. Namely, we assume that the resonances are located in a rectangle R
satisfying the following:
Assumption 4.10. We say that a complex rectangle R as in (2.1) satisfies
the assumption (A+R) if l > mc
2, b < 0 < t and there exists θ0 ∈ D+ε such
that R∩ Σθ0 = ∅. (cf. Figure 1).
In Figure 1 we show a typical scenario when we fix a θ0 ∈ D+ε to uncover the
resonances in Sθ0 .
mc2−mc2
R
Res(D)Γθ0
Sθ0
Figure 1: The set Sθ0 and a rectangle R satisfying (A+R).
The following upper bound on the number of resonances, not necessarily close
to the real axis, will be used repeatedly throughout the paper. A proof can
be found in Khochman [Kh’07], who follows Nedelec’s work on matrix valued
Schro¨dinger operators [Ne’01] (in turn inspired by Sjo¨strand [Sj’97]).
Theorem 4.11. Let V satisfy Assumption 3.1 and let R be a complex rect-
angle satisfying Assumption (A+R). Then
Count (D(~),Res (D(~)) ∩R) ≤ C(R)~−3.
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We will need the following important a priori resolvent estimate for Dθ(~)
away from the critical set, which is useful for applying the semiclassical max-
imum principle (see, e.g., [TaZw’98] or [St’05, Corollary 1]). Due to lack of
space, we omit its lengthy proof (which is based on ideas from Sjo¨strand and
Zworski [SjZw’91] and Sjo¨strand [Sj’97]).
Proposition 4.12. Let Assumption 3.1 hold. Let R be a complex rectangle
satisfying Assumption (A+R) and assume g : (0, ~0]→ R+ is o(1). Then there
are constants A = A(R) > 0 and ~1 ∈ (0, ~0) such that
‖(Dθ(~)− z)−1‖ ≤ AeA~
−3 log 1
g(~) for all z ∈ R \
⋃
zj∈Res (D(~))∩R
D(zj, g(~)),
(4.4)
for all 0 < ~ ≤ ~1.
5 Main results
Henceforth we always impose Assumption 3.1 and Assumption 3.5. Moreover,
J(~) represents either J∞(~) or JR(~). Throughout we shall assume that
mc2 < l0 < r0 <∞ (here l0 and r0 are independent of ~).
The case R′0 < R1
Bear in mind that supp W ⊂ R3 \ B(0, R1). We obtain the following result,
which shows how a single resonance of D(~) generates a single eigenvalue of
J(~) nearby, and vice versa.
Theorem 5.1.
1. Let R′0 < R1. Suppose z0(~) is a resonance of D(~) in
[l0, r0] + i
[
− ~
5
C log 1~
, 0
]
, C  1.
Then there is an ~0 ∈ (0, 1] such that, for 0 < ~ ≤ ~0, J(~) has an eigenvalue
in [
Re z0(~)− ε(~) log 1~ ,Re z0(~) + ε(~) log
1
~
]
+ i[−ε(~), 0] (5.1)
where ε(~) = −~−5 Im z0(~) +O(~∞).
2. Let R′0 < R1. Suppose w0(~) is an eigenvalue of J(~) in
[l0, r0] + i
[
−
( ~4
C log 1~
)2
, 0
]
, C  1.
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Then there is an ~0 ∈ (0, 1] such that, for 0 < ~ ≤ ~0, D(~) has a resonance
in (5.1) with ε(~) = ~−4
√− Im w0(~) +O(~∞).
The case R1 < R
′
0
As the following theorem shows we only worsen the error by at most a factor
~−1 if we allow the supports of V and W to intersect. To establish it we need
to impose both the nontrapping assumption and the hyperbolicity condition.
Theorem 5.2. Let R1 < R
′
0. Suppose that D(~) is nontrapping for |x| > R1
on the interval J = [l0, r0]; in the sense of Definition 3.2. Moreover, let
Assumption 3.3 be satisfied and suppose z0(~) is a resonance of D(~) in
[l0, r0] + i
[
− ~
6
C log 1~
, 0
]
, C  1.
Then there is an ~0 ∈ (0, 1] such that, for 0 < ~ ≤ ~0, J(~) has an eigenvalue
in (5.1) with
ε(~) = −~−6 Im z0(~) +O(~∞).
6 Properties of CAP Hamiltonians
Herein we study the spectral properties of the CAP Hamiltonians. We give
an estimate of the number of eigenvalues of J(~) on a rectangle. The result is
an analogue of the estimate in Theorem 4.11 for D(~), however this time for
the number of eigenvalues of J(~) rather than the resonances of D(~). Our
approach is inspired by Stefanov [St’05].
Since the following result is independent of ~ we need not indicate that
we have a family of ~-dependent operators.
Lemma 6.1. The resolvent (J − z)−1 exists as a meromorphic operator in
Im z > −δ0 with the poles being the eigenvalues of finite multiplicity.
Proof. Let χ1 + χ2 + χ3 = 1 be a smooth partition of unity with χ1 = 1
near B(0, R′0) and supported in B(0,
R′0+R1
2
), χ2 compactly supported and
χ3 supported in |x| > R2. Let χ˜j  χj have the same support properties.
The fact that {χ˜j} is not a partition of unity does not matter. Define W1 to
equal δ0 for |x| < R2 and W otherwise. For Im z0 > 0 fixed (see below) the
operator
E(z, z0) = χ˜1(D− z0)−1χ1 + χ˜2(D0− iW− z0)−1χ2 + χ˜3(D0− iW1− z)−1χ3
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depends analytically on z in Im z > −δ0. Moreover
(J− z)E(z, z0) = 1 +K(z, z0)
where
K(z, z0) = [D0, χ˜1](D− z0)−1χ1 + (z0 − z)χ˜1(D− z0)−1χ1
+ [D0, χ˜2](D0 − iW− z0)−1χ2 + (z0 − z)χ˜2(D0 − iW− z0)−1χ2
+ [D0, χ˜3](D0 − iW1 − z)−1χ3
=: K1(z0) +K2(z, z0) +K3(z0) +K4(z, z0) +K5(z).
By construction K(z, z0) depends analytically on z in Im z > −δ0. Further-
more it follows by the Rellich-Kondrachov embedding theorem that K(z, z0)
is a compact operator on L2(R3,C4). Since for Im z0 > 0 sufficiently large we
have ‖K(z, z0)‖ ≤ C max{| Im z|−1, (Im z0)−1} we see that for z = z0 and
Im z0 large enough ‖K(z, z0)‖ ≤ 1/2. By the analytic Fredholm theorem,
for fixed z0 as above, (1 +K(z, z0))
−1 exists as a meromorphic operator in
Im z > −δ0. Similarly a left parametrix is constructed by interchanging χj
and χ˜j for j = 1, 2, 3. The left and right inverses will share the same poles
and agree elsewhere and thus
(J− z)−1 = E(z, z0)(1 +K(z, z0))−1 (6.1)
so that (J− z)−1 is meromorphic in Im z > −δ0 with finite rank residues at
the poles which are the eigenvalues.
The following result and its proof is similar to [St’05, Proposition 2].
Proposition 6.2. Let Assumption 3.1 and Assumption 3.5 hold. If R sat-
isfies Assumption (A+R) then the number of eigenvalues in R satisfies
Count (J(~),R) = O(~−4). (6.2)
Proof. In addition to the requirements imposed in the proof of Lemma 6.1,
assume z0 is such that we can find r0, ε0 > 0 so that R ⊂ D(z0, r0) ⊂
D(z0, r0+ε0) ⊂ {Im z > −δ0}. By (6.1) it suffices to estimate the number of
points z in D(z0, r0) where 1 +K(z, z0) is not invertible. Since ‖K5(z)‖ =
O(~) we may write
1 +K(z, z0) =
(
1 + K˜(z)
)
(1 +K1(z0) +K3(z0) +K5(z))
K˜(z, z0) := (K2(z, z0) +K4(z, z0))
(
1 +K1(z0) +K3(z0) +K5(z)
)−1
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provided ~ is small enough. Thus 1 +K(z, z0) is not invertible if and only if
1 + K˜(z, z0) is not invertible. Now, since 1 + K˜(z, z0) need not belong to B1
(see below) and since the singular points of 1 + K˜(z, z0) are included among
those of 1− K˜4(z, z0), we are going to estimate the number of zeros of
f(z) := det(1− K˜4(z, z0)).
By (2.7), (2.4), (2.5) and (2.3) it suffices to obtain upper bounds of µj(K2)
and µj(K4). To this end, let R˜ > R
′
0 + R1 and consider the flat torus T :=
(R/R˜Z)3 obtained by identifying opposite faces of the cube {x ∈ R3 : |xj| <
R˜, j = 1, 2, 3}. We assume T carries the metric induced by the Euclidean
metric on R3 and trivial spin structure. Denote by D0,T the corresponding
free semiclassical Dirac operator on T. Then, viewing B(0, R
′
0+R1
2
) as a subset
of T, DT := D0,T +V(x) coincides with D near B(0, R
′
0+R1
2
). It is well-known
that D0,T satisfies the Weyl law (in fact this follows from the Weyl law for
∆T in view of the Schro¨dinger-Lichnerowicz formula)
Count (D0,T, [−λ, λ]) = O
(λ3
~3
)
, (6.3)
and since V is a bounded multiplication operator the Weyl asymptotics re-
main true also for DT. Denote by λ1 ≤ λ2 ≤ · · · the eigenvalues of D0,T.
Then (6.3) implies
µj
(
(DT − i)−1
)
= |i− λj|−1 ≤ C
1 + ~j1/3
,
and by the resolvent equation the same estimate holds for µj
(
(DT − z0)−1
)
.
From the identity
(D− z0)−1χ1 = χ˜1(DT − z0)−1χ1 − (D− z0)−1[D, χ˜1](DT − z0)−1χ1
we now obtain
µj(K2) ≤ C
1 + ~j1/3
.
By taking a possibly larger torus we see that
χ˜2(D0 − iW− z0)−1χ2 = (D0,T − i)−1(D0,T − i)χ˜2(D0 − iW− z0)−1χ2
where (D0,T − i)χ˜2(D0 − iW− z0)−1χ2 is bounded. Thus, by (6.3), also
µj(K4) ≤ C
1 + ~j1/3
.
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It follows that∑
j
µj(K˜
4
) ≤
∑
j
C
(1 + ~j1/3)4
≤
∑
j
C
1 + ~4j4/3
≤ C~−4,
and from (2.7) we obtain |f(z)| ≤ eC~−4 for z ∈ D(z0, r0 + ε0). Thus, since
f(z0) = 1, an application of Jensen’s formula relative to D(z0, r0 + ε0) and
D(z0, r0) gives (6.2).
Finally we establish an a priori resolvent estimate for the complex scaled
CAP Hamiltonian Jθ, which takes into account the distance to its eigenvalues
wj; this is the analogue of Proposition 4.12 above.
Proposition 6.3. Let Assumption 3.1 and Assumption 3.5 hold. Let R be a
complex rectangle satisfying Assumption (A+R) and assume g : (0, ~0] → R+
is o(1). Then there are constants A = A(R) > 0 and ~1 ∈ (0, ~0) such that
‖(J(~)− z)−1‖ ≤ AeA~−4 log 1g(~) , z ∈ R \
⋃
wj(~)∈spec (Jθ(~))∩R′
D(wj(~), g(~)),
where R ( R′.
The following proof is partially sketchy to avoid repeating arguments.
Proof. In this proof, once again, we suppress the subscript in J∞(~) and its
dependence on ~. Using the notation from Lemma 6.1 and Proposition 6.2
we have
(J− z)−1 = E(1 +K1 +K3 +K5)−1(1− K˜ + K˜
2 − K˜3)(1− K˜4)−1
so it suffices to estimate (1 − K˜4)−1 away from the set of eigenvalues of J.
To this end we have (see [GoKr’69, Ch. V, Theorem 5.1])
‖(1 + K˜4(z))−1‖ ≤ det(1 + |K˜
4
(z)|)
| det(1 + K˜4(z))|
.
For the numerator we have as before det(1 + |K˜4(z)|) ≤ e‖K˜(z)‖B1 ≤ eC~−4 .
The denominator can be treated as in [Sj’97, Section 8], i.e. by first factor-
ing out its zeros and then use the upper bound for the eigenvalue counting
function to obtain
| det(1 + K˜0(z))| ≥ CeC~−4 log
1
g for dist (z, spec (Jθ) ∩R) ≥ g(~).
Putting these facts together gives the assertion.
Remark 6.4. The results above, established for J∞(~) and its resolvent, can
easily be carried over to the CAP Hamiltonian JR(~) and its resolvent.
23
7 Quasimodes and resonances
In this section we present the main result that enables us to relate so-called
quasimodes of D(~) with resonances of D(~). It informs us that if we have
a set of linearly independent quasimodes, which can be thought of as square
integrable approximate resonant states, for energies in a real interval I and if
this set remains linearly independent under small perturbations (in the semi-
classical sense), then there are as many resonances as there are quasimodes
and these are located with real parts near I and having small imaginary
parts. Such a result was first established by Tang and Zworski [TaZw’98]
for Schro¨dinger operators. We give a version which is valid for the per-
turbed Dirac operator. Our proof is adopted from Stefanov [St’99] who even
managed to treat higher multiplicities and clusters of resonances in the case
when quasimodes are very close to each other. He showed that such clusters
of quasimodes generate (asymptotically) at least the same number of reso-
nances. In [St’05] he improved the latter result in several ways by modifying
the reasoning in [St’99, Theorem 1]. The underlying ideas, however, are the
same as in Tang and Zworski [TaZw’98] (see also [Sj’02, Theorem 11.2]).
Let χ, χ˜ ∈ C∞0 (R3) with 1B(0,R) ≺ χ ≺ χ˜ and let z0 ∈ Res (D(~)). Then,
for z in a neighborhood of z0 we have, with N finite,
χ(Dθ − z)−1χ˜ = A0(z, ~) +
N∑
j=1
(z − z0(~))−jAj(~) (7.1)
for some operator A0(z, ~), holomorphic in z near z0(~), and finite rank
operators Aj, 1 ≤ j ≤ N , independent of z.
Lemma 7.1. Let χ ∈ C∞0 (R3) with χ = 1 on B(0, R) for some R > 0. Then,
for any z0(~) ∈ Res (D(~)), we have
χ(Dθ(~)− z)−1χ = A0(z, ~)χ+
N∑
j=1
(z − z0(~))−jA1(~)Qj(~)
for some operators Qj, holomorphic at z0(~).
Proof. For notational reasons we denote χ = χ1 and χ˜ = χN and introduce
the sequence of intermediate cut-off functions
χ1 ≺ χ2 ≺ · · · ≺ χN .
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Multiply (7.1) by Dθ − z from the right to get
χ1 + χ1(Dθ − z)−1[χ˜,Dθ] = A0(z)(Dθ − z) +
N∑
j=1
(z − z0)−jAj(Dθ − z)
= A0(z)(Dθ − z)−A1 +
N∑
j=1
(z − z0)−j
(
Aj(Dθ − z)−Aj+1
)
with the convention that AN+1 = 0. Upon multiplying by χl from the right
and using [χ˜,Dθ]χl = 0 we realize that all singular terms on the right must
vanish, that is
Aj(Dθ − z0)χl = Aj+1χl, j, l = 1, . . . , N − 1.
Using the latter identity repeatedly results in
Ajχ1 = Aj−1(Dθ − z0)χ1 = Aj−1χ2(Dθ − z0)χ1
...
= A1(Dθ − z0)χj−1(Dθ − z0)χj−2 · · ·χ2(Dθ − z0)χ1.
By multiplying (7.1) from the right by χ and using the previous relation we
obtain the lemma with
Qj = (Dθ − z0)χj−1(Dθ − z0)χj−2 · · ·χ2(Dθ − z0)χ1.
We state and prove the main result of this section for positive energies.
Theorem 7.2. Assume mc2 < l0 ≤ l(~) ≤ r(~) ≤ r0 < ∞. Assume that
for any ~ ∈ (0, ~0] there is m(~) ∈ Z+, Ej(~) ∈ [l(~), r(~)] and normalized
uj(~) ∈ Dom (D) (quasimodes) for 1 ≤ j ≤ m(~), having support in a ball
B(0, R) where R < R0 does not depend on ~. Assume, moreover, that
‖(D(~)− Ej(~))uj(~)‖ ≤ ρ(~) (7.2)
and
all u˜j(~) ∈ H such that ‖u˜j(~)− uj(~)‖ ≤ ~
N
M
, 1 ≤ j ≤ m(~),
are linearly independent, (7.3)
where ρ(~) ≤ ~4+N/(C log ~−1), C  1, N ≥ 0 and M > 0. Then there
exists C0 = C0(l0, r0) > 0 such that for any B > 0 and K ∈ Z+ there is an
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~1 = ~1(A,B,M,N) ≤ ~0 such that for any ~ ∈ (0, ~1] there will be at least
m(~) resonances of D(~) in
[l(~)− b(~) log 1
~
, r(~) + b(~) log
1
~
] + i[−b(~), 0], (7.4)
where
b(~) = max (C0BMρ(~)~−4−N , e−B/~, ~K).
We remark that Theorem 7.2 is stronger than what is needed for the
present work where we only work with one quasimode at a time.
Proof. Denote by z1, . . . , zl all distinct resonances in
R2 := [l − 2w, r + 2w] + i
[
− 2A~−3(log 1
S
)S, S
]
. (7.5)
where S = max(e3M~−Nρ(~), e−2B/~, ~K+4) for some B > 0 (cf. Appendix A)
and
w = 12A~−3(log
1
~
)(log
1
S
)S.
Clearly S and w satisfies (A.2). It is easy to see that R2 ∩ C− is contained
in the box (7.4) for ~ small enough so it suffices to show that there are at
least m resonances in R2. Fix χ ∈ C∞0 (R3) with χ  1B(0,R). Let Π be
the orthogonal projection onto ∪jA(j)1 (H) with A(j)1 being the residue at zj,
cf. (7.1), and let Π′ = 1 −Π be the complementary projection. In view of
Lemma 7.1 F (z) := Π′χ(Dθ(~) − z)−1χ is holomorphic in a neighborhood
of R2. We are going to use this fact to show that the estimate in (4.4) holds
in the whole of the smaller box
R1 := [l − w, r + w] + i
[
− A~−3(log 1
S
)S, S
]
⊂ R2
The bound ‖F (z)‖ ≤ C/S (cf. Proposition A.1) for Im z = S follows from
Proposition 4.8. From Proposition 4.12 with g = S it follows that (4.4)
is fulfilled for z ∈ R2 ∩ {z : dist (z,Res (D)) ≥ S}. Consider now the set
obtained by adjoining to R1 the set of unions of disks D(zj, S) that have a
point in common with R1 (see Figure 2).
If we can show that the set so obtained is contained in R2, provided
~ is small enough, where F is holomorphic, then it would follow from the
(classical) maximum principle that (4.4) holds in all of R1 since we know
it holds on the boundary of the extended set. To this end, notice how it
follows from Theorem 4.11 that the diameter of any connected chain of disks
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wR1
R2 A~−3 log 1S
S
Figure 2: Connected unions of disks centered at resonances with radius S
that intersect with R1 never intersect the complement of R2.
centered at resonances having radii S is O(~−3S) while the shortest distance
from R1 ∩ C− (to where the resonances are confined) to the complement of
R2 is A~−3(logS−1)S. Since the latter is greater than the former, provided
~ is sufficiently small, it follows that any such union of disks that intersect
with R1 cannot intersect the complement of R2. Thus
‖F (z)‖ ≤ AeA~−3 log 1S for all z ∈ R1.
We are now in a position to apply Proposition A.1 so that, by letting z → Ej,
‖Πuj − uj‖ = ‖Π′χuj‖ = ‖F (z)(D− z)uj‖ ≤ e
3ρ(~)
S
,
where we have also used the quasimode property (7.2). It follows from our
choice of S and the assumption (7.3) that {Πuj}mj=1 is linearly independent.
Consequently,
Count (D,R2) =
l∑
j=1
rankA
(j)
1 ≥ rank Π ≥ m,
which concludes the proof.
With minor modifications Theorem 7.2 holds also with Dθ(~) replaced
by J(~) (and resonances by eigenvalues). We re-phrase it for the precise
statement.
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Corollary 7.3. Assume mc2 < l0 ≤ l(~) ≤ r(~) ≤ r0 < ∞. Assume that
for any ~ ∈ (0, ~0] there is m(~) ∈ Z+, Ej(~) ∈ [l(~), r(~)] and normalized
uj(~) (quasimodes) for 1 ≤ j ≤ m(~), having support in a ball B(0, R) where
R < R0 does not depend on ~. Assume, moreover, that
‖(J(~)− Ej(~))uj(~)‖ ≤ ρ(~) (7.6)
and
all u˜j(~) ∈ H such that ‖u˜j(~)− uj(~)‖ ≤ ~
N
M
, 1 ≤ j ≤ m(~),
are linearly independent, (7.7)
where ρ(~) ≤ ~5+N/(C log ~−1), C  1, N ≥ 0 and M > 0. Then there
exists C0 = C0(l0, r0) > 0 such that for any B > 0 and K ∈ Z+ there is an
~1 = ~1(A,B,M,N) ≤ ~0 such that for any ~ ∈ (0, ~1] there will be at least
m(~) eigenvalues of J(~) in
[l(~)− b(~) log 1
~
, r(~) + b(~) log
1
~
] + i[−b(~), 0], (7.8)
where
b(~) = max (C0BMρ(~)~−5−N , e−B/~).
Proof. This proof works just as above if we use Count (J(~),R) = O(~−4)
(see Proposition 6.2) and define w accordingly. From
− Im 〈(J− z)u,u〉 = ‖
√
Re (W )u‖2 + Im z‖u‖2 ≥ Im z‖u‖2 (7.9)
it follows that
‖(J− z)−1‖ ≤ 1
Im z
for Im z > 0. (7.10)
Therefore, by Proposition 6.3, we can apply the semiclassical maximum prin-
ciple to the holomorphic function F (z) = (1 − Π)(J − z)−1χ, where Π is
defined similarly as before.
Remark 7.4. Notice that due to (7.10) we do not need to take c(~) as large
as in Theorem 7.2 which possibly gives us an improved error estimate.
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8 Proof of main results
8.1 Approximating a single eigenvalue when R′0 < R1
We are now in position to prove that a single resonance of D(~) generates
a single eigenvalue of J(~) nearby in the sense stated in Theorem 5.1, and
vice versa. To show these results we use Theorem 7.2 and Corollary 7.3,
respectively, with m = 1.
Proof of Theorem 5.1. We suppress the dependence of ~ for all operators
below.
1. Take χ ∈ C∞0 (B(0, R1)) with χ = 1 in a neighborhood of B(0, R′0). Let u
be an eigenfunction of Dθ associated with the eigenvalue z0. Since χW = 0
we have
(J− Re z0)χu = [Dθ,χ]u+ i Im z0χu.
Furthermore, it follows from (4.3) that ‖[Dθ,χ]u‖ = O(~∞)‖u‖. Conse-
quently,
‖(J− Re z0)χu‖ ≤ (− Im z0 +O(~∞))‖u‖. (8.1)
Another application of (4.3) gives
‖u‖ ≤ ‖χu‖+ ‖(1− χ)u‖ ≤ ‖χu‖+O(~∞)‖u‖
and, therefore, we obtain, for ~ sufficiently small, that (1−o(1))‖u‖ ≤ ‖χu‖,
and thus ‖u‖ ≤ C‖χu‖. Then (8.1) implies that
‖(J− Re z0)χu‖ ≤ (− Im z0 +O(~∞))‖χu‖
and, by interpreting χu/‖χu‖ as a quasimode for J(~), an application of
Corollary 7.3 yields
ρ(~) = − Im z0 +O(~∞) ≤ ~
5
C log 1~
.
2. Let f ∈ H1(R3,C4) be an eigenvector of J corresponding to w0, i.e.
Jf = w0f . Let χ ∈ C∞0 (B(0, R0)), 0 ≤ χ ≤ 1, be 1 near B(0, R2). We will
show that χf/‖χf‖ is a quasimode. Therefore we consider
(D− Re w0)χf = [D,χ]f + iχWf + i Im w0χf . (8.2)
From (7.9) we have ‖√Re Wf‖ = √− Im w0‖f‖, which because of Assump-
tion 3.5 (iv) and the fact that [D,χ]f is supported in |x| > R2, makes the
norms of the first two terms on the right hand side bounded by C
√− Im w0‖f‖.
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For the same reason χf is uniformly bounded away from zero and ‖f‖ ≤
C‖χf‖. Thus
‖(D− Re w0)χf‖ ≤ C
√
− Im w0 ≤ ~
4
C log 1~
.
An application of Theorem 7.2 finishes the proof.
8.2 Approximating a single eigenvalue when R1 ≤ R′0
Semiclassical projections
Denote by λj : T
∗R3 → M4(C), j = 1, . . . , 4, the projection matrices onto the
eigenspaces corresponding to the eigenvalues λj of the principal symbol d0
of D. Since the symbols λj depend on x, their quantizations Λj := opW [λj]
are not projection operators. Rather they satisfy [EmWe’96]
Λ2j −Λj = O(~), j = 1, . . . , 4. (8.3)
In addition, Λj do not commute with D(~). One can improve the error on the
right-hand side of (8.3) by adding a suitable term of order ~ to the symbol D0
and, subsequently, quantization results in an operator which is a projector up
to an error of order ~2. Iteration of this process leads to an error of arbitrary
order ~N [EmWe’96].
Under Assumption 3.3 it is shown in [BoGl’04a, Proposition 2.1] that one
can construct
λj ∼
∑
n≥0
~nλj,n
such that
λj#λj ∼ λj ∼ λ∗j and [λj,d]# ∼ 0,
and, moreover, in agreement with the discussion above, the corresponding
quantizations Λj satisfy the relations (j = 1, . . . , 4):
Λ1 + Λ2 ≡ 1,
Λ2j ≡ Λj ≡ Λ∗j ,
‖[D,Λj]‖ ≡ 0,
where ≡ means modulo terms of norm O(~∞). The operators Λj, j =
1, . . . , 4, are called almost orthogonal projections.
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Matrix valued Egorov theorem
We now indicate how to solve Heisenberg’s equation of motion semiclassically
in the sense that given A = opW [a] with a ∈ S(1) we can, for all t, find
a(t) ∈ S(1) such that
∂
∂t
opW [a(t)] = [D, opW [a(t)]] +R(t), A(0) = A,
with ‖R(t)‖ = O(~N) for any N ∈ N. This means we can approximate the
time evolution A(t) := exp(iDt/~)A exp(−iDt/~) of A to any order.
We extract the following lemma from [BoGl’04a, Theorem 3.2 and the
discussions preceeding and proceeding it].
Lemma 8.1 (Matrix Egorov theorem). Let Assumption 3.1 and Assump-
tion 3.3 be satisfied. Suppose that a ∈ S(1) is block-diagonal with respect to
the λj in the sense that
a ∼
4∑
j=1
λj#a#λj.
Then, for any T > 0, we can find a(t) ∈ S(1) for all 0 ≤ t ≤ T such that
‖A(t)− opW [a(t)]‖ = O(~∞) for all t ∈ [0, T ].
Moreover, the principal symbol is given by
a0(x, ξ, t) =
4∑
j=1
t∗jj(x, ξ, t)λj,0(Φ
t
j(x, ξ))a0(Φ
t
j(x, ξ))λj,0(Φ
t
j(x, ξ))tjj(x, ξ, t)
where the 4× 4 unitary transport matrices tjj are given by
d
dt
tjj(x, ξ, t) + iT˜jj,1(Φ
t
j(x, ξ))tjj(x, ξ, t) = 0, t(x, ξ, 0) = I4.
Here
T˜jj,1 = −iλj
2
λj,0{λj,0,λj,0}λj,0 − i[λj,0, {λj,λj,0}] + λj,0Tj,1λj,0
where Tj,1 is the subprincipal symbol of op
W [λj#d#λj].
Remark 8.2. Notice that Lemma 8.1 requires that both [BoGl’04a, Property
(3.9)] and the assumptions of [BoGl’04a, Lemma 3.3] are satisfied; but these
conditions are clearly fulfilled in our case.
By imposing additional assumptions we can say even more about opW [a(T )].
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Lemma 8.3. Let Assumption 3.1, Definition 3.2 , and Assumption 3.3 hold.
Then, provided T and ~−1 are sufficiently large we can construct a(x, ξ, t) as
in Lemma 8.1 so that a(x, ξ, T ) = I4 +O(~) in a neighborhood of (x0, ξ0).
Proof. By defining
a0(x, ξ) =
4∑
j=1
χj(x, ξ)λj,0(x, ξ)tjj(Φ
−T
j (x0, ξ0), T )λj,0(Φ
−T
j (x0, ξ0))
× t∗jj(Φ−Tj (x0, ξ0), T )λj,0(x, ξ)
it follows from Lemma 8.1, the identity (see [BoGl’04a, Equation (4.1)]),
λj,0(Φ
t
j(x, ξ))tjj(x, ξ, t)λj,0(x, ξ) = tjj(x, ξ, t)λj,0(x, ξ)
and its adjoint equation and the fact that λj,0(x, ξ)λk,0(x, ξ) = 0 whenever
λj,0 and λk,0 are projections corresponding to distinct eigenvalues, that
a0(x, ξ, T ) =
4∑
j=1
χj(Φ
T
j (x, ξ))λj,0(x, ξ)
and, in particular, a0(x0, ξ0, T ) = I4.
Propagation of singularities
Lemma 8.4 (Propagation of singularities). Let R′0 < R
′
1 and suppose that
for some z0(~) ∈ [l0, r0] and v(~) ∈ Dom (D) with supp v(~) ⊂ B(0, R′1) and
‖v(~)‖ ≤ C for some C > 0 we have
(D(~)− z0(~))v(~) = g(~)
with ‖g(~)‖ = O(ε(~)), ε(~) = O(~N) for some N > 0. If (x0, ξ0) ∈ T∗R3 is
such that the norms of the x-projections of ΦTj (x0, ξ0), j = 1, . . . , 4, exceed R
′
1
for some 0 < T <∞ then v(~) is microlocally O(~−1ε(~) + ~∞) at (x0, ξ0).
Proof. Let a(t) ∈ S(1), 0 ≤ t ≤ T , be as in Lemma 8.1 with a(0) invertible
and supported near the points ΦTj (x0, ξ0) for j = 1, . . . , 4. Denote by A(t) =
opW [a(t)] its quantization. Put
l(t) = ‖A(t)v‖
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so that l(0) = O(~∞) since a(0) has support where v = 0. Then, using the
fact that opW [a(t)] approximately solves Heisenberg’s equation of motion,
l(t)
d
dt
l(t) =
d
dt
l2(t)
2
= Re
〈 d
dt
A(t)v,A(t)v
〉
= −~−1 Im
〈(
[D− z0,A(t)] +R(t)
)
v,A(t)v
〉
= ~−1 Im
〈
A(t)(D− z0)v,A(t)v
〉
− ~−1 Im
〈
R(t)v,A(t)v
〉
= ~−1 Im
〈
A(t)g,A(t)v
〉
− ~−1 Im
〈
R(t)v,A(t)v
〉
.
Since A(t) is bounded for all t ∈ [0, T ] and R(t) can be made to satisfy
‖R(t)v‖ = O(~∞) we obtain
d
dt
l(t) = O(~−1ε(~) + ~∞)
and since l(0) = O(~∞) we see that l(t) = O(~−1ε(~) + ~∞) for all t ∈ [0, T ].
In particular, by Lemma 8.3, a0(x, ξ, T ) equals the identity near (x0, ξ0) so
that a(x, ξ, T ) is invertible near (x0, ξ0) (see Section 2) provided ~ is small
enough.
Proof of Theorem 5.2
We are now in position to prove Theorem 5.2.
Proof of Theorem 5.2. Let R′0 < R
′
1 < R0 and pick χ ∈ C∞0 B(0, R′1) with
χ = 1 near B(0, R′0). Then, with v = χu, we obtain as in (8.2),
(J(~)− Re z0)v = [D(~),χ]u+ i(Im z0)v − iWv, (8.4)
where, as in (8.1), ‖(D(~) − Re z0)v‖ = O(ε(~)) with ε(~) = − Im z0(~) +
O(~∞).
It remains to estimate ‖Wv‖. To this end, notice that under the nontrap-
ping assumption (see Definition 3.2) Lemma 8.4 can be applied to any point
(x0, ξ0) ∈ E[l0,r0] with x0 ∈ supp W where E[l0,r0] = ∪4j=1λ−1j ([l0, r0]). Near
any point (x, ξ) in the complement of E[l0,r0] the operator D − z0 is elliptic
and therefore a(x, ξ) = 〈ξ〉−1#(d(x, ξ)−z0) will satisfy ‖opW [a]v‖ = O(ε(~))
with a ∈ S(1) and opW [a] elliptic at (x, ξ). Take χ ∈ C∞(T∗R3) which equals
1 near E[l0,r0] and has support in {|ξ| ≤ C} for some C > 0. Consider any
(x0, ξ0) with R1 < |x0| < R′1. For any (x0, ξα) ∈ {x0} × {|ξ| ≤ C} and any
bα ∈ S(1) supported in a sufficiently small open neighborhood Uα of (x0, ξα) it
holds, by Lemma 8.4 and Lemma 2.5, that ‖opW [bα]v‖ = O(~−1ε(~) + ~∞).
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Now consider any b ∈ C∞0 (∪Uα) and extract a finite subcover {Uj}Nj=1 of
supp b and let {χj}Nj=1 be a smooth partition of unity subordinate to it. It
follows that
‖opW [b]v‖ ≤
N∑
j=1
‖opW [χjb]v‖ = O(~−1ε(~) + ~∞).
Consider
(I4 − χ(x, ξ))#(d(x, ξ)− z0)−1#(d(x, ξ)− z0) + χ(x, ξ) = I4 +O(~),
which is well-defined since χ(x, ξ) = I4 near E[l0,r0] where (d(x, ξ) − z0)−1
does not exist and is everywhere invertible provided ~ is small enough [ONE
CAN ALSO TAKE (d†− z0)#(d− z0) +χ]. It follows (see Lemma 2.2) that
there is q ∈ S(1) such that
v = opW [q]opW [(I4 − χ)#(d− z0)−1#(d− z0) + χ]v − opW [r]v,
with ‖opW [r]‖ = O(~∞).
Pick χ0 = χ0(x) ∈ C∞0 (pix(∩Nj=1Uj)) which equals 1 in a neighborhood
V of x0. Here pix(x0, ξ0) = x0 denotes the projection of T
∗R3 onto its base
manifold. Then
χ0v = op
W [χ0#q#χ]v +O(ε(~) + ~∞),
where χ0#q#χ is asymptotically equivalent to a symbol in S(1) supported
in ∪Uα. We conclude that
‖v‖L2(V ) = O(~−1ε(~) + ~∞).
By compactness of {R1 < |x| < R′1} we conclude that ‖v‖L2(supp W) =
O(~−1ε(~) + ~∞). It now follows from (8.4) that
‖(J(~)− Re z0)χu‖ ≤ (~−1ε˜(~) + ~∞)‖χu‖,
so the theorem follows by an application of Corollary 7.3.
A Semiclassical maximum principle
The following result is sometimes referred to as the “semiclassical maximum
principle” [?]. The version we state can be found in Stefanov [St’05].
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Proposition A.1. Let l(~) ≤ r(~) and assume that F (z, ~) is a holomorphic
operator-valued function in a neighborhood of
R(~) = [l(~)− w(~), r(~) + w(~)] + i
[
− A~−3S(~) log 1
S(~)
, S(~)
]
, (A.1)
where e−B/~ < S(~) < 1 for some B > 0 and
3A~−3S(~)(log
1
~
)(log
1
S(~)
) ≤ w(~). (A.2)
If moreover F (z, ~) satisfies
‖F (z, ~)‖ ≤ eA~−3 log(1/S(~)) (A.3)
and
‖F (z, ~)‖ ≤ C
Im z
on R(~) ∩ {Im z = S(~)}, (A.4)
there there exists ~1 = ~1(S) > 0 such that
‖F (z, ~)‖ ≤ e
3
S(~)
, for all z ∈ [l(~), r(~)] + i[−S(~), S(~)], (A.5)
for all 0 < ~ ≤ ~1.
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