We study a complexity of problems related with non-triviality check for some classes of quantum codes. The input of the problem is a family of pairwise commuting Hermitian operators H 1 , . . . , H r : (C d ) ⊗n → (C d ) ⊗n and a real vector λ = (λ 1 , . . . , λ r ). The problem is to determine whether a common eigenspace L λ specified by equalities H a |ψ = λ a |ψ , a = 1, . . . , r has a positive dimension. We consider two cases: (i) all operators H a are klocal; (ii) all operators H a are factorized. It can be easily shown that both problems belong to the class QMA -quantum analogue of NP, and that some NP-complete problems can be reduced to either (i) or (ii). A non-trivial question is whether the problems (i) or (ii) belong to NP? We show that the answer is positive for some special values of k and d. Also we prove that the problem (ii) can be reduced to its special case, such that all operators H a are factorized projectors and all λ a = 0.
Formulation of the problems
Quantum complexity were studied intensely during the last decade. Many quantum complexity classes were invented (to find any of them see a comprehensive list of complexity classes [1] ). Many interesting results are known for these classes. Nevertheless, the exact relationship between quantum and classical complexity classes remain open for almost all of them. In this paper we will focus on the classical complexity class NP and its quantum analogue QMA which was defined in [2] , [3] .
By definition, NP ⊆ MA ⊆ QMA, where MA is the class of Merlin-Arthur gamesprobabilistic analogue of the class NP. It is not known whether these inclusions are strict. It was shown in [4] that the group non-membership problem is in QMA. The group operation in this problem is given by oracle. It follows from this result that there exists an oracle R such that MA R ⊂ QMA R .
Similarly to the NP, the class QMA has complete problems. The first QMA-complete problem was found by Kitaev [2] . It is a k-local Hamiltonian problem with k ≥ 5. Later Kempe and Regev [5] proved that 3-local Hamiltonian problem is also QMA-complete. Recently, Janzing, Wocjan and Beth have found another example of QMA-complete problem, see [6] . It is a non-identity check for an unitary operator given by a quantum circuit.
The case of 2-local Hamiltonian remains open. Wocjan and Beth showed that 2-local Hamiltonian problem is NP-hard [7] . They used Hamiltonians which are diagonal in the computational basis, i.e. classical Hamiltonians. Obviously, restriction to classical 2-local (and even k-local) Hamiltonians always gives an NP problem. Indeed, a message that Merlin (prover) sends to Arthur (verifier) as a proof that the Hamiltonian has a sufficiently small eigenvalue might be just a description of appropriate eigenvector belonging to the computational basis. However general 2-local Hamiltonian problem may be harder that NP.
A less restricted case of k-local Hamiltonian problem is obtained by putting pairwise commutativity constraint on the terms of the Hamiltonian. In this case all terms are still diagonalized over the same basis. However this basis may differ from the computational one, and, a priori, there is no good classical description for the eigenvectors of the Hamiltonian (a good description must have a polynomial length and must allow classical polynomial verification algorithm for Arthur). So the complexity of this problem might be higher than NP.
We consider here this problem and some other problems involving sets of pairwise commuting Hermitian operators. All problems discussed in the paper are special cases of the following linear algebra problem: Determine whether a common eigenspace L λ = {|ψ ∈ H : H a |ψ = λ a |ψ for all a = 1, . . . , r} has a positive dimension.
The operators H a will be referred to as check operators. Denote B = {0, 1} and B * a set of all binary strings. If we encode the input (H 1 , . . . , H r ; λ 1 , . . . , λ r ) into a binary string z ∈ B * , we can regard the CES problem as a partially defined Boolean function F : B * → B, such that F (z) = 1 ⇔ z is encoding of (H 1 , . . . , H r ; λ 1 , . . . , λ r ) and L λ = 0.
F (z) = 0 ⇔ z is encoding of (H 1 , . . . , H r ; λ 1 , . . . , λ r ) and L λ = 0.
(
If z does not encode a legal input data then F (z) is undefined. In this most general form CES is not very interesting however. Indeed, the combinatorial length of the input is |z| ∝ rD 2 , where D = dim H. So just reading out of the input requires a time growing as a polynomial of D.
More interesting cases of CES correspond to composite quantum systems. In this cases the Hilbert space H has a tensor product structure
where the factor H j represents the j-th particle and n is the total number of the particles. Denote d = max j∈ [1,n] dim H j .
As far as complexity issue is concerned, we assume that parameter d is a constant, while n and r grow to infinity. Hereinafter we will assume that H has a structure (2) . For any group of particles S ⊆ {1, . . . , n} and for any operator O ∈ L( j∈S H j ) there exists a naturally defined operator O[S] ∈ L(H). It is equal to tensor product of O with identity operators for all j / ∈ S. Definition 1.1. An operator H ∈ L(H) is called strictly k-local if it is expressible in the form
where S ⊆ {1, . . . , n}, |S| ≤ k, andH ∈ L( j∈S H j ).
We use the term "strictly k-local operator" to distinguish it from "k-local operator" which usually means an operator expressible as a sum of strictly k-local operators.
where
We will study two special cases of the CES problem:
Problem 2. The k-LOCAL CES: All check operators are strictly k-local.
Problem 3. THE FACTORIZED CES: All check operators are factorized. (Some additional restrictions on input for this problem are given in the end of this Section.)
As far as a complexity issue is concerned, the locality parameter k must be treated as a constant. Note that the combinatorial length of the input z scales as |z| ∝ rd 2k for the first problem, and |z| ∝ rd 2 n for the second problem. In both cases |z| = O(log D), as opposed to the general CES. Characterization of a complexity of the k-local and factorized CES problems in terms of standard complexity classes appears to be highly non-trivial problem. Our primary interest is in relating these problems with the class NP. Although for the general case the answer is unknown, for some special values of d and k we will prove that these problems belong to NP.
The k-local CES is closely related to the k-local Hamiltonian problem introduced by Kitaev, see [2] . Indeed, let Λ = (H 1 , . . . , H r ; λ 1 , . . . , λ r ) be an instance of the k-local CES. Consider a k-local Hamiltonian H Λ = r a=1 (H a − λ a )
2 . All terms in this Hamiltonian commute with each other. It is non-negative and has a zero eigenvalue iff the common eigenspace L λ is non-zero. Conversely, given a k-local Hamiltonian H = r a=1 H a with pairwise commuting terms, the ground subspace of H contains at least one common eigenspace for the family (H 1 , . . . , H r ). Unfortunately, there is no direct reduction from an eigenvalue of H to a collection of eigenvalues (λ 1 , . . . , λ r ) for individual terms. We discuss a relation between the k-local CES and the k-local Hamiltonian in more details in Section 3.
The factorized CES is closely related to quantum codes. Well studied additive quantum codes (see, for instance, [8] ) perfectly fit into definition of the factorized CES. For additive codes each check operator is (up to sign) a tensor product of the Pauli matrices σ x , σ y , σ z and the identity operators, while λ a = ±1. In this setting, L λ is a code subspace and solving the factorized CES is equivalent to non-triviality check for an additive quantum code. It can be done by an algorithm running in a polynomial time, see [2] . We will see that the general factorized CES includes non-triviality check for an additive quantum code as a subproblem. We discuss the factorized CES in more details in Section 6.
We conclude this section by a general note on format of input data for all problems stated above. An input consists of operators and their eigenvalues. Operators acting on a space of fixed dimension will be represented by their matrix elements in some fixed basis. We will assume that real and imaginary parts of the matrix elements are rational numbers. In this case eigenvalues are algebraic numbers (roots of a characteristic polynomial) of bounded degree over rational numbers.
The input of factorized CES should satisfy some additional restrictions. We require that eigenvalues of all factors must belong to the same extension of bounded degree over rational numbers. So the eigenvalues which appear in the input belong to the same field.
It is possible to manipulate with such data efficiently. In other words there are algorithms running in polynomial time which solve all common linear algebra tasks in a space of bounded dimension (solving systems of linear equations, finding eigenvalues and eigenvectors of an operator and so on). For the sake of simplicity we will omit the details. See books [9, 10] for the subject.
Summary of main results
Before formulating the results let us briefly recall the definitions of relevant complexity classes. A Boolean function F : B * → B is in NP iff there is a function R : B * × B * → B computable in polynomial time on a classical computer and a polynomial p such that F (x) = 1 ⇒ R(x, y) = 1 for some y ∈ B * , |y| < p(|x|). F (x) = 0 ⇒ R(x, y) = 0 for any y ∈ B * , |y| < p(|x|).
The binary string y can be regarded as a 'proof' that F (x) = 1. The properties of R(x, y) guarantee that the proof can be verified using the polynomial computational resources. According to the standard convention we introduce a prover Merlin and a verifier Arthur. The definition of the class QMA is basically the same, but Arthur is given an ability to process quantum information. The strict definition can be found in [2] . For our purposes it is sufficient to mention three distinctions between NP and QMA. Firstly, Arthur and Merlin share a quantum communication channel, so that Merlin's proof is a quantum state. Secondly, Arthur has a quantum computer which he uses to verify the proof. Thirdly, the verification may fail with a non-zero probability. Merlin can convince Arthur that F (x) = 1 provided that F (x) = 1 with a probability at least P(1|1). If F (x) = 0 then Merlin can convince Arthur that F (x) = 1 with a probability at most P(1|0). A gap ∆ = P(1|1) − P(1|0) is required to be sufficiently large: ∆ ≥ C|x| −k , where C and k are some constants (depending on F , but not depending on x). Using the majority vote procedure the gap can be amplified, see [2] . In particular, the probabilities P(1|1) and P(1|0) can be made arbitrary close to one and zero respectively.
As we mentioned above, the k-local CES is specified by parameters k (locality) and d (maximum dimension of the particles). The factorized CES is specified by parameter d only. Depending upon these parameters, relationship between the complexity classes NP, QMA, k-local CES and factorized CES is given by the following theorems. Theorem 1. The k-local and factorized CES problems belong to QMA.
Theorems 4, 5, and 6 stated below constitute the main results of the paper. They claim that some special cases of the k-local and factorized CES problems belong to NP. The input of the factorized projectors CES is a set of projectors {H a,j ∈ L(H j )} a,j , such that
Accordingly, the problem is to determine whether a common zero-space
has a positive dimension. The proof of this theorem involves a non-deterministic reduction of the factorized CES to the factorized projectors CES (it means that some steps of this reduction can not be performed by Arthur himself; information from Merlin's message is necessary to perform the reduction in polynomial time). Theorem 5 has the following interesting corollaries: Finally, we use Theorem 5 to prove our last result:
Theorem 6. The factorized CES with d = 2 belongs to NP.
Combining it with Theorem 3 we conclude that the factorized CES with d = 2 (a case of qubits) is NP-complete problem. The rest of the paper is organized as follows. Section 3 contains the proof of Theorems 1, 2, and 3. It also elucidates a connection between the k-local CES and the k-local Hamiltonian problems. Theorem 4 is proved in Section 4. Section 5 is devoted to a proof of Theorem 5 and its corrolaries. In Section 6 we prove that the factorized projectors CES for qubits (d = 2) belongs to NP. Being combined with Theorem 5 this result proves Theorem 6. Unfortunately we do not know how to generalize the algorithm described in Section 6 to the case d ≥ 3. A failure of this algorithm in general case is a rather non-trivial fact which can be understood with the help of Kochen-Speker theorem [11] . We briefly discuss a connection with Kochen-Speker theorem in the concluding part of Section 6.
3 Inclusion to QMA and NP-hardness
The proof of Theorem 1 is contained in the following two lemmas. Proof. Let (H 1 , . . . , H r ; λ 1 , . . . , λ r ) be an instance of the k-local CES. We shall construct a polynomial size quantum circuit that will verify Merlin's proof |η ∈ H. Applying this circuit to the state |η and measuring some specified qubit Arthur will get a result 1 or 0 ('yes' or 'no'). It says him whether to accept or reject Merlin's proof. The answer 'yes' will occur if and only if the state |η satisfies H a |η = λ a |η for all a.
The system of n particles can be encoded using n log 2 d qubits. Under this encoding any check operator acts non-trivially on at most k log 2 d qubits. Recall that k and d are regarded as constants. Thus an eigenvalue of any check operator H a can be measured projectively using a constant-size quantum circuit. Moreover, we can measure eigenvalues of all operators H 1 , . . . , H r simultaneously because they commute with each other. This measurement requires a quantum circuit of a size O(r).
Performing this measurement on a state |η Arthur gets outcomes λ
for some a regardless of the Merlin's message, so that P(1|0) = 0. Proof. Let |η ∈ H be Merlin's proof. Arthur may choose a ∈ [1, r] in random and check the equality H a |η = λ a |η for the chosen value of a only. To do that Arthur performs a destructive measurement of the eigenvalue of H a on the state |η . If the measured eigenvalue equals λ a , he accepts the proof, otherwise rejects it. Let H a = n j=1 H a,j . Without loss of generality we can assume that all factors H a,j are Hermitian operators. Arthur must perform n separate projective eigenvalue measurements for all factors H a,j . Because each factor H a,j acts on log 2 d qubits, the whole measurement can be realized by a quantum circuit of a size O(n) (recall that d is a constant). After that Arthur computes the product of n measured eigenvalues to evaluate λ a .
If |η ∈ L λ , Arthur always accepts the proof and P(1|1) = 1. Suppose L λ = 0. We shall prove that P(1|0) ≤ 1 − 1/r. Let |η 0 ∈ H be the state which maximizes the acceptance probability. For any real vector χ = (χ 1 , . . . , χ r ) denote P (χ) ∈ L(H) the projector on the subspace specified by equalities H a |ψ = χ a |ψ , a = 1, . . . , r (a vector χ is analogous to an error syndrome in quantum codes theory). The family of the projectors P (χ) defines a unity decomposition, i.e. χ P (χ) = I. Denote also
For the chosen Arthur's verification algorithm we have
Changing the order of the summations we come to
But since L λ = 0 we have χ a = λ a for at least one a ∈ [1, r] whenever P (χ) = 0. Thus
So we have a gap ∆ = P(1|1) − P(1|0) = 1/r = Ω(1/|z|) between acceptance probabilities of positive and negative instances. As was said in the beginning of Section 2, it is enough to place the problem in QMA.
Two following lemmas constitute a proof of Theorem 2.
Proof. We will show that the NP-complete 3-coloring problem can be reduced to 2-local CES with d = 3. (An idea used in this reduction was suggested by P. Wocjan in [7] ). Let G = (V, E) be an arbitrary graph. The 3-coloring problem is to determine whether the graph G admits a coloring of the vertices with 3 colors such that each edge has endpoints of different colors. Let n = |V | and r = 3|E|. Choose a Hilbert space H = (C 3 ) ⊗n such that each vertex of the graph carries a space C 3 . The operators H a will be assigned to the edges with three operators assigned to each edge. These operators are responsible for three forbidden coloring of the edge. It is convenient to introduce a composite index a = (uv, c), where (uv) ∈ E is an edge and c ∈ {1, 2, 3} is a color. Then the 2-local CES (H 1 , . . . , H r ; λ 1 , . . . , λ r ) is defined as
Obviously, existence of non-trivial common eigenspace L λ is equivalent to existence of 3-coloring for the graph G. (Note that the projectors (5) also provide an instance of the factorized projectors CES.) We have shown that 2-local CES with d ≥ 3 is NP-hard.
Proof. We will prove that NP-complete 3-CNF problem can be reduced to 3-local CES with
, where each clause C a (x) is a disjunction of three literals (a literal is a variable or negation of a variable). An example of three-literal clause is x 1 ∨ x 3 ∨ (¬x 5 ). The 3-CNF problem is to determine whether an equation L(x) = 1 admits at least one solution. Choose a Hilbert space H = (C 2 ) ⊗n . The operators H a and the eigenvalues λ a must be assigned to the clauses C a (x) according to the following table:
It is easy to check that the common eigensubspace for the 3-local CES introduced above is non-trivial iff the equation L(x) = 1 has at least one solution. Thus we have reduced 3-CNF problem to the 3-local CES.
Obviously, the 3-local CES assigned to 3-CNF problem in the previous lemma is a special case of factorized projectors CES (and thus a special case of factorized CES). So we have also proved Theorem 3.
As we have mentioned in Section 1, the k-local CES can be reduced to the k-local Hamiltonian problem. Let us define the k-local commuting Hamiltonian problem. It is the standard k-local Hamiltonian problem with a constraint that all terms in the Hamiltonian pairwise commute. Proof. By definition, the input of k-local commuting Hamiltonian problem is z = (H, ε l , ε u ), where H ∈ (C 2 ) ⊗n is n-qubit Hermitian operator such that
and ε l < ε u -real numbers such that ∆ = ε u − ε l ≥ poly (n + r) −1 . The function F (z) to be computed is defined as
Obviously, we can choose a complete set of eigenvectors of H which are eigenvectors of all operators H a also. To prove that H indeed has an eigenvalue not exceeding ε l Merlin can send Arthur a set of eigenvalues (λ 1 , . . . , λ r ) such that (i) r a=1 λ a ≤ ε l , (ii) (H 1 , . . . , H r ; λ 1 , . . . , λ r ) is a positive instance of k-local CES (i.e. L λ = 0). Although Arthur can not verify (ii) by himself, according to assumption of the lemma this verification belongs to NP. So Arthur can ask Merlin to include a proof of (ii) in his message. It follows that k-local commuting Hamiltonian problem belongs to NP.
The 2-local common eigenspace problem
In this section we prove that the 2-local CES problem belongs to NP. It is sufficient to show that for any instance (H 1 , . . . , H r ; λ 1 , . . . , λ r ) of the 2-local CES with L λ = 0 there exists an eigenvector |Ψ ∈ L λ having a short useful description. 'Useful' means that it is possible to check equalities H a |Ψ = λ a |Ψ efficiently. A typical example of useful description is a representation of a vector in the product form. Of course, generally we can not find an eigenvector |Ψ in the product form. Nevertheless, it appears that in the 2-local case it is always possible to indicate a smaller common eigenspace K λ ⊆ L λ , an appropriate adjustment of the tensor structure on K λ , and an eigenvector |Ψ ∈ K λ which have the product form with respect to this adjusted tensor structure.
We start from the following observation. Suppose there exists j ∈ [1, n] and a Hermitian operator Z ∈ L(H j ), such that the operator Z[j] ∈ L(H) commutes with all check operators:
Then Z[j] conserves the subspace L λ . Assuming L λ = 0, the operator Z has at least one eigenvalue ω such that an intersection
.
It is easy to check that H ′ a is a strictly 2-local operator. By definition, the subspace L ′ is specified by equalities
is an instance of 2-local CES problem which is 'simpler' than the original one, because dim H ′ j ≤ dim H j − 1 (unless Z is proportional to unity). Let us call a 2-local CES problem irreducible if for any pair (j, Z) satisfying (6) one has Z = cI for some c ∈ C. The arguments given above prove that there exists a non-deterministic reduction of 2-local CES to irreducible 2-local CES. Indeed, a triple (j, Z, ω) has a short description so that Merlin can send it to Arthur. A verification of equalities (6) requires only O(r) computational steps. After nd (at most) elementary reductions described above we shall arrive to irreducible 2-local CES problem. The space L λ for an irreducible problem is actually the desired space K λ which we mentioned in the beginning of the section. Now let us prove that irreducible 2-local CES belongs to P, i.e. Arthur can solve it without Merlin's assistance. First of all we note that operators H a can not be strictly 1-local (otherwise, we could find a non-trivial operator Z[j] = H a ). Thus each H a acts non-trivially on some pair of particles. For each pair of particles (kl) introduce a set Ω kl = {a ∈ [1, r] : H a acts on the pair (kl)}.
By definition, Ω kl = Ω lk . The rest of the proof is based on the two following lemmas:
In the second statement of the lemma we mean element-wise commutativity of C * -algebras. The proof of the lemma will be constructive, so there exists an algorithm polynomial in n and r which allows to find algebras A k(l) and the operatorsH a .) Also we will extensively use the following well known algebraic fact: 
We first explain why Lemmas 4.1 and 4.2 imply that irreducible 2-local CES belongs to P. Consider some particle j ∈ [1, n] and the algebra A j(k) ⊆ L(H j ) for some k = j. Applying Lemma 4.2 to the pair (H j , A j(k) ) we conclude that
According to Lemma 4.1, if we take some third particle m = j, k, the algebra A j(m) commutes with A j(k) . It follows that A j(m) acts trivially on the factor H j(k) in the decomposition (7). Applying Lemma 4.2 to the pair (H ′ j , A j(m) ) we conclude that
Repeating the same arguments, we come to a decomposition
Note that this tensor product does not contain a 'free' factor, which is acted on by neither of the algebras A j(k) (an appearance of such factor would lead to existence of non-trivial operator Z[j] which commutes with all check operators). In other words, we split the j-th particle into n − 1 subparticles which will be referred to as j (1), . . . , j(j − 1), j(j + 1), . . . , j(n). The algebra A j(k) acts only on the subparticle j(k). Consider an arbitrary operator H a , a ∈ Ω kl . According to Lemma 4.1,
Thus the operator H a acts non-trivially only on two subparticles: k(l) and l(k). It means that irreducible 2-local CES problem is equivalent to n(n − 1)/2 independent CES problems, namely checking non-triviality of the spaces
where (kl) runs over all pairs of particles. The space L λ is non-zero iff all spaces L λ (kl) are non-zero. But checking that L λ (kl) is non-zero requires O(r) computational steps because the dimensions dim H k(l) and dim H l(k) are bounded by d. Thus irreducible 2-local CES can be solved in O(rn 2 ) computational steps.
Proof of Lemma 4.1. To simplify the arguments we start from the consideration of three particles (n = 3). The particles will be referred to as A, B, and C, so that H 
be linear maps naturally assigned toH AB under identification
Introduce linear spaces of operators
It is easy to check that dim M A(B) = dim M B(A) and thatH AB can be written in the form
where the families {S α } α and {T α } α are linearly independent bases of M A(B) and M B(A) respectively. Now suppose thatH AB is a Hermitian operator. Conjugating the equality (11) we come tõ Now consider some irreducible 2-local CES problem with check operators H AB , H BC , and H AC . The construction described above allows to define C * -algebras
such that
Let us prove for example that A A(B) , A A(C) = 0. We can take advantage of the decomposition (11) and the analogous decomposition for H AC :
The commutativity constraint [H AB , H AC ] = 0 can be rewritten as
But since the families {T α } and {Y β } are linearly independent, we conclude that
Since the operators {S α } generate the C * -algebra A A(B) and {Y β } generate A A(C) , the equality (17) tells us that A A(B) , A A(C) = 0. Repeating these arguments for the pairs BC and AC we get
Now recall that we consider irreducible 2-local CES problem. It immediately follows that all C * -algebras (13) have a trivial center. For example, if Z ∈ A A(B) is a central element then (18) and (14) imply that Z[A] commutes with all H AB , H BC , and H AC . From definition of irreducible problem it follows that Z is proportional to unity. All statements of Lemma 4.1 are proven.
In the general situation the proof is essentially the same and follows these steps:
1. For each a ∈ Ω kl use the operator H a and equalities like (10) to define linear spaces of
Define linear spaces
3. Define a C * -algebra A k(l) as the algebra generated by operators from M k(l) .
The factorized common eigenspace problem
In this section we prove Theorem 5. First of all we shall answer a simple question: under what circumstances do factorized Hermitian operators commute with each other? 
(H) be tensor products of Hermitian operators:
If both sides of this equality equal zero then H 1,j H 2,j = 0 for at least one j ∈ [1, n]. Suppose that both sides are non-zero operators, i.e. H 1,j H 2,j = 0 for all j. Then by definition of a tensor product, there exists a set of complex numbers r 1 , . . . , r n such that
This equality says that the operator H 2,j maps any eigenvector of H 1,j to an eigenvector of H 1,j . Under this map an eigenvalue of H 1,j is multiplied by r j . It means that r j must be a real number. Taking Hermitian conjugation of (20) we get an equality
Combining it with (20) yields r 2 j = 1, i.e. r j = ±1, which completes the proof. This lemma motivates the following definition. 
Thus the input Λ consists of the table T Λ = {H a,j } and the vector {λ a }. Let us agree that the columns of the table T Λ correspond to particles (the index j), while the rows correspond to the check operators (the index a). Let us give one more definition: Generally, some rows of T Λ commute in a regular way and some rows commute in a singular way. Note that two regular rows always commute in a regular way, since equality H a H b = 0 is inconsistent with λ a λ b = 0. It is the presence of rows which commute in a singular way which makes the problem highly non-trivial. In this case the operators H a,j and H b,j may neither commute nor anticommute and their eigenspaces may be embedded into H j more or less arbitrarily. In this situation we can not expect that the common eigenspace L λ contains a state which has a 'good' classical description. As before, Merlin claims that Λ is a positive instance of the factorized CES (i.e. L λ = 0) and Arthur must verify it. First of all we note that Arthur may perform two significant simplifications of the table T Λ by himself.
Im H a,j for any a ∈ [1, r] and that the subspace Im H a is conserved by all other check operators. If the a-th row is a regular one then, in addition, L λ ⊆ Im H a . Thus we can restrict the problem on the subspace H ′ ⊆ H defined as
Im H a,j . 
The subspace Im H Proof. Since the operators {H a,j } j are non-degenerated, we have H a H b = 0, i.e. a regular and a singular row can commute only in a regular way. Thus H a,j and H b,j either commute or anticommute for all j. Suppose that H a,j H b,j = −H b,j H a,j for some j. Since H a,j H b,j = 0, the operator H a,j maps an eigenvector of H b,j to an eigenvector of H b,j reversing a sign of the eigenvalue. But after the simplifications H b,j became a projector and thus it can not anticommute with H a,j .
Let us summarize the results of all simplifications:
• H a,j is non-degenerated whenever a is a regular row.
• H a,j is a projector whenever a is a singular row.
• [H a,j , H b,j ] = 0 for all j whenever a is regular and b is singular.
In the remaining part of the section we describe a non-deterministic reduction of the simplified factorized CES problem to the factorized projectors CES. The reduction is based on the following possible transformations of the table T Λ and the vector {λ a }: III. Suppose in some column j all operators H a,j are proportional to the identity: H a,j = r a I for some real numbers r a , a = 1, . . . , r. We may delete the j-th column from the table and perform a transformation λ a → λ a /r a , a = 1, . . . , r.
IV. For any column j we can perform a transformation
where U ∈ L(H j ) is an arbitrary unitary operator.
V. For any non-zero real number r we can replace some H a,j by rH a,j and replace λ a by rλ a .
VI. Swaps of the columns and swaps of the rows.
We claim that the transformations I-VI allow to transform the simplified problem Λ into a canonical form Λ c . The problem Λ c consists of two independent problems. The first problem is non-triviality check for some additive quantum code and the second problem is the factorized projectors CES. More explicitly, a canonical form of the problem Λ c can be represented by the following table: additive code
The table is divided into four blocks. Columns in the left half of the table represent the qubits, i.e. H j = C 2 . All operators H a,j sitting at the north-west block are either the Pauli matrices σ x , σ y , σ z , or the identity operators. All operators H a,j sitting at the south-east block are projectors. Any operator H a,j sitting in the blocks labeled by 'I' is the identity operator.
Let T Λ be a table representing the simplified problem. The first step is to apply the transformation I as long as it is possible. To describe operators Z suitable for the transformation I it is convenient to use a language of C * -algebras.
is a C * -algebra generated by the operators H a,j for all regular rows a.
Let Z(A j ) ⊆ A j be a center of the column algebra A j . By definition, any operator Z ∈ Z(A j ) commutes with all H a,j for regular a. On the other hand, Z commutes with all H b,j for singular b, see Lemma 5.2. Thus Arthur can use any operator Z ∈ Z(A j ) to implement the transformation I. In more invariant language, Merlin sends Arthur some character χ ∈ Z(A j ) * and Arthur restricts H j to a weight subspace (H j ) χ ⊆ H j corresponding to the character χ. By definition, restriction of the column algebra A j on the subspace (H j ) χ has a trivial center. Arthur implements this transformation for all columns j. Now we can assume that all column algebras A j have a trivial center.
Then according to Lemma 4.2 the spaces H j have a tensor product structure
such that the column algebra A j acts on the factor H ′ j only:
Take some singular row b. The operator H b,j commutes with all elements of A j , see Lemma 5.2. It means that H b,j acts only on the factor H ′′ j :
. Since H b,j is a projector, the same does H ′′ b,j . Summarizing, the whole space H has a tensor product structure
such that all regular rows act only on H ′ while all singular rows act only on H ′′ . Thus the original problem Λ consists of two separate problems: Λ ′ (regular rows) and Λ ′′ (singular rows). It is easy to check that
Thus Λ is a positive instance of the factorized CES iff Λ ′ and Λ ′′ are positive instances of the factorized CES. By definition, the problem Λ ′′ is the factorized projectors CES. Besides, dim H ′′ j ≤ d for all j, see (25). One remains to prove that Λ ′ is equivalent to non-triviality check for some additive quantum code.
Since we have already known that all singular rows can be isolated, let us assume that all rows of the table T Λ are regular. Thus all operators H a,j are non-degenerated and all column algebras A j have a trivial center. Applying, if necessary, the transformation III we can get rid of 'free' factors H ′′ j in (25), so we can also assume that
For any column j the operators H a,j either commute or anticommute with each other. It follows that the operator H 2 a,j belongs to the center of A j . Thus H 2 a,j ∼ I. Applying, if necessary, the transformation V we can make H 2 a,j = I for all a and j. Note that λ a = ±1 for all a after this transformation, otherwise L λ = 0 by obvious reasons. A connection with additive quantum codes is established by the following lemma.
Lemma 5.3. Let S be a Hilbert space, G 1 , . . . , G r ∈ L(S) be Hermitian operators such that for all a, b,   and such that the algebra generated by G 1 , . . . , G r coincides with L(S). Then there exists an integer n, a tensor product structure S = (C 2 ) ⊗n and a unitary operator U ∈ L(S) such that UG a U † is a tensor product of Pauli matrices and identity operators (up to a sign) for all a.
Take S = H j and G a = H a,j for some column j. Let U ∈ L(H j ) be a unitary operator whose existence is guaranteed by Lemma 5.3. Applying the transformations IV with the operator U followed by the transformation II to the j-th column we split it into n columns. Each of new columns represents a qubit. The entries of all new columns are either Pauli matrices or identity operators. Performing this transformation for all columns independently, we transform the original factorized CES problem to non-triviality check for some additive quantum code. There exist polynomial algorithms for this problem (and even for computing a dimension of the code subspace), see, for example, [2] .
Proof of Lemma 5.3 . The family G 1 , . . . , G r contains at least one anticommuting pair G a G b = −G b G a , since otherwise the algebra generated by G a 's has non-trivial center. Without loss of generality, G 1 G 2 = −G 2 G 1 . The operator G 1 has only eigenvalues ±1 and G 2 swaps the sectors corresponding to the eigenvalue +1 and −1. Thus both sectors have the same dimension and we can introduce a tensor product structure S = C 2 ⊗ S ′ such that
for some unitary operator U ∈ L(S). Using the fact that all other G a 's either commute or anticommute with G 1 and G 2 one can easily show that each G a also has a product form:
Obviously, the family of operators G
Denote A ⊆ L(S ′ ) the C * -algebra generated by the operators G ′ 1 , . . . , G ′ r . It has a trivial center. Indeed, if Z ∈ A is a non-trivial central element then I ⊗ Z is a non-trivial central element of L(S), which is impossible. Applying Lemma 4.2 to the pair (S ′ , A), we conclude that there exists a tensor product structure
But the factor S ′′′ is acted on by neither of G a 's and thus S ′′′ = C. We have proved that
Taking into account (26) and (27) we can apply induction with respect to dim S (the base of induction corresponds to S = C).
We conclude this section by proving Corrolaries 1 and 2. Obviously, if λ a = 0 for all a then all rows of the table T Λ are regular and thus the factorized CES can be non-deterministically reduced to non-triviality check for an additive quantum code. Suppose now that H a H b = 0 for all a and b. It means that all rows of the table (both regular and singular) commute in a regular way. Thus the factorized projectors CES which appears in our reduction has the following special property: for any column j all projectors H a,j pairwise commute. Therefore the space H j has a basis in which all projectors H a,j are diagonal. So the problem becomes classical and belongs to NP by obvious reasons.
6 The factorized projectors common eigenspace problem for qubits
In this section we prove that the factorized projectors CES with d = 2 (a case of qubits) belongs to NP. Let us start from a general note concerning the factorized projectors CES (with arbitrary d). If we do not care about computational complexity, the dimension of the common zero subspace (4) can be calculated using the following simple formula:
where Rk(A) ≡ dim Im A is a rank of the operator A. All summation here are carried out in the range [1, r] . The formula (28) is analogous to exclusion-inclusion formula for cardinality of a union of sets. We can apply it since all projectors H a are diagonalizable over the same basis and each projector can be identified with the set of basis vectors which belong to Im H a .
Let Ω ⊆ {1, . . . , r} be an arbitrary subset of check operators. Denote
The formula (28) has the following important consequence. Let Λ = {H a,j } and Λ ′ = {H ′ a,j } be the factorized projectors CES problems with the same n and r. If for any subset of check operators Ω the quantities r(Ω) for problems Λ and Λ ′ coincide then both problems have the same answer. So we can try to simplify the original problem Λ by modifying the projectors H a,j in such a way that all quantities r(Ω) are conserved. Although this approach seems to fail in a general case (see a discussion at the end of this section), it works perfectly for qubits.
In a case of qubits we have H j = C 2 for all j and H = (C 2 ) ⊗n . Each operator H a,j ∈ L(C 2 ) is either the identity operator or a projector of rank one. Let us fix the number of qubits n and the number of check operators r. It will be convenient to consider the input of the problem as a table Λ = {H a,j }, such that the columns correspond to the qubits and the rows correspond to the check operators. We start from introducing an appropriate terminology. •
Two following lemmas show that we can substitute the original table Λ by any table Λ ′ consistent with Λ without changing the answer of the problem. 
We should prove that r(Ω) = r ′ (Ω) for all Ω ⊆ {1, . . . , r}. There are two possibilities: (i) r(Ω) > 0. It means that H a H b = 0 for all a, b ∈ Ω. Thus all operators H a , a ∈ Ω commute in a regular way and [H a,j , H b,j ] = 0 for all a, b ∈ Ω and for all j. In this situation the formula (29) for r(Ω) factorizes:
Let us consider some particular j. The family of projectors {H a,j } a∈Ω is diagonalizable over the same basis. Denote corresponding basis vectors as |ψ 0 and |ψ 1 , ψ α |ψ β = δ α,β . Each member of the family {H a,j } a∈Ω is one of the following projectors: I, |ψ 0 ψ 0 |, and |ψ 1 ψ 1 |. The requirement r j (Ω) > 0 implies that the projectors |ψ 0 ψ 0 | and |ψ 1 ψ 1 | do not enter into this family simultaneously. Thus there exist integers k 1 and k 2 , k 1 + k 2 = |Ω|, such that the family {H a,j } a∈Ω consists of k 2 identity operators I and k 1 projectors of rank one |ψ ψ| (with |ψ = |ψ 0 or |ψ = |ψ 1 ). Now let us look at the family {H ′ a,j } a∈Ω . Since Λ ′ is consistent with Λ, this family also consists of k 2 identity operators I and k 1 projectors of rank one |ϕ ϕ| for some |ϕ ∈ C 2 . Therefore [H By definition, it means that all check operators H a , a ∈ Ω commute in a regular way, i.e. [H a,j , H b,j ] = 0 for all a, b ∈ Ω and for all j. In particular, the family {H a,j } a∈Ω is diagonalizable over the same basis. In this situation we can use a decomposition (31). We know that r j (Ω) = 0 for some j. But it happens iff the family {H a,j } a∈Ω contains a pair of rank one projectors corresponding to mutually orthogonal states, i.e. H a,j H b,j = 0 for some a, b ∈ Ω. But it implies H a H b = 0 which contradicts our assumption.
What is the most simple form of a Proof. Let Λ = {H a,j }. A transformation from Λ to the desired table Λ ′ is defined independently for each column, so let us focus on some particular column, say j = 1. At first, we define an orthogonality graph G = (V, E). A vertex v ∈ V is a set of rows which contain the same projector. In other words, we introduce an equivalence relation on the set of rows: a ∼ b ⇔ H a,1 = H b,1 and define a vertex v ∈ V as an equivalence class of rows. Thus, by definition, each vertex v ∈ V carries a projector H(v) ∈ L(C 2 ). A pair of vertices u, v ∈ V is connected by an edge iff the projectors corresponding to u and v are orthogonal: (u, v) ∈ E ⇔ H(u)H(v) = 0.
Consider as an example the following table (r = 100): H 1,1 = I, H 2,1 = H 3,1 = 1/2(I + σ z ), H 4,1 = 1/2(I − σ z ), H 5,1 = 1/2(I + σ x ), H 6,1 = 1/2(I − σ x ), H 7,1 = · · · = H 100,1 = 1/2(I + σ y ). Then an orthogonality graph consists of six vertices, V = {1, 2, 3, 4, 5, 6}, with H(1) = I, H(2) = 1/2(I + σ z ), H(3) = 1/2(I − σ z ), H(4) = 1/2(I + σ x ), H(5) = 1/2(I − σ x ), and H(6) = 1/2(I + σ y ). The set of edges is E = {(2, 3), (4, 5)}.
It is a special property of qubits that any orthogonality graph always splits to several disconnected edges representing pairs of orthogonal projectors and several disconnected vertices representing unpaired projectors of rank one and the identity operator. Suppose we perform a transformation
for some projectors H ′ (v) ∈ L(C 2 ) which satisfy Rk(H(v)) = Rk(H ′ (v)) for all v ∈ V ; H ′ (u)H ′ (v) = 0 for all (u, v) ∈ E.
As each vertex of the graph represents a group of cells of the table, the transformation (32) can be also regarded as a transformation of the tables Λ → Λ ′ . Note that the table Λ ′ is consistent with the table Λ, since the restrictions (33) are just rephrasing of Definition 6.2. Now existence of the table Λ ′ with the desired properties is obvious. For each disconnected edge (u, v) ∈ E we define the transformation (32) as H ′ (u) = |0 0|, H ′ (v) = |1 1| (it does not matter, how exactly 0 and 1 are assigned to endpoints of the edge). For any disconnected vertex v ∈ V , we define H ′ (v) = I if H(v) = I and H ′ (v) = |0 0| if Rk(H(v)) = 1.
We conclude this section by several remarks concerning the factorized projectors CES problem with d > 2. For simplicity, let us put an additional constraint, namely that each projector H a,j is either the identity operators or a projector of rank one (a projector on a pure state). Definitions 6.1 and 6.2 are still reasonable in this setting. Moreover, it is easy to check that Lemmas 6.1 and 6.2 are still valid (the proofs given above can be repeated almost literally Here some fixed orthonormal basis |1 , . . . , |d ∈ C d is chosen. Unfortunately, this statement is wrong even for d = 3. Counterexamples may be obtained by constructions used in the proof of the Kochen-Specker theorem [11] . According to this theorem there exist families of projectors P 1 , . . . , P r ∈ L(C d ) (d ≥ 3) which do not admit an assignment P a → ε a ∈ {0, 1}, a = 1, . . . , r,
such that a∈Ω ε a = 1 whenever a∈Ω P a = I.
Here Ω ⊆ {1, . . . , r} may be an arbitrary subset. Peres [12] suggested an explicit construction of such family for d = 3 and r = 33. This family consists of the projectors of rank one, i.e. P a = |ψ a ψ a |, |ψ a ∈ C 3 , a = 1, . . . , 33. Suppose a table Λ = {H a,j } consists of 33 rows and the first column accommodates the family of projectors suggested by Peres: H a,1 = |ψ a ψ a |, a = 1, . . . , 33. Let Λ ′ = {H ′ a,j } be a table whose existence is promised by the generalized Lemma 6.3. Since Λ ′ is consistent with Λ, all projectors H 
The family of projectors {H (36) implies that the assignment H a,1 → ε a , a = 1, . . . , 33 also satisfies the requirements (35). It is impossible. Therefore the generalization of Lemma 6.3 given above is wrong.
In fact, the proof of Lemma 6.3 needs a regular d-coloring of a graph which admits ddimensional orthogonal representation. As we have seen, this is not always possible. It might happen however that all 'pathological' (which violate Lemma 6.3) commutative tables lead to simple instances of factorized projectors CES. Indeed, a difficult instance must contain pairs of rows commuting in a singular way and pairs commuting in a regular way. The number of pairs of each type must be sufficiently large. For example, if all rows commute in a regular way, the problem belongs to NP according to Corrolary 2. If all rows commute in a singular way, we can easy compute dim L 0 using the exclusion-inclusion formula (28). The number of 'pathological' columns in the table also must be sufficiently large. To construct difficult instances we must meet all these requirements which seems to be hard.
