For intermediate sized chemical systems the use of an auxiliary basis set ͑ABS͒ to fit the charge density provides a useful means of accelerating the performance of various quantum chemical methods. As a consequence much effort has been devoted to the design of various ABSs. This paper explores a fundamentally new approach where the ABS is created dynamically based on the specific orbital basis set ͑OBS͒ being used. The new approach includes a parameter that is used to coalesce candidate fitting functions together but which can also be used to provide some coarse grain control over the number of functions in the ABS. The accuracy of the new automatically generated ABS ͑auto-ABS͒ is systemically studied for a variety of small systems containing the elements H-Kr. Errors in the Coulomb energy computed using auto-ABS and with a variety of OBSs are shown to be small compared to errors in the Hartree-Fock energy due to incompleteness in the OBS. In contrast to fixed size ABSs, the use of auto-ABS is shown to lead to smaller errors as the size ͑quality͒ of the OBS is expanded. The performance of auto-ABS is also compared with the use of the recently proposed universal fitting sets ͓Weigend, Phys. Chem. Chem. Phys. 8, 1057 ͑2006͔͒ for 180 compounds containing atoms from H to Kr.
I. INTRODUCTION
In many implementations of the Kohn-Sham density functional theory ͑KS-DFT͒ the electronic density ͓͑r͔͒ is expressed in terms of a product of one-particle atom-centered basis functions ͓͑r͒ and ͑r͔͒
where D is an element of the density matrix and there are a total of N functions in the orbital basis set ͑OBS͒. The Coulomb energy ͑E J ͒ is then given by
with ͑ ͉ ͒ being a two-electron repulsion integral. Formally evaluation of Eq. ͑2͒ scales as the fourth power of the number of basis functions ͓O͑N 4 ͔͒. For large systems, however, the use of a finite number of atom-centered basis functions that fall off exponentially with distance reduces overall scaling to O͑N atoms 2 ͒, where N atoms is the number of atoms in the system. And this may be further reduced to O͑N atoms ͒ through the use of techniques such as the fast multipole method ͑FMM͒.
1,2 For small systems that run using modern processors, the absolute time required for the O͑N 4 ͒ operations is insignificant. But between these two extremes there exists an important class of intermediate sized systems that are too small to gain greatly from sparsity and linear scaling approaches but large enough that the evaluation of Coulomb interactions dominates the cost of performing the KS calculation. For these systems an attractive alternative is the use of an auxiliary basis set ͑ABS͒ to fit the density, i.e,
where ͑r͒ is the fitted density, c ␣ is a fitting coefficient, and ␣͑r͒ is a function in the ABS. In terms of the fitted density, the evaluation of the Coulomb energy is now an O͑N 2 ͒ process, albeit an O͑N 2 ͒ process where N is now the number of functions in the ABS ͑N ABS ͒ and this may be larger than the number of functions in the orbital basis set ͑N OBS ͒. More precisely, when using a fitting basis set the overall computational cost will scale as O͑N 3 ͒ due, for example, to the need to evaluate various three-center integrals when forming the KS matrix or ͑as has been done in this work͒ through the use of a singular value decomposition in order to determine the fitting coefficients. Regardless of these details, when using a fitting basis minimizing the size of the ABS while maintaining an acceptable overall level of accuracy has significant performance advantages. Although, the effort directed towards achieving this goal should be tempered by the relative costs associated with performing all the other operations involved in a DFT calculation that are not related to the use of a fitting basis set. Specifically the two other dominate operations are the numerical integration required to evaluate the exchange-correlation term and the diagonalization of the KS matrix. Therefore a better objective is to design an ABS that reduces the cost of the Coulomb evaluation until it becomes substantially less that the cost of these other terms while also giving an acceptable level of accuracy.
Given the potential speed advantage associated with fitting the density, much work has been done to determine suitable fitting basis sets and also the process by which the fitting coefficients are obtained. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] This paper focuses on the former. In this respect one obvious approach is to use the same basis set for fitting as is used for the OBS. This has the advantage that it is already specified as part of the original computation and is ͑obviously͒ of the same size. There are, however, two good arguments against this approach. First, the density depends on the square of the wave function, thus any density attributed to a given orbital basis function will in principle require a fitting function with double the exponent in order for it to be properly described. Second, the density given in Eq. ͑1͒ involves products of pairs of basis functions, implying that fitting functions with higher angular moment will be required ͑e.g., the product of a p x and a p y functions located on the same center is a d xy function again located on the same center͒. Both arguments are not, however, clear cut in that for a multiatom system it is possible for fitting functions on adjacent centers to partially compensate for deficiencies in the fitting basis on another center. In spite of the limitations outlined above, Artemyev et al. 13 have recently studied the use of the Dunning polarized correlation consistent basis sets ͑cc-pVXZ, X = D, T, Q, 5, and 6͒ ͑Refs. 14 and 15͒ as both the OBS and ABS when computing DFT and Hartree-Fock ͑HF͒ total energies and molecular properties for a variety of systems. Their study showed that it is possible to obtain a reasonable accuracy when using a cc-pVXZ OBS as the ABS, but to obtain best results it is advisable to use a higher value of X for the ABS than for the OBS. The alternative approach is to use a fundamentally different ABS compared to the OBS. An early work in this direction was carried out by Andzelm and co-workers in the context of the DGAUSS program and led to the development of several different ABSs including the popular A1, A2, and P1 sets for use with polarized double-zeta valence ͑DZVP͒, DZVP2, and triple-zeta valence 16 While carefully crafted fitting sets are extremely valuable, the problem with this approach is that the resulting ABS is designed to work best with a specific OBS or perhaps a small number of OBSs, and there is no systematic way of improving the fitting set as the OBS is improved. One way to address this problem is to design fitting sets that are of sufficiently good quality that they can be used with virtually all OBSs; this is essentially the philosophy behind the recently proposed "universal" Coulomb fitting basis sets developed by Weigend. 6 The disadvantages with this approach are that it may lead to an overly large ABS when the OBS is relatively small ͑e.g., compared to the DGAUSS A1 sets 16 ͒, and as noted by Weigend, 6 this approach may not be possible when fitting other quantities beside the total density ͓such as required by the RI-MP2/CC2 ͑Refs. 7-12͒ and RI-K ͑Ref. 5͒ methods͔.
In light of the above, it is pertinent to explore a fundamentally different approach to the design of fitting basis sets; one in which the fitting set is generated automatically based on the supplied OBS. This has the advantage of being highly adaptive, and also of removing the need to define another basis as part of the calculation specification. Such an approach was introduced in GAUSSIAN03 ͑Ref. 21͒ and is available though the use of the "auto" keyword when performing DFT calculations. The aim of this paper is to detail this method ͑hereafter referred to as auto-ABS͒ and to begin to explore its accuracy.
As discussed above when creating an ABS it is advantageous to minimize the size of the basis set as this will minimize the cost of the ensuing computation. This goal must, however, be balanced by the desire to obtain accurate results. This begs the question of when is a result generated using a fitting basis accurate enough. In this respect we argue that for most computations the ABS is accurate enough if the errors induced through the use of a particular ABS are at least one order of magnitude less than the errors associated with the incompleteness in the OBS. In terms of the number of functions used in the ABS, some have argued that it is desirable to have N ABS ഛ 3N OBS . 12 We agree that this is a desirable goal, but consider this to be secondary to the aim of obtaining the desired relative accuracy from a given OBS/ABS combination and, as mentioned above, this goal should be moderated by the cost of other terms involved in performing a KS-DFT calculation.
To assess the accuracy of the auto-ABS procedure we consider published data for numerical HF calculations performed on a variety of atomic and small molecular systems; [22] [23] [24] these data provide a convenient test set that can be used to compare errors associated with basis set incompleteness with errors associated with the use of a fitting basis set. Several different OBSs are considered and the results obtained using auto-ABS compared with those obtained using the DGAUSS A1 and A2 constant-sized ABS and also with those obtained when using the cc-pVXZ ͑X = Q, 5, and 6͒ basis sets as fitting sets. In addition we also compare the results obtained from auto-ABS DFT calculations with those given by Weigend 6 when using his universal fitting basis sets for 180 compounds containing H to Kr elements.
In the following section we present the algorithm used to automatically generate the ABS. In Sec. III we provide details of the computations performed as part of this work. Sections IV-VI present our results, investigate how the size of the auto-ABS scales with the size of the OBS, and compare auto-ABS with the use of universal fitting basis sets. Section VII contains our conclusions and discusses the relative performance when using density fitting.
II. AUTOMATIC GENERATED COULOMB FITTING BASIS SET
In developing the automatic procedure to generate the fitting basis two key design choices were made: ͑a͒ That the fitting basis would not use contractions and ͑b͒ that for any given exponent value the fitting basis will use all angular momentum types up to some specific angular moment value associated with that exponent. Both these design decisions were made in order to simplify the process of generating the fitting set. Full details of the process by which the fitting set is generated are given below, 
͑1͒

͑7͒
The fitting function with the largest exponent is moved from the candidate list to a trial function set and the value of this exponent set as the reference value. ͑8͒ If there is at least one candidate fitting function remaining, all other trial fitting functions for which the ratio of the exponent reference value divided by the value of their exponent is smaller than f sam are moved from the candidate basis set to the trail function set. ͑9͒ The geometric average over the exponents of all functions in the trial set is calculated. The angular moment of this function is set to the maximum angular moment of any primitive in the current trial set and the previous ABSs. If the resulting angular moment value is larger than l ABS max , then it is reset to l ABS max . A function with this exponent and angular moment values is then included in the ABS. The set of trial fitting functions is cleared.
͑10͒
The algorithm returns to ͑7͒ if there are remaining candidate fitting functions. ͑11͒ At this point the ABS for a given center is complete. If there are more centers to consider the algorithm returns to ͑4͒.
As evident from above, there are two parameters controlling the size and quality of the generated ABS: l MAXINC and f sam . In the first case l MAXINC limits the maximum angular momentum type that will be used in the fitting set, and for GAUSSIAN03 this parameter is set to 1. This means that in step ͑5͒ the angular momentum of the fitting basis will be limited to be either double the angular momentum of the highest filled ground state shell for that center ͑i.e., 2l val ͒ or one higher than the angular momentum of the basis function currently being considered ͑i.e., l OBS max + l MAXINC with l MAXINC =1͒. Thus for a minimal basis set with l MAXINC = 1 the algorithm imposes no limit on the angular momentum of the ABS, but for a polarized basis set the ABS is constrained to angular momentum functions that are at most one greater than that of the highest angular momentum polarization function on that center. Obviously increasing l MAXINC will dramatically increase the number of functions in the ABS and, as will be evident from the results presented here, a value of 1 for this parameter appears to be adequate for the elements considered here.
The second parameter f sam accounts for the fact that within some exponent range multiple functions of a given angular momentum type located on the same center are effectively trying to describe the same density, and will provide little overall improvement in the quality of the fit. Indeed if the difference between the exponents becomes too small the fitting basis will be deemed to be linearly dependent, causing one or more of these functions to be removed ͑effectively͒ as part of the singular value decomposition that is used to derive the fitting coefficients. In GAUSSIAN03 a value of 1.5 is used for f sam . In comparison to l MAXINC varying f sam provides a finer control of the number of functions in the ABS, with larger values of f sam tending to give rise to fewer functions and a lower quality fit. The effect of varying f sam is explored in Sec. V.
One other point to note is that from the specification of step ͑9͒ it is evident that the angular momentum of the fitting basis on a given center will increase monotonically as the exponent values decrease. This design decision was taken deliberately in order to account for basis sets where there are high angular momentum functions ͑or clusters of functions͒ with well separated exponent values, such as can be found in some transition metal basis sets. Without this restriction a fitting basis could have multiple maxima in its angular momentum values, yet the density in Eq. ͑1͒ that is associated with the product of these functions will clearly require a fitting function of the same angular momentum but with intermediate exponent values. A possible relaxation of this rule would be to allow just one maximum in the angular momentum of the fitting set on any given center. A preliminary investigation showed that this may be possible for some basis sets but will not be considered here since the present work aims to provide the first evaluation on the accuracy of the automatic generation algorithm of fitting basis.
III. COMPUTATIONAL DETAILS
In the present work, all the calculations have been performed using the development version of GAUSSIAN ͑GDV͒. Three groups of ABS were considered. The first group uses auto-ABS with the default f sam value of 1.5 unless otherwise defined. The second group uses the DGAUSS A1 and A2 ABSs implemented in GDV as DGA1 and DGA2; 19, 20 these fitting sets were designed to work best with the DZVP and DZVPP OBSs. 16 The last group uses the Dunning correlation consistent basis sets, cc-pVXZ with X = Q, 5, and 6, 14,15 as these are known to constitute a series of systematically expanded basis sets and have been proposed by Artemyev et al. for use as ABSs. 13 A wide range of the different types of OBS are considered, including split valence sets, such as the popular 6-31g * and 6-311g ** sets, the DGAUSS DGDZVP and DGTZVP ͑Refs. 17 and 18͒ sets, the split-valence polarized ͑SVP͒ and TZVP sets of Schäfer et al., 26, 27 and the Dunning cc-pVXZ ͑ X = D, T, Q, and 5͒ correlation consistent basis sets.
14,15 ͑The nonrelativistic all-electron correlation consistent basis sets are used for 3d transition metals. 28 ͒ In some cases density matrices obtained from selfconsistent-field HF calculations have been used as input to the density fitting procedure, in spite of the fact that Coulomb fitting is more often used in DFT calculations. In part this is because there is a wide variety of DFT functionals and this removes any ambiguity over which one is used, but also because we wished to compare differences between finite basis set HF energies and numerical HF energies, [22] [23] [24] with differences in the corresponding finite basis set Coulomb energies when computed with and without the use of a fitting basis. The HF energy error ͑⌬E HF ͒ is defined as the difference between the HF total energy evaluated using a specific finite basis set ͑E HF ͒ and the HF limit energy obtained from numerical HF calculations ͑E lim ͒. The Coulomb energy fitting error ͑⌬E DF-J ͒ is defined as the difference between the Coulomb energy when computed with ͑E DF-J ͒ and without ͑E Coul ͒ density fitting for the same OBS.
Using the results from numerical HF calculations the errors associated with the basis set incompleteness and density fitting were investigated for several atoms from H to Kr, the following diatomic molecules H 2 , N 2 , BH, HF, BF, CO, and NO + , and for the H 2 O and CH 2 O polyatomic systems. This series of molecules has been considered to be useful when studying the basis set convergence in HF calculations 29 as it covers a broad spectrum of systems ranging from nonpolar to polar and from singly bonded to triply bonded, and are systems that have different weights for the HF determinant in the corresponding full configuration interaction wave functions. Geometries for these diatomic and polyatomic systems were taken from Ref. 29 .
For molecular systems beyond Ne limited numerical HF data are available, thus only comparisons between the results computed with and without a fitting basis were possible. The following systems were chosen: Na 3 P, NaCl, Al 2 S 3 , Cl 2 , Cu 2 , As 4 , Se 8 , Br 2 , Al 2 O 3 , GaCl 3 , SiO 2 , and As 4 S 4 , as they have been used in a previous study on density fitting 6 and are a mixture of molecules where the atoms come from just one row of the Periodic Table as well as mixed row systems. Geometries for these systems were taken from Ref. 6 .
As well as computing errors in the Coulomb energies when evaluated using a fitting basis set at equilibrium geometries, we have also computed errors in atomization energies when evaluated using density fitting and the BP86 functional. [30] [31] [32] The latter represents a much harder challenge for density fitting as it requires that the fitting basis give a balanced treatment to both the combined molecule and the separated atoms; yet for the combined molecule deficiencies in the fitting basis for any given atom it can be partially compensated for by the fitting functions on an adjacent atom.
To assess the effect of auto-ABS on properties other than the total energy we have calculated structural and electronic properties for a subset of the molecules given above with and without density fitting when using the BP86 functional. [30] [31] [32] Finally we have explored the effect of changing parameter f sam on the size and quality of the auto-ABS by calculating the Coulomb fitting error for H 2 O and CH 2 O as a function of f sam and also by comparing the results obtained using auto-ABS for a variety of different f sam values with those obtained by Weigend when using universal fitting basis sets. 6 For the latter comparison we have restricted our comparison to the 180 compounds from the Weigend set ͑311 molecules͒ that contain only elements from H-Kr. The structures for these systems were taken from the supplementary material associated with Ref. 6 , as are the values of the energies obtained using the universal fitting sets.
IV. RESULTS
The errors in the HF total energy resulting from the incompleteness in the OBS ͑⌬E HF ͒ and the fitting errors ͑⌬E DF-J ͒ that occur when the Coulomb energies are computed using the auto-ABS procedure are shown in Table I for selected atoms from H to Kr and for a variety of OBSs. The table is organized such that all atoms in a given column have the same number of unpaired electrons in their outer shell, while rows represent rows in the Periodic Table. Also shown are the numbers of functions in the various OBSs and ABSs.
For a given OBS as we move across the Periodic Table the number of contracted functions typically remains fairly constant, but the number of occupied orbitals increases. Thus we find that the difference between the HF energy and the HF limit ͑⌬E HF ͒ tends to increase along each row of Table I . In contrast, the number of functions in the auto-ABS fluctuates substantially along any given row. For example, for Li, N, and Ne and the 6-31g * basis set the numbers of functions in the corresponding auto-ABSs are 85, 70, and 78, respectively; variations reflect the fact that the final form of the auto-ABS depends on the exponents of the primitive functions in each OBS ͑not just the number of contracted or primitive functions͒ and these values differ for each of these elements. In going down each column in Table I although the elements have the same number of valence electrons the size of the auto-ABS increases markedly. For example, from N to P to As and for the 6-31g * basis set the number of functions in the auto-ABSs goes from 70 to 95 to 289, respectively.
Comparing the size of the error due to basis set incompleteness ͑⌬E HF ͒ with the error due to the fitting of the Coulomb energy ͑⌬E DF-J ͒ we see that in almost all cases ⌬E DF-J is more than an order of magnitude less than ⌬E HF . The exceptions are for some of the "double-zeta quality" nitrogen and phosphorus basis sets and the cc-pVTZ krypton set. In all cases, however, as the basis set is expanded ⌬E DF-J drops to become less than one order of magnitude smaller than ⌬E HF .
It is important to note that for these atomic calculations symmetry dictates that errors in Table I due to basis set incompleteness arise solely from the failure of the OBS to correctly describe the s orbital space for elements H-Li, the s and p orbital spaces for elements N-Ar, and the s, p, and d orbital spaces for Cu-Kr. Thus although we see a systematic reduction in ⌬E HF when going from a cc-pVDZ to the ccpV5Z basis set, this is due only to an improved description of the occupied s orbital space for H-Li, the occupied s and p orbital spaces for N-Ar, and occupied s, p, and d orbital spaces for Cu-Kr. For the ABS this situation is a little dif- ferent. First, it is not just improvements to the occupied orbital space that are important for the ABS, as it may require higher order functions in order to fit the product of density in the occupied orbitals. Second, generating the ABS improvements to the occupied orbital space arises not only due to the expansion of the OBS but also because auto-ABS mandates that for any given exponent in the OBS fitting functions all angular momenta up to some given maximum are included in the ABS. This means that even if the s and p spaces of the OBS remain constant adding higher angular momentum functions to the OBS will almost always lead to more s and p functions in the ABS. For this reason it might be expected that for these atomic systems as the OBS is improved ⌬E DF-J will converge faster than ⌬E HF , and for most atoms this appears to be the case. For diatomic and polyatomic systems symmetry has a much smaller impact on which angular moment functions can or cannot contribute to the HF wave function. Also, as mentioned previously, it is now possible for deficiencies in the fitting set on a given site to be compensated for by the fitting functions on an adjacent site or sites. Hence for the first-row diatomic and polyatomic systems given in Table II , we now find just one molecule where ⌬E DF-J does not meet the criteria of being less than one order of magnitude smaller than ⌬E HF . This is for H 2 evaluated using the 6-31G * and DGDZVP basis sets. This molecule should, however, be treated as a special case since both these OBSs and their corresponding ABSs have only s functions, yet clearly a p-type function is required to represent the density associated with the product of two s functions located on different H centers. When H bonds to an atom with higher angular momentum functions this problem goes away, with the errors for all other H containing diatomic and polyatomic systems being significantly smaller. Also, while there were two nitrogen atom OBSs in Table I where ⌬E DF-J was larger than we might have wanted, for the two nitrogen containing diatomic systems this is no longer true.
In Fig. 1 we plot, as a function of the OBS size, the Coulomb fitting errors and atomization errors obtained for the H 2 O and CH 2 O polyatomic systems when evaluated using auto-ABS, the DGA2 fitting set, and when using the cc-pV6Z basis as a fitting set. The same ten OBSs as given in TABLE II. Number of functions in the OBS ͑N OBS ͒ and ABS ͑N ABS ͒, errors in the HF energy due to basis set incompleteness ͑⌬E HF , in mE h ͒, and errors in the Coulomb energy ͑⌬E DF-J , in mE h ͒ using auto-ABS with f sam = 1. have similar values for all OBSs, even though the former is optimized for the DGTZVP OBS and the latter is normally used as an OBS. This observation agrees well with other studies which suggest that the size of the fitting error is largely independent of the size of the particular OBS being used. 13 For auto-ABS, however, the errors have an overall downward trend as the number of functions in the OBS is increased, indicating that auto-ABS appears to have convergence properties that mirror those of the OBS.
For these two molecules the atomization energies ͑⌬E DF-A ͒ show similar trends to those for ⌬E DF-J ͑Fig. 1͒, with errors that are roughly constant for each of the fixed sized ABSs but that decrease for auto-ABS as the number of functions in the OBS increases. As mentioned above computing atomization energies is a far harder test of the quality of a fitting basis compared with computing the Coulomb error, thus it is not surprising that the values for ⌬E DF-A obtained using auto-ABS are always slightly larger than the corresponding ⌬E DF-J values. In comparison to the fixed sized ABS, auto-ABS shows larger ⌬E DF-A values for the small OBS sets but smaller values for the larger ABSs. 
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To further illustrate the convergence properties of auto-ABS, we plot in Fig. 2 the dependence of ⌬E DF-J on the size of the generated ABS and contrast this with the errors obtained when using the DGA1 and DGA2 fitting sets and also when using the cc-pVXZ series as a fitting set. The results show that between the two DGA sets ⌬E DF-J decreases much faster than between the members of the cc-pVXZ series, but this might be expected given that the former are optimized for the purpose of density fitting while the latter were originally intended for use as OBSs. In comparison, the trend observed for auto-ABS appears to be closer to that found between DGA1 and DGA2 rather than for that observed between the members of the cc-pVXZ series.
In Table III values for ⌬E DF-J and ⌬E DF-A evaluated using auto-ABS and for four cc-pVXZ ͑X = D, T, Q, and 5͒ OBSs are given for selected molecules containing heavier atoms. For these systems numerical Hartree-Fock data are not available so a comparison is made between the results computed with and without density fitting. This shows that as we move along the cc-pVXZ series the values of both ⌬E DF-J TABLE III. The fitting error per atom ͑in mE h ͒ in the Coulomb energy ͑⌬E DF-J ͒ and atomization energy ͑⌬E DF-A ͒ computed using auto-ABS for cc-pVXZ ͑X = D, T, Q, and 5͒ OBSs and the following compounds: Na 3 P, NaCl, Al 2 S 3 , Cl 2 , Cu 2 , As 4 and ⌬E DF-A systematically decrease towards 10 −3 mE h or less for all compounds; this is similar to the trend observed for first-row molecules. What is perhaps a little surprising is the fact that the values for ⌬E DF-A are often smaller than the corresponding ⌬E DF-J values, and this is particularly true for the larger basis sets. This indicates that for these systems the errors in the auto-ABSs are well balanced between equilibrium and the dissociated limit.
To briefly assess the effect of density fitting on structural and electronic properties Table IV compares the optimized structures, dipole moments, and quadrupole moments computed for selected molecules containing elements H-Kr with the cc-pVXZ OBSs and using the BP86 functional. [30] [31] [32] These results show that the errors due to density fitting decrease as the quality of the OBS is improved, and when using the cc-pVTZ OBS the errors are already below 0.1 pm for bond lengths, 0.05°for bond angles, and 0.01 D or D/Å for dipole and quadrapole moments, respectively.
V. EFFECT OF f sam ON THE SIZE AND QUALITY OF AUTO-ABS
The main parameter controlling the size of auto-ABS is f sam , and as mentioned above in the current released version of GAUSSIAN03 a value of 1.5 was chosen. Increasing the value of f sam is expected to lead to a decrease in the number of functions in the ABS, and this is illustrated in Fig. 3 where the number of functions in the ABS is given for a nitrogen atom using f sam values of 1.5, 1.7, and 2.0 and the same ten OBSs used previously. From these data it is apparent that there is a near linear relationship between the number of functions in the OBS and ABS, with the size of this scaling factor being dependent on the value of f sam . To explore this point further the scaling factors, as determined by linear least-squares fit, are given in Fig. 4 Also given are the errors in the HF energy due to basis set incompleteness ͑⌬E HF ͒. These results suggest that even when using a value of 2.0 for f sam the Coulomb fitting errors are at least one order of magnitude smaller than the errors that arise from basis set incompleteness. As a result, there does appear to be some grounds for increasing the value of f sam slightly.
To study the influence of f sam on the convergence properties of auto-ABS, the dependence of the fitting error in the Coulomb energy ͑⌬E DF-J ͒ on the size of ABS ͑N ABS ͒ for auto-ABS with f sam = 1.5, 1.7, and 2.0 for H 2 O and CH 2 O is replotted in Fig. 6 . From this plot it is obvious that from auto-ABS with different f sam exhibit similar convergence properties as the size of the ABS increases, which makes it reliable to use f sam as a parameter to control the size of the ABS without destroying its convergence properties.
VI. COMPARISON OF AUTO-ABS AND UNIVERSAL ABS
In Sec. IV it was shown that the error in the Coulomb energy is essentially constant for the fixed sized DGA1, DGA2, and cc-pVXZ ͑X = Q, 5, and 6͒ fitting sets regardless of which OBS is connected. This is because the electronic density is an intrinsic property of the molecular system and does not change greatly as a function of which OBS is used. Such an observation recently led Weigend 6 to propose the idea of universal ABSs that can be used in conjunction with any OBS, yet still give errors that are less than about 0.15 kJ mol −1 ͑approximately 0.05 mE h ͒ per atom. To compare the auto-ABS and universal ABS approaches we selected the 180 compounds 33 that contain only the elements H-Kr from the 311 compounds that Weigend used to test the universal fitting basis sets. 6 These molecules were then classified into three sets according to which row in the Periodic Table the heaviest component element was located in, i.e., a first-row set, a second-row set, and a thirdrow set. The ⌬E DF-J errors obtained from auto-ABS were calculated using density matrices obtained from converged B3P86 DFT calculations performed using the newly developed def2-SV͑P͒, def2-TZVP, and def2-QZVPP OBSs. 34 All structural and computational parameters were set to be the same as those used by Weigend. 33 The results for the universal fitting basis are taken from the supplementary material for Ref. 6 . Three series of auto-ABSs were tested corresponding to f sam values of 1.5, 2.0, and 2.5. To assess the accuracy and efficiency of these different ABSs the mean and standard deviation values for ⌬E DF-J and N ABS / N OBS were computed. These values are shown for the three different sets of molecules in Table V. For the set of molecules containing first-row atoms the values for ⌬E DF-J obtained using the universal ABS are roughly constant at around 0.02 mE h /atom for all three OBSs, but for all three auto-ABSs they decrease systematically as the OBS is improved. This is the same trend that was observed earlier using the cc-pVXZ series of basis sets. For auto-ABS with the def2-SV͑P͒ OBS the error might appear relatively large at around 1 mE h /atom, but it should be remembered that this is a very small OBS and errors associated with its use are likely to be significantly larger than the fitting errors. In terms of the N ABS / N OBS ratio, for the fixed size universal ABSs this naturally decreases as the size of the OBS increases, while for auto-ABS it remains roughly constant for any given value of f sam .
For molecules containing second and third row elements the values of ⌬E DF-J tend to become larger for both the universal and auto-ABSs, reflecting the fact that the absolute size of the Coulomb energy increases as we move down the Periodic Table. For the universal ABS the N ABS / N OBS ratio shows comparatively little change as heavier atoms are introduced into the molecule, however, for auto-ABS this ratio increases since heavier atoms tend to have more high angular momentum functions in their OBS, and this in turn leads to more functions in the corresponding ABS.
By considering what value of f sam gives rise to approximately the same error as obtained when using the universal fitting set, we can get a rough estimate of how many more functions auto-ABS requires compared to the universal sets in order to achieve the same level of accuracy. For example, for the set of first row molecules we find that using the def2- 
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TZVP basis and an f sam value of 2 gives roughly the same error as that found when using the universal ABS, but by comparison auto-ABS is using 2.4 ͑4.44/ 1.84͒ times as many functions in order to achieve that accuracy. Further down the Periodic Table this ratio is a little worse, e.g., for the set of third row molecules and with the def2-QZVPP OBS, approximately five ͑4.14/ 0.79͒ times as many functions would be required by auto-ABS in order to achieve the same accuracy as the universal ABS.
VII. DISCUSSION AND CONCLUSIONS
The results presented here clearly demonstrate that it is possible to automatically generate Coulomb fitting basis sets that depend only on the supplied orbital basis set. Furthermore the quality of the fitting set was found to improve systematically with the quality of the OBS. For the current auto-ABS as implemented in GAUSSIAN03 there is some suggestion that the value of f sam could be increased slightly from 1.5, particularly for large OBSs. This would reduce the number of functions in the ABS and may offer some speed advantage.
As commented earlier, the goal of using a fitting basis in a DFT calculation is to reduce the cost of evaluating the Coulomb term until it is significantly less than the cost of evaluating the exchange-correlation term, performing the diagonalization or more generally manipulating the KS matrix while still maintaining an acceptable level of accuracy. To illustrate these relative costs we present in Fig. 7 performance data for BLYP DFT calculations on 18-Crown-6 ether and valinomycin using three different methods for evaluating the Coulomb interaction: "normal" or the standard approach of evaluating two electron integrals, "FMM," where the fast multipole method is used to evaluate long range interactions, and two density fitting calculations that used either the DGA2 ABS or auto-ABS. The two molecules differ in their relative size and the quality of the OBS used. For 18-Crown-6 ether there are 42 atoms, the system has a maximum pairwise separation of 9.6 Å, and a good quality OBS ͑cc-pVTZ͒ is used containing 876 functions. For valinomycin there are many more atoms ͑168͒, the maximum pairwise separation is considerably larger ͑17.6 Å͒, but a modest basis set ͑3-21 g͒ is used, giving rise to roughly the same number of functions in the OBS ͑882͒. With the DGA2 fitting basis there are 1008 and 4200 functions in the ABS for 18-Crown-6 ether and valinomycin, respectively, while using auto-ABS the equivalent numbers are 3846 and 3018. All performance data are given relative to the total time required to converge the self-consistent-field equations in the normal calculation.
For 18-Crown-6 ether Fig. 7 shows that approximately 80% of the time in the normal computation is associated with the evaluation of the Coulomb interaction, that the evaluation of numerical integration for the exchange-correlation term takes a little under 20%, and that diagonalization and other matrix operations are in the noise. For this system the use of FMM is found to significantly increase the Coulomb evaluation time and slow the overall computation down. ͑It is for this reason that by default GAUSSIAN03 does not use FMM for systems with less than 80 atoms.͒ Using the DGA2 fitting set dramatically speeds up the Coulomb computation making the rate limiting step evaluation of the exchange-correlation term, however, the final total energy is in error by 93 mE h or 2 mE h per atom. This is an unacceptably large error for this system given the quality of the OBS. Using auto-ABS nearly four times as many functions are generated in the ABS, the evaluation of the Coulomb term is still four-times faster than for the normal case and takes roughly comparable time to the evaluation of the exchange-correlation term. The accuracy of the result computed using auto-ABS is much more accept-TABLE V. Values for the mean and standard deviation ͓Mean ͑SD͒ ͔ for ⌬E DF-J per atom and N ABS / N OBS obtained using the universal ABS ͑Ref. 6͒ and auto-ABS with f sam = 1.5, 2.0, and 2.5 for selected molecule sets and using def2-SV͑P͒, def2-TZVP and def2-QZVPP OBSs. See text for definition of the molecule sets. For valinomycin, the larger size and smaller basis mean that the evaluation of the Coulomb interaction is already significantly faster than the evaluation of the exchangecorrelation term even in the normal calculation. The use of FMM further decreases the Coulomb term such that it now takes roughly 30% of the time required for the exchangecorrelation term. Using DGA2 has relative little effect on the Coulomb evaluation time or the overall computation time compared to that obtained when using FMM. The final result is, however, in error by 34 mE h or 0.2 mE h per atom. With auto-ABS the fitting set is 25% smaller than with DGA2, but the Coulomb time is about 50% less giving an overall time that is roughly 10% faster than for the calculation using FMM. For this system the use of auto-ABS gives rise to a total error of 1.2 E h or 7 mE h per atom, and while this may seem a little large given the use of a relatively modest OBS this error may not be so bad. The bottom line is, however, that for valinomycin using a 3 -21 g basis and from a speed perspective there is probably little benefit in using density fitting. Thus, the challenge is to build software that can intelligently chose the best algorithm for evaluating the Coulomb term ͑or indeed more generally͒ given the system being considered. 35 Finally, it is pertinent to note that we have not considered here potential problems that might arise if the OBS has very diffuse functions as there is then the potential for significant overlap between fitting functions on adjacent centers. Such cases are particularly common in calculations with periodic boundary conditions and will be discussed in detail in a subsequent paper.
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