Energy and cost efficient fuzzy environmental services control strategies for achieving high standards of indoor environmental quality and human comfort by Lugg, Andrew
u 41k\ 
Cranfield University LIBRARY 
. 0r, "! tv. ," or, 
IYK 
School of Mechanical Engineering 
Ph. D. Thesis 
Academic Year 1998 - 1999 
Andrew Lugg 
Energy and Cost Efficient Fuzzy Environmental 
Services Control Strategies for Achieving High 
Standards of Indoor Environmental Quality and 
Human Comfort 
Supervisor Dr. William J. Batty 
August 1999 
UBRARY 
Cranfield University 
School of Mechanical Engineering 
Ph. D. Thesis 
Academic Year 1998 - 1999 
Andrew Lugg 
Energy and Cost Efficient Fuzzy Environmental 
Services Control Strategies for Achieving High 
Standards of Indoor Environmental Quality and 
Human Comfort 
Supervisor Dr. William J. Batty 
August 1999 
This thesis is submitted in fulfilment of the requirements for the degree of 
Doctor of Philosophy 
Abstract 
Abstract 
Building designers aim to create buildings with high quality internal environments 
which are energy and cost efficient in their use. Failure to attain these objectives 
simultaneously can lead to reduced building occupant productivities. An important 
aspect of the building services system which can have a major effect on the provision of 
occupant comfort within a building is the adopted control strategy. 
The research project investigated the use of fuzzy control strategies as a means of 
achieving good standards of comfort provision for occupants while maintaining or 
improving energy and cost efficiencies for the operation of the building HVAC services. 
This represented a multi-variant controls objective which was capable of being fulfilled 
by a fuzzy controller. 
A one zone building computer model was developed using Matlab and Simulink 
software as a platform for the development of fuzzy control strategies. The model 
incorporated building services Heating Ventilating and Air-Conditioning (HVAC) 
system models. A Proportional + Integral + Derivative (PID) control strategy was used 
as a benchmark control methodology against which to compare the developed fuzzy 
control strategies. 
Three types of fuzzy controller were developed during the course of the research project. 
These were a Proportional Derivative Fuzzy Controller (PDFC), a Fuzzy Ventilation 
Controller, and the Fuzzy High Level Controller. The PDFC used the inputs of error and 
rate of change of error from a specified zone environmental condition set point in much 
the same way as a PID controller would to control the HVAC plant. Simulation results 
indicated that the PDFC control strategy was capable of achieving performance levels 
equal to the conventional PID control strategy. The Fuzzy Ventilation Controller was 
used to control the rate of fresh outside air entering the building zone through the 
mechanical ventilation system in order to make use of the "free" cooling and 
dehumidification available by purging the indoor air when possible. Simulation results 
showed improvements in the indoor environmental quality provided, and the energy 
efficiency and cost efficiency of running the HVAC plant. Finally, the Fuzzy High Level 
Controller used a fuzzy supervisor to control the actions of the fuzzy ventilation 
controllers. Simulation results showed that the fuzzy supervisor was able to improve the 
comfort conditions provided and the energy and cost efficiencies of the operation of the 
HVAC plant when compared to the use of the fuzzy ventilation control strategies alone. 
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1. Introduction 
1.1 Providing Comfortable Environments for Building Occupants 
Buildings are used to modify the external environment in order that occupants can carry 
out their desired activities in a comfortable, safe and efficient internal environment. The 
human body is able to cope with large variations in surrounding environmental 
conditions for short periods of time, i. e. minutes, although a person may not be 
comfortable. However, only a relatively small band of environmental conditions provide 
comfort in which humans can be comfortable and satisfied over longer periods of time, 
i. e. hours. 
Building designers aim to satisfy these requirements by creating buildings with high 
quality internal environments that are energy and cost efficient in their use. Failure to 
attain these objectives simultaneously can lead to reduced building occupant 
productivities. 
Buildings have evolved to, and should, provide for various performance requirements 
including a pleasing appearance, durability, dimensional stability, structural stability, 
weather exclusion, sound control, thermal comfort, fire protection, adequate lighting, 
adequate ventilation, adequate sanitation and security. The indoor environment therefore 
represents a complex interaction between these various parameters. 
Many influences affect the quality of the indoor enviromnent and include: - 
" the building envelope and internal divisions 
" the space conditioning system i. e. Heating, Ventilating and Air Conditioning 
(HVAC) 
" the outdoor environment 
" the building occupants and their activities, i. e. people and processes. 
Current problems with existing buildings are often the result of-. - 
" the cooling capacity for which the HVAC system was designed being exceeded due 
to the introduction of new technology, such as computers, 
" the design being focused on energy conservation and the reduction in ventilation 
rates in many office buildings constructed during the 1970s, especially after the oil 
crisis, leading to poor indoor environmental quality. 
1.2 Influences Affecting the Comfort of Building Occupants 
There are many influences affecting the comfort of building occupants; see Figure 1.1. 
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Environmental Variables 
Occupant Variables (Physical) 
" clothing thermal resistance 
" activity, i. e.. metabolic rate 
" age Or Occupant 
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" adaptive capabilities 
" skin temperature 
" deep body temperature 
" sweating 
" vibration 
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" air temperature 
" mean radiant temperature 
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" relative humidity 
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Figure 1.1. Influences affecting the comfort of building occupants. 
If occupants are not satisfied with their environment, either physically or 
psychologically they may experience stress, see Figure 1.2. 
Health, Morale, Productivity 
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Figure 1.2. Causes and effects of work and building related environmental 
stressors. 
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Not all environmental stressors encountered during working hours are necessarily 
experienced in the workplace directly, e. g. travelling to work and the domestic 
envirorunent. 
Some environmental stressors have a direct action, e. g. temperature, humidity, light and 
noise. Others are more subtle or indirect, e. g. tension arising from lack of ability to 
control the environment due to an inability to change levels of lighting, open windows 
or eliminate cigarette smoke. 
In buildings where there are problems of stress and ill health due to the environmental 
conditions prevailing, the term Sick Building Syndrome (SBS) (London Hazards Centre 
1990) is often used. SBS is characterised by a large percentage of building occupants 
experiencing unexplained sickness and increased absences from work. Symptoms of 
sick building syndrome include lethargy, tiredness, headache, dry blocked nose, sore dry 
eyes, sore dry throat, dry skin, skin rashes, watering eyes, itchy eyes, runny nose, flue 
like illness, difficulty in breathing and chest tightness. A detailed account of SBS is 
given by the London Hazard Centre (1990), Jaakkola (1994) and Wilson and Hedge 
(1987). 
1.3 Building Environmental Systems Performance 
The "Building Environmental Systems Performance" was a key issue in defining the 
objectives of the research project and was defined by the following three descriptors: - 
1. Indoor Enviromnental Quality (IEQ) 
2. Cost Efficiency 
3. Energy Efficiency 
1.3.1 Indoor Environmental Quality (IEQ) 
For the purposes of the research project, this has been defined as the perceived comfort 
building occupants feel due to the physical and psychological conditions to which they 
are exposed by their surroundings, i. e. the building structure, fabric and services. When 
occupants are dissatisfied with their surrounding environment some degree of stress is 
induced. Stressfiil environments lower productivity levels (Wilson and Hedge 1987) and 
hence cost efficiency may be reduced. 
1.3.2 Cost Efficiency 
For the purposes of the research project, this has been defimed as the financial 
expenditure on energy relative to the comfort and productivity provided for building 
occupants. By improving the indoor environmental quality and/or energy efficiency of a 
building the cost efficiency can be improved and the building operator can realise the 
advantages of. - 
reduced building services running costs 
reduced staff training costs due to reduced staff turnover 
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"a more content and productive work force 
" improved profits 
" release of finance for other uses, e. g. research and development 
60-70% of a typical company's expenditure is on salaries (Miller 1995). It is therefore 
prudent to keep the staff content with their environment to maintain good levels of 
productivity. 
1.3.3 Energy Efficiency 
For the purposes of the research project, this has been defined as providing the desired 
indoor environmental conditions for the minimum energy use. Building space 
conditioning systems are responsible for a significant proportion of energy use. In the 
UK, nearly half the total delivered energy is used in buildings, 29% domestically and 
19% by the public sector (Shorrock and Henderson 1989). Within a typical building, 
60% of the energy is used by the space conditioning system, e. g. heating, cooling and 
ventilating, representing approximately 12% of the total UK energy consumption 
(Energy Efficiency Office 1991). It is therefore desirable to reduce energy consumption 
and increase building performance in the light of. depleting world energy reserves, the 
increasing rate of use of world energy reserves and the pollution of the environment. 
In terms of the thermal environment it has been suggested that a decrease in the cooling 
and heating load for a building of VC could decrease building space conditioning 
energy requirements by 10% (Nicol, 1993), not an insignificant amount. 
1.4 Interaction of the Building Performance Descriptors 
The three building performance descriptors see Figure 1.3, have been defined as Indoor 
Environmental Quality (IEQ), Energy Efficiency and Cost Efficiency. These interact in a 
manner that may be complementary or antagonistic towards each other. 
Indoor 
Environmental 
Quality 
Energy Cost 
Efficiency Efficiency 
Figure 1.3. Interaction of the three building performance descriptors. 
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For example, a high level of indoor environmental quality achieved through the use of 
HVAC plant may give rise to a perceived high energy cost, but if productivity increases 
then the overall cost efficiency will be improved. The building performance descriptors 
should therefore not be considered in isolation from each other. A multi-variant 
problem comprising a range of conflicting parameters exists. This is highlighted by 
Croome and Baizhan (1995) viz., 
"In 1994, the energy use in an average commercial oJfIce building in the United States 
costs approximately $201m2lyear, whereas the functional cost is approximately 
$3,000lm2lyear. The functional cost includes the salaries of employees, the retail sales 
in a store, or the equivalent production value of a hotel, hospital or school. This means 
that I% gain in productivity ($3 Olm2lyear) has a larger economic benefit than a 100% 
reduction ($201m2lyear) in energy usage. In addition the productivity gains will increase 
the benefits such as repeat business in hotels, faster recovery times in hospitals, and 
attainments of betterjobs due to a better education in schools. A small gain in worker 
productivity has major economic impacts and it makes sense to invest in improving the 
indoor environment to achieve productivity benefits. " 
In the light of this statement, care should be taken not to regard any one of the building 
performance criteria as more important than another without careful consideration, 
evaluation and assessment of the effects on the objectives that arc sought. A multi- 
variant and multi-conflicting problem with cause and effect relationships arises as a 
result. 
1.5 Advantages of Improving Indoor Environmental Quality 
The advantages of improving indoor environmental quality are many and varied. The 
main advantages include: - 
more contented and satisfied employees 
less absenteeism 
* fewer accidents 
These desirable advantages can lead to improved productivity. These are inter-related. 
For example, a poor quality environment, such as the incorrect provision of temperature 
can affect the number of errors made by workers, the accident at work rate and hence 
their productivity, see Figure 1.4 and Figure 1.5. 
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Figure 1.4. The effect of temperature on the error of operating telecommunications 
equipment (Mackworth 1946). 
The provision of poor indoor environmental conditions' often results in occupants 
suffering symptoms of ill health. The number of symptoms of ill health, attributable to 
poor indoor environmental conditions, are shown as in the results of self assessed 
productivity survey, see Figure 1.6. 
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Figure 1.5. Relative accident frequencies of British munitions plant workers at 
different temperatures (mean values for men and women) (Croome 1981). 
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Referring to Figure 1.6, the number of symptoms was based on self-reports of chronic 
ill-health symptoms. Productivity was self assessed by questionnaire on a9 point scale. 
An average of 2 or more symptoms is a likely indicator of overall productivity losses. 
Lower productivities represent hidden costs to the building operator that are often taken 
for granted as being unavoidable. However, the sum of all these factors may be 
considerable in financial terms and should not be ignored. 
1.6 Aims and Objectives of the Research Project 
The research described in this thesis aimed to improve control techniques and hence 
provide improved comfort and health conditions while improving building services 
operation energy and cost efficiencies. The first objective was to determine the limits of 
the environmental parameters, which characterise within air conditioned and 
mechanically ventilated office buildings, a high quality internal environment. Defining 
"a quality internal environment" enabled the objectives of providing energy and cost 
efficient environments to be achieved within this constraint. The quality of the internal 
environment, energy and cost efficiencies were, for the purposes of the research project, 
collectively defined as the Building Performance Descriptors. 
The second objective was to utilise fuzzy building services system control strategies to 
provide a high quality internal environment while maintaining / improving energy and 
cost efficiencies. These objectives are shown in Figure 1.7. 
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Figure 1.6. Perceived productivity and ill health symptoms (Wilson and Hedge 
1987). 
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Figure 1.7. Schematic of the research project objectives. 
Fuzzy logic control strategies were identified as a method of improving building 
services performance within air-conditioned and mechanically ventilated buildings. 
Fuzzy logic has the advantages of being able to model imprecise conditions whilst not 
requiring an exact mathematical model of the control process, and is capable of decision 
making. Fuzzy logic is also capable of dealing with multi-variant problems. Hence, 
fuzzy logic lent itself to the control of the multiple parameters affecting the provision of 
healthy internal environments and provided the possibility of improving or maintaining 
energy and cost efficiencies simultaneously. 
1.7 Overview of the Thesis 
A brief description of the Chapters of this thesis is given below outlining the content of 
each. 
Chapter 1. Introduction (This Chapter) 
The Introduction outlines the context in which the research project was carried out with 
a view to providing the reader with a broad understanding of the overall aims and 
objectives of the project. 
Chapter Z Literature Review - Building Occupant Comfort This chapter reviews the current research understanding of the environmental criteria 
against which occupant comfort within buildings can be assessed. The reviewed 
research findings include those on thermal comfort, indoor air quality, noise, 'lighting 
and company managerial structure. The investigation and definition of human comfort 
has been primarily carried out by reviewing currently available books, journal papers, 
conference proceedings and recognised standards. Recent- developInents have been 
addressed by attending seminars such as the UK Thermal - Comfor t Group Meetings 
which give a review of the most recent research findings. The aim of this literature 
review was to establish the environmental parameter ranges and limits that define a high 
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enviromnental standard for internal envirorunents. This provided the background 
infonnation to be applied in developing the fuzzy control strategies. 
Chapter 3. Literature Review - Fuzzy Logic and Fuzzy Control 
This chapter reviews previous applications of fuzzy logic to the control of heating, 
ventilating and air-conditioning (HVAQ plant and hence the provision of occupant 
comfort within buildings. This chapter reviews the currently available published 
literature and aims to identify possibilities for further exploring the use of fuzzy logic 
control to improve building services control techniques. 
Chapter 4. Fuzzy Logic and Fuzzy Control Theory 
This chapter introduces the reader to the theory behind fuzzy logic and provides an 
introduction to the theory of fuzzy control. Examples of fuzzy logic and fuzzy control 
are used to further describe mathematical principles of their operation. This chapter aims 
to give the reader a good theoretical background to fuzzy logic control in order to aid the 
understanding of the fuzzy logic control systems developed during the research project. 
Chapter S. One Zone Dynamic Model - "Free Running" Building Components 
Theory 
The main part of the research project was based on a computer model of a single zone of 
a building. This was used to assess the performance of the fuzzy control strategies 
developed in later chapters of the thesis. This chapter first describes the Matlab and 
Simulink computer software used to develop a one zone computer model of a "free 
running" building, i. e. no heating ventilating and air-conditioning components 
operational. The reasoning for constructing such a model and the theory used for the 
model is explained. The suitability of the developed model for building services control 
modelling purposes is then assessed by comparison with Thermal Analysis Software 
(Tas), a widely accepted method of modelling the thermal performance of buildings. 
Chapter 6. One Zone Dynamic Model - Heating Ventilating and Air-Conditioning 
(HVAQ Component Theory 
This chapter considers the theory of the HVAC components that were developed and 
built into the "free running"' one zone Simulink model. It also considers the theory of 
Proportional + Integral + Derivative (PID) control which was used as the benchmark 
against which the fuzzy control strategies were assessed. 
Chapter 7. Fuzzy Control Strategy Development Methodology 
This chapter describes the aims and objectives of the development of the fuzzy control 
strategies developed for the research project described in Chapters 8,9 and 10. 
Chapter 8. Proportional Derivative Fuzzy Control (Pure Fuzzy Control) 
This chapter investigates the use of proportional derivative fuzzy controllers (PDFCs) as 
an alternative to conventional controllers. The error and rate of change of error from the 
pre-defined set points are used as inputs to the fuzzy controllers whiclýprovide an output 
signal to control the valve and damper positions of the HVAC plant components. 
Proportional + Integral + Derivative (PID) controllers are used as bench marks against 
which to compare the PDFCs. 
9 
Chapter 1 
Chapter 9. Fuzzy Ventilation Control 
This chapter considers the use of fuzzy control strategies to control the use of free 
cooling and dehumidification by varying the rate of supply of fresh air to the occupied 
space. The reasoning behind using the fuzzy ventilation controllers and their theoretical 
basis is explained using example computer simulations. Proportional + Integral + 
Derivative (PID) controllers are used as bench marks against which to compare the 
fuzzy ventilation controllers. 
Chapter 10. Fuzzy High Level Control 
This chapter describes the use of the fuzzy ventilation control strategies detailed in 
Chapter 9 in conjunction with a high level fuzzy supervisor which supervises the fuzzy 
ventilation strategy controllers to achieve enhanced performance. Proportional + Integral 
+ Derivative (PID) controllers and fuzzy ventilation controllers are used as bench marks 
against which to compare the fuzzy high level controller's performance. 
Chapter 11. Conclusions and Recommendations 
This final chapter considers the findings of the research project and presents the main 
conclusions. Further, recommendations are made with regard to areas of the research 
that are worthy of further investigation identified during the execution of the research 
project. 
1.8 References 
Croome, D. J. (1981). Air Conditioning and Ventilation of Buildings. Second Edition, 
Pergammon Press, London. 
Croome, D. J., and Baizhan, L. (1995). Impact of Indoor Environment on Productivity. 
In: Proceedings of The WorAplace Comfort Forum, 22 nd /23 rd March 1995, RIBA, 
London. 
Energy Efficiency Office (1991). Energy Efficiency in Offices. Energy Consumption 
Guide No. 19, HMSO, London. 
Jaakkola, J. J. K. (1994). Sick Building Syndrome in Relation to Indoor Air Temperature, 
Relative Humidity and Air Change. In: Thermal Comfort Past Present and Future. (Eds. 
Oseland, N. and Humphreys, M. ) BRE Report pp. 168 - 183. 
London Hazards Centre (1990). Sick Building Syndrome: causes effects and control. 
London Hazards Centre Trust Ltd., London. 
Mackworth, N. H. (1946). Effect of Heat on Wireless Operators Hearing and Recording 
Morse Code Messages. British Journal of Industrial Medicine, Vol. 3,. pp. 143-158. 
Miller, D. (1995). Productivity Through People. In: Proceedings of The Workplace 
Comfort Forum, 22 nd /23d March 1995, RIBA, London. 
10 
Chapter 1 
Nicol, F. (1993). Thermal Comfort: a handbook for field studies toward an adaptive 
model. University of East London. 
Shorrock, L., and Henderson, G. (1989). Energy Use in Buildings and Carbon Dioxide 
Emissions. BRE/HMSO. 
Wilson, S., and Hedge, A. (1987). The Office Environment SurveY. Building Use 
Studies, London. 
II 
12 
Chapter 2 
2. Literature Review- Building 
Occupant Comfort 
Nomenclature 
TI external mechanical efficiency of the body 
Aou DuBois area: body surface area of the human body (in 
DR draught risk, i. e. percentage of people dissatisfied due to draught 
fCI clothed to nude body surface area ratio (clothing area factor) 
he convective heat transfer coefficient (W/M2 K) 
hr radiative heat transfer coefficient (W/m 2 K) 
M metabolic rate in Watts per in 2 of body surface area (W/m 2) 
Pa partial pressure of water vapour in ambient air (Pa) 
tai indoor air temperature ('C) 
to mean radiant temperature of outer surface of clothed body ('C) 
tMrt mean radiant temperature (*C) 
to operative temperature (OC) 
tres dry resultant temperature (OC) 
Tu turbulence intensity (%) 
v mean air velocity (m/s) 
2.1 Introduction 
This Chapter reviews current research findings into building occupant comfort. 
Standards and guidelines related to indoor environmental comfort are considered within 
this scope. The aim of the occupant comfort literature review was to identify and define 
the important parameter ranges, limits and interactions that provide building occupants 
with their perception of comfort. This provided the basis for developing fuzzy control 
strategies to control internal environmental conditions and assessing any improvements 
in provided comfort, energy and cost efficiencies. 
When considering indoor environmental quality two aspects should be assessed, those 
of comfort and health. Occupants health should be safeguarded against any adverse 
effects that may be inflicted on the human body due to surrounding environmental 
conditions. Many of the environmental factors effecting health will become apparent 
due to discomfort, e. g. very high or low temperatures, before they cause any adverse 
health effects. However, some health problems may arise where no prior warning is 
given by comfort effects, e. g. high concentrations of indoor-radon gas (which is 
carcinogenic) or legionaries disease. 
Another factor is the short-term versus long-term effect. For example, 'a very high or low 
temperature can cause death by hypothermia and hyperthermia respectively in a very 
short period of time. However, small temperature drifts from those that are comfortable 
for long periods of time may have health implications in terms of stress to the occupant. 
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The environmental descriptors effecting human comfort include thermal comfort, indoor 
air quality, noise comfort, lighting comfort and company management policy. These 
were identified as the main influences on occupant comfort and form the basis of the 
literature review described in this chapter. In addition, methods of assessing occupant 
comfort within buildings are reviewed. Finally, the environmental parameters of interest 
for developing the fuzzy control strategies are considered and selected with justification 
of these choices. 
2.2 Environmental Parameters Effecting Human Comfort 
Factors effecting indoor environmental quality based on the classification used in Figure 
1.1, Chapter 1, were investigated by reviewing existing literature, standards and 
guidelines. The findings are given in the following sections. 
2.2.1 Occupant Variables (Physical) 
These can be defined as the variables associated with the building occupants themselves 
that have an effect on an individuals comfort. 
2.2.1.1 Activity (metabolic rate) 
The metabolic rate is the rate of energy production of the body and is dependant on the 
activity level of the occupant. As the metabolic rate varies, the environmental conditions 
in which occupants feel comfortable will change, see Figure 2.1. With respect to 
temperature, the higher the activity rate of the person, i. e. metabolic rate, the lower the 
temperature required for human comfort. 
30 
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Figure 2.1. Comfort Temperature as a function of metabolic rate (Ong 1995). 
The SI unit commonly used for metabolic rate is the met. I met = 58.2 W/m2 of body 
area. Metabolic rates for typical tasks are listed in Table 2.1. 
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Activity met W/m, 
Reclining 0.8 46.6 
Seated and quiet 1.0 58.2 
Sedentary activity 1.2 69.8 
Standing, laxed 1.2 69.8 
Light activity, standing 1.6 93.1 
Medium activity, standing 2.0 114.4 
High activity (sustained) 3.0 174.6 
Table 2.1. Metabolic Rates for typical activity levels (ASHRAE 1992). 
2.2.1.2 Clothing thermal resistance 
Occupants can regulate their thermal comfort by the addition or removal of clothing 
items e. g. a jumper. Different types of clothing possess different values of thermal 
resistance, some examples of which are given in Table 2.2. A commonly used unit for 
clothing thermal resistance is the Clo (I Clo = 0.155 M2 K/W). 
Clothing Ensemble flothing Resistance (Clo) 
Nude 0 
Light Summer Clothing 0.5 
Typical business suit I 
Typical business suit and cotton overcoat 1.5 
Heavy wool pile ensemble 3-4 
Table 2.2. Typical thermal resistances of clothing ensembles (Fanger 1972). 
A detailed methodology for the estimation of thermal insulation of clothing is given in 
ISO 9920 (1995). For calculation purposes it is assumed that a piece of clothing adds 
thermal resistance uniformly to the whole body surface. This is not the case but seems to 
work well in practice (Nicol 1993). Chair upholstery may contribute as much as 0.2-0.4 
Clo to that of an occupants total clothing thermal resistance which is not included in any 
of the standard methods for estimating clothing thermal insulation (Nicol 1993). 
However, in recent years it has become common practice to include a chair's thermal 
resistance into calculations. An example of the relationship between clothing thermal 
resistance and comfort temperature is given in Figure 2.2. 
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Figure 2.2. Comfort temperature as a function of clothing thermal resistance. (air 
velocity = 0.2 rn/s, RH = 50%, sedentary activity 1.2 met)(Fanger 1972). 
2.2-1.3 Occupant Age 
Fanger (1972) and Rohles (1969) suggest that there is no significant difference between 
the comfort conditions preferred by different age groups. 
2.2.1.4 Occupant Sex 
Investigations show that there is no significant difference in preferred comfort 
conditions for males and females (Angus and Brown 1957, Ellis 1953, Rummel et. al. 
1939, McConnell and Spiegelman 1945, Black 1954, Hindmarsh and Macpherson 1962, 
Fanger 1972). 
2.2.1.5 Skin Temperature 
Research by Gagge et al. (1967) and Benzinger (1979) shows that skin temperature 
varies as a function of environmental temperature, see Figure 2.3. 
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Figure 2.3. Skin temperature as a function of environmental temperature (young 
man, sedentary activity, wearing only trunks) (Benzingcr 1979). 
2.2.1.6 Deep Body Temperature 
Research by Benzinger (1979) showed that deep body, or core, temperature varies with 
environmental temperature, although less significantly than for skin temperature, see 
Figure 2.4. Tympanic temperature is taken as a good indication of deep body 
temperature, i. e. brain temperature, although rectal temperature can also be used. 
n 37.5 
15 17 19 21 23 25 27 29 31 33 35 37 39 41 4 
Environmental Temperature ("C) 
Figure 2.4. Tympanic temperature as a function of environmental temperature 
(young man, sedentary activity, wearing only trunks) (Benzinger 1979). 
The core temperature is of interest as it represents the temperature of the brain, where 
the controls for body temperature regulation are located. 
2.2.1.7 Sweating (evaporative heat loss) 
As the environmental temperature rises, the human body's thermoregulatory system 
compensates by increasing its rate of heat loss in order to maintain, as far as possible, a 
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uniform core body temperature. One of the ways in which the body achieves this 
equilibrium is by sweating, i. e. evaporative heat loss, see Figure 2.5. 
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Figure 2.5. Evaporative heat loss as a function of ambient air temperature 
(sedentary activity, still air and low humidity) (Hardy and Stolwijk 1966). 
2.2.2 Environmental Variables 
This section considers the variables effecting occupant comfort that are associated with 
the surrounding environment. 
2.2.2.1 Vibration 
Vibration can have physical and biological effects on the human body: - 
1. Physical - oscillation of parts of the body can cause physical damage if amplitude 
and/or frequency is too great. 
2. Biological - the physiological and psychological effects of vibration are dependant on 
the type of vibration and an individuals sensitivity and tolerance to this vibration. In 
an office building context, this type of effect is more relevant than the physical effect 
which is unlikely to cause damage in such environments. 
A detailed review of the effects of vibration on the human body is given by Obome and 
Gruneberg (1983). 
2.2.2.2 Noise 
The human frequency of hearing ranges from 15 Hz to 20,000 Hz. Noise in the 
workplace can have a detrimental effect on the occupants in terms of (i) people don't 
like it (ii) it can cause damage to hearing, and (iii) it can reduce productivity. 
Loud or high pitched noises are the most annoying. Interrupted or sudden unexpected 
noises are more annoying than steady noises. Steady background noise, e. g. air 
conditioning or running fountain water can serve to mask unwanted noise and create 
18 
12 16 20 24 28 32 36 40 44 48 
Chapter 2 
acoustic privacy in open plan, multiple occupancy spaces. People also find a completely 
noise free environment irritating, thus a steady background noise is also desirable. A 
maximum sound level of 90 dBA is recommended for an 8 hour exposure time (HMSO 
1972)* 
With respect to control systems there is little that can be done to effect the noise 
environment once the building has been designed and built. Noise control should be 
dealt with during the initial design of a building, e. g. use of different areas considered 
and designed accordingly, i. e. compartmental isation where a high level of privacy is 
required, orientation of work stations, the hardness of noise reflecting surfaces 
accounted for and the use of partial partitioning. 
White/destructive noise may be considered useful for overcoming noise problems in 
some specific situations. The use of vegetation has also been explored as a means of 
noise attenuation (Costa 1995). A useful overview of noise is given by Cowell (1995). 
2.2.2.3 Lighting 
Lighting serves three main purposes within buildings: - 
" to enable occupants to work and move in safety 
" to enable tasks to be perfon-ned by occupants 
" to make interiors look pleasant to occupants 
There are several aspects of lighting which can effect health (Wilkens 1993): - 
" low frequency magnetic fields produced by lights - effects uncertain but possibly 
linked with cancer. 
" ultra-violet emissions - natural daylight exceeds artificial lighting emissions, possibly 
causes eye disease and strong link with skin cancer. 
" glare - can cause severe discomfort. 
" variation in luminous intensity - can cause discomfort or impair vision. 
" frequency - flickering lighting can effect the human nervous system causing epileptic 
fits, headaches and eye strain. 
To provide comfortable lighting it is recommended that an illuminance of between 200 
and 2000 lux, dependant upon task, is provided whilst avoiding glare and low supply 
frequency lighting. Detailed recommendations are given by CIBSE (1987). 
2.2.2.4 Air Temperature 
Many different temperature scales are in use for defining the temperature of the air in 
internal environments. Those commonly used include: - 
Air Temperature - the dry-bulb temperature of the air surrounding the occupant 
(ASHRAE 1992). 
Dew-Point Temperature - the temperature at which moist air becomes saturated (100% 
relative humidity) with water vapour when cooled at constant pressure (ASHRAE 
1992). 
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Mean-Radiant Temperature - the uniform surface temperature of an imaginary black 
enclosure in which an occupant would exchange the same amount of radiant heat as in 
the actual non-uniform space (ASHRAE 1992). 
Resultant Temperature - the temperature recorded by a thermometer at the centre of a 
black globe I 00mm in diameter, see Equation 2.1. 
t's 
I 
Equation 2.1 
Where indoor air speeds are less than 0.1 m/s, Equation 2.1 can be simplified to 
Equation 2.2 without significant loss of accuracy. 
tres ý 1/2tmrt + 1/2tai 
Equation 2.2 
The resultant temperature is the index recommended for use in the UK (CIBSE 1987). 
Field studies indicate that within occupied buildings the difference between air 
temperature and mean radiant temperature is small (Bedford 1936, Webb 1959, 
Humphreys and Nicol 1970, Nicol 1974, Grandjean 1973). 
Operative Temperature (t,, ) - the uniform temperature of an imaginary black enclosure 
in which an occupant would exchange the same amount of heat by radiation plus 
convection as. in the actual non-uniform environment. Operative temperature is 
numerically the average of the air temperature (t. ) and the mean radiant temperature 
(tm, t), weighted by their respective heat transfer coefficients (k and h, ) (ASHRAE 
1992). Operative temperature is defined by Equation 2.3. 
to 
(h, td ht.,, ) 
(hc +h,, ) 
Equation 2.3 
Effiective Temperature (ET*) - the operative temperature of an enclosure at 50% relative humidity that would cause the same sensible plus latent heat exchange from a person as 
would the actual environment (ASHRAE 1992) 
Recommendations regarding comfort temperatures from CIBSE, ASHRAE and ISO are 
as follows: - 
CIBSE (1987) 
Resultant temperature between 19'C and 23"C when the air speed is less than 0.1 m/s 
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ISO 7730 (1994) 
1. Operative temperatures of 22'C ± 2'C and 24.5'C ± IYC for winter and summer 
conditions respectively 
2. Vertical air temperature difference between 1.1 m and 0.1 m above floor height (head 
and ankle level) shall be less than 3'C 
3. Surface temperature of the floor shall normally be between I OT and 26'C, but floor 
heating systems may be designed for 29'C 
These recommendations apply to light, mainly sedentary activities. 
ASHRAE (1997) 
1. winter - operative temperature 20'C - 24.50C dependant on RH 
2. summer - operative temperature 22.5'C - 27'C dependant on RH 
Figure 2.6 shows details of the ASHRAE summer and winter comfort zones (acceptable 
ranges of operative temperature and humidity for people in typical summer and winter 
clothing during light, primarily sedentary activity, i. e. less than 1.2 met). The comfort 
zones are based on a 10% dissatisfaction criteria. 
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Figure 2.6. ASHRAE summer and winter comfort zones (ASHRAE 1997). 
ASHRAE (1997) further states that: - 
1. The temperature ranges of Figure 2.6 can be lowered by 0.6'C for each 0.1 clo 
increase in clothing insulation. 
2. For sedentary occupancy of more than one hour, the minimum operative temperature 
shall not be less than 18T. 
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3. Vertical air temperature ditTerence between 1.7m and 0.1 in above floor height shall 
be less than A' 
4. Local radiant temperature asymmetry in the vertical and horizontal directions shall be 
less than 5"C and I OT respectively. 
5. The SUrFace temperature of' the floor Im occupants wearing typical indoor footwear 
shall be between I 9'C and 219"C. 
ASI IRAF ( 1997) also considers conditions that should be satisfied for non steady state 
conditions. These are: 
I fthe peak cyclic operative temperature variation, in any period of 15 minutes or less, 
exceeds 1. I`C the rate of temperature change should not exceed 21.2"Uh. There are 
no restrictions i fthc peak to peak temperature difference is less than 1. I"C. 
21. The inaxiniurn allowable drift or ranip condition frorn a steady state starting 
temperature of between 21"C and 23.3"C is a rate of 0.5 T/h. A temperature drift or 
ramp should not extend beyond the upper temperature limits of the comfort zone 
guidelines, see Vigure 2.6, by more than 0.5"C and should not remain beyond this 
temperature zone for more than I hour. (Drifts and ramps are steady, non-cyclic 
operative temperature changes. Drifts rct'er to passive ternperature changes while 
ranips reller to active temperature changes). 
TernperatUre is often the first perceivable parameter that influences the conitort of 
occupants. I lowever, indoor temperatures are often tar from satisfactory as shown in 
Figure 2.7. 
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Figure 2.7. Levels of dissatisfaction with temperature for six British office 
buildings (Croome and Baizhan 1995). 
The results of' the ot'fice survey shown in Figure 2.7 clearly indicates that peoples 
perception of the thermal environment is skewed towards being dissatisfied. This is 
likely to be due to incorrect temperature control rather than lack of knowledge as to 
prcf'erred space temperature provision. 
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2.2.2.5 Temperature Asymmetry 
Feelings of discomfort may be induced by asymmetric radiation within it space due to: - 
I. Local cooling - radiation exchange with adjacent cool surl'aces such as single glazed 
widows. ISO 7730 (1994) recommends that radiant temperature asymmetries froin 
windows or other cold surfaces sliall be less than 10"C (relative to a sinall vcrtical 
plane 0.6m above the floor flor light, mainly sedeMary activities durkig wiliter 
conditions). 
I Local heating - i. e. radiation exchange with hot surfitces such as radiant paiiels. ISO 
7730 (1994) recommends that the radiaW Winperature asymmetry From .1w. 11-111 
(heated) ceiling shall be less than 5"C (rclativc to a small ljol-lzolltýll p1jule 0.6m 
above the floor for light, mainly sedentary activities during wimer coilditimis). 
3. Intrusion of short wavelength radiation - e. g. solar irradiation dirough glazing. this 
can particularly be a cause ot'disconil'ort 1,01- occupants located 11car windows '111d or 
directly in the path ofsunlight entering the building. 
2.2.2.6 Relative Humidity 
This is defined as "the ratio ofthe mole fl-1101011 01'WIICI- V, 11)OUr pl-CSCIlt In tile 111' 10 tile 
mole fraction of water vapour present in saturated an- at tile same Icillperaturc and 
barometric pressure" (ASHRAF 1992). 
C113SE suggests that for most applications, relative litinlidity should he bc1NN, cc1l 40`/0 
and 70% to achieve human comilort (CHISF, 1987). ASHRAF ( 1997) recommendations 
arc slightly more complex, see, Figure 2.6, but can be generally dcfijlcd as being 
between 30% and 60% with a dependence oil temperature. ISO 7730 (1994) 
recomi-ncnds that relative humidity Should be between 30%0 and 70%', 
At higher temperatures, where the thcrmorcgulatory system oftlic human hody induces 
sweating in order to achieve heat balance, relative humidities at (lie IoNvcr end of (lie 
recommended band are preferred as this aids licat loss by evaporation. ()tlicr 
considerations with regard to relative humidity arc: - 
" the preservation of the building tabric and contents, e. g. I'Lirniturc/carpos - high 
relative humidity can induce the growth ofIIIOUlds in(] Fungi and cause (Ictcrioration 
ofthe building fabric as well as having adverse health eliccts 
" electrostatic shocks can be experienced by occupants in huddings with lo" 
humidities, i. e. less than 40% 
Figure 2.8 summarises the relative humidity ranges Ilor health and conifort. The 
triangular sections indicate greater risk with greater height. The central shaded band 
indicates the prefierable hurnidity condition to avoid occupant discomfort and building 
fabric degradation problems. The darker portion oftlic central hand indicates least risk 
of these problems occurring. 
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Figure 2.8. Relative humidity ranges for comfort and health 11. Stirling et. al. 
(1985), 2. CIBSE (1987)1. 
2.2.2.7 Air Ions 
Croome and Roberts ( 1975) suggest that negative and positive air ions are an important 
1, actor in consideration ot'human con-illort indoors. This research suggests that sensations 
offresliness and well being are induced by negative ions. 
2.2.2.8 Air Velocity and Turbulence Intensity 
Turbulence intensity is defined as the ratio of the standard deviation of the air speed to 
the mean air speed (ASHRAE 1992). Air velocity and its turbulence intensity have an 
effect on an individuals comfort, see Figure 2.9. The curves are based on the model of 
draught for 15% dissatisfied due to draught. This figure applies to light, mainly 
sedentary activity (70 W/M2 =1.2 met) 
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Figure 2.9. Allowable mean air velocity as a fimetion of* air temperature and 
turbulence intensity (ISO 7730 1994). 
A draught risk model was developed to predict the percentage of people dissatisfied 
caused by draught as a I'Linction of air ICIIII)CI'liturc, 111call all. velocity and turbulence 
intensity, see Equation 22.4. 
DR ý (34 - t,, i)(v - 0.05 
)Oý62( 0.37v'l-,, 4 3.14) 
E. quation 2.4 
Fquat I on 2.4 applies I'Or sedentary occupants (11, () 7730 1994, ('I, ', N 199-1, ASIIRAF 
1992). 
2.3 Indoor Air Quality 
Research into indoor air quality has focused oil asccrtaining thc lcvcl and typcs of' 
pollutants released into the internal erivironincrit and subsequently cori-clating with 
humans psychological and physiological reactions. Two sourccs of' pollutant are 
commonly investigated: - 
pollutants from building materials and processes, i. e. from tile structure in(] Iabric, 
internal fittings and oil-ice machines 
bioeffluents frorn hurnans, i. e. (wi-bon (Iioxi(le antl mlow-s 
2.3.1 Sources of Indoor Air Pollutants 
These include: - 
Humans - building Occupants cinit blocilluents and gernis. 'I'licse mcludc odours, 
exhaled carbon dioxide, viruses and bacteria. 
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Construction materials and furnishings - many different materials are used in the 
construction of a building. Many of these release contaminants into the air of the 
interior of buildings (commonly known as off-gassing), e. g. Volatile Organic 
Compounds (VOCs) and inorganic chemical compounds. The rate of emission of 
pollutants is greatest when the materials are new, i. e. just after construction or 
renovation. 
" Building support activities - activities such as the use of office equipment, 
photocopiers and fax machines release contaminants into the internal environment, 
e. g. VOCs and ozone. The rate of emission of pollutants from these sources is 
dependant on their rate of use. 
" Maintenance of the heating ventilating and air conditioning (HVAC) system - the 
cleaning of the HVAC system can cause the release of particles which have built up 
in the system and cause them to be distributed throughout the building. 
" Maintenance of the building - general cleaning activities can be a source of indoor air 
contaminants. Lack of cleaning can allow dirt and germs to accumulate on surfaces 
and in carpets etc. The cleaning processes themselves may use solvents which 
contaminate the indoor air. Poor cleaning methods may redistribute contaminants 
which have settled onto surfaces into the indoor airborne environment. 
External air - it is non-nally assumed that outdoor air is clean and fresh. However, 
poor positioning of air intakes can cause the air entering the building to be already 
contaminated, e. g. an air intake situated on a busy street where the air is already 
contaminated by vehicle emissions. 
2.3.2 Types of indoor air pollutants 
There are numerous types in indoor air pollutant. Some of the more commonly 
encountered indoor air pollutants and their potential sources are listed in Table 2.3. 
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Pollutant Potential Source 
Ammonia fluids used for cleaning buildings 
Asbestos pjpý_Iagging, boiler lagging, ceiling tiles 
Benzene tobacco smoke 
Biocides micro-organism growth controller 
Carbon-Dioxide human bioeffluent 
Carbon-Monoxide incomplete combustion 
Detergent Dust carpet cleaning 
Ethanol duplicating fluids 
Fibreglass insulation materials 
Formaldehyde furniture out-gassing 
Hydrocarbons paints / solvents 
Methanol duplicating machines 
Micro-Organisms bacteria and fungi 
Motor Vehicle Exhaust outside make up air in built up areas_ 
Nitrogen Oxides tobacco smoke 
Ozone photocopiers 
Paint Fumes new and refurbished buildings 
Polychlorinated biphenyls (PCBs) ageing electrical equipment 
Pesticides fungi treatment 
Photochemical Smog interaction between airborne chemicals 
Radon - radioactive gas underlyi g ground of buildings 
Solvents correction fluids 
Sterilent Gases air conditioning systems 
Sulphur Oxides vehicle exhausts 
Tobacco Smoke building occupants 
Vinyl Chloride carpets 
Table 2.3. Commonly encountered indoor air pollutants and their potential 
sources. 
2.3.3 Perceived Indoor Air Quality 
The perceived quality of indoor air is assessed by two human senses: - 
olfactory senses - these senses are sensitive to thousands of odourants in the air and 
are situated in the nasal cavity 
general chemical sense - these senses are sensitive to thousands of irritants in the air 
and are situated all over the mucous membranes in the nose, lips and the eyes 
The combined olfactory and chemical senses serve to provide occupants with an overall 
perception of the quality of the air. If the air in a space becomes polluted due to the 
build up of pollutants from the lack of fresh air provided, occupants may become 
dissatisfied, see Figure 2.10. 
27 
Chapter 2 
50 
45 
40 
CL 
0 35 
30 
25 
MM U) 20 
6 15 
10 
5 
0 
0 5 10 15 20 25 30 35 40 
Fresh Air Ventilation Rate (1/s per person) 
Figure 2.10. Percentage of people dissatisfied caused by the bioeffluents generated 
by a standard person as a function of ventilation rate (CEC 1992). 
Levels ol' satisfaction with ventilation in office environments gained froill field studies 
in the UK are shown in Figure 2.11. 
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Figure 2.11. Levels of satisfaction with ventilation for six UK off-ice buildings 
(Croome and Baizhan 1995). 
As with the responses for thermal comfort, see Figure 2.7, the occupants perceptions of 
ventilation are skewed towards being dissatisfied. Again, it is likely that this is due to 
ineffective ventilation strategies rather than a lack of knowledge as to what the 
ventilation requirements are. This may often be a result of energy thrift in order to 
minimise building HVAC system running costs. 
2.3.4 Occupant Requirements of Indoor Air Quality 
Occupants have two main requirements ofindoor air quality: - 
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1. the risk to health of breathing air within the building should be negligible 
2. the air within the building should be perceived as Fresh and pleasant 
Large individual differences occur in individual hunian requirements, i. e. some people 
may spend a relatively large arnount oftime in the same location while others may only 
visit the building for a short period of' time. Long term residents may become 
accustomed to the environment from the conif'ort viewpoint, but may be in danger froill 
longer term health effects due to exposure to indoor air pollution. With respect to short 
terin occupants, e. g. visitors "first impressions count 11 is very rc1cvant. The 
smelling senses becorne quickly accustomed to diflercnt odotirs in a maiter ofininutes. 
Long term occupants may therefore become accustomed 10 1 Slow bUlld Up OfpOllU1,111tS 
during the working day. However, visitors to buildings, who it is oftc1l desirable to 
impress, may find the odours on entering a space very unpleasant while longcr term 
occupants do not even notice. For cominercKil reasons this is prob,, ihly not a desirable 
situation. 
2.3.5 Carbon Dioxide Concentrations asan Indicator ofludoorAir Quality 
Carbon dioxide (C'(), ) concentrations are coninionly used as an indicator ol'the quality 
ofthe indoor air. CO-) provides a good indicator ofthe indoor in- quality where occupant 
densities are high and people are considered the main sources of pollutants. I lowever, 
due to the increasing use of' modern building materials , c. g. synthetic materials, in(] 
off-ice machines, e. g. photocopiers in(] I'ax machines, pollutants I'l-0111 these sources have 
becorne increasingly important. 
Although carbon dioxide is not directly perceived at the low, unharinfid concentrations, 
usually found in indoor air it is a good indicator ol'the concentrat lolls of'other pollutants 
and human bioeffluents being perceived as a nuisance. Figure 2.12 shows all example ol, 
how the carbon dioxide concentration call Vary within all enclosed ',, Pace With tile 
number of occupants present. 
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Figure 2.12. Occupancy patterns and resulting carbon dioxide concentrations for a 
school class base. 
Figure 2.12 clearly shows that CO-) concentrations reach high levels during the occupied 
periods ofthe day. The recommended carbon dioxide concentrations given in Table 2.4 
and outdoor air supply rates given in Table 2.5 serve to highlight the lack of acceptable 
air quality provision depicted in Figure 2.12. 
('02 Uoncentration (ppm) Recommended Air Qualiq, Rating 
300-40 
-0 
'l-ypical_background_(_atmospheric) concentrations (Potter ct. al. 1994) 
900 BSRIA level for acceptable indoor air qualit) (Potter et. al. 1994) 
_I 
00_0 or less Limited or no-concern (short term expasure) (WHOI 984)_ 
1000 ASHRAE limit to satisfy comfort and odour criteria (ASI IRAF 1989) 
1000 20% Percentage People Dissatisfied Threshold (CEC 1992) 
Recommended threshold to avoid adverse health effects (CFC 1992) 
5000 houraccupational exposure limit (CIBSE 1986,1 ISF 1985) 8 
6600 and above - - Concentration of concern (short term exposures) (%VI 10 1994) 
Table 2.4. Carbon dioxide concentrations in indoor air and associated quali", 
ratings. 
Condition Recommended Outdoor Air Supplý Rate (1/s per person 
with no smoking, 9 
with some smoking 16 
with heavy smoking 24 
with very heavy smoking 32 
Table 2.5. CIBSE recommended outdoor air supply rates for sedentary occupants 
(CIBSE 1987). 
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When carbon dioxide levels exceed those recommended for "acceptable indoor air 
quality", see Table 2.4, occupants may become dissatisfied with their internal 
environment, see Figure 2.13. 
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Figure 2.13. Percentage of people dissatisfied as a function of' carbon dioxide 
concentration (CEC 1992). 
Notc: Outdoor cat-bon dioxidc concentrations arc C011111lonly betwecil 300 and 400 ppill. 
Figure 2.11 indicates that many occupants are dissatisficd with the air quality of' their 
indoor working environments. Figure 2.12 indicates that insullicient Fresh air is 
introduced to the school classroom in question. Air quality is a problem that should be 
considered and overcome if a good working environment is to bc provided. 
During the research pro. lect an investigation was made into the air quality In school 
classrooms based on CO, measu rein e n1s. Two papers arc presented in Appendix A and 
Appendix B detailing this research. The papers also give in in depth dISCLISSIOn oil 
indoor air quality. 
2.3.6 The Olf and the Decipol as Measures of Air Quality 
Fanger (1988) Introduced methods ol'i-ricasuring the quantity ol'the pollution gcncratcd 
by a person and the perceived air quality within a space in the florin of' the oll, and 
decipol units respectively: - 
I olf = the pollution generated by one standard person 
I decipol = the perceived air quality in a space with a pollution strength of' I oil', 
ventilated by 10 I/s of clean air, i. e. I decipol = 0.1 oil'/(I/s) 
This method of assessing tile indoor air quality relies oil tile subJective opinion of .1 
trained panel, usually ten people. Therefore it does not represent a 1easible method 11or 
introduction into a building services control strategy within the scope of' the research 
project. 
2.4 Building Design 
This section considers the impact on human coniflort of' the physical design of' . 111 
occupants surroundings and materials present in buildings. 
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2.4.1 Surface Coverings and Textures 
The texture of a surface, can contribute to an occupants overall feeling of comfort. For 
example, soft textures can make occupants feel at ease with their environment while 
hard surfaces may feel oppressive to the occupant. 
Surface coverings themselves can have an effect on the occupants comfort. For 
example, many building materials give off noxious gases which may contribute to the 
symptoms of Sick Building Syndrome. This phenomenon is commonly known as off- 
gassing. However, this aspect of the building design should be considered during the 
design stage as little can be done with respect to overcoming this problem utilising a 
building services control strategy. An exception is perhaps to have higher ventilation 
rates during the first six months of occupation for a new building or after refurbishment 
in order to dilute pollutants present as a result of the initially high off-gassing rates of 
new materials. 
2.4.2 Surface Colours 
Research by Morgenson and English (1926) and Ross (1938) suggested that colours 
from the red end of the spectrum initiate feelings of warmth while those from the blue 
end initiate feelings of cold. However, Houghton et al. (1940) and Berry (1961) carried 
out research in environmental chambers in which they showed there was no change in 
thermal comfort with change in the colour of the environment. Fanger (1972) concludes 
from the above results that "as colour has no thermal influence on man, any influence on 
the thermal sensation must therefore be of a psychological nature". This phenomenon is 
commonly experienced on entering a room which is blue in colour. The human 
psychological response is one of coldness. However, the occupant does not experience 
this physiologically. After a short period of time physiological senses will normally 
override the psychological senses. The influence colour has on an individuals thermal 
comfort will vary from person to person. 
2.4.3 Room Dimensions 
Small rooms may give rise to feelings of confinement whereas large rooms may give 
feelings of anonymity and bareness. However, room dimensions lie outside the bounds 
of this research project as they are generally specified in the design brief They are a 
"fixed" component of the building and do not come within the scope of control systems 
and hence the research project described in this thesis. 
2.4.4 Workstation Ergonomics 
Factors such as seating position, desk height, and movement required can effect the 
physical comfort of building occupants and is well documented, e. g. Oborne (1987). 
Again this aspect lies outside the bounds of the environmental systems control concerns 
of the research project described in this thesis. 
2.4.5 Building Orientation 
This can effect the rates of ventilation, infiltration, external, surface* temperatures, and 
hence internal surface temperatures, the quantity of solar radiation entering the building 
through openings and shading provision. Ultimately therefore, building orientation can 
effect the internal environment and the comfort experienced by occupants. Such effects 
are described by Givoni (1969). Building orientation is considered during simulations 
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using the control strategies developed during the research project in Chapter 9 and 
Chapter 10. 
2.4.6 Building Thermal Inertia 
Buildings possessing low thermal inertia, i. e. lightweight buildings, such as metal frame 
and cladding systems, will respond quickly to changes in internal and external 
environmental conditions and demands from space conditioning systems. The converse 
is true of buildings possessing high thermal inertia, i. e. heavyweight structures, e. g. 
masonry. 
This can effect the comfort of building occupants due to the temperature asymmetries 
and temperature swings that may result. Careful consideration is required in matching a 
buildings thermal inertia with probable external thermal conditions and space 
conditioning systems. Thermal inertia of heating systems is also an important 
consideration. For example, underfloor heating in a space exposed to solar gain can 
cause problems of overheating due to the long time constants inherent of heated floors. 
A building environmental control strategy should take into account a buildings thermal 
inertia and match appropriately with the heating and cooling systems employed. 
2.5 External Environmental Variables 
These variables are concerned with conditions external to the building which have an 
effect on occupant comfort. 
2.5.1 Weather Conditions 
Weather conditions have the obvious implications regarding the energy input required 
into a building in order to maintain occupant comfort, e. g. cooling in summer, heating in 
winter. It may also have an effect on the preferred environmental indoor conditions as a 
result of the adaptive reactions of building occupants as suggested by Humphreys 
(1976), see Section 2.7.2. 
2.5.2 External Air Quality 
Space conditioning systems rely on replacing all or part of the air in the occupied zone 
within a building with "fresh" external air in order to reduce airborne pollutant 
concentrations. This assumes that the external air is itself relatively free from pollutants. 
This may not be the case in urban areas. The air may need to be filtered in order to 
reduce these pollutant levels. Human comfort within buildings may be dependant on the 
quality of the air occupants experience outside. Therefore external air quality will have 
an influence on peoples comfort within buildings and should be accounted for. 
2.6 Occupant Variables (Psychological) 
These variables are the most difficult to define with respect to human comfort but 
probably go a long way to explaining the discrepancies between steady state thennal 
comfort models and the results obtained during field studies, see 2.7.4. These variables 
can be the root cause of discomfort or may act to reduce occupants' tolerances due to the 
physically induced building related stressors of thermal comfort and indoor air quality. 
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Ways in which building occupants perceive their enviromnent are described in the 
following sections. 
2.6.1 Past Experiences and Expectations 
Humans become accustomed to different environments due to experiences during their 
everyday lives. For example, people expect the temperature to be warmer in summer 
than in winter. Therefore, during the summer months people tend to wear lighter 
clothing. However, on some of the cooler summer days, people still wear lighter 
clothing because of their expectations and past experiences of the temperature during 
that time of the year. It is often not until a physiological reaction occurs, such as a 
shiver, that a person actually realises it is colder than they first assumed. If people in this 
situation were aware of the real temperature they would probably wear heavier clothing. 
Research on this aspect has been reported by Auliciems (1984). 
2.6.2 Attitudes 
Restraints other than an occupants preferred comfort may effect actual comfort 
conditions achieved. For example, with respect to thermal comfort, occupants may opt 
for lower room temperatures in winter, which they perceive as being comfortable, if they 
are responsible for energy costs (Griffiths et al. 1988, Crashaw and Williams 1988). 
2.6.3 Cultural and Climatic Differences 
Humphreys (1975) suggests that climate effects preferred comfort conditions, i. e. 
occupants from warmer climates prefer warmer indoor temperatures when compared to 
those from cooler climates, where other conditions remain constant, i. e. clothing and 
activity. This may be due to the physiological reaction of acclimatisation but may also 
be influenced by cultural interpretations of what is accepted as comfortable (McIntyre 
1982, McIntyre 1980, Heijs and Stringer 1988). For example, in air-conditioned offices 
Humphreys (1978) found that different cultures preferred different comfort temperatures 
when compared to the world average: - 
2"C higher than the world average in America. 
2'C lower than the world average in the former USSR. 
VC lower than the world average in the UK. 
Research by Cena (1990) shows that the meaning of the words warm, hot or cool and 
cold vary around the world, i. e. cultural semantics can alter the way occupants interpret 
the environment and can effect the results obtained when conducting studies to assess 
peoples responses to their surrounding physical environment. 
2.6.4 Company Management Style and Type of Occupation 
The manner in which a company is run can effect the occupants perception of conditions 
experienced at work. Traditional hierarchical, top down management is often a cause of 
stress to those lower in the hierarchy who may feel unimportant and lacking control. 
This may lower the tolerance of occupants to small inadequacies in the internal 
environment. The same effects may be experienced as a result of the type of work. 
Manual and or repetitive work can cause the occupants to become psychologically 
dissatisfied meaning the discomfort caused by any deviations from preferred comfort 
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conditions will be amplified. For example, the Hawthorne Experiments carried out by 
Elton Mayo (Cole 1990) began as a study into the physical conditions on productivity at 
work but ended up as a series of studies into social factors, e. g. membership of groups 
and relationships with supervision. The main conclusions drawn from the Hawthorne 
Experiments were-- 
" individual workers cannot be treated in isolation, but must be seen as members of a 
group 
" the need to belong' to a group and have status within it is more important than 
monetary incentives or good physical working conditions 
" informal, or unofficial groups at work exercise a strong influence over the behaviour 
of workers 
" supervisors and managers need to be aware of these social needs and cater for them if 
workers are to collaborate with the official organisation rather than work against it. 
Hence situations arise where building related illnesses could be initiated as a result of 
the company management structure or type of occupation rather than the actual internal 
environmental conditions. This is not always obvious as it is difficult to distinguish 
causes and effects. 
2.6.5 Contact with the External Environment 
Humans generally like to have contact with elements of the natural world whether it is a 
view, natural daylight or sounds. Having contact with the outside world enables us to 
identify where we are and the time of day. Deprivation of these indicators can initiate 
feelings of discomfort or lower the tolerance to other physical conditions such comfort 
perception. 
2.6.6 Perceived Controllability of the Internal Environment 
The majority of people would agree that they would prefer to be in control of what they 
are doing. For example, people would generally feel happier being the driver of a car 
rather than the passenger as they have control. This is also true of control over 
environmental conditions within a building. 
Research suggests that occupants of buildings put more importance on control over 
heating, ventilation and cooling than control of lighting and noise (Bordass and Leaman 
1993). This may be partly due to the fact that the former are controlled centrally whilst 
the latter are controlled more directly by internal layout and workstation arrangement 
which can be partly controlled by users. However, throughout this century, the 
introduction of ever more sophisticated building environmental conditioning systems 
has taken the control of the internal environment away from the occupants and placed it 
with centralised building control systems. This trend has been exacerbated by the use of 
deeper and open plan buildings with decreased window to floor ratios in the pursuit of 
greater spatial efficiency. 
Research has found that people are often as comfortable in naturally ventilated buildings 
as in air-conditioned buildings (Wilson and Hedge 1987). However, indoor 
environmental conditions in naturally ventilated buildings tend to fluctuate far more than 
in air-conditioned buildings. If the conditions were to fluctuate as much in air- 
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conditioned buildings complaints would probably arise. It is likely that the reason for 
people not complaining about these large fluctuations in naturally ventilated buildings, is 
that they feel in control of their environment as a consequence of this type of building's 
design, i. e. openable windows for natural ventilation as opposed to totally sealed 
windows in air-conditioned buildings. Occupants also have expectations of how the 
building should perform. People often expect air conditioned buildings to perform better 
than naturally ventilated buildings and are therefore disappointed when their 
expectations are not met. Research has shown that the tolerance of occupants to 
conditions of thermal comfort is greater where they have control over the temperature 
than where they don't (de Dear 1993). This is confirmed by research carried out on the 
effect of perceived control over thermal comfort in houses, see Figure 2.14. 
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Figure 2.14. Relationship between temperature and thermal comfort under 
constrained and unconstrained conditions in homes (Leaman and Bordass 1995). 
Referring to Figure 2.14, the "constrained" results were obtained while occupants had 
no control over their thermal envirom-nent, Le. were not able to adjust the heating 
controls in their houses. The "unconstrained" results were obtained by allowing 
occupants to have control over their heating and hence comfort in their homes. The 
steeper "constrained" line implies that occupants had a much narrower comfort band 
than for "unconstrained" use of their heating system. 
Similarly, perceived productivity and perceived controllability are related, see Figure 
2.15. 
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Figure 2.15. Perceived productivity and perceived control over temperature, 
ventilation and lighting (Raw et al. 1990). 
Figure 2.15 shows that occupants' perceived productivity increases with increased 
control of the temperature, ventilation and lighting. 
The depth of the building, i. e. how far occupants are from windows, also effects their 
perceived control over the environment. Figure 2.16 shows how occupants perceived 
control of their environment decreases with increased room size. 
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Figure 2.16. Perceived control over the internal environment as a function of room 
size (Wilson and Hedge 1987). 
Figure 2.14, Figure 2.15 and Figure 2.16 conclusively show that occupants control over 
their internal environment has an influence their environmental comfort. 
2.7 Defining and Assessing Thermal Comfort 
Thermal comfort can be defined as "the condition of mind that expresses satisfaction 
with the thermal environment" (ASHRAE 1992), i. e. a thermally comfortable 
37 
Chapter 2 
environment is one where the occupant would prefer neither warmer nor cooler 
surroundings, i. e. thermally neutral. 
Historically, thermal comfort research has concentrated on steady state conditions 
provided by environmental climate chambers. More recently, research has increasingly 
involved field studies and hence transient (dynamic) thermal conditions and occupant 
responses. 
Within this context there have been three main approaches to the analysis of thermal 
comfort: - 
1. Physical - this approach considers the heat balance of the human body, i. e. the 
human body maintaining thermal equilibrium by losing heat at the same rate that it is 
being produced through internal metabolic processes. 
2. Physiological - this approach studies the mechanisms by which the human body 
attempts to maintain optimal temperatures, for example by vaso-constriction and 
vaso-dilation to decrease or increase the rate at which body heat is lost to the 
environment respectively. 
3. Psychological - this approach attempts to quantify and. describe degrees of warmth 
and cold sensation by rating the strength of sensation on a numerical scale. The 
sensations are then related to the actual environmental conditions prevailing and 
parameters such as clothing and activity level. 
At present thermal comfort research is generally categorised into two different 
approaches. 
Environmental Chamber Studies (steady state) - this considers peoples thermal 
response after a period of time exposed to steady thermal conditions. Studies are 
normally carried out in environmental chambers with artificially created thermal 
environments. Environmental chamber studies have the advantage of providing a 
range of environmental conditions on demand but are commonly criticised for 
creating artificially steady conditions to which building occupants are not normally 
exposed. 
Field Studies (adaptive approach) - this type of study considers peoples perception 
of their thermal environment in their normal environment, e. g. under normal thermal 
conditions in an office environment. This type of study takes into account that people 
adapt to their thermal environment which is normally constantly varying both in the 
long and short terms. Field studies have the advantage of studying subjects in their 
normal working environment but suffers from the disadvantage of the experimental 
procedure having little or no control over the environmental conditions occurring. 
An introduction to the steady state and adaptive approaches are given in the following 
sections. 
2.7.1 Steady State Heat Balance Models 
Fanger (1972) conducted research on the heat exchange between a person, the 
environment and thermal comfort based on a steady state comfort equation. The results 
of this research have been embedded in current standards, e. g. ISO 7730 (1994). Fanger 
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proposed that the most important variables which influence the condition of thermal 
comfort are: - 
Physical Variables 
" activity level (heat production rate in the body) 
" thennal resistance of the clothing 
Environmental Variables 
" air temperature 
" mean radiant temperature 
" relative air velocity 
" water vapour pressure in ambient air 
Fanger suggests that thermal comfort can be achieved by many different combinations 
of the above variable values as long as they (i) satisfy Equation 2.5, i. e. heat produced 
heat lost, and (ii) the conditions for thermal balance are consistent with comfort. 
Fanger's Heat Balance Equation (Fanger 1972) for thermal comfort is defined by 
Equation 2.5. 
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Fanger's studies were carried out for steady state thermal conditions, i. e. people rated 
their thermal sensation after being exposed to constant thermal conditions in an artificial 
environment, i. e. a climate chamber. 
Because of differences in the perception of preferred comfort conditions between 
individuals it is not possible to provide a thermal environment which will satisfy all 
people simultaneously. It is therefore not an easy task to rate a thermal environment 
quantitatively. However, Fanger extended the heat balance theory to provide an index 
called the Predicted Mean Vote (PMV) for a group of occupants. He assumed that the 
sensation experienced by a person was a function of the physiological strain imposed on 
a person by the environment. This is defined as "the difference between the internal heat 
production and the heat loss to the actual environment for a man kept at the comfort 
values for skin temperature and sweat production at the actual activity level" (Fanger 
1972). The PMV was determined during thermal comfort studies in environmental 
chambers. Due to the applicability to the "Adaptive Theory" the method of determining 
PMV is detailed in Section 2.7.3 after the introduction to the Aýaptive Theory in 
Section 2.7.2. 
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2.7.2 Adaptive Approach to Thermal Comfort 
Thermal comfort heat balance models which assume steady state conditions have been 
challenged on two grounds-. - 
1. the models were developed in climate chambers and may be unreliable in predicting 
actual comfort in real buildings (Humphreys 1995). 
2. designing for fixed internal environmental parameters may be inappropriate and 
unnecessarily expensive. There is now a tendency to take into account peoples 
capability to adapt to their thermal environment, i. e. the adaptive approach 
(Humphreys 1995). 
People are able to adapt to their enviromnents in both the short and long terms: - 
1) long term - Humphreys (1976) suggests that the preferred mean indoor temperature 
varies with the monthly mean outdoor temperature as shown in Figure 2.17. 
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Figure 2.17. The statistical dependence of indoor thermal neutralities on outdoor 
temperature (Humphreys 1976). 
Figure 2.17 indicates that the conditions that people prefer indoors for comfort will 
mimic the average outdoor temperature conditions encountered and that people in free 
running buildings have greater tolerances. This is thought to be achieved by occupants 
having the opportunity to use adaptive options such as opening or closing windows and 
blinds and adjusting expectations. Occupants with adaptive options available to them are 
also likely to have more control over their internal environment than for occupants of 
buildings with climate controls. 
Humphreys also suggests that the mean internal air temperature effects the preferred 
neutral indoor temperature for comfort, see Figure 2.18. 
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Figure 2.18. Scatter diagram of mean indoor temperature experience and the 
neutral, i. e. preferred, comfort temperature (Humphreys 1995). 
Figure 2.18 suggests that the preferred comfort temperature is that commonly 
experienced by the occupant and provides evidence for the assertion that, given 
opportunity and time, people will take adaptive measures to maintain comfort for the 
prevailing conditions. 
2) Short Term - Research conducted by Gagge et al. (1967) in which occupants were 
exposed to "neutral-cold-neutral" and "neutral-warm-neutral" environmental conditions 
suggests that human sensory mechanisms are anticipatory for both transients. However, 
it is more pronounced for the cold transient. Short term reactions include such actions as 
adding or removing clothing and opening or closing windows to modify sensations of 
comfort. 
There are four categories of adaptive actions that can be taken: - 
1. modifying the rate of internal heat production 
2. modifying the rate of body heat loss 
3. modifying the thermal environment 
4. selecting a different thermal environment. 
Some of the actions are consciously taken whilst others are unconsciously pursued by 
physiological reaction, i. e. active and passive reactions to the environment respectively. 
Some examples of the adaptive reactions the human body takes when the deep body 
temperature gets too cool are given in Table 2.6. 
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Reaction Effect Passive / Active 
vasoconstriction reduce rate of body heat loss passive 
shivering increase rate of internal heat production passive 
increase activity increase rate of internal heat production active 
eat food increase rate of internal heat production active 
add clothing decrease rate of body heat loss active 
increase room temperature modifies the thermal environment active 
adopt a more closed 
posture 
reduce rate of body heat loss I active 
Table 2.6. Human adaptive reactions to deep body temperature becoming too cool. 
Some examples of the adaptive reactions to the body being too warm are given in Table 
2.7. 
Reaction Effect Passive / Active 
sweating increase rate of body heat loss passive 
sit forward in chair increase rate of body heat loss active 
vasodilation increase rate of body heat loss passive 
adopt an open posture increase rate of body heat loss active 
remove some clothing increase rate of body heat loss active 
decrease activity decrease rate of internal heat production active 
turn on a fan increase rate of body heat loss active 
open a window increase rate of body heat loss 
I 
active 
acclimatise longer term adaptation to environment passive 
Table 2.7. Human adaptive reactions to deep body temperature becoming too hot. 
Discomfort may still arise even when adaptive reactions occur where temperatures: - 
change too fast for adaptation to take place 
are outside normally accepted limits 
are unexpected or sudden 
are outside individual control. 
The time variable in the adaptive process plays an important role. This can be 
considered over four generalised time periods: - 
1. Instantaneous - for example, clothing can be changed in anticipation of thermal 
change, e. g. putting on a jumper before going outside during winter in anticipation of 
the outside air being cool. 
2. Within 24 hours - e. g. clothing, posture or environmental adjus"ents used to cope 
with unexpected environments during the day. 
3. Day to day - e. g. occupants learn from day to day how to cope with the changing 
environment, i. e. the weather. 
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4. Longer term - e. g. seasonal changes in clothing, use of buildings and other similar 
activities learnt over a longer time period. 
However, there are many constraints on the way in which comfort can be modified using 
the adaptive approach such as: - 
" time scale for change - e. g. changing clothing level is easy to achieve and can be 
done quickly. However long term changes, such as constructing a new building takes 
time and may not give the immediate benefits required. 
" cost - some strategies are free, e. g. modifying clothing level, whilst some are 
expensive, e. g. air-conditioning. 
" relative costs - some strategies may be cheaper than others, e. g. increasing fuel usage 
compared to modifying clothing level. The method chosen may depend on the 
financial capabilities of the individual or company and therefore represents a 
constraint. 
" personality - people with rigid personalities are less likely t, o adopt new technology 
than those who are more open minded. 
" gender - the type of clothes men and women wear varies. Therefore the options for 
clothing modification may be different. 
" physiology - the thermoregulatory system is not fully developed in new-bom children 
and deteriorates in old age. Therefore the thermoregulatory system may not be 
capable of initiating the correct adaptive actions to avoid discomfort and in some 
cases death. 
" fixed glazing - occupants of some types of building, especially modem office 
building may not find the option of opening windows is available due to the building 
being sealed. 
" uniform - some companies or cultures may have strict clothing policies. The option of 
modifying clothing levels is limited in these cases. 
" cultural / religious - some countries have strict codes about what clothes are wom, 
e. g. the middle east. 
" formal occasions - e. g. board meeting, academic presentations and weddings may 
require formal dress unsuitable for the prevailing conditions. The lack of choice to 
modify clothing level may lead to discomfort. 
" fixed locations - some people are not able to relocate to a different part of a building 
in order to move to an area with different prevailing conditions, e. g. secretary, 
production line worker or retail sales checkout person. 
thermal control operated by another - the temperature control in modem buildings 
tends to be operated and set centrally, therefore the individual has no control. 
the requirement to save energy - the environmental setting to the individual may be 
limited for reasons of energy efficiency, legal requirements or cost. 
A detailed account of the adaptive approach is given by Nicol (1993). 
2.7.3 Assessing Thermal Comfort 
To provide a methodology for assessing the thermal comfort of a group of individuals 
researchers developed the thermal sensation scales. Commonly used thermal sensation 
scales are shown in Table 2.8. These are filled in by individuals while the environmental 
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conditions are simultaneously measured and recorded. A persons perception of the 
thermal environment can then be compared to the thermal conditions at a particular 
time. Thennal sensation scales have been comprehensively used in both steady state and 
adaptive studies. 
Vote ASHRAE (1992) Bedford (1964) Preference Scale 
+3 hot much too hot much wanner 
+2 warm too warm wan-ner 
+1 slightly warm comfortably warm slightly wartner 
0 neutral comfortable no change 
-1 slightly cool comfortably cool slightly cooler 
-2 cool too cool cooler 
-3 
7 r cold much to cool much cooler 
Table 2.8. Commonly used thermal sensation scales. 
The Bedford scale incorporates the notion of comfort whereas ASHRAE's scale 
evaluates thermal sensation only. The relative merits of each of these sensation scales is 
given by Oseland (1992). 
A problem arising when using the comfort vote can be the occupants' interpretation of 
the sensations associated with the words. For example, the word "warm" may be 
associated with both comfortable and uncomfortable in cold and hot environments 
respectively. In order to overcome this potentially misleading interpretation of the words 
it is often common practice to ask occupants to simultaneously fill in a preference scale. 
A preference scale using 7 descriptors is shown in Table 2.8. 
A comprehensive guide to the recommended use of thermal sensation scales is given in 
ISO 10551 (1995). However, the ASHRAE thermal sensation scale is the one most 
commonly in use today. 
Miller (1956) suggests that a seven point scale represents the optimum number of 
descriptors of sensation which can be reproducibly distinguished between. A thermal 
sensation vote of zero indicates thermal neutrality which implies that the occupant 
would prefer neither colder or warmer thermal conditions. Those dissatisfied are 
normally defined as those voting outside the three central categories on a thermal 
sensation scale. A non-neutral vote indicates a degree of thermal discomfort with a 
maximum discomfort at the "-3" and "+3" outer limits of the scale. 
When implementing environmental chamber experiments, occupants are generally 
requested to remain in the chamber for approximately three hours, the votes used for 
analysis being those at the end, i. e. in the last hour, when it is assumed that steady state 
metabolic, and hence thermal comfort perception, has been reached. During field studies 
people are asked to complete thermal sensation scale when they have settled at their 
work station, i. e. not just after getting to work or after breaks. Groups of people are used 
during the experiments to provide statistically meaningful results. 
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A measure of "occupant comfort" obtained from experimental studies is normally 
achieved by first calculating the Predicted Mean Vote (PMV). In order to ascertain the 
PMV of a group of occupants they are asked indicate their thermal sensation on a 
thermal sensation scale at regular intervals during experimental assessments. The mean 
of the thermal votes at specific temperatures are then calculated for the group. However, 
the mean vote does not give an instantly meaningful value. Fanger (1972) proposed the 
curve shown in Figure 2.19 which was derived from the results of his comfort studies to 
overcome this problem. Figure 2.19 allows the Predicted Percentage Dissatisfied (PPD), 
the number of people in the population in question that would be expected to be 
dissatisfied with their thermal environment, to be derived from the Predicted Mean Vote 
(PMV). 
Research results suggest that, at best, 5% PPD can be achieved (Fanger 1972). Current 
standards suggest that < 20% PPD (WHO 1987, ASHRAE 1992) and < 10% PPD (ISO 
7730 1994) are reasonable figures to be obtained in operational buildings. 
2.7.4 Discrepancies Between Thermal Comfort Models and Observed Field 
Studies 
The discrepancies between the thermal comfort models and observed field results, see 
Figure 2.20 for example, are not clearly understood but would appear to be attributable 
to inadequate allowance for peoples physiological, psychological and behavioural 
adaptive responses to indoor and outdoor climate. 
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Figure 2.19. Predicted Percentage Dissatisfied (PPD) as a function of Predicted 
Mean Vote (PMV) (Fanger 1972). 
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Figure 2.20. Comparison of observed mean thermal comfort votes with predictions 
using the PMV model in a UK office building (Fishman and Pimbert 1979). 
PMV consistently overestimates the number of dissatisfied (Nicol 1993) implying that in 
reality buildings are heated or cooled to an extent which is unnecessary to maintain 
thermal comfort. 
Fanger's thermal comfort model suggests that environmental conditions should be kept 
within strict limits, giving little opportunity for adaptation, see Figure 2.21. 
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Figure 2.21. Comfort zone with no opportunity to adapt. 
Figure 2.21 implies that the temperature is drifting beyond the comfort zone and would 
need correcting via the use of HVAC systems. By giving occupants some opportunities 
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to adapt, e. g. open windows, control temperature or adapt clothing, the comfort zone 
ranges and limits can potentially be extended, see Figure 2.22. 
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Figure 2.22. Extended comfort zone provided by allowing occupants to adapt and 
have some control over the environment. 
By extending the comfort zone using the adaptive approach it is possible for the 
occupants to be comfortable for a greater amount of the time with less use of the IIVAC 
plant, i. e. providing improved building operation cost and energy efficiencies. 
The extent to which this approach can be implemented largely depends on the design of 
the building and the HVAC system and its controls. Naturally ventilated buildings lend 
themselves to providing the greatest opportunity for adaptation. However, air- 
conditioned buildings can accommodate this approach to a certain extent. The main 
criteria may be whether or not occupants must comply with a strict clothing policy 
(changing the amount of clothing represents a significant opportunity to adapt). The 
other significant determinant of whether the adaptive approach is possible is the control 
system, i. e. whether it is based centrally or locally. Locally based plant often provides 
better control to the immediate occupants and hence provides them with the opportunity 
to adapt their thermal environment, 
2.8 Conclusions and Discussion 
This chapter described the findings of the' literature review carried out into building 
occupant comfort. Standards and guidelines related to indoor environmental comfort 
were considered within this scope. The aim of the occupant comfort literature review 
was to identify and define the important parameter ranges, limits and interactions that 
provide building occupants with their perception of a comfortable indoor environment. 
This provided a basis for developing fuzzy control strategies for the control of internal 
environmental conditions and the assessment of any improvements in, provided comfort, 
energy and cost efficiencies. 
From the perspective of developing the fuzzy control strategies later in the research 
project, this chapter identified the main environmental parameters suitable for control as 
temperature, humidity and air quality. The decision was made on the basis of the 
a ive o ppqrtunityoý,,, 
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literature review not to consider the environmental parameters which were not totally 
controllable by the building services control system. Such parameters included noise, air 
velocity and lighting. Although important environmental parameters in their own rights 
with respect to providing comfortable conditions, the assumption was made that this 
type of environmental variable would be kept at suitable levels. Hence, air temperature 
and relative humidity were chosen as being representative of occupants' thermal comfort 
andC02 concentrations were chosen as being representative of occupants' satisfactiori 
with air quality provision. These selected environmental parameters also have the 
advantage that sensors for their measurement are relatively inexpensive, reasonably 
accurate over prolonged periods of time and readily available. 
The literature review also identified two main approaches to considering comfort withm 
buildings. These were the steady state and adaptive approaches. Much discussion has 
taken place regarding these two approaches with arguments for and against each. With 
regard to the research project and the use of fuzzy logic control it was decided to adopt 
an approach where the controlled environmental conditions chosen were allowed to drift 
between upper and lower set point limits analogous to the adaptive approach. This 
assumes that occupants will take actions such as the addition or removal of clothing 
within certain limits to correct slight feelings of discomfort. Simultaneously, a preferred 
set point was def ined between the upper and lower set points based on calculations 
using the steady state PMV method to define preferential controlled zone parameter 
values. Thus a combination of the adaptive and steady state approaches was taken. The 
definition of the controlled environmental parameter set point ranges and preferred set 
points are described in Chapters 8,9 and 10. 
A separate literature review was also carried out into fuzzy logic control for building 
services systems to identify areas for exploration within the research project. This 
literature review is detailed in Chapter 3. 
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3. Literature Review - Fuzzy Logic and 
Fuzzy Control 
3.1 Introduction 
This cliapter aims to give the reader an overview of the research previously carried out 
into the use of fuzzy logic and more specifically fuzzy control. Fuzzy logic allows the 
implementation of rule of thumb experience, intuition and heuristics, without the need 
for a mathematical model of the process. Human operators commonly execute control 
strategies which can be formulated as rules and are simple to carry out manually. 
However, these control strategies are often difficult to implement using conventional 
control algorithms. A qualitative approach is often a better approach under these 
circumstances to approximate the manner in which human operators would carry out the 
control actions. Previous research examples are described where this approach has been 
used in this chapter. The theory underlying the use of static fuzzy controllers, the basis 
for nearly all types of fuzzy control, is dealt with in more detail in Chapter 4. 
3.2 A Brief History of Fuzzy Logic 
Black (1937) was the first to publish a paper on what we commonly know today as 
fuzzy logic. He then used the term "vague" to describe this type of logic. However, 
fuzzy logic theory was shunned as being imprecise, and perceived by some as a 
disguised form of probability theory. It was not until many years later that fuzzy logic 
began to be developed as a recognised and useful tool. It was Lotfi. Zadeh, then 
Professor of Systems Theory at the University of California, Berkeley, who theoretically 
developed the principle during the first half of the 1960s and used the word "fuzzy" to 
describe the logic. The first publication on fuzzy logic by Zadeh appeared in 1965 
(Zadeh 1965). However, many sceptics still existed and fuzzy logic remained a poorly 
funded area of research. After Zadeh's paper on fuzzy logic, the theory attracted the 
comments of many critics, two examples of which are given bclow: - 
"Fuzzy theory is wrong, wrong andpernicious. What we need is more logical thinking, 
not less. The danger offuzzy logic is that it will encourage the sort of imprecise thinking 
that has brought us so much trouble. Fuzzy logic is the cocaine ofscience " 
Professor William Kahan, University of California, Berkeley (Kosko 1993). 
"Fuzziflication is a kind of scientific permissiveness. It tends to result in socially 
appealing slogans unaccompanied by the discipline of hard scientific work and patient 
observation. " 
Professor Rudolph Kalman, University of Florida at Gainesville (Kosko 1993) 
A relatively small number of academics ignored such comments and continued to 
research and develop fuzzy theory, but often only as a sideline to their main research due 
to the lack of funding and recognition for fuzzy logic in its own right. Although Zadeh is 
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credited as the founder of fuzzy logic today he risked his reputation and academic 
standing in his quest to convince the rest of the world the benefits of utilising fuzzy 
logic. 
It was not until the benefits and advantages of fuzzy logic were recognised 
commercially that it began to be taken seriously and research funding granted. The first 
fuzzy logic controller was built by Ebrahim Mamdani during the early 1970's (Assilian 
1974, Evans et. al. 1989) and was used to control a steam generator that could not be 
controlled adequately by conventional control techniques. During the 1970s other fuzzy 
logic control applications were developed such as the control of cement kilns (Kosko 
1993, Mamdani 1977) and the control of traffic lights (Mamdani 1974) 
During the 1980s the Japanese manufactured the first commercial products which 
utilised fuzzy control strategies and have since produced many more consumer good 's utilising fuzzy logic such as washing machines, camcorders, and vehicle transmissio 'n systems (Kosko 1993, Ross 1995). By 1992 the Japanese were selling more than $1 
billion of fuzzy products annually (Kosko 1993). In 1994 Japan exported products that 
utilised fuzzy and neurofuzzy theory totalling $35 billion (von Altrock 1995). 
The Japanese grasped the theory of fuzzy logic firmly and left the Western world behind 
in its development. There are several reasons for this: 
1. The Japanese culture does not associate the word "fuzzy" with the meaning 
imprecise. This was a definite advantage in terms of the acceptance of fuzzy logic 
compared to Western cultures where the word "fuzzy" often conjured up negative 
images of fuzzy theory. 
2. Japanese engineers are not pre-occupied with exact solutions and conventional logic 
as in the West. Hence, fuzzy logic provided a theory for solving problems in this 
manner. 
3. Japanese engineers tend to start with a simple solution and then develop it to improve 
its performance. Fuzzy logic lends itself to this type of development technique. 
4. Japanese engineers involved in the development of systems as a team like to 
understand how the overall system works. Fuzzy logic systems, even quite complex 
ones, remain relatively simple to understand when compared to conventional systems 
as they use words to describe the logic. Hence the Japanese work culture f'inds ftizzy 
logic a benefit in this sense. In contrast, members of Western design teams often 
don't require, or don't want to understand, parts of the system they are not directly 
involved with and so this is not such an important benefit. 
The Japanese Government realised the potential of fuzzy logic and set up technology 
transfer programs to realise the benefits fuzzy logic could offer and support research in 
the area. The first to be set up was the International Fuzzy Systems Association (IFSA), 
Japan Division, in 1985. The success of the IFSA prompted the setting up other 
industrial support centres such as: - 
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" Japan Society for Fuzzy Theory and Systems (SOFT) 
" Biomedical Fuzzy Systems Association (BMFSA) 
" Laboratory for International Fuzzy Engineering Research (LIFE) 
" Fuzzy Logic Systems Institute lizuka (FLSI) 
" Centre for the Promotion of Fuzzy Logic at TITech 
These industrial support centres provided the necessary funding and research to enable 
the realisation of commercial products utilising fuzzy theory. Some examples of fuzzy 
logic products that were developed in Japan are given in Table 3.1. 
Product Company Fuzzy Logic Role 
Air-Conditioner Hitachi, Matsushita, prevents overshoot-undershoot temperature 
Mitsubishi, Sharp oscillation and consumes less on-off power 
Anti-Lock Brakes Nissan controls brakes in hazardous conditions. 
Auto Engine NOK / Nissan controls fuel injection and ignition 
Auto Transmission Honda, Nissan, Subaru selects gear ratio based on engine load, driving 
ad conditions 
Chemical Mixer Fuji Electric mixes chemicals based on plant conditions 
Copy Machine Canon adjusts drum voltage based on picture density, 
temperature and humidity 
Cruise Control Isuzu, Nissan, Mitsubishi adjusts throttle setting to set speed based on car 
speed and acceleration 
Dishwasher Matsushita adjusts cleaning cycle, rinse and wash strategies 
based on the number of dishes and the type and 
amount of food encrusted on the dishes. 
Dryer Matsushita converts load size, fabric type, and flow of hot air 
to drying times and strategies. 
Elevator Control Fujitec, Mitsubishi reduces waiting time based on passenger traffic 
Electric, Toshiba 
Factory Control Omron schedules tasks and assembly line strategies 
Golf Diagnostic Maruman Golf selects golf clubs based on a golfer's physique and 
System swing 
Health Management Omron over 500 fuzzy rules track and evaluate an 
System employee's health and fitness 
Humidifier Casio adjusts moisture content to room conditions 
Kiln Control Mitsubishi Chemical mixes cement 
Microwave Oven Hitachi, Sanyo, Sharp, sets and tunes power and cooking strategy 
Toshiba 
Palmtop Computer Sony recognises hand-written Kanji characters 
Plasma Etching Mitsubishi Electric sets etch time and strategy 
Refrigerator Sharp sets defrosting times and cooling times based on 
usage. A neural network learns the user's usage 
habits and tunes the fuzzy rules accordingly. 
Rice Cooker Matsushita, Sanyo sets cooking time and method based on steam 
temperature and rice volume. 
Shower System Matsushita (Panasonic) suppresses variations in water temperature 
Still Camera Canon, Minolta finds the subject anywhere in the frame and adjusts 
autofocus. (Shingu and Nishimori 1989) 
Stock Trading Yamaichi manages portfolio of Japanese stocks based on 
macroeconomic and microeconomic data. 
Television Goldstar, Hitachi, adjusts volume based on viewers position 
Samsung, Sony 
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Translator Epson recognises and translates in a pencil sized unit 
Toaster Sony sets toasting time and heat strategy for each type of 
bread 
Vacuum Cleaner Hitachi, Matsushita, sets motor suction strategy based on dust quantity 
Toshiba and floortype 
Video Camcorder Canon, Sanyo adjusts autofocus and adjusts for lighting level 
Video Camcorder Matsushita (Panasonic) provides image stabilisation (Egusa et. al. 1992) 
and adju ts autofocus 
Washing Machine Daewoo, Goldstar, Hitachi, adjusts washing strategy based on sensed dirt level, 
Matsushita, Samsung, fabric type, load size and water level. Some models 
Sanyo, Sharp use neural networks to tune rules to the users tastes. 
Table 3.1. Japanese fuzzy logic products, manufacturing company and fuzzy logic 
role within the product (Kosko 1993). 
Table 3.1 gives an indication of a wide range of fuzzy logic applications that have 
emerged from Japan. In comparison the West has not grasped the benefits and 
marketing potential of utilising fuzzy logic. Over one thousand fuzzy logic patents are 
held by Japanese companies in Japan. In 1990,30 of the 38 patents involving fuzzy 
logic given by the United States patent office were held by Japanese companies (Kosko 
1993). 
The previous paragraphs give a brief history of fuzzy logic theory. With respect to the 
current research project the use of fuzzy logic as applied to the control of building 
services was the primary interest. The following sections review some of the more 
important published applications of fuzzy logic control in the building services field. 
3.3 Applications of Fuzzy Control to Building Services 
Table 3.1 mentions air-conditioning units that have been produced by Japanese 
companies. The application of fuzzy theory suitable for the control of the internal 
environments of buildings has also been researched during the past two decades. Some 
of the research findings of published articles on the application of RIZZY logic to 
building services and or comfort provision are briefly described: - 
Willey (1979) considered the use of fuzzy logic to model occupant actions and hence 
their control of the internal environment. The study suggests that fuzzy logic is better 
suited to estimating the imprecise actions an occupant may take to control their 
environment, e. g. window opening, than conventional algorithms. 
Geng and Dexter (1990) examine the use of fuzzy gain scheduling methods to deal with 
the non-linearities of HVAC plant. The paper considers the ftizzy gain scheduling of the 
control loops of a conventional proportional integral controller and a self-tuning 
predictive controller. The paper shows that the fuzzy gain scheduling schemes used in 
the control loop improved the overall performance of the system. 
Ling et. al. (1991) examined the development of fuzzy rule-based supervisors for a self- 
tuning controller based on the Generalised Predictive Control Algorithm (Clarke et. al. 
1987, Clarke and Mohtadi 1989). A fuzzy rule based fuzzy gain scheduler is first used 
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to make use of the qualitative prior knowledge about changes in the plant gain over the 
entire operating region. A simple fuzzy rule based fuzzy supervisor was then used to 
adjust the tuning parameters of the controller according to expert opinion based on 
qualitative descriptions of application dependent performance criteria, so improving the 
control loop performance gradually. The research suggests that the fuzzy gain 
scheduling provides a means of incorporating the uncertain prior knowledge about the 
process and improves the stability and or performance of the controller. 
Haung and Nelson (1991) describe the use of PID Law Combining Fuzzy Controller 
(PFC) which uses the properties of a conventional Proportional + Integral + Derivative 
(PID) controller with a fuzzy rule based system to improve the operation of a IIVAC 
controller. The PFC controller uses the error, error derivative and error integral as inputs 
to provide a control output. The research claims improvements in stability and response 
time in achieving desired space temperature using models of HVAC plant for the PFC 
controller over PID control. A controller similar to this was developed and assessed as 
part of the research project detailed in this thesis and is described in Chapter 8. 
Dounis et. al. (1992) describe a proposed methodology for the implementation of 
artificial intelligence techniques in thermal comfort control for passive solar buildings 
based on assessing the PMV. This was the first of several papers published as the 
research developed and outlines the theory used to develop fuzzy control techniques for 
comfort control. 
Dounis et. al. (1993) describe the use of a fuzzy reasoning process to provide visual 
comfort within buildings. A fuzzy logic controller is used to control lighting levels and 
glare by the use of window blinds and the turning on and off of artificial lights within 
the space. The fuzzy control was not compared to any conventional control techniques 
available. It therefore shows that fuzzy control in this case is better than no control but 
does not prove any improvements over conventional control techniques. However, the 
research does bring out the ease with which fuzzy logic can be implemented without the 
availability of a mathematical model by incorporating human knowledge in the form of 
natural language. 
MacConnell and Owens (1994) used a fuzzy supervisor to ensure user comfort is 
maximised. The commissioning costs of the controller were minimised, the fuel 
economy was maximised by efficient use of the plant, maintenance costs were reduced 
by eliminating stop-start cycles and allowing adaptation to unscheduled disturbances. 
The theory could also be implemented using low cost chip technology for real 
applications. Results of using the fuzzy logic controller compared favourably with those 
of a conventional controller. 
Dounis et. al. (1994) investigated the impact of natural ventilation on the thermal 
comfort index assuming the implementation of fuzzy reasoning ýontrol for visual 
thermal comfort as described by Dounis et. al. (1993). Thermal comfort was provided by 
controlling the window openings, and hence ventilation flow, by conventional 
controllers responding to the difference between the outside and zone temperatures. Free 
cooling was made available using this approach. The paper claims that the fuzzy visual 
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comfort reasoning machine was capable of exploiting natural ventilation to control 
thermal comfort. 
Hunta, (1994) describes the use of fuzzy logic as a gain scheduler for a PID controller. 
The basic principle of operation of the fuzzy control mechanism was to adjust the- 
controller gain (Kp), the integral time (Ti) and the derivative time (Td) of a conventional 
PID controller during operation to improve control performance. A building model 
constructed using Matlab and Simulink software based on a Variable Air Volume 
(VAV) mechanical ventilation system was used as the comparison tool. The results of 
simulations indicated that the fuzzy scheduled PID controller out performed the normal 
PID controller under all operating conditions. 
So et. al. (1994) considered the use of fuzzy controllers as replacements for PID 
controllers in an HVAC system used for cooling and dehumidifying the air supply to 
-a zone using a Variable Air Volume (VAV) system. The fuzzy controllers used the error 
and rate of change of error for inputs and gave an incremental output for the control of 
the actuator operating the valve. The paper claims three benefits of fuzzy control 
compared to conventional control. These are: - 
1. fuzzy logic control is more robust since slight changes in the values of parameters do 
not greatly affect the performance compared with a detuned PID controller. 
2. the response of the fuzzy logic based control is faster when there is a sudden change 
in the environment. 
I energy savings are possible as a result of the use of ftizzy control when compared to 
the use of conventional controllers. 
However, two criticisms of this paper can be made: - 
1. The comparison of the fuzzy controller is made against detuned PID controllers. The 
value of the proportional gain (Kp) of the well tuned PID controller is reduced in the 
range of 9% - 50%. The values of the integral time (Ti) and the derivative time (Td) 
were increased by approximately 50%. The PID controllers are therefore severely 
detuned. This may represent a realistic case in practical situations due to the 
inevitabilities that they will not be well tuned. However, it should be remembered 
that the fuzzy controllers also require tuning in the form of the definition of the 
membership functions and the tuning values for the inputs of error and rate of change 
of error for the input values for the controller. Hence in practical situations the fuzzy 
controllers also need tuning and are as likely to be detuned as the PID controllers. 
2. The results of the simulations indicate very fast response rates with large rates of 
change in space temperature and RH, e. g. 34'C - 22'C and 80% - 60% RH in less 
than 500s and 1000s respectively. These are very fast response rates and should be 
considered unrealistic with real HVAC systems. Also there was a very small, or even 
no overshoot, in the zone conditions whilst there was no asymptotic approach to 
these desired conditions. However, these criticisms are not as important as the first 
criticism as the ftizzy and PID controllers are compared in a model operating under 
the same conditions and subject to identical system characteristics. 
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Huang and Nelson (1994a) present a rule based fuzzy logic controller which considered 
the error and rate of change of error as inputs to the controller. The paper discusses three 
important elements that have a critical influence on the behaviour of such controllers. 
These are the rule base, the membership functions and the scale factors (or tuning 
parameters). The scale factors are the proportional gain (Kp), the derivative gain (Kd) 
and the output gain (K. ). In a companion paper Huang and Nelson (1994b) described an 
experiment using the developed rule based fuzzy logic controller to control an HVAC 
system. The rule development and adjustment strategies were presented for the fuzzy 
controller structure. Experimental results indicated that the fuzzy logic controller 
performed better than a conventional PID controller. The design of the fuzzy logic 
controller is similar to that reported by So et. al. (1994). The fuzzy controller was again 
compared to a PID controller. This time however, the controller is not detuned but is 
tuned to give (i) a slow response with no overshoot, i. e. asymptotic approach of the zone 
temperature towards the desired set point (ii) a quick response but with a large 
overshoot and (iii) a response between the other two with a reasonable response time 
and some overshoot. This allowed a fair comparison between fuzzy and PID control 
strategies. 
Ling and Dexter (1994) use a fuzzy rule based supervisor to evaluate control 
performance and adjust the temperature set point of an air-conditioning system within a 
given comfort band. The overall control objective aims to use free cooling by altering 
the amount of fresh air entering a zone in a constant volume system to maintain the zone 
temperature close to the upper limit of the comfort band. When free cooling is not 
capable of achieving this, plant cooling is used. Good control is required to avoid 
discomfort when this type of methodology is used. It is claimed that fuzzy supervisory 
control meets this objective. The paper also claims substantial energy savings can be 
achieved compared to traditional fixed-point control strategies. 
von Altrock (1995) describes the use of a fuzzy controller to create an adaptive 
controller for use with a home heating system. The controller ensures optimal adaptation 
to customer heating demands while using one sensor less than a conventional control 
system. The findings of this paper are also given in Ross (1995) 
Dounis et. al. (1996) investigated the performance of a fuzzy reasoning machine for the 
control of indoor air quality in naturally ventilated buildings. Simulations were carried 
out using an airflow and pollutant transport model that used C02 concentrations as an 
index for indoor air quality. The aim of the fuzzy controller was to maintain the C02 
concentration within certain limits while ensuring good stability of the window opening 
area. Using conventional control techniques to adjust actuators for the window opening 
would cause continuous window movement and would bother the occupants. Hence 
fuzzy control provided an alternative improved solution. The results showed that 
satisfactory indoor air quality can be maintained, while good control of the opcnable 
windows was achieved. The impact of the controller on indoor air teTperature was also 
assessed. The performances of the controllers were not as good as expected but were 
not negligible when compared with the normal conditions of use of the building. 
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Egilegor et. al. (1997) presented a paper at the Building Simulation Conference entitled 
"A Fuzzy Control Adapted by a Neural Network to Maintain a Dwelling within Thermal 
Comfort". The paper describes the results of simulations using a neuro fuzzy controller 
to adjust the air flow rate through fan coils for three zones of a dwelling to improve 
thermal comfort. The input variables of zone temperature and humidity are used to 
calculate the value of Fanger's PMV thermal comfort index which is then used as a 
comfort variable. Fuzzy proportional derivative control is used to provide the desired 
zone conditions while a neural network is trained to tune the fuzzy controller to optimise 
the fuzzy tuning parameters and improve the control performance for different 
situations. The simulations carried out for the neuro fuzzy controller indicate an 
improvement in the PMV compared to the bench mark simulations using thermostatic 
control. The paper presents some promising results and reports that a real system has 
been installed, the results of which were not available at the time of publication of the 
article. 
So et. al. (1997) considered the use of a self learning ftizzy air handling system 
controller. "Static" fuzzy controllers, as considered in So et. al. (1994), were used to 
control 5 HVAC plant actuators for the purposes of controlling the internal 
environment. An artificial neural network (ANN) was used to model the plant in real 
time and assess its status using seven monitored parameters and the signals of the 5 
actuating commands. The neural network acted as a system identification tool. The static 
fuzzy controller was modified into an adaptive ftizzy controller which observed the 
process while generating appropriate control actions from a long term memory rule base. 
Using the results of the control actions through a performance measure determined 
statistically, the control decision process is altered to improve controller performance 
further. The use of the self-learning fuzzy controller in computer simulations revealed 
that the controller could achieve a faster response rate and a better energy consumption 
profile than for a static fuzzy controller. 
3.4 Capabilities of Fuzzy Logic 
The applications of fuzzy logic to the control of building services components reviewed 
in this chapter shows that fuzzy logic is extremely adaptable to many control situations. 
Fuzzy logic is an extension of conventional Boolean logic and is therefore, in theory, 
capable of doing anything that conventional logic systems can. Fuzzy logic often 
provides a method of solving control system problems where conventional control 
systems cannot due to problem complexities and lack of mathematical definition. 
Although Rizzy logic is capable of doing anything that conventional systems can they do 
not always provide the best solution because conventional and simple systems are 
sometimes a better and less time consuming solution. This is often the case where 
established control systems have been implemented for a number of years and 
redesigning would cause major disruption in its implementation both in terms of 
hardware and service engineer training. 
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3.5 Conclusions 
This chapter introduced the reader to a brief history of the use of fuzzy logic and its 
application as a control technique particularly within the field of building HVAC 
services control. The review of previous applications of fuzzy logic to the control of 
building services components suggests that fuzzy logic is capable of providing control 
techniques which are often simpler to implement than conventional control systems and 
sometimes capable of providing superior control. Where a lack of knowledge regarding 
system behaviour exists, a solution using fuzzy logic may be possible where 
conventional control techniques are not suitable. 
The research project described by this thesis aimed to provide building services control 
techniques to satisfy a multi-variant control requirement. A building services control 
strategy was required to consider indoor environmental quality, energy cfficicncy and 
cost efficiency simultaneously. The literature review carried out into fuzzy logic 
suggested that a fuzzy control system would be capable of dealing with such a multi- 
variant control objective. The literature review aimed to review the history of the 
development of fuzzy logic theory and examples of its use with reference to building 
services control. Details of the theory of fuzzy logic and control is described in Chapter 
4. 
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4. Fuzzy Logic and Fuzzy Control 
Theory 
Nomenclature 
X the unambiguous membership value, of an element, to the classical set, i. e. I or 0 
E belongs to 
does not belong to 
the membership value of an element to the fuzzy set, i. e. 0- 
u an individual element on the universe of discourse U 
U universe of discourse 
4.1 Introduction 
This chapter is intended as an introduction to the theory of fuzzy logic and fuzzy 
control. The structure of the chapter incorporates both generalised mathematical theory 
and examples to help the reader gain an understanding of the basic principles behind 
fuzzy control. Numerous books have been published on the subjects of fuzzy logic and 
fuzzy control. Three recommended examples are von Altrock (1995), Ross (1995) and 
Yen et. al. (1995). 
Chapter 3 gives a history of the development of fuzzy logic and control as well as 
examples of its use with respect to the control of building services HVAC components. 
This chapter first introduces the reader to the theory of fuzzy logic and fuzzy control by 
comparing it to classical logic. This is followed by an in depth description of the theory 
of fuzzy logic. The theory of fuzzy control and the structure of a fuzzy controller are 
then described. Finally, the operation of a fuzzy controller is illustrated by the use of an 
example which shows the calculations taking place within a fuzzy controller with the aid 
of graphics. 
4.2 Classical Logic, Fuzzy Logic, Membership Functions and Membership Values 
Fuzzy logic is an extension of classical (Boolean logic) which can handle the concept of 
partial truth values which lie between completely true and completely false. To explain 
this concept it is useful to briefly consider classical logic theory in order that similarities 
with fuzzy theory can be observed. However, it is first useful to introduce the concept of 
membership values, or degrees of membership, as these terms are commonly used 
throughout the text of this thesis. These two descriptions essentially have the same 
meaning and refer to the degree of belonging of an element to a set. For example, an 
ocean liner is a member of the set "ships" while a car is not. It can also be said that an 
ocean liner is very much a member of the set "ships". However, a can oe could also be a 
member of the set "ships" but would not normally be strongly associated with the set 
'(ships". Therefore the membership value or degree of membership of a canoe to the set 
"ships" is less than for that of an ocean liner. 
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Another ten-n commonly referred to is the "universe of discourse" and is denoted by 
"U". For a given physical parameter the universe of discourse U describes the interval of 
interest. For example, when considering comfort temperatures for occupants of 
buildings, the range of temperatures considered could be chosen as between IOT and 
32T on the basis that outside this range people are likely to be too cold or too hot. If the 
room temperature is outside this range, then its fuzzy value is associated to the 
corresponding extreme. Hence the universe of discourse is U(10*C, 32T). Within the 
universe of discourse U, individual elements are denoted by "u". For example, the 
universe of discourse U for temperatures between IOT and 32T will contain, amongst 
others, the elements 120C, IST and 270C. These are individual elements, u, on the 
Universe of discourse U. Further, various combinations of these individual elements, u, 
on the universe of discourse U, make up sets. For example, considering Figure 4.1, the 
elements ul, U2 and U3 make up the Set X on the universe of discourse U while elements 
U49 U5 and U6 make up the Set Y on the universe of discourse U. 
Universe U 
Set X Set Y 
Us 
U3 
0U4 
UIf0 
DU2 
0 U6 
Figure 4.1. Individual elements u defined as sets X and Y on the universe of 
discourse U. 
The following discussion regarding classical and fijzzy sets builds on these concepts.. 
Referring to Figure 4.2, classical set theory dictates that element A is completely a 
member of the classical set X on the universe of discourse U while the element B is not. 
This is commonly defined by the expressions given in Equation 4.1 and Equation 4.2. 
Xx(A) = 1, A r= X 
Equation 4.1 
XX(B) = 0, BeX 
Equation 4.2 
In words Equation 4.1 and Equation 4.2 can be written as follows. 
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Equation 4.1 - Element A has an unambiguous membership value of one to the set X, 
element A is a member of the classical set X. 
Equation 4.2 - Element B has an unambiguous membership value of zero to the set X, 
element B is not a member of the classical set X. 
Classical set theory allows the membership value of an element to a set to be I or 0 only. 
Universe U 
classical Set X 
CA) 
4o B 
fuzzy boundary fuzzy Set X 
.......... 
Figure 4.2. Classical Set X and fuzzy Set X on the universe of discourse U. 
Fuzzy set theory allows an element to possess the same membership values as for 
classical set theory, e. g. element C in Figure 4.2 can be considered completely not a 
member of the fuzzy set X while element D is completely a member of the fuzzy set X. 
However an element can also be assigned a membership value between zero and one 
depending on its degree of membership of the fuzzy set X, as with element E, which 
could be considered to have a degree of membership of fuzzy set X less than D but is 
still a member, see Figure 4.2. This can be described by Equation 4.3. 
px(E) E (0,1), EEU 
Equation 4.3 
In words Equation 4.3 can be written as: - 
Element E is a member of the fuzzy set X, element E's membership value or degree of 
membership to the fuzzy set X is between zero and one, element E is on the universe of 
discourse U. 
Kosko (1993) refers to classical sets as being a special type of the more generalised 
fuzzy set. For instance an element with a membership value of 0 or I can be defined as 
belonging to a classical or fuzzy set. However, an element with a membership value of 
0.73 to a fuzzy set cannot be defined using classical set theory. 
People commonly use natural linguistic variables such as warm, thin and old which are 
difficult to define precisely and can be interpreted in different ways, often depending on 
the social or cultural context in which they are used. Linguistic variables can have 
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grades of meaning. For example, the descriptor "old" can cover a wide range of ages 
when applied to people. 
The concept of membership values or the degree of membership lies at the heart of 
fuzzy logic and fuzzy control. Fuzzy theory expands on the concept of membership 
values by using membership functions. A number of ftizzy membership functions may 
span across the fuzzy boundary shown in Figure 4.2. Each membership function is 
assigned to part of the region across the fuzzy boundary. Membership functions can 
overlap or may have spaces between them. Membership functions are dealt with in 
Section 4.3. 
4.3 Fuzzy Membership Functions 
Membership functions are used in fuzzy logic to describe the degree of membership of 
an element u within a universe of discourse U to a fuzzy set. Membership functions can 
take on many different forms. Figure 4.3 shows examples of commonly used 
membership functions. 
Triangular Trapezoidal Exponential Singleton 
01 
A 
Universe (U) 
Figure 4.3. Commonly used types of fuzzy membership function. 
However, triangular membership functions are the most commonly used due to their 
versatility and the ease of definition from a practical viewpoint. 
An example of the usefulness of membership functions is given in the following text. 
The descriptor "too hot" has different meanings depending on the context in which it is 
used. "The car radiator is too hot" would imply that it has a temperature approaching 
I OOOC. "Too hot" to the human touch would be approximately 50T. Further, descriptors 
can'have different meanings to different people even when used in the same context, e. g. 
"room temperature too hot". 
Thus, when referring to "room temperature too hot", a definition of "too hot" has first to 
be established. This may be chosen as 250C for example. Once the ', 'room temperature 
too hof 'has been defined as 250C it is implied by classical logic that temperatures'above 
and below this value are "too hot" and "not too hot" respectively. Hence, classical logic 
implies a step membership function occurring at a particular value, see Figure 4.4. 
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Classical 
"not too hot" too hot" 
0 
20 21 22 23 24 25 26 27 28 29 
Temperature (*C) 
Fuzzy 
Boundarics"-_. 
Fuzzy 
0-6- "not too hot" "too hot" 04-- 
02-- 
0ý 
-/***ý"Ioo a 20 21 22 23 24 25 26 27 28 29 Tomperaturt (*C) 
Figure 4.4. Classical and fuzzy membership functions for the descriptor "too hot" 
in a room. 
However, this is not representative of the way humans perceive changes in temperature, 
or the fact that variations in response might be expected from a large population 
depending on their health or recent climatic experience, for example. 
Fuzzy logic is better able to accommodate these subjective interpretations of 
temperature. In the example shown in Figure 4.4, an individual may consider 23'C - 
240C as "hot" but not "too hot". However, beyond 24'C the perception changes. If a 
large group of people were questioned then it might be that all will describe the 
environment as "too hot" at 260C but only a few at 240C. Consequently, the slope seen 
in the fuzzy set boundary in Figure 4.4 represents the variation in response to the onset 
of a change of condition from "hot" to "too hot" by a number of individuals. This 
example highlights the underlying concept of fuzzy logic, i. e. it is able to deal with 
partial truths in a similar way to human thinking. Linguistic descriptions can be given 
degrees of meaning. Consequently, it can provide a means of incorporating incomplete 
expert human knowledge into a system. 
The fuzzy membership function shown in Figure 4.4 provides a coarse representation of 
the descriptor "room temperature too hot". To enable, a less coarse definition of a 
descriptor over a range of temperature values on the universe, multiple membership 
functions are required. 
For instance, if we consider the seven point scales developed by thermal comfort 
researchers, e. g. (Fanger 1972), to assess human response to the temperature 
environment, the occupants are required to choose a descriptor of environmental 
conditions, in this case temperature, in relation to a thermal scale. Scales commonly 
used include the descriptors hot, warm, slightly warm, neutral, slightly cool, cool and 
cold. 
In other words, a temperature can be translated into a linguistic descriptor by an 
individual who is experiencing the sensations of the room temperature. If the occupant 
response lies within the categories of "slightly cool", "neutral" or "slightly warm" then 
the temperature conditions are normally considered to be adequate. 
If room temperature is described by linguistic variables then these can be written as a 
fuzzy logic Term Set (TS): - 
TS[HR) =- (hot, warm, slightly wann, neutral, slightly cool, cool, cold) 
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where 
TS {HR) =- linguistic Term Set description of the Human Response to zone temperature., 
Each linguistic term of the Term Set can be characterised by a fuzzy membership 
function on the universe of discourse U= (10C, 32'Q. Such a Tenn Set is shown in 
Figure 4.5. 
slightly 
neutral 
slightly 
warm hot 
1 cold 
cool cool warm 
0.9 -- 
0.8 - 
0.7 - 
3 0.6 -- 
0.5 -- 
0.4 -- 
ýQ E 0.3-- 
2 0.2-- 
0.1 -- 
0. i 
10 12 14 16 18 20 22 24 26 28 30 32 
U= Temperature (OC) 
Figure 4.5. Linguistic terms translated into membership functions on the universe 
of discourse U= (IOC, 32'Q. 
Considering the linguistic term "slightly warm" in Figure 4.5, a temperature of 26T is 
designated a membership value of I to this membership function. The membership 
values of temperatures between 26C and 24T then range from I to 0 respectively for 
the "slightly warm7' membership function. Similarly, for temperatures between 26'C and, 
28'C the value of the membership function "slightly warm" ranges from I to 0. Hence, 
as the temperature diverges from 26C its membership of "slightly warm" decreases, but 
the temperature membership value of the categories "neutral" or "hof' increases for 
lower and higher temperatures respectively. 
A collection of linguistic terms describing a person's thermal sensation has been defined 
in Figure 4.5 by the triangular membership functions. However, uncertainties as to 
exactly what the definitions should be do exist. Fuzzy logic is able to deal with these 
uncertainties more comfortably than classical logic theory and serves to highlight one of 
the key advantages of fuzzy logic theory. There is not a unique membership function for 
any linguistic variable described within a term set. The definition of a membership 
function's shape should be determined by those considering the solution of a problem. 
This is a key difference between classical and fuzzy sets, i. e. a classidal set has a unique 
membership function while a fuzzy set can have an infinite number of membership 
functions to describe it. This introduces flexibility because membership functions can be 
adapted to maximise their appropriateness for specific applications. This is especially 
useful where an exact mathematical model'of a system is not available. 
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Properties of a membership function often have the following three characteristics: - 
1. normality - the membership function allows a variable to have a membership value 
of unity for at least one specific value of the variable in question 
2. monotonicity - the closer the value of a variable is to the centre of a membership 
function, the closer a variables membership function is to unity 
3. symmetry - the membership value of variables equidistant from the centre of a 
membership function should have the same value 
Triangular membership functions as shown in Figure 4.5 exhibit these characteristics 
with the exception of the membership functions at each end of the term set. 
In order to make use of fuzzy membership functions an understanding of their 
mathematical operations is required. These are introduced in Section 4.4. 
4.4 Fuzzy Set Operations 
The mathematical fuzzy set operations can be defined in the same manner that classical 
set operations are, i. e. union, intersection and complement. 
Let the fuzzy sets A and B be defined on the universe of discourse U, with membership 
functions denoted by IIA and 9B respectively. The fuzzy function theoretic operations of 
union, intersection and complement of fuzzy membership functions can be defined as 
follows: 
4.4.1 Union 
The union of the fuzzy membership functions [LA and JIB on the universe of discourse U 
is described by the notation of Equation 4.4 and shown diagrammatically in Figure 4.6. 
PAUBM = MaX{PA(U), pB(u)), u r= U 
Equation 4.4 
Equation 4.4 in words can be written as: - 
The membership function for the union of the membership functions VA and gB on the 
universe of discourse U is the maximum value of the membership functions [LA or P13, 
element u belongs the universe of discourse U. 
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Figure 4.6. The membership function for the union of the membership tunctions 
[LA and pR on the universe of discourse U. 
4.4.2 Intersection 
The intersection of the membership functions ýIA and t1B, A r) B, is described by the 
notation of Equation 4.5 and shown diagrammatically in Figure 4.7. 
gAr)B(U)= min[ gA(U)g JIB(U)), ) UE 
Equation 4.5 
Equation 4.5 in words can be written as: - 
The membership function for the intersection of the membership functions VA and PB on 
the universe of discourse U is the minimum value of the membership functions PA or PB,, 
element u belongs the universe of discourse U. 
Figure 4.7. The membership function for the intersection of the membership 
functions PA and PB on the universe of discourse U. 
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4.4.3 Complement 
The complement of the fuzzy membership function [IA is described by the notation of 
Equation 4.6 and shown diagrammatically in Figure 4.8. 
gA(u) =I- pA(u), u c- U 
Equation 4.6 
Equation 4.6 in words can be written as: - 
The membership function for the complement of the membership function PA on the 
universe of discourse U is equal to one minus the membership flanctionftA, element u 
belongs the universe of discourse U. 
The fuzzy set operations described by union, intersection and complement describe the 
fuzzy set logical operations of AND, OR and NOT respectively as defined by Equation 
4.7, Equation 4.8 and Equation 4.9 respectively. 
[iA,, B(u) = min{PA(U), [LB(U)) (AND) 
Equation 4.7 
PAk. )B(U) ý MaX(PA(U),, PB(U)) (OR) 
Equation 4.8 
VA(u) =I- VA(u) (NOT) 
Equation 4.9 
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membership function IiA on the universe of discourse U. 
Chapter. 4_ 
, 
Of the three, the AND (min) and the OR (max) operators are the most frequently used 
fuzzy operators used with fuzzy controllers. 
4.5 Fuzzy Approximate Reasoning 
The ultimate aim of using fuzzy logic is to make a reasoned judgement about imprecise 
propositions. That is, for a given set of input values, make a reasoned decision about the 
value(s) of the output(s). With respect to fuzzy logic this reasoning is referred to as 
approximate reasoning (Zadeh 1976, Zadeh 1979). Two important fuzzy implication 
inference rules are the Generalised Modus Ponens (GMP) and the Generalised Modus 
Tollens (GMT). 
Modus Ponens is commonly used in forward-chaining rule-based expert systems. It is 
used to find the truth value of a consequent (output) given the truth value of the" 
anecdote (input). For example: 
If 
And A implies B 
Then B 
(General Modus Ponens) 
i. e. given that A is true and A implies B, then B is also true (McNeill and Thro 1994) 
This means that A implies B, but B does not necessarily imply A. 
Modus Tollens, meaning "denial mode", 
expert systems. For example: 
is commonly used in backward-chaining 
If 
And A implies B (General Modus Tollens) 
Then A 
i. e. given that B is false and A implies B, then A is also false (McNeill and Thro 1994) 
For the purposes of the current research project the General Modus Ponens, i. e. the 
forward chaining method, is used as the implication method. An example of fuzzy'ý 
reasoning using the Generalised Modus Ponens implication method is given below: 
Consider the basic operation of a warm air heating system for a zone in a building. The 
heating system consists of a water heating coil to heat the air, a valve to control the flow 
rate of the hot water to the heating coil and a control system for regulating an actuator 
attached to the valve. The room temperature can then be controlled by altering the flow, 
rate of hot water through the heating coil. The zone temperature and rate of change of 
zone temperature are input values to the controller while the desired valve position is the 
output. 
The linguistic variables to be used by a fuzzy controller are defined by the membership 
functions of zone temperature (T), rate of change of zone temperature (dT) and heating 
coil valve position (V). The linguistic variables for each Term Set (TS) are defined as 
membership functions on specific universes of discourse as follows: 
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Input Term Sets (anecdotes) 
TS (zone temperature) = TS ( T) = (low, neutral, high) 
TS (rate of change of zone temperature) = TS {dT) = (negative, zero, positive) 
Output Term Set (Consequent) 
TS (heating coil valve position) = TS(V) = (closed, medium, fully open) 
The membership functions for input and output Terrn Sets arc shown diagrammatically 
in Figure 4.9. 
Inputs (Anecdotes) Output (Consequent) 
E 
E 
mImI 
vm 
0-P. 0 No- 0 Ill. T dT v 
Figure 4.9. Membership functions for the Term Sets zone temperature (T), rate of 
change of zone temperature (dT) and heating coil valve position (V). 
The rule base would normally consist of 32=9 rules, i. e. the number of membership 
functions on each input universe to the power of the number of inputs. These rules, to 
illustrate the principle, could be: - 
1. IF (T is low) AND (dT is negative) THEN (V is fully open) 
2. IF (T is low) AND (dT is zero) THEN (V is medium) 
3. IF (T is low) AND (dT is positive) THEN (V is medium) 
4. IF (T is neutral) AND (dT is negative) THEN (V is medium) 
5. IF (T is neutral) AND (dT is zero) THEN (V is closed) 
6. IF (T is neutral) AND (dT is positive) THEN (V is closed) 
7. IF (T is high) AND (dT is negative) THEN (V is closed) 
8. IF (T is high) AND (dT is zero) THEN (V is closed) 
9. IF (T is high) AND (dT is positive) THEN (V is closed) 
Considering rules 2 and 4, i. e. 
2. IF (T is low) AND (dT is zero) THEN (V is medium) 
4. IF (T is neutral) AND (dT is negative) THEN (V is medium) 
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and the membership functions, as shown in Figure 4.9, it can be seen that it is possible 
for one input value, in this case T, to give two input membership values that have the 
same output consequent. This is the case for rules 2 and 4. Only one output value can be 
obtained for the membership value of "medium" and hence a method is required to 
determine this singular value, i. e. the consequent value to be used. 
A widely used method for determining this singular value is the "maximum of minimurn 
principle" or "max min principle". This uses the AND (min) and OR (max) fuzzy set 
logical operations to overcome the problem of the two rules having the same 
consequent. There are two steps to the procedure as described below and illustrated in 
Figure 4.10. 
Step I 
The minimum of the membership values for zone temperature (T) and rate of change of 
zone temperature (dT) is determined for rules 2 and 4 using the AND (minimum) 
operation, see Figure 4.10. This can be written, for rule 2 and rule 4 as Equation 4.10 
and Equation 4.11 respectively. 
Ilmedium, rule2 (V) = min( gi. (T), g,, ýu"j (dT)l (Rule2) 
Equation 4.10 
gmedium, ruIe4 (V) = min 
(9neutral M, gnegative (dT)) (Rule 4) 
Equation 4.11 
In words, Equation 4.10 and Equation 4.11 can be written as: - 
" Rule 2: the membership value for the "mediumý' output membership function Pmediwn 
by rule 2 is equal to the minimum membership value of the "medium" membership 
function mapped from the membership functions "low" on the universe of discourse 
"Temperature", plo,, (T), and the membership function "neutral" , tineutral (T), on the 
universe of discourse "rate of change of temperature", P,, ýutw (H). 
" Rule 4: the membership value for the "medium" output membership function by ru 
, 
le 
4 is equal to the minimum membership value of the "medium" membership function 
mapped from the membership functions "neutral" on the universe of discourse 
"Temperature", Pneutml (T), and membership function "negative" on the universe of 
discourse "rate of change of temperature", p,,, g,, tj, (dT). 
Step 2 
Rules 2 and 4 have the same consequent. i. e. "medium". The OR (maximum) operator is' 
used to determine the final value of the output consequent. This can be written, for the 
two rules being evaluated, as Equation 4.12. 
[imedium(V) "": MaX ( gmedium, rulc2 
(V)9 gmedium fule4 
(V)) 
Equation 4.12 
78 
Chapter 4 
In words the consequent for rules 2 and 4, i. e. Equation 4.12, can be written as: - 
the membership value for the "medium! ' membership function Pmedium is equal to the 
maximum membership value of the "medium" membership function mapped from the 
membership functions "medium", Rule 2, on the universe of discourse "Valve Position" 
and membership function "medium", Rule 4, on the universe of discourse "Valve 
Position" 
Hence, the consequent with the largest membership value for the medium membership 
function, i. e. of the two consequents shown as shaded in Figure 4.10 (Step 2), is the one 
selected, i. e. the selected consequent originates from Rule 2. 
Selecting the Output 
Mapping Input Membership Values to the Output Membership Functions Membership Value 
Rule 2 Minimum (Step 1) Maximum (Step 2) 
Plow VZOM Pmedium, ruls2 
I 
0 
t1noutral Negative Pmedium, rule4 
I 
0 
Rule 4 
Pmedium 
mcdium 
0A 
Figure 4.10. Schematic showing-the use of the maximum of minimum principle to 
evaluate the membership value where two rules have the same consequent for 
Rules 2 and 4. 
However, the above explanation is not the end of the procedure required. Other 
consequences are normally activated simultaneously due to the overlap of membership 
functions. The final value for the valve position is obtained by defuzzifying the values 
obtained for each consequent. This is described in Section 4.6.4 of this chapter. First, 
the theory of fuzzy control is considered. 
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4.6 Fuzzy Logic Controllers 
Previous sections described the basic principles of fuzzy logic, i. e. the concepts of 
membership functions, membership values and fuzzy operators. The four basic 
components of a fuzzy controller are shown within the broken line box in Figure 4.11. 
------------------------------------------------- 
Fuzzy Controller 
Knowledge 
Base 
comparator 
Fuzzifier Inference Defuzzifier i HVAC 
FDefw: 
ifiert--ý Engine System 
---------------------- ------------------------ - 
Feedback Loop 
Figure 4.11. Schematic of fuzzy building environmental control system. 
These components are: - 
4.6.1 Fuzzifier 
The ftizzifier takes specific numerical input data (crisp data), e. g. an error signal, and 
converts it into fiizzy values by assigning membership values to membership functions. 
The membership value of a crisp data point related to a membership function is 
calculated by drawing a vertical line where the crisp data point is located on the x-axis 
and drawing a line perpendicular to the location at which the vertical crosses the 
membership function. This is shown for the crisp input temperature of 16.5'C in Figure 
4.12. A crisp input value will normally possess differing degrees of membership to more 
than one membership function. In the example, a crisp input temperature of 16.5"C, has 
membership values for each of the membership functions for the comfort categories of 
cold, cool, slightly cool, neutral, slightly warm, warm and hot. However, only two 
membership functions have membership values greater than zero for the crisp input of 
16.5'C. 
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The membership value for each membership function shown in Figure 4.12 for tile 
temperature 16.5'C can be written as follows: - 
geold ' 01, g, i = 0.75, gslightly cool = 0.25, Ilneutral = 0, gslightty warm = 0,14warm ý-- 0, ghot ý-- 0 
Hence the fuzzifier of a controller is capable of converting a singular crisp input value 
into fuzzified input values defined by their degree of membership to each membership 
function. The information required for the calculations carried out by the fuzzifier are 
defined in the knowledge base. 
4.6.2 Knowledge base 
The knowledge base of a fuzzy controller comprises two components, a data base and a 
rule base. These contain the information necessary for the controller to operate and are 
described below. 
4.6.2.1 Data Base 
This contains the information which defines and links the linguistic definitions and 
physical variables for each universe of discourse. The limits of each universe of 
discourse are, defined and membership functions are assigned for each term set. 
Attached to the membership functions are the linguistic labels. Universes of discourse 
are defined for both input and output variables. For example, the membership functions 
defined for the temperature universe of discourse in Figure 4.12 would be defined in the 
data base given in Table 4.1 for the temperature term set. 
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Membership Temperature *C 
Function 10 12 14 16 18 20 22 24 1 26 28 30 32 
cold I I 1 0 0 0 0 0 0 0 0 0 
cool 0 0 0 1 0 0 0 0 0 0 0 0 
slightly cool 0 0 0 0 1 0 0 0 0 0 0 0, 
neutral 0 0 10 0, 0 0.5 , 1 0.5 0 0 0 0 
slightly warin 0 0 0 0 0 0 ,1 0 10 0 
warm 0 0 0 0 0 
1 
0 10 1 0 0, 
I hot 10 0 0 0 0 0 10 0 11 1 
Table 4.1. Membership functions for temperature defined for Figure 4.12. 
Table 4.1 in effect describes the location of the triangular membership functions on the 
universe of discourse "temperature" between the limits of IOT and 32T. 
4.6.2.2 Rule Base 
This contains expert knowledge in the form of linguistic statements or rules which are 
used for mapping, i. e. relating, input membership functions to the output membership 
functions which are of the form: - 
Rule: IF(Al isXI)AND(A2iSX2)AND(AiisXi)TIIEN(BI isYI)AND(BiisYi) 
where Ai is a universe of discourse and Xi is a membership function. To make this 
clearer consider the following rule as an example: - 
Rule: IF (zone temperature is low) AND (rate of change of zone temperature is zero) 
THEN (heating valve position is medium) 
For the above rule the universes of discourse are zone temperature, rate of change of 
zone temperature and heating valve position. The membership functions associated with 
this rule are "low", "zero" and "medium" on their respective universes of discourse. 
Various methods are documented in published literature for defining the rule base 
(Vadiee 1993). These include: 
Observation of Human Expert Operator Actions - The rules for the fuzzy rule base 
can be deduced from the observations of human experts familiar with the control of a 
physical process or system. By observing input-output data pairs and the operators' 
responses to these pairs the rules can be deduced. Pattern classification, clustering 
and statistical analysis are means of achieving this. The resulting systems are capable 
of mimicking the way in which human expert operators react after long periods of 
training and experience. The gathered information can readily be expressed in the form of IF-THEN rules. 
Expert Knowledge and Engineering Knowledge - Common senseý and the intuitive knowledge of experts, such as design engineers, about the physical process or system 
under investigation can be incorporated in the rules. 
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" Use of General Physical Principles - Where the physical principles and laws 
governing the dynamics of the system under consideration are known, possibly with 
only some certainty, these can be incorporated into the rule base. 
" Fuzq Model of the Process - Linguistic descriptions of the dynamic characteristics of 
a controlled process may be viewed as a fuzzy model of the process. A set of control 
rules may be deduced from the fuzzy model for obtaining the optimal performance of 
a dynamic system. 
" Based on Learning - Self learning or self organising fuzzy controllers have the ability 
to learn and adapt their rule base in order to obtain the optimal rule set or adapt to 
changing system characteristics. These types of system often incorporate artificial 
neural networks as their means of learning. 
4.6.3 Inference Engine 
The inference engine carries out the control reasoning process using the information 
stored in the knowledge base, i. e. the data base and the rule base. It takes the input 
membership values and relates them to the output membership functions using the fuzzy 
set logical operations and the rules defined in the rule base. It can be viewed as the 
mathematical computational engine of the fuzzy controller that implements the 
processes of calculation. 
4.6.4 Defuzzifier 
The final output of a fuzzy controller normally needs to be a crisp value which can be 
used for the control process, e. g. a signal to an actuator operating a valve. 
Defuzzification is the conversion of a fuzzy quantity to a precise quantity The 
defuzzifier takes the output membership function formed by the union of two or more 
output membership functions on the universe of discourse for tile output variable. For 
example, the union of the membership functions At and A2 in Figure 4.13 produces the 
membership function A3- 
ti AL A, 
11 AL 
A2 
0 u 
A. 3 
Figure 4.13. The union of membership functions Al and A2 to produce A3- 
83 
Chapter 4 
The defuzzifier is then required to defuzzify the membership function A3 to a singular 
crisp value. There are many defuzzification methods. Four of the more commonly used 
defuzzification methods are illustrated below. In Sections 4.6.4.1 to 4.6.4.4 the 
membership function for the union of the consequent membership functions is denoted 
by "A". 
4.6.4.1 Max-Membership Method (or Height Method) 
This method can only be applied to peaked output membership functions and is 
described by the algebraic expression of Equation 4.13. 
PA(U*) ý! PAM, for all uEU 
Equation 4.13 
In words Equation 4.13 can be written as: - 
The crisp output value u* is the maximum membership value of the membership 
function created by the union of the consequents, i. e. membership function A, u belongs 
to the universe of discourse U. 
This is shown graphically in Figure 4.14. 
I-t 
1- - 
0 
Figure 4.14. Defuzzification using the Max-Membership Method. 
4.6.4.2 Centroid Method (centre of area, centre of gravity method) 
This is one of the most commonly used methods of defuzzification and is described by 
the algebraic expression given by Equation 4.14. 
* 
1, u, (u) - udu 
JA(u) du 
Equation 4.14 
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where f denotes an algebraic integration. The centroid method of defuzzification is 
shown graphically in Figure 4.15. 
1- - 
Figure 4.15. The centroid method of defuzzification. 
4.6.4.3 Weighted Average Method 
This method can only be used for symmetrical output membership functions and is 
described by the algebraic expression given by Equation 4.15 and is shown graphically 
in Figure 4.16. 
PA (U) 
ZPAR 
Equation 4.15 
0.9-- 
0.5-- 
0 
Figure 4.16. The weighted average method of defuzzification. 
Each consequent membership ftinction is weighted by its maximum -Mue, i. e. values a 
and b. For the example shown in Figure 4.16 the result for the defuzzified value would 
be: - 
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u a(0.5) + 
b(O. 9) 
0.5+0.9 
Because this method of defuzzification is limited to symmetrical membership functions, 
the values a and b are the means of their respective shapes. 
4.6.4.4 Mean-max Membership Method (Middle of Maxima Method) 
This method is similar to that of the Max-Membership Method, except that the locations 
of the maximum membership can be a plateau instead of a single point. The algebraic 
expression describing this method is given by Equation 4.16 and is shown graphically in 
Figure 4.17. 
u*=a+b 2 
Equation 4.16 
0.9-- 
0.5-- 
0 
Figure 4.17. Mean-max membership method of defuzzification. 
4.7 Fuzzy Logic Controller Example 
The previous sections of this chapter have considered the theory of ffizzy logic and fuzzy control. As with the majority of theoretical explanations, a more practical example 
can aid the understanding of the subject. For this reason an example of a fuzzy 
controller capable, in theory, of maintaining a room temperature at a predetermined set 
point through the use of heating plant is considered. The brackets in the section heading indicate the component of the fuzzy controller to which the descriptions apply. The first steps involve defining the universes of discourse, term sets and membership functions for the input and output universes. 
4.7.1 Environmental Temperature Membership Function (Fuzzifier) 
For the purposes of this example it is assumed that all occupants would judge the zone 
temperature as completely neutral for temperatures between 20*C and 24'C with some 
also judging the temperature as neutral 2'C either side of this range. As the temperature 
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rises above or falls below these limits the proportion of occupants who become 
progressively too hot or too cold increases. This knowledge is embedded in the fuzzy 
controller within the fuzzific4tion interface as depicted by the membership functions in 
Figure 4.18. 
The fuzzifier converts a crisp zone temperature value into a weighted linguistic value by 
interpreting the membership value of this crisp value to the membership functions for 
the corresponding comfort classifications. The crisp value in this type of application 
would normally be a temperature sensor signal. Considering Figure 4.18 and assuming 
the zone temperature has a crisp value of 16.5'C then it would have a membership value 
of 0.75 to the "cool" membership function, 0.25 to the "slightly cool" membership 
function and zero for the remaining membership functions on the zone temperature 
universe of discourse (10T, 32'C). Hence, the crisp value can be considered as being 
related only to the linguistic categories "cool" and "slightly cool" with any consequence. 
The membership values of the membership functions are now representative of the 
human response to this temperature environment. 
4.7.2 Fuzzy Membership Functions for the Control Action (Defuzzifier) 
In this example membership functions are defined for the control output of heat input 
into the zone, see Figure 4.19. For example, the membership function "large -" 
represents an arbitrary heat input of minus 4 or less, i. e. a large amount of cooling. The 
control action, e. g. the valve position (V) is defined on the universe of discourse V(-10, 
10). The membership functions and linguistic labels for the control action, or output, are 
defined in the data base of the knowledge base. 
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Figure 4.19. Fuzzy membership functions for control output (cooling -ve, heating 
+ve). 
After the input and output membership functions have been defined and the crisp input 
data point has been fuzzified into a fuzzy input value the inference engine then carries 
out the mapping of the fuzzy input values to the output membership functions using the 
knowledge base. 
4.7.3 Mapping of the Fuzzy Input to the Fuzzy Output (Knowledge Base) 
The inference engine uses the knowledge base, which defines the input and output 
membership functions, to relate a fuzzified input membership values to a fuzzy output 
membership functions using the set of linguistic rules defined in the rule base. These are 
in the form of IF-THEN rules as discussed in Section 4.6.2.2. The IF-THEN rules for 
the considered fuzzy controller could take the following form: - 
I. IF (zonetemp is hot) THEN (plant is large-) 
2. IF (zonetemp, is warm) THEN (plant is medium-) 
3. IF (zonetemp, is slightly warm) THEN (plant is small-) 
4. IF (zonetemp is neutral) THEN (plant is zero) 
5. IF (zonetemp is slightly cool) THEN (plant is small+) 
6. IF (zonetemp is cool) THEN (plant is medium+) 
7. IF (zonetemp is cold) THEN (plant is large+) 
where 
f, d large-" "large minue' i. e. a large amount of cooling 
"large+" "large plue' i. e. a large amount of heating 
For a single parameter ftizzy system as described regarding temperature, a basic 
assumption is that the ftizzified control output membership function will be affected to 
the same degree as the input membership function from which it is mapped, by the rule 
base. This is known as the extension principle Zadeh (1965). The theoretical discussion 
regarding the "Maximum of Minimum" principle in Section 4.5 is not required in this 
large - medium - small - zero small + medium + large + 
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example as each input membership function is mapped to only one output membership 
function by a rule and so the maximum membership value for each input membership 
function of each rule is considered. For the zone temperature under consideration in this 
example of 16.5'C, the input membership functions "cool" and "slightly cool", are 
mapped, via rules (6) and (5), to the output membership functions "medium+" and 
"small+" respectively. The output membership functions will possess the same 
membership value as the corresponding input membership function. Thus, the degree to 
which the membership functions will be affected for the outputs "medium+" and 
"small+" are 0.75 and 0.25 respectively, see Figure 4.20. Although rules (5) and (6) 
would appear to be the only rules under consideration, rules (1), (2), (3), (4) and (7) are 
also operational. However, the membership values for these input membership functions 
are zero for a crisp input of 16.5'C and the rules arc affected to zero degree. The 
resulting membership values of the corresponding output membership functions are 
therefore also zero by the extension principle. 
Linguistic Rules 
12 
I I 
(5 and 6) 
ifcool then 
medium + medi, 
+ en MMA + 
04 
----------- 
04 
41 3 
40 4 10 
MGIM MPA (&bMy $=I. ) 
Fuzzy Control Output 
Figure 4.20. Fuzzy input membership functions and output memlýirship functions 
for an input of 16.5*C. Grey shaded areas indicate the membership values for the 
input of 16.5*C. 
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4.7.4 Converting from Fuzzy to Crisp Output (Defuzzification) 
This is carried out by the defuzzifier and can be achieved using many different methods 
as discussed in Section 4.6.4. The fuzzy output is the union of the affected output 
membership functions, i. e. the shaded area of the output membership functions "small+" 
and "rnediurn+" in the example, see Figure 4.20. 
If the weighted average deftizzification method, as described in Section 4.6.4.3, is used 
the result is described by Equation 4.17. 
u 
(2 x 0.5) + (4 x 0.75) 
= 3.5 0.25 + 0.75 
Equation 4.17 
Using the centroid method, as described in Section 4.6.4.2, the defuzzification process 
results in a crisp output of approximately +3.5 arbitrary units, i. e. heating, see Figure 
4.21. 
0.9. - 
0.7 Medium + 
> 0.6 Small + membership 
function 
membership function effected by 0.75 0.5 effected by 0.25 
0.4-- 
E 0.3. - 
(1) 
02 
0.1 
o 4- 
-10 -8 -6 -4 -2 024 6 io 
Heat Input (arbitrary scale) 
Figure 4.21. Defuzzification of the union of the "small+" and "medium+7 
membership functions using the centroid method. 
The fuzzy controller output value could be used to control the HVAC heating plant via 
an actuator. As the temperature within the space changes the sensor value changes and 
the fuzzy controller re-evaluates the new heating / cooling valve position required for 
the heat input into the space. 
The example described shows the basic principles and theory of a fifizy environmental 
temperature control system. It has shown that for an input of 16.5'C an output of +3.5 
arbitrary units of the heating plant is inferred. The example is analogous to conventional 
proportional control. In order to eliminate the inherent offset from the set point obtained 
using proportional type controllers a derivative control action is a recognised method of 
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achieving the desired effect. This was investigated in detail during the research project 
and is presented in chapter 8. 
In practical systems a key advantage of using fuzzy, logic is that control decisions can be 
made on the basis of more than one input variable by defining multiple input universes 
of discourse. The demonstration of the fuzzy control process using one crisp input 
parameter was aimed at facilitating the reader's understanding. 
With respect to environmental control, the concept of fuzzy sets offers several benefits, 
including: - 
" fuzzy control does not require an exact mathematical model of the control process 
" modelling of ftizzy conditions and requirements allows the possibility of 
implementing effective control strategies 
" non-linear processes can be modelled 
the control system is capable of approximate reasoning and decision making 
multi input and output parameter systems can be controlled 
(Ross 1995) 
This thesis describes the research carried out to utilise these advantages and model a 
building environmental controls system which maximises the environmental comfort, 
cost and energy efficiencies. 
4.8 Conclusions and Discussion 
The theory of fuzzy logic and fuzzy control described in this chapter showed how fuzzy 
logic can handle the concept of partial truth values which lie between completely true 
and completely false in a similar way to human thought processes. This provided the 
possibility of constructing fuzzy controllers which incorporate human expert knowledge 
and thus the solution of control problems using an easily understood methodology. 
Further, fuzzy logic enables the building of controllers which can solve problems for 
which exact mathematical models do not exist. This can also allow control problems to 
be solved where a solution using conventional techniques may be very complex. 
The research project described in this thesis aimed to take advantage of the benefits 
offered by fuzzy control. One of the more interesting aspects of fuzzy controllers was 
considered to be their ability to deal with multi-input and multi-output parameter 
systems. Control of indoor environmental quality while providing energy and cost 
efficiency with respect to the operation of HVAC building services equipment 
represents a multi-variant problem that does not have a simple "best solution" answer. 
Hence the development of a computer model to assess the usefulness of applying fuzzy 
control to such a multi-variant problem represented a sensible platform for research into 
this area. To achieve this goal, thermal, moisture (relative humidity) and air quality 
parameters were taken as the inputs to the controller. The outputs considered were 
heating, cooling, humidification, dehumidification and fresh air ventilation rates. 
Complex interactions exist between these parameters and hence fuzzy logic was capable 
of providing an easily understood control methodology. Conventional control algorithms 
would be more difficult to implement for this multi-variant problem. The 
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- 
implementation of the theory discussed in this chapter is described in Chapters 7,8,9 
and 10. 
4.9 References 
von Altrock (1995). FuzU Logic and Neurofuzzy Applications Explained. Prentice Hall, 
Englewood Cliffs, NJ 07632. 
Fanger, P. O. (1972). Thermal Comfort - Analysis and Applications in Environmental 
Engineering. McGraw-Hill. 
Kosko, B. (1993). Fuzzy Thinking. Harper Collins, Glasgow, UK. 
McNeill, F. M. and Thro, E. (1994). Fuzzy Logic -A Practical Approach, Academic 
Press, London, ISBN 0-12-485965-8. 
Ross, T. J. (1995). Fuzzy Logic with Engineering Applications. Mc-Graw Hill, London. . 
Vadiee N. (1993). Fuzzy Rule-Based Expert Systems - Parts I and 11. In: M. Jamshidi, 
N. Vadiee, and T. Ross, (eds. ), Fuzzy Logic and Control: Software and Hardware 
Applications, Prentice Hall, Englewood Cliffs, New Jersey, Chapters 4 and 5. 
Yen, J., Langari, R., and Zadeh, L. A. (1995). Industrial Applications ofFuzzy Logic and 
Intelligent Systems. IEEE Press, New York, ISBNO-7803-1048-9, IEEE Order Number: 
PC4002. 
Zadeh, L. (1965). Fuzzy Sets. Inf. Control,, Vol. 8, pp. 28 - 44. 
Zadeh, L. (1976). The Concept of a Linguistic Variable and its Application to 
Approximate Reasoning - Part 3. Inf. Sci., Vol. 9, pp. 43 -80. 
Zadeh, L. (1979). A Theory of Approximate Reasoning. In: J. Hayes, D. Michie, and L. 
Mikulich (eds. ), Machine Intelligence, Halstead Press, New York, pp. 149 - 194. 
92 
Chapter 5 
5. One Zone Dynamic Model -, "Free 
Runningyy Building Components 
Theory 
Nomenclature 
transient heat transfer constant (m2/s) 
surface slope () 
Y surface azimuth angle 
8 declination angle C) 
At simulation time step (seconds) 
AX building partition division thickness (m) 
C surface emissivity (dimensionless) 
ei emissivity of surface i (dimensionless) 
latitude C) 
0 angle of incidence 
0Z zenith angle () 
Ot transmission angle 
G Stefan-Boltzmann Constant;: = 5.670 x 10-8 
(W/M2 K 4) 
P density of material (kg/M3) 
Pair density of air (kg/M3) 
Pg reflectance of the ground (dimensionless) 
'r(O) glass layer transmittance at angle of incidence 0 (dimensionless) 
TO glass layer normal transmittance (dimensionless) 
Tpara transmittance parallel to plane of incidence (dimensionless) 
Tperp transmittance perpendicular to plane of incidence (dimensionless) 
(D hour angle 0 
Afl,,., zone floor area (M) 
A8 area of the g azmg M2 
Ai area of surface i (m ) 
b(O) attenuation factor at angle of incidence 0 (dimensionless) 
b. attenuation factor normal angle of incidence(dimensionless) 
Bi Biot Number (dimensionless) 
Bij internal surface Biot Number (dimensionless) 
Biý external surface Biot Number (dimensionless) 
C(O) ratio of the cosine of the transmission angle to the cosine of the 
angle of incidence (dimensionless) 
CP specific heat capacity (J/kgK) 
cpair j1 
3 
specific heat capacity air Q/kgK, M K) 
C cloudiness factor (dimensionless) 
ci view coefficient for radiant heat input (dimensionless) 
C02* C02 removal rate from zone (g/s) 
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C02 ainb 
Co, nat 
C() 2 OCCUP 
C02 zxme 
d 
F. 
gamb 
gZone 
Gdirect plant+casual 
Gscat plant+casual 
Gi 
Gsurf 
h 
hi 
h, 
h, 
H 
Idiffusemean 
IHtotal 
IHdiffuse 
IHdirect 
Ildiffuse 
Ildirect 
Ilgref 
lit, t, i 
IL 
k 
L 
Mriat 
mmcup 
n 
nd 
MC02 
Mnat 
MICCUP 
tot 
N 
Pequipment 
Plights 
Poccupants 
qint 
qi surfrad 
qrad 
Qequipment 
Qglass 
ambient air carbon dioxide concentration (g/m3) 
removal rate of carbon dioxide due to natural infiltration (g1s) 
total metabolic C02 production rate of occupants (g/s) 
zone air carbon dioxide concentration (g/M3) 
thickness of glass layer (in) 
Fourier Number (dimensionless) 
moisture content of ambient air (g/kg) 
moisture content of zone air (g/kg) 2) direct radiant plant and casual gains (W/m 
scattered radiant plant and casual gains (W/M2) 
solar gain (W/m2) 
surface radiation (W/m2) 
convective heat transfer coefficient (W/m2K) 
er coefficient (W/m2K) internal surface convective heat transf 
external surface convective heat transfer coefficient (W/mýK) 
external surface radiative heat transfer coefficient (W/M2 K) 
surface height (m) 
mean surface diffuse irradiance (including scattered) (W/m2) 
total radiation on a horizontal surface (W/mý) 
diffuse radiation on a horizontal surface (W/m2) 
direct radiation on a horizontal surface (W/M2 
diffuse radiation on an inclined surface 
ýW/V) 
'W 
direct radiation on an inclined surface (W/M2) 
ground reflected radiation on an inclined surface (W/M2) 
total radiation on an inclined surface (W/M2) 
long wave thermal radiation loss to sky (W/m2) 
thermal conductivity (W/mK) 
water latent heat of evaporisation (J/g) 
natural ventilation air mass flow rate (kg/s) 
metabolic moisture generation rate (g/person/s) 
refractive index (n 1.52 for glass) 
day number (Jan 1" 1, Dec 31"=3 65) 
metabolic C02 production rate(g/s/person) 
moisture gain rate due to natural ventilation (Vs) 
total metabolic moisture generation rate (g/s) 
number of occupants (persons) 
proportion of sensible heat gain which is in the form of radiant heat 
for equipment (dimensionless) 
proportion of sensible heat gain which is in the form of radiant heat 
for lighting (dimensionless) 
proportion of sensible heat gain which is in the form of radiant beat 
for occupants (dimensionless) 
internal surface heat transfer rate (W/m) 
total surface radiant gain (W/m 2) 12 
radiant heat transfer to internal surface (W/m 
total sensible heat gain from equipment (W) 
rate of glass heat transfer (W) 
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Qj radiant heat gain to surface j (W) 
Qlights total sensible heat gain from lighting (W) 
Qnat latent rate of latent energy transfer to zone air by natural ventilation (J/s) Qoccupants total sensible heat gain from occupants (W) 
Qradiantgains total radiant gain from equipment, lights and occupants (W) 
Qsens nat rate of sensible heat transfer to zone air (W) 
Rb the ratio of direct radiation incident on a tilted surface to that on a 
horizontal surface (dimensionless) 
Ri, t mean effective 
iffadiance (W/m 2) 
Rr, surface resistance (m2K/W) 
R, j 
2Y internal surface resistance (in cm) 
R. so external surface resistance 
(M2 K/W) 
RHzone zone relative humidity (%) 
SMC Tei saturation moisture content (g/kg) at zone temperature CQ 
tpara surface transmittance parallel to plane of incidence (dimensionless) 
tPerp surface transmittance perpendicular to plane of incidence 
(dimensionless) 
Tair air dry bulb temperature CQ 
Ta. external air temperature (K) 
Tceiling ceiling surface temperature CC) 
Tel internal air temperature (K) 
TIO external sol-air temperature (K) 
Tfloor floor surface temperature CC) 
Ti temperature of surface i CC) 
TMU mean radiant temperature CC) 
Trear rear and side wall surface temperature CC) 
T resultant resultant air temperature CC) 
TSO the external wall outer surface temperature (K) 
Twall exterior wall inside surface temperature CC) 
Twindow window surface temperature CC) 
U9 U-value (thermal insulation) of glass (W/m 2 K) 
v wind speed (m/s) 
Vnat natural ventilation rate (m3/s) 
x building partition thickness (in) 
xC extinction coefficient for a material (in" 
ZMCTei zone moisture content (g/kg) at zone temperature CC) 
5.1 Introduction 
For the purposes of the development of the fuzzy control strategies described in 
Chapters 8,9 and 10, a dynamic computer model of the behaviour of the building fabric 
and internal environmental conditions for a building zone was required that exhibited 
characteristics similar to real buildings. The model developed was a. ýingle zone model 
representing a single office unit with a width of 10m, depth of 5m and height of 3m. 
One face of the zone was exposed to the external environment and contained a window, 
allowing solar radiation to enter the zone interior. The development of the model of the 
single building zone was carried out using Matlab and Simulink software. 
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This chapter is concerned with the development of the basic one zone model which 
takes account of the thermal properties of the construction materials, weather variables, 
occupancy gains from people and machinery and infiltration of external air. Themoidel 
described in this chapter represents a free running building zone where there was no 
intervention in the form of heating and cooling, humidity control or mechanical 
ventilation. The development of the model to incorporate HVAC components'l is 
described in Chapter 6. 
The "free running" one zone model was compared with results obtained for an identical 
one zone model from simulations with Thermal Analysis Software (Tas), a software tool 
which simulates the thermal performance of buildings. This provided a benchmark 
against which the simulink model could be tested and its performance compared. 
This chapter first describes the Matlab and Simulink software used during the research 
project for modelling purposes. The theory of the one zone model developed using the 
Matlab and Simulink software is then described. Finally, the performance of the 
Simulink model is compared with results obtained from the Tas software to assess ýhe 
suitability of the Simulink model for carrying the development of the fuzzy control 
strategies. 
5.2 Matlab and Simulink Software 
Matlab was chosen as the platform on which to develop the one zone building model. 
The name "Matlab" is short for "Matrix Laboratory". Matlab is a powerful mathematical 
tool which provides a technical computing environment for high performance numeric 
computation and visualisation. Matlab integrates numerical analysis, matrix 
computation, signal processing, and graphics in an easy to use environment where 
problems and solutions are expressed just as they are written mathematically without the 
need for traditional programming techniques. Matlab is an interactive system whose 
basic data element is a matrix that does not require dimensioning. Matlab provides the 
platform on which Simulink operates. Simulink is a software package which allows 
modular based program elements to be represented in a graphical format. Standard 
function libraries are provided with the software package which enables the user , 
to 
construct system models graphically on the computer screen. Matlab also features ,a family of application specific solutions that are called "toolboxes! '. These are 
comprehensive collections of Matlab functions that extend the Matlab and Simulink 
environments to solve particular classes of problems. Toolboxes include those for neural 
networks, system identification, fuzzy logic and control. For the research project 
described in this thesis the "Fuzzy Logic Toolbox" was used and allowed the integration 
of fuzzy control strategies into the dynamic building model with reasonable ease. Figure 
5.1 shows schematically the way in which Matlab, Simulink and the Fuzzy Logic 
Toolbox are integrated to operate in conjunction with each other. Matlab is a level I 
program and will operate in isolation of the level 2 programs. Simulink and the Fuzzy- 
Logic Toolbox are level 2 programs and will not operate without thq Matlab program. 
The Fuzzy Logic Toolbox can interface with Matlab directly or can interface with 
Matlab through Simulink. 
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Level f 
Leve12 
Figure 5.1. Schematic relationships between Matlab, Simulink and the Fuzzy Logic 
Toolbox. 
To illustrate the manner in which Simulink uses graphical icons to build system models 
consider the Simulink representation of Equation 5.1 as shown in Figure 5.2 where t is 
the time in seconds. 
2t x3 
Equation 5.1 
The "clock" icon returns the system time. The simulation time step is set before 
simulations are commenced. If the simulation time step is set to I second and the 
simulation start time is set to zero in the example shown in Figure 5.2, the "clock" icon 
will return the values 1,2,3,4,5,6 . ......... at each successive time step. The "clock! ' 
values will then be multiplied by 2 ("constant" and "inner product" icons) and 
multiplied by 3 ("gain" icon). For the "clock7 values given, the values returned by the 
66gain" icon will be 3,12,18,24,30,36 ........... respectively. Icons such as the "clock" 
and "constant" functions are "sources" and have outputs only. Icons such as the "inner 
product" and "gain" carry out mathematical operations on the input(s) and return them 
as an output(s). The other two icons, i. e. "to workspace" and "auto-scale graph" icons, 
shown in Figure 5.2, are outputs. Output icons only receive values and store them in the 
Matlab workspace or show them graphically. The "to workspace" ic9n stores values in 
the Matlab workspace for later retrieval or manipulation. The "auto-scale graph" shows 
a graph during simulation that is automatically scaled for the y-axis input. Icons are 
joined by clicking on the output of an icon and dragging a line to the input of another 
icon. Multiple lines can be taken from the output of an icon. The simulink representation 
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of a model allows systems to be quickly constructed and allows the logic of a system to 
be readily traced visually. Output icons can be attached to any line to allow the output at 
any part of the model to be logged or viewed during simulation. 
2 
Constant To Workspace, 
Inner Gain 
Product 
Clock 
Me 
Graph 
Figure 5.2. Graphical representation of Equation 5.1 as a simple Simulink model. 
Simulink uses the Matlab program as its computational engine for performing 
simulations. Due to the complexity of the one zone model, Simulink provided a suitable 
development tool where bugs and problems could be easily traced graphically and fixed. 
The Matlab, Simulink and Fuzzy Logic Toolbox combined provided the required 
integrated software tool necessary to obtain the objectives of the research project. 
Further details on the operation of the software used for the research described in this 
thesis can be found in the Matlab User Guide (Math Works 1992a), the Simulink Users 
Guide (Math Works 1992b), and the Fuzzy Logic Toolbox Users Guide (Math Works 
1995). 
5.3 General One Zone Building Model Configuration 
The one zone model is represented by a single cell within a building such as is common 
in repeated cellular office buildings, see Figure 5.3. It is assumed that all adjacent zone 
environmental conditions are identical to that of the zone being considered during 
simulation. Therefore the internal walls, ceiling and floor are adiabatic about their mid- 
planes. The external wall is subjected to varying external air temperatures, solar gains, 
and wind speeds due to dynamic ambient weather conditions . Internal surfaces are 
subject to dynamic solar gains due to the presence of the window in the external wall,, 
which allows solar radiation to enter the zone. 
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3m Windc 
6m 
i 14 0-1 
Window Area -9 M2 
Outer Wall Area - 21 m2 
Inner Wall Area - 60 m2 
Floor Area - 50 m2 
Ceiling Area - 50 m2 
lom 
Z. Jjo 
Figure 5.3. Schematic of the building cell for the one zone dynamic model. 
For the purposes of simulation the temperature, humidity and carbon dioxide 
distributions are assumed to be uniform throughout the zone. However, time delays were 
introduced with regard to the sensor measurements to simulate the time delay associated 
with environmental parameter measurement. 
Hourly weather data files from Thennal Analysis Software (Tas) (EDSL not dated) were 
used as the source for external environmental conditions, i. e. temperature, humidity, 
wind speed and solar radiation. This allowed a benchmark assessment of the Simulink 
model performance against a fully developed, commercially available software package. 
The dynamic model created using Matlab and Simulink described in this chapter 
calculates the internal environmental conditions as a result of the external environmental 
parameter variation and interaction with the building components for a free running 
building. This chapter does not consider the HVAC components or their control. 
However, Figure 5.4 shows the schematic of the zone and HVAC plant arrangement for 
the one zone model for clarity. The HVAC model components and the controls 
components are considered in Chapter 6. 
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Air Cooling Coil 
Air Heating Battery 
Air Humidifier 
Air 
Inlet Carbon Dioxide Sensor Solar 
Temperature Sensor - People 
Gains 
Relative Humidity Sensor - 
Machines 
Carbon Dioxide Sensor A( 
Occup)ied 
Air Mixing Damper Zone 
emperature Sensor 
Air ( 
so Humidity Sensor 
A all Outlet 
Floor, internal walls and ceiling are adiabatic surfaces 
Figure 5.4. Schematic of the Simulink one zone model including HVAC plant 
components. 
5.4 Parameters Effecting Zone Environmental Conditions 
For the purposes of the research project these were divided into three categories. Each 
category is listed below along with influences on its value. 
Temperature 
HVAC (energy input to zone from plant) 
People (number of, heat production of) 
Equipment (number of, heat production of) 
Solar Gains (radiation entering through window, conduction through external wall) 
Natural Infiltration (energy content of fresh air entering the zone) 
Relative Humidity 
HVAC (moisture exchange to zone from the building services plant) 
People (number of, moisture production of) 
Natural Infiltration (moisture content of external air entering zone) 
Carbon Dioxide 
HVAC (C02 exchange between internal and external air due to building services 
plant operation) 
People (number ofC02production of) 
Natural Infiltration(CO2exchange between internal and external air) 
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5.5 General Building One Zone Dynamic Model Theory' 
The one zone model developed using Matlab software essentially adopts an energy, 
moisture content and carbon dioxide concentration balance methodology, see Figure 5.5. 
External 
Temperature 
Occupants so 
External 
Relative Humidity 
t 
Infiltration / Exfiltration 
t 
Solar Gains 
External 
C02 Concentration 
z 
Zone 
" Temperature 
" Relative Humidity old Equipment 
" C02 concentration 
! 
Ii 
) 
IIVAC Plant 
Figure 5.5. Schematic of the energy, moisture and C02 concentration balance 
methodology adopted by the Simulink one zone model. 
It was assumed that fresh and recirculated air mixes adiabatically for the purposes of the 
model. It is also assumed that internal walls were structurally symmetrical, 
homogeneous and adiabatic about their mid-plane. This assumption allowed the thermal 
storage capacity of the wall half-thickness to be linked to the convective and radiative 
exchanges within the zone. 
The thermal interaction of the zone with the external environment using these 
assumptions is shown diagrammaticallY in Figure 5.6. 
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Adiabatic 
Partitions NVE 
Zone 
Tei T20 convection 
cc onduction 
Non-Adiabatic 
Partitions 
Figure 5.6. Thermal interaction of the Simulink one zone model with the external 
environment. 
5.6 One Zone Dynamic Model Theory 
The previous sections gave an introduction to the simulation software used and the 
general set up of the one zone dynamic model. The following sections give a detailed 
description of the Simulink simulation model theory. 
5.6.1 Solar Gains 
Available weather data for hourly averaged values of "Total" and "Diffuse" solar 
radiation on a horizontal surface was obtainable directly from Tas weather data files 
(EDSL not dated). The "beam" or "direcf' radiation is calculated as the difference 
between the total and diffuse radiation, see Equation 5.2. 
lHdirect ý lHtotal - IHdiffitse 
Equation 5.2 
However, values of solar radiation on a horizontal plane in their raw form are of limited 
use, especially with regard to the direct radiation, as values are needed for surfaces other 
than horizontal. With respect to the one zone model, solar radiation incident on the 
vertical plane is required to calculate the solar flux on external walls and solar radiation 
entering the zone through the window area. The first step involved in calculating these 
values was the determination of the solar angles between the building surface under 
consideration and the sun. 
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5.6.1.1 Deflnition of Solar Angles 
To calculate the value of direct radiation on a surface the angle between the surface 
under consideration and the sun was required. A relationship exists between the global 
location of a building, the orientation of a building surface, the angular position of the 
sun and the time of the day. The values of the solar angles, as defined in Figure 5.7, 
were required in order to ascertain the angle of incidence of direct radiation on the 
surface of a building. The horizontal solar direct radiation component can then be 
resolved for the radiation incident upon the inclined or vertical surface. 
Zenith 
Figure 5.7. Definition of solar angles between an inclined surface and the sun. 
Detailed descriptions of the solar angles and related definitions shown diagrammatically 
in Figure 5.7 are given: - 
Latitude (ý) - the angular location of the building on the Earth's surface. North is 
positive (+ve) and South is negative (-vc) in relation to the Equator, -90' -. 5 
ý :5 90* 
(Duffie and Beckman 1980). For the purposes of the model Kew, London is used as the 
location of the building, ý= 51.7*. 
Declination Angle (8) - the angular position of the sun at solar noon with respect to the 
plane of the equator, North positive, -23.45" :58< 23.45'. The declination angle is 
defined by Equation 5.3 (Duff ie and Beckman 1980). 
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(284 + nd 23.45 sin 360 
Equation 5., 3, 
Surface Slope ffl) the angle between the plane surface and the horizontal, -- 
0 :5 180'. For vertical surfaces 90' (Duff ie and Beckman 1980). 
Surface Azimuth Angle the deviation of the projection on a horizontal plane of the 
normal to the surface from the local meridian. South (zero), East (negative), Weýt' 
(positive), -1800: 5 y:! ý 1800 (Duff ie and Beckman 1980). In simple terms this describes 
the direction in which a surface faces. For example, a south facing wall has a surface 
azimuth angle (y) of 0'. 
Hour Angle (0 - the angular displacement of the sun East or West of the local meridian 
due to the rotation of the Earth on its axis at 15* per hour, morning negative, afternoon 
positive (Duffle and Beckman 1980). 
Angle of Incidence (0) - the angle between direct radiation on a surface and the normal 
to that surface (Duff ie and Beckman 1980). 
ZenithAngle (U - the angle between direct radiation and the normal to a horizontal 
surface. 
The angle of incidence (0) is related to the other angles by the Equation 5.4 (Duffie and 
Beckman 1980). 
cos(O) = sin(5)sin(ý)cos(P) - sin(8)cos(ý)sin(p)cos(y) + cos(8)cos(ý)cos(p)cos(co) 
+ cos(8)sin(ý)sin(P)cos(y)cos((o) + cos(8)sin(P)sin(y)sin(co) 
Equation 5.4 
For vertical surfaces facing due south, 90' and y= 0') Equation, 5.4 reduces to 
Equation 5.5. 
cos(O) sin(8)cos(ý) + cos(8)sin(ý)cos(co) 
Equation 5.5 
Equation 5.5 can also be written as Equation 5.6. 
COO) = cos(ý-P)cos(8) cos(co) + sin(ý-P)sin(8) 
Equation 5.6 ý 
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The zenith angle for horizontal surfaces, see Equation 5.7, is obtained by using Equation 
5.4 and setting the surface slope angle to zero, i. e. P= 0'. 
cos(o, )= sin(5)sin(ý) + cos(8)cos(ý)cos(co) 
Equation 5.7 
The angular relationships between vertical and horizontal surfaces is shown 
diagrammatically in Figure 5.8. 
direction of 
bmr, earn radiation 
normal to 
surface 
horizontal surface 
Figure 5.8. Relationship of angles for horizontal and vertical surfaces. 
Once the angle between a surface and the sun has been calculated the value of the direct 
radiation can be calculated. 
5.6.1.2 Direct (Beam) Radiation on an Inclined Surface 
This is calculated from the value of the ratio of direct radiation incident on a tilted 
surface to that on a horizontal surface (Rb) which is calculated from cos(O) and cos(O, ), 
see Equation 5.8. 
Rb = 
cos(o) 
cos(Ol. ) 
Equation 5.8 
The direct radiation incident on an inclined surface is given by Equation 5.9. 
Ildirect = lHdirect. X Rb 
Equation 5.9 
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5.6.1.3 Diffuse Radiation on an Inclined Surface 
The diffiise component is assumed to be isotropically distributed and can be calculated 
for an inclined surface using Equation 5.10. 
Ildiffuse ý lHdiffuse COS'(P) 
Equation 5AO 
5.6.1.4 Ground Reflected Radiation 
This is a ftinction of surface tilt, the diffuse radiation incident on a horizontal surface 
and the ground reflectance. The value of the ground reflected radiation incident on an 
inclined surface was calculated using Equation 5.11. 
ligref = pg lHtt. 1 sin2(p/2) 
Equation 5.11 
The ground reflectance, pg, typically has a value of 0.2 for soil. 
5.6.1.5 Total Radiation Incident on an Inclined Surface 
On a cloudy day the total radiation incident on an inclined surface can be calculated 
using Equation 5.12. 
Iltotal = Ilgref + lHdiffuse + RbIHdirect 
Equation 5.12 , 
For a clear day the total radiation incident on an inclined surface is calculated using 
Equation 5.13. 
Iitow = Iigref + Rb(lHdiffuse + IHdirect) 
Equation 5.13 
For the purposes of the Simulink model developed it was assumed that it was a cloudy day and the radiation is isotropically distributed. Hence, Equation 5.12 was used for all 
simulations. 
5.6.1.6 Solar Radiation Transmission Through Glass 
For vertical surfaces the equivalent angle of incidence for diffuse and ground reflected 
radiation is 600 (Duffie and Beckman 1980). For radiation incident at 60' the 
transmittance through glass is equal to 50% of the total. Applying this value allows 
diffuse and'ground reflected radiation to be treated as direct radiation. 
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Transmission of direct radiation through glass is dependent on the angle of incidence of 
the radiation with the glass surface. Figure 5.9 shows a schematic of the path of direct 
(Beam) radiation through a sheet of glass and the associated nomenclature for the 
angles. 
Exterior G lass Interior 
Beam Radiation 
Path 
Figure 5.9. Schematic for transmission of direct solar radiation through a single 
layer glass construction. 
The relationship between the angles is described by Snells Law, see Equation 5.14. 
sin(Ot 
sin 
n 
Equation 5.14 
The transmittance for each of the two surfaces is given by the Fresnel equations for 
polarisation perpendicular and parallel to the plane of incidence using Equation 5.15 to 
define the ratio of the transmission angle to the angle of incidence, see Equation 5.16 
and Equation 5.17 (EDSL not dated). 
CA cos(O, 
) 
cos(o) 
t 
4n. c(O) 
(I + n. c(O))' 
Equation 5.15 
Equation 5.16 
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4n. c(O) 
(n + c(O))' 
Equation 5.17 
If the layer is absorbing, the factor by which the ray is attenuated on passing through is 
described by Equation 5.18. 
x, d b(O) = expý 
cos(o, 
Equation, 5., Iý 
By setting 0 to zero, i. e. normal incidence, and rearranging Equation 5.18 the result is 
given by Equation 5.19. The "o" subscript in Equation 5.19 to Equation 5.22 denotes 
evaluation at 0=0. 
b(O) = bO ', ) 
Equation 5.19 
To calculate b,, Equation 5.20, Equation 5.21 and Equation 5.22 were used for the 
dynamic one zone model. 
bo -r. r, 
2, 
+21-. 
4 r. ' 
12 t4t8 
00 
where 
to = 
4n 
1)2 (n + 
r, =I -to 
Equation 5.20 
Equation 5.21-' 
ý- - 
Equation 5.22 
Analysis of an infinite number of internal reflections (EDSL not dated) shows that the 
transmittance of the complete layer, for the two polarisations, are given by Equation 
5.21 and Equation 5.22, and the use of Equation 5.23 and Equation 5.24. 
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T 
bt'perp 
perp 22 (I - rý, Pb 
Equation 5.23 
bt'para 
para 22 rýara b 
Equation 5.24 
where 
rperp ""ý I- tperp 
Equation 5.25 
rpara ý-- I- tpara 
Equation 5.26 
The transmittance of the layer for randomly polarised radiation is found by averaging 
the two polarisations, see Equation 5.27. 
T p,:, p 
(0) T 
p. 
Equation 5.27 
The model assumes that the direct and diffuse solar radiation which passes through the 
glazing is distributed over the interior surfaces of the zone on an area weighted basis. It 
is also assumed that 88% of the energy is absorbed by the walls and 12% is rcflected 
back out of the window (EDSL not dated). 
5.6.2 Zone Fabric Temperatures and Energy Storage 
It was necessary to calculate fabric surface temperatures, i. e. walls, floor and ceiling, in 
order to calculate the convective heat transfer a) to the zone from the internal surfaces, 
and b) to external environment from the exterior surface of the exterior wall. 
The temperatures within partitions are also required to calculate the conductive heat 
transfer through the materials making up the zone enclosure as well as their thermal 
storage characteristics. The thermal mass of the materials introduces time delays in the 
thermal response of the zone conditions to varying weather conditions and other 
influences on the zone such as building services. Therinal storage chgacteristics of the 
zone structure were 
' 
implemented within the Simulink model using an explicit finite 
difference method (Incropera and de Witt 1990). 
The assumptions made during these calculations were: - 
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" one dimensional heat transfer 
" transient heat transfer 
" constant material properties 
" homogenous material 
5.6.2.1 Exterior Wall - Fabric Temperatures and Energy Storage 
The exterior wall was modelled by dividing the wall into four sections, through the 
vertical plane, of equal width with five nodes as shown in Figure 5.10. 
Wall 
Interior 
TI T2 T3 T4 T5 
Exterior 
T6 T. 
qw 
3 44 
Ax 
2 
go lip 
x 
Figure 5.10. Schematic of the explicit finite difference model used for the exterior, 
wall. 
The explicit finite difference model uses a set of equations which are solved' 
simultaneously and updated at each time step as required by the Simulink model. To, 
simplify the final equations, the Biot Number (Bi), Thermal Diffusivity (Alpha) and 
Fourier Number (170) are defined by Equation 5.28, Equation 5.29 and Equation 5.30 
respectively. 
Bi= 
hAx 
= 
Ax 
(B iot Number) 
k Rsk 
k 
lpha) 
pcp 
Equation 5.28 
Equation 5.29 
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F. aAt F. (Fourier Number) Tx 
Equation 5.30 
The explicit finite difference method uses an energy balance method to calculate the 
nodal equations which describe the characteristics of the wall. 
The nodal equations for Figure 5.10 are given by Equation 5.31 to Equation 5.35. 
Nodel 2F,, (BiiTei+T2'+qradAX/k)+TIP(l - 2FoBij - 2F,, ) =TIP+' 
Equation 5.31 
Node 2 F. (TIP + T3p) + (I - 2F. )T2p = 
T2p+l 
Equation 5.32 
Node 3 F. (T2P + T4P) + (1 - 2F. )T3p = T3p+ 
Equation 5.33 
Node 4 F. (T3' + T5P) + (I - 2F. )T4P = 
T4P+' 
Equation 5.34 
Node 5 2F. (BU,. + T4P) + T5P(I - 2FBi. - 2F. ) = T5P+l 
Equation 5.35 
where 
P= previous time step 
P+1= current time step 
The remaining terms in the nodal equations not so far defined are given by Equation 
5.36 and Equation 5.37. 
T,. = (aIt,, ti - cILA. +Ta. 
Equation 5.36 
IL = 21 - 17C 
Equation 5.37 
The external surface resistance is calculated using Equation 5.38. 
+ 
Equation 5.38 
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The tenns used in Equation 5.3 8 are defined by Equation 5.39 and Equation 5.40., 
5.8 + 4.1v 
3 4crTso 
Equation 5.39 
Equation 5.40 
For the external wall, T,. in Equation 5.40 is defmed by Ts in Figure 5.10. 
For vertical surfaces the internal surface convective heat transfer coefficient is defmed 
by Equation 5.41 and Equation 5.42. 
hi + 1.23(T4 - Tei)15 -- 
Equation 5.41 
hH= (670.656H 6+ 120.43HS . 7)-1/6 
Equation 5.42 
The internal heat transfer coefficient defined by Equation 5.41 can be expressed as a 
surface resistance using Equation 5.43. 
Rsi 
hi 
Equation 5.43 
The heat transfer from the internal surface of the external wall to the zone is defined by 
Equation 5.44. 
q Rsi 
Equation 5.44 
Equation 5.44 can be redefined using the internal convective heat transfer coefficient as_' 
Equation 5.45. 
qi,, t = hi(Ti - Tj) 
Equation 5.45 
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For the purposes of the Simulink model, the heat transfer rate (qi,, t), defined by Equation 
5.45, represents the required value of the energy transfer rate to the internal zone air 
from the external wall. 
5.6.2.2 Internal Walls, Floors and Ceilings - Fabric Temperatures and Energy 
Storage 
Surface and internal material temperatures of internal partitions, i. e. walls, floor and 
ceiling, are calculated using the explicit finite difference method with three sections and 
four nodes, see Figure 5.11. 
Wall 
TI 17 T3 T4 Interior Zone 
Tie 
Adiabatic 
Surface 
P2 34 
II1 --0 .- qmd 
Ax r, 
- Ax 2 
go No- 
x 
Figure 5.11. Explicit finite difference model for internal walls, ceiling and floor. 
The Biot Number, Alpha and the Fourier Number are defined by Equation 5.28, 
Equation 5.29 and Equation 5.30 respectively as for the external walls. 
The nodal equations are defined by Equation 5.46 to Equation 5.49. 
Node 1: 2F. (T2P + TIP) + T, = T, P+I 
Equation 5.46 
Node 2: F. (TIP + T3P) + (I - 2F. )T2P = T2P" 
Equation 5.47 
Node 3: F. (T2P + T4P) + (I - 2F. )T3P = T3p+l 
Equation 5.48 
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Node 4: 2FO(BijTcj + T3P + qAYA) + T4P(I - 2FoBii - 2F. ) = T4ý" 
Equation 5.49 
For vertical surfaces, i. e. the internal walls, the convective heat transfer coefficient is, 
described by Equation 5.50 and Equation 5.51 (EDSL not dated). 
hi IP + 1.23 (T4 T 01/3 
Equation 5.50. 
where 
hH = (670.656H 
6+ 120.43H8 
Equation 5.51 
For horizontal surfaces with a downward heat flow, i. e. the ceiling, the convective heat 
transfer coefficient is described by Equation 5.52. 
hi = 0.6((T4 _T e, )/H2)1/5 
Equation 5.52 
For horizontal surfaces with an upward heat flow, i. e. the floor, the convective heat 
transfer coefficient is described by Equation 5.53. 
hi = 1.63(T4 - T, i)ln 
Equation 5.53 
The heat transfer from the internal surfaces to the zone is described by Equation 5.54. 
(T4 - Te qj. Rsi 
j) 
Equation 5.54 
Equation 5.54 can be redefined using the internal convective heat transfer coefficient'is Equation 5.55. 
qint = hi(T4 - T, j) 
Equation 5.55 
For the purposes of the simulink model, the heat transfer rate (qi,, t), defined by Equation 5.55, represents the required value of the energy transfer rate to the internal zone air from internal surfaces. 
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5.6.3 Zone Temperature 
The Simulink model uses an energy balance method to determine the zone temperature. 
The model calculates the quantity of energy added or removed from the zone air at each 
time step. This change in energy content of the zone air is added to or subtracted from 
the total energy content of the zone and stored in an integration function within the 
model. With knowledge of the specific heat capacity of the air, the temperaturc is 
calculated and made available to other parts of the model by means of a conversion 
factor. 
For each Joule of energy added to or removed from the zone air, there will be a 
corresponding dry bulb temperature change. The model used j/M3 as the unit of energy 
content for air. The temperature chan e of the air for each joule of energy added to or 
subtracted from the volume of 150 m was calculated in the model using the following 
conversion factors. 
p,, i, = 1.21 k g/M3, CPair = 10 12 J/kgK 
therefore 
Cp,, i, = 1224.52 j1m 
3K 
For a room volume of 150 m3, i. e. 10m x 5m x 3m. 
Temperature change per Joule 
I- 
(K/J) 
1224.52 x 150 
= 5.44310151 X 10-6 (K/J) 
Various sources add or remove energy to or from the zone air. Those used in the 
Simulink model are described below. 
5.6.3.1 Glass Conductive Heat Transfer 
Glass has a very small capacitance. The heat transfer across the glass was therefore 
treated as a function of the temperature difference between the zone and outdoor 
environments. A U-value relationship was then used as an approximation to calculate 
the glass conductive heat transfer, see Equation 5.56. 
Qgj., = UgAg(T.. - Tj) 
Equation 5.56 
Other relevant properties of the glass obtained from Tas (EDSL not dated) that were 
used by the model are listed in Table 5.1. 
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Light 
Transmittance 0.797 
Solar Radiant Heat 
Direct Transmittance 0.676 
Reflectance 0.117 
Absorbtance 0.207 
Total Transmittance 0.755 
Table 5.1. Glass properties for light and solar radiant heat. 
5.63.2 Lighting 
A value of 10 W/m. 2 was used as a representative value for office buildings when; lights 
are on. These were considered as totally sensible gains to the zone. Property 
assumptions are defined in Table 5.2. 
Radiant proportion 0.48 of total lighting gain 
Convective Proportion 0.52 of total lighting gam 
View Coefficient 0.49 
Table 5.2. Lighting property assumptions made for the Simulink model. 
5.6-3.3 Equipment 
Equipment includes office machines such as computers and photocopiers. A value of 10 
W/mý was used as a representative value for office buildings. These were considered as 
totally sensible gains to the zone. Property assumptions are defined in Table 5.3. 
Radiant Proportion 0.1 of total equipment gain 
Convective Proportion 0.9 of total equipment gain 
View Coeff icient 0.372 
Diversity 0.75 
Table 5.3. Equipment property assumptions made for the Simulink model. 
5.6.3.4 Occupants 
Occupants of a building represent an energy source due to metabolic activity. The value, 
of an occupants' metabolic output varies depending on activity. For the purposes of the 
model it was assumed that the occupants were adults and they were carrying out li t9 
mainly sedentary activities. 140 W/m2 has been used as representative value for'ý 
sedentary adult occupants in an off ice type building. The gains have been considered as 
having a sensible and latent proportion, see Table 5.4. 
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Sensible Gain 90 W/Person 
Latent Gain 50 W/Person 
Convective Proportion 0.8 of sensible gain 
Radiative Proportion 0.2 of sensible gain 
View Coefficient 1 0.227 
Table 5.4. Properties for adult occupant metabolic gains In an office type 
environment for light, mainly sedentary activity. 
Input files specifying occupancy patterns, lighting and equipment gains were generated 
in the Matlab workspace and read by the Simulink model. View coefficients are used in 
the calculation of mean radiant temperature - see Section 5.6.5. 
5.6.4 Radiant Heat Gain from Occupants, Lights and Equipment 
The radiant gains from occupants, lights and equipment have an associated radiant 
proportion and view coefficient as stated in 5.6.3. 
The radiant proportion indicates the proportion of sensible heat gain which is in the 
form of radiant heat. If Poccupantsq PligW and Pcquipmcnt are the radiant proportions for 
occupants, lights and equipment respectively then the total radiant gains can be specified 
by Equation 5.57. 
radiant gains "" PoccupantsQoccupants + PlightsQlights +PequipmentQequipment 
Equation 5.57 
The radiant gain is distributed over the zones internal surfaces using an area times 
emmissivity weighting. Each surface therefore receives a surface radiant gain, see 
Equation 5.58. 
surftad _Q mdiant g. i., ql J(c A, ) 
Equation 5.58 
5.6.5 Zone Mean Radiant Temperature (TmRT) 
This is an estimate of an occupant's perception of the radiant temperature within the 
zone. It is calculated as a weighted average of the zone's surface temperatures, modified 
by the effects of radiant gains due to occupants, lights and equipment. The zone mean 
radiant temperature is calculated from 
3 
the mean effective irradiance (Ri,, t). The cjAj 
weightings are calculated for the 150 rn zone model and given in Table 5.5. The values 
are used in Equation 5.60 and Equation 5.62. 
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Element cAj EjAi Weighting 
Rear wall 0.9 x 30 = 27 0.158 
Side wall 0.9 x 30 = 27 0.158 
Ceiling 0.9 x 50 = 45 0.264 
Floor 0.9 x 50 = 45 0.264 
External wall 0.9 x 21 = 18.9 0.111 
Window 0.845 x9=7.6 0.045 
Total --- T170.5 1.000 
Table 5.5. The ciA, weightings for calculation of zone mean radiant temperature. 
Rint comprises four components as described in Equation 5.59. 
Ri, t Gsurf + 
Gdirect_pIant+casuaI + Gscat_pIant+casuaI + Gsol 
Equation 5.59 
Equation 6.56 uses Equations 6.57 to 6.60 to calculate Rint- 
Aiia (Ti + 273.15)' Gs. -f Ze iAj 
Equation'5. -60 
Gdirect-plant+casual 
0.5CjQj radiant gains 
A"' 
Equation 5.61,,, 
Gscat_plant+casual 
)Qradiant 
gains 
eiAi fAi 
Equation 5.62 
Gsol 
askin'diffusemem 
eskin 
Equation 5,. 63 
where 
a skin, diffusmean 
ratio of solar absorptance to emmissivity for skin Vskin 
With respect to the one zone model the surface radiation as a result- of direct radiant 
plant and casual gain inputs is described by Equation 5.64. 
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60a(Trea, + 273.15)' + 50a(Tti., + 273.15)4 + 50a(Tceiiig + 273.15)4 
+ 21aff. mi + 273.15)4 + 9a(T. id. + 273.15)4 
(0.9 x 181) + (0.845 x 9) 
Equation 5.64 
Finally, the Mean Radiant Temperature is calculated using Equation 5.65. 
1/4 
T MRr _ 
Rint 
273.15 
a 
1/4 
Equation 5.65 
5.6.6 Zone Resultant Temperature 
The resultant temperature is a measure of the temperature perceived by occupants. Its 
value is the mean of the air temperature and the mean radiant temperature as defined by 
Equation 5.66. 
resultant_ T air +T 
MRT 
2 
Equation 5.66 
5.6.7 Ventilation 
Natural infiltration and exfiltration through cracks, gaps, window openings and door 
openings are responsible for energy, moisture and carbon dioxide concentration changes 
in the zone air. Fresh air supply through mechanical ventilation is another potential 
influence on energy, moisture and carbon dioxide balances, see Chapter 6. For the 
purposes of this chapter changes in energy, moisture and carbon dioxide balances due to 
ventilation are limited to natural infiltration and exfiltration. 
5.6.7.1 Sensible Heat Transfer Due to Ventilation 
The sensible heat transfer due to ventilation was calculated using Equation 5.67. 
Qsens_nat = MnatCpair(tei - tao) 
Equation 5.67 
For the purposes of the dn mic Simulink model the density of the. air is assumed to y 
M3 remain constant at 1.21 k; j 
3 
at or about normal room temperatures for comfort. 
Therefore lkg of air = 0.8264 rn of air and Equation 5.67 can be rewritten as Equation 
5.68. 
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Qscns nat"ý 
0.8264Vn,, tcpgj44j - to) 
Equation 5.68 
5.6.7.2 Latent Heat Transfer due to Ventilation 
Latent heat transfer to the zone by ventilation is defined by Equation 5.69. 
Qnat_latent """: VnatL(gzonc - gamb) 
Equation 5.69 
For water at 200C the latent heat of evaporation can be taken as 2450 J/g (Incropera and' 
de Witt 1990). For the purposes of simulation with the one zone model, the moisture is 
added to the zone at constant temperature. Therefore, there is an associated enthalpy 
increase and relative humidity level increase. The addition of moisture does not 
therefore effect the dry-bulb temperature of the zone. 
5.6.8 Zone Humidity 
For indoor environments there are primarily four sources of moisture: - 
1. occupants - metabolic processes 
2. machines - e. g. kettles, industrial processes 
3. HVAC components 
4. infiltration / exfiltration 
Moisture production from machines (2) has been ignored in the Simulink dynamic 
model as these sources are negligible in office type environments. Effects on the zone 
air moisture content due to HVAC components is considered in Chapter 6. 
5.6.8.1 Moisture Generated by Occupants 
The perspiration and respiration of sedentary occupants generates between 0.04 and 0.1, 
kg/h/person (CIBSE 1987). For the purposes of the one zone model an upper value of 
0.1 kg/person/hour has been used in order to simulate a worst case scenario. This 
translates to approximately 0.027 g/s/person. The total metabolic moisture generation 
rate due to occupants is given by Equation 5.70. 
Mo, 
cup__Ot = Nm.,,, up 
Equation 5.70 
5.6.8.2 Moisture Gain due to Infiltration and Exriltration 
The moisture gain due to natural infiltration and cxfiltration is defined. by Equation 5.71 
Mnatý Vnat(gzone 
- gamb) 
Equation 5.71 
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5.6.8.3 Determination of Zone Relative Humidity 
Sections 5.6.8.1 and 5.6.8.2 describe the calculation of the rate of moisture loss or gain 
to the zone due to occupant gains and natural infiltration and exfiltration. In order to 
calculate the relative humidity of the zone a knowledge of the saturation moisture 
content is required. This is dependant on the zone air temperature. From a psychrometric 
chart the saturation moisture content for a given dry bulb temperature can be determined 
from Equation 5.72. 
SMCTei = 0.0003175691T,, i 3+0.0065229563T. i 
+ 0.290337563ITei + 3.6943700814 
Equation 5.72 
The relative humidity can then be calculated by Equation 5.73 
RHZOflC 
_ZMCI, x 
100% 
SMCTei 
Equation 5.73 
5.6.9 Zone Carbon Dioxide Concentration 
The air quality in the one zone model was represented by the carbon , 
dioxide 
concentration of the air. Metabolic carbon dioxide is generated within the zone by 
occupants. It may also enter or be removed from the zone by the ventilation system and 
natural infiltration. The following sections describe the mechanisms affecting zone 
carbon dioxide concentrations. 
5.6.9.1 Carbon Dioxide Generation by Occupants 
The carbon dioxide generation rate per person quoted by Bearg (1993) is 5.3 x 10 -6 
m3/s/person. The generation rate quoted by CEC (1992) is 5.0 x 10 6 M3 /s/person (18 
litres/hour/person). For the purposes of the research project the worse case value of 5.3 
x 10' m3/s/person was used. Assuming the density of carbon dioxide to be 1.773 k g/m 3 
-6 at room temperatures for comfort, the carbon dioxide generation rate of 9.3969 x 10 
kg/s/person was used for modelling purposes. The total generation rate of C02 for 
occupants within the building zone is described by Equation 5.74. 
C02'C"P=NMC02 
Equation 5.74 
Occupancy patterns specified for the Simulink model allowed the total carbon dioxide 
generation rate within the zone to be calculated. In order to give the values calculated 
greater meaning it was useful to express the zone carbon dioxide concentration in parts 
per million (ppm) for the simulation results. The conversion factor used during the 
simulations was: - 
Ig/m3 = 555 ppm 
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5.6.9.2 Zone Air C02 Concentration Variations due to Natural Infiltration 
Carbon dioxide concentrations within the one zone model generally decreased after' 
occupants had vacated the space due to the infiltration of fresh air with a lower carbon 
dioxide concentration. Carbon dioxide concentrations in outdoor air can vary de "ending, p 
on factors such as weather conditions and location. For the purposes of the Simulink 
model it was assumed that outdoor carbon dioxide concentrations remain constant at, 
350 pprn. 
The removal rate of carbon dioxide due to natural infiltration is defined by Equation, 
5.75. 
C02nat ý Vnat(C02 amb _ C02 
zone ) 
Equation 5., 75, 
The influence of mechanical ventilation on the zone C02 concentration is described in 
Chapter 6. 
5.7 Assessing the Suitability of the Dynamic One Zone Building Model for Control 
Strategy Development Modelling 
The one zone dynamic model developed using Matlab and Simulink was compared to an 
identical building model generated using Thermal Analysis Software (Tas). Identical 
ambient weather conditions, occupancy patterns, lighting and equipment gains were also' 
applied for three week long comparison periods selected to assess the performance of 
the model when it was subjected to various weather conditions. 
The main objective of carrying out the comparison of the Simulink and Tas models was 
to compare the resulting zone temperature and humidity conditions calculated f'r-e ýý th free running, i. e. no HVAC components operational, mode of operation. Tas simulates 
using hourly time steps while the Simulink model uses time steps commonly less, 
- 
than 
10 seconds in order to fulfil its purpose of developing the ftizzy control strategies detailed in later chapters. HVAC control methods used within Tas were not suitable for 
the purposes of the research project as the code was not accessible and simulations , wý 
' 
re limited to hourly time steps. Hence, specific model control components were developed 
within Simulink and Matlab. The comparison of the models with regard to the HVAC. 
and Control components was not possible. It is emphasised that the purpose of the, Simulink model was to provide a comparative tool to observe performance differences between conventional and fuzzy control strategies with a view to improving comfort and 
energy and cost efficiencies of the HVAC system. To this end the absolute accuracy, of the model is not crucially important. However, as a basis for creating 4 realistic model it 
was desirable to assess whether the Simulink model was performing to a reasonable 
standard during its development. This is the primary reason for comparing the Simulink 
model against the Tas model f or the free running building zone. 
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5.7.1 Comparison Between Tas and Simulink Dynamic Modelling Results 
The Tas model used 10 days pre-conditioning (default program setting) to ensure that 
the building fabric and zone conditions are at the correct values before running the 
desired simulation period. 
Initial modelling indicated that the Simulink model requires approximately two days of 
preconditioning to ensure that the building fabric zone conditions are near the correct 
values prior to the desired simulation period, see Figure 5.12. 
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Figure 5.12. Simulink and Tas model simulations showing zone air temperature. 
Figure 5.12 indicates that the Simulink model requires approximately 48 hours of 
preconditioning where the initial structure temperatures and zone temperature are set at 
approximately IOT below those determined by the pre-conditioned Tas model. The 
required pre-conditioning period varies and is dependent on the initial conditions set, i. e. 
fabric and zone temperatures. Pre-conditioning for the other environmental quality 
parameters of relative humidity and C02 concentration are affected to a lesser degree by 
pre-conditioning as they are only affected by the initial air condition and not by the 
fabric conditions, However, initial zone temperature offsets due to lack of 
preconditioning can have a knock on effect with regard to relative humidity, For the 
purposes of the benchmark comparisons described in this chapter the Tas model was run 
first with 10 days pre-conditioning and the zone conditions at the start of the desired 
simulation period were then used as the initial conditions for the Simulink model. 
However, due to the simulation time step required for modelling the control aspects 
within the Simulink model as described in later chapters, the need for pre-conditioning 
was undesirable because of increased modelling time implications. In order to overcome 
the need for pre-conditioning two possible methods were considered: -` 
1. Setting the initial zone conditions and fabric temperature to values determined by 
first running the Tas model using a pre-conditioning period. This was not considered 
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practical due to the need to set up and run an equivalent Tas model for eaý h 
simulation period considered and the associated time required. This method was also 
considered unsuitable where the internal environmental parameters were being 
controlled as the equivalent Tas model had not been developed with HVAC 
components. The Simulink model with controlled environmental parameters would 
not necessarily have the same fabric and zone temperatures at the beginning of 
simulations. 
2. Set the initial conditions and fabric temperatures to values within the desired set point 
ranges of the control system being considered. This method allows a, relatively short 
pre-conditioning period as model conditions will be close to the desired set point 
value. 
Tile second method was deemed the more practical and was used for the simulations 
carried out during the research project during the development of the control strategies 
and described in Chapters 8,9 and 10. 
5.7.2 Comparative Results for Three Representative Simulation Periods 
In order to ensure that the dynamic one zone model responds realistically to ambient 
weather conditions three different 7 day simulation periods during the year were 
selected. These were then simulated using the Simulink and the Thermal Analysis 
Software (Tas) models. 
The selected 7 day periods were in the months of January, May and September and 
started at days 1,130, and 270 respectively for 7 days. These were selected on the basis 
that they provided diverse weather conditions in terms of ambient temperature and solar 
gain. 
The comparison results for days I-7 inclusive, i. e. January I-7 are shown graphically 
in Figure 5.13 to Figure 5.20. The results for the remaining simulated periods are 
summarised in Table 5.6. Zone parameters compared include zone air temperature, zone 
mean radiant temperature, zone resultant temperature, zone relative humidity, surface 
solar gains and floor surface temperature. For the purposes of comparison the Tas model 
simulations were executed first and the initial zone conditions at the start of the desired 
simulation period used as initial inputs to the Simulink model. Hence, the Simulink 
model simulations were effectively pre-conditioned. 
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Figure 5.13. Comparison of zone air temperatures. Simulink and Tas simulations 
days 1-7 inclusive. 
To compare the results of the Simulink and Tas simulations in a meaningful way, the 
"coefficient of determination", R2, value was calculated for the results of each parameter 
of each simulation. Briefly, using the example shown in Figure 5.14, the results of tile 
Simulink simulation (x-axis) are plotted against the results of the Tas simulation (Y-axis) 
for the desired parameter. A best-fit straight line is then drawn through the points. Tile 
Rý value measures the proportion of the total variation in the Simulink simulations that 
can be explained by a regression equation for the best fit line. Hence, higher values of 
R2 represent a better correlation between the two models. A Microsoft Excel spreadsheet 
was used to compile the results in this chapter. 
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Figure 5.14. R2 for zone air temperature simulated using the Simulink and Tas 
models. Days I-7 inclusive. 
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Figure 5.15. Comparison of zone mean radiant temperatures. Simulink and Tas' 
simulations days 1-7 inclusive. 
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Figure 5.16. W for zone mean radiant temperature simulated using the Simulink 
and Tas models. Days 1-7 inclusive. 
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Figure 5.17. Comparison of zone resultant temperatures. Simulink and Tas 
simulations days 1-7 inclusive. 
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Figure 5.18. A2 for zone resultant temperature simulated using the Simulink and 
Tas models. Days I-7 inclusive. 
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Figure 5.19. Comparison of zone relative humidity. Simulink and Tas simulations 
days I-7 inclusive. 
Figure 5.20. W for zone air relative humidity simulated using the Simulink and 
Tas models. Days I-7 inclusive. 
The comparisons between the Simulink and Tas models for the two remaining one week 
periods, i. e. days 130 - 136 inclusive and days 270 - 276 inclusive were also modelled. 
Summaries for the three comparison periods are given in Table 5.6 in the form of Rý 
values for the regression equations of best-f it lines for the relevant simulation data. 
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Simulation 
Period 
Air 
Temperature 
Mean Radiant 
Temperature 
Resultant 
Temperature 
Relative 
Humidity 
Days I-7 0.89 0.97 0.95 0.77 
Days 130 - 136 0.94 0.98 0.97 0.68 
Days 270 - 276 0.89 0.96 0.96 0.86 
Table 5.6. Simulink versus Tas R2 values for the comparison of the three selected 
simulation periods. 
Table 5.6 indicates a good correlation between the Tas and Simulink models for the 
zone temperature simulations. Relative humidity correlations possessed lower k2 values. 
This can be partially attributed to relative humidity calculations being dependent on 
zone temperature predictions. Hence, a small difference in predicted zone air 
temperature will be amplified as a larger difference between the relative humidity 
predictions for the two models. However, Figure 5.19 visually indicates that tile results 
for the Simulink model follow the general trends in relative humidity predicted by tile 
Tas model, 
In order to assess further the suitability of the Simulink model for control modelling 
purposes, comparisons for solar gains to surfaces and surface temperatures were also 
made between the Simulink and Tas models. Results are detailed in Section 5.8. 
5.8 Comparison of the Simulink and Tas Models for Surface Temperatures and 
Solar Gains to Zone Surfaces 
The simulink model is capable of returning values for any of the calculations carricd out 
within the model during the simulation. Tas does not make available all values 
calculated during simulation but does make available some specific parameter values. 
The rate of solar gain to exposed surfaces and surface temperatures were two such 
parameters the Tas model makes available to the user. 
5.8.1 Solar Gains to Surfaces 
The results of comparisons between the Simulink and Tas models of the solar gains to 
exposed surfaces are shown in Figure 5.21 to Figure 5.25. 
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Figure 5.22. Comparison R2 value of predicted solar gains for the external wall 
outer surface for the Simulink and Tas models (January 1st = day 1). 
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Figure 5.21. Comparison of predicted solar gains for the external wall outer 
surface for the Simulink and Tas models (January 1st = day 1). 
Chapter 5 
0.8 
0.7 
0.6 
0.5 
0.4 
0 0.3 
, 40 
0.2 
0.1 
C) - C-4 V) V U) (D P- CO 0) 0 V) V U') 00 01 
Time (Hours) 
Figure 5.23. Comparison of predicted solar gains for interior wall surfaces for tile 
Simulink and Tas models (January 1st = day 1). 
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Figure 5.24. Comparison of predicted solar gains for the ceiling surface for tile 
Simulink and Tas models (January 1st = day 1). 
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Figure 5.25. Comparison of predicted solar gains for the floor surface for the 
Simulink and Tas models (January 1st = day 1). 
A summary of the comparisons Rý values of predicted solar gains to exposed surfaces 
for the Simu'link and Tas models are given in Table 5.7. 
Surface R2 Value 
Exterior Wall - Outer 0.99 
Exterior Wall - Inner 0.98 
Intemal Walls 0.98 
Floor 0.98 
Ceiling 0.98 
Table 5.7. Comparison R2 of predicted solar gains to exposed surfaces for the 
Simulink and Tas models (January 1st = day I). 
Figure 5.21 to Figure 5.25 and Table 5.7 indicate a good fit of the predictions made by 
the Simulink model to the solar gains of surfaces predicted by Tas. Relatively small 
discrepancies are apparent at the beginning and end of daylight hours. For example, the 
Simulink model consistently returns a higher value approximately 3 hours before the 
end of daylight hours. Although the cause of this discrepancy could not be identified 
with any certainty, it is possible that this was due to the calculation of the ratio of direct 
radiation on an inclined surface to that on a horizontal surface (Rb), which is not strictly 
valid for times of the day around dawn and dusk. However, for the purposes of 
modelling the controls systems required it was deemed that the method of calculation 
using Rb was adequate. Care should be taken in interpreting the k2 values as these have 
been calculated over the 24 hour period and hence indicate a better regression fit than if 
they were calculated over the period between dawn and dusk only. 
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5.8.2 Surface Temperatures 
In order to assess whether the explicit finite difference equations used for calculating 
node temperatures using the Simulink model were valid, the surface temperatures 
predicted by the Simulink and Tas models were compared. Surface temperatures were 
simulated for days I-7 inclusive. The results for the floor surface temperature arc 
shown graphically in Figure 5.26 and Figure 5.27. 
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Figure 5.26. Comparison of the Simulink and Tas model predictions of tile floor 
surface temperature, days 1-7. 
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Figure 5.27. R2 value the Simulink and Tas model predictions of tile floor surface 
temperature, days 1-7. 
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A summary of the W values obtained for the Simulink and Tas model predictions of 
surface tempcratures are given in Table 5.8. 
Surface R2 Value 
Exterior Wall - Outer 0.91 
Exterior Wall - Inner 0.99 
Intemal Walls 0.96 
Floor 0.97 
Ceiling 0.96 
Table 5.8. Summary of R2 values for the Simulink and Tas model predictions of 
surface temperatures, days I-7. 
The W values for the comparison of the Simulink and Tas models for surface 
temperatures indicate that the Simulink model performs adequately for its intended 
purpose. 
5.9 Conclusions and Discussion 
This chapter described the theory for the simulation of the "free running" single zone 
building model constructed using Matlab and Simulink software. The Simulink model 
was compared to an identical model constructed using Tas to assess the Simulink 
model's appropriateness for developing fuzzy control strategies. 
The Simulink model made similar predictions for a range of parameters when compared 
to the Tas model. Tas is a commercially available software tool that has been validated 
against real data. The coefficient of determination (W) results detailed in Table 5.6, 
Table 5.7 and Table 5.8 indicate that the Simulink model performs well against the Tas 
model. The Simulink model did not perform as well as was anticipated in terms of its 
predictions of relative humidity. However, this can be largely attributed to a summing of 
errors as the relative humidity uses air temperature in its calculation process. 
For the purposes of developing the fuzzy control strategies it was decided that the model 
performed adequately. The comparison with the Tas model was intended to ensure that 
the Simulink model was giving reasonable results. The intention was to use the base 
Simulink model as a comparative tool to assess the performance of different control 
strategies. To this end the developed Simulink model accuracy was sufficient as any 
errors would be applicable to the different control strategies being compared. 
Chapter 6 describes the theory used to implement HVAC components such as heat 
exchangers and dehumidifiers as well as conventional control algorithms. The 
integration of the free running building model, HVAC components models and 
conventional controls systems models would allow simulations of a complete building 
system. The fuzzy control theory was then developed using this model. 
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6A. One Zone Dynamic Model ar 
Heating Ventilating and Air- 
Conditioning (HVAC) Component 
Theory 
Nomenclature 
C heat exchanger effectiveness 
abs absolute value 
Ah heat exchanger surface area (m 2) 
c equal percentage valve constant (dimensionless) 
cp, a specific heat capacity of air (J/kgK) 
cP'W specific heat capacity of water (J/kgK) 
Ca heat capacity rate of air (W/K) 
Cmax maximum of heat capacity rates (W/K) 
Cfnin minimum of heat capacity rates (W/K) 
(CO2)1 carbon dioxide concentration of re-circulatcd air (ppm) 
(C02)2 carbon dioxide concentration of fresh air (ppm) 
(C02)3 carbon dioxide concentration of mixed air (ppm) 
Cr heat capacity ratio (dimensionless) 
CW heat capacity rate of water (W/K) 
Dp air mixing damper B position (0 = fully closed, I fully open) 
de/dt rate of change of error from the set point 
dp, circuit pressure drop (Pa) 
dp9l design pressure drop in that part of the circuit influenced by the valve (Pa) 
dpv valve pressure drop (Pa) 
dp9V valve pressure drop at fully open (Pa) 
dxpID incremental control effort 
e error from the desired set point 
e(i) error at current time set 
e(i - 1) error at previous time step 
Ginh inherent valve flow fraction (dimensionless) 
Gins installed valve flow fraction (dimensionless) 
Go leakage flow (fraction of design flow) (dimensionless) 
K controller gain 
Ku ultimate controller gain 
Kv valve design flow rate (kg/s) 
Ma mass flow rate of air (kg/s) 
MW mass flow rate of water (kg/s) 
N valve authority (fraction) (dimensionless) 
NTU Number of Transfer Units (dimensionless) 
P inlet port fraction (dimensionless) 
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Pdamp 
q 
qmax 
Sv 
Tj 
T2 
T3 
T4 
T5 
T6 
T.. j 
Ta, o 
Tj 
Td 
T. 
Tu 
T"i 
T,,,,, 
w 
wl 
W2 
W3 
W4 
ws 
W6 
Xd 
Xd(i) 
Xd(i ' 1) 
Xi 
xi(i) 
xi(i - 1) 
xp 
XPO) 
XPID 
Uh 
v 
V9 
Vinh 
V Inh 
air mixing damper fractional flow rate (dimensionless) 
heat transfer rate (W/m. 2) 
maximum heat transfer rate (W/rný) 
valve stem position (0 = down, i. e. fully closed; 100 = up, i. e. fully open) 
air temperature of recirculated air CC) 
air temperature of fresh outdoor air CC) 
air temperature of mixed fresh and recirculated air CC) 
air temperature after cooling CC) 
air temperature after heating CC) 
air temperature after humidification CC) 
temperature of heat exchanger inlet air CC) 
temperature of heat exchanger outlet air CC) 
controller integral time 
controller derivative time 
simulation time step (seconds) 
ultimate time (seconds) 
temperature of heat exchanger inlet water CC) 
temperature of heat exchanger outlet water CC) 
humidity ratio (kg/kg) 
humidity ratio of recirculated air (kg/kg) 
humidity ratio of fresh outdoor air (kg/kg) 
humidity ratio of mixed fresh and recirculated air (kg/kg) 
humidity ratio of air after cooling (kg/kg) 
humidity ratio of air after heating (kg/kg) 
humidity ratio of air after humidification (kg/kg) 
derivative control effort 
derivative term at the current time step 
derivative term at the previous time step 
integral control effort 
integral term at present time step 
integral term at the previous time step 
proportional control effort 
proportional term at present time step 
total control effort for a PID controller (positional and incremental) 
overall heat transfer coefficient for a heat exchanger (W/m2K) 
circuit volume flow rate (m3/s) 
circuit volume flow rate at design conditions (M3/S) 
valve inherent volume flow rate (m3/s) 
valve inherent volume flow rate at fully open (design rated) position (m3/s) 
6.1 Introduction 
Chapter 5 described the theory of the Simulink "free running" one zone building model. ' 
The aim of constructing the model was to enable the development of fuzzy control 
strategies. In order to achieve this objective a fully air-conditioned version of the free 
running model developed in Chapter 5 was required. Further a benchmark control 
system was required against which the developed fuzzy control strategies could be 
compared. The decision was made to develop a conventional Proportional + Integral + 
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Derivative (PID) control algorithm for the Simulink model as the benchmark control 
system. This chapter first considers the theory of the 11VAC components used in the one 
zone Simulink model. These components include heat exchangers, valves, dampers and 
humidification equipment. It then describes the theory of the conventional PID control 
algorithms, developed as a benchmark, for the control of the I IVAC components. 
6.2 HVAC System Components 
The basic components of the HVAC system are shown schematically in Figure 6.1. 
Air Cooling Coil 
Air I [eating Coil 
Air I lumidificr 
Fresh Air 00 
Inlet 
Carbon Dioxide Sensor Solar 
Temperature Sensor - People Gains 
Relative Humidity Sensor * Machines 
B 
Occupied 
Air Mixing Damper Zone 
Temperature Sensor 
Air 
I iumidity Sensor 
Exhaust -7 --- C 
Floor, internal walls and ceiling are adiabatic surfaces 
Figure 6.1. Schematic of the building zone and IIVAC components used in tile 
Simulink one zone model. 
A detailed view of the HVAC components of Figure 6.1 is shown in Figure 6.2. 
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Figure 6.2. Detailed schematic of HVAC components shown in Figure 6.1. 
A brief description of the components identified in Figure 6.1 and Figure 6.2 and their 
functions are given: - 
Air Mixing Dampers - The HVAC system model comprises a fixed volume air 
system in which a portion of the conditioned air from the occupied space is re- 
circulated. Fresh outdoor air can be introduced into the system by adjusting the three 
air mixing dampers. Proper control of these dampers allows the required amount of 
fresh air from the air inlet to mix with re-circulated air. The remainder of the re-- 
circulated air is diverted outdoors through the exhaust outlet. 
Air Cooling Coil - Chilled water is passed through a cooling coil within the supply 
air duct. Sensible heat is removed from the air and the temperature of the supply air is 
reduced. Moisture can also be removed from the air if the air is cooled to a 
temperature below its dew-point. When this is the case, moisture is condensed out 
onto the cooling coil surface and the humidity ratio of the air is reduced. Thus the 
cooling coil has the dual purpose of cooling or dehumidifýdng the supply air. 
Air Heating Coil - Water is heated and pumped through the heating coil which is ' located within the supply air duct. Sensible heat is transferred to the air causing a rise 
in the temperature of the air with no associated change in the latent heat of the supply 
air. The air heating coil also serves as a reheat device when over cooling of the air 
has occurred for dehumidification purposes. 
Humidifier - Moisture is added to the supply air by injecting steam into the supply 
air. This increases the humidity ratio of the air and thus provides a method of 
humidifying the supply air. 
Sensors - these are used to determine the values of the controlled environmental 
parameters within the space and to determine the ambient conditions. For the 
purposes of the development of the fuzzy control strategies, the values obtained from 
internal temperature, humidity and C02 sensors and external temperature and 
humidity sensors were considered. The values of these parameters were used as 
inputs to the controllers. 
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The models of the HVAC systems components comprised controllers, valves, dampers, 
a humidifier and heat exchangers. The links between the IIVAC systems components is 
shown graphically in Figure 6.3. 
Heating Heating Eiioi] ] 1111 Heating Coil 
Controlleiiýý 
ýý 
Cooling Cooling Coil Cooling Coil 
Controller Valve 
Dehumidification 
Controller 
Humidification Ifumidifier Ilumidifier 
Controller Valve 
Air Quality Recirculation 
Controller Air Damper 
Figure 6.3 Links between HVAC system components. 
Time delays were incorporated into the Simulink model to represent time delays caused 
by the ductwork. The model assumed that air travelling through tile ductwork took 30 
seconds to reach its destination. The theory used in implcmcnting tile IIVAC 
components into the Simulink model is described in the following sections referring to 
Figure 6.1 and Figure 6.2. 
6.2.1 Re-Circulated and Fresh Air Mixing 
The HVAC system adopted for the purposes of the dynamic model is of the fixcd air 
volume type. A controllable amount of fresh air is supplied to the zone in order to 
maintain levels of acceptable air quality within the zone. The amount of fresh air 
supplied to the zone is determined by the position of tile three air mixing dampers, A, B 
and C, shown in Figure 6.1. For the purposes of tile Simulink model it is assumed that 
controlling the air mixing damper B, in the duct section joining the exhaust and fresh 
ducts of the system, would provide a control mechanism for the amount of fresh air 
supplied. It was assumed that the adjustment of air mixing damper B will automatically 
control air mixing dampers A and C to provide the required amount of fresh air for 
modelling purposes. 
It is therefore necessary to calculate the conditions of the air aficr recirculated and fresh 
air has been mixed. 
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The ratio of fresh air to recirculated air required is determined by a controller. When the 
two quantities of air at different temperatures, moisture contents and carbon'dioxide, 
concentrations are mixed, the resultant conditions of the air will be related to the air 
fractional flow rate through the damper (Pdamp). The temperature, humidity ratio and 
C02 concentration at point 3 in Figure 6.2 are given by Equation 6.1, Equation 6.2 and, 
Equation 6.3 respectively. The relationship between the fractional flow rate (Pd. p) and, 
the damper position (Dp) is given in Section 6.5. 
T3 ý- T2 - Pdamp(T2 - TI) 
Equation 6.1 
3 "ý W W2 ' Pdamp(W2 ' WO 
Equation 6.2, 
(C02)3 ý-- (C02) 2- Pdamp((CO2)2 (CODO 
Equation 6.3 
The minimum CIBSE (1987) recommended ventilation rate for smokers (30 litres/s/p) , has been used for the model as a maximum required ventilation rate via mechanical, 
ventilation. Assuming a maximum occupancy density for the zone of 15 people, a! ' 
maximum fresh air ventilation rate 450 litres/s (0.45 m 3/s) is required in the Simulink' 
model. 
6.2.2 Air Heating and Cooling - Heat Exchangers 
For the purposes of simulating the heating and cooling coils within the Simulink model, 
cross-flow heat exchangers were utilised. The "Number of Transfer Units" (NTU) - 
method was adopted. The theory is explained below. 
Assumptions 
Negligible heat loss to surroundings and negligible potential and kinetic eine r1gy, 
changes. 
Constant heat exchanger material properties 
Water inlet temperature is constant and known 
The heat exchanger is of a cross flow type with known overall air side heat týansf: T I 
coefficient. The heat transfer from the heated or chilled water to the air passing over the 
heat exchanger was calculated using Equation 6.4 to Equation 6.15. 
First the heat capacity rates of the air and water flows are calculated using Equation 6.4 
and Equation 6.5 respectively. 
Ce MaCp, a 
Cw " mwcp, w 
Equation 6.4 
Equation 6.5 
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The minimum of the heat capacity rates was then selected using Equation 6.6. 
C. i,, = min(C., C.,, ) 
Equation 6.6 
The Number of Transfer Units was calculated using Equation 6.7. 
NTU - 
UhAh 
Cmin 
Equation 6.7 
The maximum heat transfer rate from the water in the heat exchanger to the air flowing 
over the heat exchanger was calculated using Equation 6.8. 
qmax" Cmin[abS(Tai - Tw, i)] 
Equation 6.8 
The actual heat transfer rate was calculated by multiplying the maximum heat transfer 
rate achievable by the heat exchanger effectiveness, see Equation 6.9. 
q= cqmax 
Equation 6.9 
The effectiveness of a single pass cross flow heat exchanger as used for the Simulink 
model is given by Equation 6.10 (Incropera and de Witt 1990) where the heat capacity 
ratio, Cr, is defined by Equation 6.11. 
exp[(Zr 
0.22 
-Cr(NTU) 
0.78 
.) 
(NTU) (exp[ 
Equation 6.10 
Cmin 
C max 
Equation 6.11 
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The outlet temperatures of the air and water flows for a heat exchanger in cooling mode 
are determined from the overall energy balances given by Equation 6.12 and Equation 
6.13 
T", = To -q mAcp, A 
T. " =Tw, i +- 
q 
macp, w 
Equation 6.12 
Equation 6.13 
The outlet temperatures of the air and water flows for a heat exchanger in heating mode 
are determined from the overall energy balances given by Equation 6.14 and Equation 
6.15. 
T". = To +-q 
MACP, A 
Tw'. = T. j -q macp, 
w 
Equation 6.14 
Equation 6.15 
Figure 6.4 shows the Simulink representation of the heat exchanger as an example of the 
block representation of HVAC components within the Simulink computing 
environment. 
Chapter 6 
method calculations. 
6.2.3 Air Dehumidification 
Dehumidification of the supply air is achieved through the control of the cooling coil to 
allow the air to be cooled to below its dew-point. This causes a reduction in the moisture 
content of the air. It was assumed that the heat transfer properties for the cooling coil 
when dehumidification occurred were the same as for a dry coil in order to avoid over 
complicating the model. 
Cooling the air to below its dew-point for dehumidification purposes may result in the 
air being cooler than required for air temperature purposes. For this reason the heating 
coil was placed after the cooling coil in the Simulink model. This enables the licating 
coil to reheat the air so that air can continue to be delivered to the zone at the desired 
temperature. 
6.2.4 Air Humidification 
The Simulink model assumes a steam humidification unit as the last component in the 
air handling section of the HVAC system, see Figure 6.1 and Figure 6.2. The steam 
humidifier model was selected as moisture can be added to the air with virtually no 
effect on the air temperature. The response to control requests is also almost immediate. 
The Simulink steam humidifier model is capable of adding between 0 and 0.02 kg/s of 
moisture to the air passing over the humidifier at 2675 kJ/kg and I 00*C. The cnthalpy of 
the air is calculated prior to humidification and after humid i flication. This allowed tile 
small temperature change to be calculated. 
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63 Valves 
Controllers within the Simulink model were designed to give outputs of between zero 
and one. The controller output signals were then used to set the valve position. A 
controller output of one was considered as meaning the valve was completely , open, 
while a value of zero was considered as the valve being completely closed. However, 
the relationship between the position of a valve and the flow of a fluid through the valve 
is not linear. For this reason a valve model was developed for insertion in the Simulink 
model which was representative of the characteristics of a real valve. The valve model 
developed for testing the characteristic interaction with the developed heat exchanger 
models was based on a paper published by Underwood and Edge (1995), the theory of 
which is detailed below. II 
6.3.1 Valve Theory 
Figure 6.5 represents the valve and circuit for a three port system. The heating and 
cooling coils developed for the model assume this type of valve system, a constant water 
temperature, and a constant water flow rate in the "combined flow" part of the circuit. - 
When heating or cooling is required the valve is opened and heated or chilled water is 
diverted into the "inlet sub-circuif 'and through the heat exchanger. The three-port valve 
model was used to determine the flow characteristic of the valve, i. e. the flow rate in the 
inlet sub-circuit with respect to the valve stem position. 
dps 
Heat Exchnger 
V(inlet) 
Three Port 
Valve 
Bypass Circuit 
-A 
dp, 
V(bypass) 
dpv 
dps oil. 
Pump 
Combined flow circuit 
Water Heating or V(. bined) 
Chilling Unit 
Figure 6.5. Schematic circuit layout for three port valve system. 
For a linear valve the inherent characteristic can be expressed by Equation 6.16. 
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Ginh = Go + P(I - Go) 
Equation 6.16 
For an equal percentage (=%) valve, under constant pressure conditions, equal 
increments will produce equal ratios of flow as described by Equation 6.17. 
dGi,, h a dP Ginh 
Equation 6.17 
By introducing a proportionality constant, c, Equation 6.17 can bc rewrittcn as Equation 
6.18. 
dG inh c dP Ginh 
Equation 6.18 
The general solution of Equation 6.18 with an allowance for leakage can be written as 
Equation 6.19. 
Go,, ', Ginh: 51 dG inh c 
0: 5p-. ýl 
f 
Ginh 
fdP 
G00 
Equation 6.19 
The general solution of Equation 6.19 is therefore given by Equation 6.20. 
ln(Gi,, h) - In(G. ) = cP 
Equation 6.20 
When the inlet port fraction (P) is equal to 1, and the inherent valvc now fraction (GI,, h) 
is equal to 1, the equal percentage valve constant, c, is given by 
c= -ln(G. ) 
Equation 6.21 
Substituting Equation 6.21 into Equation 6.20 results in Equation 6.22. 
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Gi,, h = exp[(l - P)InG. ] 
Equation 6.22 
Rewriting Equation 6.22 results in an equation describing the inherent valve flow 
fraction as shown by Equation 6.23. 
Ginh ý Go(I - P) 
Equation 6.23 
Equation 6.16 and Equation 6.23 represent the inherent characteristic for linear and 
equal percentage valves respectively. The installed characteristic can be calculated from 
Equation 6.23. 
Valves are sized with the control port open and must be sized to suit the duty with which 
they must cope. To size a valve correctly it is necessary to provide the correct authority 
in relation to the two parallel paths which it feeds. The valve authority is expressed by 
Equation 6.24. 
I 
N dp v 
dp v+ dp s 
Equation 6.24 
An assumption that the pressure in any part of the circuit is related to the square of the 
volume flow rate as expressed by Equation 6.25 for the system and Equation 6.26 for 
the valve was used. 
dps V ,2 
dp s 
7V. 
) 
Equation 6.25 
dpv (, v 2 
dp V Vinh 
Equation 6.26 
The pressure drop across the valve and the connecting circuit path remain constant 
under all conditions if the valve is to perform properly. Using this assumption Equation 
6.27 can be written: - 
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22 
dpv + dps = dp'v + dp's dp's +d pov 
inh 
77, Vinh 
V) 
Equation 6.27 
where the inherent valve flow fraction, Ginh, the installed valve flow fraction, Gi,,,, and 
the design pressure drop in the part of the circuit influenced by the valve, dp" are given 
by Equation 6.28, Equation 6.29 and Equation 6.30 respectively. 
Ginh - 
Vinh 
Vinh 
Equation 6.28 
G ins 
Equation 6.29 
dp dp', 
(INN 
Equation 6.30 
By substitution of Equation 6.28, Equation 6.29 and Equation 6.30 into Equation 6.27 it 
is possible to derive an equation for the installed valve flow fraction, Gins, in tcn-ns of 
the valve authority, N, and the inherent valve flow fraction, Ginh, see Equation 6.3 1. 
ins 
I 
I 
I+N 
(G 
inh 
Equation 6.31 
6.4 Heat Exchanger and Valve Interaction 
Both heat exchangers and valves possess non-linear characteristics between input and 
output values. This Section considers the non-linear characteristics inherent in the 
Simulink models for the heat exchangers and the valves and their inteiaction. 
6.4.1 Simulink Heat Exchanger Model Characteristics 
Heat exchangers are non-linear with respect to fluid side flow rates and heat transfer 
rates to the air passing over the heat exchanger. Figure 6.6 and Figure 6.7 show the 
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relationships between inlet water flow rate and heat transfer rates to the air for the cross 
flow finned tube heating and cooling coil models developed using Simulink. The 
Simulink model assumes water in tubes at a constant temperature and adjustable flow 
rate and a constant rate of air flow in cross flow over tubes. The inlet air temperature is 
also assumed constant. 
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Figure 6.6. Heat transfer rate as a function of inlet water flow rate for the 
Simulink finned tube heating coil model. 
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Figure 6.7. Heat transfer rate as a function of chilled fluid flow rate for, the 
Simulink fin tubed cooling coil model. 
The parameters used for the simulations of the heat exchanger models are given in Table 
6.1. 
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Simulation Parameter Heating Coil Cooling Coil 
Mechanical ventilation rate 0.3 M3/S 0.3 m'/s 
Overall heat transfer coefficient 30 W/mK 30 W/M 
2K 
Heat exchanger surface area 8 m7 25 m2' 
Inlet water temperature 85 T 5 
'DC 
Table 6.1. Heat exchanger model parameters used during Simulink simulations. 
6.4.2 Simulink Valve Model Characteristic 
Valves are also non-linear with respect to valve position and fluid flow rate through the 
valve. Two valve models were considered. 
The relationship between valve stem travel and fluid flow rate through the valve for the 
Simulink model developed using the theory of Underwood and Edge (1995) is shown in 
Figure 6.8. Port 2 of the three port equal percentage valve was the port of interest in 
terms of fluid flow rate through the heat exchanger. 
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Figure 6.8. Fluid flow rate as a function of valve stem travel for the valve model 
based on Underwood and Edge (1995). 
A characteristic of the valve developed using the theory of Underwood and Edge is the 
leakage flow when the valve is completely closed. This presented problems in terms of 
the Simulink HVAC systems model in that the heat exchangers could not be made 
inactive by simply setting the valve to completely closed. For this reason an empirical 
valve characteristic was used. The valve used for this purpose was the Satchwcll MB 
1402 (Satchwell 1996). 
The fluid flow rate for the Satchwell MB 1402 valve is described by the empirical 
relationship given by Equation 6.32 (Satchwell 1996). 
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0v2 
%Kv 
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Equation 6.32 
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The relationship between valvc stem travel and fluid flow rate through the valve for a 
Simulink model of the Satchwcll MB1402 three port valvc is shown in Figure 6.9. 
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Figure 6.9. Fluid flow rate as a function of valve stem travel for the Satchwell MB 
1402 three port valve as modelled using Simulink. 
The Satchwell MB 1402 three port valve has a design flow rate (Kv) of 0.515 kg/s and a 
leakage flow rate of less than 0.5% Kv. For the purposes of the Simulink model it was, 
assumed that there was no leakage flow rate when the valve was fully closed. 
Both the valve and heat exchanger input to output relationships are highly non-linear. 
However, the interaction of a heat exchanger and a valve improves the situation and. 
creates a more linear relationship between valve stem position and heat exchanger rate 
of heat transfer. This is discussed in Section 6.4.3. 
6.4.3 Heat Exchanger and Valve Characteristics 
Although the heat exchanger and valve models mimic real characteristics which exhibit 
high non-linearities, these characteristics are suppressed when the heat exchanger and 
valve operate in conjunction with each other. The stem travel versus heat transfer ra te 
characteristics become more linear as shown in Figure 6.10 to Figure 6.13. 
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and Edge (1995) theoretical valve model. 
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Figure 6.11. Combined valve and cooling coil characteristic using (lie Underwood 
and Edge (1995) theoretical valve model. 
153 
Cooling Coll and Theoretical Valve 
Chapter 6 
100 
901 
E 801 
70 
ý10 110 so 
40 
30 
20 
X 10-1 
0 
0 10 20 30 40 50 60 70 80 90 100 
Valve Stem Travel (% open) 
Figure 6.12. Combined valve and heating coil characteristic using the Satchwell 
MB 1402 valve model. 
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Figure 6.13. Combined valve and cooling coil characteristic using the Satchwell 
MB 1402 valve model. 
The simulink model of the combined Satchwell valve and heat exchanger combined has 
a less linear characteristic than the theoretical valve model and heat exchanger. 
However, the real valve has linearised the heat exchanger characteristic to a large 
degree. 
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6.5 Simulink RVAC Damper Component Model 
The air re-circulation, damper within the Simulink one zone model was used to control 
the proportion of fresh outdoor air entering the constant volume IIVAC system. An 
opposed blade air damper was assumed with the characteristic shown in Figure 6.14. 
4 Pd.. * 0 -1.7035DP + 2A404D, 
3 - OA062Dps + 0.6645Dp 
0.9 
ý 
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0.1 
0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Damper Positon (Dp) (0 w closed, Iw open) 
Figure 6.14. Flow rate as a function of damper blade rotation for the Sitnulink one 
zone model damper model component (Harvey 1992). 
The relationship between the damper blade position and the fractional flow rate is 
described by the equation given in Figure 6.14. 
6.6 Proportional Integral Derivative (PID) Control Theory 
PID controllers were used in the Simulink one zone dynamic model as a benchmark 
against which to compare the developed fuzzy control strategies described in Chapters 
8,9 and 10. The PID algorithms were constructed using standard Simulink blocks which 
were "masked" to create PID controller blocks. Masking is a facility available in the 
Simulink environment by which the components of a model sub-systcm are hidden to 
the user and form a single Simulink block with a user interface for changing block 
parameters. 
6.6.1 Integration of PID Controllers Within Building Services Systems 
A schematic of a PID controller integrated into a buildings 11VAC system is shown in 
Figure 6.15. 
155 
Chapter 6 
Sct Point Air Re-circulation 
Value F 
Sensor PID ccupied Air Value 
Controller 
IIVAC 
Zone Exhaust 
comparator System 
Feedback Loop Sensor 
Figure 6.15. Schematic of a PID Controller integrated into a buildings HVAC 
system. 
The operation of the control system shown schematically in Figure 6.15 is described 
briefly below: - 
1. A sensor located in the occupied zone measures the desired environmental parameter 
to be controlled, e. g. temperature. 
2. The comparator compares the value of the measured parameter to the desired ', 'set 
point" value. 
3. The difference between these values, that is the error from the set point, is calculated 
by the comparator and fed forward to the controller. 
4. The controller uses pre-programmed algorithms and the information gained from the 
error signal to produce a control output in order bring the value of the zone parameter 
under consideration closer to the desired set point. 
5. The output control signal of the controller is sent to the HVAC plant actuators which 
change the output of the plant, e. g. by changing the amount a valve is opened or 
closed. 
6. The sensor monitors the zone condition and the process is repeated - hence a control 
feedback loop is completed. This is known as a closed system. 
6.6.2 PID Control Algorithm 
PID algorithms are composed of a proportional, an integral and a derivative term. Each 
of these is considered in the following sections. 
6.6.2.1 Proportional Term 
The control action of the proportional term adjusts the plant output in direct proportion 
to the error from the set point. The control effort, xp, of the proportional term'is,, 
described by Equation 6.33. 
xp= Ke 
Equation 6.33 
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The proportional action responds immediately to changes in error from the set point but 
inherently results in an off-set from the desired set point. It is also insensitive to how 
rapidly the error is changing. For these reasons an integral term, see Section 6.6.2.2, and 
a derivative term, see Section 6.6.2.3, are used in the algorithm. 
6.6.2.2 Integral Term 
The control action of the integral term adjusts the plant output in proportion to the 
integral of the error from the set point. The control effort, xi, of the integral term is 
described by Equation 6.34. 
K 
xj= Ti edt 
Equation 6.34 
The integral action eliminates offset that is inherent with proportional only action 
controllers. 
6.6.2.3 Derivative Term 
The control action of the derivative term adjusts the plant output in proportion to the rate 
of change of the error from the set point. The control effort, Xd, of the derivative term is 
described by Equation 6.35. 
Xd= KTd de 
dt 
Equation 6.35 
The derivative term responds rapidly to disturbances in the system and adjusts the 
controller action accordingly. 
6.6.2.4 Proportional Integral Derivative (PID) Control Algorithm 
The overall PID control algorithm is derived from the sum of the individual terms ofthe 
control modes and is described by Equation 6.36 and Equation 6.37. 
XPID "": Xp + Xi + Xd 
Equation 6.36 
X PID -2 K[e +1 
fedt +Td , 
de- 
Ti dt_ 
Equation 6.37 
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6.6.3 Integration of the PID Control Algorithm in the Simulink Model 
The simulation time step of the one zone model is specified before the simulation is 
commenced and was normally set to five seconds. Simulation time steps greater than 
this cause components of the model to become unstable. 
Two types of PID control algorithm block were constructed for use in the Simulink 
model. These were: - 
1. Positional Algorithm - the output of the controller specifies the desired position of 
the valve at each simulation time step, i. e. the controller calculates the absolute 
position of the valve. 
2. Incremental Algorithm - the controller specifies the amount by which the valve 
should be moved from its present position at each simulation time step, i. e. the 
controller is in effect unaware of the valve's position but makes a decision on 
whether its position should be changed. 
6.6.3.1 Positional PID Algorithm 
The individual terms of the positional algorithm are given by Equation 6.38, Equation 
6.39 and Equation 6.40 (Gotten and Verwer 1991). 
xp(i) = Ke(i) 
Equation 6.38 
XI(i)=xi(i-1) + 
KT, [e(i) + e(i - 1)] 2Tj 
Equation 6.39, 
KT 
Xd(')2-- ' 4d [e(i) - e(i - 1)] TS 
Equation 6.40 
The complete positional PID algorithm is described by Equation 6.41. 
X PID= Ke(i) +xi (i - 1) + 
KT" [e(i) + e(i - 1) +f 
KTd [e(i) - e(i - 1) 
I 
2Tj 
11 ý T, 
11 
Equation 6.41 
The Simulink model representation of the positional algorithm described by Equation 
6.41 is shown in Figure 6.16. 
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Figure 6.16. Simulink block representation of the positional PID control algorithin 
described by Equation 6.41. 
The positional PID control algorithm has an "Anti-Windup Reset" limiter placed in the 
integral forward path, see Figure 6.16. This is to prevent a relatively large build up in 
the integral term when the controlled parameter is not able to reach the desired sct point 
for a period of time, e. g. when the plant is operating at full capacity but not reaching tile 
required set point for the zone parameter under consideration. Anti-windup resct is 
achieved by setting the limits on the forward path of the integral term bctwccn the 
maximum and minimum values for the control output effort (for the one zone Simulink 
model this is between zero and one). This is an inherent problem with the positional 
algorithm which is not present with the incremental algorithm. However, by using the 
"Anti-Windup Reset" term this problem is eliminated. 
6.6.3.2 Incremental PID Algorithm 
The incremental PID algorithm is described by Equation 6.42 and Equation 6.43. 
dxPID(i)= K[b2e(i) +b1 e(i - 1) + boe(i - 2)] 
Equation 6.42 
XPIDO) = XPIDO - 1) + dXPID(i) 
Equation 6.43 
The individual terms used in Equation 6.42 are defmcd by Equation 6.44, Equation 6.45 
and Equation 6.46. 
bo = 
Td 
Ts 
Equation 6.44 
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Ts 2 Td 
2Ti Ts 
b2 Ts + 
Td (2Ti 
Ts 
Equation 6.45 
ý 
Equation 6.46 
The Simulink model representation of the incremental PID control algorithm is shown in 
Figure 6.17. 
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Figure 6.17. Simulink block representation of incremental PID control algorithm 
described by Equation 6.43. 
The "masked" PID control algorithm blocks are shown in Figure 6.18. The masked 
Simulink blocks created for the control algorithms allows them to be copied to different 
parts of the model effortlessly. By double clicking on a block the user can enter values 
for the controller gain, integral time, derivative time and simulation time step desired. 
-Iý 
160 
Chapter 6 
15 
PID 
Positional Algorithm 
ED 
PID 
Incremental Algorithm 
Figure 6.18. Masked Simulink PID control algorithm blocks for positional anti 
incremental type controllers. 
6.6.4 PID Controller Tuning 
To ensure that the PID controllers perform correctly, tile values for tile controller gain 
(K), the integral time (Ti) and the derivative time (Td) were deduced using an 
appropriate tuning method. The tuning parameter values used depend on the 
characteristics of the building structure and fabric, the IIVAC plant and spatial 
arrangement. Therefore the PID controllers needed to be tuned for their specific 
purposes. Any changes in the building or HVAC plant characteristics cause tile 
controller to become detuned. Where a controller becomes detuncd with respect to its 
application the controller may cause under performance of the building services system 
or loss of stability in HVAC plant operation. 
Two PID controller tuning methods that are commonly used were devised by Zeigler 
and Nichols during the 1940s (Golten 1991). These methods are commonly referred to 
as (i) the continuous cycling method and (ii) the reaction curve method. Tile method 
used for tuning the PID controllers used in the Simulink model was that of continuous 
cycling. The reaction curve method is therefore not considered further in this text. 
Tuning ofa PID Controller using the Continuous cycling metho&- 
1. Set the tuning parameters for the integral and derivative times so that they have no 
effect within the control algorithm, i. e. Ti = infinity, Td = 0. 
2. Settle the plant near to its non-nal operating condition, i. e. within the Simulink model 
set up input data filcs which require the plant to operate at nominal load conditions, 
e. g. if the heating controller is being considered set the outdoor temperature to a low 
value so that the heating plant is required to operate. 
3. With the controller in proportional mode only and the plant settled introduce a set 
point change (5% - 10% for example). This will cause the plant and the controlled 
zone parameter to start oscillating. If it does not, increase the proportional gain until 
this effect is obtained. 
4. With the plant valve position oscillating, one of three situations will occur (i) the 
amplitude of the oscillations will become smaller as the simulation proceeds, see 
Figure 6.19 - the proportional gain should be increased or (ii) the amplitude of the 
oscillations will remain constant, see Figure 6.20 - this means tile controller gain is at 
or near the value of the controller ultimate gain (Ku) or (iii) the amplitude of the 
oscillation increases as the simulation proceeds, see Figure 6.21 - the system has 
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become unstable and the controller gain is too large. In this case the controller gain 
should be reduced slightly. 
5. The desired value of the controller gain is the ultimate gain (Ku). It is controller gain 
value that is obtained just before the system starts to become unstable as the 
controller gain is increased during tuning. 
6. The desired value for the ultimate time (Tu) is the period of the oscillations at the 
pointjust before the system becomes unstable, see Figure 6.20. 
7. The actual values for the controller gain, the integral time and the derivative time that 
should be used for the tuned PID controller are calculated from the ultimate gain (Ku) 
and the ultimate time (T,, ) as given in Table 6.2. 
Period 
0 
CL 
Simulation Time 
Figure 6.20. PID controller tuning using the continuous cycling method: 
amplitude of oscillations remains constant. 
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amplitude of oscillations becoming larger. 
Controller Type Controller Gain (K) Integral Time 
(Ti) (seconds) 
Derivative Time (Td) 
(seconds) 
p 0.5Ku 
Pi 0.4545Ku 0.83T u 
PID 0. K. 0.5TU 0.1 25T, j 
Table 6.2. Recommended Zeigler-Nichols tuning parameters for positional and 
incremental PID controllers tuned using the continuous cycling method (Golten 
1991). 
For the purposes of PID controller tuning using the Simulink one zone model, an 
adapted PID controller block was constructed which allowed tile controller gain to be 
varied while the simulation was in progress. This considerably reduced the time taken to 
tune the controllers as the simulation did not have to be restarted every time tile 
controller gain needed adjusting to obtain the value of the ultimate gain (K,, ). 
It should be noted that only the positional algorithm can be used when tuning tile PID 
controller using the continuous cycling method as the integral term in tile incrcmcntal 
algorithm is necessary for that type of controller to function, i. e. the intcgral time cannot 
be set to infinity which is necessary for continuous cycling tuning. 
Once the ultimate gain and ultimate time have been deterinincd for the positional 
controller it can operate as (i) a proportional controller (ii) a proportional integral 
controller or (iii) a proportional integral derivative controller by using tile tuning 
parameters given in Table 6.2 based on the ultimate gain and ultimate time. 
The incremental controller can be used as (i) a proportional integral controller or (ii) a 
proportional integral derivative controller by using the values given in Table 6.2 where 
appropriate. 
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6.7 Conclusions and Discussion 
This chapter described the theory of the HVAC system components models which were , integrated with the Simulink "free running" one zone building model described in 
Chapter 5. The HVAC component models described included heat exchangers, valves,, 
dampers and humidification equipment. Further, Proportional + Integral + Derivative 
(PID) controls models have been described which were used as a benchmark control 
strategy to compare the performance of the fuzzy controllers developed in Chapters 8,9 
and 10. 
The HVAC system was based on a fixed air volume system. A Number of Transfer 
Units (NTU) method was used as the calculation method for the heating and cooling 
heat exchangers. Heat exchangers provided heating and cooling capacity within the 
Simulink model. The cooling coil also served the purpose of providing dehumidification 
by cooling the air to below its dew-point temperature. Both theoretical and empirical 
valve models were constructed. The empirical valve was used in the final Simulink 
building model due to problems caused by the theoretical valve model due to the 
inherent leakage flow. This was not desirable in the building model as the heat 
exchangers could not be made inoperable simply by setting the valve position to closed. 
Trial simulations showed how the interaction of the valve and heat exchangers 
linearised the relationship between the valve stem position and the heat transfer rate 
from the heat exchanger. This is desirable in real situations as control is made easier. 
The damper used to vary the amount of fresh air entering the zone was based on an, 
opposed blade arrangement and an empirical algorithm. 
Incremental and positional control algorithms were used to construct two PID control 
models within the Simulink environment. These were tuned using the Zeigler Nichols 
method and were used to provide well tuned, high performance controllers against 
which to compare the developed fuzzy control strategies described in Chapters 8,9 and 
10. The positional algorithm was used during later simulations as this algorithm was 
easier to tune due to being able to use the continuous cycling method. 
It was not possible to assess the performance of the developed HVAC components and 
PID controls models against validated systems models as no comparable models were 
available. Instead, the developed Simulink models were tested by observing their 
characteristic performances and judging whether they performed adequately on a 
qualitative basis using knowledge of how the components would be expected to 
perform. Any inaccuracies in the performance characteristics of the simulink HVAC 
components models are however largely unimportant due to the model's intended use as 
a comparative tool. Therefore any inaccuracies that existed were inherently present in all 
the models that were used to assess the performance of the developed fuzzy control' 
strategies. 
This chapter concludes the development of the one zone dynamic simulink model. The 
following chapters use this base model to develop fuzzy control strategies for the 
improvement of energy efficiency, cost efficiency and comfort provision within the 
single building zone. 
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7. Fuzz Control Strategy 7 
Development Methodology 
7.1 Introduction 
This chapter is intended as a precursor to the following chapters: - 
Chapter 8. Proportional Derivative Fuzzy Control (Pure Fuzzy Control) 
Chapter 9. Fuzzy Ventilation Control 
Chapter 10. Fuzzy High Level Control 
Section 7.2 of this chapter first considers the human comfort considerations that were 
taken into account during the selection of the environmental parameters suitable for 
control. Section 7.3 describes the objectives of the fuzzy control strategies developed. 
Section 7.4 briefly introduces the three types of fuzzy control strategy developed during 
the research project. Finally, Section 7.5 describes the fuzzy control strategy 
development methodology used in achieving the objectives of the research project. 
7.2 Human Comfort Criteria Considerations Used During the Development of the 
Fuzzy Control Strategies 
For the purpose of developing the fuzzy control strategies, the literature review oil 
human comfort, see Chapter 2, identified the three following key physical environmental 
parameters. 
" Air Temperature 
" Air Relative Humidity 
" Air Carbon Dioxide Concentrations 
These were selected due to their relatively large influences on occupants' perceived 
quality of the internal environment. They can also be measured practically with regard to 
the implementation of environmental control systems. Temperature and relative 
humidity were considered to be representative of thermal comfort (Fangcr 1972) while 
carbon dioxide concentrations were considered a good indicator of indoor air quality 
within an occupied space (Potter and Booth 1994). 
The adaptive approach (Humphreys 1976) to thermal comfort was considered a useful 
approach to take during the development of the fuzzy control strategies. The majority of 
thermal comfort research has focused on the thermal comfort licat balance model of 
Fanger (1972) and is now embedded into comfort standards. How&cr, this assumes 
steady state conditions and does not allow occupants to carry out options available to 
them by adaptation; for example by changing clothing levels. Field studies have 
consistently shown differences between climate chamber and field study results. Much 
of this discrepancy is almost undoubtedly the result of adaptive and psychological 
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aspects coming into play. It is difficult to say which arc the main parameters causing 
these discrepancies. 
For the development of the fuzzy control strategies an approach where temperature and 
relative humidity ranges were considered rather than strict set values was adopted. This 
approach assumes that occupants have some control over their personal comfort, e. g. 
able to add or remove items of clothing; open or close windows. This allows the 
provision of comfort while enabling energy and cost efficient control strategies to be 
sought within a relatively large comfort band. 
Carbon dioxide (C02) concentrations were considered a good indicator of indoor air 
quality as it is feasible to measure this parameter more cost effectively and 
instantaneously than other indicators of indoor air quality. 
Noise and lighting can have considerable affects on occupant satisfaction within a given 
internal environment. However, problems of noise are difficult to resolve and require 
either refurbishment or fundamental structural modifications and are generally outside 
the remit of control systems. Research also suggests that lighting and noise do not 
interact directly with perceptions of thermal comfort or indoor air quality (Oseland 
1996). 
On the basis of these findings it was decided not to include noise and lighting 
parameters within the bounds of the current research project. 
7.3 Fuzzy Control System Objectives 
The example of temperature control given in Chapter 4 indicates the manner in which 
fuzzy logic theory can function. The research project aimed to build on the capabilities 
of temperature control by including the zone parameters of relative humidity and air 
quality within the overall control objectives. This presented the opportunity of using 
fuzzy logic control systems that were capable of making decisions on the HVAC plant 
control actions while taking into account interactions between the environmental, 
parameters to provide a comfortable, energy and cost efficient environment. 
Figure 7.1 represents hypothetical control volumes for the environmental variables 
representing indoor environmental quality and building systems performance. The 
control system objective was to be able to (i) maintain indoor environmental quality 
within a pre-defined control volume, i. e. within pre-determined ranges for each of the 
environmental parameters considered, and (ii) decide on the best course of action with 
regard to overall building systems performance, e. g. the fuzzy control system may 
decide that it is more energy efficient to cool using ambient rather than re-circulated air 
or requirements for air quality may demand a greater fresh air input, and (iii) attempt to 
provide improved indoor environmental conditions when possible without any energy' 
penalties for doing so. 
0 
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Indoor Environmental Quality 
T- Temperature 
R11 C02 - Carbon Dioxide Concentration 
Rif - Relative I lurnidity 
Building Performance 
IEQ - Indoor Environmental Quality 
CE EE - Energy Efficiency 
Clf - Cost Efficiency 
Figure 7.1. Hypothetical control volumes for Indoor Environmental Quality (IEQ) 
and Building Systems Performance. 
Chapter 2 identified naturally ventilated buildings as lending themselves to the adaptive 
approach more than mechanically ventilated buildings. However, the adaptive actions of 
occupants can still be taken advantage of during the consideration of control strategies 
suitable for mechanically ventilated buildings. The definition of control set points and 
ranges is described in Chapters 8,9 and 10. 
7.4 Fuzzy Control Strategies 
Fuzzy logic has been used to control HVAC plant with claims of performance 
improvements when compared with conventional PID controllers, see Chaptcr 3. 
However, fuzzy logic controllers have not been used to their full potential by taking 
advantage of their capabilities to deal with multi-variant control problems by utilising 
their decision making capabilities while controlling the various parameters 
simultaneously. The research project aimed to develop fuzzy building controls strategies 
which could provide a high quality, comfortable, energy and cost cf! "icicrit internal 
environment. 
Three types of fuzzy control were developed using the dynamic Simulink model. These 
were: - 
1. Fuzzy Proportional Derivative Control (Pure Fuzzy Control) 
2. Fuzzy Direct Ventilation Strategy Control 
3. Fuzzy High Level Ventilation Strategy Control 
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Each of the control strategies was compared to tuned conventional Proportional + 
Integral + Derivative (PID) controllers, see Chapter 6, as benchmark assessment tests. 
For all simulations the input parameters used for the fuzzy control models and the PID 
control model remain identical, i. e. weather conditions, building construction and 
IIVAC components. The only differences between the comparative models were the 
actual controller strategies used. 
7.5 Control Development Methodology 
The control development methodology used throughout the research project was 
essentially the same for each of the fuzzy control strategies. During the initial 
development of the control strategies, relatively short simulation time periods were 
considered. Model input parameters were manipulated in order that the control systems 
were active. For example, when developing a simple modulating control strategy to' 
regulate zone temperature to a specified set point, ambient temperatures were set to' 
below the required zone temperature in order that a heating requirement from the HVAt 
plant was required. If the ambient temperature was greater than the zone temperature, ' 
then it would be unlikely that any heating would be required and therefore the control 
output will remain at zero. 
After satisfactory performance of a controller was achieved using the manipulated input 
parameters over short simulation periods it was tested over longer simulation periods 
' using realistic input parameters. Three periods of one week duration were generally used 
starting at days 1,130 and 270. A seven day period simulated with a 10 second time step 
required between 10 minutes and 30 minutes, depending on the control strategy 
complexity, to complete the simulation. Testing of the control strategies using these 
three periods of the year allowed problems with the control strategies to be identified 
when they were required to respond to varying conditions. This method of testing was 
useful when multiple controllers were in use within the model. For example, a 
temperature controller may work satisfactorily in isolation but when temperature 
(heating and cooling), humidification, dehumidification and air quality controllers are 
operational conflicts may occur. These conflicts were readily identifiable using the 
graphical interfaces available within Simulink or from the graphics tools available in the 
Matlab workspace. 
Once satisfactory performance of the control strategies was achieved over the relatively 
short simulation periods of 7 days, the fuzzy control strategies were simulated for longer 
periods. The Proportional Derivative Fuzzy Controllers (PDFCs) were compared with 
normal PID controllers for I week in each month of the year. This provided a diverse set 
of operating conditions suitable for the assessment of control strategy performance. T6e 
fuzzy ventilation and fuzzy high level controllers were more complex in their operation. 
For this reason simulations were carried out for a one year period for each of the control 
strategies to ensure a comprehensive set of results suitable for, control strategy 
performance assessment. 
Control strategy performance was assessed by energy use and a measure of the error 
from the desired environmental condition set point. Energy use calculations are based on 
100% efficient IIVAC components. In reality, the HVAC components will be less than 
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100% efficient. However, for the purposes of comparison between the different control 
strategies using the same HVAC systems models this error is cancelled out. The results 
of these simulations are described in Chapters 8,9 and 10 with detailed results given in 
Appendix C and Appendix D. 
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8. Proportional Derivative Fuzzy 
Control (Pure Fuzzy Control) 
Nomenclature 
(de) 
normalised rate of change of error (input to Proportional Derivative Fuzzy ý -dt )m 
Controller (PDFQ 
(de) 
rdt )r real rate of change of error (sensor value) 
e,, normalised error (input to PDFQ 
er real error (sensor value) 
kd rate of change of error gain (normalisation factor) (dimensionless) 
k. output gain (normalisation factor) (dimensionless) 
kp error gain (normalisation factor) (dimensionless) 
K controller gain - PID controller (dimensionless) 
Td derivative time - PID controller (seconds) 
Ti integral time - PID controller (seconds) 
yn normalised output (PDFC output) 
yr real output (output sent to actuator) 
8.1 Introduction 
This chapter considers the use of pure fuzzy controllers designed to act as an alternative 
to conventional, e. g. Proportional + Integral + Derivative (PID), controllers for the 
control of environmental parameters in an air-conditioned zone of a building. 
The type of ffizzy controller investigated in this chapter is a Proportional + Derivative 
(PD) controller. Throughout the following text the term PDFC refers to a Proportional + 
Derivative Fuzzy Controller. This is sometimes referred to as a fuzzy proportional plus 
integral controller in other literature. The characteristics of a PDFCs operation and 
behaviour are very similar to that of conventional PI controllers and this has become an 
accepted way of referring to this type of controller. However, this can be misleading and 
for the purposes of this thesis Proportional + Derivative fuzzy controllers arc referred to 
as PDFCs. 
This chapter first considers the development and tuning of the PDFCs and compares 
short term simulation results to the benchmark performances of well tuned PID 
controllers using the one zone Simulink model. An example of tile operation of a PDFC 
is given in a situation where it was used for controlling the zone temperature, under 
conditions requiring heating, to a pre-defined set point. The tuned PDFC controllers 
were then compared with normal PID controllers for seven day long simulation pcriods 
during each month of the year. Finally, the performances of the PDFC controllers during 
Chapter 8- 
the longer term simulations were assessed in terms of energy use and the accuracy in 
providing the desired environmental conditions. 
8.2 Proportional + Derivative Fuzzy Control (PDFC) Structure 
A schematic of the components of a PDFC is shown in Figure 8.1. 
er e 
Fuzzy Yn Yr 
Controller --0 
(de/d0r (de/dt),, 
Figure 8.1. Schematic of the main components of a Proportional Derivative Fuzzy 
Controller (PDFC). 
The inputs to the PDFC are the error from the set point (+ve above set point, -ve below 
set point) and the rate of change of error from the set point, de/dt (+ve increasing value, 
-ve decreasing value). 
The output of the fuzzy controller is the desired incremental control action. For the 
Simulink model considered for the research project, the plant is controlled via valves 
and dampers operating between completely closed (0) and completely open (1). The 
signal, or output, from the controller therefore represents the incremental change in 
position from the valve or damper current position for each simulation time step; 
negative or positive. The valve and damper positions are limited to between 0 and I 
using saturation blocks in the Simulink model. 'ý' I '11ý 
The controller shown in Figure 8.1 is normalised for inputs and outputs on a -1 to +1 
scale. For example, if the maximum expected error from the set point was anticipated to 
be ±10*C a value for the error normalisation factor (Kp) of 0.1 would give an input to 
the controller of between -1 and +1 for this range. This allows the controller to be eas ily 
utilised for different applications by tuning the input gains, Kp and VId, and the output 
gain, K, to suit a specific application. Tuning by altering the gain factors is an easier, 
process than editing the membership functions for the controller. 
The research project considers a fully air-conditioned building zone model and requires 
controllers for heating, cooling, humidification, dehumidification and air quality via 
fresh air provision. The inputs and outputs are normalised using Equation 8.1, Equation 
8.2 and Equation 8.3. 
e,, = kper 
Equation 8.1 
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(de) 
=kd 
(de)" 
(it )n dt 
Equadon 8.2 
y, = ky,, 
Equation 8.3 
Real and normalised input and output values are shown graphically in Section 8.3.3 to 
give a feel for the actual quantities involved. 
8.3 Fuzzy Controller Development and Tuning 
The PDFCs were developed by first determining the desired controller behavioural 
characteristics, e. g. response, set point overshoot and stability. Secondly, knowledge of 
how to achieve these characteristics was incorporated into the PDFC via the definition 
of the membership functions and control rules. 
The PDFC performances were compared to the benchmark, performances of PID 
controllers by running simulations using the two different control strategies within 
otherwise identical Simulink models. Adjustments to the control rules, membership 
functions and controller gains of the PDFCs were then made to improve controller 
performances. The PID controllers were tuned using the Zeigler Nichols method as 
described in Chapter 6 and represented well tuned PID controllers. 
8.3.1 PDFC Components 
The PDFC structure developed to assess pure fuzzy control performance had 7 
membership functions for each of the two inputs and the singular output universes of 
discourse. The rule base comprised 49 (7 2) linguistic rules to relate the input 
membership functions to the output membership functions. 
The membership functions for the normaliscd error and rate of change of crror (input 
universes) arc shown in Figure 8.2. 
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A'NSU 9 S, U. A,. JL JLXA'%ý AA%JA AAA%, AA4 "%'Razzar &"Aaý&Auaaý AWS W-ý saar"Wo -A ýAaua "am- 
rate of change of error. 
The membership function linguistic descriptors were defined as follows-. - 
NL - Negative Large 
NM - Negative Medium 
NS - Negative Small 
ZERO - Zero 
PS - Positive Small 
PM - Positive Medium 
PL - Positive Large 
Similarly, the membership functions for the normalised output (control action)ý are 
shown in Figure 8.3. 
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Figure 8.3. PDFC normalised membership functions for the output. 
The 49 control rules were of the form: 
IF (Error is PL) AND (Rateý_o]Lchange_of error is PL) THEN (Output is NL) 
The 49 control rules are summarised in a control rule table, see Table 8.1. 
I Rate of C anize of E or (de/dt) 
Error NL NM NS ZERO PS PM PL 
NL PL PL PL PL PM PS ZERO 
NM PL PL PL PM PS ZERO NS 
NS I PL PL PM PS ZERO I NS NM 
ZERO PL PM PS ZERO NS NM NL 
PS PM PS ZERO NS NM NL NL 
PM PS ZERO NS NM NL NL NL 
PL ZERO NS NM NL NL NL NL 
Table 8.1. PDFC control rule table. 
The normalised control surface generated for the input membership functions, output 
membership functions and the control rules is shown in Figure 8.4. 
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Figure 8.4. Normalised PDFC control surface. 
The fuzzy control structure with normalised inputs and outputs was used to control the 
heating, cooling, humidification, dehumidification and air re-circulation within the 
Simulink model. The controller gains were adjusted for each controller to ensure the real 
input and output values were suitable for the PDFC normalised structure. This was an, 
iterative process and is described in the following sections. 
8.3.2 Fuzzy Controller Tuning 
As with conventional control techniques the PDFC requires tuning. However, unlike the 
PID tuning process for which tuning techniques such as the Zeigler Nichols are 
appropriate, there are no such techniques for tuning fuzzy controllers. PDFCs need to be_' 
tuned using an iterative process of trial and error, and user intuition of how the tuning', 
parameters affect the PDFC performance. The steps involved in the tuning of the PDFCs 
are outlined in the following text. 
1. Plant operation for controllers not under consideration were made inoperable. For 
example, if the heating coil and temperature set point were under consideration, the 
cooling, humidification, dehumidification and air quality controllers of the HVAC 
plant were made inactive. 1 
2. A stepping set point for the environmental parameter under consideration, e. g. zone 
temperature, was then provided. This gave the effect of instantaneous disturbances 
for the PID and PDFC controllers to react to. The step changes of set point allowed a 
graphical comparison to be made between the PID and PDFC controllers in terms of 
response time, overshoot and stability. This is a commonly used method for 
comparing controller performance. 
3. Conditions, such as the ambient conditions, were set to ensure that the plant 
component and associated controller were required to operate during the controller 
tuning process. For example, the initial settings, i. e. outdoor temperature, zone 
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temperature and wall temperatures, for the model during the tuning of the controller 
for the heating plant were set at low values. This ensured that there was a consistent 
heat requirement from the heating plant. 
4. A conventional PID controller was tuned for the plant component and set point, e. g. 
heating coil and temperature, under consideration using the Zeigler-Nichols method. 
This was used as a bench mark comparison control technique. The tuning parameters 
of the PID controller under consideration was then set to those acquired during the 
tuning process. 
5. In an identical Simulink model, the PID controller was replaced with the PDFC to be 
tuned. This ensures that the models are identical in every respect with the exception 
of the control strategy. 
6. Initial tuning gains for the PDFCs were selected from tuning experience. Tile 
controller gains for the PDFC were then adjusted until the performance of the 
controller was deemed satisfactory or further improvements could not be achieved. 
An opportunity also existed at this stage to modify the structure of the membership 
functions and the control rules. This enabled further improvements, in PDFC 
performance to be achieved. 
7. The PID and PDFC one zone building models were then run for a prcdctcri-nincd 
simulation time and the results compared. 
8. The above steps were then repeated for all the I-1VAC plant components and 
controllers. 
The tuning values for the PID and PDFC controllers determined by the above process 
for the Simulink one zone building model are given in Table 8.2 and Table 8.3 
respectively. 
Controller Proportional Gain 
(K) 
Integral Time 
(TI) (seconds) 
Derivative Time 
(T4 (seconds) 
Heating 0.100 170 42.50 
Cooling 0.360 180 45.00 
Humidifier 0.700 235 58.75 
Dehumidifier 0.005 250 62.50 
Air Quality (C02) 0.022 210 52.50 
Table 8.2. Tuning parameters for the PID controllers. 
Controller Error Gain 
(kp) 
Rate of Change 
of Error Gain 
Output Gain 
Heating 0.60 100 0.00075 
Cooling 0.85 120 0.0014 
Humidifier 0.30 125 0.0030 
Dehumidifier 0.01 6 0.0020 
Air Quality (CO 0.01 6 0.0020 
Table 8.3. Tuning parameters for the PDFCs. 
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8.3.3 Tuned PDFC Performance 
The performances of the PDFCs, after the iterative tuning process, were compared to the 
well tuned PID controllers using the step change in controlled variable set-point 
benchmark test method. The performances of the controllers with regard to maintaining 
the zone temperature at the desired set point are shown in Figure 8.5, to allow a 
comparison between the performances of the controllers. 
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Figure 8.5. PDFC and PID controller zone temperature response after controller 
tuning. 
Figure 8.5 indicates only a small difference between the control exercised by the PDFC 
and PID controllers. Energy use for the PDFC and PID controllers were 19.4898 kWh 
and 19.4991 kWh respectively during the 20,000 second (approximately 5.5 hour) 
simulation period. These results represent a negligible overall performance difference 
between the PDFC and PID controllers. 
The operation of the PDFC shown in Figure 8.5 can be considered in more detail by 
examining the error and rate of change of error as recorded during the simulation, see 
Figure 8.6 and Figure 8.7 respectively. 
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Figure 8.6. Normalised and real error for the PDFC simulation shown in Figure 
8.5. 
Considering the simulation time t= 6000 seconds in Figure 8.6, see line AA, the real 
error was 0.5'C, see broken line arrow B. Using Equation 8.1 the normalised error was 
0.5 x 0.6 = 0.2990 'C, see broken line arrow C. 
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Figure 8.7. Normalised and real rate of change of error (de/dt) for the IIIDFC 
simulation depicted in Figure 8.5. 
Considering Figure 8.7 at t= 6000 seconds, see line AA, the real rate of change oferror 
is 0.000693 'C/s, see broken line arrow D. Using Equation 8.2 the normalised rate of 
change of error is 0.000693 x 100 = 0.0693 'C/s, see broken I ine arrow E. 
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The normalised error (0.2990) and the normalised rate of change of error (0.0693) are 
used as the inputs to the heating PDFC. The PDFC ftizzifies the normalised crisp inputs, 
error and rate of change of error, using the membership functions defmed for the 
controller, see Figure 8.8 and Figure 8.9 respectively. 
In Figure 8.8 the broken blue line indicates the membership value of the normalised 
input error (0.2990) to the membership function "Positive Small" (PS). The broken red 
line indicates the membership value of the normalised input error (0.2990) to the 
membership function "Positive Medium" (PM). 
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Figure 8.9. Membership values for a normalised rate of change of error of 0.0693 
(dotted lines) for the rate of change of error membership functions. 
In Figure 8.9 the broken blue line indicates the membership value of the normaliscd 
input rate of change of error (0.0693) to the membership function "Zero" (ZERO). 111c 
broken red line indicates the membership value of the normaliscd input rate of change of 
error (0.0693) to the membership function "Positive Small" (PS). 
The fuzzy membership values for each of the membership functions for the normaliscd 
inputs under consideration are given in Table 8.4. 
"I" ,'", , ,: -;,, Membership'Fu'6ction ý' ", Rakof Chi6ge'of Erivý (ji)'' 
0 0 
Negative, Medium 04NI) 0 0 
;,,,: ': Negative'Small! (ýIS)'ý., ", ýýý, ', 0 0 
Zcro" LZERO)',, ' 0 0.73 
" ý: Positive Small (PS)', ' ý- ý, - 0.76 0.29 
Positive. Mcdi 0.24 0 
ý,:,,, ",,, Poýitive Larg6 (PL);,. ' 0 0 
Table 8.4. Membership values (p) of each membership function shown in Figure 
8.8 and Figure 8.9 for the normalised inputs under consideration. 
The inference engine uses the PDFC rule base, see Table 8.1, and the knowledge base to 
infer the fiizzified output. This is done using the maximum-minimum method as 
described in Chapter 4. 
All the rules of the PDFC are activated. However, the majority of the rules are activated 
to a zero degree. For example, considering the ongoing example, and applying the 
maximum-minimum principle to the rule: - 
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IF (error is NL) AND (rate is ZERO) THEN (output is PL) 
results in Equation 8.4. 
PoutpuQL-2 min([LcfforNL 9 gmtcZERO)= min(Og 0.73) =0 
Equition 8.4 
In words, Equation 8.4 can be written: - 
The degree of membership of the fuzzy output value to the output membership function 
"Positive Large" is equal to the minimum of a) the degree of membership of the error 
value to the membership function "Negative Large" on the universe of discourse "erroe' 
and b) the degree of membership of the rate of change of error value to the membership 
function "Zcroý' on the universe of discourse "rate of change of effor". This is equal to 
the minimum of the membership values 0 and 0.73. Therefore, the degree of 
membership of the fuzzy output value to the output membership function "Positive 
Large" is equal to 0. 
Any rule with a membership function that has a zero membership value is activated by a 
zero degree where the maximum minimum principle is used. 
The rules that are of interest in determining the fuzzy output for the time t= 6000 in the 
considered example are: 
IF (error is PS) AND (rate is ZERO) THEN (output is NS) 
IF (error is PS) AND (rate is-PS) THEN (output is NM) 
IF (error is PM) AND (rate is ZERO) THEN (output is NM) 
IF (error is PM) AND (rate is PS) THEN (output is NL) 
The values of the fuzzy consequents, i. e. fuzzy output, are determined using the two" 
steps of the maximum-minimum method: 
Step 1: minimum 
Applying the minimum principle to each of the four rules results in Equation 8.5, 
Equation 8.6, Equation 8.7 and Equation 8.8 respectively. 
Poutput, NS -2 Min(AcrmirPS 9 gmteMRO) = min(O. 76,0.73) = 0.73 
Equation 8.5 
po. tp. t, Nm = min(p,, ý, ps, pgeys) = min(O. 76,0.29) = 0.29 
Equation 8.6 
poutp. t, Nm = min(Peffor. PM 9 gtý, zERo) = min(O. 24,0.29) = 0.24 
Equation 8.7 
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,, ps) = min(O. 
24,0.29) = 0.24 min(p, 
Equation 8.8 
Step 2: maximum 
Two of the fuzzy rules have the same consequent ([ktputNm). For these two rules the 
maximum principle applies, see Equation 8.9. 
poutput, Nm = max(p,,, utputNm, p,, utputNm) = max(O. 29,0.24) = 
0.29 
Equation 8.9 
The final membership values on the output universe of discourse are 
ý4. tp,. t, Ns 0.73 
0.29 
0.24 
The membership values for each of the output membership functions are shown 
graphically in Figure 8.10. 
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Figure 8.10. Membership values for each of the output membership functions on 
the output universe of discourse for the considered example. 
Next the defuzzification of the output membership values is considered. The union of 
the conscqucnts indicated by the shaded area in Figure 8.10 rcprescnts the fuzzificd 
output. The method of defuzzification used during the research project was that of the 
centroid method. The defuzzified normalised value of the union of the membership 
functions calculated using the defuzzification interface within the Simulink model is - 
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0.5, see line arrow A, Figure 8.10. This can also been seen in the recorded outputs 
obtained for the heating PDFC during simulation, see Figure 8.11. 
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Figure 8.11. Normalised and real outputs for the fuzzy controller. 
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The final stage in the operation of the PDFC controller is to use the output gain factor to 
convert the normalised output value of the controller into a signal representing the real 
desired incremental movement of the heating valve. The output gain factor for the 
example under consideration is 0.00075. The final output of the controller utilises 
Equation 8.3, i. e. 0.00075 x -0.5 = -0.000375. 
This implies that the controller requires an incremental movement of the heating valve 
in the negative direction, i. e. closing. This is similar to what would be expected from a 
human operator who was monitoring the plant and zone conditions to operate the plant 
manually. The position of the valve during the dynamic simulation is shown in Figure 
8.12. The broken line in Figure 8.12 indicates the position of the valve for the 
simulation time t= 6000s as used in the example for the heating PDFC. 
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Figure 8.12. PDFC and PID controller valve positions for the example heating 
requirement simulation. 
Similarly, the cooling, humidification, dehumidification and air quality PDFCs were 
tuned, see Table 8.3, and compared with conventional tuned PID controllers, see Table 
8.2. Graphical performance comparisons are shown in Figure 8.13 to Figure 8.16 for the 
PDFC and PID controllers for the control of the cooling, humidification, 
dehumidification and air quality components of the HVAC system. 
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Figure 8.13. Zone temperatures - cooling plant requirement for the PDFC and PID 
control strategies. 
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Figure 8.14. ZA)ne relative humidities - humidification plant requirement for the 
PDFC and I'l D control strategies. 
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Figure 8.15. ZA)ne relative humidities - dehumidification requirement via the 
cooling plant for the PDFC and PID control strategies. 
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Figure 8.16. Zone air quality resulting from the use of the PDFC and III) control 
strategies operating the air re-circulation dampers in response to C02 
concentrations. 
The performances of the PDFC and PID control strategies assessed by graphical 
comparison were similar for the heating and cooling controllers. However, tile 
humidification, dehumidification and re-circulation damper PDFCs generally showed 
less overshoot than for the PID controllers and hence exhibited a more desirable control 
characteristic. The PID results, see Figure 8.14, Figure 8.15 and Figure 8.16, show a 
larger degree of overshoot on reaching the desired set point but generally take a similar 
amount of time to bring the controlled parameter to the desired set point. This highlights 
possible short comings of tuning PID controllers using the Zeigler Nichols method, i. e. 
tuning parameters inferred from the continuous cycling method may not always provide 
suitable tuning gains for an operational controller. 
8.4 PDFC and PID Control Strategy Seven Day Simulations 
In order to provide diverse operating conditions for the model's IIVAC plant and 
controllers, simulations for 7 consecutive days in each of the months flor one year were 
carried out. The tuning parameters given in Table 8.2 and Table 8.3 were used flor the 
PID and PDFC controllers respectively. The simulated week for each month was chosen 
at random. The weather data used was that for Kew, London, and was obtained frorn 
TAS weather data files (EDSL not dated). For the purposes of the seven day simulations 
the HVAC plant was operated such that it maintained the desired set point conditiolls 
within the zone 24 hours per day. 
Figure 8.17 to Figure 8.23 show the environmental conditions provided and the valve 
positions for the HVAC plant models using PDFC and PID control fior the week 2-8 
July. The results for this simulated week were selected to show graphically because of 
the diverse plant operating conditions required. The broken lines in the following 
figures indicate the upper and lower set points for the controlled zA)ne parameters. The 
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set points chosen for the simulations were such that comfort conditions would be 
provided for the occupants whilst HVAC plant operation would be required on a 
frequent basis. The upper and lower set points were 22'C and 200C with respect to 
temperature, 60% and 30% with respect to relative humidity. An upper threshold of 600 
ppm fior the CO, concentration was set to ensure good air quality. These relatively tight 
control requirements ensured that the controllers were operating and comparisons could 
be made between the performance of the PDFC and PID controllers. These set point 
I im its were relaxed for the fuzzy control strategies described in Chapters 9 and 10. The 
reasoning for this is also described in Chapters 9 and 10. 
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Figure 8.17. Zone temperature maintained by the PDFC and PID control 
strategies. Seven day simulation, July 2-8. 
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Figure 8.18. Heating valve position. Seven day simulation, July 2-8. 
190 
lk 
Chapter 8 
1.0 
0.9 
0.8 
0.7 Z 
§ 
0.6 
0.5 
ca 0.4 
S 
PDFC 
PID 
8 0.3 U 
0.2 
0.1 
0.0 
C) (D VT IT C) ý9 C-4 co 382 C4 co 1% (D -24 
Mg 
b3 ýI *? 
M IT It I- f- ca 
Simulation Time (Hours) 
Figure 8.19. Cooling valve position. Seven day simulation, July 2-8. 
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Figure 8.20. Zone relative humidity maintained by the PDFC and I'll) control 
strategies. Seven day simulation, July 2-8. 
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Figure 8.21. Cooling valve desired position for dehumidification purposes. Seven 
day simulation for PDFC and PID control strategies, July 2-8. 
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Figure 8.22. Zone air quality in terms Of C02 concentration for the PDFC and PID 
control strategies. Seven day simulation, July 2-8. 
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Figure 8.23. Fresh air re-circulation damper position for the PDFC and I'll) 
control strategies, seven day simulation, July 2-8. 
Occupancy patterns have a marked effect on CO, -, concentrations 
in the occupied space. 
It is therefore useful to observe the repeated daily occupancy pattern used lor the 
simulations, see Figure 8.24. 
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Figure 8.24. Repeated daily occupancy pattern for the seven day simulations. 
For the twelve simulated weeks two types of' quantitative comparisons were made 
between the PDFC and PID controller performances. These were energy use to maintain 
the desired condition and the percentage ofthe time the controlled parameter remained 
outside the pre-determincd set point range fior each controlled paraineter. These 
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comparisons are shown numerically in Table 8.5 and Table 9.6 respectively. 
Dehumidification of the zone air is achieved by use of the cooling coil and reheat by the 
heating coil. Dehumidification energy consumed is therefore recorded as a portion of the 
heating and cooling energy use. 
eekly Ener gy Consum tion (kWh) 
Simulation 
Week 
PDFC 
Heating 
PID 
Heating 
PDFC 
Cooling 
PID 
Cooling 
PDFC 
Humidification 
PDFC 
Humidification 
Jaii 1-7 196.09 195.09 0.88 0.78 13.76 13.57 
Feb 5-11 161.36 160.54 0.97 0.72 1.78 1.75 
Mar 19-25 157.93 156.88 9.20 9.15 32.09 31.59 
Apr 23-29 54.96 54.06 75.83 75.65 0.00 0.00 
May 7-13 75.12 73.95 46.89 46.75 0.99 0.97 
June 11-17 67.41 65.30 211.01 207.52 0.00 0.00 
July 2-9 65.16 61.42 214.14 210.23 0.00 0.00 
Aug 13-19 37.11 35.81 182.34 181.45 0.00 0.00 
S. cpt 10- 16 107.07 105.51 210.98 210.05 0.00 0.00 
Oct 1-7 200.87 199.71 238.69 238.29 0.00 0.00 
Nov N-25 229.13 228.09 0.01 0.01 2.72 2.67 
Ik, c 24-30 202.71 201.65 0.53 0.32 18.87 18.63 
1554.84 1538.02 70.22 69.20 
Table 8.5. Energy use (kWh) for the twelve simulated weeks for the PDFC and 
I'll) controllers. 
Weekly % Time Outside Set Points R nges 
Simulation 
Week 
_ 
PDFC 
Tem erAture 
Pi 1) 
Temperature 
PDFC 
RH 
PID 
RH 
PDFC 
C02 
PID 
C02 
Jantwry 1-7 1.59 3.78 0.05 0.20 0.69 0.69 
February 5-11 1.09 4.01 0.05 0.74 0.69 0.69 
March 19-25 1.44 4.86 0.05 0.15 0.69 0.69 
April 23-29 0.79 5.80 0.05 0.05 0.69 0.69 
May 7-13 1.09 6.27 0.05 0.05 0.69 0.69 
June 11-17 1.34 5.16 4.96 6.44 0.69 0.69 
July 2-8 0.59 5.06 3.32 5.06 0.69 0.69 
August 13-19 10.66 14.08 0.79 1.09 0.69 0.69 
September 10-16 2.48 6.84 2.57 4.46 0.69 0.69 
October 1-7 0.45 2.43 2.38 5.10 0.69 0.69 
November 19 -25 1.29 2.23 0.00 0.00 0.69 
1 
0.69 d 
Dcccmber 24-30 1.64 3.57 0.05 0.40 0.69 0.69 
__Average - 
1.19 1.98 0.69 0.69 
Table 8.6. Percentage of simulated time the environmental zone parameters are 
outside the set point ranges for the PDFC and PID control strategies. 
Frorn Table 8.5, the total energy use for the PDFC and PID control strategies are 
2816.55 kWh and 2788.19 kWh respectively. Therefore, for the 12 simulated weeks the 
lIDFC strategy uses 1.02% more energy as compared to the PID control strategy for 
identical weather, occupancy, plant and building characteristics. 
I lowcver, Table 8.6 reveals that the zone temperature and humidity are not controlled to 
within the set point ranges by the PID strategy as well as by the PDFC strategy. 
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Temperature and humidity are outside (fie set point ranges I*or the I'll) control strategy 
3.3% and 0.79% more of the time respectively than lor tile III)FCcontrol stra(egy. 
Overall, when taking into consideration energy use and control accuracy, there Is only .1 
small difference between the fuzzy and I'll) control strategies. For the small differences 
observed it is not possible to determine conclusively that either of tile control s1rategles 
was superior. 
It is probable that both the PDI-C and I'll) controller performances could he marginally 
improved by I'Urther tuning parameter adjustment. I lowever, within tile scope (fl' (lie 
research project ob . lectives 
it was IcIt that the pci-l'Orniances of' tile controllers were 
adequate and that they provided realistic controllers with which to explore tile use of 
Fuzzy control for the multi-variant control strategies detailed in Chapters 9 and M, ( )tllcl- 
relevant issues with refierence to the PDFC and PID control strategies are discussed Ili 
Section 8.5. 
8.5 PDFC and PID Control Strategy Issues 
The performance ofthe PDF(' and 1111) control strategies in terms ol'cncrgy use ind 
control accuracy indicate little overall dillerence in the simulations carried olit. 
However, other positive and negative aspects should be taken into consideration I'm, 
both strategies. 
8.5.1 Inherent Controller Accuracy 
PID controllers consider the error, the integral ofthe error and (lie ratc ol'change ol'Ilic 
error. The heating PDFC considered in the example used the inputs oferror and ratc of' 
change of error only. It would therefibre be expected that the 1111) controller is capable oI 
being more accurate in its control. This was not the case in the simulations conductcd. 
The probable cause was the slow response time ol'the entire system due to thermal Ligs 
in the building structure and IIVAC plant. Equal performance to the 1111) controller is 
likely to be achieved by a PI controller. The derivative control actions do lit(le Io 
enhance the overall pcrf'ormance ofthe PID controllers. This result does however slloýv 
that fuzzy control can be easily implemented to produce control performance equal to 
the high standard set by the PID control algorithm. 
8.5.2 Complexity of Controller Design 
The design and operation of l'uzj. y controllers is readily understood duc to %inularows 
with human thought processes and terminology. It uses lunnan expert k110WICdVL-, LC 
common sense in terms of controller output for given controller niptits. In contrast, I'll) 
control is more mathematically complex to those who are not mallicinaticians or control 
engineers. Fuzzy control represents a more readily understood underlying design 
methodology. 
8.5.3 Tuning of the Controllers 
'I wo aspects conccrned with controllcr timing arc wm1hy ol'inctitlon. 
.., 1', 1cI () vy 1. Both the 
fuzj. y and 111D controllers need to be tuned III order to obtain Nails 
perf'Ormance. Two points of interest arise with regard to tile tuning lucthod.. " 
Standardised methods are available for tuning tile 1111) Controllers, I. e. IcIpler 
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Nichols methods, whereas the tuning of the fuzzy controllers is carried out using an 
iterative process and expert operator knowledge. Using the Simulink model, the time 
taken to tune the PID controllers was considerably less than for the fuzzy controllers. 
If this is taken through to the tuning required for real HVAC plant then fuzzy tuning 
represents a real problem. The Simulink dynamic model allowed a simulation of 
20,000 seconds, i. e. more than 5 hours, to be carried out in less than five minutes of 
real time. Fuzzy tuning commonly required 20 - 30 iterative tuning simulations to 
achieve satisfactory controller performance. In a real building this would be 
unsatisfactory. In contrast the tuning of the PID controllers only required 2 or 3 
simulation runs to obtain the tuning parameters using the continuous cycling Zeigler 
Nichols method. This represents a more realistic option for real HVAC systems in 
real buildings. Further, using the Zeigler Nichols response method for tuning PID 
controllers commonly requires only one tuning run for commissioning engineers. 
With respect to conventional controller tuning, auto tuning controllers are readily 
available, e. g. CAL 3300 and 9300 Autotune Temperature Controllers (CAL 1997). 
Controllers such as this are capable of autotuning the PID algorithms stored within 
the controller. These points highlight a major drawback of pure fuzzy controllers as a 
replacement for conventional controllers. 
2. Tuning of the controllers is carried out for representative operating conditions. As a 
result the control actions may become unstable under other operating conditions. 
However, experience of using the fuzzy and PID controllers in the Simulink model 
suggest that the PID controllers tuned using the Zcigler-Nichols method tended to be 
less stable during alternative operating conditions. The controller strategy 
performance comparisons described in this chapter suggest the fuzzy controllers 
perform with a comparable performance to the PID controllers. However, should the 
PID controllers be tuned using the conventional methods available and then adjusted 
using operator knowledge as with the PDFC controls, it is probable that it is possible 
to further increase their performance for that operating condition without control instability. 
Improved methods of tuning PDFCs would represent a major step forward in terms of developing fuzzy controllers. Methods such as that described by Hurtta (1994), see 
Chapter 3, in which fuzzy logic was used as a gain scheduler for the tuning parameters 
of a conventional PID controller represent a possible method of improving the control 
performance of a PDFC. The gain factors of a PDFC could be scheduled using the same 
methodology. Another area worthy of exploration in this respect is the use of neural 
networks to tune the PDFC once the PDFCs are in use, e. g. Egilegor (1997), see Chapter 
3. 
8.6 Conclusions and Discussion 
This chapter described the use of Proportional Derivative Fuzzy Controllers (PDFCs) as 
alternatives to conventional PID controllers. The PID controllers used for the 
benchmark comparisons were tuned using the Zeigler Nichols continuous cycling 
method. The tuning of the PDFC controllers was achieved by adjustment of gain factors 
on the inputs and outputs of the PDFCs. Intuitive reasoning and a knowledge of how the 
adjustment of these gain factors would affect the PDFC performance was used to 
satisfactorily tune the controllers. The use of gain factors as a method of tuning the 
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PDFCs proved useful and reduced the amount of time taken for controller tuning. From 
a practical view point, the PDFCs were more time consuming to tune using the iterative 
technique of adjusting the gain factors than using the Zeigler Nichols tuning method for 
the PID controllers. This could represent a major disadvantage for real PDFC control 
system implementation in real buildings where the tuning has to be carried out in real 
time. However, PDFCs provide an easy to understand control methodology based on 
human operator knowledge and common sense. This can make the understanding of the 
PDFC control methodology more attractive to the non engineer as an understanding of 
the control methodology can be quickly acquired. Tuning methods assisted by tile use of 
neural networks and fuzzy gain scheduling of the PDFC gain factors were idcntiFicd as 
methods that could improve this situation. 
The comparison between the PDFC and PID control strategies investigated in this 
chapter suggest that there is only a small difference between the performance of the two 
control strategies. For the compared 7 day simulation pcriods for each month of one year 
the PDFC strategy required slightly more energy than the PID strategy (1.02%). 
However, PID control strategy zone temperature and humidity conditions were outside 
the desired set point limits for a greater percentage of the simulated time than for the 
PDFC strategy by 3.3% and 0.79% respectively. From these results it may be concluded 
that a superior overall performance cannot be conclusively attributed to either control 
strategy. However, the PDFCs did exhibit a better control characteristic, i. e. less 
overshoot, for the humidification, dehumidification and air quality controllers. 
Overall, PDFC control as PID control were shown to be capable of comparative 
performance during the simulations. However, the commissioning time for dic fuzzy 
controller is lengthy when compared with conventional control. A quote taken from Yen 
ct. al. (1995) reflects the findings of this chapter: 
"Using fuzzy logic to replace a PID controller is like limiting a Ferrari to drive in first 
gear only" 
This quote would appear to be relevant as the findings of this chapter indicate that fuzzy 
control is capable of replacing conventional controllers, but fuzzy logic has far more to 
offer. The fuzzy decision making capabilities of fuzzy controllers enable multi-variant 
control problems to be dealt with. Chapters 9 and 10 investigate the use of thcse 
capabilities to take advantage of the possibilities offered by fuzzy control. 
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9, w Fuzzy Ventilation Control 
Nomenclature 
de/dt rate of change of error from set point ('Cls) (%Rll/s) 
e error from set point (C) (% RH) 
K1, error gain factor (dimensionless) 
Kd rate of change of error gain factor (dimensionless) 
Kdiff (zone condition - ambient condition) differential gain factor (dimcnsionicss) 
K. fuzzy ventilation controller output gain factor (dimensionless) 
MCwnb ambient air moisture content (kg/kg) 
MCI zone air moisture content (kg/kg) 
Tamb ambient air temperature (OC) 
TZ zone air temperature (OC) 
9.1 Introduction 
I'llis chapter investigates the use of fuzzy controllers for the control of the re-circulation 
air damper in the Simulink model as a means of adjusting the zone temperature and 
humidity. The fuzzy ventilation control strategy aims to use the free cooling and 
dehumidification available due to differences in zone and ambient conditions by 
changing the proportion of fresh air entering the HVAC system and hence Ole controlled 
zone. 
Upper and lower controlled zone parameter set points were used between which fuzzy 
ventilation controllers and PDFC HVAC plant controllers, i. e. heating, cooling. 
dehumidification humidification and air quality, aimed to maintain the environmental 
conditions during periods when the HVAC plant was operational. For the graphically 
illustrated examples of the use of the fuzzy ventilation control strategies the IIVAC 
plant was operational 24 hours per day. For the annual simulations the I IVAC plant was 
operational between 05: 00 and 17: 00. When possible, the fuzzy ventilation controllers 
also aimed to maintain the zone conditions at a preferred set point which was between 
the upper and lower set points. The upper and lower set point limits and the preferred set 
point for fuzzy ventilation control purposes were set to ensure occupant comfort. I fence 
when the fuzzy ventilation control strategy was not capable of maintaining the zone 
conditions to within the upper and lower set-point limits the IIVAC plant became 
operational. 
Results from simulations using the fuzzy ventilation control strategy were compared 
with normal plant operation using PID controllers with upper and lower set point limits 
for each controlled parameter. This benchmark comparison was used to assess tile 
benefits of using the fuzzy ventilation control strategy. 
9.2 Fuzzy Ventilation Controller Operation 
Týis section considers the general theory used for the fuzzy ventilation controllers. 
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9.2.1 General Aims of the Fuzzy Ventilation Controllers 
The fuzzy ventilation controllers primarily aim to improve energy consumption and 
comfort conditions with respect to cooling, dehumidification and air quality. It was 
possible to use ambient cooling because zone temperatures often rise above outside 
temperatures due to solar and occupant gains within the zone. This allowed the zone 
temperature to be lowered by introducing cooler fresh outdoor air. Situations rar 
' 
ely, 
occur where the outdoor temperature is above that of the zone and HVAC plant is 
required to be operational due to the zone temperature being below the required set 
point. Therefore ambient heating is not considered within the fuzzy ventilation control 
strategy. 
Dchumidiflcation using the ambient air can be achieved where humidity levels rise to, 
undesirable levels due to occupant or process gains within the zone and was considered 
as part of the fuzzy ventilation control strategy. By introducing outside air to the' 
controlled zone with a lower moisture content than the zone air, the zone relative 
humidity can be reduced. In contrast, humidification as part of the fiizzy ventilation' 
control strategy was in practice unlikely to be feasible. Even though high humidity 
levels may exist outside while indoor levels are low, the -moisture content of the air, ' needs to be considered. A nominally high relative humidity in the outdoor air does not 
mean that it has a high moisture content. For example air at 5T and 80% RH has a 
moisture content of 0.0044kg per kg of dry air. If this air were to be heated to 20*C 
without the addition of moisture its relative humidity would be 30%. Consequently, ' 
ventilating the ambient air directly into the zone will not increase the relative humidity- 
when the air temperature needs to be raised to a comfortable level. Thus ambient 
humidification is not considered as part of the fuzzy ventilation control strategy. 
The indoor air quality was controlled in the same way as the PDFC control strategy with 
the C02 concentration of the air used as an indicator of indoor air quality. Introducing 
fresh outdoor air into the zone is the only method of controlling the air quality by 
practical means. 
With respect to zone temperature control, a fuzzy controller considered the differential--, 
between zone and ambient temperatures. With respect to zone relative humidity control 
a fuzzy controller considered the differential between the zone and ambient air moisture 
contents. The fuzzy ventilation controllers decided whether it was preferable to cool or 
dehumidify using ambient fresh air and then controlled the fresh air re-circulation 
damper to achieve the preferred set point if possible. 
9.2.2 Set Point Ranges and Limits for Environmental Control using the Fuzzy 
Ventilation Control Strategy I I" Zone environmental parameter upper, lower and preferred set points are based on 
Predicted Percentage Dissatisfied criterion. Combinations of temperature and humidity, 
20'C - 24C and 30% - 60 % respectively, will not result in'a Predicted Percentage 
Dissatisfied (PPD) value of greater than approximately 10% according the Fanger 
comfort equation as described in Chapter 2. The preferred set points for temperature and' 
humidity are 220C and 45% RH. This temperature humidity combination results in a 5%-' 
PPD level, the minimum PPD achievable according to Fanger. The PPD calculations 
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used to define the set points assumed an air velocity of 0.15 m/s, a mean radiant 
temperature equal to the air temperature, a clothing thermal resistance of I clo and a 
metabolic rate of 1.2 met. These conditions arý typical of those experienced by 
occupants in office type environments. 
The zone temperature and humidity upper and lower set points as well as the prcfcrrcd 
set points are shown graphically in Figure 9.1 and Figure 9.2. 
Figure 9.1. Zone temperature upper, lower and preferred set points. 
60% 
Acceptable Upper 
Set Point 
45% Preferred 
Acceptable Lower 30% Set Point 
Figure 9.2. Zone relative humidity upper, lower and preferred set points. 
During simulations the zone parameters were allowed to drift between tile uppcr and 
lower set point limits unless the fuzzy ventilation controllers took advantage of tile 
opportunity to bring a zone parameter towards its preferred set point. Tile darker shadcd 
areas in Figure 9.1 and Figure 9.2 indicate that the zone condition is closcr to tile 
preferred zone parameter conditions. 
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With respect to zone air quality the upper set point limit was set at a 1000 ppm C02 
concentration. Zone air quality considerations always took priority over temperature and 
humidity considerations for the control of the re-circulation damper when the desired re- 
circulation damper position value of the air quality controller was the largest. 
9.2.3 Fuzzy Ventilation Controller Structure 
A schematic of the structure of the fuzzy ventilation controllers is shown in Figure 9.3. 
The basic principle of operation of the fuzzy ventilation controller was that of a PDFC 
controller with the extra input of the ambient to zone parameter differential. The 
parameter differential was used to make a decision on whether it was possible to cool or 
dehumidify using the ambient air. Referring to Figure 9.3 the principle of operation of a fuzzy ventilation controller is as follows: - 
" the error, rate of change of error and difference between the ambient and zone 
condition under consideration are used as the three inputs to the fuzzy controller. ' 
" the fuzzy controller, a PDFC with the extra input information of the difference 
between the ambient and zone conditions, assesses the current zone condition under 
consideration and decides whether any benefit can be gained from altering the 
position of the re-circulation damper for the purposes of free cooling or dchumidification. 
" PDFC controllers control the IIVAC plant components as normal and arc operational 
when the controlled zone parameter drifts beyond the upper and lower set point 
limits. 
" the air quality requirements of the zone controlled by a separate controller has 
priority over the cooling and dehumidification ventilation controllers. 
20, 
Figure 9.3. Fuzzy ventilation controller schematic. 
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The membership functions for the normaliscd cffor and rate of change of error arc 
shown, in Figure ýA. To reduce the complexity of the 6ontrollcr the number of 
membership functions on each input universe were reduced to five compared to tile 
seven used for the PDFC in the previous chapter. Exponential, or Gauss, shaped 
membership functions were used to Mime the input and output membership functions 
for the fuzzy ventilation controllers. This was done in order to assess whether any 
noticeable control improvements could be made by having "smoodice' membership 
functions. However, the use of the exponential membership functions had no noticeable 
effects on the performance of the controllers during simulations, cithcr negative or 
positive. As the fuzzy ventilation controllers had bccn developed using tile exponential 
membership functions, they therefore remained during the remainder of tile simulations 
carried out for the fuzzy ventilation controller strategy assessments. 
1 
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Figure 9.4. Normalised error and rate or change of error input membership 
functions for the fuzzy ventilation controller. 
The membership functions for the zone-ambient parameter value difference are shown 
in Figure 9.5. 
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Figure 9.5. Normalised membership functions for the difference between the zone 
and ambient condition under consideration. 
The normaliscd output membership functions for the fuzzy ventilation strategy 
controllers are shown in Figure 9.6. 
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Figure 9.6. Normalised output membership functions for the fuzzy ventilation 
strategy controller. 
Theoretically, there are 50 rules (5 x5x 2) for a fuzzy controller using 3 inputs and the 
membership functions shown in Figure 9.4 and Figure 9.5. However, the 50 rules can be 
reduced to 27 rules by removing redundant rules. For the fuzzy ventilation controllers 
under consideration increased ventilation is not required when the ambient condition is 
higher than the zone condition. For example, if the zone condition was 27C and the 
ambient condition was 35C, then under no circumstances should the amount of fresh 
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outdoor air entering the zone be increased for free cooling purposes. This implies that 
any control rules where the "zone minus the ambient" condition is negative should result 
in the proportion of fresh air entering the zone being reduced. This means that 25 of the 
control rules can be reduced to two control rules, see rules 26 and 27 below. 
The control rules relating the fuzzified input values to the fuzzy output were: - 
1. IF (Error is PL) AND (Rate is PQ AND (Zone-Amb is POS) THEN (Damper is NQ 
2. IF (Error is PQ AND (Rate is PS) AND (Zone-Amb is POS) THEN (Damper is NQ 
3. 
, 
IF (Error is PL) AND (Rate is ZERO) AND (Zone-Amb is POS) TI I EN (Damper is NL) 
4. IF (Error is PL) AND (Rate is NS) AND (Zone-Amb is POS) THEN (Damper is NS) 
5. IF (Error is PQ AND (Rate is NQ AND (Zone-Amb is POS) THEN (Damper is ZERO) 
6. IF (Error is PS) AND (Rate is PL) AND (Zone-Amb is POS) THEN (Damper is NQ 
7. IF (Error is PS) AND (Rate is PS) AND (Zone-Amb is POS) THEN (Damper is NL) 
8. IF (Error is PS) AND (Rate is ZERO) AND (Zonc-Amb is POS) THEN (Dampcr is NS) 
9. IF (Error is PS) AND (Rate is NS) AND (Zone-Amb is POS) THEN (Damper is ZERO) 
10. IF (Error is PS) AND (Rate is NL) AND (Zone-Amb is POS) TI IEN (Damper is PS) 
11. IF (Error is ZERO) AND (Rate is PL) AND (Zone-Amb is POS) TI I EN (Dwnpcr is NQ 
12. IF (Error is ZERO) AND (Rate is PS) AND (Zonc-Amb is POS) THEN (Damper is NS) 
13. IF (Error is ZERO) AND (Rate is ZERO) AND (Zone-Amb is POS) TI I EN (Damper is ZERO) 
14. IF (Error is ZERO) AND (Rate is NS) AND (Zone-Amb is POS) THEN (Damper is PS) 
15. IF (Error is ZERO) AND (Rate is NL) AND (Zone-Amb is POS) TI IEN (Damper is PL) 
16. IF (Error is NS) AND (Rate is PQ AND (Zone-Amb is POS) TI I EN (Damper is NS) 
17. IF (Error is NS) AND (Rate is PS) AND (Zone-Amb is POS) TI I EN (Damper is ZERO) 
18. IF (Error is NS) AND (Rate is ZERO) AND (Zone-Amb is POS) THEN (Damper is PS) 
19. IF (Error is NS) AND (Rate is NS) AND (Zone-Amb is POS) THEN (Dampcr is PQ 
20. IF (Error is NS) AND (Rate is NL) AND (Zonc-Amb is POS) THEN (Damper is PL) 
21. IF (Error is NL) AND (Rate is PQ AND (Zonc-Amb is POS) THEN (Damper is ZERO) 
22. IF (Error is NQ AND (Rate is PS) AND (Zone-Amb is POS) THEN (Damper is PS) 
23. IF (Error is NL) AND (Rate is ZERO) AND (Zone-Amb is POS) THEN (Damper is PQ 
24. IF (Error is NL) AND (Rate is NS) AND (Zone-Amb is POS) THEN (Damper is PL) 
25. IF (Error is NQ AND (Rate is NL) AND (Zone-Amb is POS) TI I EN (Damper is PL) 
26. IF (Zone-Amb is NEG) THEN (Damper is NS) 
27. IF (Zone-Amb is ZERO) THEN (Damper is NS) 
Identical controllers were used for both fuzzy ventilation cooling and fuzzy ventilation 
dehumidification but with different input and output gain factors. The fuzzy ventilation 
controllers were tuned using an iterative process of trial and crror until satisfactory 
performance was obtained as described in Chapter 8. 
The tuned fuzzy ventilation controller gains used for simulation, see Figure 9.3, arc 
given in Table 9.1. 
F2M Ventilation -K Kdifr- 
5 0.001 
Dehumidification' 0.01 20 1 0.001 
Table 9.1. Gain factors used for the tuned fuzzy ventilation controllers. 
Gain factors for the PDFCs controlling the heating, cooling, dchumidification, 
humidification and air quality remain the same as described in Chapter 8. 
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9.3 Fuzzy Ventilation Controller Simulation Results 
The fuzzy ventilation control strategy was compared with the conventional PID strategy 
controlling to upper and lower set points. Simulations were initially carried out for a one 
week period to tune and assess the operation of the fuzzy ventilation controllers. Once 
their performance was considered adequate, one week simulations were carried out for 
each ofthe 52 weeks of one year based on weather data for Kew, London. This enabled 
a comprehensive assessment of controller perfon-nance based on provided zone 
conditions and energy consumption over a realistic time period while being subjected to 
various ambient weather conditions. 
The occupancy pattern profile used for the simulations described in this chapter and 
Chapter 10 is shown in Figure 9.7. 
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Figure 9.7. Occupancy pattern used for the fuzzy ventilation control simulations. 
The occupancy pattern for the trial simulation was repeated for each of the seven days of 
the week. The IIVAC plant was able to operate between 05: 00 and 17: 00. The results 
Ilor the fuzzy ventilation cooling and fuzzy ventilation dehumidification strategies for the 
trial week are presented in the following sections. 
9.3.1 Fuzzy Ventilation Cooling Control Strategy - One Week Trial Simulation 
The fuzzy ventilation cooling control strategy is compared with a normal PID control 
strategy operating between upper and lower control set points for the week April 23-29 
to give the reader a graphical view of the way in which the controller operates. Figure 
9.9 shows the zone temperature and cooling valve operation for the two control 
strategies. Figure 9.8 shows that the result of the use of the fuzzy ventilation cooling 
control strategy is a significant reduction in the need for plant cooling operation. 
Further, it can be seen that the Iuzzy control strategy maintains the zone temperature 
closer to the preferred set point during the occupied periods. 
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Figure 9.8. Zone temperature and cooling valve positions for the normal I'll) 
control strategy and the fuzzy ventilation control strategy (24 hour plant 
operation). 
The PID control strategy controls the zone temperature to the bounds of' tile upper and 
lower set points. Hence, the zone temperature is often controlled to the upper set point ill 
Figure 9.8. In contrast the fuzzy ventilation controller often manages to control the zone 
temperature nearer to the preferred set point using ventilation cooling, see Figure 9.8. 
The fuzzy control strategy achieves the improved temperature conditions within tile 
space through the use of the re-circulation air damper for ambient cooling purposes, see 
Figure 9.9. 
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Figure 9.9. Zone Temperature and damper (cooling) position for the fuzzy 
ventilation cooling strategy control simulation. 
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The I'll) and fuzzy ventilation cooling strategies considered in Figure 9.8 maintained the 
zone temperature within the upper and lower set point limits (dotted lines). The fuzzy 
ventilation cooling strategy further aimed to maintain the zone temperature at the 
prellerred set point (broken line, Figure 9.8). A consequence of this was that after 
working hours, i. e. 5: 00 p. m., the zone temperature reaches the lower limit of the control 
band more quickly for the fuzzy ventilation cooling strategy than for PID control 
strategy due to the building fabric being cooler at the time when temperatures start to 
decrease. The consequence of this is that the heating plant is operational for longer and 
hence heating energy usage is greater for the fuzzy ventilation cooling strategy than the 
PI D control strategy. 
This is con firmed in Figure 9.10. However, the resulting higher energy use for the fuzzy 
ventilation cooling strategy is more than offset by the decreased energy consumption for 
cooling purposes. 
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Figure 9.10. Zone temperature and heating valve positions for PID plant operation 
and fuzzy ventilation cooling strategy control (24 hour plant operation). 
Dehumidification via use of the cooling coil was not required during the simulation 
period considered for either the PID control strategy or fuzzy cooling strategy for the 
week under consideration. However, a result of using ventilation cooling in the 
simulation week considered is the requirement for some humidification during the 132 - 
144 hour period, see Figure 9.11. For the simulation considered this is also offset by the 
greater reduction in cooling energy use required, see Figure 9.11. 
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Figure 9.11. Zone relative humidity and humidifier input for Ill) plant operation 
and fuzzy ventilation cooling strategy control (24 hour plant operation). 
An additional benefit of using the fuzzy ventilation cooling control strategy call be seen 
in Figure 9.12. Due to the increased fresh air ventilation rates associated with tile fuzzy 
cooling ventilation strategy for free cooling purposes, the C02 concentrations are also 
reduced in the occupied zone. 
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Figure 9.12. Zone C02 concentrations for the PID control strategy and the fuzjy 
ventilation cooling control strategy for the simulated trial period April 23 -29. 
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The associated energy uses for the simulated one week period to assess the perfon-nance 
ofthe I'Lizzy ventilation cooling strategy are given in Table 9.2. 
Plant Fuzzy Ventilation Cooling 
Control (Cooling Only) (kWh) 
Normal PID Control Strategy 
(kWh) 
Icating 20.52 12.62 
-coofillE 
12.27 87.31 
1 lumidification 5.51 0.001 
_Total 
38.30 99.931 
Table 9.2 Energy usage (kWh) for the normal PID and fuzzy ventilation cooling 
strategy simulations for the trial simulation period April 23 -29. 
To assess the pcrl'ormancc of' the I`Uzj. y ventilation cooling strategy in terms of the 
provided environmental conditions the absolute errors from the preferred set points were 
compared flor the zone temperature and relative humidity with those obtained for 
conventional 1111) control. The mean ol'the zone C02 concentrations were compared for 
the two strategies to assess the provided air quality. The calculation methods used to 
obtain these results are described in Appendix 1). The results for the considered one 
week simulation period are given in Table 9.3. 
Strategy Absolute Error Mean 
Temperature RH C02 (PPMY- 
Pit) 1.48 5.21 713.17 
Fuzzy Ventilation Cooling 1.09 6.80 461.80 
Table 9.3. Performance assessment results for the simulated period April 23-29. 
Table 9.3 shows a significantly smaller temperature absolute error for the fuzzy 
ventilation cooling strategy when compared to the normal PID strategy. The mean C02 
concentration lor the fuzzy ventilation cooling control is significantly improved in 
comparison to the I'll) strategy for the simulation period considered. Use of the fuz--, y 
ventilation cooling strategy results in a relative humidity absolute error that is worse 
than lor the PID strategy absolute error as an unwanted side effect of the improvement 
ofthe temperature and air quality conditions. 
Overall the fuzzy ventilation cooling strategy provided the desired environmental 
conditions more accurately than the PID strategy for considerably less energy use during 
the I week trial simulation period. 
9.3.2 Fuzzy Ventilation Dehumidification Control Strategy - One Week Trial 
Simulation 
Using a similar methodology to fuzzy ventilation cooling this strategy attempted to 
UtIlISe the free dehumidification available where the zone moisture content was higher 
than the ambient moisture content and the zone relative humidity was above the 
prellerred set jx)int. 
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The week November 19-25 was simulated in order to provide a graphical comparison of 
the energy used and the environmental conditions provided by a fuzzy ventilation 
dehumidification control strategy and that of a conventional PID strategy. Again, the 
occupancy pattern shown in Figure 9.7 was used and repeated Cor all seven days ol'the 
simulated week. 
Figure 9.13 shows the zone temperatures and heating valve positions flor the simulation 
of the week November 19 - 25. No plant cooling was required for the simulation period 
due to the zone temperature remaining below the upper set point limit. I lowever, tile 
cooling plant is operational where plant dehumidification is required in order to reduce 
the air temperature to below its dew-point temperature for the removal of' moisture. 
Fuzzy ventilation cooling was not operational for this simulation. 
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Figure 9.13. Zone temperatures, ambient temperature and heating valve position 
for PID control and fuzzy ventilation dehumidification control (November 19-25). 
Figure 9.13 shows that the zone temperature using the fuzi. y ventilation strategy ollen 
remained close to the lower set point limit while the III) strategy zone temperature rises 
above this set point. This was due to the fuzzy ventilation dehumidification strategy 
requesting increased ftesh air ventilation rates for dehumidification purposes. The result 
was the increased supply rate of cooler fresh air and an associated increase In the 
requirement for heating of the zone air. The desired re-circulation air damper position 
for dehumidification purposes is shown in Figure 9.14. 
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Figure 9.14. Zone relative humidity and desired re-circulation damper position for 
the fuzzy ventilation dehumidification control strategy (November 19-25). 
Figure 9.14 shows how the fuzzy ventilation controller attempted to bring the zone 
relative humidity closer to the preferred set point when humidity levels rise above the 
preferred set point. This is shown as the desired re-circulation air damper position. 
Zone and ambient moisture contents are shown graphically in Figure 9.15 for the 
simulated week November 19-25 for the PID and fuzzy ventilation dehumidification 
strategies. The zone/ambient differential value for the moisture contents was used as an 
input to the fuzzy ventilation dehumidification controller. Superimposed over these 
values is the moisture content value of the zone air for normal PID control during the 
same simulated week which show what the moisture content values would be if the 
fuzzy ventilation strategy was not operational. The zone/ambient moisture content 
differential value used as an input to the fuzzy ventilation dehumidification controller 
allows the controller to decide whether dehumidification is possible using increased 
fresh air ventilation rates when required. 
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Figure 9.15. Air moisture contents for normal PID plant opernfion, ftjl: ry 
ventilation dehumidification strategy control and ambient conditions (November 
19-25). 
The resulting zone humidity conditions resulting from the use ofthe I'll) control and 
fuzzy ventilation dehumidification control strategies are shown in Figure 9.16. As .1 
result of the use of the fuzzy ventilation dehumidification strategy there was .1 
requirement for humidification using the plant slightly earlier than lor tile nornial 
strategy towards the end of some days, see Figure 9.16. 
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Figure 9.16. Zone relative humidity and humidifier input positions for normal 
plant operation and fuzzy ventilation dehumidification strategy control (November 
19-25). 
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Figure 9.16 shows graphically an improvement in provided relative humidity conditions 
for the fuzzy ventilation dehumidification control strategy during occupied periods. 
Due to the increased fresh air supply rates using the fuzzy ventilation control for 
dehumidification purposes the zone air quality is improved when compared to the 
normal PI D strategy as shown in Figure 9.17. 
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Figure 9.17.7 -one C02 concentrations and re-circulation air damper positions for 
normal PID plant operation and fuzzy ventilation dehumidification strategy 
control (November 19-25). 
The III) and fuzzy ventilation strategy energy uses for the period November 19-25 arc 
given in Table 9.4 in order to assess the performance of the fuzzy ventilation controller. 
HVAC Plant 
Component 
Fuzzy Ventilation 
(Dehumid only) 
Normal PID Strategy 
I Icating 132.61 85.83 
Cooling 0.00 0.00 
ý Humidifica 1.65 1 1.38 
I-Total 
--. 
1 134.26 1 87.21 
Table 9.4. Fnergy usage (kWh) for the normal PID and ventilation 
dehumidification strategy simulations (November 19-25). 
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In terms of energy use the fuzzy dehumidification strategy uses more energy than the 
normal PID strategy. This is due to the increased fresh air ventilation rates, fi)r 
dehumidification purposes, of colder air that requires heating to maintain the zone 
temperature within the set point limits. 
In order to assess the performance of the fuzzy ventilation dellumidification strategy III 
terms if provided environmental conditions within the zone, the absolute errors froill tile 
preferred set points are compared for the zone temperature and relative humidity with 
the normal PID control strategy. The mean of the zone CO,, concentrations are also 
compared for the two strategies to assess the provided air quality. The results lbr tile 
considered simulation period are given in Table 9.5. 
Absolute Error from Preferred Set 
Point 
Mean 
Strategy Temperature ('C) RH C02 O)PIII) 
Nonnal PID 1.80 7.47 737.32 
Fuzzy Ventilation 1.89 7.23 616.50__ 
Table 9.5. Performance assessment results for the simulated period November 19- 
25. 
The fuzzy ventilation dehumidification strategy increases the performance marginally III 
terms of zone relative humidity and air quality but decreases the performance In tcrnls of' 
the zone temperature. The improved relative humidity provision is achieved with .1 
significant penalty in terms of energy use. 
In summary, the fuzzy ventilation dehumidification ventilation strategy improved the 
environmental conditions provided in tenTis of relative humidity and air quality but 
lessened the quality of temperature provision and significantly increased energy 
consumption as a result. The week November 19-25 highlights the problems that could 
potentially occur using this type of ventilation control strategy. I lowever, the theory of' 
the ventilation dehumidification strategy operating in isolation did obtain its objective ill 
terms of improving relative humidity conditions within the zone. 
To assess the consequences of using the fuzzy ventilation cooling and delmnildification 
strategies over a longer time period, simulations were carried out with both ventilation 
strategy controllers operational for a one year period. 
9.3.3 Fuzzy Ventilation Control Strategies - One Year Simulations 
The simulations detailed in Sections 9.3.1 and 9.3.2 assessed the perf'Orniancc of' tile 
fuzzy ventilation cooling and dehumidification strategies Independclitl\ and lised 
occupancy patterns that were repeated for seven days of the \-,, eek. I'he I iN, *,. \(* plant \\, as 
able to operate 24 hours per day when a zone controlled parameter driftcd beyond tile 
upper or lower set point limits. 
Further simulations were carried out for all 52 weeks ol'a year with fii/yy vciltilitl()Il 
cooling and dehumidification operational. Two changes were implemented in order to 
create more realistic operating conditions. These were: - 
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1. The HVAC plant was only able to operate between the hours of 05: 00 and 17: 00.,, 
2. For the last day of each weekly simulatio 'n 
the occupancy was set to zero. The first, 
six days of each weekly simulation used the occupancy patterns shown in Figure 9.7. ý 
In these simulations, with the cooling and dehumidification fuzzy ventilation strategies 
operational, the air quality, ventilation dehumidification and ventilation cooling 
controllers operate the fresh air re-circulation damper simultaneously. The largest of the 
values returned from the three controllers is used at any instant to decide the actual 
position of the re-circulation damper. 
The detailed results of the one year simulations in terms of energy use and 
environmental condition performance can be seen in Appendix C and D for South. ' 
North, East and West orientations. A yearly summary for these results are given in Table 
9.6, Table 9.7 and Table 9.8. 
In the following text the control strategies are designated as follows: - Strategy I- normal PID controller operation 
Strategy 2- fuzzy ventilation control 
Strategy Orientation, Annual Energy Use (kWh 
-Heating - Cooling, ' ficati, Humidi on ".: Total South Strategy 1 1579 3010 95 4684 
South Strategy 2 2245 1519 171 3935 
North Strategy 1 1980 2587 81 4648 
North Strategy 2 2661 1324 89 4074 
East Strategy 1 1842 2627 84 4552 
East Strategy 2 2551 1331 , 97 3979 West Strategy 1 1792 2872 86 4749 
West Strategy 2 2475 1489 
1 
117 4080 
Table 9.6. Annual energy use summary for the PID (Strategy 1) and fuzzy 
ventilation (Strategy 2) control strategy simulations. 
Strategy/ Orientation Energy Use as -Wof Stratýgy I ýouth Strategy 1 100.00 
South Strategy 2 84.01 
North Strategy 1 100.00 
North Strategy 2 87.65 
East Strategy I i0o. 00 
East Strategy 2 87.41 
West Strategy 1 100.00 
West Strategy 2 85.91 
Strategy 2 Average (all orientations) - 86.25 
Table 9.7. Annual energy use by strategy as a percentage of strategy I energy use. 
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Table 9.7 indicates that the fuzzy ventilation cooling and dchumidification stratcgics 
operating simultaneously consistently required less energy during the one ycar 
simulation period. 
Further, analysis of the annual mean zone parameter errors from the preferred set points 
show that improvements in provided environmental conditions are achieved, see Table 
9.8. Detailed weekly results are given in Appendix D. 
Orientatiph --ýAnnual Mcifi , Abýolutc Error from Prcfcrrcd Sct Point, 
-"Temp"2 R11, I (0/o) Rl 12 (%) 
South'Mciý"", '., `--` 1.91 1.73 10.30 8.67 
1.91 1.81 11.13 8.82 
Eaýt'Mc4n 1.92 1.80 10.79 8.67 
WcstMeajf,. -`,, '-, ", - 1.95 1.80 10.66 8.66 
, Averakd 
(all. orien'tati6fis) 1.92 1.78 10.72 8.71 
Table 9.8. Annual mean zone temperature and relative humidity absolute error 
from preferred set point during periods when the IIVAC plant was operational (I 
= Strategy 1,2 = Strategy 2). 
Examination of Table 9.6 clearly reveals that the fuzzy ventilation control strategies use 
more heating and humidification energy than the normal PID control strategy. I lowcvcr, 
far less cooling is used with the fuzzy ventilation strategy leading to an overall reduction 
in total energy use. 
In terms of energy and environmental provision performance, Appendix C and D 
respectively, closer examination of the weekly breakdowns indicates that the fuzzy 
ventilation control strategy is not always an improvement over the normal I'll) strategy. 
This is due to the resulting simultaneous control actions of the different controlled 
parameters considered. As with the week November 19-25, combinations of conditions 
such as a high indoor relative humidity and low outdoor temperatures can lead to the 
fuzzy ventilation controllers improving the zone condition marginally while decreasing 
the energy performance significantly. 
Scope therefore existed to improve on the fuzzy ventilation control strategy. In order to 
achieve this a fuzzy high level controller (or supervisor) was implemented to make 
decisions on the best control actions to be taken. This was based on kno%vlcdgc of the 
indoor environmental conditions and is described in Chapter 10. 
9.4 Conclusions and Discussion 
This chapter described the development and use of fuzzy ventilation control strategies 
for ambient cooling and dehumidification purposes. A combination of the adaptive and 
steady state approaches to thermal comfort were taken to dcrinc the set point ranges and 
preferred set points. Upper and lower set points were defined such that combinations of 
zone temperature and humidity would not cause a Predicted Percentage Dissatisfied 
(PPD) value of greater than 10% using the steady state approach. The temperature and 
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relative humidity ranges defined using this criteria were 20'C - 24: C and 30% - 60%, 
respectively. When the zone conditions drifted beyond these ranges the HVAC plant 
was used to bring the conditions to within the range. Preferred set points of 220C and 
45% RII were also defined and represented a PPD of 5% where both conditions were 
satisfied simultaneously. The fuzzy ventilation controllers attempted to converge the 
zone conditions towards these preferred set points when possible using free cooling and 
dehumidification through the use of the fresh air re-circulation damper. 
Simulations were carried out for a one year period for the fuzzy ventilation and PID 
control strategies for South, North, East and West main building facade orientations. 
The simulations showed that the fuzzy ventilation control strategy used an average of 
86.25% of the energy consumed by the PID control strategy. Further, comparisons', 
between the two control strategies showed that the average of the mean annual absolute' 
error from the preferred set point for the South, North, East and West building 
orientations were as follows: - 
Temperature (OC) Relative Humidity (0/6) 
PID: 1.92 10.72 
Fuzzy Ventilation Control: 1.78 8.71 
Overall, the yearly assessment of the fuzzy ventilation control strategies therefore 
showed a reduction in energy consumption and an overall improvement in the 
environmental conditions provided. 
However, fuzzy ventilation dehumidification strategy can lead to an increased 
requirement for heating energy use due to the introduction of greater quantities of colder 
fresh air under some conditions. Ibis was reflected in the weekly results detailed in 
Appendix C and Appendix D. Scope therefore existed to improve on the fuzzy. 
ventilation control strategies. It was thought that supervision of the actions of the fuzzy 
ventilation controllers could lead to further improvements in their performance by 
suppressing their control actions where they were likely to cause detriment to the overall 
objectives, including energy efficiency, of using the fuzzy ventilation controllers. The investigation of the use of a high level fuzzy supervisor to improve the fuzzy ventilation 
control strategies is considered in Chapter 10. 
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10. Fuzzy High Level Control 
Nomenclature 
C02,, zone air C02 concentration (ppm) 
C02,,,., zone C02 concentration error from set point (ppm) 
dC02,, w/dt zone C02 concentration rate of change of error from set point (ppill) 
dRHz enWdt rate of change 
in zone relative humidity error from set point (0/o/s) 
dTz ý,,,, /dt rate of change 
in zone temperature error from set point CCls) 
MCZ zone air moisture content (g/m3 ) 
MCamb ambient air moisture content (gIM 3) 
MZ CrMr zone relative 
humidity error from set point (OC) 
RHz zone relative humidity (%) 
Tamb ambient temperature (C) 
T, zone temperature (OC) 
T,, rr, zone temperature error 
from set point 
(DC) 
10.1 Introduction 
This chapter describes the theory and results of the use of a fuzzy supervisor to improve 
the performance of the fuzzy ventilation control strategies described in Chapter 9. I'lic 
fuzzy supervisor and fuzzy ventilation control strategies combined arc collectively 
referred to as the fuzzy high level control strategy. 
The results of the simulations with the pure fuzzy controllers, see Chapter 8, indicated 
that comparable performance was achievable with PID controllers in terms of response 
time, overshoot, stability and energy consumption. Chapter 9 described the use of fuzzy 
ventilation controllers to control the fresh air ventilation strategy with the aim or 
utilising favourable ambient air energy and moisture contents to conserve energy and 
provide improved environmental conditions through variation of the fresh air supply 
rates to the zone. However, the simulation results indicated that scope existed to 
improve upon the fuzzy ventilation control strategy. 
Fuzzy high level control builds on the theory of the fuzzy ventilation control strategy 
with the aim of further improving environmental conditions within the zone and licncc 
occupant comfort while improving the energy and cost cfficicncics simultaneously. I'his 
is achieved by supervising the fuzzy ventilation controllers to ensure they do not 
unden-nine the objective of their use under certain circumstances that arise due to 
specific ambient and zone environmental conditions. 
The objectives and strategy used in the development of the fuzzy high level control 
strategy is first described. The structure of the controller is then described and a 
graphically illustrated example of the controller in use is given. Finally, the results or 
simulations over a one year period are reported and comparisons made to the normal 
PID and fuzzy ventilation control strategy results. / 
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10.2 Fuzzy High Level Control Strategy And Objective 
The fuzzy high level control strategy builds on the use of the fuzzy ventilation control 
strategy described in Chapter 9. Although the fuzzy ventilation control strategy, overall, 
was more energy efficient and provided better comfort provision within the zone during 
simulation, it was felt that the strategy could still be improved. High level fuzzy control 
uses the fuzzy decision making capabilities of fuzzy logic to improve the use of the 
fuzzy ventilation strategies further. 
The fuzzy ventilation control strategy only operated the HVAC plant heating, cooling, 
humidification and dehumidification components when a specific controlled zone, 
parameter could not be maintained within the defined control bands by the fuzzy 
ventilation control strategies alone. Where possible the fuzzy ventilation strategies 
attempted to converge zone conditions to the preferred set point as these were 
considered the most desirable conditions from a comfort perspective. It was possible for 
operational conflicts to arise due to the control strategies for each controlled parameter 
operating independently. For example, a small improvement in the humidity condition 
within the zone may have been achieved by the fuzzy ventilation dehumidification 
controller at the expense of a large energy penalty for heating the cooler outside air 
introduced as a result. 
The fuzzy high level controller uses the flizzy ventilation controllers described in 
Chapter 9 as the basic controllers within the fuzzy high level controller. Temperature, 
humidity and C02 concentrations are the zone controlled parameters considered for 
improvements in terms of energy consumption and the provision of indoor 
environmental quality. Set points defined for the fuzzy high level control strategy, 
simulations were the same as those described in Chapter 9. 
To give the reader an idea of the expert knowledge incorporated within the fuzzy high 
level control strategy a design philosophy example is given: - 
Tile zone temperature, zone humidity and ambient moisture content are high. 
Simultaneously, the ambient temperature is below that of the zone temperature. As a 
result thefu=y cooling ventilation strategy can see an opportunity to cool the zone air 
towards the preferred (middle) set point by increasing the fresh air re-circulation and 
using ambient cooling. This works satisfactorily if zone temperature control is 
considered in isolation. However, if the zone humidijýv is taken into account the 
following situation may result. The zone air is cooled slightly by increasing thefresh air 
ventilation rate in order to improve thermal comfort conditions within the zone. By 
cooling the air the dew point temperature of the air is decreased and the relative 
humidity rises. 77ie zone humidity was initially close to the zipper set point limit before 
fuzzy ventilation cooling commenced. This scenario is likely to result in the zone relative 
humidity rising above the higher dehumidification plant operating set point. As a result 
the cooling coil becomes operational and the air is cooled and re-heated resulting in the 
zone temperature being at least heated to the zone temperature lower set point. Hcnce, 
energy has been expended with little overall gain in the comfort conditions within the 
zone in order to keep the humidity below the zipper zone humidity set point. This 
situation can be undesirable in terms of energy consumption and fluctuations in tile 
zone conditions. 
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The fuzzy high level controller attempts to avoid situations such as the one described in 
the above paragraph by incorporating expert knowledge into its control structure and 
supervising the fuzzy ventilation control strategy. 
10.3 Fuzzy High Level Controller Structure 
The structure of the fuzzy high level control system incorporating the fuzzy vcntilation 
controllers described in Chapter 9 and the fuzzy supervisor is shown schematically in 
Figure 10.1. 
T. Fuzzy 
Al ha 
RH Supervisor 
Beta 
. Gamma 
C02. D - 
-------------------- 
Pý ,, "-, "", , -, ý ý, f -j 
---- --- -------------------- E 
T Cooling 
dT. 
,,., 
/dt No 
- Vent x 
T. - 
T. 
b Strategy C 
Debumid Ventilation 
dRIHý.,,, /dt No 
- 
Vent Damper 
10 MC. - MC .b 
Strategy B Position 
C02.,,., --p. COZ Vent 
dC02. 
ý, 
/dt 0 Strategy A 0 
Figure 10.1. Schematic of the structure of the fuzzy high level controller 
incorporating the fuzzy ventilation controllers and the fuzzy supervisor. 
The fuzzy ventilation dehumidification and cooling strategy controllers arc shown as the 
components B and C respectively below the broken line in Figure 10.1. Controllers A, B 
and C return incremental values which alter the desired re-circulation dampcr position. 
The re-circulation damper position is referred to as "desired" as it is being controlled by 
three controllers. The fuzzy PDFC air quality controller (A) is shown as a component or 
the fuzzy ventilation control strategy as it represents the overriding ventilation controlicr 
with respect to the re-circulation damper position. The fuzzy high level supervisor, 
component D above the broken line in Figure 10.1, is used to control the overall 
controller output by the use of the weighting factors alpha, beta and gamina. Tile fuzzy 
high level controller operates by determining the most appropriate use of the plant and 
ventilation strategy by considering the current zone temperature, relative humidity and 
C02 concentration and suppressing the outputs from controllers A, B and C wlicre 
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necessary. This is achieved by multiplying the desired re-circulation damper positions 
by the weighting factors returned by the fuzzy high level control supervisor. The 
maximum of the desired re-circulation damper positions, calculated by component E in 
Figure 10.1, was then used to represent the actual re-circulation damper position. 
The fuzzy supervisor of the fuzzy high level controller, component D in Figure 10.1, has 
3 inputs and 3 outputs. Each of the inputs and outputs consisted of 3 membership 
functions, see Figure 10.2 to Figure 10.5. 
low nerant hinh 
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Figure 10.2. Fuzzy high level controller membership functions for the input zone 
temperature. 
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Figure 10.3. Fuzzy high level controller membership functions for the input zone 
relative humidity. 
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Figure 10.4. Fuzzy high level controller membership fundions for tile input zone 
air quality, C02 (ppm). 
a nr'"Aý A-. -. . --. v -- - ... - -10 us., 
alpha, beta and gamma. , 
The fuzzy supervisor component of the fuzzy high level controller returns an absolute 
rather than incremental output. 
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I lic incillbership fillictiolls shown In Figure 10.5 I'Or alpha, beta and gamma are detincd 
on the unlvcrsc oftliscoursc 11 -0.5,1.5). This cflcctivcly gives a controller output of'O - 
I when tlic centrold method is used as the defuzzification method. 
1"enty seven ruics 01) were devc1oped and tiscd to inap flic I'lizzy supervisors 3 sets of 
mptil incinbership hinctions to the 3 output sets ol'output nicnibuslilp functions alplia, 
bela and gallillia. 
I'lie 27 control rules I'Or the I'Ll/. /. y high level controller are given I)elo%%(: - 
I IF' (I is low) AND (RI I is low) AND (CM is go(O)THEN (alpha is lowXbeta is lowX9amilla is low) 
IF'( I is low) ANI) (RI I is accept) AND (CO', is p(mxOTIIEN (alpha is lowXbeta is lomftamnla is low) 
IF' iI is Iow) AN 1) (K II is hip. 10 AND WO, is gotxi)'I IIVN (alplia is lowxlvul is Illed)(gamina is low) 
I IF, I is I(m) AND j RI I is low) AND (CO, is accept)THEN (alplla is IowXhCla is low)(galliflia i's filed) 
If-' I v, low) AND (RI I is accept) AND (('() ,, 
is accept)TIIEN (alpha is IowXbe(a is Iom., Xgamma is med) 
IF I v, low) AND iRil is high) AND WO is act-t-pi)THEN (alpha is IowXbcta is medHgamina is med) 
11,1 is low) AN 1) (R II is low) AND (CO, is jxx)WHIEN (alpha is lowXbcti is lowXgamma is high) 
IF' I is low) AN 1) (R II is mcepil) AND (CO, is ptx)r)TIIF', N (alpha is IowXbcta is lomXgamma is high) 
If" I i% I(m) AND (RI I is high) AND (CO, is poor)TIIF', N (alpha is lowXl)etl is iliciftamina is high) 
10 It" I is act-cpt) AN 1) (R II is low) AND (CO, is go(KI)TIIEN (alpha is highXboa is lowygamilla is low) 
IP'( I is accepo AND (RII is accept) AND (CM is pxxI)TIIF'. N (alpha is mcdXhcta is niedXpinnia is low) 
IF 11 isak-cept) AND (RI I is Iiii-ji) AND (CO, is px)d)TIIVN (alpha is IowXbe(a is higiftamma is low) 
11" 1 is ac(cpl) AN 1) (R II is low) AND (CO, is i1ccept)THEN (alpha is highXboa is lowXgamma is file(]) 
II IF I is accept) AN 1) (R IIi% accept) A IN 1) (CO, is at tc 111) T1 IEN (if I pha is If i gh X beta i% li i gh X ganinia is filed) 
P) If-' I is accepil AND (RII is high) AND WO, isaccepOTIIEN (alpha is medXbeta is higiftamma is med) 
11) If, ' I is accept) AN 1) (Iý II is low) AND (CO, is pot)r)'HIEN (alpha is IligliMbeta is lowXgamma is high) 
1 -1. If-' I i,, accept) AN 1) (R II is accep() AND (COý is poor)TIIEN (alpha is highXboa is higiftainnia is high) 
19 IF' jI is acccl)1) AND (RI I is high) AND JC0, is Ixx)r)TIIF'. N (alpha is medXhoa is higiftaninia is high) 
110 IF'( I is high) AND (RI I is low) AND (CM is g(xxi)TIIVN (alpha is highXbeta is It)" Xgamma is low) 
20 IF I is high) AND (Rif is acccpt) AND (CO, is pxxi)TIIEN (alpha is higliXI'leta is niedXgamina is lo%%) 
I If- I v, hijji) AND (RI I is high) AND (CO, is got)(I)THEN Olpha is mcdOeta is highXpainnia is low) 
If" I iý, hij! h) AND (R II is low) AND isacccp()TIIF'. N (alpha is higliKbeta is lo%% Xgamnia is med) 
IF' I is high) AND (RI I is accept) AND (CO, is accept)TIIEN (alphil is highOwta is nicdXpamma is mcd) 
II., 11 is high) AND JRII v, lu), 10 AND W(), isacccpl) TIWN (alpha is inedOcta is highMpinina is med) 
If, ' I is high) AN 1) (R II is lo%%) AND (Uf ), is pK)oWUIIF'N (alpha is high0vta is low Xgamma is high) 
IF' I is hij,. h) AND (RIl i%accept) AND (('(), is IIEN (alpha is higliNbeta is mcdXpininia is high) 
If-'( I is hij, h) AND f I? II is hip. h) AND (('(), is lxx)r)'l IIEN (alpha is med X h(: ta is high Kramma is Iligh) 
II lie control surfaces generated from the membership finictions and control rules I'Or the 
vill'IMIS C0111blilatimis of' 1-11//N supervisor inputs and outputs are shown graphically in 
Figure 10-0 to Figure M. I I. 
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Figure 10.6. High level fuzzy supervisor control surface for itiptits tont. 
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Figure 10.7. Iligh level fuzzy control surface for inputs zone temperature and iouc 
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Figure 10-1). Iligh level fuzzy control surface for inputs zone temperature and Zone 
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Figure 10.10. High level fuzzy control surface for inputs zone Ril jn(l zone 
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Figure 10.11. High level fuzzy control surface for inputs zone R11 and zone 
output gamma. Pý 
-he control surfaces allow the control actions (outputs) of' tile f1lzzv SUPervism. to bk. 
interpreted for given input values. It is not possible to create a single graph showing all 
control. input, ) output surfaces as there arc more than 3 dimensions. 
10.4 Fuzzy High Level Controller Development 
The high level fuzzy supervisor membership functions and control rules wcrc 
heuristically firorn operator knowledge and intuition regarding the manner in will,. -I, tile 
2" 
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Zone 100 
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controller was expected to operate. The operation of the high level fuzzy controller 
assesses the multivariant interaction of several different parameters, i. e. cooling, 
heating, humidification, dehumidification and air quality. Zone temperature, relative 
humidity and CO, concentration arc used as the inputs to the fuzzy high level controller 
to assess the supervisory action that should be taken with regard to the fuzzy ventilation 
controllers. 
It was not possible to test the performance of the controller over short time periods, e. g. 
20,000 seconds as with the pure fLizjy (PDFC) and PID controllers, due to the 
complexity ofthe interactions taking place. Assessment of the performance of the fuzzy 
high level control strategy required longer terrn simulations to allow the occurrence of 
various combinations of zone and ambient conditions. However, tuning was not critical 
flor the supervisory component of the high level fuzzy controller as this part of the 
system was unlikely to become unstable. The stability of the system was ensured by the 
correct tuning of the fuzzy ventilation controllers. Tuning of the fuzzy ventilation 
controllers was already completed as described in Chapter 9. The main aspect of the 
control system considered in this chapter is the control strategy implemented by the 
control rules within the supervisor of the high level fuzzy controller. 
10.5 Fu7.7y High Level Controller Operation 
In order to describe the operation of the fuzzy high level controller to the reader, a single 
week is first considered graphically, see Section 10.5.1. To assess the performance of 
the control strategy further a quantitative analysis is then described in Section 10.5.2. 
10.5.1 Fuzzy High Level Controller Graphical Analysis for Week 45 
'['he week 45 (November 12 - 18) simulation is used for a south facing zone orientation. 
The plant was operational between the hours of 5: 00 a. m. (t =5 hours) and 5: 00 p. m. (t 
17 hours) with the exception of the air rc-circulation fan and air quality control for the 
rc-circulation damper which were operational 24 hours per day. Occupancy patterns 
were the same as for the simulations for the fuzzy ventilation controllers described in 
('hapter 9 with no occupancy on the last day of each wcck. 
The dynamic zone temperature, humidity and C02concentrations for week 45 using the 
fuzzy high level control strategy are shown in Figure 10.12, Figure 10.1-3 and Figure 
10.14. 
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Figure 10.12. Zone and ambient temperatures for the week 45 (November 12 - 18) 
simulations. Broken lines indicate the upper, lower and preferred set points. 
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Figure 10.13. Zone and ambient relative humidity for the week 45 (November 12 - 
18) simulations. Broken lines indicate the upper, lower and preferred set points. 
229 
Chapter 10 
1200 ý4 
10.4 44- 10ý 44 10, 
1100 
1000 
E 900 CL 
800 
0 -3 . 700 fe 
600 
500 
0 400 
L 
0 300 
U PID Control 
200 
Fuzzy Ventilation Control 
100 Fuzzy High Lewl Control 
4 jo. Occupied Period 
0 
C, 'D C) (0 C4 r C) to OD 0 CO C-4 00 0 (D 04 CD C- 64 (. 4 C') (n 04 MMV 'T (0 (D r-- r-- 
------- 
Simulation Time (Hours) 
Figure 10.14. Zone C02 concentrations for the week 45 (November 12 18) 
simulations. The broken line indicates the higher set point. 
To examine the operation of the fuzzy high level controller in greater detail the 7 day 
simulation is considered for the 96 - 168 hour simulation time, i. e. the final three days of 
the simulated week. The zone temperatures for the three control strategies for this period 
are shown in Figure 10.15. The broken lines 1,2 and 3 refer to the upper, preferred and 
lower temperature set points respectively. 
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Figure 10.15. Zone and ambient temperatures for the 96 - 168 hour simulation 
period for the PID, fuzzy ventilation and fuzzy high level strategies (week 45). 
Similarly the zone humidity and C02 concentrations are shown in Figure 10-16 and 
Figure 10.17 respectively. 
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Figure 10.16. Zone and ambient relative humidity for the 96 - 168 hour simulation 
period for the PID, fuzzy vent and high level fuzzy strategies (week 45). 
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Figure 10.17. Zone C02 concentrations for the 96 - 168 hour simulation period for 
the PID, fuzzy vent and high level fuzzy strategies (week 45). 
Plant dehumidification was not required during the occupied pcriods ol'the 120 - 168 
hour simulation for week 45. Heating, cooling, humidification and re-circulation damper 
operation were required in order to maintain environmental conditions within the 
desired set point limits. The valve positions are shown in Figure 10.18 and Figure 10.19 
for the heating and cooling plant components respectively during the simulation period 
week 45 96-168 hour simulation period. 
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Figure 10.18. Heating valve position during the 96 - 168 simulation period (week 
45) for the PID, fuzzy ventilation and fuzzy high level control strategies. 
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Figure 10-19. Cooling valve position for the 96 - 168 hour simulation period (week 
45) for the PID, fuzzy ventilation and fuzzy high level control strategies. 
The required humidification input for the 96-168 hour simulation period during week 45 
is shown in Figure 10.20. 
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Figure 10.20. Humidification demand (0 - 1) for the 96 - 168 hour simulation 
period (week 45) for the PID, fuzzy ventilation and fuzzy high level control 
strategies. 
In addition to HVAC plant operation, the fuzzy ventilation control strategy requested 
free ambient cooling and dehumidification during the simulation period Linder 
consideration. The ambient temperature was lower than the zone temperature for the 
considered period as shown in Figure 10.15. Hence it was beneficial to increase tile 
fresh air ventilation rate when the zone temperature was above the preferred temperature 
set point. 
Similarly, the zone relative humidity was above the preferred set point during some of' 
the occupied period, see Figure 10.16, and the ambient air moisture content was lower 
than the zone air moisture content, see Figure 10.2 1. Hence, an opportunity sometimes 
existed to carry out free ventilation dehumidification. 
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Figure 10.21. Zone and ambient air moisture content for the 96 - 168 hour 
simulation period (week 45). 
During the simulation for the example under consideration the fuzzy ventilation control 
components of the fuzzy high level controller aimed to converge the values of the 
environmental parameters towards the preferred set points. As a result the requested 
positions of the re-circulation air damper for cooling, dehumidifying and air quality 
purposes before fuzzy supervisory control was implemented are shown in Figure 10.22. 
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Figure 10.22. Fuzzy ventilation strategy desired re-circulation air damper positions 
for cooling, dehumidification and air quality purposes with fuzzy high level control 
operational. 
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The high level fuzzy control strategy used the same control methodology as for the 
fuzzy ventilation control strategy up to this point. The inputs for the fuzzy supervisor 
were the zone temperature, humidity and C02 concentration. The fuzzy supervisor used 
these input values to determine whether the fuzzy ventilation strategy could be improved 
and assigned the weighting factors alpha, beta and gamma to the outputs from the fluzzy 
ventilation controllers prior to the maximum weighted desired re-circulation air damper 
position being selected. The values for alpha, beta and gamma for the example under 
consideration are shown in Figure 10.23. 
1.0 
0.9 
0.8 
E 0.7 E 
0.6 
0.5 
0.4 
CL 0.3 
02 
0.1 
0.0 
Simulation Time (Hours) 
Figure 10.23. High level fuzzy controller supervisor weighting outputs alpha, beta 
and gamma. 
The fuzzy high level controller analysed the environmental zone parameter values at 
each time step and provided a weighting factor to apply to the desired re-circulation air 
damper positions. This was implemented to ensure that theoretical energy savings or 
environmental condition improvements calculated by the fuzzy ventilation controllers 
actually provide an overall benefit after taking interactions between the environmental 
parameters into consideration. When the fuzzy high level controller decided a certain 
course of action was not beneficial overall, it suppressed the fuzzy ventilation controller 
desired re-circulation air damper position responsible to a lower level. 
The actual desired re-circulation air damper positions for cooling, dehumidification and 
air quality purposes obtained from the fuzzy ventilation controllers with the fuzzy high 
level control operational are shown in Figure 10.24. 
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Figure 10.24. Requested fuzzy ventilation control re-circulation damper positions 
multiplied by the weighting factor for the high level fuzzy controller. 
The values alpha (x), beta (x) and gamma (x) represent the weighted values alpha, beta 
and gamma multiplied by the desired re-circulation damper position values obtained 
from the fuzzy ventilation component of the ftizzy high level controller for cooling, 
dehumidification and air quality respectively. 
For clarity, Figure 10.22 and Figure 10.24 are redrawn to aid comparison, see Figure 
10.25. It can be seen how the desired re-circulation damper position requested by the 
fuzzy ventilation dehumidification controller has been suppressed during the 96-100 
hour simulation period. 
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Figure 10.25. Desired re-circulation air damper position pre-supervi%ion, Figure 
10.22 (top) and after supervision, Figure 10.24 (bottom). 
Figure 10.25 illustrates how each of the fuzzy high level outputs becomes do, 11,11,111t at 
some point during the simulation 96 - 168 hours of week 45. The dominance of' (lie 
fuzzy ventilation control component of the fuzzy high level controller realiscs tile 
potential to converge the zone temperature and humidity towards the preferred set points 
or the controller objectives with regard to energy elficiency. 
Due to the high number of interactions taking place it is useftil to analysc tile 
performance of the fuzzy high level controller on a quantitative rather than qualitative 
basis. This is considered in Section 10.5.2. 
10.5.2 Fuzzy High Level Control Strategy Performance Assessment for Week 45 
To assess the performance of the fuzzy high level control strategy, tile week 45 
simulations were compared to results obtained for normal PID and I*tjzz. y ventilation 
control strategy simulations as benchmark tests. With the exceptioii of' tile control 
strategy used, all other aspects of the model remained identical. The perrormance oftlic 
control strategies was assessed by i) energy use (continuous), and ii) average error froill 
the preferred set point (during periods when the HVAC plant was operational, i. e. 05: 00 
- 17: 00). The calculation methods used for assessing the perl'orniance critcria it*e 
described in Appendix C and Appendix D. 
Table 10.1 and Table 10.2 give the values for these performance criteria flor the 96 - 108 
hour simulation period for week 45. 
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Plant Normal PID Fuzzy Ventilation Fuzzy High Level 
Heating 14.89 22.68 16.53 
Cooling 1.77 0.00 0.00 
Humidification 2.12 2.04 2.00 
Total 18.78 1 24.72 1 18.53 
Table 10.1. Energy use for the 96-168 hour simulation period week 45. 
Table 10.1 indicates that the fuzzy high level control strategy largely overcame the 
problem of the requirement for re-heating the air which had been cooled as a result of 
ventilation dehumidification for the 96-168 hour simulation period of week 45. This is 
shown as a heating requirement only marginally greater than for the normal PID control 
strategy. The need for cooling was eliminated as with the fuzzy ventilation control 
strategy when compared to the normal PID strategy. Overall total energy use for the 
fuzzy high level control strategy was less than either the normal PID or fuzzy ventilation 
control strategies. Further, the average absolute errors of the zone environmental 
conditions from the preferred set points are given in Table 10.2. 
Zone Parameter Normal PID Fuzzy Ventilation Fuzzy High Level 
Temperature (OC) 0.60 - 0.53 0.45 
Relativc I Jumidity 4.12 3.77 4.29 
C02 Concentration (ppm) 767.77 640.93 707.47 
Table 10.2. Average absolute errors of the zone environmental parameters from 
the preferred set points for the 96 - 168 hour simulation period, week 45. 
Table 10.2 indicates an overall improvement in zone temperature provision, an overall 
decline in zone humidity provision, an improvement in air quality conditions in 
comparison to the normal PID strategy and a decline in air quality conditions in 
comparison to the fuzzy ventilation control strategy. The simulation results for the fuzzy 
high level control strategy therefore represent an overall performance improvement in 
comparison to the non-nal PID and fuzzy ventilation control strategies, i. e. a good 
compromise between comfort provision, energy efficient and cost efficiency. However, 
the simulations for the period under consideration were relatively short. In order to 
assess the perfonnance of the three strategies, 52 weekly simulations representing a total 
of one year were carried out for each of the three control strategies. The results of this 
assessment are presented in Section 10.6. 
10.6 Fuzzy High Level Control Strategy Annual Energy Use and Environmental 
Zone Condition Provision 
To compare the performances of the PID, fuzzy ventilation and fuzzy high level control 
strategies, 52 weekly simulations were run for a one year period using the fuzzy high 
level control strategy. The results were then compared to the yearly results for the PID 
and fuzzy ventilation control strategies as described in Chapter 9. With the exception of 
the control strategies themselves the dynamic Simulink models used for the simulation 
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of each strategy were identical. The fuzzy high level control strategy was simulated for 
one year periods with South, East, North and West building main flacade orientations. 
10.6.1 Fuzzy High Level Control Strategy Annual Energy Use 
The one year simulation energy use summaries for each of' the three control strategies 
are given in Table 10.3 and are shown graphically in Figure 10.26. A weekly breakdown 
of the simulation results are given in Appendix C. 
In the following text the control strategies are designated as l'ollows: - 
Strategy I- normal PID controller operation 
Strategy 2- fuzzy ventilation control 
Strategy 3- fuzzy high level (supervisory) control 
Strategy / Orientation Annual -. nergy Use (kW 
Heating Cooling Humidification Tota I 
South Strategy 1 1579 3010 95 4684 
South Strategy 2 2245 1519 171 3935 
South Strategy 3 1633 1930 172 3735 
North Strategy 1 1980 2587 81 4648 
North Strategy 2 2661 1324 89 _ 4074 
North Strategy 3 1988 1833 88 
. 
3909 
East Strategy 1 1842 2627 84 4552 
East Strategy 2 2551 1331 97 3979 
East Strategy 3 1874 1750 98 3722 
West Strategy 1 1792 2872 86 4741) 
West Strategy 2 2475. 1489, 117 4080 
West Strategy 3 18141 194( 118 3872 
Table 10.3. Annual energy use summary for the PID, fu7.7y ventilation and fu7j. y 
high level control strategy simulations. 
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Figure 10.26. Annual energy use summary for the PID, fuzzy ventilation and fuzzy 
high level control strategies simulations. 
Table 10.3 and Figure 10.26 clearly show that the annual total energy use decreases 
from strategy I through to strategy 3. Annual energy use as a percentage of strategy I 
energy use is given in Table 10.4. 
Strategy / Orientation Energy Use as % of Strategy I 
South Strateg y1 100.00 
South Strateg y2 84.01 
South Strateg y3 79.73 
North Strateg y1 100.00 
North Strateg y2 87.65 
North Strateg y3 84.10 
East Strategy 1 100.00 
East Strategy 2 87.41 
East Strateg y3 81.76 
West Strateg y1 100.00 
West Strateg y2 85.91 
West Strateg y3 81.53 
Table 10.4. Annual energy use by strategy as a percentage of strategy I energy use. 
The mean annual energy consumption as a percentage of the PID control strategy for the 
fuzzy ventilation and fuzzy high level control strategies (all orientations) were 86.24% 
and 81.78% respectively. 
I- 
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However, the detailed breakdowns for energy use given in Appendix C reveal that 
strategy 3 does not always provide decreased energy consumption when compared with 
strategy 2 on a week by week basis. For weeks 20 - 42 inclusive (south main building 
facade orientation) the total energy use of strategy 3 is greater than for strategy 2. This 
observation is also generally valid for the other orientations. Closer analysis of tile 
simulation results revealed that this was due to the fuzzy supervisor suppressing (lie 
desired re-circulation damper position values for the fuzzy ventilation cooling controller 
and hence not reallsing the full free cooling potential available. This call be attributed to 
the fuzzy high level control strategy being designed for mid-season conditions where 
both humidity and temperature conditions cause fuzzy ventilation controller conflicts of' 
interest. This suggests that using strategy 3 only during the winter and nud-seasons 
could improve annual energy consumption further. Annual energy using tills revised 
strategy, i. e. strategy 2 for weeks 20 - 42 inclusive (south orientation), while using 
Strategy 3 for the remaining weeks of the year, is 3516 kWh, i. e. 75.06% of'strategy I 
annual energy use, c. f 84.01% and 79.73% for solely strategy 2 and strategy 3 control 
strategies respectively. 
10.6.2 Fuzzy High Level Control Strategy Environmental ZA)ne Condition 
Provision Performance 
To further assess the performance of the control strategies a quantitative measure of' the 
environmental conditions within the occupied space were calculated during the periods 
when the HVAC plant was operational, i. e. 05: 00 - 17: 00: - 
I. zone temperature and humidity - strategies 2 and 3 aim to converge the 
environmental conditions towards the preferred set points, i. e. the middle set points. 
The quantitative measures calculated were the mean weekly and annual al)solutc 
errors from the preferred set points. The analysis method and detailed results are 
given in Appendix D with annual summaries given in Table 10.5 and shown 
graphically in Figure 10.27 and Figure 10.28. 
2. zone carbon dioxide concentration - control strategies 1,2 and 3 consider 1000 
ppm to be the threshold that the C02 concentration should not exceed. I lowever, 
strategies 2 and 3 inherently improve the indoor air quality due to the increased fresh 
air ventilation rate associated with using increased ilresh air ventilation rates for 
cooling and dehumidification. In order to assess this parameter quantitatively tile 
mean of the C02 concentrations during the periods when the I IVAC plant was 
operational was calculated, see Appendix D for detailed weekly results and TaMe 
10.6. for annual averages. Annual averages for the C( )2 concentrations are shown 
graphically in Figure 10.29. 
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Orientation Annual Mean Absolute Error from Pre ferred Set Point 
Temp I Temp 2 Temp 3 RH I RH 2 RH 3 
South Mean 1.91 1.73 1.67 10.30 8.67 9.94 
North Mean 1.91 1.81 1.75 11.13 8.82 10.44 
East Mean 1.92 1.80 1.74 10.79 8.67 10.11 
, 
West Mean 1.95 1.80 1.74 10.66 8.66 10.14 
lkvýera. gc- 1 1.92 1.79 1.72 10.72 
1 L3j 
Table 10.5. Annual mean zone temperature and relative humidity absolute error 
front preferred set point during periods when the HVAC plant was operational (I 
= Strategy 1,2 = Strategy 2,3 = Strategy 3). 
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Figure 10.27. Annual mean zone temperature absolute error from preferred set 
point during periods when the IIVAC plant was operational. 
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Figure 10.28. Annual mean zone relative humidity absolute error from preferred 
set point during periods when the HVAC plant was operational. 
The mean absolute error for the zone temperature indicates Ili-it tile Mi ipcrat tire was 
controlled closer to the preferred set point fior strategy 2 than for strategy 1. Furillcl., 
strategy 3 had a mean absolute error that indicates the tenipci-murc is closcr to tile 
preferred set point than strategies I and 2.1 lowever, the mcan absoltite cri-or I'm the 
zone relative humidity was best for strategy 2 with strategles I and .3 
twing sunlLir. I it's 
was due to the energy considerations implemented by the strategy .1 
high level I'tiz/Nl 
supervisor regarding dehumidification. In effect, the Fuzzy supervisor has priorlils'ed 
energy ell'iciency over relative humidity provision. The controlicr decided that tile 
beriefits to be gained from a slight improverricrit in relative humidity tlll-()tipll I'llZI 
,V 
ventilation dehumidification was not prudcilt it) tile light of' tile Imposed ellergy pell"111) 
This should be considered in light ofthe energy constimptioll when comparing strategies 
2 and 3, see Table 10.4. 
Orientation Mean Zone Carbon Dioxide Concen-t-r-a-ti-o-n 
(W J, C02 I J., C(),, 3 
South 901 681 701) 
North 901 692 7 97 
Fast 901 688__ 786 
West 901 78S 
Table 10.6. Annual mean zone carbon dioxide concentration (luring pcomis %-when 
the HVAC plant Aas operational (I = Strategy 1,2 = Strategy 2,3 S trateg) 3). 
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Figure 10.29. Annual mean zone carbon dioxide concentration during periods 
when the I IVAC plant was operational. 
Both strategies 2 and 3 provide improved air quality when compared to strategy I on an 
annijally averaged basis. Strategy 2 provides the lowest mean C02 concentration. Again 
the strategy 3 ('02. concentration was higher than for strategy 2 due to the energy 
coiisiderat ions taken into account by the fuzzy high level controller. 
Mcrall, the Fuzzy high level control strategy indicates preferable performance results in 
terms ofconli-ort provision, energy efficiency and cost efficiency simultaneously. 
10.7 Conclusions and Discussion 
This chapter considered the development and the simulation results of' the Cuzzy high 
level control strategy which used a fuzzy supervisor to improve the energy and 
environmental condition performance of' the Fuzzy ventilation control strategies. ]'he 
kizzy supervisor, an Integral component of the fuzzy high level controller, made use of 
the Fuzzy reasoning capabilities ol'I'lizzy logic. The fuzzy supervisor used the inputs of' 
zone Icnipcraturc, relative humidity and C02 concentration to decide whether it was 
prudent to carry out the actions desired by the Fuzzy ventilation control strategies. When 
the f*U/-/y supci-visor considered the desired action of' the Fuzzy ventilation controllers 
not to be In the overall interests of energy efficiency and environmental conit'ort 
provision the desired rc-circulation air damper position of the component in question 
was suppressed. 
'['he nican annual energy consumption as a percentage ofthe PI D control stratep for the 
hizzy vcmilation and I'lizzy high level control strategies (all orientations) were 86.24% 
and 81.78%, respectively. The avcrage of the annual mean absolute errors frorn the 
preferred set points (aII oriclitallons) Ibr the zone temperature and relative humidity 
conditions provided were as 1'()Ilows: - 
24-4 
Chapter 10 
(0c) 
ati II Temperature Rel. ve I lumid ty 
1) 1 D: 1.92 10.72 
Fuzyy Ventilation Control: 1.78 8.71 
Fuzzy II igh Level Control: 1.72 10.2.1 
The ffizzy high level control strategy Ilicrcl*orc pci-Cormcd better ill lernis of energy 
consumption and provision of zone temperature when compared to tile I'll) and f*, ]/. /. N, 
ventilation control strategies. In terms ol'zonc relative humidity provision the hit/y 114,11 
level control strategy did not perl'orm as well as the fuzzy ventilation control strategy 1)[11 
was better than the PID control strategy. Simulations therefore indicate . 111 overall 
increase in energy efficiency and environmental condition provision performance for tile 
one year simulations carried out for each strategy when all performance parameters arc 
taken into consideration. 
flowever, the simulations did highlight that the fuzzy high level control strategy w,,. % 
mainly beneficial in terms of energy efficicncy and conflort provision during (lie mid- 
seasons and the winter. The energy perl'orniancc oftlic Fuzzy high levcl control sllalcp 
during the weeks 20 - 42 for the annual simulations generally indicated it worse encrgy 
and environmental comfort provision perforniance than for- the ItjzjV ventil. 111olit 
strategies operating independently with no supervisory control. This was due to Ihe 
fuzzy high level control strategy being primarily designed for the winter- . 11)(I 1111(l 
seasons. During the summer months the suppression of' the I*tj/j. y ventilation coojlii)ý 
controller desired re-circulation damper position meant that more I IVAC plant cooling 
was required than was necessary. Using the Fuz--y ventilation control strategieN for dic 
weeks 20 - 42 inclusive and the fuzzy high level control sirategy for the remainder oftlic 
year was identified in Section 10.6.1 as it control methodology for improving the annual 
energy and environmental comfort provision Further. 
This chapter has described a control system which takes advantage oftlic capablillics )I' 
fuzzy logic to deal with a multi-variant Input / ou(put control system, I'lle s. IIn,, 1ý11 Wil 
results indicate that improved control of' the IIVAC plant can be achlevc(I whe[] 
compared to normal Pit) control and fitizzy ventilation control. It Is probable ilial I'til-tiler 
improvements to the control system could be implemented with rcgard to ill(- hit/y 
supervisor. A fuzzy supervisor with the two additional Inputs of' aniblellt Icillpel-, 1111rc 
and moisture content would allow scope for Further improvement ill the filz/y high lcvcl 
control strategy. However, this would increase the complexity 01' OIL' C01111-01 SN'SICIII 
further and represents an area suitable for further research. 
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Chapter II 
If. Conclusions and 
Recommendations 
11.1 Introduction 
The research project described in this thesis aimed to improve control tcchniqucs and 
hence provide improved comfort and health conditions while improving building 
services energy and cost efficiencies. 
The first objective of the research project was to determine the limits and ranges of the 
environmental parameters which characterised high quality internal cnvironmcnts. 
Defining a "quality internal environment" enabled the objectives of providing cncrgy 
and cost efficient environments to be achieved within this constraint. The cnvironniental 
conditions provided within buildings were idcntified as a major influcncc on tile 
productivities of occupants. Improvements in building occupant comfort and licncc 
productivity were thus identified as an objective of the research project.. I lowcvcr, the 
dependence of energy and cost efficiencies on the provision of occupant comfort wcre 
influences that were taken into consideration. 
The second objective was to utilise fuzzy building services control strategies to providc 
a "quality internal environment" while maintaining or improving cncrgy and cost 
efficiencies. Fuzzy logic control strategies were identified as a method of improving 
building services performance within air-conditioned and mechanically vcntilatcd 
buildings. Fuzzy logic lent itself to the control of the multiple parameters affecting the 
provision of comfortable internal environments without compromising cncrgy and cost 
efficiencies. 
This chapter, Conclusions and Recommendations, brings together the main conclusions 
of the research project and considers potential areas for further investigation. 
11.2 Building Occupant Comfort 
Chapter 2 described the findings of the literature review carried out into building 
occupant comfort. The aim of the occupant comfort literature review was to identify and 
dcfmc the important parameter ranges, limits and interactions that provide building 
occupants with their perception of a comfortable environment. This provided a basis for 
developing the fuzzy control strategies for the control of internal environmental 
conditions and assessing any improvements in provided comfort, energy and cost 
efficiencies. 
The environmental parameters of temperature, humidity and air quality were identified 
as the main influences on occupant comfort that were suitable for control purposes. The 
decision was made on the basis of the literature review not to considcr the 
environmental parameters which were not totally controllable by the building services 
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control system. Such parameters included noise, air velocity and lighting. Air 
temperature and relative humidity were chosen as being representative of occupants' 
thermal comfort and C02 concentrations were chosen as being representative of 
occupants' satisfaction with air quality provision. These environmental parameters also 
have the advantage that sensors for their measurement are relatively inexpensive, 
reasonably accurate over pro-longed periods of time and readily available. This would'- 
be important with regard to implementation of the developed control strategies within 
real buildings. 
The literature review also identified two main approaches to considering comfort within 
buildings. These were the steady state and adaptive approaches. It was decided to adopt 
an approach where the controlled environmental parameters selected were allowed to 
drift between upper and lower set point limits analogous to the adaptive approach. This 
assumes that occupants will take actions, such as the addition or removal of clothing, ' 
within certain limits to correct slight feelings of discomfort. Simultaneously, a preferred 
set point was defmed between the upper and lower set points based on calculations 
using the steady state PMV method to define preferential controlled zone parameter 
values. Thus a combination of the adaptive and steady state approaches was taken. For 
the purposes of developing the fuzzy control strategies described in Chapters 9 and 10 
the set points were set at the following values. 
Temperature: 20'C lower 24*C upper 22'C preferred 
Relative Humidity: 30% lower 60% upper 45% preferred 
Although the adaptive approach is generally recognised as being a suitable approach to 
, the provision of comfort in naturally ventilated buildings scope still exists for its use 
when applied to air-conditioned buildings. However, the opportunities for adaptation are 
generally less within air-conditioned buildings because occupants have less control. This 
was reflected in the definition of the upper and lower set point limits. 
11.3 Fuzzy Logic and Fuzzy Control 
The research project identified flizzy logic as a useful control method for dealing with 
multi-variant problems. Chapter 3 introduced the reader to a brief history of the use of 
fuzzy logic and its application as a control technique particularly within the -field of 
building HVAC services control. The review of previous applications of fuzzy logic to 
the control of building services components suggested that fuzzy logic was capable ' 
of 
providing control techniques which are often simpler to implement than conventional 
control systems and sometimes capable of providing superior control. Where a lack of 
knowledge regarding system behaviour exists, the literature review identified solutions 
using fuzzy logic as possibilities where conventional control techniques were not 
suitable. 
A building services control strategy that satisfied the objectives of the research project 
required the consideration of indoor environmental quality, energy efficiency and cost 
efficiency simultaneously. The literature review carried out into fuzzy logic suggested 
that a fuzzy control system would be capable of dealing with such a multivariant, 
requirement. 
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The theory of fuzzy logic and fuzzy control was described Chapter 4. Fuzzy logic is able 
to handle the concept of partial truth values which lie between completely true and 
completely false in a similar way to human thought processes. This provided tile 
possibility of constructing fuzzy controllers which incorporated human expert 
knowledge and hence the solution of the control objectives of tile research project using 
an easily understood methodology. 
An advantage possessed by fuzzy controllers was considered to be their ability to deal 
with multi-input and multi-output parameter systems. Control of indoor environmental 
quality while providing energy and cost efficiency with respect to tile operation of 
HVAC building services equipment represents a multi-variant problem that does not 
have a simple "best solution" answer. The development of a computer model to assess 
the usefulness of applying fuzzy control to such a multi-variant problem represented a 
sensible platform for research into this area. Matlab and Simulink soflwarc were used to 
construct this model. Thermal, moisture (relative humidity) and air quality parameters 
were taken as the inputs to a fuzzy controller. The outputs considered were heating, 
cooling, humidification, dehumidification and fresh air ventilation rates. Complex 
interactions exist between these parameters. Conventional control algorithms would 
have been more difficult to implement for this multi-variant problem. 
11.4 Simulink One Zone Building Model 
A one zone building computer model was developed using Matlab and Simulink 
software. The "free running" and "HVAC components" theory of this model were 
described in Chapters 5 and 6 respectively. The model's suitability as a platform for 
developing fiizzy control strategies was assessed by comparing the "free running" part 
of the model to an identical model constructed using Thermal Analysis Software (Tas). 
The Simulink model made similar predictions for a range of parameters and varying 
environmental conditions when compared to the Tas model. Tile Simulink model did not 
perform as well as was anticipated in terms of its predictions of relative humidity. 
However, this can be largely attributed to a summing of errors as the relative humidity 
uses air temperature in its calculation process. For the purposes of developing the ftizzy 
control strategies it was decided that the model performed adequately. The comparison 
of the "free running" Simulink model with the Tas model was carried out to ensure that 
the Simulink model was giving reasonable answers. The intention was to use the base 
Simulink model as a comparative tool to assess the perfon-nance of different control 
strategies. To this end the developed Simulink model accuracy was sufficient as any 
errors were applicable to each of the different control strategies being compared. 
Chapter 6 described the theory of the HVAC system components models which were 
integrated with the "free running" one zone building model. Tile IIVAC component 
models described included heat exchangers, valves and dampers. Proportional + Integral 
+ Derivative (PID) controls models were also described and were used as benchmark 
control strategies to compare against the performance of the fuzzy controllers developed 
in Chapters 8,9 and 10. It was not possible to assess the performance of the developed 
HVAC components and PID controls models against validated systems models as no 
comparable models were available. Instead, the developed Simulink IIVAC models 
were assessed by observing their characteristic performances and judging whether they 
performed adequately on a qualitative basis using knowledge of how the components 
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were expected to perform. Any small inaccuracies in th .c performance characteristics of 
the simulink IIVAC components models were unimportant in the context of the research 
project as the model was used as a comparative tool. 
11.5 Fuzzy Controller Development 
Chapter 7 introduced the reader to the development methodology and the objectives of 
the three fuzzy control strategies explored during the research project, i. e. Proportional 
Derivative Fuzzy Control (PDFC), Fuzzy Ventilation Control and Fuzzy High Level 
Control. Each of the control strategies was compared to the PID control strategy which 
was considered as a benchmark control strategy. Conclusions with regard to each of the 
fuzzy control strategies are given in the following sections. 
11.5.1 Proportional Derivative Fuzzy Control (PDFC) 
The PDFC controller was constructed with the aim of producing a controller with 
similar characteristics to a PID controller. The structures of the PDFC controllers used 
to control each of the environmental parameters via the HVAC plant were the same. 
Individual PDFC controllers were tuned using gain factors to ensure that they were 
suitable for the control of specific plant components. This provided a basis for 
constructing the fuzzy ventilation controllers and the fuzzy high level controller. 
The use of gain factors as a method of tuning the PDFCs proved useful and reduced the 
amount of time taken for controller tuning compared to a method where the actual 
membership functions are modified for this purpose. From a practical view point, the 
PDFCs were more time consuming to tune using the iterative technique of adjusting the 
gain factors than using the Zeigler Nichols continuous cycling tuning method for the 
PID controllers. This could represent a major disadvantage for real PDFC control 
system implementation in real buildings where the tuning has to be carried out in real 
time. However, PDFCs provide an easy to understand control methodology based on 
human operator knowledge and common sense. This can make the understanding of the 
PDFC control methodology more attractive to the non engineer as an understanding of 
the control methodology can be quickly acquired. 
The comparison between the PDFC and PID control strategies suggested that there was 
only a small difference between the performances of the two control strategies. For the 
compared 7 day simulation periods for each month of one -year the PDFC strategy 
required slightly more energy than the PID strategy (1.02%). However, PID control 
strategy zone temperature and relative humidity conditions were outside the desired set 
point limits for a greater percentage of the simulated time than for the PDFC strategy by 
3.3% and 0.79% respectively. From these results it was concluded that a superior overall 
performance cannot be conclusively attributed to either control strategy. However, the 
PDFCs did exhibit a better control characteristic, i. e. less overshoot, for the 
humidification, dehumidification and air quality controllers. 
Overall, the PDFC and PID control methods were shown to be capable of comparative 
performances during the simulations. The modelling carried out during the research 
project indicated that fuzzy control was capable of replacing conventional controllers, 
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but fuzzy logic has far more to offer. The fuzzy decision making capabilitics of ftizzy 
controllers enable multi-variant control problems to be dcalt with. Chaptcrs; 9 and 10 
investigated the use of these capabilities to take advantage of the possibilitics offercd by 
fuzzy control. 
11.5.2 Fuzzy Ventilation Control 
Chapter 9 described the development and use of fuzzy ventilation control strategies for 
ambient cooling and dehumidification purposes. A combination of the adaptive and 
steady state approaches to thermal comfort were taken to define the set point ranges and 
preferred set points. Upper and lower set points were Mimed such that combinations of 
zone temperature and humidity would not cause a Predicted Percentage Dissatisfied 
(PPD) value of greater than 10% using the steady state approach. The tcniperaturc anti 
relative humidity ranges defined using this criterion were 20T - 24T and 30% - 60% 
respectively. When the zone conditions drifted beyond these ranges the IIVAC plant 
was used to bring the conditions to within the range. Preferred set points of 22T and 
45% RH were also defined and represented a PPD of 5% where both conditions were 
satisfied simultaneously. The fuzzy ventilation controllers attempted to converge the 
zone conditions towards these preferred set points when possible using free cooling and 
dehumidification through the use of the fresh air rc-circulation damper. 
Simulations were carried out for a one year period for the fuzzy ventilation and PID 
control strategies for South, North, East and West main building facade orientations. 
The simulations showed that the fuzzy ventilation control strategy uscd an avcragc of 
86.24% of the energy consumed by the PID control strategy. Further, comparisons 
between the two control strategies showed that the average of the mean annual absolutc 
errors from the preferred set point for the South, North, East and West building 
orientations were as follows: - 
Temperature CC) Rclativc Humidity 
PID: 1.92 10.72 
Fuzzy Ventilation Control: 1.78 8.71 
Overall, the yearly assessment of the fuzzy ventilation control strategies therefore 
showed a reduction in energy consumption and an overall improvement in thc 
environmental conditions provided. 
However, the fuzzy ventilation dehumidification strategy sometimes led to an incrcascd 
requirement for heating energy use due to the introduction of greater quantities ofcoldcr 
fresh air during some simulated weeks of the year. Scope therefore existed to improve 
the fuzzy ventilation control strategy. It was thought that supervision of the actions of 
the fuzzy ventilation controllers could lead to further improvements in their pcrfonliancc 
by suppressing their control actions where they were likely to cause detriment to the 
overall objectives, including energy efficiency, of using the fuzzy ventilation controllers. 
The use of a high level fuzzy supervisor to improve the fuzzy ventilation control strategy 
was investigated as a result. 
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11.5.3 Fuzzy High Level Control 
Chapter 10 considered the development and the simulation results of the fuzzy high 
level control strategy which used a fuzzy supervisor to improve the energy and 
environmental condition perfon-nance of the fuzzy ventilation control strategies. The 
fuzzy supervisor, an integral component of the fuzzy high level controller, made use of 
the fuzzy reasoning capabilities of fuzzy logic. The fuzzy supervisor used the inputs of 
zone temperature, relative humidity and C02 concentration to decide whether it was 
prudent to carry out the actions desired by the fuzzy ventilation control strategies. When 
the fuzzy supervisor considered the desired action of the fuzzy ventilation controllers 
not to be in the overall interests of energy efficiency and environmental comfort 
provision tile desired re-circulation air damper position of the component in question 
was suppressed. 1ý 
The mean annual energy consumption as a percentage of the PID control strategy for the 
fuzzy ventilation and fuzzy high level control strategies (all orientations) were 86.24% 
and 81.78% respectively. Considering the PID, fuzzy ventilation control and fuzzy high 
level control strategies simultaneously the following energy uses as a percentage of the 
PID strategy were obtained from the simulation results. 
Annual Energy Use (all orientations) as a% of the PID 
PID: 
Control Strategy 
100 
Fuzzy Ventilation Control: 86.24 
Fuzzy High Level Control: 81.78 
The average of the annual mean absolute errors from the preferred set points (all 
orientations) for the zone temperature and relative humidity conditions provided were as 
follows: - 
Temperature ('C) Relative Humidity (%) 
PID: 1.92 10.72 
Fuzzy Ventilation Control: 1.78 8.71 
Fuzzy High Level Control: 1.72 10.23 
The fuzzy high level control strategy therefore performed better in terms of energy 
consumption and provision of zone temperature when compared to the PID and fuzzy 
ventilation control strategies. In terms of zone relative humidity provision the fuzzy high 
level control strategy did not perform as well as the fuzzy ventilation control strategy but 
was better than the PID control strategy. Simulations therefore indicate an overall 
increase in energy efficiency and environmental condition provision performance for the 
one year simulations carried out for each strategy when all performance parameters are 
taken into consideration simultancousl,,,,. 
The overall objective of the research project was to investigate the use of fuzzy control 
strategies with the aim of improving the environmental comfort provided for occupants 
while simultaneously improving energy and cost efficiencies. The simulation results 
indicate overall improvements in energy efficiency and comfort provision for the fuzzy 
control strategies developed. In theory, the improvements in these two aspects of the 
252 
Chapter II 
provided environment would suggest improvements in cost cfficiency, i. e. tile 
expenditure on energy relative to the comfort provided for occupants. 
However, the simulations did highlight that the fuzzy high level control strategy was 
mainly beneficial in terms of energy efficiency and comfort provision during tile nlid. 
seasons and the winter. The energy performance of the fuzzy high level control strategy 
during the weeks 20 - 42 for the annual simulations generally indicated a worse cncrgy 
and environmental comfort provision performance than for the fuzzy ventilation 
strategies operating independently with no supervisory control. This was due to tile 
fuzzy high level control strategy being primarily designed for the wintcr and mid- 
seasons. During the summer months the suppression of the fuzzy vcntilation cooling 
controller desired re-circulation damper position meant that more HVAC plant cooling 
was required than was necessary. Using the fuzzy ventilation control stratcgics for tllc 
weeks 20 - 42 inclusive and the fuzzy high level control strategy for tile rcrnaindcr of the 
year was identified as a control methodology for improving the annual cncrgy and 
environmental comfort provision further. 
11.6 Recommendations for Further Research 
During the research project areas were identificd that are worthy of furthcr rcscarch. 
These are described in the following sections. 
11.6.1 Definition of Controlled Parameter Set Points 
The controlled parameter upper, lower and preferred set points defincd for use with the 
fuzzy control strategies developed during the research project were bascd on Prcdictcd 
Percentage Dissatisfied (PPD) criteria. The assumption underlying tile adaptivc 
approach to thermal comfort that occupants would take actions to improve tlicir comfort 
within certain limits was also applied. However, the set points defined for use with tile 
fuzzy controllers remained static throughout the year. Scope therefore exists to increasc 
energy efficiency further while maintaining comfort conditions by varying these set 
points throughout the year. 
11.6.2 Fuzzy Controller Tuning 
The fuzzy controllers developed during the research project relied on the manual tuning 
of input and output gain factors to ensure that the controllers work correctly. This call be 
time consuming and requires an iterative process of adjustment and testing within the 
simulation environment. With respect to real systems this would represent a problcm in 
terms of commissioning. Methods of tuning the fuzzy controllers by automatic 
adjustment of the gain factors or the adjustment of the control rules and menibcrship 
functions within the controller would represent an improvement in this rcspcct. The usc 
of fuzzy gain scheduling techniques or neural networks arc possible methods for 
achieving these objectives. 
11.6.3 Fuzzy High Level Controller with Additional inputs 
The fuzzy supery ' 
isor within the fuzzy high level controller used the inputs of zone 
temperature, relative humidity and C02 concentration to make decisions on the actions 
of the fuzzy ventilation controllers. A fuzzy supervisor with the two additional inputs of 
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ambient temperature and moisture content would provide the fuzzy supervisor with an 
increased. amount of information and allow scope for further improvements in the 
performance of the fuzzy ventilation control strategy. However, this would increase the 
complexity of the control system due to the increase in the number of control rules 
required and was not explored in the scope of the research project. However it does 
represent an area worthy of further research. 
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Appendix A: 
An Assessment of Air Quality and 
Ventilation Rates in School 
Classrooms - Part hr Air Quality 
Monitoring 
This appendix is a copy of a paper accepted for publication in the Building Scrviccs 
Engineering Research and Technology journal. 
Appendix A 
An Assessment of Air Quality and Ventilation Rates in 
School Classrooms - Part 1: Air Quality Monitoring 
Andrew B. Lugg BSc MSc, William J. Batty MSc Phl) 
Applied Energy and Optical Diagnostics Group, School of Mechanical Engineering, Cranfield 
University, Bedford, Bedfordshire, MK43 OAL, UK. 
Summary 
Described are thefindings of indoor air quality monitoring carried out at two Essex schools located on 
the same site. Monitoring was carried out during the week 3-7 November 1997. The objective of the 
monitoring was to assess the indoor air quality within the schools and determine whether the 
ventilation rates within the buildings were adequate to provide acceptable air quality to the occupants. 
77te quality of the indoor air was assessed by determining airborne carbon dioxide concentrations 
using continuous infra-red detectors. A class base in each school was monitoredfor a two day period 
Observations of occupancy patterns and window1door opening were made during the first day of each 
of the two day monitoring periods. Air temperature was also recorded during each of the monitoring 
periods in each school. 
Indoor carbon dioxide levels recorded indicated that concentrations exceeded those recommendedfor 
acceptable indoor air qualityfor a large percentage of the occupiedperiod Analysis of the results also 
Indicated thalfresh air ventilation rates were below recommended guidelines. 
The monitoring over short time periods (2 days) allowed a "snapshot" of the air quality conditions 
occurring within the school classrooms. Hence, analysis of airflow, between spaces and subjective 
human responses were not considered during this investigation. The main objective of the monitoring 
was to assess air quality In densely occupied classrooms with regard to commonly used evaluation 
criteria for carbon dioxide within the spaces on the randomly chosen days and to indicate the 
ventilation rates occurring. 
This air quality assessment project is presented in two papers: 
Part I., Air Quality Moniforini". 7his paper considers the recorded carbon dioxide concentrations 
measured over the monitoring period in the schools in terms ofprovided air qualhy and ventilation 
rates. 
Part H. - Computer Modelling. This companion paper calculates the metabolic carbon dioxide 
production rates of the occupants and uses the ventilation rates calculated in Part I to model the 
recorded C02 levels from the monitoring period The model is further uved to estimate the required 
ventilation rates in order that air quality is perceived as being acceptable to occupants. 
1. Introduction 
Building designers aim to create buildings which provide high quality and energy efficient internal 
envirorunents. Failure to attain these objectives can lead to poor quality internal environments in which 
the productivity of the building occupants is reduced and the under performance of the building results. In more extreme cases the ill health of building occupants both in the short and long terms may result. Extensive research has been carried out into thermal comfort within the internal environmed2) * More recently air quality is receiving greater recognition as one of the important contributors to overall indoor environmental quality and comfort. 
A range of guidelines have been in place for a number of years regarding indoor air quality. Those of 
the Chartered Institution of Building Services Engincers(3) (CIBSE) recommend a minimum fresh air 
supply rate of 8 I/s/p (litres per second per person) for non-smoking adults in offices and 8.3 I/s/p for 
occupants of schools. The Department for Education and Employmen t(4) (DFEE) recommends a 
minimum background fresh air supply rate of 3 I/s/p for all areas of schools. The DFEE guidelines further recommend that "all teaching accommodation, medical examination or treatment rooms, sick 
rooms, isolation rooms, sleeping and living accommodation shall also be capable of being ventilated at 
a minimum rate of 8 litrcs; of fresh air per second for each of the usual number of people in those areas 
when such areas arc occupied". The American Society of Heating, Refrigerating and Air-Conditioning 
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Engineers(5) (ASHRAE) recommends fresh air supply rates of 10 I/s/p and 8 I/s/p for general office 
accommodation and school classrooms respectively. 
The terms "fresh air" or "outdoor air" arc stated within these standards and guidelines as a basis for 
prescribing ventilation rates. However, caution should be taken with regard to the quality of outdoor or 
fresh air as it may not be as "fresh" as may have been assumed. 'Mercforc, replacing indoor air with air 
from outdoors may not always provide an adequate solution. 
In office type and school environments, the supply of adequate fresh air supply rates and hcncc 
perceived acceptable air quality, should be high on the list of priorities. 11is will help to cnsurc 
comfortable working conditions as well as content and productive occupants. In these types of 
environment no individual pollutant may present in sufficient quantities to cause immediate advcrse 
health effects. However, a mixture of pollutants may combine to cause adverse health cffccts or 
irritation to the occupant both in the short and long terms. Further, some pollutants, such as human 
bioeffluents, or body odour, which have no known adverse health cffccts, may cause occupants to 
become irritated or uncomfortable with their indoor environments. 
in recent design projects for school buildings a concern for indoor air quality has caused the authors to 
question the usefulness of the guidelines quoted in Building Bulletin 87 ý4). As stated previously these 
recommend a background fresh air supply rate of 3 I/s/p with the captibilit to supply 8 Vs1p. T'he 
manner in which the guidelines are written are open to interpretation and introduce ambiguity as to 
exactly what ventilation rates arc satisfactory. Further it is stated "The heating system shall be capable 
of maintaining the required room air temperature with the minimum background ventilation of 3 litrcs 
per second per person when the outside temperature is -1 *C. T'his would suggest that licating systems 
designed to the guidelines would not be capable of maintaining comfort temperatures if adequate 
ventilation were provided during cold weather conditions. The DFEE guidclincs are often 
misinterpreted to mean that the fresh air ventilation rate of 3 Vs1p is adequate in all areas and undcr all 
circumstances. 
Another problem is that many schools rely upon natural ventilation through the opening of windows. 
Windows are often not opened during winter months when the outside temperatures arc low and It Is 
therefore unlikely that desired fresh air ventilation rates can be achieved. 
This report investigates the quality of the indoor air and the associated ventilation mtcs in two school 
classrooms in order to ascertain whether air quality guidelines are maintaincd. The schools considered 
were chosen due to their location near to the development site of a new school by the same local 
authority. They were not chosen because they were known to experience good air quality conditions nor 
because they were known to suffer from poor air quality. The monitoring pcriods were chosen at a 
predetermined date which was convenient for carrying out the monitoring, i. e. weather conditions not 
known- The monitoring was carried out in a non-disruptive manner with staff and studcnts using the 
building in a normal way. 
2. Indoor C02 Concentrations as an Indicator of Air Quality 
A practical means of determining indoor air quality is to monitor the carbon dioxide concentrations of 
the air. This is suitable in buildings where humans are the main sources of air pollutants. Humans 
produce metabolic carbon dioxide as a product of respiration. Ilencc the concentration in cncloscd 
spaces, such as buildings, increases when the rate of production is greater than the rate of rcrnoval from 
that space. Other pollutants, such as those from building materials and processes within the cncloscd 
space, also represent pollutant sources. However, during this investigation human bi(vMucnts %%-crc the 
main pollutant source and so carbon dioxide was considered to be the best indication of pollutant 
accumulation. Although variations of concentration of carbon dioxide arc not dircctly perceivcd by 
occupants at the levels usually found in indoor air it is considered a good indicator of the conccritrations 
of other human pollutants and human bioeffluents which are sensed and considered as a nuisancc(6- '"). 
Where the indoor carbon dioxide concentrations become high it is indicative that the ventilation rates to 
the space are inadequate to provide the necessary amount of fresh air to remove pollutants produced by 
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Iminans, Indoor carbon dioxide concentrations and their associated quality ratings given by various 
orpnisations are listed in Fiiblc I. 
Table 1. Carbon dioxide concentrations in indoor air and associated quality ratings. 
C()., Concentration (ppin. ) R ce ornmended Air Quality Rating 
- 100-400 ic) concentrations Fypical background (atmospher 
900 BSR IA control level for acceptable indoor air quality(')) 
1000 or les..,, Concentration ot'limitcd or no concern (m) (short term exposure) 
1000 AS[ IRAF, limit to satisfy conitlort and odour criteria(5) 
1000 20%o Percentage People Dissatisfied Threshold (6) 
. 
1500 Recommended threshold to avoid adverse health effects (6) 
5000 8 hour occupational exposure limit (3,11) 
6600 and above Concentration ofconcern'"') ýshort terrn exposures) 
It 1., not thought that the carbon dioxide concentrations normally experienced in buildings are harmful 
to licalth in the short term. Far higher concentrat Ions are required bef'ore flicy have a metabolic 
influence oil tile human I-X)dy, some examples of'which are given in Table 2. 
Table 2. Moaholic influences ofcarbon dioxide (7) . 
Carbon I )ioxidc Comyntration (pprn. ) 
__. ____________Metabolic 
Influence 
less than 8500 none 
9500 - 10000 tidal flow ol'air through lungs increased 
14000 1 respiratory system becomes more rapid 
-40000 - 45000 sweating occurs 
50000 anxiety induced 
500000 narcotic used in surgery during 19t" Century 
I I'lic Percentage of' People Dissatisfied (PPD), i. e. the percentage of people in a given space that could 
tv, expec(ed to he dissatisfied with the cnvironmental conditions in question, increases as the indoor 
carbon dioxide concentration above ambient increases, see Figure 1. 
50 
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40 
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0 IL 25 CL 
0- 20 
15 
10 
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Figure 1.11111) as ;i function ofindoor CO., coiicciltratiofl(')). ('02 concentration in ppm) 
I iguic I suggc-sts that for in indoor carbon dioxide concentration of' approximately 700 ppm above the 
mittloois conccntration, 20"o of' the occupants will be dissatisfied with the indoor air quality. This 
coricsp, onds to an absolute indoor carbon dioxide concentration of' 1000 ppm assuming an outdoor 
concentration of'. 100 ppin. A maximum 200/0 PPD flor occupants with regard to thermal comfort is the 
P'Clicially accepted level 1,01. tell ipcrat tire requirements in occupied buildings. It would therel'ore seem 
pludent to adopt a 20"1") P111) level with regard to indooraii-quality. 
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3. Indoor Air Quality Monitoring in School Classrooms 
Carbon dioxide concentrations were measured in each oftlic schools o%,,. i it pv1w, l q- %%.,, 
floriba (Model APBA-250F) continuous tion-dispersive infi-a-red carbon ifio\idc momtot", 
for specifications. 
Table 3.1 loriba Modcl Al'BA-250Fnon-dispcrsivc I nfi-a-ml carbon dioxidk- momim , pct oitx 
Range oft-neasurernent 0- 3000 ppin 
Repeatability + 1.5% offull scale 
Total Accuracy 10% offull scale 3 months 
Response Time 15 seconds (90% rcsponse to changc at instrunicni inict) 
022ratiný temperature range 5- 40 T 
The carbon dioxide monitors were calibratcd using two calibration points, /Cro and . )Soo 1111111.11%111v. 
proprietary calibration gases to the manufacturers recornmendalions one day pnor to 111c 111onslol 111Vý 
periods. 
The monitoring over short time periods (2 days) allowed a -snapshot- ()I thc aii pi;, 11IN 
occurring within the school classrooms. licnce, analysis ol airflow be(ý%ccn spaccs 
human responses were not considered during this investigation. The main ohick-liNc of the 
was to assess air quality in densely occupied classrooms %%ith regard to coninloill 'S ki"k-d c%allial 
criteria for carbon dioxide within the spaces on the randomly chosen days and to indicate ilic %k., 1111allon 
rates occurring. 
On the first monitoring day in each school, details were noted regarding occupancN pativins and dic 
degree to which windows were open. Two carbon dioxide monitors %%crc uwd in cach inomtowd arva 
in order to give an indication of the air mixing efficiency. For the purposes ofthis repoii ilic school, I,, - 
rel'erred to as shown in Table 4. 
Table 4. School designations and briet'descript lolls (* the school %%as olvil plan, 111CICImc ýJll 
occurs with adjacent class bases) 
School Pupils Construction Ventilation Max. No. Pupils In 
I lase 
School I Infants (5 -6 Years) Modem - Concrete Natural 60 
School 2 Middle (8 -9 Years) Modern - Concrete Natural 
Photographs and schematic plans of Schools I and 2, are slumn it iI wm(-, .1 11 uou), Ii*, 
Figure 2. School I- Outside south facing clcýal I III I (IL-11) lild II lol III III (. I II NI, II It h, I, ýII ý' IIII 
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C02(2) reter to carbon dioxide monitors I and 2 respectively I 
4. Results of Indoor Air Quality Monitoring 
4.1 School I 
During the first monitoring day occupancy patterns were noted. The twin clits..., jull 
'N Olt 11picti 
except for break periods. Full occupancy ofthe class base is 00 children and 3 to 4 adults. Huce ol the 
four windows in the external wall remained open throughout the day. Fx1ernal dools %%cre orviled 
intermittently mainly during the end of break periods to allow children to f-c-enict thc classroorn. I I,,. 
entrance door leading into the classroom from the airiuni area was opened InteirnittentiN, 1111,, uphout ille 
day especially during the beginning and end ofbrcak periods. No doors rernamed open iorauN tq 
time as they were fitted with self closing mechanisms. The carbon dioxide concentranon and th cupant N 
monitoring results are shown in Figures 6 and 7. 
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Figure 7. Averaged carbon dioxide concentrations and occupancy patterns during the first days 
monitoring for school 1. 
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In Figure 7 the carbon dioxide concentration waýs strongly related to the number ofoccupants. Carbon 
dioxide concentrations quickly rise and fall at tile beginning and end ofoccupicd periods respectively. 
I lowever, some discrepancies are apparent in Figure 7. At 16: 00 there is a small rise in carbon dioxide 
concentration without , in apparent accompanying rise in occupancy level. This is due to tile occupancy 
pattern being estimated after school hours and it %%as assurned that the class bases were unoccupied 
during this period. According to staffat the school, two or three teachers would nornially remain after 
school hours, leaving work hcoAcen 16: 00 and 17: 00. It would seem probable that this unexpected rise 
if) CO conmitrations could Ilicrefore be teachers returning to the class base, after a meeting or coff , ce 
in the staffroorn. to prepare for the next days lessons. Cleaners entering the space during this period are 
another posNibic cause. I tic slo%% dccaý in carbon dioxide concentration after 17: 00 is due to the 
window" being shut by tile teacher-., as they leave and hence lower outside air infiltration rates existed 
than during, Ilic occupied perioti. I he resultant temperature in the school I classroom ranged 
approximatclý from 20"(' to 24"C during tile occupied period, see Figure 8. 
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Figure H. Resultant lenycrat tire during the monitoring rwriod for School i. 
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4.2 School 2 
During the first monitoring day, when occupancy patterns were noted, the class baw (coinprisiný- i%%(, 
classes of 30 pupils maximum each. and 2 to 3 teachers) were occupied except I-or break pcr1txIN 
one half hour period during the afternoon when one class had a gaines period outdoors. All 
remained fully closed throughout the day with the exception of one window in ; in adjacent class ji. i. se 
which remained approximately 10% open throughout the day. Doors to lobbics Icading outtl(mg, %v, le 
opened intermittently mainly during the break, periods but did not remain open for any Iciip(h oI tiniv . 1, 
they were fitted with self closing mechanisms. Figures 9 and 10 show the nioniloring results ovvt the 
two day period. 
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carbon dioxide concentration begins to rise before the class base becomes occupied. Examination of the 
data on occupancy patterns taken during the monitoring period reveals that pupils had began to rc-cntcr 
the building at the end of the lunch period but not into the actual class base being monitored for air 
quality. School 2 is of an open plan design which would allow carbon dioxide to disperse to the 
monitored class base. Careful examination of Figure 10 reveals that the rate of increase in carbon 
dioxide concentration becomes much greater once the class base becomes occupied (approx. 13: 00). 
During the two day monitoring period in school 2 the resultant tempemture fluctuated approximately 
between 22 T and 26.5 *C during the occupied periods, see Figure 11. 
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Figure 11. Resultant temperature during the monitoring period for School 2 (location 1, Figure 5). 
5. Monitored Carbon Dioxide Concentrations and Their 
Implications for Indoor Air Quality 
Previously mentioned guidelines state that an absolute indoor carbon dioxide concentration Mot 
exceeding 1000 ppm is preferable, see Table 1. This would help to ensure that the percentage of people 
dissatisfied due to poor air quality does not exceed 20%, see Figure 1. However, this should be 
regarded as an upper limit. BSRIA , see Table 1, consider that concentrations of 800 ppm and below 
would provide acceptable air quality. It is reasonable that in the absence of alternative 
rccommcndations that concentrations of these magnitudes are sought for the majority of the time during 
occupied periods. Table 5 summariscs the monitored results by stating the percentage of the time during 
occupied periods for which the carbon dioxide concentration exceeds both 1000 ppm and 800 ppm 
thresholds. 
Table 5. Percentage of time that carbon dioxide concentrations exceed the stated limits during the 
occupied period (09: 00 to IS: 15). 
School Date -% Time exceeding 1000 % Time exceeding 800 
rpm rpm 
School 16/11/97 63 83 
7/11/97 87 95 
School 2 4/11/97 83 89 
5/11/97 95 96 
Table 5 clearly shows that threshold concentrations for carbon dioxide are exceeded for a large 
proportion of the occupied period. 11is is especially true of the 800 ppm threshold value and shows that 
the air quality in these areas was in general poor. 
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5.1 School I 
Figures 6 and 7 indicate that the carbon dioxide concentrations in school I ranged from 300 ppm allcr 
school to a peak of 2100 pprn during the occupied pcriods. Figures 6 and 9, schools I and 2 
respectively, show that the carbon dioxide concentrations in the school I class base did not rcach such 
high levels as in the school 2 classrooms. Three of the four windows were open all day thus providing a 
relatively high air change rate. Should the outdoor temperature be lowcr it is probable that these 
windows would remain closed thus creating higher indoor carbon dioxide conccntrations and hcnce 
lower indoor air quality. 
5.2 School 2 
Figures 9 and 10 indicate that the carbon dioxide concentrations in school 2 ranged from 300 pprn aftcr 
school to a peak of 3500 ppm during the occupied periods. The carbon dioxide conccntrations quickly 
rise above the 1000 pprn threshold soon after the classrooms become occupied at 9.00 AM and rcmain 
above this threshold until the end of each school day with the exception of the lunch pcriods %klicn the 
concentrations fall to acceptable levels during some of the unoccupied period. 
6. Estimation of Ventilation Rates Within the Monitored School 
Class Bases 
Analysis of the carbon dioxide concentration decay rates, after occupation of the class bascs ended, 
were carried out using a carbon dioxide concentration decay rate method as dcscribcd in Appcndix 1. 
The calculations assume that complete mixing of the air occurs within the spaccs. 
6.1 School I 
Analysis was carried out on the monitored values immediately after the classroom was vacated at tile 
end of the school day on the first days monitoring. This suggests that the ventilation ratc in tile school I 
classroom was in the region of 2.9 ac. h. It has been assumed that this rate remained relatively uniform 
throughout the day as the windows were constantly open at the same position and still, mild weather 
conditions were experienced. Ile air change rate would be higher than this at the beginning and end of 
break periods when the main entrance door from the atrium area, and occasionally, external doors were 
opened. It has therefore been assumed that the intermittent opening of external doors for very short 
periods had little overall effect on the fresh air ventilation rate, especially considering the constantly 
large window area that remained open. Analysis of the carbon dioxide concentration decay rutcs could 
not be carried out at any other times for the monitored data as the classrooms remained partially 
occupied. 
6.2 School 2 
After school analyses of the decay rates of carbon dioxide concentration for both of the monitored days 
indicates that the background ventilation rate with all the windows closed was in the range 0.5 . 1. () 
a. c. h. Analysis of the decay rate during lunch time on day I indicates that the air change rate, with 
fi-equent opening and closing of external doors due to the pupils leaving and entering the building, rises 
to between 3 and 3.5 ac. h. Analysis was not possible for Wednesday lunch time as the accuNuicy 
patterns were unknown for this period. The data analyses for these days indicate that during normil 
occupancy. %%ben the external doors are opened less frequently. the air change rate lics between 0.5 and 
3.5 ac. h.. Ho%ever, during normal occupied periods, i. e. during lessons, it is probable that the air 
change rate is closer to that of the time immediately after school, i. e. 0.55 -I ac. h., due to the window 
and door openings being similar for these time periods. 0 
Elementary calculations for per capita ventilation rates within the schools based on calculated air 
change rates arc given in Table 6. 
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Table 6. Per capita fresh air ventilation rates (assumed occupancy 60 Students, 2 Adults) 
School Time Calculated Equivalent Per Capita Fresh Air 
a. c. h. (I/s/P) 
School I Day I- After School 2.9 4.7 
School 2 Day I- Lunch 3.0-3.5 5.7-6.7 
School 2 Day 1/2 - After School 0.5-1.0 1.0-1.9 
School 2 Estimated ror Occupied Periods 1.0 1.9 
Table 6 suggests that the maximum possible fresh air ventilation rate provided during the monitoring 
period was 6.7 I/s/p. I lowcvcr this occurred during the beginning of the lunch time period in school 2 
when the students were leaving the building and ventilation rates were higher than during the occupied 
period due to frequent door opening. The fresh air ventilation rates determined for the periods just after 
the end of the school day are more representative of those occurring during occupied periods as doors 
remain in the same position, i. e. closed. These values are far lower and indicate that fresh air ventilation 
rates are significantly less than those required to provide acceptable air quality. 
7. Conclusions 
The use of continuously monitored C02 concentrations in the two monitored class bases, each for a 
period of two days, provides a snapshot of the air quality provided by means of natural ventilation. 
Analysis of the C02 decay rates allows approximate air change rates to be estimated for the monitoring 
periods. 
Carbon dioxide concentrations recorded at the schools suggest that the indoor air quality experienced 
by the occupants is consistently below that rccognised as acceptable air quality, i. e. > 1000 ppm carbon 
dioxide concentrations, during the occupied periods. The results shown in Table 5 indicate that carbon 
dioxide concentrations exceeded this threshold for between 63% and 95% of the occupied period. 
Where 1000 ppm carbon dioxide concentrations are considered to represent a 20% PPD level with 
respect to the indoor air quality the monitoring results clearly show that unsatisfactory conditions 
persist within the schools. 
The carbon dioxide concentrations were higher for school 2 fl= school 1. However, as the windows 
remained closed all day during the monitoring period in school 2, these results probably represent the 
worst case scenario regarding this school. In contrast, school I windows remained open throughout the 
occupied period mainly due to the classrooms being too warm and stuffy. During colder weather it is 
probable that these windows would remain shut and carbon dioxide concentrations would at least 
approach those experienced in school 2. 
The calculated fresh air infiltration rates for the schools on a per capita basis, 1.0 - 6.7 I/s/p. were not 
capable of providing accc itable air quality when considered in relation to the C02 concentrations. CIBSE recommendationsF3) of 8.3 I/s/p would improve the air quality. However, DFEE 
recommcndationS(4) of a minimum background ventilation rate of 3 Vs1p would be inadequate for the 
schools concerned. The DFEE does recommend (4) that the ventilation system should be capable of 
providing 8 I/s/p in classroom areas. Unfortunately the DFEE guidelines are easily misinterpreted and 
the lower air change rate is regarded as being able to satisfy air quality requirements of the occupants. The DFEE guidelines need to be clearer in order to eliminate the ambiguity of the recommendations. 
The natural fresh air ventilation rates in the monitored schools were found to be inadequate to provide 
suflicicnt fresh air to the occupied spaces. This is a problem that may be difficult to overcome using 
natural ventilation alone because of the high occupancy densities of school classrooms. Careful 
considcration needs to be given at the design stage as to whether the necessary ventilation rates can be 
achieved or whether mechanical assistance is required in order to provide acceptable air qualit. y. 
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Appendix 1. Determination of Ventilation Rates from Transient Indoor Carbon 
Dioxide Concentrations 
List of Symbols Used in Appendix I 
C', initial C02 concentration above ambient in the space at start of decay period (ppm), t-0 
CI C02 concentration above ambient aflcr time t (ppm) 
t time elapsed since start of decay period (s) 
V volume of the space (M) 
X volume of air leaving the space per second (m %) 
The air change rate in an internal space can be determined by monitoring and analysing the decay rate 
in carbon dioxide concentrations immediately after the occupants have vacated the space. 
Procedure 
1. Monitor the dynamic carbon dioxide concentration in the space. 
2. When the occupants leave note the C02. concentration at this time (Q. 
3. Note the C02 concentration after a time t (Q. 
4. Use the following equations to calculate the air change rate. 
Note: when using metabolic C02 as the tracer gas the carbon dioxide concentration of the ainbicnt. I. c. 
outdoor air should be subtracted, i. e. use the difference value not the absolute value. 
Where the zone internal rate of C02 production is zero, the zone concentration will dc-cay to flic (12) 
outdoor concentration according to Equation (1) 
C. e v ................................................................ ............................................ Equation (1) 
The -ve sign indicates that the C02, concentration is decaying. Rearranging Equation (1) :- 
X=. 
v log, 
Ct 
....................................................................................................... 
Equation (2) 
co 
In Equation (2) the -ve sign indicates that the air is leaving the space. I lowcvcr, air also enters the space 
at the same rate. Therefore the -vc sign can be removed and Equation (2) cffcctivcly gives the air 
change rate. 
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Appendix B 
An Assessment of Air Quality and Ventilation Rates in 
School Classrooms - Part 11: Computer Modelling 
Andrew 13. Lugg BSc MSc, William I Batty MSc PhD 
Applicd Encrgy and Optical Diagnostics Group, School of Mcchanical Enginccring, Cranfield 
Univcrsity, Bcdford. llcdfordshirc, MK43 OAL, UK. 
Summary 
Part I. - Air Quality Monitoring"), the preceding paper, considered the recorded carbon dioxide 
concentrations experienced In two schools in terms ofprovided air quality and ventilation rates. 
Part 11: Computer Modelling, a) calculates the approximate metabolic carbon dioxide production 
rates of the occupants and b) develops a dynamic spreadsheet model as a tool to corroborate the 
results obtained In Part 1, and c) utilises the model to estimate the ventilation rates required to achieve 
acceptable air quality in the schools concerned 
71wo methods are considered In order to calculate the metabolic rate ofproduction ofcarbon dioxide of 
school age children; a) estimation using the monitored results, and b) calculations from knowledge of 
the physical attributes of the childem These two methods yield similar results and confirm that the 
metabolic carbon dioxide production rate of the children is not proportional to their size when 
compared to that of adults. An Iterative model was developed with the aid of a computer spreadsheet 
and was used to model the dynamic carbon dioxide concentrations in the classrooms using known and 
estimated Input variables andparameters. It was then possible to use the model to examine the effects 
of varying air change ratesfor realistic occupancy patterns. The model suggests that air change rates 
of 5 ac. h. are required In the school classrooms considered in this project in order to provide 
acceptable air quality for the majority of the occupied period The magnitude of this ventilation rate 
corresponds to per capita fresh air ventilation rate of between 8.17 and 9.52 11slp for the schools 
considered Thesefiguresforfresh air ventilation rates are in line with CIBSE recommendations of8.3 
11slpfor schools. 
The monitoring over short time periods (2 days) allowed a "snapshot" of the air quality conditions 
occurring within the school classrooms. Hence, analysis of airflow between spaces and subjective 
human responses were not considered during this investigation. The main objective of the monitoring 
was to assess air quality in densely occupied classrooms with regard to commonly used evaluation 
criteria for carbon dioxide within the spaces on the randomly chosen days and to indicate the 
ventilation rates occurring. 
List of Symbols 
ADu Dubois surface area (m 2) 
CiM. "'(t) indoor C02 concentration at time =t (g/m3) C. "j. outdoor C02 concentration (g/rn) dCO2 change in C02 concentration (g/s for total space) 
Gco, Zone C02 addition rate (g/s) 
II persons height (m) 
MO. absolute metabolic rate (W/m2) 
Ms C02 metabolic C02 production rate per person (g/s/pcrson) 
M C02 total mctabol ic CO., production rate (g/s) 
MM total metabolic rate (W) 
I air change rate (air changes per second) 
P number of occupants 
Rco2 Zone C02 removal rate (g1s) 
t time elapsed (s) 
t* time step (s) 
V space Volume (M) 
Vid zone ventilation rate (infiltration / exf iltration) (m3/s) W persons weight (kg) 
ZIC02 (g/rn) zone C02 concentration 
Z2CO2 zone C02 concentration (gIroorn volume) 
Zoncco2 zone C02 concentration (ppm) 
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1. Introduction 
Descriptions of the schools considered in this project are given in the preceding paper - Part 1: Air 
Quality Monitorind') . In that paper the air quality was assessed using continuously monitorcd carbon dioxide concentrations. Part I also estimated natural ventilation rates for the schools concemcd by using 
a C02 decay rate method. This paper, Part If: Computer Modelling, continues by :- 
1. Calculating the metabolic carbon dioxide production rates of the occupants. 
2. Using the ventilation rates calculated in Part I and the mctabolic C02 production rates calculated in 
Part 11, to create a model capable of approximating the monitored results. 
3. Using an iterative spreadsheet model to estimate the ventilation rates rcquircd to achieve acceptable 
air quality in the schools concerned. 
2. Metabolic Carbon Dioxide Production Rates of School 
Aged Children 
These were calculated for the occupants of the two schools using two methods. 
ZI Method I- Calculations of the Metabolic C02 Production Rates using Monitored 
C02 Concentrations In the School Class Bases 
This method uses known occupancy patterns, room volumes and estimated ventilation rates Calculated 
using the C02 decay rate method, see Part P. 
Equation (IY2) can be used to determine the carbon dioxide concentration in a space, at time t, where all 
values except time, t, on the right hand side of the equation remain constant. 
c 
MC02 
(I , e- 
it) +c............................. Equation (1) indoor (t) ý -VI outdoor * ..... 
By rearranging the above equation it is possible to determine the total metabolic carbon dioxide 
production rate, see Equation 2. 
MCUZ - 
Vl(C indoor (t) - 
It 
C 
outdoor 
) 
...................................................................... Equation (2) 1- e- 
This gives the value for the total carbon dioxide generation. To obtain the per capita rate this valuc was 
divided by the number of occupants. 
However, certain conditions apply to the use of this equation: - 
1. the occupancy must remain constant over the period in which the equation is applied 
2. the initial carbon dioxide concentration in the space must be at the outdoor lcvcI 
3. the air change rate must be constant over the period to which the equation applies 
4. the total metabolic C02 production rate of the occupants must remain constant 
These conditions dictated that for the monitored schools the period between the start of the school day 
and the first break- period only were considered suitable for calculations employing Equation (2). Some 
caution should be applied to the results as it is difficult to estimate the air change rate precisely fig tile 
analysis periods. see Part 1('). However, these estimates do give order of magnitude values ror the 
calculated parameters. For an example calculation using Method I see Appendix 1. 
The metabolic carbon dioxide production rates calculated using Method I arc shown in Table I 
ppen ix 
Table 1. Metabolic carbon dioxide production rates of 5/6 year olds calculated for School I using 
Method 1. 
School Time Metabolic C02 Production Rate (mgýý) 
School 1 08: 55 - 10: 00 Day 1 10.4 
School 1 13: 15 - 14: 25 Day 1 13.2 
School 1 08: 50 - 10: 00 Day 2 9.5 
AvcraEc 11.0 
Method I could not be used to calculate the metabolic carbon dioxide production rate for occupants of 
School 2 as the air change rate for the calculation pcriod could not be estimated with any degree of 
certainty, sce Part V). 
Z2 Method 2. Calculation of Metabolic Carbon Dioxide Production Rates from 
Knowledge of the Physical Attributes of the Occupants 
11is method involved the use of the knowledge of the occupants physical attributes, i. e. age, sex, height' 
and weight, to calculate values for metabolic carbon dioxide production rate from empirically derived 
data, see Figures I and 2. In the example below the theoretical metabolic carbon dioxide production 
rate is calculated for 5/6 year old children. The method involved the following steps: 
ZZI Step 1: Calculate the surface area of the child age group in question 
Ilie surface area of a person can be calculated from Equation 3 (3) 
AD. - 0.202WO'425 I V-725 ............................................................................................. Equation (3) 
Average weight and height statistics for the age group concerned can be obtained from Figure I- 
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Figure 1. Average weight and height data for children up to 10 years oldf4p. 
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Thc weight and height characteristics of male and female children are very similar for this age group 
and therefore the average of these values was used for the calculation. The weight and height data for 5/6 year old children, as taken from Figure 1, are shown in Table 2. 
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Table 2. Weight and height data for 5/6 year old children used for theoretical carbon dioxidc 
production calculation. 
Attribute Males Females Average Males / Females 
Weight (kg) 
Height (m) 
19.7 
1.13 
18.7 
1.11 
19.2 
1.12 
Using Equation (3) the surface area for 5/6 year old children is: 
AD. = 0.202 x 19.20 . 425 x 1.120- 725 = 0.77 M2 
ZZ2 Step 2: Calculate the metabolic rate 
The surface area calculated in Step I and the basal metabolic rate obtained from Figure 2 were used to 
calculate the total metabolic rate using Equation (4). 
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Figure 2. Average basal (i. e. completely at rest) Metabolic Rate (W/m2) as a function of agc and scxl'). 
From Figure 2 the average basal metabolic rates for 5/6 year old children are 62 W/m' and 59 W/m3 for 
maics and females respectively. 'Mese values are similar and for the purposcs of the calculation tile 
average value, i. e. 60.5 W/m2, was used. Therefore :- 
M,. t = M. b. ADU = 60.5 x 0.77 = 46.6 W ....................................................................... Equation (4) 
ZZ3 Step 3: Calculate the metabolic heatproduction ratefor different actility levels 
This was calculated from metabolic heat production data given for adults obtained from 13S 5925(" on a 
proportional basis for activity levels above basal. From Figure 2 it can be seen that the basal metabolic 
rate for adults is approximately 45 W/mý (males/females 20 - 40 years old). The surface arca of a malc 
adult is approximately 2m 2(6) . Therefore, 
from Equation (4), the total basal metabolic rate for an adult 
is approximately (45 W/M2 x2 M2) = go W. 
The metabolic heat production of an adult seated at rest, i. e. sedentary is 100 W. 1, c. a factor of 
approximately 1.11 times the basal metabolic heat production rate. Similar calculations were carried out 
for other activity levels as shown in Table 3. 
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ZZ4 Step 4: Cakulate the metabolic carbon dioxide production rate 
'Me final two columns of Table 3 to 5 give the metabolic C02 production rate calculated from the (6) 
metabolic hcat production rate using Equation (5) 
Mco2 - 0.00004M., ....................................................................................................... 
Equation (5) 
Table 3. Metabolic C02 production rates for 5/6 year old children, School I 
Activity Metabolic Factor Metabolic Ifeat Metabolic Equivalent 
I leat above basal Production 
C02 Metabolic C02 
Production Children 5/6 years Production Production 
Adult (W) old (MLS/P) (mgs/p) 
Basal 90 1 46.60 1.86 3.30 
Sedentary 100 1.11 51.78 2.07 3.67 
Light Work 160-320 1.78-3.56 82.84 - 165.69 3.31-6.63 5.88-11.75 
Medium 320-480 3.56-5.33 165.69 - 248.53 6.63-9.94 11.75 - 17.63 
Work 
I feavy Work 480-650 5.33-7.22 248.53 - 336.56 9.94-13.46 17.63 - 23.87 
Similarly the calculations were carried out for the 8/9 year old children from School 2, see Table 4. 
Table 4. Metabolic C02 production rates for 8/9 year old children, School 2 
Activity Metabolic Factor Metabolic Heat Metabolic C02 Equivalent 
I leat above basal Production Production Metabolic C02 
Production Children 8/9 years (m1/sIp) Production 
Adult (W) old (mgs/p) 
Basal 90 1 56.53 2.25 4.00 
Sedentary 100 1.11 62.61 2.50 4.44 
Light Work 160-320 1.78-3.56 100.18 - 200.36 4.01-8.01 7.10-14.21 
Mcdium 320-480 3.56-5.33 200.36 - 300.53 8.01-12.02 14.21 - 21.31 
Work 
I Icavy Work 480-650 5.33-7.22 300.53 - 406.97 12.02 - 16.28 21.31 - 28.86 
Z3 Comparison of CO,, Production Rates of Adults and School Aged Children 
It is useful to compare the approximated metabolic C02 Production rate calculated for children in 
Tables 3 and 4 to that for adults. see Table 5. 
Table S. Metabolic C02 production rates for adults calculated using Method 2. 
Activity Metabolic Heat 
Production (W) 
Metabolic C02 Production 
(MYý) 
Equivalent Metabolic C02 
Production (maýslp) 
Basal 90 3.60 6.38 
Sedentary 100 4.00 7.09 
Light Work 160-320 6.40-12.80 11.35 - 22.69 
Medium Work 320-480 12.80 - 19.20 22.69 - 34.04 
_IleavyWork- 
480-650 19.20 - 26.00 34.04 - 46.10 
An adults metabolic C02 production rate for the activity level light work, is between. 1 1.35 and 22.69 
mg/s/p, as calculated using Method 2.1 lowever, adults working in office environments tend to be less 
active, i. e. sedentary. Table 5 suggests that sedentary adults with metabolic heat production rates of 
100 - 160 W would have metabolic COz production rates of 7.09 - 11.35 mg/s/p. Therefore, school 
children would appear to produce similar per capita quantities of carbon dioxide compared to adults due 
to their increased basal heat production rates and higher activity levels. It is also interesting to note that 
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the European guidelineS(7) Suggests that the sensory pollution load of 3-6 ycar olds and 14 - 16 year 
olds are 1.2 and 1.3 times that of adults respectively. 
Z4 Summary Metabolic C02 Production Rate Calculations 
Z4.1 School I 
Method I indicates an average metabolic carbon dioxide production ratc of II mg/s/p. This lics in the 
region of the calculated metabolic carbon dioxide production rate estimated using Method 2 for tile 
activity of light work. 
A difficulty arises when using method 2 as the children's activity level can only be estimated within the 
scope of this project. European guidelines(7ý suggest that children in the age group 3 to 6 years old have 
I metabolic heat production rates of 2.7 met which is equivalent to approximately 120 W if a body 
surface area of 0.77 m2 is assumed for the 5/6 year old children. Table 3 indicates that this is cquivatent 
to the category of light work and a metabolic C02 production rate of 5.88 - 11.75 mg/s/p. The 
European guidelineS(7) also suggests a metabolic C02 production rate for 3-6 year old children of 18 
L/h/occupant (8.86 mg/s/p) which is in the range calculated using method 2 for the appropriate 
metabolic rate. For the purposes of modelling in the remainder of this papcr the figure dcrivcd from the 
monitored results, i. e. using Method 1, of II mgWp has been used. Ibis value lies within the mrige 
calculated using Method 2 and has therefore been considered a reasonable value to use in the light or 
the information available. 
Z4.2 School 2 
Method I could not be used for school 2 due to the uncertainty in ventilation rates for the suitable 
calculation periods. Method 2 indicates generation rates for children in the age group 8 to 9 years as 
being between 7.10 and 14.21 mg/s/person for the appropriate activity level, i. e. light work. For the 
purposes of any further calculations and modelling in this paper it has been assumed that the CO, 
production rate for the 8/9 year old children in School 2 is equivalent to that of the children in School 1, 
in the absence of any actual data from the monitoring period. 
Table 6 surnmarises the calculated ventilation rates, see Part and the mctaboliC C02 production 
rates calculated in this paper. 
Table 6. Summary of the ventilation and metabolic carbon dioxide production rates. 
School Background Max. Ventilation Metabolic CO., Metabolic C02 Activity 
Ventilation During Monitoring Production Production Level 
(ax. h. ) Period (a. c. h. ) (mgs/p) (mg/s/p) 
Method I Method 2 
School 1 2.9 2.9 11 5.88-11.75 Light Work 
School 2 0.5-1.00 3.5 N/A 7.10-14.41 Light Wotk 
3. Determination of Ventilation Rates Required to Improve 
Indoor Air Quality using an Iterative Spreadsheet Model 
An iterative spreadsheet model, see Appendix 2. was developed to assess whether the estimated 
metabolic C02 production rate and ventilation rates were representative of the actual values required to 
produce the monitored dynamic C02 concentrations. This was achieved by setting the ventilation rates 
at the estimated values derived from the monitored decay Of C02 concentrations in the schools. see Part 
P, and utilising the estimated carbon dioxide production rate, i. e. II mg/s/p, calculated using Method 
I in this paper. 
This modelling procedure was used to asses the base model before introducing changes to the naturul 
ventilation rates in order to observe the effects on indoor air quality and licncc daerminc rcquircd 
ventilation rates for acceptable air quality. 
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3.1 School 1 
It was found that by using the estimated air change rate of 2.9 a. c. h. during the period of occupation and 
0.5 a. c. h. after 16: 00, see Part W) produced the "best fit" to the monitored data for the estimated C02 
production rate of II mg/s/p and the observed numbers of occupants, see Figure 3. An increase in C02 
concentration occurred after the pupils had lcft school centered on the time 16: 30. An occupancy of 4 
adults, i. e. teachers or cleaners, between 16: 00 and 16: 30 was assumed in order to account for the 
unexpected increase in C02 concentrations between these times. 
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Figure 3. Best fit model led carbon dioxide concentrations compared to monitored results, school 1. 
Figure 3 shows that the modcl is able to predict approximately actual conditions within the classroom. Figure 4 shows that values of the modcllcd C02 concentrations compared with those of the monitored C02 concentrations for School 1. 
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Figure 4. Modelled C02 concentrations against monitored C02 concentrations, school 1. 
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The degree of scatter in Figure 4 is quite large. However, the general fit of the curve, see Figure 3, 
mimics the monitored results. Several factors may have contributed to the model errors which am 
discussed here. 
The model assumes a constant ventilation rate throughout the occupied period because detailed 
information on this aspect was unavailable. In order to improve the model more detailed inrormation is 
required regarding the dynamic ventilation rates throughout the day. Ventilation rates for thc occupied 
period were estimated using the C02 decay rate method and could only provide approximate averaged 
values. The windows of the class base were open and so small variations in wind speed and direction 
could induce marked fluctuations in ventilation rates. For school 2 where the windows remained closed 
throughout the day thus attenuating the fluctuations in ventilation rates and reducing the scale of 
modelling error, see Figure 7. 
Nevertheless, the model does provide an indication of the general trends that can be cxpcctcd In 
dynamic C02 concentration variations throughout the day. 
The model was next used to examine the effect of varying the ventilation ratc during the occupicd 
period while holding all other input variables at the same values, see Figure 5. 
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Figure 5. Simulated carbon dioxide concentrations for air change rates ranging from I to 6 during tile 
occupied period - school 1. 
In order to achieve acceptable air quality, i. e. carbon dioxide concentrations below 1000 ppm during 
the occupied period, the simulations indicated that an air change rate of 5 ac. h was rcquircd. 
3.2 School 2 
Simulation using an estimated average air change rate of I ac. h. during the occupied period and 0.5 
a. c. h. after 16: 00, see Part I('), represented the best fit %%ben compared to the monitored data, see 17igure 
6. During the period 12: 00 to 12: 45 an air change rate of 3 was used to rcflcct the increased rate 
occurring during this period due to door opening by the pupils entering and leaving the building, see 
Part I('). The computer model was useful in this case to corroborate the ventilation rates calculated 
from the monitored data9),, see Table 6. 
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Figure 6. Best fit simulated carbon dioxide concentrations compared to monitored results, school 2. 
Figure 7 shows modcllcd C02 concentrations against monitored C02. concentrations for school 2. 
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Figure 7. Modelled C02 concentrations against monitored C02 concentrations for school 2. 
IMc model was capable of producing a better fit to the monitored data for school 2 than for school 1. 
compare Figures 5 and 7, for the reasons stated in Section 3.1. 
Again, average air change rates of between I and 6 a. c. h., with lunch time and after school variations 
applied as for Figure 6, were modelled to examine the cffccts of increased ventilation rates for School 
2. see Figure 8. 
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Figure 8. Simulated carbon dioxide concentrations for air change rates ranging from I to 6 during die 
occupied period - school 2. 
In order to achieve satisfactory indoor air quality, i. e. COz concentrations constantly below 1000 ppin. 
modelling indicated that an air change rate of 5 a. c. h is required. I lowevcr, Figure 8 also indicates that 
an air change rate of 4 ac. h. would provide air quality where the C02 concentration only marginally 
exceeds 1000 pprn during periods of occupancy. Interpolating reveals that a fresh air ventilation rate of 
approximately 4.2 a. c. h would prevent C02 concentrations exceeding the 1000 pprn threshold. 
3.3 Summary of Ventilation Rate Monitoring and Requirements for the Two Schools 
Table 7 shows the estimated average air change rates experienced in the two schools during normal 
occupancy, obtained from analysis of the monitored data and corroborated by the computcr model. The 
equivalent per capita fresh air delivery rates estimated for each school am also shown. 
Table 7. Estimates of average air change rates during occupied pcriods and equivalcrit pcr capita ficsil 
air delivery rates from the monitored data and computer modelling. 
School Estimated Average a. c. h Eguivalent Fresh Air Delivery Rate I/s/Mrson 
1 2.9 4.90 
211.97 
Table 8 gives per capita fresh air ventilation rates required for the provision of acccptable air quality as 
determined using the computer model. 
Table 8. Recommended air change rates in order to achieve acceptable indoor air quality cstimatcd 
from computer modelling and the equivalent per capita fresh air delivery rates (assumes maximum 
occupancy of 60 pupils and 2 adults in each twin class base). 
School Recommended a. c. h (modelled) Equivalent Fresh Air Delivery Ratc I/s/persoll 
158.17 
2 4.2 7.99 
CIBSE(8) recommends a minimum fresh air ventilation rate of 8 I/s/p for people working in offices (8.3 
I/s/p in schools). The results for the schools, see Table 8, indicate that the results of this monitoring 
project are in close agreement with CIBSE recommendations with regard to the ventilation rates 
required to satisfy air quality requirements. However it does suggest that the rcconuncndations of die 
DIFEE's Building Bulletin 87("), i. e. a minimum background ventilation rate of 3 I/s/p, are inadequate. 
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4. Conclusions 
Both the observed data from the monitoring period') and calculations in this paper indicate that the 
metabolic carbon dioxide generation of children is higher than may be expected. This is due to (i) their 
relatively high avcrage basal metabolic rates, see Figure 2, and (ii) their activity levels being relatively 
high compared to adults working in similar environments. These factors combined result in their 
mctabolic C02 production rates being close to those of sedentary adults. Taking into account that the 
European guidelinc(7) also suggests a sensory pollution load for school aged children of between 1.2 
and 1.3 times that of adults, the C02 concentration of the indoor air provides an indicator of indoor air 
quality that should be taken seriously. 
Results obtained from the computer model indicate that air change rates of between 4.2 and 5 a. c. h. 
(7.99 - 8.17 Vs1p for schools 2 and I respectively) are required to maintain the C02 concentrations and 
hence air quality at acceptable levels (not exceeding 1000 PPM C02) throughout the occupied period. 
I'lie air change rate (a. c. h) values may appear high but it must be taken into account that the occupant 
densities in these school classrooms are high when compared to normal office adult occupant densities. 
The fact that the sensory pollution load of children is greater than for that of adults should also be taken 
into consideration. 
Nevertheless, the results considered on a per capita basis are broadly in line with CIBSE 
rccommcndations(a) , i. e. 8.3 I/s/p for schools. The results of this study show that when using realistic 
metabolic C02 production rates for children, fresh air ventilation rates in line with the CIBSE(8) 
recommendations are required and that the recommended minimum background rate of 3 I/s/p given in 
Building Bulletin 87(9) arc inadequate. 
Appendix 1. Example Calculation of Metabolic CO, Production Rate - Method I 11iis example calculadon is based on School I during the period from 08: 55 - 10: 00 of the first days 
monitoring. Input values indicated in 
Using Equation 2: 
M C02 22 
VI(Cind(xv(t) - Coutdoor) 
I. C-It 
For t- 3300 s 
Cim.,, 4t) - 1343 ppm - 2.4198 g/m3 
C&A&, - 305 ppm - 0.5495 gIM3 
V- 365 rrý 
I-2.9 ac. h. - 0.8056 x 10'3 a. c. s. 
....................................................................... equation (2) 
365 x 0.8056 x1 o«3 (2.4198 - 0.5495) m c02 ý1e 
«0,8036 , 10 x 3300 -=0.5913 g/s 
The occupancy for this period is 57 (including 2 teachers), therefore 
M'co2 - 10.4 mg/s/pcrson 
Appendix 2. Single Zone Dynamic Carbon Dioxide Concentration Model 
Ile model uses a carbon dioxide balance method shown schernaticaBy in Figure 9. 
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Figure 9. Schematic representation of zone carbon dioxide concentration balance model. 
Ile zone C02 concentration, ZoneC02, is calculated using Eqns. 6 to 11. 
dcO2 = GcO2 + Rco2 ....................................................................................................... 
Equation (6) 
where GcO2 =Px M*co2 ................................................................................................ 
Equation (7) 
Rco2 ý Vinf(ZIC02 0-1) - Coutdoor) .......................................................... Equation (8) 
therefore substituting Equations 7 and 8 into 6 :- 
" dco2 ý ((P X M*CO2) + Vinf[ZIC020-1) - CcRAdoorl)t* ......................................................... Equation (9) 
'and 
Z2co2(i) = Z2co2(i'l) + dcO2 ......... -*- ........................................................................... Equation (10) 
to convert to a meaningful unit use the conversion 
ZoneCO2 = 
Z2CO2 x 555 (ppm) ........................................................................... Equation (11) v 
Acknowledgments 
The authors would like to thank Essex County Council, W. S. Atkins and Satchwcll Control Systcrns 
who made this project possible. 
References 
I Lugg, A. B., Batty, WJ. (1998) An Assessment of Air Quality and Ventilation Rates in Schmi 
Classrooms. 
2 Bearg, D. W. (1993) IndoorAir Quality and HVAC Systems, Lewis PublishcrsISBN 0-87371-574.8 
3 Dubois, D. and Dubois, E. F. (1915) The measurement of the surface area of man. Archs. Intern. 
Med, vol. 15, pp. 868 -881 
4 National Centre for Ilealth Statistics (1970) Height and Weight Statistics ofChildren, United States, 
NCHS Series 1, No. 104. 
5 McIntyre, D. A. (1980) Indoor Climate, Applied Science Publishers, Essex, England, ISIIN 0. 
85334-868-5. 
6 BS 5925 (1991) Code ofPracticefor Ventilation Principles and Designingfor Natural t entilation, 
British Standards Institution. 
7 European Concerted Action (1992). Indoor Air Quality and Its Impact on Alan: Guidelines for 
Ventilation Requirements in Buildings, Report No. 11, European Concerted Action, Commission of 
the European Communities. 
8 CIBSE (1986) - Ventilation and Air-Conditioning Requirements, CIBSE, Guide Volume A Section 
B2, Chartered Institute of Building Services Engineers, London. 
9 DIFEE (1997) Building Bulletin 87. ý Guidelinesfor Environmental Design In Schools (Revision of 
Design Note 17), Department for Education and Employment - Architects and Building Branch, 
ISBN 011271013 1. 
281 
282 
Appendix C 
Appendix'C. Ar 
Detailed Control Strate. #y 
Simulation Energy Use- "Results 
The simulated energy use for the normal PID, fuzzy ventilation and fuzzy high lcvcl 
control strategies are presented for South, North, East and West main building facadc 
orientations in Table C. 1, Table C. 2, Table C. 3 and Table CA respectively. 
The column headings referred to in the tables are: 
Week 
Heat I 
Heat 2 
Heat 3 
Cool I 
Cool 2 
Cool 3 
Humid I 
Humid 2 
Humid 3 
Total I 
Total 2 
Total 3 
Simulated week number (e. g. week I= January I- 7) 
- Heating energy use, PID strategy (kWh) 
- Heating energy use, fuzzy ventilation strategy (kWh) 
- Heating energy use, fuzzy high level strategy (kWh) 
= Cooling energy use, PID strategy (kWh) ý 
= Cooling energy use, fuzzy ventilation strategy (kWh) 
= Cooling energy use, fijzzy high level strategy (kWh) 
Humidification energy use, PID strategy (kWh) 
Humidification energy use, fuzzy ventilation strategy (kWh) 
Humidification energy use, fiizzy high level strategy (kWh) 
- Total energy use, PID strategy (kWh) 
- Total energy use, fuzzy ventilation strategy (kWh) 
- Total energy use, fuzzy high level strategy (kWh) 
Calculation Method 
Rates of energy use for each of the HVAC components used in the Simulink model were 
logged every 10 minutes (600 seconds) as the simulations proceeded. Energy use was 
calculated by assuming that the rate of energy use remained constant until tile next 
logged time step. The calculation method is described by Equation C. 1. 
t=168 
E4. w = Tint E rate 
t=O 
Equation CA 
where 
E, w, rate of energy use for the HVAC component undcr considcration at each 
logged time interval (W) 
Et. t. i total weekly energy use for the HVAC plant componcnt undcr 
consideration (Wh) 
t simulation time (hour) 
Tint logging time interval (seconds) 
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-We-ek ýý I 1I Cool 21 Cool 3 1HUfNd 1 11-luffA 2THuM1d 3- J C4A)l Total I TotAl 2j Total 3 
1 48 14 75 17 5104 . 1 23 001 001 471 701 &94 5468 82 18 5799 
11156 11626 Ill 58 001 001 0.01 1198 12,00 11.96 123.55 128,27 123.56 
i'l 85 13992 13989 001 0.01 001 9.06 9.02 9.06 148,92 14&94 14896 
4 6 36 12267 6581 001 001 001 052 052 052 6589 12320 6634 
5 . '1 33 5993 3047 2225 001 1635 000 0.00 000 49,58 5994 4682 6 '.,, 11 10048 5954 41 18 2 9S 3430 2.08 2,23 2W 10536 105,66 9591 
7 M4 22 10450 10424 001 001 0.01 7.55 7.55 7.55 111.78 lIZ06 111.79 
8 ý'A 13 5806 2927 6 56 001 497 065 039 043 3034 5846 3467 
0 . '4 16 41 35 2290 2237 001 409 231 353 3.50 4885 4489 3049 10 M 11 2733 13 17 3243 001 001 413 1055 1099 4667 3789 24.17 
11 116 09 4070 3034 1091 001 001 798 27ý38 2752 4498 6808 57.87 
12 Vi 27 4104 3940 8 17 001 001 1237 23,56 2334 56.82 64,61 62.74 
13 ", 152 3633 28 51 1079 001 001 4.92 2312 2320 39,23 5946 51ý71 
14 Vj 91 5315 3765 1401 001 1022 1.33 1ý25 1.23 51.25 5441 49.10 
IS % 93 6897 5871 2721 448 1758 226 2,30 2.26 86.40 7535 78.55 
IG 4tj 12 7593 4799 2006 001 1096 OA9 0.54 0,49 6867 76.48 5944 
17 9 22 673 728 74 13 796 19 17 008 1 52 1 55 83.42 1621 28.01 
18 ? 92 611 439 9249 5422 56 B4 013 000 000 9554 6034 61 23 
10 631 1857 10 14 3169 211 243 000 000 000 3800 2068 1258 
20 f) 57 465 597 9995 3721 5753 1.89 4,08 4ý 16 IN 40 4593 6767 
21 1019 13 18 996 6292 2682 3019 000 279 285 73,11 4279 4300 
2.2 3 59 362 359 10915 5198 5623 U23 10,04 1003 112ý97 65.64 6986 
23 165 165 165 13757 8932 10154 000 000 000 13922 9097 10319 
24 108 701 708 14037 9912 10856 0.00 0.00 0.00 14744 10612 11565 
25 160 1 36 136 9746 2910 4424 &00 000 0 GO 99,06 3046 45,60 
26 !, 26 1 30 1 20 12290 5223 6123 0,00 0.00 000 12816 53.53 6243 
27 1 83 271 1 78 12940 7497 8674 000 000 000 131 23 77.67 8852 
28 11 48 1323 1335 11960 6467 7425 000 000 000 13308 7790 8760 
29 (K) 1989 1862 9351 6534 74.00 0.00 0.00 0.00 10750 85,23 92ý61 
30 1 16 1 16 9396 3650 4470 000 0.00 000 9512 3766 45.86 
31 351 396 9627 3560 5313 000 000 000 100,21 39.11 5709 
32, 148 1760 1569 12629 11126 11609 000 000 000 14126 12885 131 78 
33 11) 524 522 15671 10944 11657 0.00 0,00 0,00 161.87 114.67 121 79 
34 I'll 2 14 1 77 10032 5340 5987 000 000 000 102,09 5555 61.64 
35 9 14, 12 Pi 1239 10788 8814 9552 000 000 000 11745 10089 10791 
16 4 V) 357 144 14 9618 11136 000 000 000 14785 10054 114.93 
37 3 (A 291 10695 6508 7065 0,00 0.00 000 10977 6872 7163 
38 669 330 81 22 2857 3664 000 000 000 84.48 3526 39,94 
30 12 5S 5 71 6100 2258 2668 0,00 0.00 000 6671 3514 32A5 
40 433A 45 10 4422 128 14 11294 12568 000 000 000 171 
ý48 
15804 169ý91 
41 ý7 21) 4225 3859 9498 5991 77 64 000 000 000 132.27 102,17 11&23 
42 1499 2206 17 23 8189 31 13 5806 000 000 000 9688 53,20 7530 
43 ý4 85 6755 3811 1483 001 1254 000 000 000 4967 6756 5065 
44 36 24 64 &4 40 46 427 001 001 292 3.80 391 43,43 68.44 44.39 
46 37 79 6075 4227 2441 540 1445 212 204 200 6432 6820 5872 
46 3591 6333 3793 1080 001 620 163 144 156 4834 6478 4569 
47 7367 91 16 74 14 001 001 0,01 144 140 1.33 7512 92,57 7547 
W3 47 33 87 19 4899 003 001 001 235 241 234 4970 9021 51 34 
49 5887 7296 6097 15 12 001 1302 449 443 457 7847 77.40 7856 
60 6,940 10508 6440 1331 001 748 071 073 073 8243 10582 7261 
51 41 35 8889 4299 001 001 001 035 033 0,37 41,71 89,23 43,37 
52 ,10 j() Jj 1896 ()! )1 1169 409 547 5,40 9408 10762 8723 
15N 
Table ('. I Detailed energ) use for lite I'll), fuzzy ventilation and high level fuzzy 
control stratep simulations for South orientated main building facade. 
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Wask Heal, I Msd2j 'Had3 I Codi 1 , 
1. "U-MW II Rmid Td6d I -tcod 2 TOW 3 
1 63,49 9339 63,67 0.01 001 001 3.92 390 391 6141 971) 61.58 
2 123.55 128.24 123.57 0.01 0.01 0.01 1197 1202 1197 13b 53 14021 136 M 
3 166,44 166.51 166.48 0.01 0.01 0.01 8.68 886 868 Us 13 11538 17511 
4 65.62 12123 66.07 001 0.01 0,01 0.52 0.52 011. ) ff) 15 12376 (C W 
5 41.10 71.11 42.31 30,37 U01 2666 000 000 () W 1147 11 12 68 W7 
6 6622 103,10 65.05 4128 2.95 37,59 208 222 201 10958 10928 Io41I 
7 10646 106.74 106.47 001 0,01 0,01 804 805 804 11451 11479 11452 
8 41,54 7348 4005 1885 001 1368 037 052 051 R) 76 14 M ! A:? 4 
,9 
X 15 55A2 2913 10,37 001 4.20 0.37 037 0 4: 1 40 Ff) S5 81 K1 M 
io 24.27 55.15 27.48 0.01 0.01 0ý01 223 213 221 A 51 57 29 X) 10 
11 33.74 52-54 36.28 0.01 OV 001 5.98 566 593 3912 5821 4; ' "" 
12 49.25 52.99 5043 0.01 0.01 001 10 25 1037 1024 59 sl 6331 w (9) 
13 31.86 42.48 33.74 0.01 0.01 001 3.77 3 72 314 TAA *i A) 3149 
14 41.40 54.87 38.40 23.47 0.01 *63 123 125 131 fib 09 5612 W 34 
15 57.41 73.32 59.24 18.07 1.48 1350 2.26 231 2 2f) 71 r3 77 10 7500 
16 48.76 78.33 49.34 15ý 16 0.01 11.07 0.49 054 049 6442 1881 (10 111) 
17 12.01 8.93 9.72 41.85 0,01 9.70 0.07 000 000 !0W 894 19V 
18 2.90 6.68 4,59 53.42 28.22 30.91 0,00 000 0M 56 32 34 M N11 411 
19 7.33 22.10 10.90 12.95 0.01 0.01 0.01) 012 000 2028 7273 1091 
20 10.17 7.26 10.64 72.23 22.86 39.17 1,54 135 144 8.3 9S 3147 SI 
21 11.07 13.72 10.87 55.75 24.60 3Z 17 0.00 0,00 000 CC fv 3032 4,104 
22 3.76 4.48 3.96 68.81 22.64 26,38 023 782 794 rý 11) 34 W 36 A 
23 2.40 1.53 1.53 127.31 71.88 83,23 000 000 000 12911 rk 41 Hot m 
24 9.26 9.22 9.27 135.05 93.94 102.83 0.00 0,00 000 144 31 IM Ili IV 10 
25 5.43 3.47 5.32 89.51 24.98 45.94 0.00 000 000 9494 A 44 !A 26 
26 7.79 1.58 1.30 103.96 33.80 4186 000 OOD 000 111 if) 1538 43 16 
71 5.49 6.27 5.55 116.16 67-48 T777 0.00 O. OD 0W 121 ti! ) 73 P) 8331 
26 13.55 13.44 13.48 107.83 56.79 66.30 0.00 ODO 0 (X) 121313 7071 19 rl 
29 17.99 20.87 19.92 90.29 6320 71.25 0.00 0,00 000 108 28 8401 91 17 
30 5.43 1.06 2-91 84.06 22.84 39.38 0.00 000 000 W 41) 2190 4230 
31 7.61 5.59 7.58 78.06 35.33 41,81 000 000 0 IX) M) 70 4092 40 19 
32 16.36 20.24 17.86 108.01 96.12 100.36 0.00 000 000 12431 116 311 11622 
33 9.87 1071 9.90 97.00 58.39 63.83 000 000 000 10681 fio 10 1-313 
34 , 785 8.79 784 77,55 5111 5154 000 000 0 (X) f1l) 14 ! A) 54) 10: 09 
315 1681 17.17 18.73 129.77 11853 130,78 ODD 000 () M 14651 I. V) 70 149 51 
36 12.57 14.35 IZ49 113.84 82.39 8957 000 000 000 I. Ai 41 '36 74 1W () r) 
37 1350 14.30 13.60 100.32 7514 7861 ODO 000 000 11382 8941 9221 
38 1315 19.24 11.90 71,88 3153 5297 000 000 000 M 04 W it 6488 
39 23.55 29.07 23,59 74.63 26.73 5000 000 000 000 9618 fib ff) rl (it) 
40 48.62 50.31 49.39 128M 11494 126.91 001) OOD 000 11156 1 fit, 2!, 1 Ifi: K) 
41 5460 51.51 55-29 103.98 5690 10136 000 000 000 158 58 1 (in 41 I'd, W, 
42 3664 38.41 3885 87,35 3332 7862 000 000 0 00 1 Z3 1,49 11 14 11141 
43 4026 77 62 4211 1322 001 1255 000 000 OU) N3 48 77 M 'A te, 
44 48.82 79.52 49.70 0.01 ODI 001 217 707 2 17 5100 8160 SI m 
45 5605 78.53 57.49 27.27 531 2641 144 146 146 84 Iti 8629 F61i 
45 4258 7092 4107 1173 001 620 1 13 163 1 ; 13 5544 RM 48 SO 
47 7990 10204 7989 001 001 001 129 108 129 8121 10313 al 19 
48 5584 9873 5&85 002 001 0.01 231 232 220 Sala 101 OF) 110 or, 
49 E16 71 10530 86.46 14.13 001 1303 391 4.01 390 104 Ai IMV I(XI 39 
60 7Z50 111.07 6807 13.41 001 747 0.73 076 074 H6 6S 11184 M 27 
51 4192 89.87 4356 001 001 001 033 032 028 4226 (MA) 43 84 
52 8894 1*57 8805 1925 060 1694 325 323 3 25 11144 M) 10 10873 
481 2W-IN 1997A 2SB7,221 1324201 IS" 80.591 88 W4 
_Aý2B 
L__41ý291 
_ 
ýý74 V. 4 Igm 
Table C. 2 Detailed energy use for the PID, fuzzy ventilation and high IeNvI fil/. 'I 
control strategy simulations for North orientated main building facade. 
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Had II ttd 21 Had 31 Cad 1 1 Humid 11. HLrW 2 31 ToW II ToW 2 TOW 3 
I CQ 41 9225 6254 Ool 0,01 001 394 3,95 3.94 6637 9621 6654 
2 171, % 127 6.5 17298 001 0,01 001 1199 1204 1199 13496 13970 134,98 
3 IfA 99 166 Ori 16503 001 001 001 8.67 885 8.67 173,66 17392 173,70 
4 (6 51 12312 65 96 OV 0.01 Ul 0.52 Oý52 0.52 6&04 123ý65 66.49 
11 6999 4121 3016 0.01 26.27 0.00 0.00 0.00 7027 6999 6748 
N) t3 10267 64,37 41.22 2.95 37,53 2.08 2.23 Z07 10903 10785 103.97 
I(Xi 30 1 OG 58 10631 001 0.01 001 8.04 8.05 &04 114.35 11464 11416 
a V) 82 7075 31367 1885 001 1367 0,38 0.51 0,57 5905 71.28 5291 
9 ýM) 15 5.305 2812 1036 001 418 OA7 0.42 0,47 39.98 5347 3278 
10 2014 4899 2370 001 001 0,01 2.82 2.69 2.75 22.97 51.69 26,46 
11 ýx) 66 4688 32 54 001 0.01 0.01 7.30 8.23 8.57 36,97 5612 41.13 
1., 43 57 4726 4487 001 0.01 0,01 10.94 11M 10,98 54.52 58.35 55ý86 
13 AIS3 3903 3070 001 0ý01 001 3.38 3.47 3.49 3193 4251 34.20 
14 Vi 49 5456 3831 12,93 0,01 1061 1.24 1.25 1.31 50.66 5580 50.23 
15 ')/ 33 7129 5916 1954 148 1350 226 231 2.26 7913 75M 7492 
16 4829 7693 4866 1590 001 1106 049 054 0,49 6468 77,48 6021 
17 1109 832 874 5298 OV 10 io 0.07 0.00 0.00 64.14 8.33 18.84 
18 264 589 4.18 66.36 34.65 37.10 0.00 ODO 0.00 69.00 40.54 41,28 
19 110 2146 1078 18,29 001 001 0.00 0.13 0.00 25.39 2160 1079 
21) 9 21 448 9 65 9048 2618 4697 2.02 3.18 3.47 10131 33.83 6000 
21 1062 1312 1018 6010 19.96 2072 GOO 1.19 1.63 70.72 34.27 32.53 
72 3 23 379 356 87.97 30.18 34.22 0.32 9.83 10.02 91,52 43,80 47. M 
21 133 133 133 12723 8007 92,08 000 0.00 0.00 12856 81.40 9341 
24 9 01 901 904 134.99 95.32 103.99 0.00 0.00 0.00 14400 104,33 113.03 
25 101 107 107 91.62 2054 32.99 0,00 0.00 0.00 9269 2161 34,05 
26 087 086 086 106.95 43.30 5310 0,00 0.00 0,00 10782 4415 53ý96 
71 227 258 2.27 12684 75.37 86.99 0.00 0.00 000 12910 7795 89.26 
28 1: 3.33 1322 1326 117.2B 62.34 72.01 0.00 0.00 0.00 130,61 75.56 8526 
29 1: 1 ýA 19 T7 1860 9346 64-57 7309 0.00 0.00 U00 10TOO 84.34 91.69 
30 087 087 087 8809 30-35 36.92 0.00 0.00 0.00 88,96 31.23 37.80 
31 619 252 612 89,78 2&02 46,00 0.00 ODO UO 95.96 28.54 52.12 
v 13 32 1115 1286 12075 9264 106.86 000 0.00 0.00 134,07 10379 119.72 
33 8%, ' 958 900 11482 6895 7595 000 ODO 000 12378 78,53 8495 
34 2 'A 330 257 8370 4942 4441 GO) 0.00 000 8624 52.73 46,98 
35 1064 1430 1356 9483 83.95 8844 0,00 0.00 0.00 10547 96.25 10200 
36 948 11 12 940 11366 78,41 83.56 0.00 0.00 0.00 123.14 89.53 92.96 
37 10,93 1115 1066 10626 765.06 8017 0,00 0,00 000 11679 8721 90.83 
38 315 1569 504 5141 31,86 34.92 000 0,00 0,00 5455 4755 39,96 
39 A) 22 2757 2029 6424 26.74 37.15 0.00 0.00 0,00 84.45 54.31 57.45 
40 4779 4950 4857 12B 69 114.47 126.63 0.00 0.00 0.00 17648 16397 17519 
41 41,32 4979 4456 7967 5685 7369 000 0.00 0.00 120.98 106.64 11825 
42 2933 3262 2960 83,58 32.35 64.35 OM 000 OM 112.91 64,96 93,95 
43 '1 W 49 r3 66 4047 13,21 001 1254 0.00 000 000 51.70 73.67 5301 
44 46 11 iG v 4705 001 001 001 2.26 2,07 2,26 4838 78.40 4932 
45 4682 7454 5010 1508 5.31 1450 1.32 1.37 1,34 6321 81.22 65.93 
46 4025 6930 4046 8V 0.01 620 1.26 t64 1.22 50.38 70.9 5 47.88 
47 N 15 101 18 7914 001 001 0.01 1.32 1 11 132 80.4 8 1023 0 80,47 
48 !A 35 9701 5541 002 001 001 230 2.31 2.1 8 566 7 993 3 5760 
49 B3 81 10238 8356 1413 0,01 13.03 3.87 3.98 3.8 6 101.8 1 1053 6 10045 
50 1231 11089 6787 1341 0.01 7,47 0.73 0.76 0.7 4 864 5 111.6 6 76,06 
51 41 It 0969 4342 001 001 001 0,34 0,32 0.2 9 421 2 900 1 4371 
62 8189 115 5.3 8700 1925 060 1694 3,25 3,23 3,2 5 1103 9 1193 6 10719 
zm. 
- -.. I- 
ýýa 8974-7 L---L A 2W7.05 1331.111 i 1'749.0A BUN 2_71 W2, 97.7 11 455= 1 ýIM. 
9 q 3721.91 
Table C-3 Detailed energy use for the I'll), fuzzy ventilation and high level fuzzy 
control strategy simulations for East orientated main building facade. 
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A 1) pe it (I it C 
Výtxk HW1 f4ea 2 H&M 3 Codl I Cod 21 Ood 31 Hun-j-d--IT -HAlid 21 Hurrid 3 TcW I- TOW 2 'TcjW- T 
1 59.46 89,06 59W 001 0.01 0,01 413 413 401) 63 60 Ski. )() W tC 
2 11&81 123.50 118.83 0,01 0.01 0.01 1175 11 T7 1175 13061 IA"M 1. lo ! ýB 
156,06 156.13 156.10 0.01 0.01 OV 867 877 867 ICA 14 VA 91 ItA M 
4 65,58 12288 6&03 U01 OV 0.01 0.52 052 052 60 11 17341 W 56 
5 38,03 66.96 39.96 30.63 0.01 2636 0.00 0.00 000 68 fic) 66 91 66 32 
6 6538 102.49 6386 41.28 2.95 37.15 208 222 207 10874 10167 103 07 
7 104.90 105.18 104,91 OM 0.01 0.01 752 752 7 S2 11243 112 71 11244 
8 3463 6751 35.38 16.22 0.01 11.67 0.65 045 042 5149 6797 4747 
9 2679 48.99 25ý51 15.68 0.01 419 117 1 16 123 4364 5016 3093 
10 1476 4036 1791 12.21 001 0.21 322 517 535 3019 4554 2341 
11 3185 50.06 34,48 4.19 0.01 0.01 729 1542 1554 4334 US 49 W 03 
12 42.63 47.05 44.85 2.12 0.01 0.01 10.95 1287 1275 56 lu W 9: 1 5761 
13 2565 3&03 29.95 124 0.01 0.01 4,61 1137 1142 3150 4941 41 M 
14 40,18 54.30 38.13 22.61 Gol 10.47 1,29 125) 129 6409 5656 40 M 
15 56.78 69.96 58.49 21.30 1.75 14.46 2.27 2,31 226 8034 1404 7521 
16 48.29 76.67 48.14 18.91 0.01 10.98 048 0,71 079 6760 7119 5000 
V 10.56 7.73 881 60.92 6.77 17.84 007 129 123 7155 1!, 19 27 M 
18 2.92 6.29 4.10 80.99 43M 47,03 000 000 000 8391 4993 SI 13 
19 5,29 17.57 820 27.15 3.13 3.71 0.00 000 000 A2 44 20 A) liol 
20 7.99 6.20 8.29 90.66 34.96 51.39 1.52 1,68 178 10011 42 W3 6146 
21, 9.34 12.62 9ý64 64.04 29.46 33.39 ODO 1.47 173 7337 4356 44 M 
22 377 4.03 3.78 112.97 54.50 58.12 0.97 991 1025 117 71 68 45 r? 14 
23 1.99 1.65 1.65 143.66 W51 10143 000 000 000 KS 66 91 16 103 on 
N 7.45 710 7.31 159,51 10935 12*34 0,00 0,00 000 186 96 116 84 13161#1 
25 4.08 3.66 3ý96 101-26 33.69 52.28 OW 000 OOC) 106 33 31.4 % 24 
26 7.80 1.70 137 126.31 5291 60.90 000 000 000 13411 'A 61 6221 
77 3.83 4.84 3.87 131.09 76.16 87.86 0.00 O. OD 000 134 W2 al 0() 91 73 
28 13.44 13.31 13.36 11&67 62.89 72.71 0.00 000 000 13011 16 21 8601 
29 14.66 20,04 1911 93.11 67.10 75.97 0.00 000 000 107 TI 87 13 W, OR 
30 3.32 1.16 1.16 9336 33.50 45.39 000 000 000 9669 34 W) 46 M 
31 5.02 4.64 4.81 91,77 4128 49.23 000 000 000 9629 V) W !A (Xl 
32 15.98 18.06 16.58 117.01 102.07 106.69 0,00 000 000 113 00 12013 123 WI 
33 7.40 T54 7.43 138.00 9OA2 96.38 0,00 000 000 145 40 9/97 Ifflal 
34 5.85 616 585 89.81 4527 5032 0.00 000 o(l) 96 W) S143 Ni 17 
35 9.39 1244 1213 10178 9124 96,64 ODD 000 0 OD ill 18 IM61 108111, 
36 6.54 &2B 6.45 124.18 89.19 93.25 0.00 000 000 11) 77 9147 VQ A] 
37 7.34 8.65 7.97 91,45 68.94 72-70 0.00 000 0 OC) ým Al 7`7 50 oust 
38 7.16 975 693 67.92 2310 31,34 0.01) 000 000 P) On 32 M 3821 
39 1212 1891 1184 65.86 2486 41,13 000 000 000 T7 9H 43 'M V 97 
40 45,32 4711 4610 128.63 114.23 126.37 0,00 000 000 1 r3 96 161 X3 IP 41 
41 40 79 4516 4146 92.13 56.32 8100 0.00 000 000 13292 10148 12241 
42 25.26 3238 27 54 8126 33.13 64.81 000 000 000 10652 6'! 1 ') 1 9214 
43 38,73 7466 4105 13.22 001 1Z55 0.00 OOD 000 51 (it) 7467 5`13 (A) 
44 4476 7423 4648 001 0,01 0,01 211 246 2 &) C 88 Ni 70 4914 
45 5134 7521 5327 2691 532 2&05 150 135 138 797.5 8187 It) M 
46 38,73 6867 39 T7 7,61 001 6.20 1ý77 117 129 4761 60 84 47211 
47 7812 9863 7812 001 001 001 1,18 133 1 18 7931 99 W, IPA) 
48 5377 9596 5478 002 0.01 0.01 738 2.37 229 5617 9834 NI (01 
49 78,01 93.46 78.20 1413 0.01 1303 417 405 422 96 3: 1 91 a If, 44 
so 7043 10610 6630 1330 001 746 0,62 0 T7 063 84 X) 108 P. 9 14 ýW) 51 4111 8953 4335 0.01 0.01 001 0,37 033 036 42 09 If) W, 43 R 
52 8180 10996 8083 1924 059 1690 294 277 294 103W I 13Aý 1()067 
TOW 1791.791 2474-r4 1814181 2871.911 1488.781 lW. OOJ 85.691 116.6DI 
__1175 
N 474940 I 4079 91 --36'71711 
Table CA Detailed energy use for the PID, fuzzy ventilation and high level filllý 
control strategy simulations for West orientated main building facade. 
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Appendix 1) 
Appendix D: 
Detailed Control Strategy 
Performance Assessment Results 
The simulated perforniances of the 1111), tuzzy ventilation and fuzzy high lc%-cl contiol 
strategies are presented for South, North, East and West inain building litcadc 
orientations in Table D. 1, Table D. 2, Table D. 3 and Tablc DA respectivcly. Absolutc 
error from the preferred (middle) set point was used as the perl'orinance asscssinclit 
criteria 
The column headings used in the tables are: 
Week Simulated week number (e. g. week I= January I- 7) 
Temp I temperature - normal PID strategy 
Temp 2 temperature - fuzzy ventilation strategy 
Temp 3 temperature - fuzzy high level strategy 
RH I RH - normal PID strategy 
R11 2 Rl I- fuzzy ventilation strategy 
RH 3 RH - fuzzy high level strategy 
C02 I C02 
- non-nal PID strategy 
C02 2 C02 - fuzzy ventilation strategy 
C02 3 CO, - fuzzy high level strategy 
Calculation Methods 
The calculation methods used to assess the environmental zone conditions pro% 1ded hN 
the control strategies are described below. Environmental condition-, pl-ovided %ýcw 
assessed for the times during which the HVAC plant was operational. 
Temperature and humidity 
The logged values of' the zone temperature or relative humidity (hiring the occupicif 
period were subtracted from the preferred set point. Thc absolute of* thesc %, alucs %%clc 
then calculated and the weekly average used as an indication of' how %kell the conlrol 
strategies were able to provide environmental conditions with rcsl)cct to Ow j)icI'L-ijc, I 
set point. This calculation method is described by EquatIon 1). 1. 
t 108 1 Illwit] inish 
abs('F, - I'P,, t. 
p error i 
0_ t VlantStarl 
N 
1"(platioll D. 1 
where 
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abs absolute value 
N number oflogged values 
I It-i r,, t zone parameter weekly absolute error from preferred set point (T / %R1 1) 
Plantl"Inish I IVAC plant operation finish time (hour) 
Plantstal-t I IVAC plant operation start time (hour) 
t sinitilation time (hour) 
F/ logged simulation zone temperature 
I pl, I /one tenipcrattirc prellared set point 
Air Quafiýj, (CO., concentration) 
Air quality provision within the zone was assessed by calculating tile average of the 
logged ('()., concentrations recorded during the periods when the IIVAC plant was 
operational. I'lic calculation method is described by Equation D. 2. 
t lf, 9 i 111a111) iili%l) 
co, 
i PlalllMall 
N 
Equation D. 2 
N% hel L. 
('02, avcragc Nk, cckly zone CO, concentration (ppm) 
N number oflogged values 
P1,1111FIllish I IVAU plant operation finish time (hour) 
PlantSlart I IVAC plant operation start time (hour) 
t simulation time (liour) 
U( logged simulation zone carbon dioxide concentration (pprn) 
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Avera W AbsdLte Error from Prgferred Set Pomt Mean 
Week Temp II Tenip 2 3 RH I RH 2 RH 3 Go, I C02 2 COý 3 
1 1 60 1,75 1,54 844 601 8 fýG 900 99 158 90 86,130 
2 2 14 214 2.14 7.46 6.93 146 90099 81986 901 04 
3 210 2.10 2.10 8.44 8.44 843 90099 901 07 90102 
4 1,96 2.24 2.02 9.71 4.10 956 90099 68667 HHO 41) 
5 1 83 2.02 1.56 12.35 8,73 11 78 90099 60460 800 Stj 
6 2,08 2.17 2.06 1&07 10.16 15,78 90099 605 96 81094 
7 2.19 2.18 2.19 5.63 5.64 5,63 90099 891 70 001 03 
8 1.59 1.85 1.26 9.82 7.13 9.40 90099 64540 191,08 
9 t59 1.70 1.15 10.25 8.26 10.52 900.99 65072 /fill II 
10 1 69 1.31 1.12 8.52 9,04 1068 90099 65744 14304 
11 1,53 1.46 1.00 T20 6.26 7.42 90099 75674 fQ, ) 40 
12 1.58 1.11 1.04 6.63 706 725 90099 811 (it) 811 19 
13 1.58 0.99 0.86 9.17 8.55 9.87 90099 74463 01185 
14 1 75 1.88 1.57 9.03 &54 8.22 90099 108 18 84) (10 
15 1.80 2.14 1.79 8.81 8.37 8.94 90099 71546 820 12 
16 1.96 1.96 1.88 9.44 6.67 9ý87 900.99 69994 85098 
17 1.95 1.19 1.33 9.33 8.99 9.75 90099 61297 675 13 
18 2.03 1.31 1.40 7.06 6.31 6.36 90099 62675 662 'A 
19 1.66 1.31 1.00 7.12 7.72 &29 90099 64960 71659 
20 2.11 1.36 1.58 &53 7.52 8.66 90099 591 01 660 96 
21 175 1.09 1.06 11 ý74 11.99 12ý01 90099 604 12 68421 
22 2,12 1.62 1.76 4.62 7.20 7.26 90099 61981 (1 , IS51 
23 2 14 2.08 2.18 10.03 8.20 8.22 90099 61589 666 00 
24 2.11 1.82 2.02 12.54 12.82 1248 90099 67903 1.13 1G 
25 2,11 133 1.91 12.92 9.57 10.23 90099 58016 CAB 34 
26 219 1.91 2.06 9.37 6.96 7 18 90099 58029 61684 
27 2ý10 1.89 2.04 10.20 8,81 8.72 90099 61836 WO 32 
28 222 1.90 2.04 11.72 9.52 994 90099 63398 61161 
29 1 92 1.73 1.74 12.02 11.99 1201 90099 67453 75341 
30 2,12 1.58 1.81 10-21 8.02 7.82 90099 584 02 62641 
31 2.17 1.42 1.82 12.29 9.95 1017 90099 MCI S3 614 51 
32 211 1.88 1.86 13.55 12.81 13,20 90099 70625 74822 
33 2.19 1.83 Z01 8.01 7.28 721 90099 64950 67550 
34 2M 1.39 1.63 8.92 9,23 901 90099 62030 65493 
35 2 14 1.51 1.57 14.24 14.95 14 73 90099 67801 731 BY 
36 208 1.67 1.90 10.30 9.57 985 90099 64201 68822 
37 205 1.48 1.60 12.49 11.04 11-16 90099 663 14 (; ýA 6s 
38 201 1.46 1.50 976 826 8 14 900 99 591 02 641 10 
39 1 A2 1.42 132 1107 M59 10,21 90099 607 58 679 24 
40 1.95 1.99 1.96 17.67 17.75 1711 90099 191 74 81: 103 
41 201 1.89 1.92 14.88 14.33 14 15 90099 69953 801 91 
42 1 ý82 
1.47 1.53 15.62 13.03 13,49 90099 61823 711 64 
43 1,68 1.88 1.43 9.98 6.73 1013 90099 65592 8, il 31 
1 57 1.54 1.24 8.61 6.67 8,78 90099 72741 11,1191 
45 1,73 1.71 1.44 10,53 &67 1015 90099 66984 801 59 
46 1 69 1.75 1.59 11.87 8.67 12 13 90099 109 11 842,39 
47 1 ý90 
2.01 1,91 5.91 4.24 601 90099 812 37 89295 
48 1 77 2.00 180 10.83 687 1057 90099 725 84 87S 50 
49 1 81 1.79 1.66 9.43 722 954 90099 760 48 86437 
50 2.14 2.24 2.10 9.38 4.27 908 90099 706 83 89089 
51 1.70 2.24 1.85 10.79 5.80 1037 900 99 612 44 86585 
52 1.901 1371 1.73 13.09 930 12 2, 90099 "II fir, 13 SI 
1.911 1,73 1 1.67 10.30 8.67 9.941 900. §-9- r-681 66 
f 
-oý -ý! 
" 
Table DA Control strategy environmental condition provision perfornj; jjjt, v 
assessment results, South main building facade orientation. 
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Avwm a Absolkde Enur ftM P refeffed SM POIrt Mean 
Wook JýTp 1_ Temp 21 Ternp 3 RH I RH2 I RH 3 C% I C%2 I C02 3 
1 2 11 221 2 11 836 4ý97 831 90099 76927 899.99 
2 223 2,22 223 7.33 6.81 7.33 900,99 87986 901.05 
3 230 2.30 2.30 8.06 8.06 8.06 900.99 901.08 901 02 
4 1 97 2.25 2,03 9,72 4.11 9.57 900.99 686.73 889-54 
5 1 75 2,23 1.83 13.93 9.36 13.46 900.99 60418 83675 
6 209 223 2 12 16.11 1038 15.99 900.99 605ý96 875 12 
7 224 2 23 2.24 5.50 5.52 5.50 900.99 897.70 901.03 
8 1 61 2 14 110 11.55 7.10 11.07 900.99 652.41 849.48 
9 1 40 2.13 1.33 11.03 7.73 10.43 900.99 641.28 815-11 
10 1 38 1 91 1.37 9.12 6.46 9ý01 900.99 700.75 83810 
11 1 43 1 88 1.45 7.49 5.61 7.13 900-99 760.55 852.04 
12 162 1 ý72 
1.61 5.41 5.06 5.37 900.99 859.24 880.62 
13 1 35 1.31 1,17 7.77 6.54 8.10 900.99 816.66 864.49 
14 1 77 1.93 1.59 9.79 &69 8.54 900.99 708.68 850,22 
15 1 75 Z08 134 9.27 8.14 9.12 900.99 713.60 831.29 
16 200 201 1.92 9,29 6.16 9.50 900.99 708.96 866.16 
17 1 16 1 00 0.90 952 8.66 9.33 900.99 624.36 701.99 
18 1 89 1.23 1.22 8.84 6.59 7.00 900.99 612-62 674.82 
19 1 49 1 26 0,79 711 6.90 739 900.99 665.12 747-91 
20 203 1 24 1.50 1011 8.34 8.76 900.99 594.50 670.74 
21 1 81 0,96 0.99 11.77 11.87 12.13 900.99 608.47 70137 
22 204 t38 1.55 5.38 6.40 6,54 900.99 635.67 659.07 
23 2 21 2W 2.17 12.43 9.23 9.55 900.99 582.25 640.85 
24 208 1.78 2.00 13.71 13.82 13.50 900.99 687.83 728.80 
2S 2 20 1.59 1.82 13.45 9.94 11.27 900.99 580.32 666.71 
26 2 21 1 77 IM 10.66 7.45 7.74 900.99 580.66 620.97 
27 2 23 1.90 2.07 12.11 10.68 10,64 900.99 607.08 671.38 
28 2 18 1 78 1.94 12.29 9.52 10.04 900.99 633.83 671.29 
20 200 1 56 1.62 12.08 11.81 11.88 90&99 67719 758,27 
30 2 17 1 44 1.66 11.34 8.46 8.96 900.99 585.01 647.13 
31 2 10 1 12 1.57 13.41 10.50 10.33 900.99 633.09 670.63 
32 204 1 84 1.82 15.54 13.92 14.33 900.99 706.02 754-90 
33 2 18 161 1,84 11.63 8.14 8.32 900.99 639.42 673.54 
34 1 94 1 ý03 1,25 10.32 10.51 10.49 900.99 684ý61 704.75 35 1 36 1 28 1.50 16.67 17.17 16.86 900.99 790.18 850.36 
36 1 68 1 51 161 14 11 13.24 13.13 900.99 652.71 723.62 
37 1 85 1 48 1.54 13.71 11 98 12.08 900.99 732ý05 754.63 
38 1 63 1,40 1.47 14.37 11.20 12.40 900.99 632.65 746.83 
39 1 61 1,39 1.51 15.36 12.10 12.96 900.99 636.91 771.25 
40 1 99 203 2.00 17.68 17.76 17.71 90099 805.36 881-50 
41 204 1 74 2.01 17.04 1544 17.22 900.99 701.91 870.78 
42 1 86 1 71 1 84 16,11 1439 15.98 900,99 617.72 82520 
43 161 2 15 1,69 1035 6.25 10.00 900,99 66073 863-54 
44 1 75 2 17 1,84 8.53 5.34 8.29 900,99 749.94 882.38 
45 1 88 2 15 1.94 11 97 9.03 11-82 900.99 680.18 876.97 
46 1 87 2 14 1 88 11.64 7.79 11.44 900.99 710.89 869-90 
47 2 18 2 23 2 18 667 4.18 6.67 900,99 797.16 901.06 
48 02 222 208 11 04 6.62 10.76 900.99 723,43 884.39 
49 2 20 224 2 19 9ý38 6.00 9.31 900.99 765.72 893 18 
50 2 24 2 25 221 970 426 9,48 900,99 70605 89200 
51 1 73 224 1,87 1087 5.80 10,46 90&99 67240 86680 
52 223 224 2,24 
. 
12,01 842 11.86 900,99 
, 
727.19 
. 
88642, 
1 8.82 10,44 900,99 1 692.47 1 =797.31 
Table D. 2 Control s(rategy environmental condition provision performance 
assessment results, North main building facade orientation. 
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Averag e Absolute Error from Preferred Set Point Mean 
Week Temp 1 Teýnp 2 Temp 3 RH 1 RH2 RH 3 CO" 11 CO., 2 CO., 3 
1 2.11 2.20 2.11 8.36 498 831 90099 76936 89996 
2 2.23 2.22 2.23 7.33 6.81 7.33 90099 87986 901 05 
3 2.29 2.29 2.29 8.09 8.09 8.09 90099 901 07 901 02 
4 1.97 2.25 2,03 9,72 411 9.57 9M99 68674 88954 
5 1.74 2.23 1.83 13.87 9.36 13,40 90099 60423 83582 
6 2.09 2.23 2.12 16.12 10.37 15.99 90099 60597 87502 
7 2.24 2.23 2.24 5.50 5.52 5.50 90099 89769 901 03 
8 1.56 2.05 1.61 11.30 7.02 10.82 90099 657 51 84607 
9 1.38 2.11 1.28 10.82 7.75 10.23 900.99 641 59 81094 
10 1.22 1.76 1.13 8.76 6.55 8.79 90099 701 16 83064 
11 1.27 1.66 1.16 7.29 5.74 7,06 90099 759 19 84358 
12 1.37 1.43 1.33 5.71 5.44 5.70 90099 85802 87668 
13 1.22 1.11 0.97 8.16 7.13 8.58 90099 812 18 857 03 
14 1.70 1.92 1ý57 9.03 &65 8.45 90099 70867 84935 
15 1.77 2.05 1.73 9.03 8,12 8.93 90099 71409 82620 
16 1.97 1.97 IM 9.26 6.25 9A8 90099 70826 861 81 
17 1.98 0.92 1.03 9.29 8.54 9.16 90099 60999 681 97 
18 2.00 1.21 1.28 7.96 6.51 6.56 90099 61656 660 77 
19 1.61 1.18 0.79 7.07 6.92 7.42 90099 65509 733 76 
20 2.18 1 ý30 
1.61 9.64 7,83 833 9M99 58468 61)6 42 
21 1.84 0.97 1.01 11.78 12-02 11.92 90099 59600 66s 91 
22 2.11 1.58 1.75 510 634 6.80 90099 61933 63660 
23 2.23 2.12 2.21 10.79 8.61 8.88 900,99 58940 661 01 
24 2.08 1.79 2.00 13.63 13.74 13,46 9M99 68760 729 39 
25 2.07 1.63 1.88 13.34 8,91 9ý51 90099 580 74 62882 
26 2.24 2.07 2.18 9.71 6.85 7.35 90099 58054 617 19 
27 2.20 1.92 2.07 11.05 10-15 9,97 90099 605 19 61098 
28 215 1.91 2.05 11.87 9.48 9.94 90099 63225 67028 
29 2.00 1.71 1.76 11.83 11ý99 11,94 90099 670,51 748 14 
30 2.23 1,60 1.85 10M T86 7,81 90099 58273 61441 
31 2,19 1.12 1.77 12.83 9.24 9,98 90099 583 73 66249 
32 2.07 1.73 1.82 14.36 13.18 13.64 900,99 69096 742 36 
33 2.20 1.85 2.03 10.74 7.59 778 90099 63658 670 74 
34 2.05 1.16 1.55 9.77 10.34 9,83 90099 66626 66.189 
35 2.08 1.38 1.46 15.44 16-06 15.76 90099 68391 728 78 
36 1.92 1.60 1.88 13.14 12.49 11.95 900.99 66090 11/99 
37 1.87 1,43 1.53 1199 11.86 11 94 90099 731 83 11,022 
38 1.45 1.35 1.35 13.28 11.02 1092 90099 62706 ill 42 
39 1.54 1.38 1.45 14.63 11.91 11,56 9M99 637 '). 1 139 44 
40 1.98 2.01 1.98 17.68 17.76 17,71 90099 80096 881 01 
41 1.92 1.70 1.71 15M 15.18 15.07 90099 701 94 81697 
42 1.85 1.57 1.53 1&01 14.32 14.86 90099 617 63 791 96 
43 1.57 2.11 1.59 10.00 6.30 9,73 90099 661 65 858 10 
44 1.70 2.15 1.79 8.49 5.41 8,25 90099 75038 881 60 
45 1.73 2.13 130 11.41 9.00 11 07 90099 680 7i 84863 
46 1.77 2.13 1.82 11.56 7.79 11,33 90099 711 36 867 76 
47 2.17 2.23 2.17 6.65 4.18 6.65 90099 79721 901 06 
48 2M 2.22 2.07 10.97 6.62 M68 90099 723 55 88348 
49 2.20 2.24 2.19 9.38 &00 931 90099 765 73 893 18 
50 2.24 2.25 2.21 9.70 4.26 9,48 90099 70606 89200 
51 1.73 2.24 1.87 10.86 5.80 10,45 90099 67239 86670 
52 2.23 2.24 2.24 12.01 1 8.42 1 11,861 900991 
- - 
727 19 
- 
886 42 
----, Annual Mean 1 1,92 1 1.80 L 1,74 1 1.0.79 1 &67 10,11 1 ) 9 9 L . _T 
6 
__ 
87 53 8! 1 3.1 
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Appendix 1) 
Avera Absolute Error from Preferred Set Point Mean 
Week Temp 2 Temp 3 RH 1 RI-12 I RH 3 co, 1 C02 21 C02 3 
1 1 98 208 1 98 8,53 526 8.51 9M99 769,96 897.72 
2 2 21 221 221 7.37 684 7.37 900.99 879.86 901,05 
3 2 28 2 28 228 809 8,10 8.09 90099 901.08 901.03 
4 1 96 225 202 972 4.11 9.56 900.99 686.75 889.51 
5 1 84 2 16 1 79 1353 9,18 13.09 9M99 604,56 82T63 
6 209 222 212 1610 10.34 15.99 900.99 605ý89 874.66 
7 2 20 2 19 2.20 560 5.62 5.61 900.99 89770 901 03 
8 1 57 209 1.60 11 20 6.98 10.44 900.99 653.04 835Z6 
9 1 42 1 91 1 29 1085 801 10.65 900.99 643.93 804 51 
10 1 59 169 1 34 901 774 999 900.99 671 36 79679 
11 1 47 1 77 1 35 750 5.80 7.34 900.99 761 89 84841 
12 1 57 1 52 1,44 587 586 6.07 90099 842.94 862.10 
13 1 52 1 25 1 08 831 7.26 8.75 900.99 786.14 83340 
14 1 75 1 92 1 60 985 665 8A7 900.99 708.78 849 17 
15 1 76 2 12 1 75 909 8.33 9.04 900.99 715.13 826,16 
16 1 91 1 99 1 88 954 655 9,91 90099 70458 861 52 
17 1 87 1 09 1 07 960 880 9.40 900,99 62037 691.21 
18 202 1 37 1 40 8,07 645 6.70 900.99 616.01 66601 
19 1 62 1 33 095 696 742 7.99 900.99 653.71 728,13 
20 209 1 28 1ý56 924 7,98 8.60 900.99 593.34 664.92 
21 1 94 1 05 1 04 11 64 11.92 11.86 90&99 597.81 68027 
22 2 28 1 60 1 79 526 705 7.12 900.99 616M 63873 
23 2 25 2 16 223 1079 854 8.79 900,99 59995 66046 
24 221 1 95 2 16 11 60 11 81 11,50 900.99 684,01 73273 
25 2 17 1 71 1 92 1258 9.64 10.64 900.99 579,76 662.41 
26 229 1 88 207 981 748 7.71 900.99 58032 61686 
27 228 1 99 2 13 1082 966 9,59 900.99 620,63 66854 
28 2 19 1 81 1 97 11 78 9.43 9.89 90099 633,80 672 36 
29 1 85 1 59 1 62 12 33 11.72 11.83 900.99 67560 751.86 
30 2 17 1 48 1 71 1051 786 830 90099 590,52 653.88 
31 2 16 1 19 1 68 12.78 10,26 M35 900.99 615 15 66877 
32 208 1 78 1,82 1448 13.43 1334 900.99 706.15 75034 
33 225 1 72 1,98 932 756 T58 900,99 641 08 670 18 
34 202 1 27 1 53 955 971 9.62 900,99 63604 66931 
35 206 1 42 1 46 1521 1592 15.73 900,99 706,23 75246 
36 208 1 55 1 86 11.56 11.29 10.84 900.99 656.43 708.24 
37 1 94 1 17 1 
ý28 1323 11.76 11.86 900.99 701,61 737.97 38 1 98 1 35 1 37 11.43 9.36 9.41 90099 593.42 663.33 
39 1 58 1 38 1 42 14,06 11.34 11.69 900.99 632.73 741.21 
40 1 98 202 1 99 1768 17,76 1732 900,99 803.00 88012 
41 1 95 1 86 1 89 1622 1498 15.45 900.99 700,31 830M 
42 1 85 1 68 1 62 1618 1389 1469 90099 618.38 791,19 
43 1 67 208 1 64 1032 638 10 15 90099 65959 85657 
44 1 66 201 1 68 838 5.64 8.21 900.99 74979 871 27 
45 1 77 1 98 1 86 11 82 885 11.69 900.99 684.59 871,99 
46 1 76 202 1 80 11,75 7,98 11.68 900.99 713,31 864.22 
47 2 10 2 22 2.10 643 424 6.42 900.99 799.19 900,88 
48 1 93 2 14 1 99 11 03 670 10.74 90099 725ý32 88391 
49 1 95 2 13 1.97 915 6,29 9.03 900.99 766,69 88T76 
50 2 20 224 2.16 958 4ý28 9ý32 900.99 70646 891 54 
51 1 72 224 1 87 1085 580 10.43 900.99 672,42 86658 
52 2 11 
- 
209 2 11 1224 857 12 10 90099 727.01 88644 
1 6)5 1180 1 
. 
74 10 66 
_8.66 
--- 
_ 
10,14 1_ 900.99 -- -6867 T 
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