Let (R; m;k) be a local ring (commutative and Noetherian). We will discuss existence and uniqueness of direct-sum decompositions of nitely generated R-modules. One says that R has nite CM type provided there are only nitely many indecomposable maximal Cohen-Macaulay R-modules up to isomorphism. Among complete equicharacteristic hypersurface rings with k algebraically closed of characteristic 6 = 2; 3; 5, the rings of nite CM type were characterized in a 1987 paper of Buchweitz, Greuel, Kn orrer and Schreyer. We will review this characterization and focus on recent e orts to obtain a general classi cation of local CM rings of nite CM type.
Let (R; m;k) be a local (commutative, Noetherian) ring. The two main issues one must confront in studying direct-sum decompositions of nitely generated modules are to describe the indecomposable modules and to describe the di erent ways a module can be decomposed into a direct sum of indecomposable modules.
In the rst part of this note we discuss the rst issue, focusing on the question of nite Cohen-Macaulay type. That is, which rings R (usually assumed to be Cohen-Macaulay) have, up to isomorphism, only nitely many indecomposable maximal Cohen-Macaulay modules?
The second part of the paper deals with the second issue. Given a nitely generated module M we form the monoid +(M) consisting of isomorphism classes of nitely generated modules that are direct summands of direct sums of copies of M (with as the operation). By decomposing b R R M as a direct sum of indecomposables, one can represent +(M) as a submonoid of N n of the form N n \ G where G is a suitable subgroup of Z n . Moreover (and this is the main new result of the paper), every monoid of this form is actually isomorphic to +(M) for a suitable local ring R and nitely generated R-module M. This gives a variant of a recent result of Facchini and Herbera FH] that characterizes the monoid of nitely generated projectives over a not necessarily commutative semilocal ring. Moreover, our result shows that the semilocal ring yielding a given monoid can be chosen to be a modulenite extension of a commutative local ring of dimension one. On the other hand, Facchini and Herbera's result has an additional feature|compatibility with a xed embedding of the monoid in Z n |that cannot be obtained by my approach.
I would like to express my thanks to Alberto Facchini for enlightening conversations about this material, to Winfried Bruns for telling me about the equivalences in Theorem 6.1, and to Anna Guerrieri and Universit a di L'Aquila, where the research described in Part 2 was carried out.
Part I. Finite Cohen-Macaulay Type Throughout xx1 { 4, (R; m;k) is a commutative, local, Noetherian Cohen-Macaulay ring of dimension d. A maximal Cohen-Macaulay R-module (MCM R-module for short) is a nitely generated module of depth d. Obviously every MCM module is a direct sum of nitely many indecomposable MCM modules (though not necessarily uniquely, as we see in the second part of the paper). One says that R has nite Cohen-Macaulay type or nite CM type) provided there are only nitely many non-isomorphic indecomposable MCM modules. Note that by the Auslander-Buchsbaum formula a MCM module of nite projective dimension is necessarily free. Thus regular local rings have nite CM type, R itself being the only indecomposable MCM module. In this section we will survey some results on the classi cation of singularities of nite CM type. We begin with a class of rings for which a complete classi cation is known.
Complete hypersurface singularities.
A complete hypersurface singularity is a local ring of the form R = k X 0 ; : : : ; X d ]]=(f), where k is an algebraically closed eld and f is a non-zero non-unit of the ring of formal power series in d + 1 variables. Starting with the case d = 1, we have the following theorem of Greuel and Kn orrer GK]:
1.1. Theorem. Let R (as above) be a complete hypersurface singularity of dimension d = 1, and assume that char(k) 6 = 2; 3; 5. Then R has nite CM type if and only if R = k X 0 ; X 1 ]]=(g), where g is one of the following polynomials (corresponding to certain Dynkin diagrams):
(A n ) X 2 0 + X n+1 1 (n 1) (D n ) X 1 (X 2 0 + X n?2 1 ) (n 4) (E 6 ) X 3 0 + X 4 1 (E 7 ) X 0 (X 2 0 + X 3 1 ) (E 8 map is one-to-one by faithfully at descent, and it is surjective by (3.3). We have proved:
3.4. Proposition. Let (R; m) be a local ring, and let M be a nitely generated R-module. The correspondence : +(M) ! (M) described above is a monoid isomorphism.
Under this correspondence, the indecomposables in +(M) correspond to the minimal elements of (M). Since every \clutter" (antichain) in N n is nite, this proves (3.2).
Ascent of nite CM type is harder to prove, and at this point there is no proof of Schreyer's conjecture in its full generality. In W4] I proved the following: 3.5. Theorem. Let (R; m;k) be an excellent local CM ring such that R P is Gorenstein for every non-maximal prime ideal P. Then 5. One-dimensional local rings of nite CM type.
In 1967 Drozd and Ro ter DR] asserted that the one-dimensional analytically unrami ed local ring (R; m;k) has nite CM type if and only if R satis es the following two conditions:
(dr1) The integral closure e R of R is generated by 3 elements as an R-module. (dr2) m e R+R R is cyclic as an R-module. They proved this under the additional assumption that R is essentially of nite type over Z but did not give any indication of how the general result might be proved. In fact, the general case presents several obstacles not present in the special case treated by Drozd and Ro ter, the most serious of which is the fact that the residue eld may not be perfect.
In 1978 Green and Reiner GR] gave a more convincing proof of the theorem of Drozd and Ro ter, but still in the \arithmetic" case (rings essentially of nite type over Z). In the late 80's W1] I showed that the Drozd-Ro ter conditions (d1) and (d2) 5.2. Corollary. Let R be a one-dimensional reduced Noetherian ring (not necessarily local) with nitely generated integral closure. Suppose there is a bound on the ranks of the indecomposable nitely generated torsion-free R-modules of constant rank. Then every such module has rank 1; 2; 3; 4; 5; 6; 8; 9 or 12. Moreover, there is a ring essentially of nite type over Q over which each of these possible ranks occurs. If R is local the possible ranks are 1; 2; 3 and 4.
What about analytically rami ed local rings? I addressed this question in W3]. Here, for once, I will consider rings that are not necessarily Cohen-Macaulay. (But MCM modules are still required to have depth 1.) In fact, W3, Proposition 1], a one-dimensional CM ring of nite CM type has to be analytically unrami ed. The general case is summarized in (5.3) below. Together, (5.1) and (5.3) give a complete characterization of the one-dimensional local rings of nite CM type.
Theorem ( W3])
. Let (R; m) be a one-dimensional local ring, and let N be its nilradical. Then R has nite CM type if and only if R=N has nite CM type and m i \ N = 0 for some i 1. These conditions imply that R=N is analytically unrami ed.
An easy consequence of this result is the fact W3, Corollary 2] that Schreyer's conjecture| that R has nite CM type if and only if b R has nite CM type|holds in complete generality for one-dimensional local rings.
II. Non-uniqueness of direct-sum decompositions
In this part of the paper we will determine just how badly the Krull-Schmidt uniqueness theorem can fail for nitely generated modules over a local ring. Our approach will be to study the monoid +(M) (for a nitely generated module M over a local ring) consisting of isomorphism classes of nitely generated modules that are direct summands of direct sums of copies of M. (The monoid operation is that induced by the direct sum.) We will characterize the monoids that can arise in this fashion. 6. A ne semigroups. Recall BH] that an a ne semigroup is a nitely generated monoid that is isomorphic to a submonoid of Z n for some n. Given an a ne semigroup C, we let ZC denote the group universally associated to C. (If C is embedded as a submonoid of Z n , then ZC is just the subgroup of Z n generated by C; however, up to isomorphism, the embedding C ZC is independent of the choice of embedding C Z n .) The semigroup C is said to be normal provided it is a ne and satis es the following condition: If mg 2 C for some g 2 ZC and some positive integer m, then g 2 C. (For any eld k, the a ne semigroup C is normal if and only if k C] is a normal domain, BH, (6.1.4)].) One says that the semigroup C is positive provided 0 is its only invertible element. For an a ne semigroup C, this is equivalent to saying that C is isomorphic to a submonoid of N n for some n, where N denotes the additive monoid of non-negative integers. See BH, 6.1.5]. We will need the following result from BH]:
6.1. Theorem. These conditions are equivalent, for an a ne semigroup C:
(1) C is a positive normal semigroup.
(2) C is isomorphic to a monoid of the form N n \ G for some integer n and some subgroup G of Z n .
(3) C is isomorphic to a monoid of the form N n \ U for some integer n and some Q-subspace U of Q n .
The crux is the implication (2) ) (3). The proof of this, due to Hochster, is outlined on page 279 of BH] as a hint for part (c) of Exercise 6.4.16. One must change the embedding (and increase the integer n) in going from (2) to (3). In the terminology of Facchini and Herbera FH], (2) says that C is embedded as a full subsemigroup of N n for some n.
The Main Theorem: Characterization of the monoids +(M).
We saw in x3 that, for a nitely generated module M over a local ring, the monoid +(M) is a positive normal semigroup. (By (3.4), +(M) = (M), and it follows from (3.3) that (M) satis es (2) of (6.1).) Here we sketch another proof of this fact, using results of Fuller and Shutters FS] on nitely generated projective modules over a non-commutative semilocal ring.
In xx7 and 8 we relax the implicit assumption that all rings are commutative. Suppose E is a not necessarily commutative semilocal ring, that is, E=J is Artinian (where J is the Jacobson radical of E). Then E=J, being semisimple Artinian, has only nitely many indecomposable right modules, say X 1 ; : : : ; X n , and every nitely generated right E=J-module is uniquely a direct sum of copies of these. Given a nitely generated projective right E-module P, write P=PJ = a 1 X 1 a n X n . The correspondence P] 7 ! (a 1 ; : : : ; a n ) embeds the monoid P E of isomorphism classes of nitely generated projective right E-modules (with as the operation) as a full a ne subsemigroup of N n .
(This depends on the fact|a consequence of Nakayama's lemma|that P j Q if and only if P=PJ j Q=QJ, for nitely generated projective right E-modules P and Q.) Thus P E is a positive normal semigroup. This proves the easy direction of the theorem of Facchini and Herbera:
7.1. Proposition. Let E be a not necessarily commutative semilocal ring. Then P E is a positive normal semigroup.
This proposition gives an alternate approach to (3.2) and (3.4), in view of the following result from a 1969 paper D] of Andreas Dress. 7.2. Proposition. Let M be a nitely generated R-module, and let E be the endomorphism ring of M. The maps X] 7 ! Hom R (M; X)] and P] 7 ! P E M] are reciprocal isomorphisms between +(M) and P E . 7.3. Lemma. Let R be a commutative, Noetherian, semilocal ring, and let E be a modulenite R-algebra. Then E is semilocal. In particular, if M is a nitely generated R-module, then End R (M) is semilocal. Proof. Let L and J be the Jacobson radicals of R and E, respectively. Since LE J (by Nakayama's lemma), E=J is a nitely generated module over the Artinian ring R=L and is therefore Artinian. To prove the second statement let E = End R (M). Choose an R-module surjection R m M, and apply Hom R ( ; M) to get an injection E , ! M m . Since M is a Noetherian R-module so is E.
Putting together (7.1), (7.2) and (7.3), we obtain the following result, already observed in x3: 7.4. Proposition. Let M be a nitely generated module over a commutative semilocal (Noetherian) ring R. Then +(M) is a positive normal semigroup. Our main theorem and its corollary show that every positive normal semigroup arises in this fashion. 7.5. Main Theorem. Let C be a positive normal semigroup. Then there exist a onedimensional commutative local Noetherian domain R and a nitely generated torsion-free R-module M such that +(M) = C.
We will prove this result in x9. 7.6. Corollary. Let C be a monoid. These conditions are equivalent:
(2) C = P E for some (not necessarily commutative) semilocal ring E.
(3) There exist a commutative, Noetherian, local domain R of dimension one and a module-nite extension E of R such that C = P E .
Proof. (1) ) (3) by (7.2) and the Main Theorem, (3) ) (2) by (7.3), and (2) ) (1) by (7.1).
8. Compatibility with a given embedding in Z n : The one-dimensional case.
In x3 we saw that for a nitely generated module M over a commutative Noetherian local ring R the monoid +(M) is naturally isomorphic to the submonoid (M) of Z n , where n is the number of indecomposables in +( c M). We saw in x7 that, for a not necessarily commutative semilocal ring E, there is a natural embedding of P E into Z n , where n is the number non-isomorphic indecomposable right E=J-modules.
If, now, E = End R (M), we have, by (7.2), a natural isomorphism between +(M) and P E . If we compose this isomorphism with the embedding P E , ! Z n of x7, we get another embedding +(M) , ! Z n . Not surprisingly, this is exactly the same as the embedding from x3: 8.1. Proposition. Let R be a commutative local Noetherian ring with completion b R, and let M be a nitely generated module with endomorphism ring E. Let J be the Jacobson radical of E. The number n of non-isomorphic indecomposable right E=J-modules is equal to the number of indecomposables in +(M). Moreover, up to a permutation of f1; : : : ; ng, where and are the isomorphisms of (3.4) and (7.2), respectively, and is the embedding described in the second paragraph of x7. J is an isomorphism.
Let V 1 ; : : : ; V n be the distinct indecomposables in +( c M) (as in the proof of (3.3)), and let P i = Hom b R ( c M; V i ). Applying (7.2) to b R and c M, we see that P 1 ; : : : ; P n are the indecomposables in in P b E . If we let Q i 2 P E=J correspond to P i via the natural isomorphisms P E=J = ? ! P b E= b J = ? P b E , we see that Q 1 ; : : : ; Q n are the distinct indecomposables in P E=J .
This proves the rst assertion. The proof of the second assertion is easy and is left to the reader. Note that the maps and in (8.1) depend on the numbering of the indecomposables in +(M) and P E , respectively. This is the reason for the phrase \up to a permutation of f1; : : : ; ng" in the statement.
In our proof of the Main Theorem we will use torsion-free modules over one-dimensional rings. A key aspect of the one-dimensional case is that we know exactly which b R-modules are extended from R-modules. (See (8.3) R is reduced, and let V be a nitely generated torsion-free b R-module. Then V is extended from an R-module (necessarily nitely generated and torsion-free) if and only if V has constant rank.
I will give a proof of this in W6]. Now we can show that (for a torsion-free module over a one-dimensional local ring R) the inclusion (M) Z n has property (3) of (6.1). (We will see in x10 that this can fail for higher-dimensional rings.) The submonoid (M) of Z n has one additional property: It contains a strictly positive element of Z n , that is, an element all of whose entries are positive.
In fact, the element a := ( M]) is strictly positive (where : +(M) ! (M) is the map described in x3). 8.4. Theorem.
(1) Let M be a nitely generated torsion-free R-module, where R is a one-dimensional, (2) Conversely, let C = N n \ U, where U is a Q-subspace of Q n . Assume C contains a strictly positive element a = (a 1 ; : : : ; a n ). Then there exist a one-dimensional, commutative, local Noetherian ring R whose completion b R is reduced, and a nitely generated torsion-free R-module M such that (M) = C and ( M]) = a. Proof of (1). We already know that (M) = G \ N n , where G is a suitable subgroup of Z n .
We have to show that Z n =G is torsion-free. Equivalently (recalling the notation following (3.3)), we have to show that if m(a 1 V 1 a n V n ) is extended from an R-module for some positive integer m, then a 1 V 1 a n V n is already extended from R. But for an b R-module V it is clear that V has constant rank if and only if mV has constant rank. Now apply (8.3). We will prove (2) of (8.4) in the next section.
9. Proof of the Main Theorem.
We begin by observing that the Main Theorem (7.5) follows from (8.4). By (6.1) we may assume that C = U \ N n , where U is a Q-subspace of Q n . The only problem is that U might not contain a strictly positive element. Among all elements a 2 C, choose an element b = (b 1 ; : : : ; b n ) with the greatest number of positive entries. By renumbering, we may assume that b i > 0 for i = 1; : : : ; t and b t+1 = = b n = 0. Then for every element a = (a 1 ; : : : ; a n ) 2 C we have a t+1 = = a n = 0 (else a + b would have more positive entries than b). Therefore the projection : Q n Q t (onto the rst t coordinates) carries C isomorphically onto D := N t \ (U). Since D contains the strictly positive element (b), we can apply (2) of (8.4) to get a suitable ring and a module M such that (M) = D. Since +(M) = (M) and D = C, we are done.
The rest of this section is devoted to the proof of part (2) of (8.4). The key to the proof is a jazzed-up version of a basic pathological construction devised by Drozd and Ro ter DR] and proved in detail in W1]. Recall the notation (8.2). I believe that all we really need to make the following theorem work is that each ring b R=p i have multiplicity at least 4, but for simplicity we will work with a speci c ring:
9.1. The ring. Let 9.2. Theorem. Let R be as in (9.1), and let r 1 ; : : : ; r s be arbitrary non-negative integers. Then there is an indecomposable, nitely generated, torsion-free b R-module V such that rk(V ) = (r 1 ; : : : ; r s ).
The proof is similar to the proof of W1, (2.6)] (or CWW, (2.6)] and will be given in detail in W6]. Now we prove (2) of (8.4). Put m = n ? dim Q (U), and choose a linear transformation : Q n ! Q m such that Ker( ) = U. We regard as an m n matrix q ij ], and we can assume without loss of generality that the entries of are in Z. Select a positive integer N such that q ij + N 0 for all i; j. Let R be the ring of (9.1), with s = m + 1.
For j = 1; : : : ; n, choose, using (9.2), an indecomposable, nitely generated, torsion-free Let M be the R-module (unique up to isomorphism) such that c M = a 1 V 1 a n V n (where a = (a 1 ; : : : ; a n ) is the given strictly positive element of C). Then (M) = C and ( M]) = a, as desired.
This completes the proof of (8.4) and the Main Theorem.
Examples.
One can use the Main Theorem and (8.4) to get dramatic examples of failure of the Krull-Schmidt uniqueness theorem. Suppose, for example, that we let U = f(a; b; c) 2 Q 3 j 5a = 6b + cg. Put C = U \ N 3 . The minimal non-zero elements of C are a 1 := (1; 0; 5), a 2 := (2; 1; 4), a 3 := (3; 2; 3), a 4 := (4; 3; 2), a 5 := (5; 4; 1) and a 6 := (6; 5; 0). Choose a domain R as in (2) of (8.4), and for i = 1; : : : ; 6 let M i be the module such that ( M i ]) = a i .
Each of these modules is indecomposable. If we put M = M 2 we see that the indecomposable direct summands of tM are M 1 ; : : : ; M t+1 for 2 t 4 and M 1 ; : : : ; M 6 for t 5.
It would be interesting to analyze exactly how agrantly these spurious indecomposable direct summands can crop up in direct sums of copies of a module. We have already mentioned that one cannot always use one-dimensional rings to realize submonoids of Z n satisfying (2) of (6.1), without changing the embedding (and enlarging n).
Suppose, for example, that n = 1 and C = f0; 3; 6; 9; : : : g. By part (1) of (8.4), C cannot be realized as the monoid (M) using the method in x9. By going to dimension 2, however, we It seems plausible that by combining this sort of construction with that of x9, one could realize every submonoid C = G \ N n (where G is a subgroup of Z n ) in the form (M) for a suitable MCM module M over a commutative local ring of dimension at most 2.
