etwork evolution is driven by market requirements and by the availability of technology to meet market needs. In turn, market directions feed on technology advances (typical examples include X.25, ISDN, CCS 7, and, more recently, the Internet and Java) and technology is ideally, but not always, directed at current and perceived market potential.
MARKET REQUIREMENTS
Depending on the type of network provider, a number of services/applications are mandatory for ATM networks. For public and private network operators, end to end connectivity is a definitive requirement. For private network operators, such connectivity is likely to be wholly ATM. For public network operators, interworking with existing ISDN, PSTN, and PDNs is required.
Both types of network operator will also require support of frame relay and connectionless IP services to accommodate corporate intranets and the growing use of ATM by the Internet community. Public networks, in addition, require support of voice over ATM for interworking with existing voice networks. This may also become a requirement for private networks.
Other potential applications for both types of network will certainly include LAN emulation, LAN interconnectivity, videoconferencing, imaging, electronic libraries, distance learning, and video on demand. Further information on market drivers is included in [1, 2] .
NETWORK OPERATORS
There are two main types of network operators developing ATM networks:
• New entrant network operators, who have focused initially on private networks and are unconstrained by existing network structures or applications. These network operators led the way for ATM network development, focused on data-centric requirements built around LAN emulation and LAN extensions.
• Existing network operators, such as telephone administrators, have focused on the use of ATM to increase network bandwidth and reliability and to reduce network costs. These network operators also recognize the business benefits of competing with new entrants and are now considering similar data-centric applications, with the added complexity of integrating with existing networks. As the existing network operators move into data-centric and video applications, the new network operators are moving into support of existing services with the attendant interworking issues. 
N
This article describes the market drivers, objectives, and consequences of introducing ATM into public and private networks. To serve the diverse needs of environments and applications, ATM presents a broad choice of characteristics to users and providers. To harness this diversity and bring structure to the choices, this article discusses ATM transfer capabilities (ATCs) and Quality of Service (QoS) classes as specified in ITU-T Study Group 13. Industry aims to achieve consistency between the ITU-T and ATM Forum specifications. This article includes consideration of AALs and interworking in developing network strategies. Providers will offer a selection of the possible services defined for ATM. Also, each provider will communicate their strategy for preferred network utilization and efficient traffic through incentives to users.
ABSTRACT TARGET NETWORK ARCHITECTURE EXAMPLE
One view of a full-service network is shown in Fig. 1 . This network structure provides for a wide range of multimedia applications, including the current focus on the Internet and related services.
Indeed it is expected that ATM will become the main backbone component of the Internet structure, enabling the high speeds required, with the necessary management and reliability, which the Internet must provide in order to satisfy increasingly commercial applications and users.
The alternative approach of running IP directly over SDH or SONET has some attractions in the implementation of statistical multiplexed bit streams. However, an ATM backbone provides for simpler and effective network management, particularly for large corporate networks or public networks. Currently IP networks are developing based on both ATM and directly on SDH/SONET. Market pressures, management of networks and applications, and the effectiveness of product implementations will determine which will predominate in the next five to ten years One key issue is not so much the structure on which the ultimate full-service network is built, but how networks evolve to grow from where they are to where they need to be.
Network evolution is now firmly business-based with different market leaders prioritizing the designs of their networks to support particular business strategies.
It is the role of the ITU to respond to these multiple and complex business requirements in order to provide the maximum possible support to industry through specifications and to achieve rapid and competitive growth of networks and applications to meet business needs.
An early view was that ATM networks would evolve in an orderly way from the core out. In this idealistic environment high-speed ATM core networks would be installed to accommodate each and every type of application installed in the access networks [2] . However, it rapidly became clear that business pressures do not permit this orderly form of evolution. Business applications require urgent implementation, particularly in key new areas where "first to market" can make a substantial difference to profitability and business success. Thus, cost-effective short-term solutions are being implemented, just to be first to market. Strategies on how to capitalize on success will follow after success has been achieved.
This business-based approach has led to a piecemeal evolution of ATM networks focused mainly on private networks and data-centric applications. However, the need is now emerging for a more orderly approach to accommodate the growing market need for interconnectivity between Internet services, bulk data, imaging, transaction, video, and frame relay applications. Also, many applications, particularly multimedia applications, require sharing of processing, storage, and database access functions across interconnected components in both public and private networks Areas important to the development of ATM networks are discussed in the following paragraphs. Solutions documented in ITU-T Study Group 13, or currently under action in the ITU, are identified and, where appropriate, discussed with complementary solutions from the ATM Forum. These are areas where the ITU, with the leadership of Study Group 13, are providing support to industry and the marketplace by developing specifications consistent with business requirements.
ATM TRAFFIC CONTRACTS
In a broadband integrated network different types of sources will occur. In addition, the applications may have a wide range of requirements, for example, bandwidth, loss ratios, delay, and delay variation. ATM, being a connection-oriented cellrelay technique, supports broadband characteristics, accom- modates diversity, and allows guarantees on specific objectives. An important objective of ATM is to share network resources efficiently over very diverse traffic streams.
The connection-oriented approach allows the user to indicate communication needs during the connection set-up phase and allows the network to tailor the transfer properties of the connection to the individual needs indicated by the user. In particular for connections with some of their characteristics guaranteed, the notion of a traffic contract is relevant. The network guarantees certain properties of the connection, for example, that a given throughput be available. Guarantees are applicable only if the user conforms to the conditions of the contract, for example, by limiting the cell rate of the traffic offered to the network.
The connection setup procedures and the implementation of traffic contracts require the flexibility of ATM to be managed. To harness the diversity of traffic parameters and network performance parameters, ITU-T Study Group 13 developed two distinct concepts: that of an ATM transfer capability (ATC) [3] and that of a quality of service (QoS) class [4] . The ATC describes the ATM-layer parameters to be specified and the applicable procedures. The QoS class specifies which network performance parameters are relevant and to what values.
To arrive at a traffic contract, the user selects the ATC, selects the values of the parameters relevant to that ATC (the source traffic descriptor and the associated tolerances), and selects a QoS class. Through the specification of the traffic contract, both network and user know what to expect. The network guarantees the characteristics of the connection, while the source conforms to the conditions of the traffic contract.
The following section describes the defined ATCs.
ATM TRANSFER CAPABILITIES
An ATC defines a set of ATM-layer parameters and procedures. The ATC of a connection describes the general characteristics of a connection, for example, whether capacity is continuously available and what actions the network may take if cell rates are exceeded by the source. Each ATC is tailored to distinct demands of likely application groups. Seven ATCs are currently specified by ITU-T SG 13. Their main traits are given below.
• Deterministic bit rate (DBR) guarantees the specified peak cell rate (PCR) to be continuously available: while the traffic conforms to that peak, it is transferred with the specified QoS. Constant bit rate applications will naturally request DBR. In addition, variable bit rate applications may prefer a DBR capability. • SBR1, SBR2, and SBR3 form a family of similar but distinct ATCs. All three statistical bit rate (SBR) ATCs guarantee a sustainable cell rate (SCR), a long-term average rate. In addition, they allow limited bursts (of negotiated size) at a higher rate up to a PCR, provided the long-term average is respected. Variable bit rate applications that produce limited bursts find SBR a suitable transfer mechanism. SBR1 applies the checks and guarantees to the aggregate cell stream. SBR2 and SBR3 take into account the cell loss priority (CLP) indication in each cell. The SCR is checked for the CLP = 0 stream (the least likely to be discarded) only. The PCR applies to the complete cell stream. The distinction between SBR2 and SBR3 lies in the treatment of CLP = 0 cells that exceed the SCR. SBR2 considers such cells outside the contract (and may discard them). SBR3 alters the CLP of the excess CLP = 0 cells to CLP = 1; they remain in the complete cell stream as it is checked against PCR.
• Available bit rate (ABR) ensures that a minimum cell rate (MCR) is always available. The value of MCR selected by the user may be virtually zero. Depending on momentary availability, the network may make more capacity available in a dynamic way. By means of resource management cells, users regularly poll the network for the currently available capacity and are advised regularly about the capacity available to each connection or the behavior required on their part (increase or decrease rate). ABR targets so-called elastic applications that are able to adapt their rate (above MCR) to the network offer. Sources that conform to the network indications may expect low cell loss.
• The two ATM block transfer ATCs, ABT-DT (delayed transfer), and ABT-IT (immediate transfer) also alter allowed rates in line with available capacity fluctuations in the network. In the case of ABT, the rate allowed to the source is agreed on and guaranteed for the duration of the transfer of a block of cells. The length of the block is specified in the request. In ABT-DT the source awaits acknowledgment of the network before sending the block. In ABT-IT it transfers the block immediately, so it may be lost or delayed if the request is not granted. ABT is intended for sources that adapt their rate, and do so at times chosen by the source, not by the network. ITU-T SG 13 has elaborated these ATCs into recommendation text [3, 5] . Both application demands and network utilization may call for further ATCs to be defined. Further proposals, such as controlled transfer (CT) and unspecified bit rate (UBR), are being studied. Although they will add to the challenge of selecting from a broad range, they are desirable if they either define a service not offered otherwise, or offer the service in a "better" way. "Better" could stem from higher quality to the application, or from the utilization of network resources otherwise unused. The objective is to define ATCs in sufficient number to serve all present and expected transport needs, without cluttering the manufacturers, operators, and applications with choices.
ATCS AS POINTERS IN THE MAZE OF TRAFFIC CHARACTERISTICS
Imagine that no ATCs were defined and no QoS classes existed. How would users specify their communication needs? What would equipment manufacturers implement? How would operators run their networks? The mere existence of a limited yet versatile set of well-defined ATCs is a major mainstay in structuring and harnessing the flexibility of ATM.
Equipment implementers are guided by the ATCs in deciding the different traffic management capabilities in their switches. The conformance definition is an essential part of each ATC. It can be used as a target for the implementation of the policing function. The ATCs are applicable on standardized interfaces, thus leaving sufficient latitude for creative implementations. It is not required that all equipment supports every ATC defined; the manufacturer decides what to implement.
From the conformance definition associated with each ATC, the worst case traffic can be derived that results from a given set of traffic parameters. This allows a connection admission control (CAC) algorithm to be designed. The implementation of the CAC algorithms is not subject to standardization.
Network operators, when communicating with their customers, do so in terms of ATCs and related parameters. Switched connections, set up via signaling messages, are described by an unambiguous set of parameters. Interoper-ability between network operators is significantly simplified. From the ATC and related traffic parameters it is clear what treatment is required and admitted for the traffic on each connection. It is left to the network operator's discretion to decide which ATCs to support and how the support is implemented.
Application designers, traditionally used to molding the generated traffic into any of the standardized PDH interface rates, can now exploit the any-rate flexibility that ATM offers by adapting the applications to one or more suitable ATCs.
The user or the application in the source must negotiate a traffic contract. Selecting one of the available ATCs definitely makes their choice easier. In a competitive environment, ATCs facilitate the comparison of offers from several operators.
ATM SERVICE CATEGORIES
The ATM Forum uses service categories [6] instead of ATCs and QoS classes. There is a good degree of mapping and consistency between the traffic characteristics of service categories and ATCs. Table 1 shows the relationship between the two approaches.
The ATM-F service categories relate traffic characteristics and QoS requirements to network behavior in much the same way as ITU-T SG 13 ATCs and QoS classes. However, service categories are characterized into real-time traffic (CBR and rt-VBR) and non-real-time traffic (nrt-VBR, UBR, and ABR). In the ITU, real-time and non-real-time are included in the QoS classes rather than in the ATC specification.
As with ATCs, parameter values are specified for service categories as appropriate.
While the ATM-F service categories permit the use of the ITU-T QoS classes [4] , the ATM-F favors negotiation of the key QoS parameters, peak-to-peak cell delay variation (CDV), maximum cell transfer delay (CTD), and cell loss ratio (CLR). Other QoS parameters are assigned at call setup. While QoS parameter negotiation provides flexibility to match user and network requirements, it increases substantially the complexity of call initiation.
NETWORK CONNECTION IMPLEMENTATION
Whether deployed in public or private networks, the diversity of capabilities in ATM calls for selection and choice.
The user or the application at the source must choose an ATC (or service category) and negotiate a traffic contract. That presents the source with a challenge of comparison to determine which ATC (or service category) and which parameters are best suited.
The definition of ATCs is an achievement. ATCs determine the transfer characteristics of connections; the values of the parameters and the QoS classes add characteristics and choice.
For the network and its operator, the multitude of ATCs and contracts poses the challenge of determining which ATCs and which combinations of contracts and QoS will be supported. Offering all ATCs may make for the most optimized sharing of network resources. Offering a single ATC (e.g., DBR) may save so much cost in implementation, maintenance, and marketing that the less efficient use of network resources is compensated. If several ATCs and QoS classes cohabit in a network, resource allocation and CAC are a challenge. Implementing a selection of the ATCs will be most operators' choice. The process of selecting which ATCs to support is expected to be driven by market needs. In case various combinations are offered, market demand is expected to depend in part on the relative pricing of the combinations. Guidance on relative pricing from standardization bodies is not foreseen.
ATM providers and network operators will strive to implement a selection of ATCs and QoS classes that serve the needs of their customers at reasonable cost to the network. Considerations on expected demand and implementation constraints in equipment will partly guide those choices. For example, queuing schemes and priority mechanisms implemented in the switches impact heavily on the ATCs and QoS classes that can be supported concurrently on a given link. An operator offering a comprehensive set of ATCs and QoS classes only needs to estimate the aggregate demand rather than precisely forecasting the demand for each combination individually. Once the selection has been made and the network is planned and dimensioned, the operator has a vital interest in guiding the users in selection of the most suitable network offering. Charging provides a subtle yet powerful instrument to provide this guidance.
CHARGING AS THE COMPASS POINTER
The user or the application in the source must negotiate a traffic contract, suitable traffic parameters, and a QoS class. That presents the source with a challenge of comparison. Though ATCs ease the comparison, which ATC is best suited? A simple example is the choice of ATC to transfer variable bit rate traffic. SBR1, SBR2, or SBR3 seem indicated, but DBR can fulfill the need, and possibly ABR and ABT qualify. Another example is the choice of parameter values for SBR where several combinations of SCR and maximum burst size may be equally suited. The user needs guidance in such choices, when the needs are met by several combinations. Guidance may be derived from the charge that results from invoking an ATC and a given set of parameter values.
INCENTIVES THROUGH CHARGING
The network operator or ATM provider is faced with the complex challenge to select, position, and price each of the ATM services on offer. The strategy one adopts determines the incentives that the pricing is designed to convey. For example, if a network strategy relies on tightly defined traffic contracts (PCR as low as possible, for example), then the charging can reflect the incentive as a charge per time-unit related to the value of the PCR in the traffic contract. A user will be rewarded for choosing the tightest contract, and for releasing the connection when no longer needed.
Another example of network strategy is the resale of unused capacity in traffic contracts. ABR is one ATC that is able to detect fluctuations in spare bandwidth, and to allocate it to open ABR connections. If the strategy in the network relies on traffic contracts to be filled only partially, the charging must encourage restraint on the part of the source. A mechanism to encourage that restraint is a charge per unit volume as part of the pricing. Thus, capacity within the contract that is not truly used is charged at a lower rate than capacity reserved and used.
A successful charging scheme will combine incentives vital to the strategy implemented in the network, in a consistent structure for all ATCs and QoS classes offered. Incentives and their reflection in charges are described in [7] . Eventually, the positioning of services will be expressed in the relative charges for the distinct ATM services, whether provided to end-cus- 
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tomers or to service-providers who employ ATM services for transfer. For ATM providers, selecting which ATCs and QoS to offer, and what incentives to convey through charging, determines whether demand on the shared network resources will persist and whether it will justify the costs incurred to provide the service. Neglecting to convey the right incentives will stand in the way of a bright future for ATM operators in a competitive environment.
STANDARDS FOR CHARGING
The choice of a particular charging scheme and the pricing of its elements is network operator specific and not subject to standardization. Though the charging scheme itself is not for standardization, it may be useful to provide guidance on the parameters that are most suitable as the basis for a charging scheme. A user will compare offerings from competing network operators. Several operators will try to mutually agree on interconnecting their networks and on the costs related to carrying each other's traffic. SG 13 and SG 3 are committed to facilitating this process. The aim is to define a limited versatile set of parameters that can be used as the basis for each operator's specific charging scheme. As traffic contracts play an important role in ATM, it is expected that at least the ATC, the related traffic parameters and the QoS class will be part of such a set of "chargeable" parameters to be standardized.
ATM ADAPTATION LAYER
ATM Adaptation Layers (AALs) provide the link between the ATM layer and the application supported. The AAL isolates the service/application from the ATM transport by mapping higher layer protocol data units into the information field of the ATM cell.
The specifications of AALs are fully coordinated between the ITU-T and the ATM Forum.
Two early AAL specifications comprised: • AAL 1 [8] supports CBR services for circuit emulation and the transport of video, voiceband and high quality audio applications.
• AAL3/4 [9] supports connection-oriented and connectionless data services in assured and unassured modes of operation. An additional AAL was developed in 1995 to meet industry requirements for a more efficient and simpler AAL for data and signaling:
• AAL 5 [10] provides similar features as AAL 3/4 but at higher efficiency and is particularly suited for the transport of signaling information.
A new AAL was added in 1997 to meet the needs of cellular networks and reduced-bit-rate voice services.
Cellular networks and private networks usually transfer compressed voice rather than 64 Kb/s PCM voice to save transmission bandwidth. In addition, the bit rate is variable due to the silence suppression to save the electrical power of the mobile terminals.
In such an environment, if AAL type 1 is used on a channel-by-channel basis, the cell-assembly delay increases in proportion to the compression ratio. For example, in the case of 8-Kb/s voice, a source coder generates 10-octet voice data each 10-ms interval. It thus takes about 50 ms to create one cell, which is about eight times the cell assembly delay of 64-Kb/s telephone voice. One way to reduce the cell assembly delay is by sending a cell partially filled. This, however, obviously wastes transmission bandwidth.
• AAL 2 [11] achieves the capability to reduce the cell assembly delay as well as to optimize the bandwidth usage. The scope of the initial version of AAL 2 involves essential functions to map the low-bit-rate voice signal into a cell; definition of a short packet format and how to pack it into a cell is subject of ongoing work. Figure 2 shows the AAL type 2 format. A common part sublayer (CPS) packet consists of information passed from the higher layer of the source and CPS Packet header. The CPS packet header is a three-octet field containing four subfields: channel identifier (CID), length indication (LI) for variable size CPS packets, CPS user-to-user indication (UUI), and header error control (HEC). The default maximum size of CPS Packet payload is 45 bytes.
Multiple numbers of CPS packets are encapsulated into an ATM cell with single byte header, i.e., Start Field (STF). STF is used to indicate the beginning of the first CPS packet in an ATM cell, since AAL type 2 allows the overlap of a CPS packet over two consecutive cells and the first byte of an ATM cell payload is not always the beginning of the CPS packet.
Further study related to AAL 2 includes: • Dynamic allocation and release of AAL2 connection, that is, AAL2 negotiation procedure (ANP) and AAL2 switching • Operation and maintenance (OAM) at AAL2 level • Service specific convergence sublayer (SSCS), which provides data transmission using AAL 2
INTERWORKING
There are two types of interworking for ATM networks
NETWORK INTERWORKING
Network interworking is the achievement of connectivity between other networks (e.g., ISDN, PSTN, PSDN) and ATM. To achieve network interworking requires physical layer mapping and connection control signaling compatibility at the network interface.
SERVICE INTERWORKING
Service interworking builds on network interworking and requires interworking of services/applications between other Service interworking requires mapping of the application user and control planes across the network interfaces.
Substantial effort in ITU-T Study Group 13 has already achieved interworking specifications for frame relay and ATM [12] . Ongoing work will complete similar specifications for voice, IP networks, and video applications as determined.
Interworking is initially of most concern to existing network operators moving into ATM to improve existing networks or for expansion into broadband services. In this case both network interworking and service interworking are likely keys to business success. New network and private network operators are not initially concerned with interworking, however, as their businesses expand, interworking is likely to become a similar concern for them as for public network operators.
CONCLUSIONS
Initial standards specifications for ATM network implementation have been developed by the ITU-T, in particular by Study Group 13 as the responsible Study Group for ATM/B-ISDN, to support continuing ATM network and business development.
ATM standards are available to support a variety of different network connection characteristics in standalone networks and to support integration and interworking of ATM with existing network components A key issue in ATM network development is to facilitate and ensure interoperability between different parties and networks. This relates to various situations, e.g., a customer or a private network interoperating with a public network operator, different interconnected operators, interoperability of equipment from various vendors within one network, adapting applications to the ATM world, and interworking between ATM and non-ATM services. In all those areas a balance has to be found between leaving all possible options open and a rigid choice for a single solution. The ITU-T recommendations have led to a set of ATM transfer capabilities and a set of AALs that are limited yet sufficiently versatile to meet the needs of the industry. The participation of both equipment manufacturers and network operators in this work assures a solid basis for the choices that have been made.
It is up to the industry to decide what to implement and which functions to install in the network and how to realize them. SG 13 closely follows industry directions and updates or enhances the recommendations where needed.
Of course much remains to be done. A priority is to achieve full consistency between the ITU-T standards and the ATM Forum specifications. For example, necessary consistency on traffic contracts is facilitated by closely relating service categories to ATCs and QoS classes in order to avoid confusion in the industry. One step is to add a UBR specification in the ITU-T and this is already under active consideration. Future work on ATM network development includes additional ATCs, guidance to SG 3 on ATM charging parameters, enhancement of AAL 2, and the determination of requirements for IP and voice to be accommodated over ATM. Study Group 13 is committed to working on these issues with the industry, equipment manufacturers, and network operators in concert in order to achieve the best possible standards to support the growth of ATM in a variety of networks.
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