Abstract: In today's present scenario, heart disease has greater impact on our lives and identified fatal due to its high mortality rate. The diagnosis of heart disease is more challenging due to its vulnerability. Gone to limitation of previous work of literature survey, enhanced decision tree algorithm is introduced and applied on University of California, Irvine data sets. In order to predict heart disease, enhanced decision tree algorithm generates the decision rules which are later optimised by genetic algorithm. By then we examine the methods and operators of the algorithm. Finally our proposed algorithm is compared with decision tree (C4.5) and support vector machine algorithm, the proposed algorithm shows high accuracy, and its simplicity makes ideal for pattern recognition applications.
Introduction
Heart diseases, medically known as cardiovascular disease (CVD), are one of the causes of death internationally: a larger number of individuals bite the dust yearly from CVDs than from whatever other cause. An expected 17.5 million people died from CVDs in 2012, addressing 31% of every worldwide death. Of these passings, a normal 7.4 million were a result of coronary illness and 6.7 million were a direct result of stroke. Out of the 16 million passings under 70 years of age as a result of non-communicable diseases, 82% are in low and middle income countries and 37% are brought about by CVDs (Mendis et al., 2011) . Most CVDs can be prevented by tending to behavioural risk factors, for example, unhealthy diet and obesity, physical inactivity, tobacco use and hurtful utilisation of alcohol utilising populace wide methodologies (Dimitoglou et al., 2012) . Confronting the gigantic number of heart patient, how to predict the heart disease and how to make disease classification to heart disease based on data mining technologies are our one of the objectives.
There are many methods which have been used to classify the CVDs. Shouman et al. (2011) applied different types of decision tree algorithm for the diagnosis of heart disease patients. In this study, the authors only took the small data sets into consideration and the used splitting criteria was not suitable for larger data sets. Naïve Bayes is also used as a tool for heart disease classification (Kumar and Sahoo, 2015) . In general, the naïve Bayes classifier is not as sensitive as the C4.5 classifier (Dimitoglou et al., 2012 ); compared to the neural network, the decision tree has a better quality to deal with the non-numeric data and can be understood easier; neural networks need many parameters during execution and also encountered a long computational time to learning (Kurt et al., 2008) ; support vector machine (SVM) classifier has a high precision but the result cannot be understood easily. So we select decision tree as a tool to generate rules in this paper. But most of the decision tree algorithms are greedy algorithm; greedy algorithm is usually running fast, but it does not get the optimal decision tree. To get optimal decision tree problem is NP (nondeterministic, polynomial time) complete problem, these methods cannot solve it. This paper advances another decision model for heart disease classification which acquainted genetic algorithm (GA) to optimise the outcomes of the decision tree algorithm.
Related work

Classification model
There are many classification models which have been proposed by researchers, such as decision tree algorithm, Bayesian network, genetic algorithm and neural net algorithm. Karaolis et al. (2010) took the age, sex, smoking, hypertension, history of diabetes, diastolic blood pressure and total cholesterol attributes of coronary heart disease (CHD) and established the classification model for risk factor of CHD based on decision tree. In this work, author has classified the heart disease risk factor into modifiable and nonmodifiable classes. A single data mining method is used for the heart disease classification. The accuracy of the result may not be very accurate, so it will require further improvement for heart disease classification. Bandyopadhyay et al. (2015) have proposed a tree classification model based on Bayesian network algorithm. This model which the researcher proposed uses a single method to classify the trees, which may be very useful in small data sets. For big data sets, the accuracy of the model will decrease. Moreover, as we mentioned before, the Bayesian classifier is not as sensitive as decision tree classifier. Jabbar et al. (2013) have proposed a classification model based on neural network; this model used a neural network to construct the classifier; it may be very useful in reducing the time consumed, but the accuracy may be not very satisfactory, and the model also used principle component analysis for preprocessing and to reduce number of attributes. Moreover as we mentioned before, neural network has a bad quality to deal with the non-numeric data and low learning rate. Tan et al. (2003) have implemented evolutionary classifier which is applied on hepatitis and breast cancer data sets. Their experimental details show the good classification accuracy and produces comprehensive rules for hepatitis and breast cancer; it may suit the hepatitis and breast cancer data sets, but it is not very useful to heart disease data sets. Barakat and Bradley (2010) have applied the SVM in diagnosis of diabetes mellitus and got a better result. But, SVM classifier has a high precision, but the result cannot be understood easily. A large portion of these studies depend on a single data mining technique. There have been few attempts to apply a few systems all the while and consolidate their results for classification model, and it is not exceptionally useful to heart disease prediction. Enriko et al. (2016) proposed the heart disease prediction system based on the simplifying parameters. K-nearest neighbour algorithm is applied with parameter weighting method to improve accuracy. Nahar et al. (2013) presented the motivated feature selection (MFS) process based on medical knowledge. The outcome shows a substantial improvement in the accuracy. For heart disease diagnosis, the combination of computerised feature selection and MFS technique are employed for feature selection. The proposed model shows their significance in terms of accuracy for most of the classifiers.
In this work, we explore how data mining based on decision trees can help for the assessment of the risk of heart disease. The point is to distinguish the most important risk factors taking into account the classification rules to be extracted. These rules will empower the better administration of the patient focusing in the decrease of occasions, and in addition, reduction of the cost of therapy, because of the normal limitation of interventions in fundamental cases as it were.
Decision tree algorithm
Decision trees are popular and powerful tools for classification and prediction. The classical decision tree algorithm includes ID3 algorithm (Quinlan, 1986) , C4.5 algorithm based on ID3 algorithm (Kohavi and Quinlan, 2002) , CHAID algorithm (Kass, 1980) and CART algorithm (Quinlan, 1996) . C4.5 algorithm is a modified algorithm based on ID3. Contrasted with ID3 algorithm, C4.5 algorithm can portray the continual attribute situation, however ID3 calculation cannot. And C4.5 algorithm has a faster speed in realising the process than ID3 algorithm. Moreover the decision tree structure of C4.5 is also more reasonable than ID3 algorithm and also finds the good rule information. Compared to CART decision tree algorithm, C4.5 can construct multi-tree and CART algorithm only construct binary tree.
As we all know, C4.5 is a modified algorithm to generate decision tree based on ID3 algorithm.
C5.0/See 5.0 is commercialised versions of C4.5; the core of C5.0/See 5.0 is the same with C4.5, but C5.0/See 5.0 has been modified in execution efficiency and memory. Based on C4.5, C5.0 algorithm not only includes all functions of C4.5 but also introduces many new technologies. Particularly, one of the most important technologies is boosting technique (Freund and Schapire, 1997) which further improves the recognition rate of the sample. Compared with C4.5, C5.0 with higher accuracy, faster running speed and smaller decision tree model takes up less computer memory. Additionally, the character of C5.0 algorithm is low complexity, easy and high adaptability. Owing to the advantages of C5.0 algorithm, many scholars have applied the algorithm to a series of applications.
Heart disease classification and heart data set classification
Normal classification model may not be suitable for the heart disease classifications, because a large number of attributes are included in data sets. We will analyse this in the following sections.
Heart disease classification
Heart disease classification can be defined as verifying the identification and differentiation of disease based on heart disease attributes. The disease attributes usually include age, blood pressure, blood cholesterol, stress etc. Heart disease classification can analyse patient's attributes from the data set. Heart disease classification is based on the data set analysis, mining the data which are performed after the classification is more targeted and can get more meaningful results.
In general, classification and clustering methods can be used for heart disease classification. Most popular classification methods, used for disease diagnosis are such as C4.5 algorithm, neural network, SVM and k-nearest neighbour algorithm. Cluster methods can be described as clustering the heart disease data, analysing each cluster and summing up the similarity or some attributes in common in each cluster patients.
Heart disease classification may differ with the other disease data sets, for it has more attributes, such as huge number of patient records; we will analysis it in the following section. This requires that the heart disease classification method has higher accuracy, and common method we mentioned before will not be suitable for the heart disease classification. So we have proposed an enhanced decision tree algorithm used for the heart disease classification.
Heart data set classification
There are a few studies been done that reviewed the utility of decision tree models in CVD-related issues. Ordonez (2006) examined the decision trees and accompanying rules to predict CHD considering the threat elements age, cholesterol, smoking and sex. Computations based on decision tree offer consistent and effective outcomes that furnish high accuracy with a simple depiction of collected information and are particularly suitable to bolster decision-making method in medication (Podgorelec et al., 2002) . But these classification models always have their limitations, such as low accuracy and low running speed.
In the heart disease data sets, it always includes a set of attributes, such as age, sex, cp and chol and so on; another important thing is that not every attribute has equally weight to classify the heart disease data. Although decision tree could select the key attributes, the result may not be optimised. In addition, heart patients are in a large number in any countries or cities. It can use the 'Big data' to express it. So to classify the heart patient with high accuracy, it seems as a hard work to do.
As we analyse above, if we want to classify the heart disease with these numbers of attributes and huge data sets with high accuracy, these models that we mentioned before seem to be not very suitable. So we will propose a new model for the heart disease classification which will classify heart patient into classes with high accuracy.
Enhanced heart data set classification model
As specified in the past section, we propose another heart disease classification model based on decision tree and GA. The overall framework of the proposed model is presented in Figure 1 . As shown in Figure 1 , the method of this model comprises of four stages altogether.
The point of interest explanation for every step of the proposed model is displayed as follows.
Step 1. Data Partition. In this process, we should partition the heart disease data sets into training data sets and test data sets in percentage. This step will reduce the data amount and will also provide the test data set in the following step.
Step 2. Generated Rules by Decision Tree. In this step, inference rules are generated by decision tree algorithm. In this paper, we take C4.5 algorithm to generate rules because of its accuracy and low complexity.
Step 3. Optimise the Rule by Genetic Algorithm. After generating rules, we get optimised rule by application of genetic algorithm.
Step 4. Test the Optimised Rule. In this step, test data sets are used to verify the optimised rule accuracy.
Through these steps, we can finally get the optimisation rule for the data sets. Steps 1, 2 and 4 are normal steps, so we will not describe them again;
Step 3 is the main point of our paper, so we will describe it in detail in Section 4.
Proposed methodology
Basic decision tree algorithm
A decision tree is flowcharts like tree structure, where each internal node (non-leaf node) denotes a test on attribute, each branch represents an outcome of the test, and each leaf node (or terminal node) holds a class label. The topmost node in a tree is the root node. First check which attribute provides the highest Information Gain in order to split the training set based on that attribute. We need to calculate the expected information to classify the set and the entropy of each attribute. Since Age has the highest Information Gain, we start splitting the data set using the age attribute.
A typical decision tree is shown in Figure 2 . The decision tree algorithm usually has three popular attribute selection measures, namely, information gain, gain ratio and gini index.
Assuming that is the set of data samples, the attributes of class label have different value and the number of different classes C i (i = 1, 2, 3,…, m) to be m. Set s i is the number of samples in class C i . For a given sample, the expected information needed for classification is given by the following equation:
where p i = s i /s is the probability of any sample belonging to C i . Set attribute with v different values { 1 , 2,…, a v }. Then could be divided into v subsets { 1 , 2 ,…, v } by attribute , where the sample of has the same value ( =1, 2,…, v) in the attribute . Set to be the number of the sample of class C in a subset . The entropy and information expectations of the subsets divided by are given by the following expression. When the entropy value is smaller, the purity of subset partition will be higher. For a given subset s j , the expected information is:
where = / is the probability of the sample of belonging to C . If we conduct the branch operation in the attribute , the information gain received is Gain( ) = I( 1 , 2 ,…, m ) − ( ). Then according to the split information Split_info( ) that is used to measure the breadth and uniformity of the split of data, the size of the information gain rate is compared in the process of the attribute classification; then the attribute with the maximum information gain rate is chosen for split attributes, and the term applied for split information(split_info(A)) and information gain ratio(gain_ratio(A)) are expressed in equation (4) as
Repeat the above steps until all the attributes are classified. Decision tree cannot only construct the tree but also produce the inference rules. The description is shown as follows.
IF condition 1 and condition 2 and condition 3 and condition then class ,
where condition i is the preconditions and is the class type. So we can see that classification rules are logic formulas that come from conjunctive normal form; the left of each rule conjunction item corresponds to the feature attributes. The process of C4.5 decision tree is shown in Algorithm 1. In Figure 2 , we can get the following expressions as shown in Algorithm 2. 
Genetic algorithm
Genetic algorithm is best known to solve optimisation problems (Holland, 1992) . A genetic algorithm is an unconventional search or optimisation procedure applied on a population of P individuals, where individuals are categorised by chromosomes C k , k = (1,…,P). The Chromosomes consist of multiple strings of symbols, that is known as genes C k = {C k1 ,…,C kn }, and we can write N is the length of string. Individuals are evaluated based on their respective fitness function. To grow further in uninterrupted manner, genetic algorithm accomplishes the task by three fundamental operators: selection, crossover and mutation (Goldberg and Holland, 1988) . A role of selection operator is to select the best fitness-valued individuals from current generation to get survive in successive generation. Crossover is process of combining two parents to produce children. Mutation function makes small alteration in a particular element of genes from the population, which provides more ability to produce the solution of optimisation problem. Mutation is also helping to preserve the genetic diversity and restricted the search to fall in wrong direction. The methodology of genetic algorithm is shown in Figure 3 . A roulette wheel selection point indicates the selected chromosome after the wheel stops. It is clear that the chromosomes which have higher fitness value get repeated chance to participate. The crossover operator chooses a random pair of chromosomes and performs the single-point crossover. Genes from parent chromosomes are chosen to produce new offspring.
Genetic algorithm searches the best optimised solution during chromosome evolution, in terms of the specified fitness function (Elsayed et al., 2014; Houck et al., 1995) . The aim of fitness function is to reduce the number of decision rules and minimise the learning error simultaneously. The structure of simple genetic algorithm is shown in Figure 4 . 
Enhanced decision tree algorithm based on genetic algorithm
As we mentioned before, decision tree always cannot get the optimise rule, and genetic algorithm is usually used as a optimise tool. So we can apply optimisation technique based on genetic algorithm on result of decision tree.
The idea of the algorithm we proposed in this paper is that we first use the decision tree algorithm to generate the heart disease classification rules, and then according to the attribute of the rule, such as accuracy, support, simplicity and gain ratio, we construct the fitness function of GA. The larger the value of the fitness is, the more the optimal rule will be. We use the crossover operation and mutation operation of genetic to adjust the fitness function, so the fitness value will reach to the maximum value, and the rule will be optimisation. The processes are shown in Figure 5 . We will describe these steps in the following sections. 
Coding for the rule
In general, genetic algorithm adopts bit coding with fixed length; the most common of use is the binary code; this method uses a string which is constituted by the symbol to denote an individual. Each code responding to a condition attribute and the attribute value will determine the encoding length. For example, an attribute has kinds of value (the continuous attributes need discretised first), so the individual coding will distribute bits for it and each bit corresponds to the possible values. When the value is 0, it means that the individual will not take the attribute value. When the value is 1, the individual will take the attribute value. Transformation of this method is simple and each chromosome has fixed length. However, the decision tree has a feature that the node has not only discrete attributes but also numerical attributes. The simple binary code is not very useful.
In this paper, we set that each chromosome represents a classification rule. Some chromosomes will become the solution of problem. The final rule set will be sorted by the quality of the rule. When the rule set is used to recognise a new sample, the best rule is divided into genes, the ith gene corresponding to the ith attribute. Each individual represents a classification rule and each gene represents the left side or the right side of classification rule. The whole chromosome can be represented by completed rule IF-THEN. The left side of classification rule constructed will be considered first; if the best rule cannot recognise the sample, then we can choose the next rule. If the rule in the rule set cannot recognise the sample either, the sample will be classified as default class. Chromosomes will compete with each other in priority of the population.
Assume that the data include attributes, so each chromosome will be the genes which correspond to the characteristic attributes; we called these genes as characteristic genes; the right side of the rule is constructed by genes which correspond to class attribute; we call this gene as class gene. During the gene evolution, the characteristic genes will participate in the evolution, but the class gene not. Each chromosome has a fixed length and has some genes. Inner of each gene includes four parts: 1 weight 2 operator 3 value 4 gain ratio.
Weight: Weight is a Boolean variable; it represents whether gene which corresponds to the attribute appears; if the weight is 1, the attribute which corresponds to the gene will appear in the rule. On the contrary, the weight is 0, which means that the attribute which corresponds to the gene will not appear in the rule.
Operator: It denotes the operators that gene conjunction adopts. To the discrete attributes, the value should be = or ≠; the continuous attributes, the value, should be ≥ or <.
Value: Value denotes value of the attribute. To the discrete attributes, the value equals the site where actual values in the domain of value. To the continuous attributes value is equal to the actual value.
Gain ratio: It denotes the information gain rate of the attribute; it can be calculated with the formula given in Section 4.
Before the genetic algorithm begins, calculate and save all attributes information gain rates in individual. The construction of the chromosome is shown in Figure 6 . In this method, although the length of the chromosome's length is fixed, and the length of rule can be variable; it will mine out rules with more simplicity. As shown in Figure 7 , it is a simple example of rule coding; if we have rule IF (age = youth) and (student = no) and then class = B, then we can code it with '1 = 01011 = 011010.' 
Fitness function for the rule
In genetic algorithm, the fitness function is a measure to evaluate good or bad of the individual. The fitness function is a function which takes a candidate solution to the problem as input and produces as output how 'fit' the solution is solely depends on the problem in consideration. In this paper, we can divide the sample into four classes:
• T_T: it denotes number of the rule predicting the sample is true and actual is true.
• T_F: it denotes number of the rule predicting the sample is true and actual is fault.
• F_T: it denotes number of the rule predicting the sample is fault and actual is true.
• F_F: it denotes number of the rule predicting the sample is fault and actual is fault.
As shown before, we can set a variable to construct fitness function, we can call it accuracy. The formula of the accuracy is
where T is assigned as number of the sample which is true and F is the number of the sample which is fault. The accuracy can be the degree of accuracy the rule works on the training data. The higher the value is the more samples correct classification. Another variable is support; the formula of the support is
The larger the value is the greater proportion the rule in the data space; it means the rule has a better significance. In this paper, we set the third variable to evaluate the fitness, named simplicity; the formula of the simplicity is ( ) ( ) ( ) attributes rule attributes Simplicity , attributes
where N (attributes) is the number of attributes in the data set and n (rule attributes) is the number of attributes in rule. The rule can be well understood by its simplicity and simpler formation of rule.
At last, the genetic algorithm will be used to produce the decision tree, so we should consider the information gain ratio as a variable in the fitness function. The information gain ratio can be calculated with the formula as shown in Section 4 and we use gain ratio to express it. As analysed above, the fitness function can be constructed as in following formula: simplicity support Maxfitness , accuracy gain ratio 
Crossover and mutation operations for the rule
In this paper, we should select a sample R in training data, where classification attribute is C i , randomly and then code R to the individual coding string based on the code rules. In this way, the C i new generated individuals are effective individuals; it will reduce the search space of the algorithm greatly and improve the speed of the algorithm. Two-point crossover is used to the chromosomal chiasma in this paper; first produce a random real number S c which in [0, 1], if S c is less than the crossover probability P c , then select individuals a i and a j randomly to crossover. Produce a random real number S m which is in [0, 1], if S m is less than the mutation probability P m , we will do mutation on the individual. For the gene in this paper having four parts, so we must consider the gene construction sufficiently. So it will include three mutation operations (gain ratio gene will not change in these operations).
Weight Mutation: If the weight of original gene is 1, then mutate it to 0; if the weight of original gene is 0 and then mutate it to 1. In this paper, we set that if the weight mutates from 1 to 0, the attribute which the gene corresponds to will not appear in the rule. For example, as shown in Figure 8 , through the weight mutation, we can get the following rule: Operator Mutation: To the discrete attributes, if the operator of original gene is =, then mutate it to ≠; if the operator of original gene is ≠; then mutate it to =:. To the continuous attributes, if the operator of original gene is ≥ then mutate it to the <; if the operator of original gene is <; then mutate it to the ≥; for example, as shown in Figure 9 , through the operator mutation, we can get the following rule:
IF age youth and student no ; then class . = = = B (11) Figure 9 An example for operator mutation (see online version for colours)
That is to say ( ) ( ) IF age middle age or age senior and student no ; then class .
Value Mutation: To the discrete attributes, choose a value in the attribute to replace the value in the original, randomly; to the continuous attributes, produce a decimal randomly and then do plus or minus on the original value with the decimal. For example, as shown in Figure 10 , through value mutation, we can get the following rule:
IF age middle age and student no ; then class .
Figure 10 An example for value mutation (see online version for colours)
Each mutation can be one mutation operation or any combination of the mutation operations.
Algorithm description
The whole algorithm process flow can be described as follows.
Step 1. Initialise the population; a sample R with S records is randomly selected from the training set, whose class attributes value, is Ci. Then the evolution algebra variable num and the population initial average fitness variable avg are both assigned to zero.
Step 2. Preprocessing operations were conducted on the sample R; including data cleaning, continuous attribute discretisation, calculating the information gain rations of each feature attribute and encoding the record data. Ultimately we have the initial encoded population P(r).
Step 3. Compute the fitness of each individual in the population and then the average fitness is figured out.
Step 4. If the value of num is less than the maximum evolution population or avg i − avg i−1 > ε, then repeat Steps 5, 6 and 7; otherwise go to Step 8.
Step 5. Calculating the average fitness of this generation, selection, crossover and mutation operations are conducted on this population; thus offspring population is generated.
Step 6. Replace the individuals with low fitness in the parent by the ones that have high fitness in the offspring population; therefore, new generation is formed.
Step 7. Compute the fitness of each individual in the new generation, the average fitness as well.
Step 8. Those individuals whose fitness value is lesser than the lowest fitness threshold are taken out. The optimised population is the optimal set of rules.
The framework of the algorithm processes is shown in Figure 11 and the algorithm description is shown in Algorithm 3. 
Heart disease classification
We will use the enhanced decision tree algorithm based on genetic algorithm we proposed in this paper to deal with the heart disease data sets classification first; then we will analysis the performance of the algorithm in this section.
Experiment
In order to verify this algorithm, we collected 303 records of the heart disease data and stored them in our database. In this data set, it has 13 feature attributes; the information of these attributes is shown in Table 1 . This data set is taken from University of California, Irvine (UCI) repository (Newman et al., 2007) . We have part this record into two categories: one is training data set and second is testing data set. The records for every class are chosen arbitrarily. 'Diagnosis' attribute is taken as final predictable attribute.
Value '1' and value '0' assigned for patient having heart disease and no heart disease respectively. We are selected 70% of the data set as the training data and others as the test data. Then we set the parameter value as shown in Table 2 . Table 2 Parameter value for heart disease classification
Parameter Value
Crossover probability 0.85 Mutation probability 0.09
Maximum number of iteration 1,000
Weighting coefficient a = 0.1, b = 0.1, c = 0.1 and d = 0.7
Running the algorithm, we can get the rule as shown in Table 3 . In Table 3 variables to be predicted by help of optimised decision rules, class '1' assigned for absence of heart disease or class '2' is for the presence of heart disease. 
Algorithm analysis
In this section, we will analysis the algorithm which is proposed in this paper. We will analysis the algorithm from two parts: one is comparison on the same data, the advantage of the algorithm and the other one is analysis of the performance of the algorithm. To verity the effects of the method we proposed in this paper, we use C4.5 algorithm and SVM method to deal with the heart disease data sets. We can get seven rules with C4.5 algorithm and six rules with SVM algorithm. The average accuracy of each algorithm is shown in Table 4 . We can see that the accuracy of C4.5 algorithm in the heart disease training data is 67.2 and 66.9% in the test data. The accuracy of SVM algorithm in the heart disease training data is 74.5 and 73.1% in the test data. We can conclude that the accuracy of C4.5 algorithm on the heart data sets is lower than that of the SVM algorithm, but the rule which is generated by the SVM will be understood hardly. Then we put the accuracy of three algorithms in one table, to show the advantage of our algorithm that we proposed. As we can see from Table 5 , the accuracy of the DT-GA algorithm that we proposed in this paper is superior to C4.5 and SVM algorithms. Another advantage of our algorithm is simplicity; in other words, the rule which is generated by our algorithm can be understood easily. Rules generated by other algorithms will be hard. For example, the first rule in Table 5 is the algorithm DT-GA that we proposed in this paper is superior than other algorithm not only in accuracy but also in simplicity of the rule. We do other experiments to show the algorithm we proposed in this paper; we used Iris and breast-cancer data sets, which are two main data sets of machine learning database UCI. The numbers of samples are 150 and 286, respectively; 4 characteristic attributes and 1 class attribute are included in the Iris database, 34 characteristic attributes and 1 class attribute are included in the breast-cancer database. 70% of the data sets are randomly selected as training set and rest 30% as test set. The class is set as default class that has the most samples. And the discretisation process in advance is undesired for continuous attributes in the experiment. At the same time, there is no additional process towards default value but filling the missing value with a negative value. In this paper, the algorithm parameter values are shown in Table 6 . Through the experiment, by comparing the accuracy of algorithm C4.5, we can get the effectiveness of our method. First, C4.5 algorithm is applied to the two data sets we mentioned before; the accuracy on the training set is 67.20 and 72.90%, respectively, and the accuracy of SVM method is 74.50 and 74.80%. Then we use the algorithm to deal with the test set; the accuracy on Iris test data is 73.10% and breast-cancer test set is 72.10%. However, the accuracy of our method on the Iris training set is 74.82% and the accuracy of the breast cancer training set is 78.50%, respectively; the accuracy of our algorithm on the Iris test set is 73.20% and the accuracy on breast-cancer test set data is 77.4%. The accuracy is as shown in Table 7 . From the experimental details, we can conclude that the proposed algorithm has shown the improvement on accuracy as well as generated rules are easy to understand. 
Parameter Value
Crossover probability 0.8 Mutation probability 0.1
Maximum number of iteration 500
Weighting coefficient = 0.1, = 0.1, = 0.2 and = 0.6 
The accuracy of proposed DT-GA techniques compared to C4.5 and SVM algorithm is demonstrated in Figure 12 . The DT-GA techniques are also employed to IRIS and breast cancer data sets and their classification accuracy is depicted in Figure 13 .
Figure 12
Comparison of accuracy with C4.5 and SVM (see online version for colours)
Figure 13
The proposed DT-GA accuracy on IRIS and breast cancer data sets (see online version for colours)
Conclusion
In this paper, we proposed an enhanced decision tree based on genetic algorithm; it takes advantage of genetic algorithm optimisation ability. We constructed the process of this algorithm first and then we do an experiment with the algorithm; through the comparison, we can conclude that the algorithm which we proposed in this paper was improved compared to normal decision tree algorithm on accuracy. Seven rules with higher accuracy have been generated with the algorithm. The further work will be on classifying the heart data set with more attributes such as hypertension, habits like smoking, consuming alcohol, environmental condition as rural, urban can be considered and analysing the performance of the algorithm and we can use this algorithm to other disease prediction, such as diabetics, cancer.
