The discrete scan statistic in a binary (0-1) sequence of n trials is defined as the maximum number of successes within any k consecutive trials (n and k, n ≥ k, being two positive integers). It has been used in many areas of science (quality control, molecular biology, psychology, etc.) to test the null hypothesis of uniformity against a clustering alternative. In this article we provide a compound Poisson approximation and subsequently use it to establish asymptotic results for the distribution of the discrete scan statistic as n, k → ∞ and the success probability of the trials is kept fixed. An extreme value theorem is also provided for the celebrated Erdős-Rényi statistic.
Introduction
Scientists dealing with experimental data modeled by independent Bernoulli trials frequently seek reasonable criteria providing clustering evidence (lack of randomness) or indicating changes in the underlying process. The length of the longest success run is definitely a very powerful statistic for studying problems of this nature, a fact that explains the continuing interest in its probabilistic characteristics since de Moivre's era (the 17th century). A natural and intuitively appealing generalization of the success run principle arises if instead of looking at pure success runs we consider the maximum number of successes within any k contiguous (consecutive) trials. The resulting RV is usually referred to in the literature as the binary discrete scan statistic and has widespread applicability in a significant number of scientific areas such as quality control, molecular biology, psychology, epidemiological studies, reliability theory, etc.; see [1, pp. 377-387] , [9] , [12, Part I] , and [8, pp. 140-151] .
To fix our notation, let X i , i ∈ Z, be a sequence of independent, identically distributed (i.i.d.) binary random variables (RVs) with P(X i = 1) = p, P(X i = 0) = q = 1 − p, i = 1, 2, . . . , n, and denote by where n ≥ k is a fixed, positive integer. An instance where S n,k arises in quite a natural way is in randomness tests when the null hypothesis of uniformity and independence of X i , i = 1, 2, . . . , n, is to be tested against the alternative hypothesis of clustering of 1s due to local positive dependence between X i , i = 1, 2, . . . , n, or due to the existence of subsequences of consecutive X i with P(X i = 1) > p. As Glaz and Naus [10] indicated, the generalized likelihood ratio test for checking the hypothesis of uniformity rejects the null hypothesis of uniformity whenever S n,k ≥ c, with the value of c being determined by the significance level of the test. Recently, Glaz and Zhang [11] introduced an alternative, more sensitive, procedure exploiting a multiple scan statistic of variable size instead of the single (fixed window length) scan statistic S n,k .
Apparently, the evaluation of c such that a prespecified significance level is achieved calls for the distribution of the test statistic S n,k . Since randomness tests are frequently applied to large data sets, theoretical developments related to the asymptotic distribution of S n,k (as n, k → ∞) will play a primary role in the analysis of the test.
Another instance where S n,k could be used is offered by the following model, which originates in molecular biology. In the study of amino acid sequences, various classification schemes are in common use, including a chemical alphabet of eight letters, a functional alphabet of four letters, a charge alphabet of three letters, etc. In order to introduce quantitative means for assessing and interpreting genomic inhomogeneities between sequences of different species or sequences subject to different chemical infections and/or several levels of corruption, molecular biologists look for long aligned subsequences that match in most of their positions, and try to specify what is an unusually long match. In order to construct an appropriate mathematical model, let Z i1 and Z i2 , i = 1, 2, . . . , n, be two amino acid sequences from a finite alphabet A = {a 1 , a 2 , . . . , a l }, with µ j = P(Z i1 = a j ) = P(Z i2 = a j ), j = 1, 2, . . . , l. The two sequences will be said to match in position i ∈ {1, 2, . . . , n} if Z i1 = Z i2 , in which case we let X i be 1 (we let X i be 0 otherwise). Then X i , i = 1, 2, . . . , n, form a sequence of binary i.i.d. RVs with success probabilities
and the number of matches over a window of length k will be described by the corresponding k-scan process S i , i = 1, 2, . . . , n. Moreover, a 'near perfect' match at position i can be described by the event S i ≥ c, with c being an integer sufficiently close to k. It is clear that the condition S n,k = max 1≤i≤n−k+1
can then be used as evidence of the lack of a local match between the two sequences under inspection. It should be stressed that, in this application, we are also interested in large values of both n (long amino acid sequences) and k (long matching regions).
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As a final example we provide the following actuarial model. Let Z i , i = 1, 2, . . . , n, be the daily claim sizes over an n-day period and u ≥ 0 a given threshold. Assume that the Z i are i.i.d. RVs with cumulative distribution function F , and denote by
the corresponding RVs, which indicate whether or not the ith claim exceeds the threshold u.
(Here 1 A (·) denotes the indicator function of the (generic) set A.) Then
and S n,k will describe the maximum number of 'large claims'(i.e. claims exceeding the threshold u) in a period of k consecutive days. Since the primary interest in this situation is also focused on extremely long periods (n → ∞, k → ∞), one should look at the asymptotic distribution of S n,k . In all the aforementioned examples, it is clear that the study of the underlying model calls for the investigation of the distribution of the RV S n,k . Exact results for the distribution of the scan statistic were discussed in [7] , [1, pp. 291-301] , and [8, pp. 88-96] . Since the evaluation of the exact distribution is computationally intractable, especially for large values of the parameters, several approximations and bounds have been developed during the last decade. The interested reader may refer to the recent monographs by Glaz et al. [12] and Balakrishnan and Koutras [1] for up-to-date reviews of this topic.
In a recent article by Boutsikas and Koutras [4] , a compound Poisson approximation was established for the distribution of the enumerating RV
As a by-product, an approximation for
was established, along with an upper bound for the error incurred in its use. However, the asymptotic result given there holds under the conditions n → ∞, p → 0 with k and r fixed, which are of no interest in the examples mentioned above. One might suspect that, even in the case of interest (p fixed and n, k → ∞) a compound Poisson law underlies the behavior, yet the tests for this provided by the results of [4] are inconclusive. This is due to the fact that, for r < k, the upper bound appearing there is of order O(p) and, therefore, does not converge to 0 as n, k → ∞ while p is fixed.
In the present article, motivated by the abovementioned remarks, we establish a new compound Poisson approximation for W n that offers an upper bound manageable under the conditions of interest.
In Section 2 we introduce all necessary notation and preliminary material. In Section 3, exploiting an appropriate declumping technique, we develop a compound Poisson approximation for the distribution of W n , along with tight upper bounds for the Kolmogorov distance between the distribution of W n and the approximating distribution. In Section 4 an asymptotic result for the distribution of the scan statistic S n,k is established, while in Section 5 we present an extreme value theorem for the same statistic that is comparable to the well-known Erdős-Rényi results (when applied to binary sequences). Finally, in Section 6 an extensive numerical experimentation is carried out in order to investigate the quality of the approximations and bounds.
Preliminaries
The Kolmogorov distance between the distributions of two RVs X and Y is defined as
and offers a very efficient tool for establishing convergence in distribution; a sequence of RVs converges weakly to Y if the corresponding sequence of distances converges to 0. By the term 'compound Poisson distribution CP(λ, H ) with parameter λ and compounding distribution H ', we shall refer to the distribution of a random sum of the form The main result of the next section is an application of a general theorem on compound Poisson approximation published by Boutsikas and Koutras [3] . For the purposes of the present exposition, we shall retain a simplified version of their result, which is more than adequate to meet our needs.
Consider first a sequence of nonnegative RVs 
Theorem 1. (Boutsikas and Koutras
where λ = ν a=1 λ a and 
is also bounded from above by the right-hand side of (2). It is worth stressing that, should one wish to establish bounds for P( ν a=1 Z a = 0) only (and not for the whole distribution of ν a=1 Z a ), there is no need to proceed to the calculation of the compounding distribution H . Now let b(x; n, p) and B(x; n, p) respectively denote the probability mass function and cumulative distribution function of a binomial RV X, i.e.
In the following sections we shall make frequent use of the quantities
which can be expressed using b(x; n, p) and B(x; n, p) as follows (cf. [10] 
The standard symbols '∼', o(·), and O(·) will assume their usual meanings, i.e.
is bounded.
In addition, summations of the form b i=a x i with a > b will be assumed to vanish. Finally, we shall write x for the integer part of x.
An approximation for the cumulative distribution function of S n,k
As stated after Theorem 1, should we wish to exploit (2) to establish fine upper bounds (i.e. bounds converging to 0) for d(W n , CP(λ, H )) or simply for 
It goes without saying that an efficient upper bound for the quantity d(W n , Z a ) will also be needed.
A set of RVs possessing the aforementioned properties is provided by
The second bracket enumerates the number of scanning windows of length k that begin at positions a, a + 1, . . . , a + k and contain at least r successes each (such a RV, which counts the total number of clumps located in a specific area, is usually called a declumping variable). On the other hand, the first bracket guarantees that at the previous k positions, a−k, a−k+1, . . . , a−1, all scanning windows of length k contain fewer than r successes. As a matter of fact, it is the inclusion of this extra term that makes the construction of sharp bounds feasible; were we to represent the declumping procedure exclusively by the second bracket and the last term of the first bracket, then the resulting bounds would exhibit a slow convergence rate (of order O(p)) for r < k, and only the case r = k could exhibit a better rate of order O(p k ). For more details on this approach we refer the reader to [4] . We are now ready to prove the next theorem.
be the number of moving sums that contain at least r 1s. Then
Proof. By applying inequality (5) with Z a = C a , a = 1, 2, . . . , we may write where (see also (3) and (4))
The second term on the right-hand side of (6) can be bounded from above with the aid of Theorem 1. More specifically, if we introduce
the left neighborhoods of dependence, we deduce that
On the other hand, for the first term of (6) we have (using the well-known coupling inequality for the total variation distance,
The RVs W n and
C i are unequal only in the following three cases.
(i) A loose clump that starts at trial i does not end until trial i + 2k − 1, i = 1, 2, . . . , n− 2k.
(ii) One of the scanning windows starting at n − k + 2, . . . , n + 1 contains at least r 1s.
(iii) One of the scanning windows starting at −k + 1, . . . , 0 contains at least r 1s. 
This concludes the proof of the theorem.
The following corollary is an immediate consequence of the above theorem and (1).
Roos [15] has developed several results that can be used to establish compound Poisson approximations for sums of dependent RVs (see also [2] for additional references on this topic). For the problem at hand, it is unclear whether these results can be profitably exploited to produce as manageable an upper bound as the one given in Theorem 2. Moreover, even if such a bound was established, it is not expected to improve on the order of convergence offered by our result.
The asymptotic distribution of S n,k
In the present section we are going to present a large deviation result for S n,k . Let us first introduce some additional notation that will be used in the sequel.
For 0 < p < θ < 1 we shall denote by H (θ, p) the relative entropy (of the Bernoulli distribution with parameter θ with respect to the Bernoulli distribution with parameter p) or Kullback-Leibler distance, which is given by
The derivative of H (θ, p) with respect to θ , We shall now present a simple auxiliary lemma that will prove useful in the investigation of the asymptotic distribution of S n,k . Henceforth, we shall assume that r ≡ r n and k ≡ k n , with both sequences, {r n } and {k n }, tending to ∞ as n → ∞. Where not stated explicitly, all convergences and limits apply as n → ∞. If p is fixed, θ ∈ (p, 1) , and r n and k n satisfy the condition
Lemma 1.
where
Proof. Note first that, for any sequence {a n } of real numbers with a n = o( √ k n ), we have
This is readily ascertainable if we apply the elementary inequality x ≤ − ln(1−x) ≤ x/(1−x) with x = a n /k n < 1 (note that lim n→∞ (a n /k n ) = 0 and assume that k n is large enough that a n /k n < 1), to obtain
In view of the last inequality we may write
which proves the asymptotic expression (10). Next, a straightforward application of Stirling's formula yields 
where c i ∈ (0, 1), i = 1, 2, . . . . By making use of the obvious equality
and taking into account the asymptotic expansions
(resulting from (10) with a n = ρ n k n /r n and a n = ρ n k n /(k n − r n ), respectively), we conclude that
The proof of (8) is now easily completed by observing that
To prove (9) , first note that
we may choose r and k to be large enough that
Observe next that, for k and r large enough that 
and the proof is easily completed if we use (8) and take into account the fact that
It is worth mentioning that (9) can be viewed as a special case of Petrov's [14] well-known large deviation theorem (see also [13] for an extension of Petrov's result).
We are now ready to elucidate the asymptotic behavior of S n,k .
Theorem 3.
Let p be fixed, let θ ∈ (p, 1), and let {r n } and {k n } be two sequences satisfying the condition lim n→∞ r n − θk n √ k n = 0.
If the sequence
(ρ ≡ ρ n = r n − θk n ), is bounded from above, then
Moreover, the rate of convergence in the above approximation is of order O((ρ 2 + 1)/k).
Proof. Recalling the notation used in Corollary 1, we may write
By (8), we deduce that
The discrete scan statistic 1149 depending on the distribution of Y i and the constant c). Deheuvels and Devroye [5] derived an extreme value result for the same statistic. More specifically, they proved that if the Y i obey any nonlattice distribution and k ≡ k n = c ln n , c > 0, then
where (x) = exp(−e −x ) is the cumulative distribution function of the Gumbel distribution and a n > 0 and b n ∈ R are appropriate normalizing constants.
We shall now exploit Theorem 3 to establish a similar extreme value result when the sequence of i.i.d. RVs are binary Bernoulli variables (lattice distribution with span 1).
. be a sequence of i.i.d. binary RVs with constant success probabilities
p = P(X 1 = 1) = 1 − P(X 1 = 0), let θ ∈ (p, 1), and let k ≡ k n = ln n/H (θ, p) . If (x) = exp(−e −x )
denotes the cumulative distribution function of the Gumbel distribution and
then, for the discrete scan statistic S n,k = max 1≤i≤n−k+1
where , p) .
Moreover, the rate of convergence in (12) is of order O((ln k) 2 /k).
Proof. On introducing the notation
we may express the probability appearing in (12) as P(S n,k < r n (y) ) = P(S n,k < r n ), r n = r n (y) .
In order to make use of Theorem 3, observe that ε n (y) = r n (y) − r n (y) while
Moreover, note that both r n and k n tend to ∞ as n → ∞, while the quantity l n used in Theorem 3 takes the form
Since l n is bounded (note that ε n (y) ∈ [0, 1)), a direct application of Theorem 3 yields the limiting expression (12) . The rate of convergence is given by
It is worth mentioning that the above asymptotic result can be written in the equivalent form
where U n = max 1≤i≤n−k+1
The last expression is almost the same as that of Theorem 6 of [5] (when applied to Bernoulli variables), the only difference being in the additional oscillating term ε n (y) ln((1 − p)θ/p(1 − θ)) appearing on the left-hand side of (13). This is because the result of [5] holds only for nonlattice distributions, whereas (our) Theorem 4 refers to the Bernoulli distribution. Apparently, U n does not belong to the domain of attraction of an extreme value distribution in the case of Bernoulli RVs, and the same will hold for all lattice distributions. Nevertheless, if we can determine appropriate sequences {n i ∈ N}, such that ε n i (y) → ε(y) as i → ∞ for every y, we may obtain an extreme value distribution for the (normalized) U n i , i = 1, 2, . . . , of the form
Numerical results
In the previous sections, three different approximations were developed for the cumulative distribution function, F n,k (r) = P(S n,k < r), of the discrete scan statistic S n,k . It is worth mentioning that the expected number of successes within a scanning window of length k is kp and, therefore, that F n,k (r) = P(S n,k < r) ≈ 0 when r ≤ pk. For this reason, in the sequel we shall assume that r > pk. According to Corollary 1, F n,k (r) can be approximated by the quantity
with f (r; k, p) as given in (4). Theorem 3 states that the asymptotic behavior of F n,k (r) can be investigated with the use of the expression exp(−l n ). With θ = r/k, the quantity exp(−l n ) reduces to
with H (θ, p) as given in (7). Finally, Theorem 4 offers a third asymptotic approximation for F n,k (r) in terms of the cumulative distribution function of the Gumbel distribution. This third approximation converges quite slowly (especially when r is not very close to θk), a fact that holds for the majority of Erdős-Rényi-type laws as well. Therefore, this result is primarily of theoretical interest.
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The other two expressions, F 1 (n, k, r; p) and F 2 (n, k, r; p), can be used to obtain quite reasonable approximations for the cumulative distribution F n,k (r).
Were we interested in the expected value of S n,k , we could make use of the well-known formula
which, on taking into account the facts that F n,k (r) ≈ 0 for r ≤ kp and F n,k (r) = 1 for r > k, yields
Next, by replacing F n,k (r) by F 1 (n, k, r; p) and then F 2 (n, k, r; p), we may write
and, respectively,
with the summations terminating whenever the approximate value for F n,k (r) is almost 1 (i.e. F r,k (r 1 ) ≈ 1). In the same fashion, we could also use the expression
to obtain reasonable and computationally tractable approximations for the higher moments of S n,k .
In Tables 1-6 we provide Monte Carlo estimations (denoted Sim) of the exact values of F n,k (r) = P(S n,k < r) and E(S n,k ) along with the respective approximations, for a variety Table 1 : n = 1000, k = 30, p = 0.5. Table 2 : n = 10 000, k = 100, p = 0.5. Table 3 : n = 100 000, k = 1000, p = 0.5. Table 4 : n = 100 000, k = 100, p = 0.5. Table 6 : n = 10 000, k = 100, p = 0.7. of the parameters n, k, and r, and for p = 0.5, 0.7. The quantity UB is a bound for the discrepancy between F n,k (r) and F 1 (see Corollary 1). It is clear that, as n, k, and r increase, the quality of the approximation of F n,k (r) improves substantially. For comparison reasons we have also included in the table a third approximation (denoted Q L ) for the same quantity which was suggested by Glaz et al. [12, p. 45 , Equation (4.3)]. Note that Q L also provides very accurate approximations, especially for large values of n, k, and r. However, the computational difficulty of evaluating Q L is much higher (as compared to F 1 (n, k, r; p) and especially F 2 (n, k, r; p)); in addition, no estimate is available for the convergence rate of the approximation established with the use of Q L . It should be stressed that the arguments used to derive Q L do not offer any clue as to how the approximation error can be bounded. Corollary 1, on the contrary, offers an explicit, computationally tractable bound for the discrepancy between F n,k (r) and F 1 (n, k, r; p), namely UB = (2k − 1)λpqb(r − 1; k − 1, p) + 3λkf (r; k, p) + (λ + 2)(1 − G(r; k, p)).
As r increases, the quantity UB becomes extremely small (less than 10 −4 ) and, as a consequence, a very tight interval estimate for F n,k (r) may be developed. Note that the rate of convergence for the approximation provided by F 2 (n, k, r; p) is also available; however, this cannot be used efficiently to establish interval estimates this good.
In closing, we mention that we could formally write down an exact formula for the distribution of S n,k by embedding the RV of interest in an appropriate Markov chain (see [7] and [1, p. 297] ). However, the dimension of the transition probability matrix of the chain becomes extremely large even for moderate values of r and k (it is nearly one billion for the smallest tabulated values, k = 30 and r = 20), a fact that makes the evaluation unfeasible. In cases where the parameter values lead to intractable computations, the approach taken in this article is of special interest.
