Using the WOWA operator in robust discrete optimization problems by Kasperski, Adam & Zielinski, Pawel
ar
X
iv
:1
50
4.
07
86
3v
2 
 [c
s.D
S]
  8
 O
ct 
20
15
Using the WOWA operator in robust discrete optimization
problems
Adam Kasperski∗
Department of Operations Research, Wroc law University of Technology,
Wybrzez˙e Wyspian´skiego 27, 50-370 Wroc law, Poland, adam.kasperski@pwr.edu.pl
Pawe l Zielin´ski
Department of Computer Science (W11/K2), Wroc law University of Technology,
Wybrzez˙e Wyspian´skiego 27, 50-370 Wroc law, Poland, pawel.zielinski@pwr.edu.pl
Abstract
In this paper a class of discrete optimization problems with uncertain costs is discussed.
The uncertainty is modeled by introducing a scenario set containing a finite number of
cost scenarios. A probability distribution over the set of scenarios is available. In order to
choose a solution the weighted OWA criterion (WOWA) is applied. This criterion allows
decision makers to take into account both probabilities for scenarios and the degree of
pessimism/ optimism. In this paper the complexity of the considered class of discrete
optimization problems is described and some exact and approximation algorithms for
solving it are proposed. Applications to a selection and the assignment problems, together
with results of computational tests are shown.
Keywords: robust optimization, weighted OWA, computational complexity, approximation
algorithms
1 Introduction
Most practical decision making problems arise in a risky or uncertain environment, which
means that an outcome of each decision is unknown and depends on a state of the world,
which may occur with some positive probability. If probabilities for the states of the world
are available, then each decision leads to a lottery, i.e. a probability distribution over the set
of all possible outcomes. A decision problem can then be reduced to establishing an ordering
of the set of lotteries. According to the classic expected utility theory by von Neumann and
Morgenstern [27, 17], the decision maker can assign an utility to each outcome, if he accepts
some simple and appealing axioms. He can then compute an expected utility of each lottery
and choose a decision which leads to a lottery with the largest expected utility.
The expected utility can be seen as a weighted average of outcomes, where the weight
of each outcome is just the probability of obtaining it. Thus, in the von Neumann and
Morgenstern theory, the weights are independent of the outcomes and other probabilities
of the lottery. However, it has been observed in human behavior that this assumption is
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often violated (see [6] for a deeper discussion on this topic). Many decision makers pay more
attention to unfavorable outcomes and would assign larger weights to such outcomes. In such
a situation the weight of each outcome depends not only on its probability, but also on its rank
in the lottery. Such weights may better reflect the pessimism/optimism of decision makers.
A theory of such rank dependent, transformed probabilities was introduced by Quiggin [23]
(see also [25]).
In many practical situations the probabilities of scenarios are not available. We then obtain
a decision problem under uncertainty. In this case, decision makers may assign subjective
probabilities to scenarios [24] and compute the expected utility with respect to these subjective
probabilities. However, determining the subjective probabilities may be not an easy task. An
alternative approach is to apply some decision criteria such as the min-max, min-max regret,
Hurwicz, or Laplace ones. In particular, in the Laplace criterion we apply the principle
of insufficient reason and assign equal probability to each scenario. Each decision is then
evaluated as the average utility of all possible outcomes. For a deeper discussion on decision
making under uncertainty and description of the criteria we refer the reader to [17].
In this paper we discuss a class of discrete optimization problems, in which a finite set
of feasible solutions is specified. In the deterministic case a cost of each solution is known
and a decision problem consists in choosing a solution with the minimum cost. Discrete
optimization problems are often represented as integer programming ones, in which the set
of feasible solutions is described in compact form by a system of constraints. A class of
deterministic discrete optimization problems was described, for example, in [21]. In many
practical situations, the cost of each solution is unknown and depends on a state of the
world which may occur with some positive probability. Each state of the world induces
a cost scenario. A scenario set containing all possible cost scenarios is part of the input.
In this paper we assume that this scenario set contains a finite number of explicitly listed
scenarios. We also assume that probabilities for the scenarios are available. Notice, that
under uncertainty, the principle of insufficient reason can be applied, which assigns equal
probabilities to scenarios [17]. In order to choose a solution, we will apply the Weighted
Ordered Weighted Averaging (WOWA for short) operator, proposed by Torra [26]. Given a
solution, this operator allows us to define a rank-dependent weight for this solution under each
scenario. This weight can be seen as a distorted scenario probability and the WOWA criterion
is then a special case of the Choquet integral with respect to distorted probabilities [11].
We can evaluate each solution as a weighted average of its costs over all scenarios. The
WOWA criterion contains basic criteria used in decision making under risk and uncertainty,
such as the expectation (weighted mean), maximum, minimum, Hurwicz, and Laplace ones.
Furthermore, if the principle of insufficient reason is applied, then WOWA becomes the OWA
criterion proposed by Yager [28].
If the uncertainty is represented by a discrete uncertainty set, it is common to use the
robust approach [16] to compute a solution. In this approach we assume that decision makers
are risk averse and we seek a solution which minimize the cost in the worst case. This leads to
applying the min-max or min-max regret criteria to choose a solution. The traditional robust
approach has, however, several drawbacks. The min-max criterion is extremely conservative
and it is not difficult to show examples in which it gives unreasonable solutions [17]. In partic-
ular, applying this criterion we may get a solution which is not Pareto optimal. Furthermore,
the so-called drowning effect may also appear [7]. If the costs under some scenario are large in
comparison with the costs under the remaining scenarios, then only this bad scenario is taken
into account in the process of computing a solution (information connected with the remain-
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ing scenarios is ignored). Hence, in many applications a criterion which takes into account
all (or at least a subset) of scenarios is required. The traditional robust approach assumes
also that no probabilities are available for the scenarios, which is not always true. By using
the WOWA criterion we can overcome this drawback. We can use the information connected
with scenario probabilities and soften the very conservative min-max criterion. Furthermore,
the WOWA criterion is consistent with the theory of rank-dependent probabilities and, in
consequence, can better reflect the real attitude of decision makers towards risk. This is
particularly important when decisions are not repetitious, i.e. they are implemented only
once. The WOWA operator allows us to establish a link between the stochastic and robust
optimization frameworks. The distorted (rank-dependent) probabilities allows us to establish
a trade-off between the expected and the maximum solution costs.
In this paper we focus on the computational properties of the considered problem. Since
the maximum criterion is a special case of the WOWA criterion, all negative results known
for the robust min-max problems remain valid if the WOWA criterion is used. Unfortu-
nately, the min-max versions of all basic discrete optimization problems become NP-hard
even for two scenarios. This is the case for the shortest path, minimum spanning tree, min-
imum assignment, minimum cut, or minimum selecting items problems [16, 2, 4]. All these
aforementioned problems become strongly NP-hard and also hard to approximate when the
number of scenarios is part of the input [13, 14, 12]. Furthermore, when the OWA operator
is used to choose a solution, then network problems (the shortest path, minimum spanning
tree, minimum assignment, minimum cut) are not at all approximable [15]. However, for an
important case of nondecreasing weights in the OWA operator, there exists an approximation
algorithm with some guaranteed worst case ratio and the aim of this paper is to generalize
this algorithm to the more general WOWA criterion. In the existing literature, the OWA
operator and the more general Choquet integral have been recently applied to some multiob-
jective optimization problems in [10, 9, 8]. In these papers the authors propose some exact
methods for solving the problems, which are based on a MIP formulation and a branch and
bound method.
This paper is organized as follows. In Section 2, we present the problem formulation
and show a motivation for using WOWA as a criterion for choosing a solution under risk
and uncertainty. In Section 3, we recall some known complexity results for the considered
problem. In Section 4, we propose an approximation algorithm for solving the problem,
which can be applied to a large class of discrete optimization problems. Section 5 describes a
method of constructing a mixed integer programming formulation, which can be used to solve
the considered problem exactly. This method will be adopted from [20]. Finally, in Section 6,
we show applications of the proposed model to a selection and the assignment problems. This
section also contains results of computational tests, which describe the efficiency of the MIP
formulation and the quality of the solutions that are returned by the approximation algorithm
designed in Section 4.
2 Problem formulation
Let E = {e1, . . . , en} be a finite set of elements and let Φ ⊆ 2
E be a set of feasible solu-
tions. In a deterministic case, each element ei ∈ E has a nonnegative cost ci and we seek a
feasible solution X ∈ Φ, which minimizes the total cost F (X) =
∑
ei∈X
ci. We denote such
a deterministic discrete optimization problem by P. This formulation encompasses a wide
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class of problems (see, e.g., [21, 1]). We obtain, for example, a class of network problems by
identifying E with edges of a graph G and Φ with some objects in G such as paths, spanning
trees, matchings, or cuts. Usually, P is represented as an integer 0-1 programming problem
whose constraints describe Φ in compact form.
Assume that the element costs are uncertain and their values depend on a state of the world
which may occur with some positive probability. Each such a state of the world induces an
element cost scenario (scenario for short) cj = (cj1, . . . , cjn). Let scenario set Γ = {c1, . . . , cK}
contain K explicitly listed scenarios. Let p = (p1, . . . , pK) be a vector of scenario probabilities,
i.e. pj is the probability of the event that scenario cj will occur. The cost of a solution X
depends on scenario cj ∈ Γ and we will denote it by F (X,cj) =
∑
ei∈X
cji. Choosing a
solution X leads to a lottery, i.e. a probability distribution (p1F (X,c1), . . . , pKF (X,cK))
over the costs of X under scenarios in Γ. In order to choose the best solution, we need to
evaluate each lottery. To do this, we should assign a weight to each scenario and compute
the weighted average solution cost. Under the assumption that the weight of the jth scenario
is equal to pj, we obtain that the weighted average is just the expected solution cost, i.e.
f(X) = E[X] =
∑
j∈[K] pjF (X,cj).
Figure 1: A sample Shortest Path problem with four scenarios c1 = (5, 6, 0, 5, 0), c2 =
(1, 6, 4, 0, 0), c3 = (1, 6, 6, 0, 0), and c4 = (2, 6, 6, 0, 0). The costs of all three paths under all
scenarios are shown in the table.
Consider the sample Shortest path problem depicted in Figure 1. The set of elements
E = {e1, . . . , e5}, contains 5 arcs of network G and the set of feasible solutions consists of
three pathsX1, X2, and X3 from s to t in G. There are 4 costs scenarios with the probabilities
0.5, 0.2, 0.2 and 0.1, respectively, and the costs of each path under these scenarios are shown
in Figure 1. Path X1 = {e1, e4} has the smallest expected cost and thus should be chosen
when the expected value is used. However, this choice may be unreasonable for some risk
averse or pessimistic decision makers. Observe that the probability that the path X1 will have
a large cost equal to 10 is equal to 0.5 which may be too large and cause some decision makers
to reject X1. On the other hand, the path X3 = {e2, e5} has the smallest maximum cost and
should be chosen when the min-max criterion is used and the probabilities of scenarios are
ignored. Notice that the path X3 has a deterministic cost equal to 6. However, some decision
makers may feel that path X2 = {e1, e3, e5} is better, since the probability that the cost of
X2 will be less than 6 is equal to 0.7 and the probability that X2 will have a large cost, equal
to 8, is only 0.1. The sample problem illustrates that there is a need of defining aggregation
weights, which would depend not only on the scenario probabilities, but also on the rank
positions of the costs of a solution under scenarios. For example, risk averse decision makers
would assign a weight larger that 0.5 to scenario c1, when solution X1 is considered.
Before we discuss such a criterion, which fulfills the above requirements, we recall an
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aggregation criterion, called the Ordered Weighted Averaging operator (OWA for short) pro-
posed by Yager in [28]. Let w = (w1, . . . , wK) be a weight vector such that wj ∈ [0, 1] for
each j ∈ [K],
∑
j∈[K]wj = 1 (we use [K] to denote the set {1, . . . ,K}). Given a vector of
reals a = (a1, . . . , aK), let σ be a sequence of [K] such that aσ(1) ≥ · · · ≥ aσ(K). Then
owa(v)(a) =
∑
j∈[K]
wjaσ(j).
The choice of particular weight vectors w leads to well known criteria in decision making
under uncertainty (see, e.g., [15]). Indeed, if w1 = 1 and wj = 0 for j = 2, . . . ,K, then the
OWA criterion becomes the maximum. If wK = 1 and wj = 0 for j = 1, . . . ,K − 1, then it
reduces to the minimum. More generally, if wk = 1 and wj = 0 for j ∈ [K] \ {k}, then the
OWA criterion is the k-th largest cost and, in particular, when k = ⌊K/2⌋+ 1, then the k-th
largest cost is the median. If wj = 1/K for all j ∈ [K], then OWA is the average. Finally,
if w1 = α and wK = 1 − α, for some fixed α ∈ [0, 1], and wj = 0 for the remaining weights,
then the Hurwicz pessimism-optimism criterion is obtained.
Using OWA it is not easy to take the probabilities of scenarios into account. In par-
ticular, the expected value is not a special case of OWA. In the following, we will present
an aggregation criterion, called the Weighted Ordered Weighted Averaging operator (WOWA
for short) proposed by Torra [26]. This criterion generalizes OWA and allows us to define
rank-dependent weights which also depend on scenario probabilities.
Let v = (v1, . . . , vK) be a weight vector such that vj ∈ [0, 1] for each j ∈ [K] and∑
i∈[K] vj = 1. Let w
∗ be a continuous nondecreasing function on [0, 1], w∗ : [0, 1] → [0, 1].
The domain interval [0, 1] is partitioned by points 0 = 0K <
1
K <
2
K < · · · <
K
K = 1.
The function w∗ is linear on each subinterval
[
j−1
K ,
j
K
]
, j ∈ [K], (w∗ is piecewise linear
function) and satisfies, for a given weight vector v, the following equations: w∗(0) = 0 and
w∗
(
j
K
)
=
∑
i≤j vi for j ∈ [K]. Observe that w
∗ is uniquely defined by v. In this paper we
also make the assumption: v1 ≥ v2 ≥ · · · ≥ vK . Thus w
∗ is additionally a concave function.
Figure 2 presents three sample functions w∗ for K = 5 for three weight vectors.
Figure 2: Three sample functions w∗ for K = 5
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Let p = (p1, . . . , pK) be an additional weight vector such that pj ∈ [0, 1] for each j ∈ [K],∑
j∈[K] pj = 1. Given a vector of reals a = (a1, . . . , aK), let σ be a sequence of [K] such that
aσ(1) ≥ · · · ≥ aσ(K). Then the WOWA criterion is defined in the following way [26]:
wowa(v,p)(a) =
∑
j∈[K]
ωjaσ(j),
where
ωj = w
∗(
∑
i≤j
pσ(i))− w
∗(
∑
i<j
pσ(i)).
The value of ωj is a weight assigned to number aσ(j). It is not difficult to show that
ωj ∈ [0, 1] for each j ∈ [K], and
∑
j∈[K] ωj = 1. Figure 2 shows two boundary cases of the
form of function w∗, which are attained at v1 = (1, 0, . . . , 0) and v2 = (1/K, . . . , 1/K), re-
spectively. The vector v2 models the weighted mean, i.e. in this case we get wowa(v2,p)(a) =∑
j∈[K] pjaj . The vector v
1 models the weighted maximum, which in the case of uniform
p = (1/K, . . . , 1/K) is the usual maximum operator. It is easily seen that for arbitrary
v and uniform p = (1/K, . . . , 1/K), WOWA becomes the OWA operator. An easy com-
putation shows that the WOWA operator is monotone, i.e. when a and a′ are such that
aj ≥ a
′
j for all j ∈ [K], then wowa(v,p)(a) ≥ wowa(v,p)(a
′). Since it is a convex combina-
tion of the components of a, we have minj∈[K] aj ≤ wowav,p(a) ≤ maxj∈[K] aj. Additionally,∑
j∈[K] pjaj ≤ wowa(v,p)(a) ≤ maxj∈[K] aj holds, when v1 ≥ · · · ≥ vK .
We now apply the WOWA operator to the uncertain problem P and provide the inter-
pretation of the vectors v and p. For a given solution X ∈ Φ, let us define:
WOWA(X) = wowa(v,p)(F (X,c1), . . . , F (X,cK)).
We thus obtain an aggregated value for X, by applying the WOWA criterion to the vector
of the costs of X under scenarios in Γ. Given vectors v and p, we consider the following
optimization problem:
Min-Wowa P : min
X∈Φ
WOWA(X).
The vector p = (p1, . . . , pK) denotes just the probabilities for scenarios. The vector v
models the level of risk aversion (or the degree of pessimism/optimism) of a decision maker.
Namely, the more uniform is the weight distribution in v the less risk averse a decision maker
is. In particular, v2 = (1/K, . . . , 1/K) means that decision maker is risk indifferent and
minimizes the expected solution cost. On the other hand, the vector v1 = (1, 0, . . . , 0) and
the uniform vector p = (1/K, . . . , 1/K) mean that the decision maker is extremely risk averse
and minimizes the solution cost assuming that the worst scenario for the computed solution
will occur. In general, vector v allows us to model various attitudes of decision makers towards
risk. Moreover, nonincreasing weights are consistent with the concept of robustness. Given
a solution X, let σ be such that F (X,cσ(1)) ≥ · · · ≥ F (X,cσ(K)). Then, the value of ωj can
be seen as a distorted, rank-dependent probability of scenario cσ(j), and WOWA(X) is the
expected solution cost with respect to the distorted probabilities. Notice that ωj depends not
only on the scenario probability but also on the solution X.
Let us consider again the sample Shortest Path problem shown in Figure 1. Suppose
that v = (0.5, 0.3, 0.2, 0). The computation of the weights ω1, . . . , ω4 for paths X1 = {e1, e4}
and X2 = {e1, e3, e5} is shown in Figure 3. For X1 we get F (X1, c1) ≥ F (X1, c4) ≥
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F (X1, c2) ≥ F (X1, c3) and ω = (0.8, 0.08, 0.12, 0). Hence WOWA(X1) = 0.8 · 10 + 0.08 ·
2 + 0.12 · 1 + 0 · 1 = 8.28. Observe that for X1, the worst scenario c1 has the weight equal
to 0.8, which is greater than p1 = 0.5 and the best scenario c3 has the weight equal to
0, which is less than p3 = 0.2. This example illustrates how the vector v distorts the
scenario probabilities for solution X1, by paying more attention to worse scenarios. In a
similar way we compute the weights for path X2, obtaining ω = (0.2, 0.36, 0.44, 0) and
WOWA(X2) = 0.2·8+0.36·7+0.44·5+0·5 = 6.32. Observe that WOWA(X2) <WOWA(X1),
so a risk averse decision maker would prefer solution X2 over X1, contrary to the case when
the expected value is used as the criterion of choosing a solution.
Figure 3: The weights ω1, . . . , ω4 for paths a) X1 = {e1, e4} and b) X2 = {e1, e3, e5}.
3 Complexity of the problem
In this section we discuss the complexity of Min-Wowa P. Notice that Min-Wowa P
becomes the Min-Owa P problem, discussed in [15], when p = (1/K, . . . , 1/K) and v is
an arbitrary weight vector. If additionally v = (1, 0, . . . , 0), then Min-Wowa P is the Min-
Max P problem, widely discussed in the literature devoted to the robust discrete optimization.
Hence all negative complexity and approximation results known for Min-Owa P and Min-
Max P remain valid for Min-Wowa P. Let us recall that Min-Max P is usually NP-hard
even when K = 2. In particular, this is the case for all basic network problems such as
Shortest Path, Minimum Assignment, Minimum Spanning Tree, or Minimum Cut
(see, e.g., [2, 4, 16]). Furthermore, whenK is part of the input, then for all the aforementioned
problems,Min-Max P is strongly NP-hard and also hard to approximate within any constant
factor [13, 12]. The problem complexity becomes worse when the maximum criterion is
replaced with the more general OWA one. It has been shown in [15], that all the basic
network problems are then not at all approximable. This negative result holds when the
vector v is arbitrary. However, for nonincreasing weights in v the following positive result is
known:
Theorem 1 ([15]). When v1 ≥ v2 ≥ · · · ≥ vK and P is polynomially solvable, then Min-
Owa P is approximable within v1K.
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In the next section we will generalize Theorem 1 to Min-Wowa P. It has been shown
in [15], that Min-Owa P can be solved in pseudopolynomial time and even admits a fully
polynomial-time approximation scheme (FPTAS), when K is constant and some additional
assumptions for P are satisfied. We now show that the reasoning can be easily generalized
to Min-Wowa P. Observe that wowa(v,p)(a) is nondecreasing with respect to each aj in a.
This fact immediately implies, that there exists an optimal solution X to Min-Wowa P,
which is efficient (Pareto optimal), i.e. for which there is no solution Y such that F (Y,cj) ≤
F (X,cj) for each j ∈ [K] with at least one strict inequality. Notice also that each optimal
solution to Min-Wowa P must be efficient when all components of p and v are positive.
Thus it is sufficient to enumerate efficient solutions and pick up a one, say X∗, with the
minimum WOWA(X∗). For some problems, for example when P is the Shortest Path or
Minimum Spanning Tree problem, such enumeration of efficient solutions can be done in
pseudopolynomial time, provided that K is constant, by using techniques given in [3]. Hence,
for constant K, Min-Wowa Shortest Path and Min-Wowa Minimum Spanning Tree
can be solved in pseudopolynomial time.
In order to construct an FPTAS, we need a definition of an exact problem associated with
P and scenario set Γ (see [18]). Given a vector (b1, . . . , bK), we ask if there is a solution
X ∈ Φ such that F (X,cj) = bj for all j ∈ [K]. Let us fix ǫ > 0 and let Pǫ(Φ) be the set of
solutions such that for all X ∈ Φ, there is Y ∈ Pǫ(Φ) such that F (Y,cj) ≤ (1 + ǫ)F (X,cj)
for all j ∈ [K]. Basing on the results obtained in [22], it was proven in [18] that if the exact
problem associated with P can be solved in pseudopolynomial time, then for any ǫ > 0, the
set Pǫ(Φ) can be determined in time polynomial in the input size and 1/ǫ. This implies the
following result (the reasoning is the same as in [15]):
Theorem 2. If the exact problem associated with P can be solved in pseudopolynomial time,
then Min-Wowa P admits an FPTAS.
Proof. Let us fix ǫ > 0 and let Y be a solution with minimum value of WOWA(Y ) among
all the solutions in Pǫ(Φ). From the results obtained in [18, 22], it follows that we can
find Y in time polynomial in the input size and 1/ǫ. Assume that X∗ is an optimal solution
to Min-Wowa P. Define vector b∗ = ((1 + ǫ)F (X∗, c1), . . . , (1 + ǫ)F (X
∗, cK)). By the
definition of Pǫ(Φ), there exists a solution Y
′ ∈ Pǫ(Φ) such that F (Y
′, cj) ≤ (1 + ǫ)F (X
∗, cj)
for all j ∈ [K]. The choice of Y and the monotonicity of WOWA implies WOWA(Y) ≤
WOWA(Y′) ≤ wowa(v,p)(b
∗) = (1 + ǫ)WOWA(X∗). We have thus obtained an FPTAS for
Min-Wowa P.
It turns out that the exact problem associated with P can be solved in pseudopolynomial
time for some particular problems P, provided that the number of scenarios K is constant.
This is the case for Shortest Path, Minimum Spanning Tree and some other problems
described, for example, in [3]. However, it is worth pointing out that the running time of the
obtained FPTAS’s is exponential in K, so their practical applicability is limited to very small
values of K. In the next section we will construct an approximation algorithm, which can be
applied for larger values of K.
4 Approximation algorithm
In this section we construct an approximation algorithm for Min-Wowa P under the as-
sumptions that v1 ≥ v2 ≥ · · · ≥ vK and P is polynomially solvable. We will also assume that
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pj > 0 for each j ∈ [K]. When pj = 0 for some j ∈ [K], then we can remove scenario cj from
Γ without affecting the problem. We first prove some properties of the WOWA operator. Let
a = (a1, . . . , aK) be a vector of nonnegative numbers. Let π be any sequence of [K]. Let us
define
fπ(a) =
∑
j∈[K]
ωjaπ(j),
where ωj = w
∗(
∑
i≤j pπ(i)) − w
∗(
∑
i<j pπ(i)) and w
∗ is the piecewise linear function induced
by the vector of weights v (as in the definition of the WOWA operator). Observe that
fπ(a) = wowa(v,p)(a) when the sequence π is such that aπ(1) ≥ · · · ≥ aπ(K). The following
lemma expresses the intuitive fact that fπ(a) is a lower bound on wowa(v,p)(a).
Lemma 1. Given any vector a = (a1, . . . , aK) and any sequence π of [K]. Then wowa(v,p)(a) ≥
fπ(a).
Proof. Assume w.l.o.g. that a1 ≥ a2 ≥ · · · ≥ aK . Consider two neighbor elements aπ(i) and
aπ(i+1) in π such that aπ(i) ≤ aπ(i+1). Let us interchange aπ(i) and aπ(i+1) in π and denote the
resulting sequence by π′. We will show that fπ′(a) ≥ fπ(a), where the equality holds when
aπ(i) = aπ(i+1). This will complete the proof since we can transform π into σ = (1, . . . ,K)
by using a finite number of such element interchanges without decreasing the value of fπ and
fσ(a) = wowa(v,p)(a). It is easily seen that fπ′(a)− fπ(a) = ω
′
iaπ(i+1) + ω
′
i+1aπ(i) − ωiaπ(i) −
ωi+1aπ(i+1) = (ω
′
i+1 − ωi)aπ(i) − (ωi+1 − ω
′
i)aπ(i+1). Equality ω
′
i + ω
′
i+1 = ωi + ωi+1 (see
Figure 4a) holds, and so ω′i+1−ωi = ωi+1−ω
′
i = α. Hence fπ′(a)− fπ(a) = α(aπ(i)−aπ(i+1)).
Since w∗ is concave, we conclude that ωi+1/pπ(i+1) ≤ ω
′
i/pπ(i+1), which yields α ≤ 0 since
pπ(i+1) > 0. Hence fπ′(a) ≥ fπ(a).
Figure 4: Illustrations of the proofs of Lemma 1 and Lemma 2.
Lemma 2. Given any vector a = (a1, . . . , aK). Then wowa(v,p)(a) ≤ v1K
∑
j∈[K] pjaj .
Proof. Since w∗ is concave and piecewise linear, it follows that
ωj
pσ(j)
≤ v11/K = v1K for each j ∈
[K] (see Figure 4(b)). In consequence, wowa(v,p)(a) =
∑
j∈[K] ωjaσ(j) ≤
∑
j∈[K] v1Kpσ(j)aσ(j) =
v1K
∑
j∈[K] pjaj.
Let cˆi = wowa(v,p)(c1i, . . . , cKi) be the aggregated cost of element ei ∈ E over all scenarios.
Let Xˆ be an optimal solution for the costs cˆi, i ∈ [n]. We begin with a general result:
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Theorem 3. Given any X. Then WOWA(Xˆ) ≤ Kv1 ·WOWA(X).
Proof. Let σ be a sequence of [K] such that F (Xˆ, cσ(1)) ≥ · · · ≥ F (Xˆ, cσ(K)) and ωj =
w∗(
∑
i≤j pσ(i))−w
∗(
∑
i<j pσ(i)). The definition of the WOWA operator and Lemma 1 imply
the following inequality:
WOWA(Xˆ) =
∑
j∈[K]
ωj
∑
ei∈Xˆ
cσ(j)i =
∑
ei∈Xˆ
∑
j∈[K]
ωjcσ(j)i ≤
∑
ei∈Xˆ
cˆi. (1)
Using Lemma 2, we get cˆi ≤ v1K
∑
j∈[K] pjcji. Hence, from the definition of Xˆ, we obtain∑
ei∈Xˆ
cˆi ≤
∑
ei∈X
cˆi ≤ Kv1
∑
ei∈X
∑
j∈[K]
pjcji. (2)
Since v1 ≥ · · · ≥ vK it follows that
WOWA(X) ≥
∑
j∈[K]
pjF (X,cj) =
∑
j∈[K]
pj
∑
ei∈X
cji =
∑
ei∈X
∑
j∈[K]
pjcji. (3)
Combining (1), (2) and (3) completes the proof.
Theorem 3 leads to the following corollary:
Corollary 1. If v1 ≥ · · · ≥ vK and P is polynomially solvable, then WOWA P is approx-
imable within v1K.
The bound obtained in Corollary 1 is tight and the worst case instance for the approxi-
mation algorithm is the same as the one shown in [15]. Observe that the approximation ratio
depends on the weight distribution in v. The more uniform is the weight distribution the
smaller is the approximation ratio. We get the largest approximation ratio equal to K, when
WOWA is the weighted maximum. On the other hand, when v1 = 1/K, i.e. when WOWA is
the expected value, then we get an exact polynomial time algorithm for the problem.
In many cases the deterministic problem P is NP-hard, but is approximable within a
factor of γ. In this case the following result can be established.
Theorem 4. If v1 ≥ · · · ≥ vK and P is approximable within γ, then Min-Wowa P is
approximable within γv1K.
Proof. The proof is similar to the proof of Theorem 3. In order to get a solution for costs cˆi
a γ-approximation algorithm is applied. It is then enough to modify inequality (2), so that∑
ei∈Xˆ
cˆi ≤ γ
∑
ei∈X
cˆi ≤ γKv1
∑
ei∈X
∑
j∈[K] pjcji. The rest of the proof is the same.
5 Mixed integer programming formulation
In this section we design a mixed integer programming (MIP) formulation for Min-Wowa P.
We will use the idea proposed in [20] (see also [5, 8, 19] for alternative formulations for the
OWA operator). Let us associate a binary variable xi ∈ {0, 1} with each element ei ∈ E. Let
χ(Φ) ⊆ {0, 1}n be the set of all characteristic vectors of Φ. Each vector x = (x1, . . . , xn) ∈
χ(Φ) defines a feasible solution X such that ei ∈ X if and only if xi = 1. We will assume
that χ(Φ) can be described by a set of linear constraints involving variables x1, . . . , xn. From
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now on we will identify a feasible solution X ∈ Φ with the corresponding characteristic vector
x ∈ χ(Φ). Let us fix a feasible solution x ∈ χ(Φ). Let σ be such that F (x,cσ(1)) ≥ · · · ≥
F (x,cσ(K)). Define vector α = (α0, α1, . . . , αK) such that αi =
∑
j≤i pσ(j), and α0 = 0. Let
us define hx(θ) = F (x,cσ(i)) for αi−1 < θ ≤ αi, i ∈ [K], θ ∈ (0, 1]. The following equality
holds [20]:
WOWA(x) = K
∑
j∈[K]
vj
∫ j
K
j−1
K
hx(θ)d θ. (4)
Figure 5: Illustration of formula (4) for vector (8, 5, 7, 3). In (c) the right-hand edge of the
triangle in (b) is scaled by the factor 1/(Kv2).
Formula (4) is illustrated in Figure 5. Observe first that the value of WOWA(x) is equal
to the size of the area of the grey rectangles in Figure 5a. In Figure 5b the portion of this
area that touches the triangle with base [1/K, 2/K] is shown. After scaling the right-hand
edge of this triangle by the factor 1/(v2K) we obtain the area shown in Figure 5c. After
rotating the rectangles we obtain the area shown in Figure 5d. Now it is easy to see that the
size of this area is equal to
∫ 2
K
1
K
hx(θ)d θ. Multiplying it by v2K, we get the size of the area
from Figure 5b.
Equality (4) has the following interpretation (see also [20]). The value of K
∫ j
K
j−1
K
hx(θ)d θ
is the average within the jth portion of 1/K largest solution costs. Then WOWA(x) can be
seen as the value of the OWA operator applied to these averages. When pj = 1/K, j ∈ [K],
then K
∫ j
K
j−1
K
hx(θ)d θ = F (x,cσ(j)) and WOWA(x) becomes the OWA aggregation operator.
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Let us rewrite (4) as follows:
WOWA(x) = K
∑
j∈[K]
vj
(∫ j
K
0
hx(θ)d θ −
∫ j−1
K
0
hx(θ)d θ
)
=
= K

 K∑
j=1
vj
∫ j
K
0
hx(θ)d θ −
K−1∑
j=0
vj+1
∫ j
K
0
hx(θ)d θ

 .
Define vK+1 = 0. Since
∫ 0
0 hx(θ)d θ = 0, we have
WOWA(x) = K

 K∑
j=1
vj
∫ j
K
0
hx(θ)d θ −
K∑
j=1
vj+1
∫ j
K
0
hx(θ)d θ

 ,
and we get the following equality:
WOWA(x) = K
∑
j∈[K]
(vj − vj+1)
∫ j
K
0
hx(θ)d θ. (5)
Let us denote Lj(x) =
∫ j
K
0 hx(θ)d θ and v
′
j = vj − vj+1, j ∈ [K]. Observe that v
′
j ≥ 0 for all
j ∈ [K + 1], by the assumption that v1 ≥ v2 ≥ · · · ≥ vK . We are now ready to design a MIP
formulation. In order to do this we adopt the idea from [20]. Observe first that the value of
Lj(x) for a fixed x can be computed by solving the following linear programming problem:
max
∑
k∈[K] zkF (x,ck)∑
k∈[K] zk =
j
K
0 ≤ zk ≤ pk k ∈ [K]
(6)
Indeed, Lj(x) can be computed in a greedy way. Let σ be such that F (x,cσ(1)) ≥ · · · ≥
F (x,cσ(K)). We first allocate to the interval [0, j/K] the largest possible portion of pσ(1),
then the largest possible portion of pσ(2) etc., until [0, j/K] is completely filled. This is
equivalent to solving (6). The dual to (6) for a fixed x and j takes the following form:
min jKβj +
∑
i∈[K] piαij
βj + αij ≥ F (x,ci) i ∈ [K]
αij ≥ 0 i ∈ [K]
(7)
The strong duality theorem implies that Lj(x) equals the optimal objective value of (7).
Using (5) and (7) we get that Min-Wowa P is equivalent to the following problem:
min K ·
∑
j∈[K] v
′
j(
j
Kβj +
∑
i∈[K] piαij)
βj + αij ≥ F (x,ci) i ∈ [K], j ∈ [K]
αij ≥ 0 i ∈ [K], j ∈ [K]
(x1, . . . , xn) ∈ χ(Φ)
We obtain a MIP formulation by substituting F (x,ci) =
∑
k∈[n] xicik and replacing the ex-
pression (x1, . . . , xn) ∈ χ(Φ) with a system of linear constraints involving x1, . . . , xn. In the
next section we will apply the MIP formulation to a sample problem.
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6 Computational tests
In this section we present the results of some computational tests. The tests were performed
for two particular discrete optimization problems, namely the Selection and Assignment
problems. We wish to verify the following two questions:
1. How efficient is the MIP formulation, i.e. how the computation time, required to solve
the MIP model, depends on the number of elements n in the set E, the number of
scenarios K and the weight distribution in v?
2. What is the quality of the approximation algorithm designed in Section 4?
For both problems we used the following method of generating the tested instances. For
each scenario j ∈ [K] we chose aj, which is a random integer uniformly distributed in [1, 100],
and then set pj = aj/
∑
i∈[K] ai, j ∈ [K], obtaining a positive probability for each scenario.
In order to fix the weights v1, . . . , vK for scenarios, we used generating function gα(z) =
1
1−α(1 − α
z) where α ∈ (0, 1) is a fixed parameter. Notice that gα(z) is concave and is such
that gα(0) = 0, gα(1) = 1. Given α and K, we set vj = gα(j/K)− gα((j − 1)/K) for j ∈ [K]
(see Figure 6). The value of α expresses an attitude of the decision maker towards risk. The
smaller the value of α, the more risk averse the decision maker is (the less uniform is the
weight distribution v1, . . . , vK). For each generated instance the CPLEX 12.5 solver with
standard settings was used to solve the corresponding MIP formulation. We fixed the time
limit to 3600 seconds. The solver was executed on a computer equipped with a 2.5 GHz
processor with 8 GB RAM.
Figure 6: Generating function gα(z) for α ∈ {10
−1, 10−2, 10−3, 10−4} and the weights
v1, . . . , v4 for K = 4 and α = 10
−1.
6.1 The selection problem
In this section we apply the MIP formulation and the approximation algorithm designed in
Section 4 to the following Selection problem. Assume that E is a set of n items and we wish
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to choose exactly q of them to minimize the total cost. Hence Φ = {X ⊆ E : |X| = q}. The set
of characteristic vectors χ(Φ) can be described by one constraint of the form x1+ · · ·+xn = q,
where x1, . . . , xn are binary variables associated with the items in E. The Selection problem
has been recently discussed in a number of papers. Its min-max version has been proven to be
NP-hard for two scenarios [4], strongly NP-hard and hard to approximate within any constant
factor when the number of scenarios is part of the input [12]. Hence the same negative results
hold for Min-Wowa P.
We performed the tests for the number of items n chosen from the set {160, 200}, the
number of scenarios K chosen from the set {2, . . . , 20}, and the parameter α chosen from the
set {10−2, 10−3, 10−4}. We also fixed q = 0.25n, i.e. we assumed that exactly 25% of the
items must be chosen. Under each scenario the cost of item ei is an integer that is chosen
randomly with uniform distribution from the set {0, . . . , 100}. For each combination of n,
K and α we have generated 10 random instances. We first applied the MIP formulation to
obtain the optimal solutions for the instances. The computational times required by CPLEX
to solve them are shown in Figures 7 and 8. It can be observed that the computational times
quickly grow with the number of scenarios. The problem is also harder to solve for smaller
values of α. We were unable to solve any instance with n = 200, K = 20, and α = 10−4
within the time limit of 3600 s.
Figure 7: Computational results for Min-WOWA Selection – running times for n = 160
and all combinations of α and K. The solid line shows the average computational time. The
numbers in brackets show the number of instances which were not solved within 3600 s.
We next applied the approximation algorithm, designed in Section 4, to the generated
instances. The obtained results are shown in Figures 9 and 10.
For each instance, for which an optimal solution was known, we computed the percentage
deviation of the cost of the approximate solution from the optimum. The quality of the
solutions returned by the approximation algorithm seems to be good in comparison with the
worst theoretical performance. The largest reported deviations from optimum are not greater
than 32%, whereas the largest theoretical deviation varies from about 90% (for K = 2 and
α = 10−2) to about 638% (for K = 20 and α = 10−4). We can thus obtain reasonable
solutions as long as the distribution of the costs under scenarios is uniform. It is interesting
that the deviation from the optimum depends more on α than on K. The performance of
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Figure 8: Computational results for Min-WOWA Selection – running times for n = 200
and all combinations of α and K. The solid line shows the average computational time. The
numbers in brackets show the number of instances which were not solved within 3600 s.
the approximation algorithm is clearly better for larger α, i.e when WOWA is closer to the
expected value. On the other hand, for a fixed α, the performance is significantly better only
for K = 2. For K = 4 it becomes worse. Interestingly, one can observe a slightly better
performance when K increases from 4 to 20.
6.2 The assignment problem
In this section we apply the MIP formulation and the approximation algorithm designed in
Section 4 to the following Assignment problem. We are given a bipartite network G =
(V1 ∪ V2, E), where V1 ∩ V2 = ∅, |V1| = |V2| = m, and E = V1 × V2, |E| = n = m
2. Set Φ
contains all subsets of E which form a perfect matching (assignment) in G. We can associate
a binary variable xij with each element (edge) eij ∈ E and the set of characteristic vectors
χ(Φ) can be described by the assignment constraints of the form
∑
i∈[m] xij = 1 for j ∈ [m]
and
∑
j∈[m] xij = 1 for i ∈ [m]. The min-max version of the Assignment problem is known
to be strongly NP-hard and hard to approximate within any constant factor [13].
We performed the tests for the number of nodes m (|V1| = |V2| = m) chosen from the set
{40, 50}, the number of scenarios K chosen from the set {2, . . . , 20}, and the parameter α
chosen from the set {10−2, 10−3, 10−4}. Observe that the cardinality of E was 1600 and 2500,
respectively. Under each scenario the cost of element eij is an integer that is chosen randomly
with uniform distribution from the set {0, . . . , 100}. For each combination of m, K and α
we have generated 10 random instances. We first applied the MIP formulation to obtain the
optimal solutions for the instances. The computational times required by CPLEX to solve
them are shown in Figures 11 and 12. One can notice that the computational times quickly
grow with the number of scenarios. The problem is also harder to solve for smaller values
of α. For K = 10 and m = 50 some instances could not be solved within the time limit of
3600 s.
We next applied the approximation algorithm, constructed in Section 4, to the generated
instances. The computational results are presented in Figures 13 and 14. We can derive
15
Figure 9: The performance of the approximation algorithm run on the instances of Min-
WOWA Selection – percentage deviations from the optimum for n = 160 and all combi-
nations of α and K. The solid line shows the average deviation.
Figure 10: The performance of the approximation algorithm run on the instances of Min-
WOWA Selection – percentage deviations from the optimum for n = 200 and all combi-
nations of α and K. The solid line shows the average deviation.
similar conclusions as for the Selection problem. The largest deviation from optimum
reported was about 30%, which is much less than the worst theoretical performance which
varies from about 90% (for K = 2 and α = 10−2) to about 501% (for K = 10 and α = 10−4).
As for the Selection problem, the deviations from optimum is significantly smaller only for
K = 2.
7 Conclusions
In this paper we have discussed a wide class of discrete optimization problems in which the
uncertain costs are specified in the form of a discrete scenario set. A probability distribution
over this set of scenarios set is provided. We have applied the weighted OWA criterion to
choose a solution. This criterion allows us to take both scenario probabilities and attitude of
decision makers towards a risk into account, as the weights assigned to scenarios are distorted
(rank dependent) probabilities. Our approach contains the traditional robust (min-max) and
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Figure 11: Computational results for Min-WOWA Assignment – running times for m = 40
and all combinations of α and K. The solid line shows the average computational time.
stochastic approaches as special cases. The problem of minimizing the WOWA criterion is typ-
ically NP-hard for two scenarios. It becomes strongly NP-hard and also hard to approximate
when the number of scenarios is part of the input. It is thus important to provide efficient
approximation algorithms for the problem. One such an algorithm has been constructed in
this paper. It can be applied, if the underlying deterministic problem is polynomially solv-
able. The efficiency of the MIP formulation and the quality of the approximation algorithm
were tested for two particular problems, namely the selection and the assignment problems.
The MIP formulation can be used when the number of scenarios is small. For larger number
of scenarios the approximation algorithm may be an attractive choice. The performance of
the approximation algorithm seems to be good when the element costs under scenarios are
chosen randomly. It may be poorer for more correlated costs and investigating the quality of
the algorithm in this case requires additional tests.
Acknowledgements
The authors would like to thank the anonymous reviewers for their valuable comments and
suggestions to improve the quality of the paper. This work is supported by the National
Center for Science (Narodowe Centrum Nauki), grant 2013/09/B/ST6/01525.
References
[1] R. K. Ahuja, T. L. Magnanti, and J. B. Orlin. Network Flows: theory, algorithms, and
applications. Prentice Hall, Englewood Cliffs, New Jersey, 1993.
[2] H. Aissi, C. Bazgan, and D. Vanderpooten. Complexity of the min–max (regret) versions
of min cut problems. Discrete Optimization, 5:66–73, 2008.
[3] H. Aissi, C. Bazgan, and D. Vanderpooten. General approximation schemes for minmax
(regret) versions of some (pseudo-)polynomial problems. Discrete Optimization, 7:136–
148, 2010.
17
Figure 12: Computational results for Min-WOWA Assignment – running times for m = 50
and all combinations of α and K. The solid line shows the average computational time. The
numbers in brackets show the number of instances which were not solved within 3600 s.
[4] I. Averbakh. On the complexity of a class of combinatorial optimization problems with
uncertainty. Mathematical Programming, 90:263–272, 2001.
[5] A. Chassein and M. Goerigk. Alternative formulations for the ordered weighted averaging
objective. Information Processing Letters, 115:604–608, 2015.
[6] E. Diecidue and P. P. Wakker. On the intuition of rank-depedent utility. The Journal of
Risk and Uncertainty, 23(3):281–298, 2001.
[7] D. Dubois and P. Fortemps. Computing improved optimal solutions to max-min flexible
constraint computing improved optimal solutions to max-min flexible constraint satis-
faction problems. European Journal of Operational Research, 118:95–126, 1999.
[8] E. Ferna´ndeza, M. A. Pozo, and J. Puerto. Ordered weighted average combinatorial
optimization: Formulations and their properties. Discrete Applied Mathematics, 169:97–
118, 2014.
[9] L. Galand, P. Perny, and O. Spanjaard. Choquet-based optimisation in multiobjective
shortest path and spanning tree problems. European Journal of Operational Research,
204:303–315, 2010.
[10] L. Galand and O. Spanjaard. Exact algorithms for OWA-optimization in multiobjective
spanning tree problems. Computers and Operations Research, 39:1540–1554, 2012.
[11] M. Grabisch. Owa operators and nonadditive integrals. In: R. R. Yager, J. Kacprzyk, and
G. Beliakov, editors, Recent Developments in the Ordered Weighted Averaging Operators:
Theory and Practice, pages 3–15. Springer-Verlag, 2011.
[12] A. Kasperski, A. Kurpisz, and P. Zielin´ski. Approximating the min-max (regret) selecting
items problem. Information Processing Letters, 113:23–29, 2013.
18
Figure 13: The performance of the approximation algorithm run on the instances of Min-
WOWA Assignment – percentage deviations from the optimum for m = 40 and all combi-
nations of α and K. The solid line shows the average deviation.
Figure 14: he performance of the approximation algorithm run on the instances of Min-
WOWA Assignment – percentage deviations from the optimum for m = 50 and all combi-
nations of α and K. The solid line shows the average deviation.
[13] A. Kasperski and P. Zielin´ski. On the approximability of minmax (regret) network
optimization problems. Information Processing Letters, 109:262–266, 2009.
[14] A. Kasperski and P. Zielin´ski. On the approximability of robust spanning problems.
Theoretical Computer Science, 412:365–374, 2011.
[15] A. Kasperski and P. Zielin´ski. Combinatorial optimization problems with uncertin costs
and the OWA criterion. Theoretical Computer Science, 565:102–112, 2015.
[16] P. Kouvelis and G. Yu. Robust Discrete Optimization and its applications. Kluwer
Academic Publishers, 1997.
[17] R. D. Luce and H. Raiffa. Games and Decisions: Introduction and Critical Survey. Dover
Publications Inc., 1957.
[18] S. Mittal and A. S. Schulz. A general framework for designing approximation schemes
for combinatorial optimization problems with many objectives combined into one. In
19
A. Goel, K. Jansen, J. D. P. Rolim, and R. Rubinfeld, editors, APPROX-RANDOM,
volume 5171 of Lecture Notes in Computer Science, pages 179–192. Springer-Verlag,
2008.
[19] W. Ogryczak and T. S´liwin´ski. On solving linear programs with ordered weighted aver-
aging objective. European Journal of Operational Research, 148:80–91, 2003.
[20] W. Ogryczak and T. S´liwin´ski. On efficient WOWA optimization for decision support
under risk. International Journal of Approximate Reasonning, 50:915–928, 2009.
[21] C. H. Papadimitriou and K. Steiglitz. Combinatorial optimization: algorithms and com-
plexity. Dover Publications Inc., 1998.
[22] C. H. Papadimitriou and M. Yannakakis. On the approximability of trade-offs and
optimal access of web sources. In FOCS, pages 86–92. IEEE Computer Society, 2000.
[23] J. Quiggin. A theory of anticipated utility. Journal of Economic Behaviour and Organi-
zation, 3:323–343, 1982.
[24] L. J. Savage. The Foundtions of Statistics. John Wiley, 1954.
[25] C. Starmer. Developements in non-expected utility theory: The hunt for a descriptive
theory of choice under risk. Journal of Economic Literature, 38:332–382, 2000.
[26] V. Torra. The weighted owa operator. International Journal of Intelligent Systems,
12:153–166, 1997.
[27] J. von Neumann and O. Morgenstern. Theory of games and economic behavior. Princeton
University Press, 1953.
[28] R. R. Yager. On ordered weighted averaging aggregation operators in multi-criteria
decision making. IEEE Transactions on Systems, Man and Cybernetics, 18:183–190,
1988.
20
