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On the representation of linear functionals on
hyper-ideals of multilinear operators
Geraldo Botelho∗ and Raquel Wood†
Abstract
A standard technique in infinite dimensional holomorphy, which produced sev-
eral useful results, uses the Borel transform to represent linear functionals on certain
spaces of multilinear operators between Banach spaces as multilinear operators. In
this paper we develop a technique to represent linear functionals, as linear opera-
tors, on spaces of multilinear operators that are beyond the scope of the standard
technique. Concrete applications to some well studied classes of multilinear opera-
tors, including the class of compact multilinear operators, and to one new class are
provided. We can see, in particular, that sometimes our representations hold under
conditions less restrictive than those of the related classical ones.
1 Introduction
The representation of linear functionals is a classical and very useful topic in Functional
Analysis and Operator Theory, going back to the celebrated representation theorems due
to F. Riesz. Starting with the representation of functionals on sequence spaces and func-
tion spaces we all learned at graduate school, the subject spread through all subareas
of mathematical analysis. In Infinite Dimensional Holomorphy, the representation of lin-
ear functionals on spaces of multilinear operators, polynomials and holomorphic functions
has been a valuable tool since the 1960’s with the seminal works of Gupta [21, 22], who
introduced the use of the Borel transform in the area. Several results followed, for ex-
ample Dwyer’s and Carando-Dimant’s representations of functionals on spaces of nuclear
multilinear operators/polynomials [14, 8], Alencar’s representation of linear functionals
on spaces of multilinear operators/polynomials that can be approximated by finite type
operators [1] and Matos’ representation of functionals on spaces of (s; r1, . . . , rn)-nuclear
multilinear operators [24]. The books [12, 13] by Dineen are excellent sources for results
of this kind and their many applications. Recent developments, including applications to
linear dynamics, can be found, e.g., in [2, 7, 15, 16, 17, 18, 27].
Let us give a brief description of the Borel transform technique. By E∗ we denote the
(topological) dual of the Banach space E. Given a subspaceM(E1, . . . , En;F ) of the space
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of n-linear operators from E1 × · · · × En to F , where E1, . . . , En, F are Banach spaces,
endowed with a complete norm ‖·‖M, the idea is to identify a subspace R(E∗1 , . . . , E
∗
n;F
∗)
of the space of n-linear operators from E∗1 × · · · × E
∗
n to F
∗ and a complete norm ‖ · ‖R
on it such that the Borel transform
βn : (M(E1, . . . , En;F ), ‖ · ‖M)
∗ −→ (R(E∗1 , . . . , E
∗
n;F
∗), ‖ · ‖R)
βn(φ)(x
∗
1, . . . , x
∗
n)(y) = φ(x
∗
1 ⊗ · · · ⊗ x
∗
n ⊗ y),
is an isometric isomorphism. By x∗1⊗ · · ·⊗ x
∗
n⊗ y we mean the n-linear operator given by
(x∗1 ⊗ · · · ⊗ x
∗
n ⊗ y)(x1, . . . , xn) = x
∗
1(x1) · · ·x
∗
n(xn)y.
Although very fruitful, this technique works only for spacesM(E1, . . . , En;F ) contained in
the space of multilinear operators that can be approximated, in the usual operator norm,
by operators of finite type (linear combinations of operators of the form x∗1⊗· · ·⊗x
∗
n⊗y).
The purpose of this paper is to introduce a new technique, called the hyper-Borel transform,
that produces representations of functionals on spaces of multilinear operators larger than
the ones encompassed by the standard technique. In Section 2 we give the basics of the
hyper-Borel transform and show how a representation of functionals on spaces of linear
operators can be passed to a representation of functionals on composition hyper-ideals of
multilinear operators. In Section 3 we apply the hyper-Borel transform to, as far as we
know for the first time, represent functionals on the well studied classes of approximable,
compact, hyper-nuclear and hyper-(s, r)-nuclear multilinear operators and to the new class
of hyper-σ(p)-nuclear multilinear operators.
It is worth mentioning that the standard and the new techniques are mutually inde-
pendent in the sense that each representation obtained using one of the techniques cannot
be obtained using the other one. The reason is that, on the one hand, the Borel trans-
form works precisely for Banach spaces of multilinear operators in which the operators
of finite type are dense. On the other hand, we prove in Section 2 that the hyper-Borel
transform works precisely for Banach spaces of multilinear operators in which the finite
rank operators are dense – recall that a vector-valued function has finite rank if its range
generates a finite dimensional subspace of the target space. Nevertheless, some of the
representations we prove in Section 3 are closely related to classical representations. We
point out that sometimes our representations hold under conditions less restrictive than
those of the related classical ones.
Multi-ideals of multilinear operators, in the sense of [19, 20], contain the finite type
operators, and this is the reason why the Borel transform technique is usually applied to
represent functionals on multi-ideals. Hyper-ideals of multilinear operators, in the sense
of [6, 32], contain the finite rank operators, and this is the reason why we shall apply the
hyper-Borel transform to represent functionals on hyper-ideals.
By L(E1, . . . , En;F ) we denote the Banach space of n-linear continuous operators
from E1 × · · · × En to F . In the linear case n = 1 e simply write L(E;F ) and the
scalar-valued case where F is the scalar field K = R or C we write L(E1, . . . , En). The
closed unit ball of E is denoted by BE . Given A ∈ L(E1, . . . , En) and y ∈ F we define
A ⊗ y ∈ L(E1, . . . , En;F ) by A ⊗ y(x1, . . . , xn) = A(x1, . . . , xn)y. Multilinear operators
of finite rank are linear combinations of operators of this kind. For the theory of (spaces
of) multilinear operators and some eventual non explained notation we refer to [13, 26].
Banach ideals of linear operators are taken in the sense of [10, 28].
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2 The hyper-Borel transform
In this section, n ∈ N, E1, . . . , En and F are Banach spaces.
Proposition 2.1. Let H(E1, . . . , En;F ) be a linear subspace of L(E1, . . . , En;F ) endowed
with a complete norm ‖ · ‖H, containing the n-linear operators of finite rank and such that
‖A⊗ y‖H ≤ ‖A‖ · ‖y‖ for all A ∈ L(E1, . . . , En) and y ∈ F. Then:
(a) The map
Bn : (H(E1, . . . , En;F ), ‖ · ‖H)
∗ −→ L(L(E1, . . . , En);F
∗) , Bn(φ)(A)(y) = φ(A⊗ y),
is a well defined continuous linear operator and ‖Bn‖ ≤ 1.
(b) Bn is injective if and only if the subspace of finite rank operators is ‖ · ‖H-dense in
H(E1, . . . , En;F ).
Proof. (a) Let us see that Bn is well defined. For A ∈ L(E1, . . . , En) and y ∈ F , A ⊗ y
is a rank 1 operator, so it belongs to H(E1, . . . , En;F ) and φ can be evaluated on it. It
is plain that Bn(φ)(A) is linear and the inequality ‖A ⊗ y‖H ≤ ‖A‖ · ‖y‖ shows that it
belongs to F ∗. The linearity of Bn(φ) is also obvious and its continuity follows from
‖Bn(φ)(A)‖ = sup
y∈BF
|Bn(φ)(A)(y)| = sup
y∈BF
|φ(A⊗ y)|
≤ sup
y∈BF
‖φ‖H∗ · ‖A⊗ y‖H = ‖φ‖H∗ · sup
y∈BF
‖A⊗ y‖H
≤ ‖φ‖H∗ · sup
y∈BF
‖A‖ · ‖y‖ = ‖φ‖H∗ · ‖A‖.
Since the linearity of Bn is clear, the inequality above gives ‖Bn(φ)‖ ≤ ‖φ‖H∗ , which proves
the remaining statements of (a).
(b) Suppose that the finite rank operators are ‖ · ‖H-dense in H(E1, . . . , En;F ) and let
φ ∈ ker(Bn). Then
φ
(
k∑
j=1
Aj ⊗ yj
)
=
k∑
j=1
φ(Aj ⊗ yj) =
k∑
j=1
Bn(φ)(Aj)(yj) = 0
for all A ∈ L(E1, . . . , En) and y ∈ F , meaning that φ vanishes in the dense subspace of
finite rank operators. The continuity of φ implies that φ = 0.
Assume now that Bn is injective and let φ ∈ H(E1, . . . , En;F )∗ be a functional that
vanishes in the finite rank operators. So,
Bn(φ)(A)(y) = φ(A⊗ y) = 0
for all A ∈ L(E1, . . . , En) and y ∈ F , meaning that Bn(φ)(A) = 0 for every A ∈
L(E1, . . . , En). The injectivity of Bn gives φ = 0. This proves that the only functional
that vanishes on the subspace of finite rank operators is the null functional. This is
enough to conclude, by the Hahn-Banach Theorem, that this subspace is ‖ · ‖H-dense in
H(E1, . . . , En;F ).
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In the linear case we have β1 = B1 =: B, which shall be referred to as the linear Borel
transform.
Example 2.2. Let (H, ‖ · ‖H) be a Banach hyper-ideal of multilinear operators. Then
(H(E1, . . . , En;F ), ‖·‖H) satisfies the conditions of the proposition above for all n, E1, . . . ,
En, F with ‖A⊗ y‖H = ‖A‖ · ‖y‖.
To our purpose of representing linear functions on spaces of multilinear operators, the
very first question is when Bn is an isomorphism into with respect to the usual operator
norm. To settle this question we have to recall the class of hyper-nuclear operators [6]:
an operator A ∈ L(E1, . . . , En;F ) is hyper-nuclear if there are sequences (λj)
∞
j=1 ∈ ℓ1,
(Bj)
∞
j=1 ∈ ℓ∞(L(E1, . . . , En)) and (yj)
∞
j=1 ∈ ℓ∞(F ) such that, for all xj ∈ Ej , j = 1, . . . , n,
A(x1, . . . , xn) =
∞∑
j=1
λjB(x1, . . . , xn)yj.
In this case we say that A =
∞∑
j=1
λjBj ⊗ yj is a hyper-nuclear representation of A. The
hyper-nuclear norm of A is defined as
‖A‖HN = inf
∞∑
j=1
|λj| · ‖Bj‖ · ‖yj‖ = inf ‖(λj)
∞
j=1‖1 · ‖(Bj)
∞
j=1‖∞ · ‖(yj)
∞
j=1‖∞,
where the infima run over all hyper-nuclear representations of A. The class (HN , ‖ · ‖HN )
of hyper-nuclear multilinear operators is a Banach hyper-ideal.
In Theorem 3.4 we shall prove that, in the presence of the approximation property,
[HN (E1, . . . , En;F )]∗ is isometrically isomorphic to L(L(E1, . . . , En);F ∗) by means of the
hyper-Borel transform Bn. For the moment we establish that the only class for which
the hyper-Borel transform can be an isomorphism into with respect to the usual operator
norm is the class of hyper-nuclear operators.
By E1⊗̂π · · · ⊗̂πEn we denote the completed projective tensor product of E1, . . . , En
and by AL the linearization of a multilinear operator A ∈ L(E1, . . . , En;F ), that is, AL ∈
L(E1⊗̂π · · · ⊗̂πEn;F ) and AL(x1 ⊗ · · · ⊗ xn) = A(x1, . . . , xn) for all xj ∈ Ej , j = 1, . . . , n
(see [31]).
Theorem 2.3. Let H(E1, . . . , En;F ) and Bn be as in Proposition 2.1 and suppose that
‖ · ‖ ≤ ‖ · ‖H. If Bn is an isomorphism into, then H(E1, . . . , En;F ) = HN (E1, . . . , En;F ),
Bn is onto L(L(E1, . . . , En);F
∗) and the norms ‖ · ‖H and ‖ · ‖HN are equivalent.
The condition ‖·‖ ≤ ‖·‖H is a very natural one, for example, multi-ideals, in particular
hyper-ideals, enjoy it.
Proof. Given A ∈ HN (E1, . . . , En;F ) and ε > 0, let A =
∞∑
j=1
λjBj ⊗ yj be a hyper-nuclear
representation of A such that
∞∑
j=1
|λj | · ‖Bj‖ · ‖yj‖ ≤ (1 + ε)‖A‖HN .
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For m ∈ N, set Am :=
m∑
j=1
λjBj ⊗ yj ∈ H(E1, . . . , En;F ). Let m0 ∈ N be such that
∞∑
j=k+1
|λj| · ‖Bj‖ · ‖yj‖ < ε for every k ≥ m0. So,
‖Am −Ak‖H =
∥∥∥∥∥
m∑
j=k+1
λjBj ⊗ yj
∥∥∥∥∥
H
≤
m∑
j=k+1
‖λjBj ⊗ yj‖H ≤
m∑
j=k+1
|λj | · ‖Bj‖ · ‖yj‖ < ε
for m > k ≥ m0, showing that (Am)
∞
m=1 is a Cauchy sequence in H(E1, . . . , En;F ). Let
A1 ∈ H(E1, . . . , En;F ) be such that Am −→ A1 in H(E1, . . . , En;F ). Since ‖ · ‖ ≤ ‖ · ‖H
we have that Am −→ A1 in L(E1, . . . , En;F ). On the other hand,
‖Am −A‖ = sup
‖xj‖≤1
∥∥∥∥∥
∞∑
j=m+1
λjBj(x1, . . . , xn)yj
∥∥∥∥∥
≤ sup
‖xj‖≤1
∞∑
j=m+1
|λj| · ‖Bj‖ · ‖yj‖ · ‖x1‖ · · · ‖xn‖
=
∞∑
j=m+1
|λj| · ‖Bj‖ · ‖yj‖
m→∞
−→ 0,
showing that Am −→ A in L(E1, . . . , En;F ), hence A = A1 ∈ H(E1, . . . , En;F ). Moreover,
‖A‖H = ‖A1‖H = lim
m
‖Am‖H = lim
m
∥∥∥∥∥
m∑
j=1
λjBj ⊗ yj
∥∥∥∥∥
H
≤ lim
m
m∑
j=1
|λj| · ‖Bj‖ · ‖yj‖ =
∞∑
j=1
|λj| · ‖Bj‖ · ‖yj‖ ≤ (1 + ε)‖A‖HN .
Making ε→ 0 we get ‖A‖H ≤ ‖A‖HN . In particular, the inclusion i : HN (E1, . . . , En;F ) →֒
H(E1, . . . , En;F ) is a bounded linear operator.
Now we start proving the reverse inclusion. The assumptions give that
T : L(E1, . . . , En)× F −→ HN (E1, . . . , En;F ) , T (B, y) = B ⊗ y,
is a continuous bilinear operator. Consider the linearization
TL : L(E1, . . . , En)⊗̂πF −→ HN (E1, . . . , En;F ) , TL(B ⊗ y) = B ⊗ y,
of T and the canonical isometric isomorphisms
V1 : (L(E1, . . . , En)⊗̂πF )
∗ −→ L(L(E1, . . . , En), F ;K) , V1(ϕ)(B, y) = ϕ(B ⊗ y), and
V2 : L(L(E1, . . . , En), F ;K) −→ L(L(E1, . . . , En);F
∗) , V2(ξ)(B)(y) = ξ(B, y),
(see [26, 31]) and note that (V2 ◦ V1)(ϕ)(B)(y) = ϕ(B ⊗ y). So,
V2 ◦ V1 ◦ T
∗
L ◦ i
∗ : H(E1, . . . , En;F )
∗ −→ L(L(E1, . . . , En);F
∗)
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is a bounded linear operator and, for all φ ∈ (H(E1, . . . , En;F ))
∗, B ∈ L(E1, . . . , En) and
y ∈ F ,
(V2 ◦ V1 ◦ T
∗
L ◦ i
∗)(φ)(B)(y) = (V2 ◦ V1)((i ◦ TL)
∗(φ))(B)(y) = (i ◦ TL)
∗(φ)(B ⊗ y)
= φ(i(TL))(B ⊗ y) = φ(B ⊗ y) = Bn(φ)(B)(y).
This shows that V2 ◦ V1 ◦ T ∗L ◦ i
∗ = Bn is an isomorphism into by assumption, in particular
it is injective. Since V2◦V1 is an isomorphism, we conclude that T
∗
L ◦ i
∗ is injective. Calling
ψ the restriction of the isomorphism (V2 ◦ V1)−1 to the range of Bn, we have that
ψ : Bn(H(E1, . . . , En;F )
∗) −→ (V2 ◦ V1)
−1(Bn(H(E1, . . . , En;F )
∗)
is an isomorphism as well. We know that Bn(H(E1, . . . , En;F )∗) is a Banach space because
Bn is an isomorphism into, so ψ(Bn(H(E1, . . . , En;F )∗)) is a Banach space too, hence a
closed subspace of (L(E1, . . . , En)⊗̂πF )∗. For every φ ∈ (H(E1, . . . , En;F ))∗,
(T ∗L ◦ i
∗)(φ) = (V2 ◦ V1)
−1 ◦ Bn(φ) = ψ(Bn(φ)),
thus
(i ◦ TL)
∗(H(E1, . . . , En;F )
∗) = ψ(Bn(H(E1, . . . , En;F )
∗))
is a closed subspace of (L(E1, . . . , En)⊗̂πF )∗. Since (i ◦ TL)∗ is injective, it is an isomor-
phism into, therefore i ◦ TL is surjective by [9, Theorem 2.1]. Therefore, i is surjective,
proving that HN (E1, . . . , En;F ) = H(E1, . . . , En;F ). We have already proved that i is
continuous, so the Open Mapping Theorem provides the equivalence of the norms.
We just sketch the proof of the surjectivity of Bn. Given v ∈ L(L(E1, . . . , En);F ∗),
call AL : L(E1, . . . , En)⊗̂πF −→ K the linearization of the continuous bilinear operator
A : L(E1, . . . , En)× F −→ K , A(B, y) = v(B)(y).
Identifying the space of finite rank multilinear operators with L(E1, . . . , En)⊗F in the obvi-
ous way, we can consider the restriction ϕ ofAL to L(E1, . . . , En)⊗F ⊂ HN (E1, . . . , En;F ).
It is easy to see that ϕ ∈ (L(E1, . . . , En) ⊗ F, ‖ · ‖HN )∗. In the beginning of the proof
we showed that the partial sums of a hyper-nuclear representation converge in the norm
‖ · ‖HN to the hyper-nuclear operator, which gives that L(E1, . . . , En) ⊗ F is dense in
HN (E1, . . . , En;F ). Let ϕ˜ be (unique) bounded linear extension of ϕ toHN (E1, . . . , En;F ).
Then, for all B ∈ L(E1, . . . , En) and y ∈ F ,
Bn(ϕ˜)(B)(y) = ϕ˜(B ⊗ y) = ϕ(B ⊗ y) = AL(B ⊗ y) = A(B, y) = v(B)(y),
that is, Bn(ϕ˜) = v.
Now it is clear that, for any class H different from the hyper-nuclear operators, to
represent linear functionals on H(E1, . . . , En;F ) it is necessary to replace the usual norm
on Bn(H(E1, . . . , En;F )
∗) ⊆ L(L(E1, . . . , En);F
∗) with some suitable norm. The obvious
guess is to consider Banach operator ideal norms, but the following more general notion
shall prove later to be more appropriate.
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Definition 2.4. A left semi-operator ideal is a correspondence α that to each pair (E, F ) of
Banach spaces assigns a linear subspace Lα(E;F ∗) of L(E;F ∗) endowed with a complete
norm ‖ · ‖α satisfying the left ideal property: if v ∈ L(E;F ) and u ∈ Lα(F ;G∗), then
u ◦ v ∈ Lα(E;G
∗) and
‖u ◦ v‖α ≤ ‖u‖α · ‖v‖. (1)
The symbol Lα(E;F ∗) shall henceforth mean the Banach space (Lα(E;F ∗), ‖ · ‖α).
Example 2.5. (a) Every Banach operator ideal is a left semi-operator ideal.
(b) Let us see a left semi-operator ideal that is not an operator ideal and shall be useful
later. Consider the following class introduced in [2] (see also [3]): for 1 ≤ p < ∞, an
operator u ∈ L(E;F ∗) is quasi-τ(p)-summing, in symbols u ∈ Πqτ(p)(E;F
∗), if there exists
a constant C ≥ 0 such that(
m∑
j=1
|u(xj)|
p
) 1
p
≤ C · sup
x∗∈BE∗ ,y∗∈BF∗
(
m∑
j=1
x∗(xj)y
∗(yj)|
p
) 1
p
, (2)
for all m ∈ N, xj ∈ E, yj ∈ F , j = 1, . . . , m. The infimum of such constants C is denoted
by ‖u‖qτ(p). A routine computation shows that (Πqτ(p)(E;F ∗), ‖ · ‖qτ(p)) is a Banach space.
Given v ∈ L(E;F ) and u ∈ Πqτ(p)(F ;G
∗), let C be as in (2). For m ∈ N, xj ∈ E, wj ∈ G,
j = 1, . . . , m,(
m∑
j=1
|(T ◦ v)(xj)(wj)|
p
) 1
p
≤ C · sup
y∗∈BF∗ ,w∗∈BG∗
(
m∑
j=1
|y∗(v(xj))w
∗(wj)|
p
) 1
p
= C · ‖v‖ · sup
y∗∈BF∗ ,w∗∈BG∗
(
m∑
j=1
∣∣∣∣(y∗ ◦ v‖v‖
)
(xj)w
∗(wj)
∣∣∣∣p
) 1
p
≤ C · ‖v‖ · sup
x∗∈BE∗ ,w∗∈BG∗
(
m∑
j=1
|x∗(xj)w
∗(wj)|
p
) 1
p
,
which shows that (u ◦ v) ∈ Πqτ(p)(E;G
∗) and ‖u ◦ v‖qτ(p) ≤ ‖u‖qτ(p) · ‖v‖.
(c) The class of weak∗-sequentially compact operators u : E −→ F ∗ ((u(xj))
∞
j=1 admits a
weak∗ convergent subsequence in F ∗ for every bounded sequence (xj)
∞
j=1 in E) satisfies
the left ideal property obviously. In the proof of [3, Proposition 3.3.2] it is proved that it
does not satisfy the right ideal property.
For the problem of extending a left semi-operator ideal to a Banach operator ideal we
refer to [3].
Using standard techniques from the theory of Banach operator ideals it is easy to prove
the following lemma. This is where inequality (1) comes into play.
Lemma 2.6. Let α be a left semi-operator ideal and let v : E −→ F be an (isometric)
isomorphism. Then, for every Banach space G, the composition operator
Jv : Lα(F ;G
∗) −→ Lα(E;G
∗) , Jv(T ) = T ◦ v,
is an (isometric) isomorphism as well.
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Suppose that the linear Borel transform
B : (I(E, F ), ‖ · ‖I)
∗ −→ Lα(E
∗;F ∗) , B(φ)(x∗)(y) = φ(x∗ ⊗ y), (3)
is an isometric isomorphism for some Banach spaces E and F , some normed class I(E, F )
of operators from E to F and some normed class Lα(E
∗;F ∗) of operators from E∗ to
F ∗. Next theorem shows how this linear representation can be used to represent linear
functionals on composition ideals of multilinear operators, which go back to Pietsch [29]:
Given a Banach operator ideal (I, ‖ · ‖I), a multilinear operator A ∈ L(E1, . . . , En;F )
belongs to I ◦ L if there are a Banach space G, and operators B ∈ L(E1, . . . , En;G) and
u ∈ I(G;F ) such that A = u ◦B. In this case,
‖A‖I◦L := inf{‖B‖ · ‖u‖I : A = u ◦B, u ∈ I}.
It is well known that I ◦ L is a Banach hyper-ideal of multilinear operators [4, 29],
hence I ◦L(E1, . . . , En;F ) satisfies the conditions of Proposition 2.1 for all Banach spaces
E1, . . . , En, F .
By a geometric property of Banach spaces we mean a property that is invariant under
isometric isomorphisms.
Theorem 2.7. Let (I, ‖ · ‖I) be a Banach operator ideal, α be a left semi-operator ideal
and P1 and P2 be geometric properties of Banach spaces. The following are equivalent:
(a) For all Banach spaces E and F such that E∗ has P1 and F has P2, the linear Borel
transform (3) is an isometric isomorphism.
(b) For every n ∈ N and all Banach spaces E1, . . . , En and F such that L(E1, . . . , En) has
P1 and F has P2, the hyper-Borel transform
Bn : (I ◦ L(E1, . . . , En;F ), ‖ ·‖I◦L)
∗ −→ Lα(L(E1, . . . , En);F
∗) , Bn(φ)(A)(y) = φ(A⊗y),
(4)
is an isometric isomorphism.
(c) For some n ≥ 2 and all Banach spaces E1, . . . , En and F such that L(E1, . . . , En) has
P1 and F has P2, the hyper-Borel transform (4) is an isometric isomorphism.
Proof. In this proof the components of I are endowed with the norm ‖ · ‖I and the
components of I ◦ L with ‖ · ‖I◦L.
(a) =⇒ (b) Let n ∈ N and suppose that L(E1, . . . , En) has P1 and F has P2. By [4,
Propositions 3.2 and 3.7] we know that the linearization operator
L : I ◦ L(E1, . . . , En;F ) −→ I(E1⊗ˆπ · · · ⊗ˆπEn;F ) , L(A) = AL,
is an isometric isomorphism. Hence, the adjoint of its inverse
(L−1)∗ : (I ◦ L(E1, . . . , En;F ))
∗ −→ I(E1⊗ˆπ · · · ⊗ˆπEn;F )
∗
is also an isometric isomorphism. Since the linearization operator ℓ : L(E1, . . . , En) −→
(E1⊗ˆπ · · · ⊗ˆπEn)∗ is an isometric isomorphism [31], we have that: (i) (E1⊗ˆπ · · · ⊗ˆπEn)∗ has
P1, so the linear Borel transform B : I(E1⊗ˆπ · · · ⊗ˆπEn;F )∗ −→ Lα((E1⊗ˆπ · · · ⊗ˆπEn)∗;F ∗)
is an isometric isomorphism by asumption; (ii) the composition operator
Jℓ : Lα((E1⊗ˆπ · · · ⊗ˆπEn)
∗;F ∗) −→ Lα(L(E1, . . . , En);F
∗)) , Jℓ(u) = u ◦ ℓ,
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is an isometric isomorphism by Lemma 2.6. It is enough to prove that the diagram
I(E1⊗ˆπ · · · ⊗ˆπEn;F )∗
B // Lα((E1⊗ˆπ · · · ⊗ˆπEn)∗;F ∗)
Jℓ



(I ◦ L(E1, . . . , En;F ))∗
(L−1)∗
TT
Bn // Lα(L(E1, . . . , En);F ∗)
is commutative: for φ ∈ (I ◦ L)(E1, . . . , En;F )∗, A ∈ L(E1, . . . , En) and y ∈ F ,(
Jℓ ◦ B ◦ (L
−1)∗
)
(φ)(A)(y) =
(
(Jℓ(B((L
−1)∗(φ))))(A)
)
(y) =
(
(B((L−1)∗(φ)))(AL)
)
(y)
= (L−1)∗(φ)(AL ⊗ y) = φ((L
−1)(AL ⊗ y)) = φ(A⊗ y) = Bn(φ)(A)(y),
because L(A⊗ y) = (A⊗ y)L = AL ⊗ y.
(b) =⇒ (c) is obvious. Let us prove (c) =⇒ (a). Suppose that E∗ has P1 and F has P2.
A routine computation shows that the operator
v : E∗ −→ L(E,K, (n−1). . . ,K) , v(x∗)(x, λ1, . . . , λn−1) = λ1 · · ·λn−1x
∗(x),
is an isometric isomorphism, therefore L(E,K, (n−1). . . ,K) has P1 and the hyper Borel trans-
form Bn : (I ◦ L(E,K,
(n−1). . . ,K;F ))∗ −→ Lα(L(E,K,
(n−1). . . ,K);F ∗) is an isometric isomor-
phism by assumption. Furthermore, the composition operator
Jv : Lα(L(E,K,
(n−1). . . ,K);F ∗) −→ Lα(E
∗;F ∗) , u 7→ u ◦ v,
is an isometric isomorphism by Lemma 2.6. The linearization operator
ℓ : L(E,K, (n−1). . . ,K) −→ (E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK)
∗
is an isometric isomorphism, so is the composition ℓ ◦ v : E∗ −→ (E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK)∗.
Let BL : E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK −→ E be the linearization of the continuous multilinear
operator
B : E ×Kn−1 −→ E , B(x, λ1, . . . , λn−1) = λ1 · · ·λn−1x.
For x∗ ∈ E∗ and x⊗ λ1 ⊗ · · · ⊗ λn−1 ∈ E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK,
B∗L(x
∗)(x⊗ λ1 ⊗ · · · ⊗ λn−1) = x
∗(B(x, λ1, . . . , λn−1)) = λ1 · · ·λn−1x
∗(x)
= v(x∗)(x, λ1, . . . , λn−1) = v(x
∗)L(x⊗ λ1 ⊗ · · · ⊗ λn−1)
= (ℓ ◦ v)(x∗)(x⊗ λ1 ⊗ · · · ⊗ λn−1).
Since both B∗L and ℓ ◦ v are bounded linear operators and the finite sums of elementary
tensors are dense in E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK, it follows that B∗L = ℓ◦v, from which we conclude
that BL is an isometric isomorphism. Since I is a Banach operator ideal, the composition
operator
J(BL)−1 : I(E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK;F ) −→ I(E;F ) , u 7→ u ◦ (BL)
−1,
9
is an isometric isomorphism too. Calling on [4, Propositions 3.2 and 3.7] once again,
the linearization operator L : I ◦ L(E,K, (n−1). . . ,K;F ) −→ I(E⊗ˆπK⊗ˆπ
(n−1)
· · · ⊗ˆπK;F ) is an
isometric isomorphism, so are J(BL)−1 ◦ L : I ◦ L(E,K,
(n−1). . . ,K;F ) −→ I(E;F ) and its
adjoint (J(BL)−1 ◦ L)
∗ : I(E;F )∗ −→ (I ◦ L(E,K, (n−1). . . ,K;F ))∗. We just have to check
that the diagram
(I ◦ L(E,K, (n−1). . . ,K;F ))∗
Bn // Lα(L(E,K,
(n−1). . . ,K);F ∗)
Jv



I(E;F )∗
(J(BL)−1 ◦ L)
∗
TT
B // Lα(E∗;F ∗)
is commutative. First note that given x∗ ∈ E∗ and y ∈ F ,
((v(x∗)L ⊗ y) ◦ (BL)
−1)(x) = (v(x∗)L ⊗ y)((BL)
−1(x)) = v(x∗)L((BL)
−1(x))y
= v(x∗)L(x⊗ 1⊗ · · · ⊗ 1)y = v(x
∗)(x, 1, . . . , 1)y = x∗(x)y
for every x ∈ E because BL(x ⊗ 1 ⊗ · · · ⊗ 1) = B(x, 1, . . . , 1) = x. This proves that
(v(x∗)L ⊗ y) ◦ (BL)−1 = x∗ ⊗ y. So, for φ ∈ I(E;F )∗, x∗ ∈ E∗ and y ∈ F ,
(Jv ◦ Bn ◦ (J(BL)−1 ◦ L)
∗)(φ)(x∗)(y) = (Jv(Bn((J(BL)−1 ◦ L)
∗(φ))))(x∗)(y)
= ((Bn((J(BL)−1 ◦ L)
∗(φ))) ◦ v)(x∗)(y) = Bn((J(BL)−1 ◦ L)
∗(φ))(v(x∗))(y)
= (J(BL)−1 ◦ L)
∗(φ)(v(x∗)⊗ y) = φ((J(BL)−1 ◦ L)(v(x
∗)⊗ y))
= φ(J(BL)−1(L(v(x
∗)⊗ y))) = φ(J(BL)−1((v(x
∗)⊗ y)L))
= φ(J(BL)−1(v(x
∗)L ⊗ y)) = φ((v(x
∗)L ⊗ y) ◦ (BL)
−1) = φ(x∗ ⊗ y) = B(φ)(x∗)(y).
3 Applications
In this section we give some concrete applications of Theorem 2.7.
To simplify the notation and the terminology, the symbol [I(E, F )]∗
B
= Lα(E∗;F ∗)
means that linear Borel transform B : (I(E, F ); ‖ · ‖I)∗ −→ Lα(E∗;F ∗) is an isometric
isomorphism; and the symbol [H(E1, . . . , En;F )]∗
Bn= Lα(L(E1, . . . , En);F ∗) means that
the hyper-Borel transform Bn : (H(E1, . . . , En;F ), ‖ · ‖H)∗ −→ Lα(L(E1, . . . , En);F ∗) is
an isometric isomorphism.
3.1 Approximable and compact operators
In this subsection, and only here, the spaces of multilinear operators are considered with
the usual operator norm.
We shall use the following symbols:
• F = closed ideal of linear operators that can be approximated in the usual norm by
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finite rank operators;
• K = closed ideal of compact linear operators;
• (J , ‖ · ‖J ) = Banach ideal of integral linear operators;
• LF = closed hyper-ideal of multilinear operators that can be approximated in the usual
norm by finite rank operators;
• LK = closed hyper-ideal of compact multilinear operators.
Our first application represents linear functionals on spaces of approximable multilinear
operators as integral linear operators.
Theorem 3.1. [LF(E1, . . . , En;F )]∗
Bn= J (L(E1, . . . , En);F ∗) for all Banach spaces E1, . . . ,
En and F .
Proof. The symbol E∗⊗̂εF stands for the completed injective tensor product of E∗ and
F . By [10, 4.2(1)] we know that the operator
T : E∗⊗̂εF −→ F(E;F ) , T (x
∗ ⊗ y)(x) = x∗(x)y,
is an isometric isomorphism, so is its adjoint
T ∗ : F(E;F )∗ −→ (E∗⊗̂εF )
∗.
And [10, Proposition 10.1] gives that the operator
U : (E∗⊗̂εF )
∗ −→ J (E∗, F ∗) , U(ψ)(x∗)(y) = ψ(x∗ ⊗ y),
is also an isometric isomorphism. Let us see that B = U ◦ T ∗: for φ ∈ F(E, F )∗, x∗ ∈ E∗
and y ∈ F ,
(U ◦ T ∗)(φ)(x∗)(y) = U(T ∗(φ))(x∗)(y) = T ∗(φ)(x∗ ⊗ y) = φ(x∗(x)y) = B(φ)(x∗)(y).
This shows that [F(E;F )]∗
B
= J (E∗, F ∗) for all Banach spaces E and F . Since J is a Ba-
nach operator ideal, by Theorem 2.7 we have [F◦L(E1, . . . , En;F )]∗
Bn= J (L(E1, . . . , En);F ∗)
for all E1, . . . , En, F . The proof is complete because LF = F ◦ L isometrically. The poly-
nomial case of this equality can be found in [5, Theorem 2.2], the multilinear case is
analogous.
Denote by Lf the closed ideal of multilinear operators that can be approximated in the
usual norm by finite type operators and by LJ the Banach ideal of integral multilinear
operators [31]. In [1] Alencar proves that Lf(E1, . . . , En;F )∗ = LJ (E∗1 , . . . , E
∗
n;F
∗) if
E1, . . . , En, F are refexive. Besided of representing linear functionals as linear operators
rather than as multilinear operators, our representation in Theorem 3.1 works for all
Banach spaces.
In the presence of the approximation property we can describe the linear functionals
on spaces of compact multilinear operators as integral linear operators. We are not aware
of any other representation theorem for linear functionals on spaces of compact multilinear
operators.
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Theorem 3.2. If L(E1, . . . , En) or F
∗ has the approximation property, then
[LK(E1, . . . , En;F )]
∗ Bn= J (L(E1, . . . , En);F
∗).
Proof. If E∗ of F has the approximation property, then K(E;F ) = F(E;F ) [23, 1.e.4,
1.e.5]. The first part of the proof above shows that [K(E;F )]∗
B
= J (E∗, F ∗) whenever E∗
of F has the approximation property. Since J is a Banach operator ideal, by Theorem
2.7 we have [K ◦ L(E1, . . . , En;F )]∗
Bn= J (L(E1, . . . , En);F ∗) if L(E1, . . . , En) or F ∗ has
the approximation property. The isometric equality LK = K ◦ L is well known (see [30,
Lemma 4.1] or [25, Proposition 3.4(a)]), so the proof is complete.
3.2 Hyper-nuclear and hyper-(s, r)-nuclear operators
As announced in Section 2, we shall prove in this section that [HN (E1, . . . , En;F )∗]
Bn=
L(L(E1, . . . , En);F ∗). To do so using Theorem 2.7, we have to check that LHN is a
composition hyper-ideal. We shall prove it in a much more general setting.
We use the convention 1/∞ = 0. Let s ∈ [1,∞) and r ∈ [1,∞] be such that 1 ≤ 1
s
+ 1
r
.
According to [6], an n-linear operator A ∈ L(E1, . . . , En;F ) is hyper-(s, r)-nuclear if there
are sequences (λj)
∞
j=1 ∈ ℓs, (Tj)
∞
j=1 ∈ ℓ
w
r (L(E1, . . . , En)) and (yj)
∞
j=1 ∈ ℓ∞(F ) such that
A(x1, . . . , xn) =
∞∑
j=1
λjTj ⊗ yj(x1, . . . , xn), (5)
for every (x1, . . . , xn) ∈ E1 × · · · × En. The space of all these operators is denoted by
HN s,r(E1, . . . , En;F ) and its norm is defined by
‖A‖HN s,r = inf{‖(λj)
∞
j=1‖s · ‖(Tj)
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞},
where the infimum is taken over all hyper-(s, r)-nuclear representations of A as in (5).
Taking s = 1 and r = ∞ and recalling that ℓw∞(E) = ℓ∞(E), we recover the class of
hyper-nuclear operators considered in Section 2, that is, HN = HN 1,∞.
In [6] it is proved that HN s,r is a Banach hyper-ideal of multilinear operators. In the
linear case n = 1 we denote the Banach operator ideal of (s, r)-nuclear linear operators
simply by Ns,r. In the same fashion, the Banach ideal of nuclear operators N1,∞ is denoted
by N .
Lemma 3.3. HN s,r = Ns,r◦L isometrically and, in particular, HN = N◦L isometrically.
Proof. Given Banach spaces E1, . . . , En, F , an operator A ∈ Ns,r ◦ L(E1, . . . , En;F ) and
ε > 0, there are a Banach space G and operators B ∈ L(E1, . . . , En;G) and u ∈ Ns,r(G;F )
such that A = u ◦B. We can take sequences (λj)∞j=1 ∈ ℓs, (yj)
∞
j=1 ∈ ℓ∞(F ) and (w
∗
j )
∞
j=1 ∈
ℓwr (G
∗) such that u =
∞∑
j=1
λjw
∗
j ⊗ yj and
∞∑
j=1
‖(λj)
∞
j=1‖s · ‖(w
∗
j )
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞ ≤ (1 + ε)‖u‖Ns,r . (6)
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For any (x1, . . . , xn) ∈ E1,× · · · ×En,
A(x1, . . . , xn) =
∞∑
j=1
λj(w
∗
j ◦B)⊗ yj(x1, . . . , xn).
It is clear that
B∗ : G∗ −→ L(E1, . . . , En) , B
∗(w∗)(x1, . . . , xn) = w
∗(B(x1, . . . , xn)),
is a bounded linear operator and ‖B∗‖ = ‖B‖. Therefore, (w∗j ◦ B)
∞
j=1 = (B
∗(w∗j ))
∞
j=1 ∈
ℓwr (L(E1, . . . , En)) and ‖(w
∗
j ◦ B)
∞
j=1‖w,r ≤ ‖B‖ · ‖(w
∗
j )
∞
j=1‖w,r (see [10, p. 92]). It follows
that A =
∞∑
j=1
λj(w
∗
j ◦B)⊗ yj is a hyper-(s, r)-nuclear representation for A and
‖A‖HN s,r ≤
∞∑
j=1
‖(λj)
∞
j=1‖s · ‖B‖ · ‖(w
∗
j )
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞ ≤ ‖B‖ · (1 + ε)‖u‖Ns,r .
We have A ∈ HN s,r(E1, . . . , En;F ) and, letting ε −→ 0, ‖A‖HN s,r ≤ ‖B‖·‖u‖Ns,r . Taking
now the infimum over all such factorizations A = u ◦ B we conclude that ‖A‖HN s,r ≤
‖A‖Ns,r◦L.
Conversely, given A ∈ HN s,r(E1, . . . , En;F ) and ε > 0, there are sequences (λj)∞j=1 ∈
ℓs, (Bj)
∞
j=1 ∈ ℓ
w
r (L(E1, . . . , En)) and (yj)
∞
j=1 ∈ ℓ∞(F ) such that A =
∞∑
j=1
λjBj ⊗ yj and
∞∑
j=1
‖(λj)
∞
j=1‖s · ‖(Bj)
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞ ≤ (1 + ε)‖A‖HN s,r .
From
lim
m
∥∥∥∥∥A−
m∑
j=1
λjBj ⊗ yj
∥∥∥∥∥
HN s,r
= lim
m
∥∥∥∥∥
∞∑
j=m+1
λjBj ⊗ yj
∥∥∥∥∥
HN s,r
≤ lim
m
‖(λj)
∞
j=m+1‖s · ‖(Bj)
∞
j=m+1‖w,r · ‖(yj)
∞
j=m+1‖∞
≤ ‖(Bj)
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞ · lim
m
‖(λj)
∞
j=m+1‖s = 0,
we have that A =
∞∑
j=1
λjBj ⊗ yj in the norm ‖ · ‖HN s,r . Since ‖ · ‖ ≤ ‖ · ‖HN s,r because
HN s,r is a Banach hyper-ideal, the convergence also occurs in the usual operator norm on
L(E1, . . . , En). Since the correspondence
B ∈ L(E1, . . . , En;F ) 7→ BL ∈ L(E1⊗̂π · · · ⊗̂πEn;F )
is an isomorphism, hence linear and continuous, it follows that
AL =
(
∞∑
j=1
λjBj ⊗ yj
)
L
=
∞∑
j=1
(λjBj ⊗ yj)L =
∞∑
j=1
λj(Bj)L ⊗ yj (7)
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in L(E1⊗̂π · · · ⊗̂πEn;F ). Applying now the isometric isomorphism B ∈ L(E1, . . . , En) 7→
BL ∈ (E1⊗̂π · · · ⊗̂πEn)∗ and calling on [10, p. 92] once again we get
((Bj)L)
∞
j=1 ∈ ℓ
w
r ((E1⊗̂π · · · ⊗̂πEn)
∗) and ‖((Bj)L)
∞
j=1‖w,r = ‖(Bj)j‖w,r.
This proves that (7) is an (s, r)-nuclear representation for A and
‖AL‖Ns,r ≤
∞∑
j=1
‖(λj)
∞
j=1‖s · ‖((Bj)L)
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞
=
∞∑
j=1
‖(λj)
∞
j=1‖s · ‖(Bj)
∞
j=1‖w,r · ‖(yj)
∞
j=1‖∞ ≤ (1 + ε)‖A‖HN s,r .
So, AL ∈ Ns,r(E1⊗̂π · · · ⊗̂πEn;F ) and, making ε −→ 0, ‖AL‖Ns,r ≤ ‖A‖HN s,r . By [4,
Propositions 3.2 and 3.7] we conclude that A ∈ Ns,r ◦ L(E1, . . . , En;F ) and ‖A‖Ns,r◦L ≤
‖A‖HN s,r .
The announced representation of linear functionals on spaces of hyper-nuclear multi-
linear operators as bounded linear operators can be proved now.
Theorem 3.4. If L(E1, . . . , En) or F ∗ has the approximation property, then
[HN (E1, . . . , En;F )]
∗ Bn= L(L(E1, . . . , En);F
∗).
Proof. We believe it is known that [N (E;F )]∗
B
= L(E∗, F ∗) if E∗ or F has the approx-
imation property. For the sake of completeness, we give a short reasoning. By [10, 5.6
Corollary 1, p. 65], the operator
T : E∗⊗̂πF −→ N (E;F ) , T (x
∗ ⊗ y)(x) = x∗(x)y,
is an isometric isomorphism, so is its adjoint T ∗ : N (E;F )∗ −→ (E∗⊗̂πF )∗. It is well know
that the operators
U : (E∗⊗̂πF )
∗ −→ L(E∗, F ;K) , U(ψ)(x∗, y) = ψ(x∗ ⊗ y),
V : L(E∗, F ;K) −→ L(E∗;F ∗) , V (A)(x∗)(y) = A(x∗, y),
are isometric isomorphisms [31, 26] (actually U is the inverse of the linearization operator
A 7→ AL). It is enough to show that B = V ◦ U ◦ T ∗. Indeed, for φ ∈ N (E, F )∗, x∗ ∈ E∗
and y ∈ F ,
(V ◦ U ◦ T ∗)(φ)(x∗)(y) = V (U(T ∗(φ)))(x∗)(y) = U(T ∗(φ))(x∗, y)
= T ∗(φ)(x∗ ⊗ y) = φ(T (x∗ ⊗ y)) = B(φ)(x∗)(y).
Theorem 2.7 gives [N ◦L(E1, . . . , En;F )]∗
Bn= L(L(E1, . . . , En);F ∗) if L(E1, . . . , En) or F ∗
has the approximation property and Lemma 3.3 finishes the proof.
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Denote by LN the Banach ideal of nuclear multilinear operators introduced by Gupta
[22] (see also [1, 8, 24]). Improving previous results of Gupta [22] and Dwyer [14], Carando
and Dimant [8] proved that LN (E1, . . . , En;F )∗ = L(E∗1 , . . . , E
∗
n;F
∗) if E1, . . . , En have
the approximation property. Besides of representing linear functionals as linear opera-
tors rather than as multilinear operators, our representation in Theorem 3.4 holds for all
E1, . . . , En if F
∗ has the approximation property.
Now we represent linear functionals on spaces of hyper-(s, r)-nuclear multilinear oper-
ators as absolutely summing linear operators. For 1 ≤ p ≤ q <∞, by Πq,p we denote the
Banach ideal of (q, p)-summing linear operators [11, Chapter 10], that is, operators that
send weakly p-summable sequences to absolutely q-summable sequences.
Theorem 3.5. Let 1 ≤ s, r < ∞ be such that 1 ≤ 1
s
+ 1
r
and suppose that L(E1, . . . , En)
has the bounded approximation property. Then
[HN s,r(E1, . . . , En;F )]
∗ Bn= Πs∗,r(L(E1, . . . , En);F
∗)
for every Banach space F .
Proof. The linear case of [24, Theorem 4.1] asserts that [Ns,r(E;F )]∗
B
= Πs∗,r(E
∗, F ∗)
whenever E∗ has the bounded approximation property. Since Πs∗,r is a Banach operator
ideal, just combine Theorem 2.7 with Lemma 3.3 to obtain the result.
3.3 Hyper-σ(p)-nuclear operators
The applications given thus far concern well studied classes of multilinear operators. In
this section we give an application to a new class.
The Banach ideal Lσ(p) of σ(p)-nuclear multilinear operators was introduced in [2] as
linear and multilinear generalizations of the ideal Nσ of σ-nuclear linear operators studied
by Pietsch [28]. Its linear component, that is the ideal of σ(p)-nuclear linear operators,
shall be denoted by Nσ(p). In this fashion, Nσ = Nσ(1). In this section we introduce and
represent the linear functionals on a new multilinear generalization of Nσ(p).
Definition 3.6. Let 1 ≤ p <∞. We say that an n-linear operator A ∈ L(E1, . . . , En;F )
is hiper-σ(p)-nuclear if there are sequences (λj)
∞
j=1 ∈ ℓp∗ , (Bj)
∞
j=1 in L(E1, . . . , En) and
(yj)
∞
j=1 in F such that
(i) A(x1, . . . , xn) =
∞∑
j=1
λjBj(x1, . . . , xn)yj for all xj ∈ Ej, j = 1, . . . , n;
(ii) sup
xi∈BEi ,y
∗∈BF∗
(
∞∑
j=1
|Bj(x1, . . . , xn)y∗(yj)|p
) 1
p
<∞;
(iii) lim
m→∞
sup
xi∈BEi ,y
∗∈BF∗
(
∞∑
j=m
|Bj(x1, . . . , xn)y∗(yj)|p
) 1
p
= 0.
In this case we say that A =
∞∑
j=1
λjBj ⊗ yj is a hyper-σ(p)-representation of A, write
A ∈ HN σ(p)(E1, . . . , En;F ) and define
‖A‖HNσ(p) = inf
‖(λj)∞j=1‖p∗ · supxi∈BEi ,y∗∈BF∗
(
∞∑
j=1
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
 ,
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where the infimum is taken over all hyper-σ(p)-representation of A. Ho¨lder’s inequality
implies that ‖ · ‖ ≤ ‖ · ‖HNσ(p).
Soon we will see that (HN σ(p), ‖ · ‖HNσ(p)) is a Banach hyper-ideal of multilinear oper-
ators. Hyper-σ(p)-nuclear linear operators coincide with the Banach ideal of σ(p)-nuclear
linear operators from [2]. In this case we simply write Nσ(p)(E;F ) and ‖ · ‖σ(p).
Example 3.7. The classHN σ(p) is neither very small nor very large because it lies between
the class LF of finite rank operators and its usual norm closure LF . Every σ(p)-nuclear
multilinear operator [2] is hyper-σ(p)-nuclear but the converse is not true: Let A be any
multilinear operator of finite rank that cannot be approximated, in the usual norm, by
multilinear operators of finite type. For example:
A : ℓ2 × ℓ2 −→ K , A
(
(xj)
∞
j=1, (yj)
∞
j=1
)
=
∞∑
j=1
xjyj.
Then, A is hyper-σ(p)-nuclear but is not σ(p)-nuclear because every σ(p)-nuclear multi-
linear operator can be approximated by finite type operators in the usual norm.
Lemma 3.8. If A =
∞∑
j=1
λjAj ⊗ yj is a hyper-σ(p)-nuclear representation of A, then the
convergence occurs in the norm ‖ · ‖HNσ(p). So, the convergence also occurs in the usual
norm and, in particular, HN σ(p) is a dense subspace of both LF
‖·‖HNσ(p) and LF
‖·‖
.
Proof. The first assertion follows from
lim
m→∞
∥∥∥∥∥A−
m∑
j=1
λjAj ⊗ yj
∥∥∥∥∥
HNσ(p)
= lim
m→∞
∥∥∥∥∥
∞∑
j=m+1
λjAj ⊗ yj
∥∥∥∥∥
HNσ(p)
≤ lim
m→∞
‖(λj)∞j=m+1‖p∗ · sup
xi∈BEi ,y
∗∈BF∗
(
∞∑
j=m+1
|Aj(x1, . . . , xn)y
∗(yj)|
p
) 1
p

≤ sup
xi∈BEi ,y
∗∈BF∗
(
∞∑
j=1
|Aj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
· lim
m→∞
‖(λj)
∞
j=m+1‖p∗ = 0
because (λj)
∞
j=1 ∈ ℓp∗ . The second assertion now follows from the inequality ‖ · ‖ ≤
‖ · ‖HNσ(p).
Lemma 3.9. For 1 ≤ p <∞, HN σ(p) = Nσ(p) ◦ L isometrically. In particular, HN σ(p) is
a Banach hyper-ideal of multilinear operators.
Proof. Given A ∈ Nσ(p) ◦ L(E1, . . . , En;F ) and ε > 0, there exist a Banach space G,
B ∈ L(E1, . . . , En;G), an operator u ∈ Nσ(p)(G;F ) and a σ(p)-nuclear representation
∞∑
j=1
λjw
∗
j ⊗ yj of u such that A = u ◦B and
‖(λj)
∞
j=1‖p∗ · sup
w∈BG,y∗∈BF∗
(
∞∑
j=1
|w∗j (w)y
∗(yj)|
p
) 1
p
< (1 + ε)‖u‖Nσ(p).
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We omit the details that A =
∞∑
j=1
λj(w
∗
j ◦B)⊗ yj is a hyper-σ(p)-nuclear representation of
A and
‖A‖HNσ(p) ≤ (1 + ε)‖B‖ · ‖u‖Nσ(p),
from which it follows that A is hyper-σ(p)-nuclear and ‖A‖HNσ(p) ≤ ‖A‖Nσ(p)◦L.
Conversely, let A ∈ LHNσ(p)(E1, . . . , En;F ) and ε > 0 be given and let A =
∞∑
j=1
λjBj⊗yj
be a hyper-σ(p)-nuclear representation of A such that
‖(λj)
∞
j=1‖p∗ · sup
xi∈BE ,y∗∈BF ′
( ∞∑
j=1
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
≤ (1 + ε)‖A‖HNσ(p). (8)
According to Lemma 3.8, the convergence A =
∞∑
j=1
λjBj ⊗ yj occurs in the usual norm,
and since the correspondence
B ∈ L(E1, . . . , En;F ) 7→ BL ∈ L(E1⊗̂π · · · ⊗̂πEn;F )
is an isometric isomoprhism, we have
AL =
(
∞∑
j=1
λjBj ⊗ yj
)
L
=
∞∑
j=1
(λjBj ⊗ yj)L =
∞∑
j=1
λj(Bj)L ⊗ yj,
in the norm of L(E1⊗̂π · · · ⊗̂πEn;F ). Let us prove that
∞∑
j=1
λj(Bj)L ⊗ yj is a σ(p)-nuclear
representation of AL. For k > m, z ∈ BE1⊗̂pi···⊗̂piEn and y
∗ ∈ BF ∗ , the duality (ℓk−m+1p )
∗ =
ℓk−m+1p∗ and the Hahn-Banach Theorem provide scalars θm, . . . , θk such that ‖(θj)
k
j=m‖p∗ =
1 and (
k∑
j=m
|(Bj)L(z)y
∗(yj)|
p
)1/p
=
∣∣∣∣∣
k∑
j=m
θj(Bj)L(z)y
∗(yj)
∣∣∣∣∣ .
It follows that(
k∑
j=m
|(Bj)L(z)y
∗(yj)|
p
) 1
p
=
∣∣∣∣∣y∗
(
k∑
j=m
θj(Bj)L(z)yj
)∣∣∣∣∣ ≤
∥∥∥∥∥
k∑
j=m
θj(Bj)L(z)yj
∥∥∥∥∥
=
∥∥∥∥∥
(
k∑
j=m
(Bj)L ⊗ (θjyj)
)
(z)
∥∥∥∥∥ ≤
∥∥∥∥∥
k∑
j=m
(Bj)L ⊗ (θjyj)
∥∥∥∥∥
=
∥∥∥∥∥
k∑
j=m
θj(Bj)L ⊗ yj
∥∥∥∥∥ =
∥∥∥∥∥∥
(
k∑
j=m
θjBj ⊗ yj
)
L
∥∥∥∥∥∥
=
∥∥∥∥∥
k∑
j=m
θjBj ⊗ yj
∥∥∥∥∥ = sup‖x˜i‖≤1
∥∥∥∥∥
k∑
j=m
θjBj(x˜1, . . . , x˜n)yj
∥∥∥∥∥
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= sup
‖x˜i‖≤1
sup
‖y˜∗‖≤1
∣∣∣∣∣y˜∗
(
k∑
j=m
θjBj(x˜1, . . . , x˜n)yj
)∣∣∣∣∣
= sup
‖x˜i‖≤1,‖y˜∗‖≤1
∣∣∣∣∣
k∑
j=m
θjBj(x˜1, . . . , x˜n)y˜∗(yj)
∣∣∣∣∣
≤ sup
‖x˜i‖≤1,‖y˜∗‖≤1
(
k∑
j=m
|θj|
p∗
) 1
p∗
·
(
k∑
j=m
|Bj(x˜1, . . . , x˜n)y˜∗(yj)|
p
) 1
p
= sup
‖x˜i‖≤1,‖y˜∗‖≤1
(
k∑
j=m
|Bj(x˜1, . . . , x˜n)y˜∗(yj)|
p
) 1
p
.
Taking the supremum over ‖z‖ ≤ 1 and ‖y∗‖ ≤ 1 we get
sup
‖z‖≤1,‖y∗‖≤1
(
k∑
j=m
|(Bj)L(z)y
∗(yj)|
p
) 1
p
≤ sup
‖xi‖≤1,‖y∗‖≤1
(
k∑
j=m
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
whenever k > m. Therefore, a usual interchange of suprema argument gives
sup
‖z‖≤1,‖y∗‖≤1
(
∞∑
j=1
|(Bj)L(z)y
∗(yj)|
p
) 1
p
= sup
k
sup
‖z‖≤1,‖y∗‖≤1
(
k∑
j=1
|(Bj)L(z)y
∗(yj)|
p
) 1
p
≤ sup
k
sup
‖xi‖≤1,‖y∗‖≤1
(
k∑
j=1
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
= sup
‖xi‖≤1,‖y∗‖≤1
(
∞∑
j=1
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
<∞,
and
lim
m
sup
‖z‖≤1,‖y∗‖≤1
(
∞∑
j=m
|(Bj)L(z)y
∗(yj)|
p
) 1
p
= lim
m
sup
k
sup
‖z‖≤1,‖y∗‖≤1
(
k∑
j=m
|(Bj)L(z)y
∗(yj)|
p
) 1
p
≤ lim
m
sup
k
sup
‖xi‖≤1,‖y∗‖≤1
(
k∑
j=m
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
= lim
m
sup
‖xi‖≤1,‖y∗‖≤1
(
∞∑
j=m
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
= 0,
because
∞∑
j=1
λjBj ⊗ yj is a hyper-σ(p)-nuclear representation of A. This proves that
∞∑
j=1
λj(Bj)L ⊗ yj is a σ(p)-nuclear representation of AL, hence AL is a σ(p)-nuclear lin-
18
ear operator, and
‖AL‖Nσ(p) ≤ ‖(λj)
∞
j=1‖p∗ · sup
‖z‖≤1,y∗∈BF ′
( ∞∑
j=1
|(BL)j(z)y
∗(yj)|
p
) 1
p
≤ ‖(λj)
∞
j=1‖p∗ · sup
xi∈BE ,y∗∈BF∗
( ∞∑
j=1
|Bj(x1, . . . , xn)y
∗(yj)|
p
) 1
p
≤ (1 + ε)‖A‖HNσ(p)
for every ε > 0. Once again from [4, Propositions 3.2 and 3.7] it follows that A ∈
Nσ(p) ◦ L(E1, . . . , En;F ) and ‖A‖Nσ(p)◦L = ‖AL‖Nσ(p) ≤ ‖A‖HNσ(p).
Our last application represents linear functionals on spaces of hyper-σ(p)-nuclear mul-
tilinear operators as quasi-τ(p)-summing linear operators (cf. Example 2.5(b)).
Theorem 3.10. Let 1 ≤ p <∞ and suppose that L(E1, . . . , En) has the bounded approx-
imation property. Then
[HN σ(p)(E1, . . . , En;F )]
∗ Bn= Πqτ(p)(L(E1, . . . , En);F
∗)
for every Banach space F .
Proof. The linear case of [2, Theorem 3.4] gives that [Nσ(p)(E;F )]∗
B
= Πqτ(p)(E
∗, F ∗) when-
ever E∗ has the bounded approximation property. Since Πqτ(p) is a left semi-operator ideal
(Example 2.5(b)), the result follows from Theorem 2.7 and Lemma 3.9.
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