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Abstract
We describe a system that builds a high
dynamic-range and wide-angle image of the
night sky by combining a large set of in-
put images. The method makes use of pixel-
rank information in the individual input im-
ages to improve a “consensus” pixel rank in
the combined image. Because it only makes
use of ranks and the complexity of the algo-
rithm is linear in the number of images, the
method is useful for large sets of uncalibrated
images that might have undergone unknown
non-linear tone mapping transformations for
visualization or aesthetic reasons. We apply
the method to images of the night sky (of un-
known provenance) discovered on the Web.
The method permits discovery of astronomi-
cal objects or features that are not visible in
any of the input images taken individually.
More importantly, however, it permits scien-
tific exploitation of a huge source of astro-
nomical images that would not be available
to astronomical research without our auto-
matic system.
1 Introduction
The Web contains millions of astronomical images in
human-viewable formats (eg, jpeg)—the “Astropho-
tography” group on flickr alone has over 68,000
images—and these images contain scientifically valu-
able information about the night sky. Some of these
Appearing in Proceedings of the 17th International Con-
ference on Artificial Intelligence and Statistics (AISTATS)
2014, Reykjavik, Iceland. JMLR: W&CP volume 33. Copy-
right 2014 by the authors.
images are night-time snapshots, some are carefully
rendered visualizations using many images taken by
high-quality backyard telescopes. Either way, these
images are difficult to use for scientific purposes be-
cause they have unknown provenance, and images ren-
dered for human visual consumption are often pro-
cessed with non-trivial non-linear (and sometimes non-
local) transformations. Such transformations are often
tone mappings applied to the intensity values (e.g., the
gamma transform that is applied to all jpeg images).
We also often know nothing (a priori) about the point-
spread function or vignetting or noise or distortions.
Nonetheless, it remains a holy grail of “internet as-
trophysics” to learn everything about the night sky
that can be learned from the images on the Web; in
principle these images may contain a huge amount of
information about rare transients, variable stars, and
high proper-motion objects. One example of a success-
ful exploitation of Web imaging is the determination
of the gravitational orbit of Comet 17P/Holmes us-
ing imaging found by Web search (Lang and Hogg,
2011); another is the determination of the impact tra-
jectory of the Chelyabinsk meteoroid from security-
camera and other footage (Zuluaga et al., 2013). An
interesting new direction—explored here—is to com-
bine the imaging into an all-sky “consensus image”
that ideally contains information about the static sky
from all images ever taken. This project could take
the form of a massive citizen-science project or as a
Web-scraping project.
One of the most important capabilities of a consensus
image would be its great sensitivity to faint, extended
features such as the outskirts of nearby galaxies, neb-
ulae, and—as we explore here—the faint streams of
debris that result when two galaxies interact. For
extended features, the combined imaging from many
small telescopes can be competitive with large tele-
scopes. Indeed, many of the faintest features known
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in nearby galaxies were found with telescopes 16 to 50
cm in diameter (Mart´ınez-Delgado et al., 2008, 2009,
2010).
The key problem we face is extraction of scientifi-
cally valuable information from the images without
detailed knowledge of image provenance or process-
ing. In particular, we want to combine the information
from many images to produce highly informative, high
dynamic-range images that go much deeper than any
individual contributing image, and we want to do this
without having to infer the (possibly highly nonlinear)
processing that has been applied to each individual im-
age, each of which has been wrecked in its own loving
way by its creator.
The problem we are tackling is different than related
problems because we are truly photon-limited: we
want to increase the effective exposure time (sensitiv-
ity) of our consensus image by combining the exposure
time of a large number of independent input images. In
astronomical images, it is nearly always that case that
if we had additional exposure time, we would detect
more (faint) objects, or more clearly resolve faint ex-
tended features. In typical high dynamic range imag-
ing problems known from computer vision, in contrast,
the issue is to capture and represent (perhaps artisti-
cally) an increased range of contrasts; it is assumed
that it is easy to capture the image with the longest
exposure time in a single exposure, and typically only
a few exposure times are required to capture a sat-
isfactory dynamic range. In lucky imaging problems
(Law et al., 2006; Joshi and Cohen, 2010), the goal
is typically to achieve the highest possible resolution;
sensitivity or signal-to-noise is secondary. In panorama
stitching (Brown and Lowe, 2007; Levin et al., 2004),
the primary goal is to increase the areal coverage of the
image; a single image is usually deemed sufficient to
represent the scene in a given region, and the challenge
is to register and blend the images to produce seamless
mosaics. In photo-tourism (Snavely et al., 2006; Agar-
wal et al., 2009), the multiple images provide different
viewpoints and levels of detail; again, a single image
is typically sufficient to capture the required level of
detail or dynamic range.
Our problem setting also differs from typical astronom-
ical image processing for scientific purposes. Usually,
great care is taken to calibrate the detector so that
pixel values can be mapped back to intensity (photon
counts) linearly. Combining multiple images is then a
straightforward matter of registering the images and
producing a weighted sum. At the faint end, the sen-
sitivity of typical astronomical images is limited by
noise from reading out the detector and from atmo-
spheric and other background emission (with Poisson
noise) competing with the signal of interest. Increas-
ing the exposure time thus increases the signal-to-noise
ratio. The Hubble Ultra-Deep Field processed images,
for example, were produced by summing hundreds of
exposures in each of four bands in order to increase
the sensitivity (depth) to detect extremely faint ob-
jects. In our problem setting, we cannot assume lin-
early calibrated images, so a more elaborate method
of combining images is required.
More generally, this project connects to other com-
prehensive projects that hope to make use of large,
heterogeneous collections of data: Data can only be
used simultaneously if it can be calibrated onto some
kind of common reference system. The rank statis-
tics used here provide a robust basis for this. More
specifically, in astrophysics there are no agreed-upon
or generally useful robust methods for combining het-
erogeneously processed images from disparate sources.
Images from multiple telescopes are rarely combined,
even when calibration is well understood; essentially
never when it is ill understood. Historical astronomi-
cal image collections, for example, contain sky cover-
age equivalent to the entire sky imaged hundreds or
even thousands of times over; yet they haven’t been
combined into any kind of master image as of today.
2 Method
We have N images i that have been registered and
resampled to the same pixel grid. (We will discuss
how we get these images below.) Each image contains
pixel values (“data”) di, where di can be thought of as
a vector as long as the number of pixels in the image.
The intensity field I (energy per time per solid an-
gle per logarithmic wavelength interval) generates the
data di only after convolution with the appropriate
point-spread function, transformation to the relevant
pixel grid, and sampling. We represent this transfor-
mation as a linear operator Hi acting on the intensity
field. The linearly transformed intensity field Hi · I is
transformed non-linearly through a monotonically in-
creasing function fi(·) to “data values” and noise ei is
added to make the observed data:
di = fi(Hi · I) + ei (1)
In reality, the noise is probably not precisely additive.
The non-linear mapping fi includes detector effects
such as saturation, as well as post-processing (gamma
correction, white balance, etc), performed either in the
camera or in photo-editing software. We assume that
fi is monotonically increasing; If we don’t have fur-
ther information about fi, the absolute values of di do
not carry useful information. However, ranks among
observed values can be exploited.
Combining ranks from a set of multiple images is a
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For i = 1, . . . , N, do :
c˜ := c|mi
v˜ := v|mi
σ := argsort(c˜)
τ := argsort(di)
ρ := argsort
(
v˜ ∗ σ−1 + τ−1
v˜ + 1
)
c˜ := c˜
(
σ
(
ρ−1
))
v˜ := v˜ + 1
c|mi := c˜
v|mi := v˜
loop over data images
extract sub-vectors according to the mask mi of current
data image di
compute pixel rank vectors σ−1, τ−1 of consensus subim-
age and of data image and compute weighted average ρ−1
compute weighted average of pixel ranks (multiplication
and division are understood element-wise) and argsort
permute pixels of the consensus subimage such that their
ranking agrees with the consensus pixel rank vector ρ−1
increment entries of voting subvector
fill in updated subimage and votes into consensus image
c and voting vector v
Figure 1: Proposed Enhance algorithm.
problem of rank aggregation. This problem is usually
formalized as finding a permutation which minimizes
the Kendall-tau distance to the input rankings (Ke-
meny rank aggregation), in which case it is known to
be NP-hard (for an overview, see Schalekamp and van
Zuylen (2009)). Most methods either specialize on ag-
gregating many short ranked lists (e.g., for voting), or
few long lists (e.g., for meta-search engines, or certain
bioinformatics applications). One way to build effi-
cient heuristic methods is to use a positional approach,
i.e., to seek a permutation in which the position of each
element is “close to the average position” of the ele-
ment in the input lists (Schalekamp and van Zuylen,
2009). We will propose such a method for our problem,
fully aware that this does not solve the exact rank ag-
gregation problem. Indeed, for the setting of few long
lists, a common approach is to use Markov chain based
heuristics (for a discussion, see Lin (2010)). Our set-
ting contains long lists (with millions of entries) and a
potentially large number of such lists.
Let c be the consensus image that we are trying to
compute, containing P pixels. This may be a rectan-
gular image of a certain area of the sky, or an array of
possibly non-rectangular pixels uniformly covering the
celestial sphere. Since we are only concerned with pixel
ranks, we initialize it as a vector whose elements form
a random permutation of {1, . . . , P}. Our algorithm
will ensure that after each update step, the entries of
c are again a permutation of {1, . . . , P}, aggregating
the information about the pixel ranks as presented in
the observed images or data di. The data will usually
cover a proper sub-field of c only, modeled by a binary
mask vector mi whose entry is 1 if and only if the cor-
responding entry is covered by di. The data image di
will update the consensus image c only according to its
footprint, i.e., in the restriction of c to the mask mi,
denoted c|mi (i.e., the sub-image consisting of those
pixels where mi = 1).
Along with the consensus image c, we keep a vector of
votes v, initialized to (0, . . . , 0) ∈ Rp. For each pixel
of c, the corresponding value in v records how many
data images have contributed to it so far by voting for
its rank.
Let argsort be an O(n log n) function that, given a
vector d of length n, returns a permutation σ so that
d(σ) is sorted in non-decreasing order.1 The inverse
permutation σ−1 is a function that maps an index p
in the vector d to the rank of its entry dp among the
set of all entries.
The proposed Enhance algorithm proceeds as shown
in Figure 1. Let us discuss some details and properties
of the method.
Tied ranks. Due to clipping and quantization, a
data image di often has sets of identical entries. In
this case, there are several permutations τ sorting it.
In practice, we average the corresponding ranks τ−1
to get what is called the tied rank ; with some abuse of
notation, we refer to it as τ−1.
Invariant Histogram. Since the pixel values in the
consensus image are only permuted, the final image
has the same pixel histogram as its initialization. It
can easily be post-processed to make a pixel histogram
that is in accord with prior expectations, for instance
taking into account models of sensor noise, sky back-
ground, star brightness distributions, point spread
functions, etc; or histogram-matched to a given im-
age.
Above, we initialized c to a random permutation of
{1, . . . , P}. Other initializations are possible as well,
including
1d(σ) is a composition of σ and d where the vector d is
thought of as a function on its index set
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(a) (b) ∗ (c) (d) ∗ (e)
(f) (g) (h) ∗ (i) ∗ (j) ∗
Figure 2: Example images found through our Web search for images of NGC 5907. Images that were successfully
calibrated by Astrometry.net are marked with ∗. Notice that for this rather distinctive search term, most images
are actually astronomical in nature but relatively few are actually images of NGC 5907—only (g) and (j) here,
and roughly 450 of the 2000 images resulting from our Web search.
• a random image with a specified histogram (which
will remain invariant, since the entries of c only
get permuted by the algorithm),
• a ‘current best guess’ image, for instance based
on existing sky maps, or a previous run of the
algorithm.
Convergence. The choice of the voting weights en-
sures that for each pixel, each data image that con-
tributed to it will have had the same relative weight
in the algorithm’s averaging step. This does not, how-
ever, imply that the algorithm is invariant to the or-
dering of the images: As images are combined, the to-
tal weight vector v˜ accumulates. Eventually, the total
weight becomes large enough that new images simply
do not have enough influence to change the ordering of
the pixels in the consensus image. The maximal image
size is P pixels, hence the maximal rank difference that
can be observed in an image di is P − 1; this ranking
will come with a weight of 1. The current consensus
image, however, will receive weight v. Once all entries
of v are at least P , i.e., once every pixel has been cov-
ered by at least P data images, the averaging step can
no longer change the ranking of the consensus image,
and the algorithm has converged, at the expense of
any influence of late-arriving input images.
In our application, we are far from this happening (P
is of order 106, and we are nowhere near to having a
comparable number of images at this point). Never-
theless, one can think of strategies to avoid this:
• Use mini-batches of image that are combined to
a separate consensus image with a nontrivial vot-
ing vector, which can then be combined with the
current consensus image (using a straightforward
generalization of our voting formula).
• Assign non-binary weights to data images, to en-
sure that rankings are considered more reliable
where the pixel values were different, and the
rankings thus reliable. For instance, if 10% of
the pixels have exactly the same value (due to
discretization or clamping, say), then the ranks
of those pixels are uncertain at ∼ 10%; if we as-
sume a constant per-pixel error standard devia-
tion in the input images, then the rank error is the
per-pixel error times the derivative of the rank-
ing function, ie, the normalized histogram value.
Given Gaussian noise this would suggest a per-
pixel weighting of 1/h(di)
2
, where h is the his-
togram. We have not explored this option in this
paper but expect it would improve our results by
increasing the weights of images with high signal-
to-noise.
Astrometry.net Before combining the images, we
need to recognize them (as images of the night sky)
and register them to a common celestial coordinate
system. These tasks are performed by a system, As-
trometry.net, that has been described in the astronom-
ical literature (Lang et al., 2010), but not in the ma-
chine learning or statistics literature. Astrometry.net
image recognition and calibration proceeds in three
stages:
In the star-measuring phase, a rough noise estimate
is made in the input image by a median-absolute-
difference analysis and statistically significant peaks
are identified as possible “stars”. Each star is given
a measured centroid and brightness by a fit of a
quadratic function to a pixel patch centered on its peak
pixel in the image.
In the geometric-hashing phase, sets of four stars are
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Images Histogram Eq. Hist.-Eq. weighted average Enhance result
Figure 3: Four example images from the NGC 5907 collection, chosen to show very different dynamic range and
pre-processing. Left column: Input images (resampled to the common pixel grid). The top two images have
very low saturation (very few pixels with the maximum value); the bottom two images have high saturation.
Middle column: Histogram-equalized input images. Top-right: The histogram-equalized average of the input
images; image borders are clearly visible and the resulting image does not clearly show more dynamic range
than the inputs. Bottom-right: Result of running the Enhance algorithm. The input image edges are less
prominent, and the looping stream feature as well as the details in the core of the galaxy are visible due to the
enhanced dynamic range.
considered sequentially (and exhaustively in an order-
ing based on star brightnesses, limited only by CPU
time). For each set of four stars, a geometric hash
is computed that is invariant to translation, rotation,
and scale. This continuous, four-dimensional hash
code is looked up in an index of hashes of known four-
star asterisms (combinations of stars), with a finite tol-
erance to account for measurement noise, small camera
distortions, and stellar proper motions. Any match of
a four-star hash with an indexed hash creates a “pro-
posal” for the mapping between image coordinates and
celestial coordinates. The pre-computed index of four-
star hashes is designed to cover the entire sky densely,
not over-use individual stars (which might be noisy
or variable or wrong in the input catalogs), and make
use of stars that are likely to be co-visible in normal
images.
In the decision phase, every proposal about the co-
ordinate mapping generated in the hashing phase is
used to make predictions about the positions of other
stars in the image (other than the four used to make
the hash), based on the positions of known stars. A
robust likelihood for the proposal is computed, permit-
ting there to be known stars not detected in the input
image, and detected stars in the input image that are
not known. The posterior probability for the proposal
and a null hypothesis (that the hash alignment has
been found by chance) are compared, to make a de-
cision in the context of Bayesian decision theory with
a well-defined utility function. The utility function is
designed to be conservative (that is, reject a match
unless there is overwhelming support for it).
After a finite amount of CPU time, the system either
returns a failure or else the full mapping between im-
age coordinates and celestial coordinates. This map-
ping is delivered in standards-compliant astronomical
format (FITS WCS). In detail, it delivers a full poly-
nomial model of the camera distortions away from a
tangent-plane projection. In particular, for the pur-
poses of this project, the output of Astrometry.net
includes the celestial footprint of the image and the
precise transformation from pixel position to celestial
position for every pixel in the input image, thus solv-
ing the problem of registering the images to a common
pixel grid.
3 Experiments
Our method is defined for collections of images of a
fixed or near-fixed scene from a near-fixed viewpoint.
The images must be registered and resampled onto
a common pixel grid, with associated mask images
showing the registered image footprint on the refer-
ence “canvas”. We obtained two example image collec-
tions of extended astronomical objects from the Web,
one for the galaxy NGC 5907 and one for the inter-
acting pair of galaxies Messier 51a and 51b. In the
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Figure 4: Top left : deep image from Mart´ınez-Delgado et al. (2008), showing a faint stellar stream. This is
a visualization of the deepest image ever taken of NGC 5907. Top right : example images from our set of 298
images, obtained by a Web search for NGC 5907 (see Figure 2), and manually removing images that show the
stellar stream visible in the deep image. Bottom, left to right : results obtained by our algorithm, tone-mapped
to have the same histogram as the deep image: after one run through the image set; after one run using a
different permutation of the image set; and ten runs through the image set. While the algorithm is not strictly
invariant to image reordering, the results are visually quite similar. Also, it is noteworthy that one pass through
the dataset gives very good results, showing the faint stellar stream visible in the deep image, which required
over 11 hours of exposure time on a 0.5-meter telescope.
case of NGC 5907, the goal was to use (shallow, non-
scientific) images available on the Web to rediscover or
confirm astrophysically important but very faint (low
surface-brightness) features discovered in the outskirts
of the galaxy (Mart´ınez-Delgado et al., 2008). We
chose the first target (NGC 5907) since a high-quality
“ground truth” image is available, and the second tar-
get (Messier 51) because we knew a large number of
images would be available.
We generated the image collections using the “image
search” APIs of flickr, Bing, and Google. For the first
target, the galaxy NGC 5907, we used the search terms
“NGC5907” and “NGC 5907”. We retrieved as many
results as the APIs would allow (4000 for flickr, 1000
for Bing, and 100 for Google), and repeated the search
with different filters on the image size in order to get
the largest possible set of results. Examples of the
images produced by this search are shown in Figure 2.
Many images returned by the Web search services were
not images of the sky, or else not useful images, or
else images of the sky but not including the target;
attempted recognition with the Astrometry.net sys-
tem filtered these out. In Figure 2 we have marked
the images that were recognized as images of the sky.
For this experiment, we also filtered the images by
hand to remove images with very prominent labeling
or overplotted diagrams or text decoration, and re-
moved the highest-quality images (taken by Mart´ınez-
Delgado et al. (2008), or derived or reprocessed from
those images) that individually show the low intensity
features of greatest interest. We believe both removals
could have been performed automatically with objec-
tive operations on the pairwise rank statistics, but im-
plementation was beyond the deadline-limited scope of
this project.
The Web search services returned a total of 2034 image
URLs, of which 1967 were retrievable and had unique
contents, and 1817 were jpeg images. Of these, 405
were recognized as images of the night sky overlap-
ping our target region near NGC 5907. Of these, 48
were images from Mart´ınez-Delgado et al. (2008) or
reprocessings of those images, and we marked an ad-
ditional 59 images as having excessive annotations or
markings. The experiments below use the remaining
298 pixel-aligned images of NGC 5907.
A reference 900 × 900 pixel grid (canvas) in a
tangent-plane projection of the sky 30 × 30 arcmin2
in solid angle (roughly the area of the full moon) was
generated, centered on the fiducial celestial position of
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Figure 5: Example images from the M51 collection (resampled to the reference grid), and the result of the
Enhance algorithm acting on all 2066 images in the collection; Bottom left: Histogram-equalized consensus
image; Bottom right: Consensus image, tone-mapped to the second image in the top row. Notice the faint
extended structures around both galaxies: this is the debris resulting from their strong gravitational interaction.
NGC 5907 (RA, Dec = 229, 56.3 degrees J2000). The
Astrometry.net-recognized images—which in recog-
nition are also given standards-compliant celestial-
coordinate-system meta-data—were resampled by
nearest-neighbor resampling onto the reference grid.
Many of the input images did not fully cover the ref-
erence image canvas; we produced a mask indicating
which reference pixels were covered by each input im-
age.
For the first experiment with the NGC 5907 data, we
chose four images with different dynamic range (shown
in Figure 3). We performed a weighted average of these
images, weighted by their mask vectors. We also com-
bined them according to the Enhance algorithm given
in the Method Section. The reference image was ini-
tialized with the histogram-equalized average image.
The results are shown in Figure 3. Enhance combines
the images to produce an image with high overall dy-
namic range.
For the second experiment, we ran the Enhance algo-
rithm on all 298 images in the collection, initializing
with the mean image. We ran the red, green, and blue
color channels separately. The results are shown in
Figure 4.
We compute an approximate measure of the Kendall
tau rank-correlation coefficient between the Enhance
consensus image and one of the high-quality deep im-
ages of NGC 5907 that we removed from the input
image set (with the manual filtering). We compare
this to the Kendall tau for a simple mask-weighted
average of the input images and the same deep im-
age. The Enhance output gets Kendall tau of 0.355
and the weighted average 0.183, demonstrating that
Enhance produces a consensus image much closer to
our proxy for “ground truth”. Furthermore, the mean
inter-image Kendall tau between pairs of input images
is 0.165 whereas the mean Kendall tau between input
images and the consensus image produced by Enhance
is 0.249, demonstrating that the consensus is good.
For the third experiment, the Messier 51 image collec-
tion was used. Analysis was identical, except that the
search terms included several aliases for the galaxy:
“M 51”, “Messier 51”, “Whirlpool Galaxy”, “M 51a”,
“M 51b”, “NGC 5195”, “NGC 5194”, “UGC 8494”,
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“PGC 4741”, “Arp 85”, plus the same phrases without
spaces. The reference grid was centered on RA,Dec =
(202.5, 47.22) degrees J2000, with 1080 × 1080 pixels
and an area of 18 × 18 arcmin2. The search yielded
13,472 URLs, of which 12,793 were unique retrievable
files, 11,709 were jpeg images, 2072 were recognized
by Astrometry.net, and 2066 overlapped our region of
interest. (We instructed Astrometry.net to search only
in a small region around M51.) The results, which took
about 40 minutes on a single processor, are shown in
Figure 5.
4 Discussion
We have proposed a system that can automatically
combine uncalibrated, processed night-sky images to
produce high quality, high dynamic-range images cov-
ering wider fields. The consensus images output by
Enhance shown in Figures 4 and 5 reveal very low-
surface brightness tidally disrupted features from vi-
olent galaxy–galaxy interactions between subcompo-
nents of each system. These faint features are of great
astrophysical importance—they permit (in principle)
measurement of the ages, mass ratios, and orbital con-
figurations of recent merger events—and yet some of
them are not clearly visible in any of the input images.
Enhance creates opportunities for new astronomical
discoveries.
Our method scales linearly in the number of images,
making it applicable to the large (and increasing) num-
ber of astronomical images available. For each update
step, the time complexity is n log n (due to the sorting
algorithm) in the image size n of the new image be-
ing added (and independent of the consensus image),
taking a few seconds on a laptop for a 3 Megapixel
image in matlab. The method can thus be applied to
internet-scale problems.
We have set up a Web site that allows users to sub-
mit images for combination into an Open-Source Sky
Map.2 The systems keeps an overall sky map (in celes-
tial coordinates), whose brightness ranks are initialized
as a random permutation, as described above. Every
time an image is submitted, the system recognizes and
calibrates the image with Astrometry.net and merges
its rank information into our overall rank map as de-
scribed. We make use of the astronomical-standard
HealPix pixelization of the sky for the all-sky map
(Go´rski et al., 2002). In return, users receive anno-
tated versions of their images, as well as a histogram-
matched version of the corresponding part of the cur-
rent state of the map. The former allows the identifi-
cation of known astronomical objects, while the latter
is informative with respect to any differences to the
2http://nova.astrometry.net
present images, helpful for identifying transient events
as well as noticing any issues with calibration or in-
strumentation. A limitation for these applications of
the current system, and a promising direction for fu-
ture research, is the inclusion of point spread function
modeling.
One key value of pixel rank representations of images is
that they permit identification of non-identical input
images that nonetheless were created from the same
original source data (telescope or camera images). In
principle we should identify these duplicates and use
only one copy. However, the inclusion of duplicates
or images related by having common raw-data origins
does not have a large negative impact on the Enhance
output; these images just end up having higher overall
influence on the consensus ranks in the final output.
The specific Enhance algorithm given here works on
static two-dimensional scenes. That is, it cannot be
applied to time-variable scenes or three-dimensional
scenes with multiple camera viewpoints without sub-
stantial modification. However, there are many
natural-image applications for which the assumptions
of Enhance apply. Shots of famous landmarks from
other famous landmarks could be used (for example
the Brooklyn Bridge viewed from the Empire State
Building Observation Deck). Images taken in different
weather conditions with different cameras, processed
differently could be registered and then combined with
Enhance.
Finally, one scientifically very important application
for Enhance is in the analysis of historical photo-
graphic plate data. Astronomical data in photographic
(glass) plate form dates back to the 1880s or earlier,
and the Harvard Plate Archives alone contain half a
million plates, covering the sky hundreds of times over.
Different emulsions, different exposures, different de-
veloping, and different pre-exposure plate treatment
(“hypering”) lead to different non-linear responses of
emulsion density to incident intensity. These valu-
able plate images can be compared and combined with
pixel-rank statistics without a full treatment of all non-
linear effects. Enhance could have a large impact on
historical astronomy and astrophotography.
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