Transit data analysis and artificial neural networks (ANNs) have proven to be a useful tool for characterizing and modelling non-linear hydrological processes. In this paper, these methods have been used to characterize and to predict the discharge of Lor River (North Western Spain), 1, 2 and 3 days ahead. Transit data analyses show a coefficient of correlation of 0.53 for a lag between precipitation and discharge of 1 day. On the other hand, temperature and discharge has a negative coefficient of correlation (À0.43) for a delay of 19 days. The ANNs developed provide a good result for the validation period, with R 2 between 0.92 and 0.80. Furthermore, these prediction models have been tested with discharge data from a period 16 years later. Results of this testing period also show a good correlation, with R 2 between 0.91 and 0.64. Overall, results indicate that ANNs are a good tool to predict river discharge with a small number of input variables.
INTRODUCTION
Nowadays, river systems are subject to high anthropic stresses which are leading to increases in the frequency and severity of droughts and floods. In addition, climate change is likely to modify hydrological cycles, increasing extreme events (IPCC ). Due to high human occupation of flood plains, prediction of floods sufficiently in advance is of vital importance to minimize the effects on population. For these reasons, hydrological prediction is an essential tool for an adequate management of water resources from the points of view of social, environmental and economic (Thornton et al. ; Marques et al. ) .
The behaviour of hydrologic systems is complex and basically nonlinear (Sivakumar & Singh ) . It is directly influenced by different kinds of variables, such as edaphic, geological, geographical and climatic (Post & Jakeman ; Soulsby et al. ; López-Moreno et al. ) . Due to the nonlinearity of the behaviour, and the variety of the variables involved, artificial neural networks (ANNs) can be considered as an excellent prediction method.
Transit data analysis studies the behaviour of different variables over time and how they can be correlated even if the output variable responds later to the change of the input variable. It allows determination of the lag time between the two variables, and how statistically significant the correlation is (Sahu et al. ) . In this way, it is possible to know how long it takes for the discharge to respond to precipitation and evapotranspiration. This lag time is important because it represents the period of time that is necessary to model, to predict the response of discharge to other variables.
The ANNs have been used in many types of applications because they are a very useful tool for characterization (Willis et The traditional approaches, such as Box-Jenkins or autoregressive integrated moving average, assume that the time series are generated from a linear process; however, the real world systems are often nonlinear (Granger & Teräsvirta ; Zhang et al. ) . ANNs are a set of computational methods inspired by the human brain (Sutariya et al. ) and the way it works using the fundamental cell of the neural networks (neuron) (Zhang et al. ) . An ANN has a high number of neurons interconnected with other neurons, is this fact which gives the neural network capability of generalization, that is, the ANN can learn the data presented, and then, it can infer correct information although the request data contain noise (Zhang et al. ) .
The aims of this study were: (a) to characterize the behaviour of water discharge of an undammed river in relation to temporal distribution of rainfall and temperature, employing time series analysis; and (b) to model discharge 1, 2 and 3 days ahead through the use of ANNs.
MATERIALS AND METHODS

Description of the study river
Lor River is a mountain river with very good water quality, and it has been proposed as a Natural Fluvial Reserve in the last Hydrological Plan (Real Decreto 285/2013) of Confederación Hidrográfica Miño-Sil (the institution responsible for water management of this area). The Lor basin (Figure 1) is situated in an area included in the Natura 2000 Network, which is the centrepiece of European Union nature and biodiversity policy. The Natura 2000 Network is an ecological network of conservation areas of biodiversity that consists of Special Areas of Conservation established under the Habitats Directive and Special Protection Areas for Birds established under the European Birds Directive (Directive 2009/147/CE). The study area is denominated Ancares-Caurel (Directive 92/ 43 /CEE). From the geological point of view, the basin is over metamorphic rocks, mainly quartzite, schists and slates (Vera ) .
The area of the Lor River basin is 372 km 2 and the difference in elevation between the highest point (1,203 masl) and the outlet (223 masl) is 980 m; the length of the river is 53 km. The area has a mountainous climate with a Mediterranean tendency at the lowest part of the basin. The mean annual precipitation is 1,560 mm and the annual mean evapotranspiration is 687 mm (Martínez Cortizas & Pérez-Alberti ).
The daily Lor River discharge data from October 1984 to September 1994 were divided into two subsets, the first data set with data from October 1984 to December 1992 used as training period of ANNs, and a second data set with data from January 1993 to September 1994 used as validation period. Additionally, data from period 2008 to 2011 were used as the testing period.
The mean discharge over the training period was 11.4 m 3 s À1 , in the validation period was 13.6 m 3 s À1 and in the testing period was 10.9 m 3 s À1 . For the period 1959-2007, the mean discharge was 13.3 m 3 s À1 (with a coefficient of variation of 42%). The maximum annual discharge was in 2000 with 25.4 m 3 s À1 and the minimum discharge was in 2001 with 3.1 m 3 s À1 .
Data base
The procedure for developing the different ANN models is described in Figure 2 (left). When all models have been developed (data mining), the models are validated with the validation data previously reserved; we calculate different parameters (adjustments) and take a decision about the best model with highest capability to predict the Lor River discharge in the future (model selection). Once we have developed, validated and selected the best neural network models, we proceed to predict the discharge for years 2008-2011 (testing period), Figure 2 (right).
Meteorological and hydrological data were collected from different sources. The discharge data were obtained from Ministerio de Agricultura, Alimentación y Medio Ambiente (Lor Station in Parada, http://sig.magrama.es/geoportal/). Precipitation data were obtained from Conselleria de Medio Ambiente Territorio e Infraestructura (http://www.meteogalicia.es) and temperature data were collected from the network of AEMET (Agencia Estatal de Meterología) meteorological stations (www.datosclima.es). Maximum temperature was considered because it is well correlated with evapotranspiration and it is available in many regions of the world (Enku & Melesse ) .
Data from 1984 and 1994 were divided into two subsets, one for training (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) to develop the best model that can predict the discharge, and the second subset (1993) (1994) to validate the model. Also, the best model selected (in validation phase) was used to predict the discharge at Lor River for the period 2008-2011 (testing subset).
Time series analysis
The time series analysis seeks to find the correlation between different variables (cross-correlation) as well as within the variable itself (autocorrelation). These trends or seasonal variation should be accounted for when implementing the model prediction (Sahu et al. ) . In this study univariate (autocorrelation) and bivariate (cross-correlation) methods are applied to study the Lor River hydrology using the following time series data: Julian day, precipitation, maximum temperature and discharge. Autocorrelation coefficient varies in the interval [À1, 1] and the representation of this parameter versus lag visually indicates the periodicity of the event throughout time. If the perturbation of the variable (e.g. rainfall) has a long effect in time, the slope is gentle, while if the event has a short range in the temporary series, the slope will be more pronounced (Lee & Lee ; Sahu et al. ). The cross-correlation represents the relationship between the input series and output series (Lee & Lee ) , in this case precipitation and temperature vs. discharge. In the cross-correlation function, the delay is the time lag between lag 0 and the maximum cross-correlation coefficient value; this lag determines the transfer velocity of the system, for example how long it takes for the river discharge to respond 
ANNs
The performance of a neural network is based on the summation of the operations in each of the neurons in the system. The information is gathered in the neural network by a vector (Equation (1)), and it is propagated to the first intermediate layer.
All information is processed by the propagation function. The propagation function task is to add all the excitatory signals to reach the neuron and generate a single response to all inputs (Equation (2)). In this equation, S j is the propagation function for the intermediate neuron j, N corresponds with the number of neurons in the first layer (input layer), w ij corresponds with the value of the importance (weight) between the input neuron i and the intermediate neuron j, and finally b j corresponds with the bias associated to the neuron j of the intermediate layer.
The value obtained by the propagation function is used by the activation function to provide an output value for each input entered into the ANN system (Astray et al. ) . These values are propagated to all the neurons on the following layers, and finally to the last neuron in the network, the output neuron. The value provided by the output neuron (y o ) is compared with the experimental value (d o ), and therefore the error (E) in the prediction is calculated (Equation (3)).
Neural networks can use various activation functions; they can be different even in the intermediate layer and the output layer. The most commonly used activation functions are sigmoidal function (Cybenko ), linear function (Baldi & Hornik ) or hyperbolic tangent (Sorsa et al. ) . In this work the sigmoidal function (Equation (4)) was chosen.
Statistical evaluation of ANNs
Once the different neural networks have been developed, it is necessary to determine the error for each of the neural networks for training and validation phases, in order to compare and to choose the best model implemented. To do this, root mean square error (RMSE) was calculated with predicted and observed data, according to Equation (5); additionally the average percentage deviation (APD) (Equation (6)) was estimated. In all of these equations n corresponds with the cases number.
RESULTS AND DISCUSSION
Time series analysis of precipitation, temperature and discharge A period of 10 hydrological years with a time step of 1 day was used to explain the relationship between discharge, precipitation and temperature. In Figure 3 , we can see the autocorrelation and cross-correlation functions of these three variables. In Figure 3(a) , discharge, precipitation, and maximum temperature auto-correlograms show a clear annual oscillation that corresponds with the seasonal oscillations. For maximum temperature, the auto-correlogram shows high regularity. On the other hand, for precipitation and to a minor degree for discharge, the auto-correlograms show small oscillation owing to the frequency of measurement and the variability of precipitation. These oscillations are not specific to a particular time of the year. Figure 3(b) shows a closer look for the first 200 lags to facilitate the assessment of the autocorrelations. These figures show the random character of the small oscillation of precipitation; this fact can be seen in the rapid decrease of autocorrelation coefficient, reaching a value of 0.21 in 5 days. This decrease does not occur so quickly with the other two variables, maximum temperature and discharge, because, as we know, these variables do not present a random function (Angelini ) . This is demonstrated with the mild slope of both variables, compared with the steep slope of the precipitation. In fact, the temperature reaches a value of 0.40 in 55 days and a null value in 88 days showing the seasonal effect. Similar values have been found by other researchers in similar systems (Angelini ). The discharge decreases more smoothly, reaching a value of 0.20 in 54 days and a null value of autocorrelation in 105 days. Julian day (Jd)
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To identify the relationship between discharge and the variables maximum temperature and precipitation, crosscorrelation functions were calculated. The results obtained with the cross-correlation function show the crosscorrelation coefficient vs. lag time between two variables (Figure 3(c) and 3(d) ): precipitation-discharge and maximum temperature-discharge. In these models, precipitation and maximum temperature were used as input series, and discharge was used as output series. The crosscorrelograms show that the coefficient of correlation for precipitation-discharge is 0.53 for a lag time of 1 day. On the other hand, the cross-correlation between the maximum temperature and discharge has a minimum cross-correlation value of À0.43 with a lag time of 19 days, proving that the effect of the temperature on water discharge takes longer time than that for precipitation.
Development and training of ANNs
The development of ANNs requires a great implementation of networks, using trial and error method, to obtain the best neural network. In this study, over 1,500 neural networks were implemented, with different input variables (Table 1) , topologies and training cycles, to identify the neural networks with the best fit for previously untrained cases to predict the discharge to 1 (ANN 1 ), 2 (ANN 2 ) and 3 days (ANN 3 ) ahead. All neural network topologies have an input layer with Table 2 shows the best implemented neural networks for each of the selected types of ANNs for the training phase (October 1984 to December 1992 . This table also show the linear fit coefficients (R 2 ) and RMSE for the best neural networks for each type of input variable selection. As we can (validation period). The line of slope 1 is also shown. see, the same prediction topologies for 1, 2 or 3 days ahead were studied. As expected, the fits in developed predictive models are better when the time window is smaller. The types of neural networks that offer better results for the training phase show different selection of input variables for the different prediction days. So, the best ANN 1 is type 5 (Topology 6-5-1) with R 2 ¼ 0.94 and RMSE ¼ 3.57 m 3 s À1 . For ANN 2 the best type is T3 (Topology 8-5-1) and for ANN 3 the best type is 1 (9-7-1). These findings are consistent with the transit data analysis, which indicates that the lag time between precipitation and discharge is 1 day. Also the time of concentration (the time needed for water to flow from the farthest point in a watershed to the outlet) was calculated by the Temez expression (Temez ) and the result was 14 hours (less than our time step: 1 day).
Validation of ANNs
Once the adjustment of different ANNs for the training phase for each of the types of models implemented was calculated, the neural networks were validated using the period 1993-1994. As we can see in Table 2 the models with better fit for the validation phase are the models of type 2 (Julian day, precipitation, maximum temperature and discharge). Again, the neural network fit to predict the discharge 1 day ahead (R 2 ¼ 0.917, RMSE ¼ 5.15 m 3 s À1 ) is better than the others, ANN 2 (R 2 ¼ 0.835, RMSE ¼ 7.41 m 3 s À1 ) and ANN 3 (R 2 ¼ 0.803, RMSE ¼ 8.02 m 3 s À1 ) ( Table 2 ). These latter two ANNs have a good prediction power, although lower than ANN 1 , but show high R 2 coefficients, always over 0.80.
Choosing the best neural network should not be based on the fit in the training phase, but rather in the best fit for the validation phase because these cases are really unknown to the neural network implemented, allowing a better idea of how to adjust the neural network to future data. In this sense, and as mentioned above, the best-fitting networks are type two (T2). Figure 4 shows the predicted discharge of Lor River by neural network model versus the observed discharge. For ANN 1 , the best implemented network has a topology of 4-2-1, and it has been trained for 300,000 cycles, with an R 2 coefficient of 0.917 and a lower RMSE (5.15 m 3 s À1 ), which represents an APD of 18.9% (Table 2 and Figure 4 (a) and 4(b)). This ANN was trained for 3·10 5 cycles with a start learning rate of 0.6 (to control the weights variation (Yu et al. ) and a momentum of 0.8 (to speed up convergence and maintain generalization power (Istook & Martinez ) ; both were decreased with the training phase of the neural network. The ANN 2 for predicting the discharge 2 days ahead has a topology 4-3-1 (Table 2 and Figure 4 (c) and 4(d)). This ANN 2 presents a good fit (R 2 ¼ 0.835 and RMSE ¼ 7.41 m 3 s À1 ) that corresponds with an APD of 15.9%. Finally, the ANN 3 to predict the discharge 3 days ahead presents a good predictive power for previously unseen cases; these settings are, obviously, worse than ANN 1 and ANN 2 , with R 2 of 0.803 and RMSE of 8.02 m 3 s À1 , which corresponds with an APD of 19.3% (Table 2 and Figure 4(e) and 4(f)). Both ANNs, ANN 2 and ANN 3, present the same topology with a start learning rates of 0.6 and a momentums of 0.8; both errors were decreased with the training phase but the training cycles for each ANN were different, 3.5·10 5 and 2·10 5 , respectively.
The predictions 2 and 3 days ahead are 44.0 and 55.9% worse than a prediction 1 day ahead. This huge error between fits of ANN 2 and ANN 3 with respect to the prediction of ANN 1 is directly related to the cross-correlation function for precipitation and discharge (1 day); thus, trying to predict the discharge of Lor River for more than 3 days is, as was thought at first, an unnecessary task.
The temporal distribution for the three ANNs is shown in Figure 4 (b), 4(d) and 4(f), providing a good fit between observed discharge (grey shading) and predicted (black line) for low discharge. For periods of high flows the models tend to underestimate the discharge and this fact is more pronounced for ANN 2 and ANN 3 . The importance of input neuron value depends on the weights of each neuron with the neurons in the intermediate layer; the sum of the absolute value of weights determines the importance of input variable to predict the discharge (Table 3) .
The analysis of weights shows that the dominant variable is the discharge, as expected, for all ANNs. The next variable that controls the discharge of the Lor River is the precipitation; however, we can see that to network 2 days ahead (ANN 2 ) the temperature becomes more important compared with the other two models implemented. This effect can be related to the importance of temperature in evapotranspiration. To confirm that, the daily potential evapotranspiration (PET) was calculated using Hamon's method (Dingman ) (Equation (7)), where D corresponds with day length in hours and e* a (T a ) corresponds with the saturation vapour pressure at the mean daily temperature and was calculated by Equation (8) Evapotranspiration markedly influences water availability for stream discharge, and temperature is one of the most important factors that determine the magnitude of water loss to atmosphere by evaporation. As we can see in Figure 5 , cross-correlations between discharge and temperature and between discharge and evapotranspiration are practically identical.
Testing of ANNs
Once the top three neural networks had been developed, validated and selected (model 4-2-1 for 1 day prediction ahead, and model 4-3-1 for 2 and 3 days prediction ahead), the river discharge of years 2008 to 2011 (testing period) was predicted. Figure 6 and Table 4 show that for the testing period, the fit between observed and predicted discharge 1 day ahead (R 2 ¼ 0.908) is similar to that obtained for the validation period (R 2 ¼ 0.917). Similar results were obtained with the discharge prediction 2 and 3 days ahead, but in these cases the difference is larger, around 12.4% and 21.9% respectively. Nevertheless, the values of RMSE are better for all days ahead, 5.15 m 3 s À1 vs. 3.74 m 3 s À1 (27.3% less) for 1 day ahead, 7.41 m 3 s À1 vs. 6.42 m 3 s À1 (13.3%) for 2 days ahead, and 8.02 m 3 s À1 vs. 7.58 m 3 s À1 (5.5%) for 3 days ahead. This was probably related to the fact that in the validation period an important error was observed in a short period of high flows, resulting in a significant increase of RMSE value. As happened in the validation period, the ANNs underestimate discharge in high flow periods, and this fact is more pronounced in ANN 2 and ANN 3 .
CONCLUSIONS
In this study, the combination of time series analysis and ANNs has provided useful information to analyse the hydrologic behaviour of an undammed river, such as the lag time between precipitation and discharge and the prediction of discharge 1, 2 and 3 days ahead.
The key findings are summarized below.
• A lag time of 1 day is found between precipitation and discharge of Lor River. Knowledge of the lag of the river discharge is important to determine the optimal time window threshold to predict the discharge.
• The ANNs implemented in this study have shown a great ability to predict discharges to 1, 2 and 3 days ahead. All models feature high linear correlation, always greater than 0.80.
• The prediction in the testing period shows a good correlation for 1 day prediction ahead (R 2 ¼ 0.91), but for 2 and 3 days ahead the correlation worsened considerably due to the time lag between precipitation and discharge of this river being 1 day, and therefore there is no clear relation between precipitation and discharge beyond this 1 day period.
• Taking into account the different models implemented and the results obtained we can say that ANNs have proved to be a valid tool to predict the Lor River discharge with lower RMSE for 1 day ahead, but in the case of 2 and 3 days ahead the models implemented present an important deviation, especially in periods of high flows in which stream discharge is underestimated.
• Long-term predictions using a small number of variables must be considered with caution. Probably, the time in advance of forecasting for water discharge prediction using ANNs is limited by the lag time between rainfall and river discharge. 
