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CHAPTER I
Introduction
Commutative algebraists and algebraic geometers have long used the Frobenius
or p-th power map to study rings and schemes in positive characteristic. The al-
gebraic analogue of a smooth variety is a regular ring, such as a polynomial ring
over a field. The failure of rings to be regular (i.e., the singular points on a variety)
can be detected using the Frobenius map in characteristic p > 0. This leads to the
definitions of F -regular, F -rational and F -pure singularities [33], [29]. Quite surpris-
ingly, these singularities have a mysterious correspondence to certain singularities
in characteristic 0, whose definitions usually require resolution of singularities. For
instance, it is known that a variety over C has rational singularities if and only if
its mod p reductions are F -rational for almost all primes p > 0 [63], [18]. Moreover,
it is conjectured that a similar correspondence holds for log canonical and F -pure
singularities [19], [50].
Local cohomology captures several algebraic and geometric properties of a com-
mutative ring. It has close relations with sheaf cohomology and singular cohomology
in algebraic geometry and algebraic topology. For example, the elements in the
first local cohomology module supported at a certain ideal give the obstruction to
extending sections off the subvariety defined by the ideal to the whole variety. In
1
2other words, it measures the difficulty in extending holomorphic functions defined on
an open sub-manifold to the whole manifold. In positive characteristic, the Frobe-
nius endomorphism of the ring naturally induces Frobenius actions on all the local
cohomology modules, which leads to the definition of F -injective singularities [13].
The first goal in this thesis is to understand these “F -singularities,” in particular
the Frobenius structure of local cohomology modules of F -pure and F -injective rings.
One of my main interests is to understand when a local ring (R,m) has the property
that there are only finitely many F -stable 1 submodules of each local cohomology
module H im(R) (we refer to Chapter III for detailed definitions). Rings with this
property are called FH-finite and have been studied in [58] and [12], where the
following was proved:
Theorem I.1 (Sharp [58], Enescu-Hochster [12]). Let (R,m) be an F -pure Goren-
stein local ring of dimension d. Then R is FH-finite, i.e., there are only finitely many
F -stable submodules of Hdm(R).
It was also proved in [12] that Stanley-Reisner rings are FH-finite based on a
detailed analysis of the structure of the local cohomology modules of these rings.
Moreover, Enescu and Hochster asked whether the F -pure property itself is enough
for FH-finiteness (see Discussion 4.4 in [12] and Conjecture 1.2 in [11]). We provide
a positive answer to this question. We emphasize that our result does not need
any extra condition on the ring, and it works for every local cohomology module
supported at the maximal ideal (i.e., not only the top one).
Theorem I.2. Let (R,m) be an F -pure local ring. Then R is FH-finite, i.e., there
are only finitely many F -stable submodules of H im(R) for every i.
1F -stable submodules are originally introduced by Smith in [62] and [63], this terminology is also used in [12],
but in [11] and [43], they are called F -compatible submodules.
3The results of Sharp [58] and Enescu-Hochster [12] have close connections with
recent work of Blickle and Bo¨ckle [6], Kumar and Mehta [35] as well as Schwede
and Tucker [56], [57]. For example, Blickle and Bo¨ckle [6] recovered and generalized
Theorem I.1 in the dual setting, in the language of Cartier modules. Kumar and
Mehta [35] globalize this result to show that there are finitely many Frobenius com-
patibly split subvarieties (for a fixed splitting). This is also proved independently by
Schwede [56] in a generalized setting (e.g., for pairs). Moreover, Schwede and Tucker
[57] give an explicit upper bound on the number of F -ideals, i.e., ideals that can be
annihilators of F -stable submodules of Hdm(R). So in the Gorenstein case Schwede
and Tucker’s results give an upper bound on the number of F -stable submodules of
Hdm(R) by duality.
However, in the non-Gorenstein case, studying F -stable submodules of Hdm(R)
can be difficult. As Matlis duality does not take Hdm(R) to R, the results in [6],
[56] or [57] won’t provide us much information about the finiteness of the number of
F -stable submodules of Hdm(R). So our result as well as its proof give new insight
in this area. In fact, our result has lots of applications. Recently, Horiuchi, Miller
and Shimomoto [34] applied our Theorem I.2 to prove that F -purity deforms to F -
injectivity, an outstanding case of the still open conjecture that F -injectivity deforms.
We will discuss these recent applications in detail in Chapter III.
Among the techniques for studying singularities and local cohomology in char-
acteristic p > 0, the theory of Lyubeznik’s F -module is a very powerful tool. For
example, using this technique, Lyubeznik has shown that all local cohomology mod-
ules of a regular ring of characteristic p > 0 have only finitely many associated primes
[41]. In [28], Hochster proved that, for any regular ring R of characteristic p > 0, the
4category of Lyubeznik’s F -modules has enough injectives, i.e., every F -module can
be embedded in an injective F -module. It is therefore quite natural to ask what is
the global dimension of this category. Our main result in Chapter IV is the following:
Theorem I.3. Let R be a regular ring which is essentially of finite type over an
F -finite regular local ring. Then the category of Lyubeznik’s F -modules has finite
global dimension d+ 1 where d = dimR.
The proof of the above theorem utilizes lots of ideas in Cartier module theory
of Blickle and Bo¨ckle [6] as well as part of the early constructions in Emerton and
Kisin’s work [9].
We also proved that for any regular local ring (R,m) of dimension at least one, the
injective hull of the residue field E(R/m), with its standard FR-module structure,
is not injective in the category of F -finite FR-modules. Recently in [42], Lyubeznik,
Singh and Walther have obtained a surprising result compared to our result.
Example I.4. Let (R,m) be a regular local ring of characteristic p > 0 and dimension
d ≥ 1, and let E = E(R/m) ∼= Hdm(R) be the injective hull of the residue field. Then
Ext1FR(R,E) 6= 0. Moreover, when R/m is an infinite field, Ext1FR(R,E) is also
infinite. In particular, E is not injective in the category of FR-modules.
Theorem I.5 (cf. Corollary 2.10 in [42]). Let (R,m) be a standard graded polynomial
ring of dimension n over a separably closed field (m stands for the homogeneous max-
imal ideal). Then Hdm(R), with its standard graded FR-module structure, is injective
in the category of graded F -finite FR-modules.
The Hilbert-Samuel multiplicity eR of a local ring R is a classical invariant that
measures the singularity of R. In general, eR is always a positive integer, and the
larger the eR, the worse the singularity of R. It is well known that under mild
5conditions, eR = 1 if and only if R is a regular local ring. Quite surprisingly, how the
Hilbert-Samuel multiplicity behaves under flat local extensions is not understood.
Christer Lech conjectured around 1960 [39],[40] that eR ≤ eS for every flat local
extension R → S. Because it is natural to expect that if R → S is a flat local
extension, then R cannot have a worse singularity than S. Hence, from this point
of view, Lech’s conjecture seems quite natural. However, after over fifty years, very
little is known on Lech’s conjecture! In Chapter V, we will attack this conjecture
using Cohen-factorization coupled with the Frobenius endomorphism. We give some
positive results in low dimension, for example we show that Lech’s conjecture is true
if R is Gorenstein of dimension ≤ 3 in equal characteristic p > 0. We also relate
Lech’s conjecture to some natural questions on modules of finite length and finite
projective dimension and extend many previous results to the generalized setting.
CHAPTER II
Preliminaries and notations
In this chapter we will collect the basic definitions and theorems in commutative
algebra that we will use throughout this thesis, although we will sometime repeat
these definitions and notations in context.
We will use (R,m) or (R,m, K) to denote a Noetherian local ring R with unique
maximal ideal m. When we use the second notion we also specify that the residue
field of R is K. We will always use d to denote the dimension of the ring (R,m).
Sometimes we will also use (R,m) to denote a Noetherian graded ring with unique
homogeneous maximal ideal m. This will be clear in context.
In Chapter III and Chapter IV we will mostly work over rings of characteristic
p > 0. In this case there is a natural Frobenius endomorphism F : R→ R, as well as
its iterates F e: R→ R. Since we often need to distinguish the source and target ring,
we will use R(e) to denote the target ring of the e-th Frobenius map F e: R → R(e).
Thus, R(e) is R viewed as an R-algebra with structural homomorphism F e. When M
is an R-module and x ∈ M is an element, we use M (e) to denote the corresponding
module over R(e) and x(e) to denote the corresponding element in M (e). We shall let
F eR(−) denote the Frobenius functor of Peskine-Szpiro from R-modules to R-modules
(we will omit the subscript R when R is clear from the context). In detail, F eR(M) is
6
7given by base change to R(e) and then identifying R(e) with R. We say R is F -finite
if R(1) is finitely generated as an R-module. By Kunz’s result [36], we know that
R(e) is faithfully flat as an R-module when R is regular. So for an F -finite regular
ring, R(1) (and hence R(e) for every e) is finite and projective as an R-module.
We use R{F} to denote the Frobenius skew polynomial ring, which is the non-
commutative ring generated over R by the symbols 1, F, F 2, . . . by requiring that
Fr = rpF for r ∈ R. Note that R{F} is always free as a left R-module. When
R is regular and F -finite, R{F} is projective as a right R-module (because R(1) is
projective in this case).
We say that an R-module M is an R{F}-module if M is a left module over the
ring R{F}. This is the same as saying that there is a Frobenius action F : M →M
such that for all u ∈ M , F (ru) = rpu, and also the same as saying that there is an
R-linear map: FR(M) → M . We say an R-module N is an F -stable submodule of
an R{F}-module M if N is an R{F}-submodule of M . We say an R{F}-module M
is F -nilpotent if some power of the Frobenius action on M kills the whole module
M , i.e., F e: M →M is zero for some e.
We say an R-module M is a right R{F}-module if it is a right module over the
ring R{F}, or equivalently, there exists a morphism φ: M → M such that for all
r ∈ R and x ∈ M , φ(rpx) = rφ(x) (the right action of F can be identified with φ).
This morphism can be also viewed as an R-linear map φ: M (1) →M . We note that
a right R{F}-module is the same as a Cartier module defined in [6] (we will recall
this in Chapter III).
Using the Frobenius endomorphism one can define the so called “F -singularities.”
These include F -regular, F -rational, F -pure and F -injective singularities. Since in
this thesis we will mainly work with the latter two, we only give the definition for
8F -pure and F -injective rings. We first recall that a map of R-modules N → N ′ is
pure if for every R-module M the map N⊗RM → N ′⊗RM is injective. This implies
that N → N ′ is injective, and is weaker than the condition that 0 → N → N ′ be
split. R is called F -pure (respectively, F -split) if the Frobenius endomorphism F :
R → R is pure (respectively, split). Evidently, an F -split ring is F -pure and an
F -pure ring is reduced. When R is either F -finite or complete, F -pure and F -split
are equivalent [33].
The Frobenius endomorphism on R induces a natural Frobenius action on each lo-
calization ofR. So it induces a natural action on the Cˇech complex C•(x1, . . . , xn, R) =
0→ R→ ⊕Rxi → · · · → Rx1···xn → 0 of R, and hence also on the cohomology of the
Cˇech complex. In particular, it induces a natural action on each local cohomology
module H im(R). We say a local ring is F -injective if F acts injectively on all of the
local cohomology modules of R with support in m. This holds if R is F -pure [12].
The Hilbert-Samuel multiplicity of an R-module with respect to an m-primary
ideal I is defined as
e(I,M) = d! · lim
t→∞
lR(M/I
tM)
td
.
When R has characteristic p > 0, one also defines the Hilbert-Kunz multiplicity [49]
to be
eHK(I,M) = lim
e→∞
lR(M/I
[pe]M)
pde
,
where I [p
e] is the ideal generated by all xp
e
for x ∈ I (in the context we use q to
denote pe). We use eR(M), eHK(M) (resp. eR, eHK(R)) to denote the Hilbert-Samuel
multiplicity and Hilbert-Kunz multiplicity of the module M (resp. the ring R) with
respect to the maximal ideal m.
We say an ideal I is a minimal reduction of m if I is generated by a system of
parameters and the integral closure of I is m (this is slightly different from the usual
9definition, but is easily seen to be equivalent). A minimal reduction of m always
exists if K = R/m is an infinite field. The only thing we will use about minimal
reductions is that e(I, R) = eR. When R is a Cohen-Macaulay ring and I is an
ideal generated by a system of parameters, we always have e(I, R) = lR(R/I), in
particular, when I is a minimal reduction of m, eR = lR(R/I).
We use “MCM” to denote “maximal Cohen-Macaulay module” over the local
ring R, i.e., a finitely generated R-module M such that depthmM = dimR. We use
νR(·) to denote the minimal number of generators of a module over R (ν(·) when
R is clear from the context). We use edimR to mean the embedding dimension of
R, i.e., edimR = dimK m/m
2. The associated graded ring of R with respect to m
will be denoted by grmR. A module M over R is said to have finite flat dimension
(resp. finite projective dimension) if there is a finite resolution of M by flat (resp.
projective) R-modules. We use the notation fdRM <∞ (resp. pdRM <∞).
We will use ER(K) or simply ER to denote the injective hull of the residue field
K = R/m of R. We define M∨ = HomR(M,ER) to be the Matlis dual of an R-
module M . We will use ωR to mean the canonical module of an local ring R, that
is, ω∨R = H
d
m(R). Canonical modules exist under very mild conditions, for example
when R is a homomorphic image of a Gorenstein ring (e.g., when R is complete). In
Chapter III and IV we need to understand some of the theory of canonical modules
for non-Cohen-Macaulay rings and also the definition for possibly non-local rings.
We will explain in detail when we use these notions.
Finally we recall the definition and basic properties of excellent rings. We say a
homomorphism R→ S of Noetherian rings is geometrically regular if it is flat and all
the fibers κP (= RP/PRP )→ κP ⊗S are geometrically regular (i.e., κ′P ⊗S is regular
for every algebraic field extension κ′ of κ). An excellent ring is a universally catenary
10
Noetherian ring such that in every finitely generated R-algebra S, the singular locus
{P ∈ SpecS: SP is not regular} is Zariski closed, and for every local ring A of R,
the map A → Â is geometrically regular. In this thesis we will use the definition
of excellent rings as well as two important facts about excellent rings: that every
complete local or F -finite ring is excellent, and that every algebra essentially of finite
type over an excellent ring is still excellent. We refer to [46] and [37] for details about
excellent rings.
CHAPTER III
Frobenius structure on local cohomology
One of our interests in studying the Frobenius structure on local cohomology
modules is to understand when a local ring (R,m) of equal characteristic p > 0
has the property that there are only finitely many F -stable submodules for each
H im(R), 1 ≤ i ≤ dimR. Rings with this property are called FH-finite and have been
studied in [12] and [58]. Our first goal in this chapter is to show that for an F -pure
local ring (R,m), all local cohomology modules H im(R) have only finitely many F -
stable submodules. This answers positively the open question raised by Enescu and
Hochster in [12]. We will also discuss recent applications of this result. Most results
in this Chapter have appeared in my papers [43] and [45].
3.1 FH-finite, FH-finite length and anti-nilpotency
Definition III.1 (cf. Definition 2.5 in [12]). A local ring (R,m) of dimension d is
called FH-finite if for all 0 ≤ i ≤ d, there are only finitely many F -stable submodules
of H im(R). We say (R,m) has FH-finite length if for each 0 ≤ i ≤ d, H im(R) has finite
length in the category of R{F}-modules.
It was proved in [12] that an F -pure Gorenstein ring is FH-finite (see Theorem
3.7 in [12]). This also follows from results in [58]. It was then asked in [12] whether
the F -pure property itself is enough for FH-finiteness (see Discussion 4.4 in [12]). In
11
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order to attack this question, Enescu and Hochster introduced the anti-nilpotency
condition for R{F}-modules in [12], which turns out to be very useful. In fact, it is
proved in [12] that the anti-nilpotency of H im(R) for all i is equivalent to the condition
that all power series rings over R be FH-finite.
Definition III.2. Let (R,m) be a local ring and let W be an R{F}-module. We
say W is anti-nilpotent if for every F -stable submodule V ⊆ W , F acts injectively
on W/V .
Theorem III.3 (cf. Theorem 4.15 in [12]). Let (R,m) be a local ring and let
x1, . . . , xn be formal power series indeterminates over R. Let R0 = R and Rn =
R[[x1, . . . , xn]]. Then the following conditions on R are equivalent:
1. All local cohomology modules H im(R) are anti-nilpotent.
2. The ring Rn is FH-finite for every n.
3. R1 ∼= R[[x]] has FH-finite length.
When R satisfies these equivalent conditions, we call it stably FH-finite.
We will also need some results in [6] about Cartier modules. We recall some
definitions in [6]. The definitions and results in [6] work for schemes and sheaves,
but we will only give the corresponding definitions for local rings for simplicity (we
will not use the results on schemes and sheaves).
Definition III.4. A Cartier module over R is an R-module equipped with a p−1
linear map CM : M → M , that is, an additive map satisfying C(rpx) = rC(x) for
every r ∈ R and x ∈ M . A Cartier module (M,C) is called nilpotent if Ce(M) = 0
for some e.
13
Remark III.5. 1. A Cartier module is precisely a right module over the ring R{F}
(see [60] for corresponding properties of right R{F}-modules). In chapter IV,
we will study right R{F}-modules in detail when R is regular.
2. If (M,C) is a Cartier module, then CP : MP →MP defined by
CP (
x
r
) =
C(rp−1x)
r
for every x ∈M and r ∈ R− P gives MP a Cartier module structure over RP .
Next we recall the notion of Frobenius closure: for any ideal I ⊆ R, IF = {x ∈
R|xpe ∈ I [pe] for some e}. If R is F -pure, then every ideal is Frobenius closed. We
will see that under mild conditions on the ring, the converse also holds [32].
We also need the notion of approximately Gorenstein ring introduced in [26]:
(R,m) is approximately Gorenstein if there exists a decreasing sequence of m-primary
ideals {It} such that every R/It is a Gorenstein ring and the {It} are cofinal with
the powers of m. That is, for every N > 0, It ⊆ mN for all t  1. We will call
such a sequence of ideals an approximating sequence of ideals. Note that for an m-
primary ideal I, R/I is Gorenstein if and only if I is an irreducible ideal, i.e., it is
not the intersection of two strictly larger ideals. Every reduced excellent local ring is
approximately Gorenstein [26]. The following lemma is well-known. We give a proof
because we cannot find a good reference.
Lemma III.6. Let (R,m) be an approximately Gorenstein ring (e.g., R is reduced
and excellent). The following are equivalent:
1. R is F -pure.
2. Every ideal is Frobenius closed.
3. There exists an approximating sequence of ideals {It} such that IFt = It.
14
Proof. The only nontrivial direction is (3) ⇒ (1). We want to show R → R(1) is
pure when IFt = It. It suffices to show that ER ↪→ R(1) ⊗R ER is injective where
ER denotes the injective hull of the residue field of R. But it is easy to check that
ER = lim−→
t
R
It
. Hence ER ↪→ R(1) ⊗R ER is injective if R
It
↪→ R
(1)
ItR(1)
is injective for all
t. But this is true because IFt = It.
We end this section with a simple lemma which will reduce most problems to the
F -split case (recall that for complete local rings, F -pure is equivalent to F -split).
Lemma III.7 (cf. Lemma 2.7(a) in [12]). Let (R,m) be a local ring. Then R has
FH-finite length (resp. is FH-finite or stably FH-finite) if and only if R̂ has FH-finite
length (resp. is FH-finite or stably FH-finite).
3.2 F -pure implies stably FH-finite
In order to prove the main result, we begin with some simple Lemmas III.8, III.9,
III.10 and a Proposition III.11 which are characteristic free. In fact, in all these
lemmas we only need to assume I is a finitely generated ideal in a (possibly non-
Noetherian) ring R so that the Cˇech complex characterization of local cohomology
can be applied (the proof will be the same). However, we only state these results
when R is Noetherian.
Lemma III.8. Let R be a Noetherian ring, I be an ideal of R and M be any R-
module. We have a natural map:
M ⊗R H iI(R) φ−→ H iI(M)
Moreover, when M = S is an R-algebra, φ is S-linear.
Proof. Given maps of R-modules L1
α−→ L2 β−→ L3 and M ⊗R L1 id⊗α−−−→M ⊗R L2 id⊗β−−−→
15
M ⊗R L3 such that β ◦ α = 0, there is a natural map:
M ⊗R ker β
imα
→ ker(id⊗ β)
im(id⊗ α)
sending m ⊗ z to m⊗ z. Now the result follows immediately by the Cˇech complex
characterization of local cohomology.
Lemma III.9. Let R be a Noetherian ring, S be an R-algebra, and I be an ideal of
R. We have a commutative diagram:
S ⊗R H iI(R)
φ

H iI(R)
j2
88
j1
// H iIS(S)
where j1, j2 are the natural maps induced by R → S. In particular, j2 sends z to
1⊗ z.
Proof. This is straightforward to check.
Lemma III.10. Let R be a Noetherian ring and S be an R-algebra such that the
inclusion ι: R ↪→ S splits. Let γ be the splitting S → R. Then we have a commutative
diagram:
S ⊗R H iI(R)
q2
xx
φ

H iI(R) H
i
IS(S)
q1
oo
where q1, q2 are induced by γ, in particular q2 sends s⊗ z to γ(s)z.
Proof. We may identify S with R ⊕W and R ↪→ S with R ↪→ R ⊕W which sends
r to (r, 0), and S → R with R ⊕W → R which sends (r, w) to r (we may take W
to be the R-submodule of S generated by s− ι ◦ γ(s)). Under this identification, we
have:
S ⊗R H iI(R) = H iI(R)⊕W ⊗R H iI(R)
16
H iIS(S) = H
i
I(R)⊕H iI(W )
and q1, q2 are just the projections onto the first factors. Now the conclusion is clear
because by Lemma III.8, φ: S ⊗R H iI(R) → H iIS(S) is the identity on H iI(R) and
sends W ⊗R H iI(R) to H iI(W ).
Proposition III.11. Let R be a Noetherian ring and S be an R-algebra such that
R ↪→ S splits. Let y be an element in H iI(R) and N be a submodule of H iI(R). If the
image of y is in the S-span of the image of N in H iIS(S), then y ∈ N .
Proof. We know there are two commutative diagrams as in Lemma III.9 and III.10
(note that here j1 and j2 are inclusions since R ↪→ S splits). We use γ to denote the
splitting S → R. The condition says that j1(y) =
∑
sk · j1(nk) for some sk ∈ S and
nk ∈ N . Applying q1 we get:
y = q1 ◦ j1(y)
=
∑
q1(sk · j1(nk))
=
∑
q1(sk · φ ◦ j2(nk))
=
∑
q1 ◦ φ(sk · j2(nk))
=
∑
q2(sk ⊗ nk)
=
∑
γ(sk) · nk ∈ N
where the first equality is by definition of q1, the third equality is by Lemma III.9,
the fourth equality is because φ is S-linear, the fifth equality is by Lemma III.10 and
the definition of j2 and the last equality is by the definition of q2. This finishes the
proof.
Now we return to the situation in which we are interested. We assume (R,m) is
a Noetherian local ring of equal characteristic p > 0. We first prove an immediate
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corollary of Proposition III.11, which explains how FH-finite and stably FH-finite
properties behave under split maps.
Corollary III.12. Suppose (R,m) ↪→ (S, n) is split and mS is primary to n. Then
if S is FH-finite (respectively, stably FH-finite), so is R.
Proof. First notice that, when R ↪→ S is split, so is R[[x1, . . . , xn]] ↪→ S[[x1, . . . , xn]].
So it suffices to prove the statement for FH-finite. Since mS is primary to n, for
every i, we have a natural commutative diagram:
H im(R)
F

// H in(S)
F

H im(R) // H
i
n(S)
where the horizontal maps are induced by the inclusion R ↪→ S, and the vertical
maps are the Frobenius action. It is straightforward to check that if N is an F -
stable submodule of H im(R), then the S-span of N is also an F -stable submodule of
H in(S).
If N1 and N2 are two different F -stable submodules of H
i
m(R), then their S-spans
in H in(S) must be different by Proposition III.11. But since S is FH-finite, each H
i
n(S)
only has finitely many F -stable submodules. Hence so is H im(R). This finishes the
proof.
Now we start proving our main result. First we prove a lemma:
Lemma III.13. Let W be an R{F}-module. Then W is anti-nilpotent if and only
if for every y ∈ W , y ∈ spanR〈F (y), F 2(y), F 3(y), . . . . . . 〉 .
Proof. Suppose W is anti-nilpotent. For each y ∈ W ,
V := spanR〈F (y), F 2(y), F 3(y), . . . . . . 〉
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is an F -stable submodule of W . Hence, F acts injectively on W/V by anti-nilpotency
of W . But clearly F (y) = 0 in W/V , so y = 0, so y ∈ V .
For the other direction, suppose there exists some F -stable submodule V ⊆ W
such that F does not act injectively on W/V . We can pick some y /∈ V such that
F (y) ∈ V . Since V is an F -stable submodule and F (y) ∈ V ,
spanR〈F (y), F 2(y), F 3(y), . . . . . . 〉 ⊆ V.
So
y ∈ spanR〈F (y), F 2(y), F 3(y), . . . . . . 〉 ⊆ V
which is a contradiction.
Theorem III.14. Let (R,m) be a local ring which is F -split. Then H im(R) is anti-
nilpotent for every i.
Proof. By Lemma III.13, it suffices to show for every y ∈ H im(R), we have
y ∈ spanR〈F (y), F 2(y), F 3(y), . . . . . . 〉.
Let Nj = spanR〈F j(y), F j+1(y) . . . . . . 〉, consider the descending chain:
N0 ⊇ N1 ⊇ N2 ⊇ · · · · · · ⊇ Nj ⊇ · · · · · ·
Since H im(R) is Artinian, this chain stabilizes, so there exists a smallest e such that
Ne = Ne+1. If e = 0 we are done. Otherwise we have F
e−1(y) /∈ Ne. Since R
is F -split, we apply Proposition III.11 to the Frobenius map R
r→rp−−−→ R = S (and
I = m). In order to make things clear we use S to denote the target R, but we keep
in mind that S = R.
From Proposition III.11 we know that the image of F e−1(y) is not contained in
the S-span of the image of Ne under the map H
i
m(R) → H imS(S) ∼= H im(R). But
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this map is exactly the Frobenius map on H im(R), so the image of F
e−1(y) is F e(y),
and after identifying S with R, the S-span of the image of Ne is the R-span of
F e+1(y), F e+2(y), F e+3(y), . . . . . . which is Ne+1. So F
e(y) /∈ Ne+1, which contradicts
our choice of e.
Theorem III.15. Let (R,m) be an F -pure local ring. Then R and all power series
rings over R are FH-finite (i.e., R is stably FH-finite).
Proof. We first show that every m-primary ideal in R̂ is Frobenius closed. Since there
is a one-one correspondence between m-primary ideals in R and R̂, it suffices to prove
that IR̂ is Frobenius closed for every m-primary I ⊆ R. Suppose there exists x such
that xq ∈ (IR̂)[q] = I [q]R̂ but x /∈ IR̂. Pick y ∈ R with y ≡ x mod I, so yq ≡ xq mod
I [q]. We still have y /∈ IR̂. But yq ∈ I [q]R̂ ∩R = I [q], so y ∈ IF = I ⊆ IR̂ which is a
contradiction.
Next we observe that every m-primary ideal in R̂ is Frobenius closed easily implies
R̂ is reduced. So we know that R̂ is excellent and reduced, hence it is approximately
Gorenstein [26]. By Lemma III.6, R̂ is F -pure and hence F -split (the point is that
we don’t need to assume R is excellent in this argument).
Because R̂ is F -split, we can apply Theorem III.14, Theorem III.3 and Lemma
III.7, and we get that R is stably FH-finite.
3.3 F -pure on the punctured spectrum implies FH-finite length
In this section, we will finally prove that for excellent local rings, F -pure on the
punctured spectrum implies FH-finite length. We first show that for a complete
and F -finite local ring (R,m), the condition that RP be stably FH-finite for all
P ∈ SpecR−{m} is equivalent to the condition that R have FH-finite length. Then
we make use of the Γ-construction introduced in [30] to prove the general case. We
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also prove that the properties such as having FH-finite length, being FH-finite, and
being stably FH-finite localize.
First we recall the following important theorem of Lyubeznik:
Theorem III.16 (cf. Theorem 4.7 in [41] or Theorem 4.7 in [12]). Let W be an
R{F}-module which is Artinian as an R-module. Then W has a finite filtration
(3.1) 0 = L0 ⊆ N0 ⊆ L1 ⊆ N1 ⊆ · · · ⊆ Ls ⊆ Ns = W
by F -stable submodules of W such that every Nj/Lj is F -nilpotent, while every
Lj/Nj−1 is simple in the category of R{F}-modules, with a nonzero Frobenius action.
The integer s and the isomorphism classes of the modules Lj/Nj−1 are invariants of
W .
The following proposition in [12] characterizes being anti-nilpotent and having
finite length in the category of R{F}-modules in terms of Lyubeznik’s filtration:
Proposition III.17 (cf. Proposition 4.8 in [12]). Let the notations and hypothesis
be as in Theorem III.16. Then:
1. W has finite length as an R{F}-module if and only if each of the factors Nj/Lj
has finite length in the category of R-modules.
2. W is anti-nilpotent if and only if in some (equivalently, every) filtration, the
nilpotent factors Nj/Lj = 0 for every j.
Remark III.18. It is worth pointing out that an Artinian R-module W is Noetherian
over R{F} if and only if in some (equivalently, every) filtration as in Theorem III.16,
each of the factors Nj/Lj is Noetherian as an R-module. So W is Noetherian over
R{F} if and only if it has finite length as an R{F}-module. Hence R has FH-finite
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length if and only if all local cohomology modules H im(R) are Noetherian R{F}-
modules.
We also need the following important theorem in [6] which relates R{F}-modules
and Cartier modules. This result was also proved independently by Sharp and Yoshi-
no in [60] in the language of left and right R{F}-modules.
Theorem III.19 (cf. Proposition 5.2 in [6] and Corollary 1.21 in [60]). Let (R,m) be
complete, local and F -finite. Then Matlis duality induces an equivalence of categories
between R{F}-modules which are Artinian as R-modules and Cartier modules which
are Noetherian as R-modules. The equivalence preserves nilpotence.
We will use ∨ to denote the Matlis dual over R and ∨P to denote the Matlis dual
over PRP . We begin by proving some lemmas.
Lemma III.20. Let (R,m) be a complete local ring. We have
(H im(R)
∨)∨PP ∼= H i−dimR/PPRP (RP ).
Proof. Write R = T/J and P = Q/J for T a regular local ring of dimension n. By
local duality, we have
(H im(R)
∨)P ∼= Extn−iT (R, T )P ∼= Extn−iTQ (RP , TQ).
Now by local duality over RP ,
(H im(R)
∨)∨PP ∼= HdimTQ−(n−i)PRP (RP ) ∼= H
i−dimR/P
PRP
(RP ).
Lemma III.21. We have the following:
1. If M is a nilpotent Cartier module over R, then MP is a nilpotent Cartier
module over RP
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2. If (M,C) is a simple Cartier module over R with a nontrivial C-action, then
(MP , CP ) is a simple Cartier module over RP , and if MP 6= 0, then the CP -
action is also nontrivial.
Proof. (1) is obvious, because if Ce kills M , then CeP kills MP . Now we prove (2).
Let N be a Cartier RP submodule of MP . Consider the contraction of N in M ,
call it N ′. Then it is easy to check that N ′ is a Cartier R-submodule of M . So it
is either 0 or M because M is simple. But if N ′ = 0 then N = 0 and if N ′ = M
then N = MP because N is an RP -submodule of MP . This proves MP is simple as
a Cartier module over RP . To see the last assertion, notice that if M is a simple
Cartier module with a nontrivial C-action, then C: M → M must be surjective:
otherwise the image would be a proper Cartier submodule. Hence CP : MP → MP
is also surjective. But we assume MP 6= 0, so CP is a nontrivial action.
Our first main theorem in this section is the following:
Theorem III.22. Let (R,m) be a complete and F -finite local ring. Then the follow-
ing conditions are equivalent:
1. RP is stably FH-finite for every P ∈ SpecR− {m}.
2. R has FH-finite length.
Proof. By Theorem III.16, for every H im(R), 0 ≤ i ≤ d, we have a filtration
(3.2) 0 = L0 ⊆ N0 ⊆ L1 ⊆ N1 ⊆ · · · ⊆ Ls ⊆ Ns = H im(R)
of R{F}-modules such that every Nj/Lj is F -nilpotent while every Lj/Nj−1 is simple
in the category of R{F}-modules, with nontrivial F -action. Now we take the Matlis
dual of the above filtration (3.2), we have
H im(R)
∨ = N∨s  L∨s  · · · N∨0  L∨0 = 0
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such that each ker(L∨j  N∨j−1) is Noetherian as an R-module and is simple as a
Cartier module with nontrivial C-action, and each ker(N∨j  L∨j ) is Noetherian
as an R-module and is nilpotent as a Cartier module by Lemma III.19. When we
localize at P 6= m, we get
(H im(R)
∨)P = (N∨s )P  (L∨s )P  · · · (N∨0 )P  (L∨0 )P = 0
with each ker((L∨j )P  (N∨j−1)P ) a simple Cartier module over RP whose CP action is
nontrivial if it is nonzero, and each ker((N∨j )P  (L∨j )P ) a nilpotent Cartier module
over RP by Lemma III.21. Now, when we take the Matlis dual over RP , we get a
filtration of RP{F}-modules
(3.3) 0 = L′0 ⊆ N ′0 ⊆ L′1 ⊆ · · · ⊆ L′s ⊆ N ′s = H i−dimR/PPRP (RP )
where L′j = (L
∨
j )
∨P
P , N
′
j = (N
∨
j )
∨P
P , N
′
j/L
′
j is F -nilpotent and each L
′
j/N
′
j−1 is either
0 or simple as an RP{F}-module with nontrivial F -action by Lemma III.19 again.
And we notice that
N ′j/L
′
j = 0,∀P ∈ SpecR− {m}
⇔ (N∨j )∨PP /(L∨j )∨PP = 0,∀P ∈ SpecR− {m}
⇔ ker((N∨j )P  (L∨j )P ) = 0,∀P ∈ SpecR− {m}
⇔ lR(ker(N∨j  L∨j )) <∞
⇔ lR(Nj/Lj) <∞
RP is stably FH-finite for every P ∈ SpecR − {m} if and only if H i−dimR/PPRP (RP )
is anti-nilpotent for every 0 ≤ i ≤ d and every P ∈ SpecR − {m}. This is because
when 0 ≤ i ≤ d, i − dimR/P can take all values between 0 and dimRP , and if
i−dimR/P is out of this range, then the local cohomology is 0 so it is automatically
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anti-nilpotent. By Proposition III.17, this is equivalent to the condition that for
every P ∈ SpecR − {m}, the corresponding N ′j/L′j is 0. By the above chain of
equivalence relations, this is equivalent to the condition that each Nj/Lj have finite
length as an R-module. By Proposition III.17, this is equivalent to the condition
that R have FH-finite length.
Corollary III.23. Let (R,m) be a complete and F -finite local ring. If RP is F -pure
for every P 6= m, then R has FH-finite length.
Proof. This is clear from Theorem III.15 and Theorem III.22.
Our next goal is to use the Γ-construction introduced by Hochster and Huneke
in [30] to generalize Corollary III.23 to all excellent local rings. We first recall the
Γ-construction.
Let K be a field of positive characteristic p > 0 with a p-base Λ. Let Γ be a
fixed cofinite subset of Λ. For e ∈ N we denote by KΓ,e the purely inseparable field
extension of K that is the result of adjoining pe-th roots of all elements in Γ to K.
Now suppose that (R,m) is a complete local ring with K ⊆ R a coefficient field.
Let x1, . . . , xd be a system of parameters for R, so that R is module-finite over
A = K[[x1, . . . , xd]] ⊆ R. Let AΓ denote
⋃
e∈N
KΓ,e[[x1, . . . , xd]],
which is a regular local ring that is faithfully flat and purely inseparable over A. The
maximal ideal of A expands to that of AΓ. Let RΓ denote AΓ⊗AR, which is module-
finite over the regular ring AΓ and is faithfully flat and purely inseparable over R.
The maximal ideal of R expands to the maximal ideal of RΓ. The residue field of RΓ
is KΓ =
⋃
e∈NK
Γ,e. It is of great importance that RΓ is F -finite. Moreover, we can
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preserve some good properties of R if we choose a sufficiently small cofinite subset
Γ:
Lemma III.24 (cf. Lemma 6.13 in [30]). Let R be a complete local ring. If P is
a prime ideal of R then there exists a cofinite set Γ0 ⊆ Λ such that Q = PRΓ is a
prime ideal in RΓ for all Γ ⊆ Γ0.
Lemma III.25 (cf. Lemma 2.9 and Lemma 4.3 in [12]). Let R be a complete local
ring. Let W be an R{F}-module that is Artinian as an R-module such that the
F -action is injective. Then for any sufficiently small choice of Γ cofinite in Λ, the
action of F on RΓ ⊗R W is also injective. Moreover, if RΓ is FH-finite (resp. has
FH-finite length), then so is R.
Now we start proving our main theorems. We first show that F -purity is preserved
under nice base change. This is certainly well-known to experts. We refer to [21] and
[55] for some (even harder) results on base change problems. Since in most of these
references the results are only stated for F -finite rings, we provide a proof which
works for all excellent rings. In fact, the proof follows from essentially the same
argument as in the proof of Theorem 7.24 in [30].
Proposition III.26. Let (R,m) → (S, n) be a faithfully flat extension of excellent
local rings such that the closed fibre S/mS is Gorenstein and F -pure. If R is F -pure,
then S is F -pure.
Proof. Since R is excellent and reduced, R is approximately Gorenstein. Let {Ik}
be an approximating sequence of ideals in R. Let x1, . . . , xn be elements in S such
that their image form a system of parameters in S/mS. Since S/mS is Goren-
stein, (xt1, . . . , x
t
n) is an approximating sequence of ideals in S/mS. Therefore Ik +
(xt1, . . . , x
t
n) is an approximating sequence of ideals in S (see the proof of Theorem
26
7.24 in [30]).
To show that S is F -pure, it suffices to show every Ik + (x
t
1, . . . , x
t
n) is Frobenius
closed, by Lemma III.6. Therefore we reduce to showing that if I is an irreducible
ideal primary to m in R and x1, . . . , xn are elements in S such that their image form
a system of parameters in S/mS, then (IS+ (x1, . . . , xn))
F = IS+ (x1, . . . , xn) in S.
Let v and w be socle representatives of R/I and (S/mS)/(x1, . . . , xn)(S/mS)
respectively. It suffices to show vw /∈ (IS + (x1, . . . , xn))F . Suppose we have
vqwq ∈ I [q]S + (xq1, . . . , xqn).
Taking images in S/(xq1, . . . , x
q
n), we have
vqwq ∈ I [q]S,
therefore
wq ∈ (I [q]S : vq) = (I [q] : vq)(S/(xq1, . . . , xqn)S)
where the second equality is because S/(xq1, . . . , x
q
n)S is faithfully flat over R ([46]).
So we have
wq ∈ (I [q] : vq)S + (xq1, . . . , xqn).
Since R is F -pure, (I [q] : vq) ∈ m. So after taking images in S/mS, we get that
wq ∈ (xq1, . . . , xqn)(S/mS).
Hence w ∈ (xq1, . . . , xqn)F in S/mS, which contradicts the condition that S/mS be
F -pure.
Next we want to observe that for an exact sequence of finitely generatedR-modules
0→M → N → Q→ 0,
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the non-split locus is the support of HomR(Q,Q)/ im(HomR(Q,N)). In particular
the non-split locus is always closed. This easily implies the following:
Lemma III.27. Let (R,m) be an F -finite local ring. Then the F -pure locus {P ∈
SpecR|RP is F -pure } is open in SpecR.
Proof. The F -pure locus is the complement of the non-split locus of the exact se-
quence 0→ R→ R(1) → R(1)/R→ 0. Since R is F -finite, this is an exact sequence of
finitely generated R-modules. Hence the non-split locus is closed, and so the F -pure
locus is open.
Now we show that F -purity on the punctured spectrum is preserved under the
Γ-construction when we pick Γ sufficiently small and cofinite in Λ.
Proposition III.28. Let (R,m) be a complete local ring such that RP is F -pure on
the punctured spectrum SpecR − {m}. Then for any sufficiently small choice of Γ
cofinite in Λ, RΓ is F -pure on the punctured spectrum SpecRΓ − {mRΓ}.
Proof. Because RΓ is purely inseparable over R, for all P ∈ SpecR there is a unique
prime ideal P Γ ∈ SpecRΓ lying over P . In particular, SpecRΓ ∼= SpecR. Since RΓ is
F -finite, we know the F -pure locus of each RΓ, call itXΓ, is open in SpecR
Γ = SpecR
by Lemma III.27. Since open sets in SpecR satisfy ACC, we know that there exists
Γ such that XΓ is maximal. We will show that XΓ ⊇ SpecR− {m}. This will prove
RΓ is F -pure on the punctured spectrum SpecRΓ − {mRΓ}.
Suppose there exists Q 6= m such that Q /∈ XΓ. We may pick Γ′ ⊆ Γ sufficiently
small and cofinite in Λ such that QRΓ
′
is prime (that is, QRΓ
′
= QΓ
′
) by Lemma
III.24. So RQ → RΓ′QΓ′ is faithfully flat whose closed fibre is a field. By Proposition
III.26, RΓ
′
QΓ′ is F -pure. Since Γ
′ ⊆ Γ, RΓ′ → RΓ is faithfully flat so RΓ′
PΓ′ → RΓPΓ
is faithfully flat for each P ∈ SpecR. Now for P ∈ XΓ, RΓPΓ is F -pure, hence so
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is RΓ
′
PΓ′ . So XΓ′ ⊇ XΓ ∪ {Q}, which is a contradiction since we assume that XΓ is
maximal.
The next is the main theorem of this section.
Theorem III.29. Let (R,m) be an excellent local ring such that RP is F -pure for
every P ∈ SpecR− {m}. Then R has FH-finite length.
Proof. We look at the chain of faithfully flat ring extensions:
R→ R̂→ R̂Γ → ̂̂RΓ.
Since R is excellent, for every Q0 ∈ Spec R̂−{mR̂} lying over P in R, RP → R̂Q0 has
geometrically regular fibres, so R̂Q0 is F -pure by Proposition III.26. Hence R̂ is F -
pure on the punctured spectrum. So by Proposition III.28, we can pick Γ sufficiently
small and cofinite in Λ such that R̂Γ is F -pure on the punctured spectrum.
For every Q ∈ Spec ̂̂RΓ − {m̂̂RΓ}, let Q1 6= mR̂Γ be the contraction of Q to R̂Γ.
Since R̂ΓQ1 is F -finite, it is excellent ([37]). So the closed fibre of R̂
Γ
Q1
→ ̂̂RΓQ is
geometrically regular. So
̂̂
RΓQ is F -pure by Proposition III.26.
It follows that, for sufficiently small choice of Γ cofinite in Λ,
̂̂
RΓQ is F -pure for
every Q ∈ Spec ̂̂RΓ − {m̂̂RΓ}. Now by Theorem III.15 applied to ̂̂RΓQ and Theorem
III.22 applied to
̂̂
RΓ, we know
̂̂
RΓ has FH-finite length. Hence so does R by Lemma
III.7 and Lemma III.25.
We end this section by showing that properties such as being FH-finite and having
FH-finite length behave well under localizations. In the case that R is complete and
F -finite, the results follows easily from Theorem III.22. Now we prove the general
case. We start with a lemma.
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Lemma III.30. Let R be a complete local ring. Let W be a simple R{F}-module that
is Artinian over R with nontrivial F -action. Then for any sufficiently small choice
of Γ cofinite in Λ, W ⊗R RΓ is a simple RΓ{F}-module with nontrivial F -action.
Proof. By Lemma III.25, we may pick Γ sufficiently small and cofinite in Λ such that
F acts injectively on W ⊗R RΓ. I claim such a W ⊗R RΓ must be a simple RΓ{F}-
module. If not, then by Theorem III.16, we have 0 $ L $ W⊗RRΓ where L is simple
with nontrivial Frobenius action. Now we pick 0 6= x ∈ L. Because RΓ is purely
inseparable over R, there exists e such that 0 6= F e(x) ∈ W . Hence L ∩W 6= 0.
But it is straightforward to check that L ∩ W is an R{F}-submodule of W . So
L ∩W = W since W is simple. Hence L ⊇ W ⊗R RΓ which is a contradiction.
Proposition III.31. Let (R,m) be a complete local ring. Then
1. If R has FH-finite length , then so does RΓ for Γ sufficiently small and cofinite
in Λ.
2. If R is stably FH-finite, then so is RΓ for Γ sufficiently small and cofinite in Λ.
Proof. By Theorem III.16, for every 0 ≤ i ≤ d = dimR, we have a filtration of
R{F}-modules
0 = L0 ⊆ N0 ⊆ L1 ⊆ N1 ⊆ · · · ⊆ Ls ⊆ Ns = H im(R)
with each Nj/Lj F -nilpotent and Lj/Lj−1 simple as an R{F}-module with nonzero
F -action. By Lemma III.30, we can pick Γ sufficiently small and cofinite in Λ such
that, for all i, all Lj/Lj−1 ⊗R RΓ are simple with nonzero F -action. Hence
0 = LΓ0 ⊆ NΓ0 ⊆ LΓ1 ⊆ NΓ1 ⊆ · · · ⊆ LΓs ⊆ NΓs = H im(RΓ)
where LΓj = Lj ⊗R RΓ and NΓj = Nj ⊗R RΓ is a corresponding filtration of H im(RΓ).
Now both (1) and (2) are clear from Proposition III.17.
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Theorem III.32. Let (R,m) be a local ring that has FH-finite length (resp. is FH-
finite or stably FH-finite). Then the same holds for RP for every P ∈ SpecR.
Proof. It suffices to show that if (R,m) has FH-finite length, then RP is stably FH-
finite for every P 6= m. We first notice that R̂ has FH-finite length by Lemma III.7.
We pick Γ sufficiently small and cofinite in Λ such that R̂Γ still has FH-finite length
by Proposition III.31. Now we complete again, and we get that B =
̂̂
RΓ is an F -finite
complete local ring that has FH-finite length by Lemma III.7, and the maximal ideal
in B is mB. Notice that R → B is faithfully flat, hence for every P 6= m, we may
pick Q ∈ SpecB − {mB} such that RP → BQ is faithfully flat (in particular, pure)
and PBQ is primary to QBQ. So R̂P → B̂Q is split. By Theorem III.22 applied to
B, BQ is stably FH-finite. Hence so is B̂Q by Lemma III.7. Now we apply Corollary
III.12, we see that R̂P is stably FH-finite. Hence so is RP by Lemma III.7.
3.4 Applications to the study of F -pure and F -injective singularities
The results proved in the previous sections have nice applications to the study
of F -pure and F -injective singularities. In this section, we will discuss two such
applications. The first one greatly generalizes a sufficient condition for F -purity
by Enescu [10]. The second one shows that F -purity deforms to F -injectivity, an
outstanding special case of the still open conjecture that F -injectivity deforms (this
result was first proved in [34], but our approach here is much simpler).
One of the main results in [10] is that: if a Cohen-Macaulay F -injective ring
(R,m) admits a canonical ideal I ∼= ωR such that R/I is F -pure, then R is F -pure.
We want to study this condition carefully, and prove the same conclusion holds
without assuming R is Cohen-Macaulay and F -injective: we only to assume R is
equidimensional and S2. The anti-nilpotency condition will be crucial in the proof.
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We begin by summarizing some basic properties of canonical modules of non-
Cohen-Macaulay local rings (for those we cannot find references, we give proofs). All
these properties are characteristic free.
Proposition III.33 (cf. Remark 2.2(c) in [31]). Let (R,m) be a homomorphic image
of a Gorenstein local ring (S, n). Then ExtdimS−dimRS (R, S) ∼= ωR.
Lemma III.34 (cf. Lemma 4.2 in [27]). Let (R,m) be a local ring that admits a
canonical module ωR. Then every nonzerodivisor in R is a nonzerodivisor on ωR.
Proposition III.35 (cf. Corollary 4.3 in [1] or Remark 2.2(i) in [31]). Let (R,m)
be a local ring with canonical module ωR. If R is equidimensional, then for every
P ∈ SpecR, (ωR)P is a canonical module for RP .
The following proposition is well-known to experts. But we include a proof as we
cannot find a good reference.
Proposition III.36. Let (R,m) be a local ring with canonical module ωR. If R is
equidimensional and unmixed, then the following are equivalent
1. There exists an ideal I ∼= ωR.
2. R is generically Gorenstein (i.e., RP is Gorenstein for every minimal prime of
R).
When the equivalent conditions above hold, I contains a nonzerodivisor of R.
Proof. Since R is equidimensional, we know that ωRP
∼= (ωR)P for every prime ideal
P of R by Proposition III.35. Let W be the multiplicative system of R consisting
of all nonzerodivisors and let Λ be the set of minimal primes of R. Since R is
equidimensional and unmixed, W is simply the complement of the union of the
minimal primes of R.
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(1)⇒ (2): If we have I ∼= ωR, then for every P ∈ Λ, ωRP ∼= (ωR)P ∼= IRP ⊆ RP .
But RP is an Artinian local ring, l(ωRP ) = l(RP ), so we must have ωRP
∼= RP . Hence
RP is Gorenstein for every P ∈ Λ, that is, R is generically Gorenstein.
(2)⇒ (1): Since R is generically Gorenstein, we know that for P ∈ Λ, ωRP ∼= RP .
Now we have:
W−1ωR ∼=
∏
P∈Λ
(ωR)P ∼=
∏
P∈Λ
ωRP
∼=
∏
P∈Λ
RP ∼= W−1R.
Therefore we have an isomorphism W−1ωR ∼= W−1R. The restriction of the isomor-
phism to ωR then yields an injection j: ωR ↪→ W−1R because elements in W are
nonzero divisors on ωR by Lemma III.34. The images of a finite set of generators of
ωR can be written as ri/wi. Let w =
∏
wi, we have wj: ωR ↪→ R is an injection. So
ωR is isomorphic to an ideal I ⊆ R.
Finally, when these equivalent conditions hold, we know that W−1I ∼= ∏P∈ΛRP
is free. So W−1I contains a nonzerodivisor. But whether I contains a nonzerodivisor
is unaffected by localization at W . So I contains a nonzerodivisor.
Lemma III.37 (cf. Proposition 4.4 in [1] or Remark 2.2(f) in [31]). Let (R,m) be a
local ring with canonical module ωR. Then ωR is always S2, and R is equidimensional
and S2 if and only if R→ HomR(ωR, ωR) is an isomorphism.
The next proposition is also well-known to experts. Again we give the proof as
we cannot find a good reference.
Proposition III.38. Let (R,m) be an equidimensional and unmixed local ring that
admits a canonical ideal I ∼= ωR. Then I is a height one ideal and R/I is equidi-
mensional and unmixed.
Proof. By Proposition III.36, I contains a nonzerodivisor, so its height is at least
one. Now we choose a height h associated prime P of I with h ≥ 2. We localize at
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P , PRP becomes an associated prime of IRP . In particular, RP/IRP has depth 0
so H0PRP (RP/IRP ) 6= 0.
However, by Proposition III.35, IRP is a canonical ideal of RP , which has dimen-
sion h ≥ 2. Now the long exact sequence of local cohomology gives
→ H0PRP (RP )→ H0PRP (RP/IRP )→ H1PRP (IRP )→ .
We have depthRP ≥ 1 (I contains a nonzerodivisor) and depth IRP ≥ 2 (the canon-
ical module is always S2 by Lemma III.37). Hence H
0
PRP
(RP ) = H
1
PRP
(IRP ) = 0.
The above sequence thus implies H0PRP (RP/IRP ) = 0 which is a contradiction.
Hence we have shown that every associated prime of I has height one. Since R
is equidimensional, this proves I has height one and R/I is equidimensional and
unmixed.
Proposition III.39 (cf. Page 531 of [27]). Let (R,m) be a local ring of dimension
d which admits a canonical module ωR. Then for every finitely generated R-module
M , Hdm(M)
∼= HomR(M,ωR)∨.
Remark III.40. 1. When (R,m) is catenary, R is S2 implies R is equidimensional.
Hence, if we assume R is excellent, then in the statement of Lemma III.37 and
Proposition III.39, we don’t need to assume R is equidimensional.
2. For example, when (R,m) is a complete local domain, then both canonical
modules and canonical ideals exist. And the canonical ideal must have height
one and contains a nonzerodivisor.
Next we recall the following result of Sharp in [59]:
Theorem III.41 (cf. Theorem 3.2 in [59]). A local ring (R,m) is F -pure if and
only if ER has an injective Frobenius action compatible with its R-module structure.
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We will also need the following lemma:
Lemma III.42. Let (R,m) be an equidimensional local ring of dimension d that
admits a canonical module ωR. Let I be a height one ideal of R that contains a
nonzerodivisor. Then Hdm(I)→ Hdm(R) induced by I ↪→ R is not injective.
Proof. By Proposition III.39, to show Hdm(I)→ Hdm(R) is not injective, it suffices to
show
(3.4) HomR(R,ωR)→ HomR(I, ωR)
is not surjective.
It suffices to show (3.4) is not surjective after we localize at a height one minimal
prime P of I. Since I contains a nonzerodivisor and P is a height one minimal prime
of I, it is straightforward to see that RP is a one-dimensional Cohen-Macaulay ring
with IRP a PRP -primary ideal. By Proposition III.35, (ωR)P is a canonical module
of RP . Hence to show HomR(R,ωR)P → HomR(I, ωR)P is not surjective, we can
apply Proposition III.39 (taking Matlis dual over RP ) and we see it is enough to
prove that
H1PRP (IRP )→ H1PRP (RP )
is not injective. But this is obvious because we know from the long exact sequence
that the kernel is H0PRP (RP/IRP ), which is nonzero because I is PRP -primary.
The following result was first proved in [10] using pseudocanonical covers under
the hypothesis that R be Cohen-Macaulay and F -injective. We want to drop these
conditions and only assume R is equidimensional and S2 (as in Remark III.40, when
R is excellent, we only need to assume R is S2). Our argument here is quite different.
Here is our main result of this section:
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Theorem III.43. Let (R,m) be an equidimensional and S2 local ring of dimension
d which admits a canonical ideal I ∼= ωR such that R/I is F -pure. Then R is F-pure.
Proof. First we note that I is a height one ideal by Proposition III.38. In particular
we know that dimR/I < dimR = d. We have a short exact sequence:
0→ I → R→ R/I → 0.
Moreover, if we endow I with an R{F}-module structure induced from R, then the
above is also an exact sequence of R{F}-modules. Hence the tail of the long exact
sequence of local cohomology gives an exact sequence of R{F}-modules, that is, a
commutative diagram (we have 0 on the right because dimR/I < d):
Hd−1m (R)
F

ϕ1
// Hd−1m (R/I)
ϕ2
//
F

Hdm(I)
F

ϕ3
// Hdm(R)
F

// 0
Hd−1m (R)
ϕ1
// Hd−1m (R/I)
ϕ2
// Hdm(I)
ϕ3
// Hdm(R) // 0
where the vertical maps denote the Frobenius actions on each module.
Since R is equidimensional and S2, we know that
Hdm(I)
∼= Hdm(ωR) ∼= HomR(ωR, ωR)∨ ∼= R∨ ∼= ER
by Proposition III.39 and Lemma III.37. We want to show that, under the hypothesis,
the Frobenius action on Hdm(I)
∼= ER is injective. Then we will be done by Theorem
III.41.
Suppose the Frobenius action on Hdm(I) is not injective, then the nonzero socle
element x ∈ Hdm(I) ∼= ER is in the kernel, i.e., F (x) = 0. From Proposition III.38
and Lemma III.42 we know that ϕ3 is not injective. So we also have ϕ3(x) = 0.
Hence x = ϕ2(y) for some y ∈ Hd−1m (R/I). Because 0 = F (x) = F (ϕ2(y)) =
ϕ2(F (y)), we get that F (y) ∈ imϕ1. Using the commutativity of the diagram, it is
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straightforward to check that imϕ1 is an F -stable submodule of H
d
m(R/I). Since R/I
is F -pure, Hd−1m (R/I) is anti-nilpotent by Theorem III.15. Hence F acts injectively
on Hd−1m (R/I)/ imϕ1. But clearly F (y) = F (y) = 0 in H
d−1
m (R/I)/ imϕ1, so y = 0.
Therefore y ∈ imϕ1. Hence x = ϕ2(y) = 0 which is a contradiction because we
assume x is a nonzero socle element.
Remark III.44. If we assume that R is Cohen-Macaulay and F -injective in Theorem
III.43, then the diagram used in the proof of Theorem III.43 reduces to the following:
0 // Hd−1m (R/I) //
F

Hdm(I)
F

// Hdm(R)
F

// 0
0 // Hd−1m (R/I) // H
d
m(I) // H
d
m(R) // 0
Since R is F -injective, the Frobenius action on Hdm(R) is injective. So this diagram
and the five lemma tell us immediately that the Frobenius action on ER ∼= Hdm(I)
is injective if and only if the Frobenius action on Hd−1m (R/I) is injective, i.e., if and
only if R/I is F -injective (or equivalently, F -pure since when R is Cohen-Macaulay,
R/I is Gorenstein). This gives a quick proof of Enescu’s original result.
It is quite natural to ask, when R is an F -pure Cohen-Macaulay ring and has a
canonical module, can we always find I ∼= ωR such that R/I is F -pure? Note that
by Proposition III.36, in this situation R has a canonical ideal I ∼= ωR because R is
F -pure, hence reduced, in particular generically Gorenstein.
However the following example shows that this is not always true. So in view of
Remark III.44, even when R is Cohen-Macaulay and F -pure, the injective Frobenius
action on ER may not be compatible with the natural Frobenius action H
d
m(R) under
the surjection ER ∼= Hdm(I) Hdm(R), no matter how one picks I ∼= ωR.
Example III.45 (cf. Example 2.8 in [15]). Let R = K[[x1, . . . , xn]]/(xixj, i 6= j)
where n ≥ 3. Then R is a 1-dimensional complete F -pure non-Gorenstein Cohen-
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Macaulay local ring. So R/I will be a 0-dimensional local ring (non-Gorenstein
property ensures that I is not the unit ideal). If it is F -pure, it must be a field (since
F -pure implies reduced). So R/I is F -pure if and only if ωR ∼= I ∼= m. But clearly
ωR 6= m, because one can easily compute that the type of m is n: x1 + · · · + xn is a
regular element, and each xi is in the socle of m/(x1 + · · ·+ xn)m.
We also point out a connection between our main theorem and some theory in
F -adjunction. In fact, results of Schwede in [56] imply that if (R,m) is an F -finite
normal local ring with a canonical ideal I ∼= ωR which is principal in codimension
2 and R/I is normal and F -pure, then R is F -pure (take X = SpecR, ∆ = 0 and
D = −KR in Proposition 7.2 in [56]). The argument in [56] is geometrical and is
in terms of Frobenius splitting. Our Theorem III.43 is a natural generalization (we
don’t require any F -finite, normal or principal in codimension 2 conditions) and we
use the dualized argument, i.e., studying the Frobenius actions on local cohomology
modules.
Our next goal is to apply the anti-nilpotency to prove F -purity deforms to F -
injectivity. This is recently proved in [34] using slight different methods. Our treat-
ment here is much simpler than the method in [34].
Theorem III.46. Let (R,m) be a local ring and x be a nonzerodivisor of R. If
all H im(R/xR) are anti-nilpotent, then R is F -injective. Hence, F -pure deforms to
F -injective by Theorem III.15.
Proof. We have short exact sequence of R-module with Frobenius action:
0 // R ·x //
xp−1·F

R //
F

R/xR //
F

0
0 // R ·x // R // R/xR // 0
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which induces long exact sequence of local cohomology modules with Frobenius ac-
tion:
// H i−1m (R/xR)
φ
//
F

H im(R)
·x //
xp−1·F

H im(R)
F

//
// H i−1m (R/xR)
φ
// H im(R)
·x // H im(R) //
It is enough to show xp−1 · F acts injectively on H im(R). Suppose not, we pick
a nonzero y ∈ ker(xp−1 · F )⋂ socleH im(R). Then y maps to 0 in H im(R) under
multiplication by x. Hence we know that y = φ(z) for some z in H i−1m (R/xR).
Moreover, since y ∈ ker(xp−1 · F ), by commutativity of the diagram we see that
F (z) ∈ ker(φ). But by assumption H i−1m (R/xR) is anti-nilpotent and ker(φ) is F -
stable, we know that F acts injectively on H i−1m (R/xR)/ ker(φ). So F (z) ∈ ker(φ)
implies z ∈ ker(φ). Hence y = φ(z) = 0.
Remark III.47. We don’t really need anti-nilpotency in the above proof, we only
need that F acts injectively on H im(R/xR)/ ker(φ) = H
i
m(R/xR)/ im(H
i
m(R)) for all
i. I don’t know whether this is always true when R/xR is F -injective. If this is true,
then it will settle the long standing conjecture that F -injectivity deforms.
3.5 Some examples
Since stably FH-finite trivially implies F -injective, it is quite natural to ask
whether FH-finite implies F -injective. The following example studied in [12] shows
this does not hold in general.
Example III.48 (cf. Example 2.15 in [12]). Let R = K[[x, y, z]]/(x3+y3+z3) where
K is a field of characteristic different from 3. This is a Gorenstein ring of dimension
2. And it can be checked that the only nontrivial F -stable submodule in H2m(R)
is its socle, a copy of K. Hence R is FH-finite. But it is known that R is F -pure
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(equivalently, F -injective since R is Gorenstein) if and only if the characteristic of
K is congruent to 1 mod 3. Hence if the characteristic is congruent to 2 mod 3, we
get an example of FH-finite ring which is not F -injective.
Another natural question to ask is whether the converse of Theorem III.15 is true.
The next example will show this is also false in general. We recall a theorem in [63]:
Theorem III.49 (cf. Theorem 2.6 in [63]). Let (R,m) be an excellent Cohen-
Macaulay local ring of dimension d. Then R is F -rational if and only if Hdm(R)
is a simple R{F}-module.
Corollary III.50. Let (R,m) be an excellent F -rational local ring of dimension d.
Then R is stably FH-finite.
Proof. This follows immediately from Theorem III.49 and Theorem III.3 because
when Hdm(R) is a simple R{F}-module, it is obviously anti-nilpotent.
Example III.51 (cf. Example 7.15 in [32]). Let R = K[t, xt4, x−1t4, (x+1)−1t4]m ⊆
K(x, t) where m = (t, xt4, x−1t4, (x+ 1)−1t4). Then R is F -rational but not F -pure.
Hence by our Corollary III.50, R is a stably FH-finite Cohen-Macaulay ring that is
not F -pure.
Also note that even when R is Cohen-Macaulay and F -injective, it is not always
FH-finite, and does not even always have FH-finite length. We have the following
example:
Example III.52 (cf. Example 2.16 in [12]). Let k be an infinite perfect field of
characteristic p > 2, K = k(u, v), where u and v are indeterminates, and let L =
K[y]/(y2p + uyp − v). Let R = K + xL[[x]] ⊆ L[[x]]. Then R is a complete F -
injective Cohen-Macaulay domain of dimension 1 which is not FH-finite. Notice that
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by Theorem III.3, R[[x]] is an F -injective Cohen-Macaulay domain of dimension 2
that does not have FH-finite length (this was not pointed out in [12]).
CHAPTER IV
Lyubeznik’s F -modules
Results in this Chapter appeared in my paper [44]. Lyubeznik’s F -modules in
characteristic p > 0 are morally the counterpart of D-modules in characteristic 0.
They have remarkable applications to the study of F -singularities and local coho-
mology modules in characteristic p > 0. Therefore it is quite interesting and natural
to study their intrinsic properties. In [28], Hochster showed some properties of
Lyubeznik’s F -modules:
Theorem IV.1 (cf. Theorem 3.1 in [28]). The category of FR-modules over a
Noetherian regular ring R of prime characteristic p > 0 has enough injectives, i.e.,
every FR-module can be embedded in an injective FR-module.
Theorem IV.2 (cf. Theorem 5.1 and Corollary 5.2(b) in [28]). Let R be a Noetheri-
an regular ring of prime characteristic p > 0. Let M and N be FR-finite FR-modules.
Then HomFR(M,N) is a finite-dimensional vector space over Z/pZ and, hence, is
a finite set. Moreover, when R is local, every FR-finite FR-module has only finitely
many FR-submodules.
The main purpose of this chapter is to get some further results based on Hochster’s
results. In connection with Theorem IV.1, we will prove the following (this can be
viewed as an analogue of the corresponding statement for D-modules in characteristic
41
42
0):
Theorem IV.3. Let R be an F -finite regular ring of characteristic p > 0 such that
there exists a canonical module ωR with F
!ωR ∼= ωR (this holds if R is essentially of
finite type over an F -finite regular local ring). Then the category of FR-modules has
finite global dimension d+ 1 where d = dimR.
Theorem IV.2 makes it quite natural to ask whether the higher Ext groups are
also finite in this category (when M and N are FR-finite FR-modules). We show that
in general this fails even for Ext1:
Example IV.4. Let (R,m, K) be a regular local ring of characteristic p > 0 and
dimension d ≥ 1, and let E = E(R/m) be the injective hull of the residue field.
Then Ext1FR(R,E) 6= 0. Moreover, when K is infinite, Ext1FR(R,E) is also infinite.
In particular, E is not injective in the category of FR-modules.
Throughout this chapter, R will always denote a not necessarily local Noetherian
regular ring of characteristic p > 0 and dimension d.
4.1 F -modules and unit right R{F}-modules
We collect some definitions from [41]. These are the main objects that we shall
study in this chapter.
Definition IV.5 (cf. Definition 1.1 in [41]). An FR-module is an R-module M
equipped with an R-linear isomorphism θ: M → F (M) which we call the structure
morphism of M . A homomorphism of FR-modules is an R-module homomorphism
f : M →M ′ such that the following diagram commutes
M
f
//
θ

M ′
θ′

F (M)
F (f)
// F (M ′)
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Definition IV.6 (cf. Definition 1.9 and Definition 2.1 in [41]). A generating mor-
phism of an FR-module M is an R-module homomorphism β: M0 → F (M0), where
M0 is some R-module, such that M is the limit of the inductive system in the top
row of the commutative diagram
M0
β
//
β

F (M0)
F (β)

F (β)
// F 2(M0)
F 2(β)
//
F 2(β)

· · ·
F (M0)
F (β)
// F 2(M0)
F 2(β)
// F 3(M0)
F 3(β)
// · · ·
and θ: M → F (M), the structure isomorphism of M , is induced by the vertical
arrows in this diagram. An FR-module M is called FR-finite if M has a generating
morphism β: M0 → F (M0) with M0 a finitely generated R-module.
Now we introduce the notion of unit right R{F}-modules which are an analogue
of unit left R{F}-modules in [9]. This is a key concept in relating Lyubeznik’s FR-
modules with right R{F}-modules. The idea can be also found in Section 5.2 in [6].
We first recall the functor F !(−) in the case that R is regular and F -finite: for any R-
moduleM , F !(M) is theR-module obtained by first considering HomR(R
(1),M) as an
R(1)-module and then identifying R(1) with R. Remember that giving an R-module
M a right R{F}-module structure is equivalent to giving an R-linear map M (1) →
M . But this is the same as giving an R(1)-linear map M (1) → HomR(R(1),M).
Hence after identifying R(1) with R, we find that giving M a right R{F}-module
structure is equivalent to giving an R-linear map τ : M → F !M . Moreover, it is
straightforward to check that a homomorphism of right R{F}-modules is an R-
module homomorphism g: M →M ′ such that the following diagram commutes
M
g
//
τ

M ′
τ ′

F !M
F !(g)
// F !M ′
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Definition IV.7. A unit right R{F}-module is a right R{F}-module M such that
the structure map τ : M → F !M is an isomorphism.
Remark IV.8. As in Definition IV.6, we introduce the notion of a generating mor-
phism of unit right R{F}-modules. Let M0 be a right R{F}-module with structure
morphism τ0: M0 → F !(M0). Let M be the limit of the inductive system in the top
row of the commutative diagram
M0
τ0 //
τ0

F !(M0)
F !(τ0)

F !(τ0)
// (F !)2(M0)
(F !)2(τ0)
//
(F !)2(τ0)

· · ·
F !(M0)
F !(τ0)
// (F !)2(M0)
(F !)2(τ0)
// (F !)3(M0)
(F !)3(τ0)
// · · ·
Since R is F -finite, it is easy to see that F !(−) commutes with direct limit. Hence τ :
M → F !M induced by the vertical arrows in the above diagram is an isomorphism.
M is a unit right R{F}-module.
For an F -finite regular ring R, any rank 1 projective module is a canonical module
ωR of R (we refer to [20] for a detailed definition of canonical module and dualizing
complex for possibly non-local rings). When R is local, ωR = R is unique. It is
easy to see that F !ωR is always a canonical module of R (see [20] for more general
results). However, to the best of our knowledge, it is still unknown whether there
always exists ωR such that F
!ωR ∼= ωR for an F -finite regular ring R. Nonetheless,
this is true if either R is essentially of finite type over an F -finite regular local ring
or R is sufficiently affine. We refer to Proposition 2.20 and 2.21 in [6] as well as [20]
for more details on this question.
The next theorem is well known. It follows from duality theory in [20]. In the
context of the Frobenius morphism it is explained in Theorem 5.9 in [6]. Since we
need to use this repeatedly throughout, we give a short proof for completeness.
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Theorem IV.9. Let R be an F -finite regular ring such that there exists a canonical
module ωR with F
!ωR ∼= ωR. Then the category of unit right R{F}-modules is equiv-
alent to the category of FR-modules. Moreover, the equivalence is given by tensoring
with ω−1R , and its inverse is given by tensoring with ωR.
Proof. We first note that, for any R-module M ,
(ω−1R )
(1) ⊗R(1) HomR(R(1),M) ∼= (ω−1R )(1) ⊗R(1) HomR(R(1), ωR)⊗R (ω−1R ⊗RM).
Hence after identifying R(1) with R, the above equality becomes
ω−1R ⊗R F !M ∼= ω−1R ⊗R F !ωR ⊗R F (ω−1R ⊗RM) ∼= F (ω−1R ⊗RM)
where the last equality is by our assumption F !ωR ∼= ωR. Now for any unit right
R{F}-module M , we have an isomorphism M τ−→ F !M . Hence after tensoring with
ω−1R , we get ω
−1
R ⊗RM id⊗Rτ−−−−→ ω−1R ⊗RF !M ∼= F (ω−1R ⊗RM). This shows that ω−1R ⊗RM
is an FR-module with structure morphism θ given by id⊗Rτ . The converse can be
proved similarly.
Throughout the rest of this chapter, we will use ExtiR, Ext
i
R{F}, Ext
i
uR{F}, and
ExtiFR (respectively, idR, idR{F}, iduR{F}, idFR) to denote the i-th Ext group (re-
spectively, the injective dimension) computed in the category of R-modules, right
R{F}-modules, unit right R{F}-modules, and FR-modules.
We end this section by studying some examples of FR-modules. The simplest
example of an FR-module is R equipped with structure isomorphism the identity
map, that is, sending 1 in R to 1 in F (R) ∼= R. Note that this corresponds to
the unit right R{F}-module ωR ∼= F !ωR under Theorem IV.9. Another important
example is E = E(R/m), the injective hull of R/m for a maximal ideal m of R. We
can give it a generating morphism β: R/m→ F (R/m) by sending 1 to xp−11 · · ·xp−1d
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(where x1, . . . , xd represents minimal generators of mRm). We will call these structure
isomorphisms of R and E the standard FR-module structures on R and E. Note that
in particular R and E with the standard FR-module structures are FR-finite FR-
modules. Now we provide a nontrivial example of an FR-module:
Example IV.10. Let R∞ := ⊕i∈ZRzi denote the infinite direct sum of copies of R
equipped with the FR-module structure by setting
θ : zi → zi+1.
Then R∞ is not FR-finite. It is easy to see that we have a short exact sequence of
FR-modules:
0→ R∞ zi 7→zi−zi+1−−−−−−−→ R∞ zi 7→1−−−→ R→ 0
where the last R is equipped with the standard FR-module structure.
We want to point out that the above sequence does not split in the category of FR-
modules. Suppose g: R → R∞ is a splitting, say g(1) = {yj}j∈Z 6= 0. Then a direct
computation shows that θ({yj}) = {ypj}, which is impossible by the definition of θ.
Hence, by Yoneda’s characterization of Ext groups, we know that Ext1FR(R,R
∞) 6= 0.
4.2 The global dimension of F -modules
Our goal in this section is to prove Theorem IV.3. First we want to show that,
when R is F -finite, the category of right R{F}-modules has finite global dimension
d+ 1. We start with a lemma which is an analogue of Lemma 1.8.1 in [9].
Lemma IV.11. Let R be a regular ring and let M be a right R{F}-module, so that
there is an R-linear map φ: M (1) → M (so for every i, we get an R-linear map
φi: M (i) → M by composing φ i times). Then we have an exact sequence of right
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R{F}-modules
0→M (1) ⊗R R{F} α−→M ⊗R R{F} β−→M → 0
where for every x(1) ∈M (1),
α(x(1) ⊗ F i) = φ(x(1))⊗ F i − x⊗ F i+1
and for every y ∈M ,
β(y ⊗ F i) = φi(y(i)).
Proof. It is clear that every element in M (1) ⊗R R{F} (resp. M ⊗R R{F}) can be
written uniquely as a finite sum
∑
x
(1)
i ⊗ F i where x(1)i ∈ M (1) (resp. xi ∈ M)
because R{F} is free as a left R-module (this verifies that our maps α and β are
well-defined). It is straightforward to check that α, β are morphisms of right R{F}-
modules and that β ◦ α = 0 and β is surjective (because β(y ⊗ 1) = φ0(y) = y). So
it suffices to show α is injective and ker(β) ⊆ im(α).
Suppose α(
∑
x
(1)
i ⊗F i) = 0. By definition of α we get
∑
(φ(x
(1)
i )−xi−1)⊗F i = 0.
Hence by uniqueness we get φ(x
(1)
i ) = xi−1 for all i. Hence xi = 0 for all i (because
it is a finite sum). This proves α is injective.
Now suppose β(
∑n
i=0 yi ⊗ F i) = 0. We want to find xi such that
(4.1) α(
n∑
i=0
x
(1)
i ⊗ F i) =
n∑
i=0
yi ⊗ F i.
By definition of β we know that
∑n
i=0 φ
i(y
(i)
i ) = 0. Now one can check that
x0 = −(y1 + φ(y(1)2 ) + · · ·+ φn−1(y(n−1)n ))
x2 = −(y2 + φ(y(1)3 ) + · · ·+ φn−2(y(n−2)n ))
· · ·
xn−1 = −yn
xn = 0
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is a solution of (4.1). This proves ker(β) ⊆ im(α).
In [9], a similar two-step resolution is proved for left R{F}-modules (see Lemma
1.8.1 in [9]). Using the two-step resolution it is proved in [9] that the category of left
R{F}-modules has Tor-dimension at most d+1 (see Corollary 1.8.4 in [9]). We want
to mimic the strategy and prove the corresponding results for right R{F}-modules.
We can actually improve the result: we show that when R is F -finite, the category
of right R{F}-modules has finite global dimension exactly d+ 1.
Theorem IV.12. Let R be an F -finite regular ring of dimension d. Then the cate-
gory of right R{F}-modules has finite global dimension d+ 1.
Proof. We first note that for every right R{F}-module M with structure map τ :
M → F !M , a projective resolution of M in the category of R-modules can be given
a structure of right R{F}-module such that it becomes an exact sequence of right
R{F}-modules. This is because we can lift the natural map τ : M → F !M to a
commutative diagram
0 // Pk //

Pk−1 //

· · · // P1 //

P0 //

M //
τ

0
0 // F !(Pk) // F
!(Pk−1) // · · · // F !(P1) // F !(P0) // F !(M) // 0
because we can always lift a map from a complex of projective modules to an acyclic
complex (F !(−) is an exact functor when R is F -finite).
By Lemma IV.11, we have an exact sequence of right R{F}-modules
(4.2) 0→M (1) ⊗R R{F} α−→M ⊗R R{F} β−→M → 0.
Now, when we tensor the above (4.2) with the projective resolution of M over R,
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we have the following commutative diagram
(4.3)
0 // Pk // Pk−1 // · · · // P1 // P0 // 0
0 // Pk ⊗R R{F} //
OO
Pk−1 ⊗R R{F} //
OO
· · · // P1 ⊗R R{F} //
OO
P0 ⊗R R{F} //
OO
0
0 // P
(1)
k ⊗R R{F} //
αk
OO
P
(1)
k−1 ⊗R R{F} //
αk−1
OO
· · · // P (1)1 ⊗R R{F} //
α1
OO
P
(1)
0 ⊗R R{F} //
α0
OO
0
The first line is a projective resolution of M over R. By the above discussion we
can give each Pi a right R{F}-module structure such that it is an exact sequence
of right R{F}-modules. The second line (resp., the third line) is obtained from the
first line by tensoring with R{F} (resp., applying (1) and then tensoring with R{F}).
Each column is the map described in Lemma IV.11. In particular, all columns are
exact sequences of right R{F}-modules.
Let C• be the complex of the third line and D• be the complex of the second
line of (4.3). The homology of the mapping cone of C• → D• is the same as the
homology of the quotient complex D•/C•, which is the first line in (4.3). Hence
the mapping cone is acyclic. Since each Pi is projective as an R-module, we know
that Pi is a direct summand of a free R-module G. So P
(1)
i is a direct summand
of G(1). Since R is F -finite, G(1) is projective as an R-module, and so P
(1)
i is also
projective as an R-module. Hence P
(1)
i ⊗R R{F} and Pi ⊗R R{F} are projective as
right R{F}-modules for every i. Thus the mapping cone of C• → D• gives a right
R{F}-projective resolution of M . We note that this resolution has length k + 1.
Since we can always take a projective resolution of M of length k ≤ d, the right
R{F}-projective resolution we obtained has length ≤ d+ 1.
We have already seen that the global dimension of right R{F}-modules is ≤ d+1.
Now we let M and N be two right R{F}-modules with trivial right F -action (i.e.,
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the structure maps of M and N are the zero maps). I claim that in this case we have
(4.4) ExtjR{F}(M,N) = Ext
j
R(M,N)⊕ Extj−1R (M (1), N).
To see this, we look at (4.3) applied to M with trivial right F -action. It is clear that
in this case that each Pi in the first line of (4.3) also has trivial right R{F}-module
structure. Hence as described in Lemma IV.11, we have
(4.5) αj(x
(1) ⊗ F i) = −x⊗ F i+1
for every x(1)⊗F i ∈ P (1)j ⊗R R{F}. The key observation is that, since N has trivial
right F -action, when we apply HomR{F}(−, N) to
αj : P
(1)
j ⊗R R{F} → Pj ⊗R R{F},
the dual map α∨j is the zero map (one can check this by a direct computation us-
ing (4.5)). Hence when we apply HomR{F}(−, N) to the mapping cone of C• →
D•, the j-th cohomology is the same as the direct sum of the j-th cohomology of
HomR{F}(C•[−1], N) and the j-th cohomology of HomR{F}(D•, N). That is,
(4.6) ExtjR{F}(M,N) = H
j(HomR{F}(D•, N))⊕Hj(HomR{F}(C•[−1], N)).
But for every right R{F}-module N , HomR{F}(− ⊗R R{F}, N) ∼= HomR(−, N).
Therefore applying HomR{F}(−, N) toD• and C• are the same as applying HomR(−, N)
to
0→ Pk → Pk−1 → · · · → P0 → 0
and
0→ P (1)k → P (1)k−1 → · · · → P (1)0 → 0,
which are R-projective resolutions of M and M (1) respectively. Hence we know that
(4.7)
Hj(HomR{F}(D•, N))⊕Hj(HomR{F}(C•[−1], N)) = ExtjR(M,N)⊕Extj−1R (M (1), N).
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Now (4.4) follows from (4.6) and (4.7).
In particular, we can take two R-modules M and N such that ExtdR(M
(1), N) 6= 0
(for example, take N = R and M = R/(x1, . . . , xd) where x1, . . . , xd is a regular
sequence in R). Applying (4.4) to j = d+ 1 gives
Extd+1R{F}(M,N) = Ext
d
R(M
(1), N) 6= 0.
Hence the global dimension of right R{F}-modules is at least d + 1. Since we have
already shown it is bounded by d + 1, this completes the proof that the global
dimension of right R{F}-modules is exactly d+ 1.
We can use the method in the proof of Theorem IV.12 to compute some Ext
groups in the category of right R{F}-modules. Below we give an example which is
a key ingredient when we show that the global dimension of FR-modules is d+ 1.
Example IV.13. Let R be an F -finite regular ring of dimension d such that there
exists a canonical module ωR with F
!ωR ∼= ωR. Let ω∞R := ⊕j∈ZωRzj be an infinite
direct sum of copies of ωR. We give ω
∞
R a right R{F}-module structure by setting
τ : ω∞R → F !(ω∞R ) ∼= ω∞R such that
τ(yzj) = yzj+1
for every y ∈ ωR. It is clear that ω∞R is in fact a unit right R{F}-module, and it
corresponds to the FR-module R
∞ described in Example IV.10 under Theorem IV.9.
Lemma IV.14. With the same notations as in Example IV.13, we have
(4.8) idR{F} ω∞R = d+ 1.
Proof. We first notice that the right R{F}-module structure on ωR defined by ωR ∼=
F !ωR induces a canonical map φ: ω
(1)
R → ωR, which is a generator of the free R(1)-
module HomR(ω
(1)
R , ωR)
∼= R(1). That is, any map in HomR(ω(1)R , ωR) can be expressed
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as φ(r(1) · −) for some r(1) ∈ R(1). This fact is well-known, for example see Lemma
7.1 in [56].
Next we fix x1, . . . , xd a regular sequence in R. We note that
φ˜ := φ((x
(1)
1 · · ·x(1)d )p−1 · −) ∈ HomR(ω(1)R , ωR)
satisfies φ˜((x
(1)
1 , . . . , x
(1)
d )ω
(1)
R ) ⊆ (x1, . . . , xd)ωR, so it induces a map
(ωR/(x1, . . . , xd)ωR)
(1) → ωR/(x1, . . . , xd)ωR.
That is, φ˜ gives ωR/(x1, . . . , xd)ωR a right R{F}-module structure. It is clear that
we can lift this map φ˜ to the Koszul complex K•(x1, . . . , xd;ωR) as follows:
0 // ω
(1)
R
//
φ

· · · // (ωdR)(1) //

ω
(1)
R
//
φ˜

(ωR/(x1, . . . , xd)ωR)
(1) //
φ˜

0
0 // ωR // · · · // ωdR // ωR // ωR/(x1, . . . , xd)ωR // 0
Chasing through the diagram, one can check that the induced map on the last
spot of the above commutative diagram is exactly the map φ (the generator of
HomR(ω
(1)
R , ωR)).
Now we apply (4.3) to M = ωR/(x1, . . . , xd)ωR with structure map φ˜ and let the
first line in (4.3) be the Koszul complex K•(x1, . . . , xd;ωR). The above argument
shows that the induced right R{F}-module structure on Pd = ωR is given by the
canonical map φ: ω
(1)
R → ωR (i.e., it corresponds to ωR ∼= F !ωR). As in Theo-
rem IV.12, the mapping cone of C• → D• is a right R{F}-projective resolution of
ωR/(x1, . . . , xd)ωR of length d+ 1, and the tail of this resolution is
(4.9) 0→ ω(1)R ⊗R R{F} h−→ ωR ⊗R R{F} ⊕ (ωdR)(1) ⊗R R{F} → · · ·
where we have
(4.10) h(y(1) ⊗ F i) = (−1)d(y ⊗ F i+1 − φ(y(1))⊗ F i)⊕ (x(1)1 y(1), . . . , x(1)d y(1))⊗ F i
53
for every y ∈ ωR. Now, when we apply HomR{F}(−, ω∞R ) to (4.9) and identify
HomR(−, ω∞R ) = HomR{F}(−⊗R R{F}, ω∞R ), we get
(4.11) 0← HomR(ω(1)R , ω∞R ) h
∨←− HomR(ωR, ω∞R )⊕ HomR(ω(1)R , ω∞R )d ← · · · .
Since HomR(ω
(1)
R , ωR)
∼= R(1) and HomR(ωR, ωR) = R, we can rewrite (4.11) as
0← ⊕j∈ZR(1) h
∨←− (⊕j∈ZR)⊕ (⊕j∈ZR(1))d ← · · · .
After a careful computation using (4.10) and the right R{F}-module structure of
ω∞R , we have
(4.12) h∨({sj} ⊕ ({t(1)1j }, . . . , {t(1)dj })) = {(−1)d((s(1)j )p − s(1)j−1) +
d∑
i=1
x
(1)
i t
(1)
ij }j∈Z
where {sj} denotes an element in ⊕j∈ZR and ({t(1)1j }, . . . , {t(1)dj }) denotes an element
in (⊕j∈ZR(1))d. The key point here is that h∨ is not surjective. To be more precise,
I claim (−1)d−1z0 = (. . . , 0, (−1)d−1, 0, 0, . . . ) (i.e., the element in ⊕j∈ZR(1) with 0-
th entry (−1)d−1 and other entries 0) is not in the image of h∨. This is because∑d
i=1 x
(1)
i t
(1)
ij can only take values in ⊕j∈Z(x(1)1 , . . . , x(1)d ), so if z0 ∈ imh∨, then mod
⊕j∈Z(x(1)1 , . . . , x(1)d ), we know by (4.12) that (sj(1))p − sj−1(1) = 0 for j 6= 0 and
(s0
(1))p−s−1(1) = −1. And it is straightforward to see that a solution {sj}j∈Z to this
system must satisfy sj = 0 when j ≥ 0 and sj = 1 when j < 0 where s denotes the
image of s ∈ R mod (x1, . . . , xd). So there is no solution in ⊕j∈ZR, since sj = 1 for
every j < 0 implies there has to be infinitely many nonzero sj.
Hence, we have
(4.13) Extd+1R{F}(ωR/(x1, . . . , xd)ωR, ω
∞
R )
∼= cokerh∨ 6= 0.
Combining (4.13) with Theorem IV.12 completes the proof of the Lemma.
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Remark IV.15. One might hope that idR{F} ωR = d+1 by the same type computation
used in Lemma IV.14. But there is a small gap when doing this. The problem is,
when we apply HomR{F}(−, ωR) to (4.9) and compute cokerh∨, we get
(4.14) Extd+1R{F}(ωR/(x1, . . . , xd)ωR, ωR) = cokerh
∨ ∼= R
(x1, . . . , xd) + {rp − r}r∈R .
So if the set {rp − r}r∈R can take all values of R (this happens, for example when
(R,m) is a complete regular local ring with algebraically closed residue field, see
Remark IV.24), then Extd+1R{F}(ωR/(x1, . . . , xd)ωR, ωR) = 0. So we cannot get the
desired result in this way. However, we do get from (4.14) that if (R,m, K) is an
F -finite regular local ring with K ∼= R/m a finite field, then idR{F}R = d+ 1.
Now we prove our main result. We start by proving that the Ext groups are the
same no matter whether one computes in the category of unit right R{F}-modules
or the category of right R{F}-modules. We give two proofs of this result, the second
proof, in fact, proves a stronger result.
Theorem IV.16. Let R be an F -finite regular ring of dimension d such that there
exists a canonical module ωR with F
!ωR ∼= ωR. Let M , N be two unit right R{F}-
modules. Then we have ExtiuR{F}(M,N) ∼= ExtiR{F}(M,N) for every i. In particular,
the category of unit right R{F}-modules and the category of FR-modules have finite
global dimension ≤ d+ 1.
Proof. First we note that by Theorem IV.12 and Theorem IV.9, it is clear that
we only need to show ExtiuR{F}(M,N) ∼= ExtiR{F}(M,N) for M , N two unit right
R{F}-modules. Below we give two proofs of this fact.
First proof: We use Yoneda’s characterization of Exti (cf. Chapter 3.4 in [64]). Note
that this is the same as the derived functor Exti whenever the abelian category has
enough injectives or enough projectives, hence holds for both the category of unit
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right R{F}-modules and the category of right R{F}-modules (unit right R{F}-
modules has enough injectives by Theorem IV.1 and Theorem IV.9). An element in
ExtiuR{F}(M,N) (resp. Ext
i
R{F}(M,N)) is an equivalence class of exact sequences of
the form
ξ : 0→ N → X1 → · · · → Xi →M → 0
where each Xi is a unit right R{F}-module (resp. right R{F}-module) and the maps
are maps of unit right R{F}-modules (resp. maps of right R{F}-modules). The
equivalence relation is generated by the relation ξX ∼ ξY if there is a commutative
diagram
0 // N //
∼=

X1 //

· · · // Xi //

M //
∼=

0
0 // N // Y1 // · · · // Yi //M // 0
From this characterization of Exti it is clear that we have a well-defined map
ι : ExtiuR{F}(M,N)→ ExtiR{F}(M,N)
taking an equivalence class of an exact sequence of unit right R{F}-modules to
the same exact sequence but viewed as an exact sequence in the category of right
R{F}-modules.
Conversely, if we have an element in ExtiR{F}(M,N), say ξ, we have an exact
sequence of right R{F}-modules, this induces a commutative diagram
0 // N //
∼=

X1 //

· · · // Xi //

M //
∼=

0
0 // F !(N) //
∼=

F !(X1) //

· · · // F !(Xi) //

F !(M) //
∼=

0
0 // (F !)2(N) //
∼=

(F !)2(X1) //

· · · // (F !)2(Xi) //

(F !)2(M) //
∼=

0
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Taking direct limits for columns and noticing that M , N are unit right R{F}-
modules, we get a commutative diagram
(4.15) 0 // N //
∼=

X1 //

· · · // Xi //

M //
∼=

0
0 // N // lim−→ (F
!)e(X1) // · · · // lim−→ (F
!)e(Xi) //M // 0
Since the functor F !(−) and the direct limit functor are both exact, the bottom
sequence is still exact, and hence it represents an element in ExtiuR{F}(M,N) (note
that each lim−→ (F
!)e(Xj) is a unit right R{F}-module by Remark IV.8). We call this
element ξ′. Then we have a map
η : ExtiR{F}(M,N)
ξ 7→ξ′−−−→ ExtiuR{F}(M,N).
This map is well-defined because it is easy to check that if ξ1 ∼ ξ2, then we also
have ξ′1 ∼ ξ′2. It is also straightforward to check that ι and η are inverses of each
other. Obviously η ◦ ι([ξ]) = [ξ] and ι ◦ η([ξ]) = [ξ′] = [ξ], where the last equality is
by (4.15) (which shows that ξ ∼ ξ′, and hence they represent the same equivalence
class in ExtiR{F}(M,N)).
Second proof: By Theorem IV.1 and Theorem IV.9 we know that the category of
unit right R{F}-module has enough injectives. Now we show that every injective
object in the category of unit right R{F} modules is in fact injective in the category
of right R{F}-modules. To see this, let I be a unit right R{F}-injective module. It
is enough to show that whenever we have 0→ I → W for some right R{F}-module
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W , the sequence splits. But 0→ I → W induces the following diagram:
0 // I //
∼=

W

0 // F !(I) //
∼=

F !(W )

0 // (F !)2(I) //
∼=

(F !)2(W )

Taking the direct limit for the columns we get
(4.16) 0 // I //
∼=

W

0 // I // lim−→ (F
!)e(W )
We still have exactness because the functor F !(−) and the direct limit functor are
both exact. We also note that lim−→ (F
!)e(W ) is a unit right R{F}-module by Remark
IV.8. Now, since I is injective in the category of unit right R{F}-modules, we know
that the bottom map 0 → I → lim−→ (F
!)e(W ) splits as a map of unit right R{F}-
modules, so it also splits as a map of right R{F}-modules. But now, composing with
the commutative diagram (4.16) shows that the map 0→ I → W splits as a map of
right R{F}-modules.
Now we can show that ExtiuR{F}(M,N) ∼= ExtiR{F}(M,N) as follows. One can
take an injective resolution of N in the category of unit right R{F}-modules:
(4.17) 0→ N → I0 → I1 → · · · · · · .
By the above argument this can be also viewed as an injective resolution in the catego-
ry of right R{F}-modules. Since applying HomR{F}(M,−) and HomuR{F}(M,−) to
(4.17) are obviously the same, we know that ExtiuR{F}(M,N) ∼= ExtiR{F}(M,N).
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Theorem IV.17. Let R be an F -finite regular ring of dimension d such that there
exists a canonical module ωR with F
!ωR ∼= ωR. Then the category of unit right R{F}-
modules and the category of Lyubeznik’s FR-modules both have finite global dimension
d+ 1.
Proof. By Theorem IV.9, it suffices to show that the category of unit right R{F}-
modules has finite global dimension d + 1. By Theorem IV.16, we know that the
global dimension is at most d+ 1.
Now let ω∞R be the unit right R{F}-module described in Example IV.13. If the
global dimension is ≤ d, then we know that ω∞R has a unit right R{F}-injective
resolution of length d′ ≤ d:
(4.18) 0→ ω∞R → I0 → I1 → · · · → Id′ → 0
But by the argument in the second proof of Theorem IV.16, we know that each
Ij is injective in the category of right R{F}-modules. So (4.18) can be viewed as
an injective resolution of ω∞R in the category of right R{F}-modules. And hence
idR{F} ω∞R ≤ d, which contradicts Lemma IV.14.
Remark IV.18. It is clear from Theorem IV.9 and the above proof of Theorem IV.17
that
idFR R
∞ = iduR{F} ω∞R = d+ 1.
4.3 Finite and non-finite results on Ext1FR
In this section we study the group Ext1FR(M,N) when M , N are FR-finite FR-
modules. We prove that when (R,m, K) is a regular local ring, Ext1FR(M,N) is finite
when K = R/m is separably closed and M is supported only at m. However, we
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provide examples to show that in general Ext1FR(M,N) is not necessarily a finite set.
We begin with some lemmas.
Lemma IV.19 (cf. Proposition 3.1 in [41]). Let S be a regular ring of characteristic
p > 0 and let R→ S be a surjective homomorphism with kernel I ⊆ R. There exists
an equivalence of categories between FR-modules supported on SpecS = V (I) ⊆
SpecR and FS-modules. Under this equivalence the FR-finite FR-modules supported
on SpecS = V (I) ⊆ SpecR correspond to the FS-finite FS-modules.
Lemma IV.20 (cf. Theorem 4.2(c)(e) in [28]). Let K be a separably closed field.
Then every FK-finite FK-module is isomorphic with a finite direct sum of copies of
K with the standard FK-module structure. Moreover, Ext
1
FK
(K,K) = 0.
Lemma IV.21. Let (R,m, K) be a regular local ring with K separably closed. Then
every FR-finite FR-module supported only at m is isomorphic (as an FR-module) with
a finite direct sum of copies of E = E(R/m) (where E is equipped with the standard
FR-module structure). Moreover, Ext
1
FR
(E,E) = 0.
Proof. This is clear from Lemma IV.19 (applied to S = K and I = m) and Lemma
IV.20 because it is straightforward to check that the standard FR-module structure
on E corresponds to the standard FK-module structure on K via Lemma IV.19.
Theorem IV.22. Let (R,m, K) be a regular local ring such that K is separably
closed and let M , N be FR-finite FR-modules. Then Ext
1
FR
(M,N) is finite if M is
supported only at m.
Proof. Since K is separably closed, by Lemma IV.21 we know that M is a finite
direct sum of copies of E in the category of FR-modules. So it suffices to show that
Ext1FR(E,N) is finite. For every exact sequence of FR-finite FR-modules
0→ N1 → N2 → N3 → 0,
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the long exact sequence for Ext gives
Ext1FR(E,N1)→ Ext1FR(E,N2)→ Ext1FR(E,N3).
So we immediately reduce to the case that N is simple (since R is local, every FR-
finite FR-module has finite length by Theorem 3.2 in [41]).
We want to show that Ext1FR(E,N) is finite when N is simple. There are two cases:
AssR(N) = m or AssR(N) = P 6= m. If AssR(N) = m, then N ∼= E as FR-modules
by Lemma IV.21. So Ext1FR(E,N) = Ext
1
FR
(E,E) = 0 by Lemma IV.21.
If AssR(N) = P 6= m, by Yoneda’s characterization of Ext groups, it suffices
to show that we only have a finite number of isomorphism classes of short exact
sequences
0→ N → L→ E → 0
of FR-modules. We first show the number of choices of isomorphism classes for L is
finite. Say AssR(N) = P 6= m, we have P ∈ AssR(L) ⊆ {P,m}. If AssR(L) = {P,m},
then H0m(L) 6= 0 and it does not intersect N . So H0m(L) ⊕ N is an FR-submodule
of L. Hence we must have L ∼= H0m(L) ⊕ N ∼= E ⊕ N since L has length 2 as an
FR-module. If AssR(L) = {P}, we can pick x ∈ m−P . Localizing at x gives a short
exact sequence
0→ Nx → Lx → Ex → 0.
But Ex = 0, so we get Nx ∼= Lx as FR-module. Since x is not in P , we have
L ↪→ Lx as FR-module. That is, L is isomorphic to an FR-submodule of Lx, hence is
isomorphic to an FR-submodule of Nx. But Nx is FR-finite by Proposition 2.9(b) in
[41], so it only has finitely many FR-submodules by Theorem IV.2. This proves that
the number of choices of isomorphism classes for L is finite.
Because the number of choices of isomorphism classes for L is finite, and for each
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FR-finite FR-module L, HomFR(N,L) is always finite by Theorem IV.2. It follows
that the number of isomorphism classes of short exact sequences 0 → N → L →
E → 0 is finite.
If M is an FR-module with structure morphism θM , for every x ∈M we use xp to
denote θ−1M (1⊗x). Notice that when M = R with the standard FR-module structure,
this is exactly the usual meaning of xp. We let GM denote the set {xp − x|x ∈ M}.
It is clear that GM is an abelian subgroup of M .
Theorem IV.23. Let R be a regular ring. Giving R the standard FR-module struc-
ture, we have Ext1FR(R,M)
∼= M/GM as an abelian group for every FR-module M .
Proof. By Yoneda’s characterization of Ext groups, an element in Ext1FR(R,M) can
be represented by an exact sequence of FR-modules
0→M → L→ R→ 0.
It is clear that L ∼= M⊕R as R-module. Moreover, one can check that the structural
isomorphism θL composed with θ
−1
M ⊕ θ−1R defines an isomorphism
M ⊕R θL−→ F (M)⊕ F (R) θ
−1
M ⊕θ−1R−−−−−→M ⊕R
which sends (y, r) to (y + rz, r) for every (y, r) ∈ M ⊕ R and for some z ∈ M .
Hence, giving a structural isomorphism for L is equivalent to giving some z ∈ M .
That is, θL is determined by an element z ∈M . Two exact sequences with structure
isomorphism θL, θ
′
L are in the same isomorphism class if and only if there exists a
map g: L→ L, sending (y, r) to (y + rx, r) for some x ∈M such that
(1⊗ g) ◦ θL = θ′L ◦ g.
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Now we apply θ−1M ⊕ θ−1R on both side. If θL, θ′L are determined by z1 and z2 respec-
tively, a direct computation gives that
(θ−1M ⊕ θ−1R ) ◦ (1⊗ g) ◦ θL(y, r) = (y + rz1 + rxp, r)
while
(θ−1M ⊕ θ−1R ) ◦ θ′L ◦ g(y, r) = (y + rz2 + rx, r).
So θL and θ
′
L are in the same isomorphism class if and only if there exists x ∈ M
such that
z2 − z1 = xp − x.
So Ext1FR(R,M)
∼= M/GM as an abelian group.
Before we use Theorem IV.23 to study examples, we make the following remark.
Remark IV.24. 1. Let R be a regular ring which is F -finite and local. By Theorem
IV.9, we can identify the category of FR-modules with the category of unit right
R{F}-modules (ωR = R is unique). And by Theorem IV.16, we can compute
Ext1FR(R,M)
∼= Ext1uR{F}(R,M) ∼= Ext1R{F}(R,M) by taking the right R{F}-
projective resolution of R and then applying HomR{F}(−,M). Note that one
right R{F}-projective resolution of R is given by
0→ R(1) ⊗R R{F} → R{F} → R→ 0
as in Lemma IV.11.
2. Let (R,m) be a strict Henselian local ring (e.g., this holds when (R,m) is a
complete local ring with separably closed residue field). The Artin-Schreier
sequence
0→ Fp → R x
p−x−−−→ R→ 0
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is exact in the Zariski topology, which shows thatGR = R, and hence Ext
1
FR
(R,R) =
0 when R is a strict Henselian local ring. In particular, applying this to R = K
a separably closed field, we recover Lemma IV.20.
Now we give some examples to show that, in general, Ext1FR(R,M)
∼= M/GM is
not necessarily finite, even in simple cases.
Example IV.25. Let R = k(t) or k[t](t) with k an algebraically closed field. We will
prove that Ext1FR(R,R) is infinite in both cases. By Theorem IV.23, it suffices to
show that for a, b ∈ k (a, b 6= 0 in the second case), 1
t− a and
1
t− b are different in
R/GR whenever a 6= b. Otherwise there exists h(t)
g(t)
∈ R with h(t), g(t) ∈ k[t] (g(t)
is not divisible by t in the second case) and gcd(h(t), g(t)) = 1 such that
1
t− a −
1
t− b =
h(t)p
g(t)p
− h(t)
g(t)
which gives
(4.19)
a− b
t2 − (a+ b)t+ ab =
h(t)p − h(t) · g(t)p−1
g(t)p
.
Since gcd(h(t), g(t)) = 1, gcd(h(t)p − h(t) · g(t)p−1, g(t)p) = 1. So from (4.19) we
know that g(t)p|(t2 − (a+ b)t+ ab). This is clearly impossible.
Example IV.26. Let (R,m, K) be a regular local ring of dimension d ≥ 1. Let
E = E(R/m) be the injective hull of the residue field. We will show that Ext1FR(R,E)
is not zero and is in fact infinite when K is infinite. In particular, E = E(R/m),
though injective as an R-module, is not injective as an FR-module (with its standard
FR-structure) when dimR ≥ 1.
Recall that E = lim−→
n
R
(xn1 , . . . , x
n
d)
. So every element z in E can be expressed as
(r;xn1 , . . . , x
n
d) for some n ≥ 1 (which means z is the image of r in the n-th piece in
this direct limit system). By Theorem IV.23, Ext1FR(R,E)
∼= E/GE. I claim that
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any two different socle elements u1, u2 are different in E/GE. For if this were not
true, we would have:
(4.20) u1 − u2 = zp − z
in E. Since u1 − u2 is a nonzero element in the socle of E, we may write u1 − u2 =
(λ;x1, . . . , xd) for some λ 6= 0 in K. Say z = (r;xn1 , . . . , xnd) with n minimum. Then
(4.20) gives
(r;xn1 , . . . , x
n
d) = (λ;x1, . . . , xd) + (r
p;xnp1 , . . . , x
np
d ).
This yields
(4.21) rp + λ(x1 · · ·xd)np−1 − r(x1 · · · xd)np−n ∈ (xnp1 , . . . , xnpd ).
If n = 1, then 0 6= z ∈ socle(E), hence r is a nonzero unit in R. But (4.21) shows
that rp ∈ (x1, . . . , xd) which is a contradiction.
If n ≥ 2, we have np−1 ≥ np−n ≥ p. We know from (4.21) that for every 1 ≤ i ≤
d, we have rp ∈ (xnp1 , . . . , xnpi−1, xpi , xnpi+1, . . . , xnpd ). Hence r ∈ (xn1 , . . . , xni−1, xi, xni+1, . . . , xnd)
for every 1 ≤ i ≤ d. Taking their intersection, we get that r ∈ (x1 · · ·xd, xn1 , . . . , xnd).
That is, mod (xn1 , . . . , x
n
d), we have r = (x1 · · ·xd)r0. But then we have z =
(r0;x
n−1
1 , . . . , x
n−1
d ) contradicting our choice of n.
Therefore we have proved that any two different socle elements u1, u2 are different
in Ext1FR(R,E) = E/GE. This shows that Ext
1
FR
(R,E) 6= 0 and is infinite when K
is infinite.
CHAPTER V
Lech’s Conjecture
5.1 Lech’s Conjecture and Generalized Lech’s Conjectures
We begin with the long standing open question of Lech [39] and [40]:
Conjecture V.1 (Lech’s Conjecture). Let (R,m, K) → (S, n, L) be a flat local ex-
tension of local rings. Then eR ≤ eS.
This (seemingly simple) conjecture turns out to be supremely hard. It has now
stood for over fifty years, and remains open in almost all cases, with the best partial
results still those proved in Lech’s original two papers [39] and [40]. There it was
pointed out that the conjecture can be reduced to the case dimR = dimS and the
conjecture was proved in the following cases
1. R has dimension ≤ 2.
2. S/mS is a complete intersection.
With the development of the theory of linear maximal Cohen-Macaulay modules
(also known as Ulrich modules, see [25]), Lech’s Conjecture V.1 can be proved in
some new cases (basically for rings which admit Ulrich modules). Hanes improved
this treatment and, combined with some characteristic p > 0 methods, proved Lech’s
Conjecture in some more cases in [16]. Hanes’s results are mostly for standard graded
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rings (R,m, K), which means that R is an N-graded K-algebra generated over K by
degree 1 forms. In sum, Conjecture V.1 was proved when
1. (Herzog, Ulrich, Backelin [25]) R is a Cohen-Macaulay ring of minimal mul-
tiplicity, i.e., eR = edimR − dimR + 1 where edimR denote the embedding
dimension of R.
2. (Herzog, Ulrich, Backelin [25]) R is a strict complete intersection, i.e., grmR is
a complete intersection.
3. (Hanes [16]) R is a 3-dimensional standard graded K-algebra with K a perfect
field of characteristic p > 0.
4. (Hanes [17]) (R,m), (S, n) are both standard graded K-algebras and the map
R→ S sends a minimal reduction of m to homogeneous elements in S.
We note that in general, having minimal multiplicity and being a strict complete
intersection are quite strong conditions. For example, a hypersurface has minimal
multiplicity if and only if its multiplicity is less than or equal to 2. And not all com-
plete intersections are strict complete intersections. We will explain these conditions
in detail in Section 4.
B. Herzog has many partial results on Conjecture V.1 when we put various con-
ditions on the closed fibre S/mS. Some generalize and recover Lech’s original result
when S/mS is a complete intersections. We refer to [22] and [24] for details. How-
ever, so far as we know Lech’s Conjecture is open as long as dimR ≥ 3. In fact, to
the best of our knowledge it is open if R is a 3-dimensional Cohen-Macaulay ring in
equal characteristic p > 0.
We want to attack Conjecture V.1 in a new and different way. More specifically,
we want to study the following stronger conjectures which we call them “Generalized
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Lech’s Conjectures”. These are open questions, and are interesting in their own right.
What’s more, we will show that all of them imply Lech’s Conjecture (some under
Cohen-Macaulay conditions).
Conjecture V.2 (Generalized Lech’s Conjecture). Let (R,m, K) → (S, n, L) be a
local map of local rings such that fdRS <∞. Then eR ≤ eS.
Conjecture V.3 (Cyclic Generalized Lech’s Conjecture). Let (R,m, K) be a local
ring and I be an ideal in R such that pdRR/I <∞. Then eR ≤ eR/I .
Conjecture V.4 (Weakened Generalized Lech’s Conjecture). Let (R,m, K) be a
local ring and I be an ideal in R such that pdRR/I < ∞ and lR(R/I) < ∞. Then
eR ≤ lR(R/I).
5.2 Structure of local maps
In this section we will show the relations among the Generalized Lech’s Conjec-
tures. We will show Conjecture V.3 ⇐⇒ Conjecture V.2 =⇒ Conjecture V.1 holds
in general, and Conjecture V.4 ⇐⇒ Conjecture V.3 ⇐⇒ Conjecture V.2 =⇒ Con-
jecture V.1 for Cohen-Macaulay couples (we note that the conditions in Conjecture
V.4 imply that R is Cohen-Macaulay by the New Intersection Theorem [53]).
We will use the following structure theorem of local maps from [4] throughout. In
particular, Conjecture V.3 ⇐⇒ Conjecture V.2 will follow easily from it.
Theorem V.5 (Cohen Factorization [4]). Any local homomorphism (R,m)→ (S, n)
with S complete can be factored as (R,m) → (T, n) → (S, n) such that (R,m) →
(T, n) is flat with T/mT regular and (T, n)→ (S, n) is surjective.
We also need the following theorem repeatedly throughout the sequel. For a proof
we refer to Matsumura’s book [46].
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Theorem V.6. Let (R,m, K) → (T, n, L) be a flat local map with T/mT regular.
Let M be a finitely generated T -module which is flat over R. If x1, . . . , xd is part of a
regular system of parameters in T/mT , then it is a regular sequence on M . Moreover
M/(x1, . . . , xd)M is faithfully flat over R.
We will need the following result throughout. It is proved in [4]. We include a
proof here without using spectral sequences.
Theorem V.7. Let (R,m, K) → (T, n, L) be a flat local map with T/mT regular
and let M be a finitely generated T -module such that fdRM < ∞. Then pdTM ≤
fdRM + dimT/mT . In particular, pdTM <∞.
Proof. Set dimT/mT = d1, fdRM = d2. We want to show pdTM ≤ d1 + d2. We
have the following exact sequence:
0→ Syzd2T M → T nd2−1 → · · · → T n1 → T n0 →M → 0.
Because T is flat over R and fdRM = d2, Syz
d2
T M is a flat R-module. Now we
resolve Syzd2T M over T . We get:
(5.1) 0→ Syzd1+d2T M → Tmd1−1 → · · · → Tm1 → Tm0 → Syzd2T M → 0.
In the above resolution all modules are flat over R, so (5.1) will remain exact after
we apply − ⊗T T/mT , since this is the same as − ⊗R R/m. Hence, after tensoring
with T/mT , (5.1) will give a free resolution of Syzd2T M/mSyz
d2
T M over T/mT (since
T/mT is a regular local ring of dimension d1). This means Syz
d1+d2
T M ⊗T T/mT is
free over T/mT . So it suffices to show that if M is flat over R and M/mM is free
over T/mT then M is free over T .
Pick x1, . . . , xd1 a regular system of parameters of T/mT , by Theorem V.6 we
know that x1, . . . , xd1 is a regular sequence on both T and M and T/(x1, . . . , xd1)T
and M/(x1, . . . , xd1)M are both faithfully flat over R.
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Take a free resolution of M/(x1, . . . , xd1)M over T/(x1, . . . , xd1)T . We can view it
as a flat resolution ofM/(x1, . . . , xd1)M overR. Moreover, we can view−⊗T/(x1,...,xd1 )T
L as −⊗R K when applied to the resolution. So we have:
Tor
T/(x1,...,xd1 )T
i (M/(x1, . . . , xd1)M,L) = Tor
R
i (M/(x1, . . . , xd1)M,K) = 0.
So M/(x1, . . . , xd1)M is flat (equivalently, free) over T/(x1, . . . , xd1)T . But since
x1, . . . , xd1 is a regular sequence on both T and M by Theorem V.6, we know that
TorTi (T/(x1, . . . , xd1)T,M) = 0. By the local criterion of flatness [46], M is flat
(equivalently, free) over T . This finishes the proof.
We also need the following well-known simple lemma throughout.
Lemma V.8 (cf. Corollary 4 in [61]). Let (R,m, K) be a local ring and x1, . . . , xs
is a regular sequence in R, then eR/(x1,...,xs) ≥ eR.
Proposition V.9. Conjecture V.3 and Conjecture V.2 are equivalent. Hence both
will imply Conjecture V.1.
Proof. It is obvious that Conjecture V.2 will imply Conjecture V.3. For the converse,
let R→ S be a local map such that fdRS <∞. We first complete R and S, this will
not change eR and eS, and we still have fdR̂Ŝ <∞. So we can assume both R and
S are complete. By Theorem V.5, we can factor the map into R → T → S. Now
apply Theorem V.7 to M = S, we get that pdTS <∞. Since we assume Conjecture
V.3 is known, we have eS ≥ eT . But eR ≤ eT because it is easy to see that if R→ T
is faithfully flat with regular fibres, then there is an induced map from grmR→ grnT
which is faithfully flat (this is called tangentially flat, see [23] for details).
Remark V.10. 1. Lemma V.8 holds under the weaker condition that x1, . . . , xs is
part of a system of parameters, and we have eR/(x1,...,xs) ≥ (
∏s
i=1 ord(xi))eR
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where ord(f) denote the m-adic order of f , i.e., the largest number a such that
f ∈ ma (see Corollary 4 in [61] for an elementary proof of this result). Also
notice that Lemma V.8 tells us immediately that Conjecture V.3 holds if I is
generated by a regular sequence.
2. When R → T is faithfully flat with regular closed fibre, one can actually show
that eR = eT . Because we may complete R and T hence assuming both of them
are complete local rings. Let x1, . . . , xd be a regular system of parameters in
T/mT , we have T/(x1, . . . , xd)T is faithfully flat over R (by Theorem V.6) whose
fibre is a field. So eR = eT/(x1,...,xd)T ≥ eT where the last inequality is by V.8. On
the other hand, let Q = mT which is prime in T . We know (R,m)→ (TQ, QTQ)
is faithfully flat whose closed fibre is a field. So eR = eTQ ≤ eT where the last
inequality is by the localization formula for multiplicities (see [40] or [5]).
Proposition V.11. Let (R,m, K) be a Cohen-Macaulay local ring. Assume Con-
jecture V.4 is true for R. If I is an ideal in R such that pdRR/I < ∞ and R/I is
Cohen-Macaulay, then eR ≤ eR/I .
Proof. First we may assume that K is infinite, since we can replace R by R(t) =
R[t]mR[t], this will not change the multiplicities and will preserve pdRR/I < ∞ and
Cohen-Macaulayness of R/I. Now we pick a linear reduction (x1, . . . , xs) of m(R/I).
Since R/I is Cohen-Macaulay, x1, . . . , xs is a regular sequence on R/I, hence
pdRR/(I + (x1, . . . , xs)) <∞, lR(R/(I + (x1, . . . , xs)) <∞.
So
eR/I = lR(R/(I + (x1, . . . , xs)) ≥ eR
where the last inequality is because we assume Conjecture V.4 is known for R.
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Proposition V.12. For Cohen-Macaulay couples, Conjecture V.4 and Conjecture
V.2 are equivalent.
Proof. This is clear from Proposition V.9 and Proposition V.11.
Remark V.13. 1. Note that in spite of Proposition V.9 and Proposition V.12, we
do not know the equivalence of Conjecture V.4, Conjecture V.3, and Conjecture
V.2 for any specific R (i.e., it is not clear that Conjecture V.4 or even Conjecture
V.3 for a specific R will imply that V.2 is true for this R). In the proofs we pass
to T , which is a different ring.
2. Nevertheless, Proposition V.11 does tell us that Conjecture V.4 and the Conjec-
ture V.3 are equivalent for any specific (Cohen-Macaulay) R with R/I Cohen-
Macaulay.
3. The original Lech’s Conjecture, Conjecture V.1, can be reduced to the case
that dimR = dimS (see [39]). In order to prove Conjecture V.1 for R Cohen-
Macaulay, we can assume S is Cohen-Macaulay for free. Combining this with
Proposition V.12, we get that the Weakened Generalized Lech’s Conjecture
(=Conjecture V.4) will imply Lech’s Conjecture (=Conjecture V.1) if R is
Cohen-Macaulay (with no further assumptions on S).
We end this section with three important theorems (which are well-known to
experts) on modules of finite projective dimension. These theorems will be used
repeatedly throughout the article. For proofs we refer to [2], [8] and [51].
Theorem V.14. Let (R,m) be a local ring and M be a finitely generated R-module
such that pdRM <∞ and AnnRM 6= 0. Then AnnRM contains a nonzerodivisor.
Theorem V.15. Let (R,m) be a local ring and M be a finitely generated R-module
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such that pdRM < ∞. If N is an MCM over R, then TorRi (M,N) = 0 for every
i ≥ 1.
Theorem V.16. Let (R,m) be a local ring and M be a finitely generated R-module
such that pdRM < ∞. If x ∈ AnnRM is such that x /∈ m2 ∪P∈AssR R P (i.e., x is a
nonzerodivisor and x /∈ m2), then pdR/xM <∞.
5.3 First examples of the Generalized Lech’s Conjectures
In this section we look at examples of the Generalized Lech’s Conjectures. We
show that the Cyclic Generalized Lech’s Conjecture (=Conjecture V.3) is true when
R is a standard graded K-algebra and I is a homogeneous ideal, or when R/IR is
obtained from a flat base change of a regular local ring A and an ideal I in A in
equal characteristic. These are based on the classical results on Hilbert functions
and Serre’s reduction to the diagonal.
We start by proving the graded case. We first recall that for a finitely generated
Z-graded module M over an N-graded K-algebra R, the Hilbert series HM(t) is
defined to be
HM(t) =
∑
i
dimK(Mi)t
i
where Mi denote the degree i-piece of M . Since we require M be finitely generated,
HM(t) is a well-defined element in Z((t)) = Z[[t]][t−1]. When R is standard graded,
it is well known that
HM(t) =
hM(t)
(1− t)dM
where dM is the dimension of M and hM(t) is a Laurent polynomial in Z[t, t−1] with
eR(M) = hM(1).
Theorem V.17 (cf. Lemma 7 in [3] or [52]). Let (R,m, K) be a standard graded
K-algebra with m the irrelevant ideal. Let M , N be finitely generated Z-graded R-
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modules. Then χR(M,N)(t) =
∑
i(−1)iHTorRi (M,N)(t) is a well defined element of
Z((t)) and we have an equality of formal Laurent series:
χR(M,N)(t) =
HM(t)HN(t)
HR(t)
.
The result below is already known [3], but we give a short proof for completeness.
Proposition V.18 (cf. Proposition 8 in [3]). Let (R,m, K) be a standard graded
K-algebra with m the irrelevant ideal. Let I be a homogeneous ideal of R such that
pdRR/I <∞. Then eR divides eR/I . In particular eR ≤ eR/I .
Proof. We know that HR(t) =
hR(t)
(1− t)d , HR/I =
hR/I(t)
(1− t)d′ where d = dimR, d
′ =
dimR/I. Such that hR(t), hR/I(t) are Laurent polynomials in Z[t, t−1] with hR(1) =
eR, hR/I(1) = eR/I . Apply Theorem V.17 to M = R/I and N = K we get:
χR(R/I,K)(t) · hR(t) = hR/I(t) · (1− t)d−d′ .
Since pdRR/I <∞, each TorRi (R/I,K) is a finite dimensional graded K-vector space
and TorRi (R/I,K) = 0 for i > pdRR/I, it follows that χ
R(R/I,K)(t) is a Laurent
polynomial. Since d − d′ ≥ 0 and hR(1) 6= 0, we know that hR(t) divides hR/I(t) in
Z[t, t−1] by the unique factorization in Z[t, t−1]. In particular, eR = hR(1) divides
eR/I = hR/I(1).
Remark V.19. In the non-graded case, one cannot expect to prove eR divides eR/I
when pdRR/I < ∞. Here is a simple counter-example: take R = k[[t2, t3]] and
I = (t3). R is a one-dimensional complete local domain and I is generated by a
nonzerodivisor, so pdRR/I < ∞ is satisfied. However, one can check easily that
eR = 2 while eR/I = lR(R/I) = 3.
A typical example that one can write down of an ideal I of R such that pdRR/I <
∞ is that R is flat over some regular local ring A and I = I0R where I0 is an
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ideal in A. We will show that, in equal characteristic, for this class of examples,
eR/I ≥ eR always holds. The proof is a modification of Herzog’s argument in [22]. It
is essentially Serre’s trick of reduction to the diagonal.
Theorem V.20. Let (A,m0, K0) be a regular local ring of equal characteristic. Let
(A,m0, K0) → (R,m, K) be a flat local extension. Let I be an arbitrary ideal in A.
Then we have eR/IR ≥ eR · eA/I , in particular eR/IR ≥ eR so Conjecture V.3 holds in
this case.
Proof. Without loss of generality we may assume both A and R are complete, since
completion does not affect multiplicity. By Theorem V.5, the map A → R factors
through
(A,m0, K0)→ (T, n, K) pi−→ (R,m, K)
where A→ T is flat with T/m0T regular, and T pi−→ R is surjective.
Since A is a complete regular local ring, so is T (we can complete T if necessary).
Say T ∼= K[[x1, . . . , xn]]. By Serre’s reduction to the diagonal, we know that
R/IR ∼= T/IT ⊗T R ∼= (T/IT )⊗̂KR
(1⊗ pi(xi)− xi ⊗ 1, 1 ≤ i ≤ n)
where xi denotes the image of xi in T/IT .
Notice that both R and T are flat over A, this implies that
ht IT = ht IR = ht I,
so we have
dimR− dimR/IR = ht I = dimT − dimT/IT
dimR/IR = dimT/IT + dimR− n.
Since the dimension of (T/IT )⊗̂KR is dimT/IT + dimR, the above shows that
{1⊗pi(xi)−xi⊗1}ni=1 are part of a system of parameters in (T/IT )⊗̂KR. By Remark
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V.10 (1), we know that
(5.2) eR/IR ≥ e(T/IT )⊗̂KR = eT/IT · eR
where the last equality is because R and T/IT are homomorphic image of T , so we
have a natural bijective map grn(T/IT ) ⊗K grmR → grn0((T/IT )⊗̂KR), where n0
denote the maximal ideal of (T/IT )⊗̂KR. Now just notice that eT/IT = eA/I because
A→ T is flat with T/m0T regular (see Remark V.10).
Remark V.21. We don’t know how to prove the above theorem if A does not contain
a field.
5.4 Rings of minimal multiplicity and strict complete intersections
In this section we show that Conjecture V.4 is true when R is either a Cohen-
Macaulay ring of minimal multiplicity or a strict complete intersection. In view of
the results in section 2.2, this generalizes the results on Lech’s Conjecture. We also
prove that the existence of a sequence of MCM with reduction degree approaching
1 (in the sense of Hanes [16]) will imply Conjecture V.2 when the target ring is
a Cohen-Macaulay domain. The results in this section strongly suggest that the
existence of Ulrich modules should imply Conjecture V.4 or even Conjecture V.2,
and should have surprising consequences about modules of finite length and finite
projective dimension.
We first recall that if (R,m) is a local ring and M is an MCM over R, then we
always have eR(M) ≥ νR(M). We begin with some basic definitions.
Definition V.22. An MCM M over (R,m) is called a linear MCM (or an Ulrich
module) if eR(M) = νR(M). If (x1, . . . , xd) is a minimal reduction of m, then M is
a linear MCM if and only if (x1, . . . , xd)M = mM .
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Definition V.23. A Cohen-Macaulay ring (R,m) of dimension d is said to have
minimal multiplicity if eR = edim(R)− d + 1 (note that for a Cohen-Macaulay ring
(R,m) we always have eR ≥ edim(R)− d+ 1).
Definition V.24. A local ring (R,m) which is a quotient of a regular local ring
is called a strict complete intersection if grmR is a complete intersection (in partic-
ular hypersurfaces and standard graded complete intersections are strict complete
intersections). Strict complete intersections are complete intersections [25].
Remark V.25. 1. Let (R,m) = (S,m)/(f1, . . . , fn) be a complete intersection (here
(S,m) is a regular local ring). Then it is well known that eR ≥
∏n
i=1 ord(fi)
where ord(f) denote the m-adic order of f , i.e., the largest number a such that
f ∈ ma. When R is a strict complete intersection, it is easy to check that
eR =
∏n
i=1 ord(fi), see [25] or Corollary 4 in [61].
2. Not all complete intersections are strict complete intersections. For example,
let R = k[[x, y, z]]/(x2 − y3, xy− z3). One can check that R ∼= k[[t5, t6, t9]] with
t5 a minimal reduction of the maximal ideal. It is straightforward to check that
eR = 5 while ord(x
2 − y3) · ord(xy − z3) = 4. So R is not a strict complete
intersection.
Theorem V.26. Let (R,m, K) be a Cohen-Macaulay local ring with minimal mul-
tiplicity and I be an ideal in R such that pdRR/I < ∞ and lR(R/I) < ∞. Then
eR ≤ lR(R/I). Moreover, if we assume K is infinite, then eR = lR(R/I) if and only
if I is a minimal reduction of m.
Proof. We may assume d = dimR > 0, since otherwise the only ideal of finite
projective dimension is 0 and the result is obvious.
If I ⊆ m2, then lR(R/I) ≥ lR(R/m2) = edimR+1 > edimR−d+1 = eR where the
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last equality is by definition of minimal multiplicity. If I * m2, by prime avoidance,
we can pick some x1 ∈ I but x1 /∈ m2 ∪P∈AssR P . We can kill x1 and replace R,
I by R1 = R/x, I1 = IR1. We have edimR1 = edimR − 1, dimR1 = d − 1,
lR(R/I) = lR1(R1/I1) and pdR1R1/I1 < ∞ by Theorem V.16. Now if I1 ⊆ m21
(where m1 = mR1), then lR(R/I) = lR1(R1/I1) ≥ edimR1 + 1 = edimR − 1 + 1 ≥
edimR− d+ 1 = eR. If I1 * m21, we pick some x2 ∈ I1 but x2 /∈ m21 ∪P∈AssR1 P . Now
we kill x2 and similarly we get R2, I2, m2 and we repeat the above process.
Note that, each time we kill an xj, the length of R/I stays the same (that is,
l(R/I) = l(Rj/Ij) for every j) while the dimension and the embedding dimension
both drop by 1. If the process stops after r steps with r < d, which means, Ir ⊆ m2r.
Then we have that lR(R/I) = lRr(Rr/Ir) ≥ edimRr + 1 = edimR − r + 1 >
edimR−d+1 = eR (in particular lR(R/I) = eR cannot occur in this case). Otherwise
we will stop after d steps and we get an Artinian ring Rd with an ideal Id of finite
projective dimension, such an ideal must be 0. So in this case, lR(R/I) = lRd(Rd) ≥
edimRd + 1 = edimR − d + 1 = eR. Moreover, in this case the original I must
be generated by a regular sequence, namely I = (x1, . . . , xd). If equality occurs, we
know that e(I) = lR(R/I) = eR hence I must be a linear reduction of m.
In order to prove Conjecture V.4 for strict complete intersections, we need the
following result proved in [25].
Theorem V.27 (cf. Theorem 1.2 and Theorem 2.1 in [25]). Let (R,m) be a Cohen-
Macaulay ring and let f ∈ md be a nonzero divisor. Then there exists some integer
s such that there exists a chain of R/f -modules: 0 = U0 ⊆ U1 ⊆ · · · ⊆ Ud ∼= (R/f)s,
such that:
1. Ui−1 ⊆ mUi.
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2. Each Mi = Ui/Ui−1 is an MCM over R/f , with finite projective dimension over
R (actually they all have projective dimension 1), and is minimally generated
by s elements.
Theorem V.28. Let (S,m, K) be a regular local ring with K an infinite field and
let (R,m) ∼= (S,m)/(f1, . . . , fn) be a complete intersection. Let di = ord(fi) be the
m-adic order of fi. Let W be an R-module of finite length and finite projective
dimension. Let dR =
∏n
i=1 di. We have
1. There exists some h and a chain of R-modules
0 = U0 ⊆ U1 ⊆ · · · ⊆ UdR ∼= Rh
such that each Mi = Ui/Ui−1 is an MCM over R and minimally generated by h
elements.
2. lR(W ) ≥ dR, and lR(W ) = dR if and only if W ∼= R/I for I a minimal reduction
of m (and in this case we have lR(W ) = dR = eR).
Proof. We use induction on n. When n = 0, R ∼= S is regular and all the conclusion
are obvious. Now let T = (S,m)/(f1, . . . , fn−1), so (R,m) = (T,m)/fn. By induction
we know the result for T .
By Theorem V.27 there exits a chain of R-modules:
(5.3) 0 = U0 ⊆ U1 ⊆ · · · ⊆ Udn ∼= Rs
such that each Mi = Ui/Ui−1 is an MCM over R, with finite projective dimension
over T (actually projective dimension 1), and is minimally generated by s elements.
Let N be any MCM over T , apply ⊗TN to (5.3), we get
(5.4) 0 = U0 ⊗T N ⊆ U1 ⊗T N ⊆ · · · ⊆ Udn ⊗T N ∼= (R⊗T N)s
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We still have “⊆” because TorT1 (N,Mi) = 0 (note that pdTMi < ∞ and N is an
MCM over T and we apply Theorem V.15). Moreover, M˜i = Mi⊗T N ∼= Ui ⊗T N
Ui−1 ⊗T N
is still an MCM over R, this is because we can write down the resolution of Mi over
T , and tensor it with N , we get a resolution of M˜i by N by Theorem V.15 and we
can compute the depth to check that each M˜i is an MCM over R.
We first prove (1). By the induction hypothesis we know that T h has a filtration of
length dT with successive quotients Ni, each is an MCM over T , minimally generated
by h elements. So we know that (R⊗T T h)s = Rhs has a filtration of length dT with
successive quotients (R ⊗T Ni)s. But by (5.4), each (R ⊗T Ni)s has a filtration
of length dn with MCM quotients, each minimally generated by ν(Ni) · s = hs
elements. Combining these filtrations we know that Rhs has a filtration with the
desired property.
Next we prove (2). We apply −⊗RW to (5.4) to get:
(5.5)
0 = (U0⊗TN)⊗RW ⊆ (U1⊗TN)⊗RW ⊆ · · · ⊆ (Udn⊗TN)⊗RW ∼= (R⊗TN⊗RW )s.
We still have “⊆” because TorR1 (W, M˜i) = 0 (note that pdRW < ∞ and each M˜i is
an MCM and we may apply Theorem V.15). Computing length in (5.5), we get:
s · lR(N ⊗T W ) = lR(R⊗T N ⊗RW )s =
dn∑
i=1
lR(M˜i ⊗RW )
≥
dn∑
i=1
lR(M˜i ⊗R K) =
dn∑
i=1
lR(Mi ⊗T N ⊗R K)
=
dn∑
i=1
lR(
Mi
mMi
⊗ N
mN
) =
dn∑
i=1
ν(Mi) · ν(N)
= dn · s · ν(N).
After cancelling “s”, we obtain
(5.6) lR(N ⊗T W ) ≥ dn · ν(N)
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for every MCM N over T . But by induction we know there exists h such that T h
has a filtration
(5.7) 0 = V0 ⊆ V1 ⊆ · · · · · · ⊆ VdT = T h
such that Ni = Vi/Vi−1 is an MCM over T and minimally generated by h elements.
Hence we have
(5.8) lR(T
h ⊗T W ) =
dT∑
i=1
lR(Ni ⊗T W ) ≥
dT∑
i=1
dn · ν(Ni) = dT · dn · h.
Cancelling “h” we get lR(W ) ≥ dT · dn = dR.
Finally, suppose we have lR(W ) = dR (that is, equality occurs). This means,
in (5.8), equality occurs, which means that for each N that occurs as an Ni in
(5.7), the inequality in (5.6) is an equality. We trace back the inequalities in the
length computation of (5.5). We know that lR(M˜i ⊗R W ) = lR(M˜i ⊗R K) for each
M˜i. The key point is, at least we know there exist an MCM M over R such that
lR(M ⊗RW ) = lR(M ⊗R K).
From this we know W is cyclic, since otherwise W/mW ∼= Kn, with n > 1. Then
we will have M⊗RW M⊗RKn, so lR(M⊗RW ) ≥ n · lR(M⊗RK) > lR(M⊗RK),
which is a contridiction. To see W = R/I for some I minimal reduction of m, we
first note that I * m2, since otherwise we have
lR(M ⊗RW ) = lR(M/IM) ≥ lR(M/m2M) > lR(M/mM) = lR(M ⊗R K)
which is a contradiction. So we may pick y1 ∈ I but y1 /∈ m2 ∪P∈AssRR P by prime
avoidence. Now we kill y1 to get that R = R/y1R and I = IR with pdRR/I < ∞,
and M = M/y1M is still an MCM over R with lR(M⊗RR/I) = lR(M⊗RK). By the
same argument as above we know that I * m2R and we repeat the above process:
that is, we find some y2 /∈ m2R ∪P∈AssRR P and kill y2 and so on.
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When we do this process d = dimR times, we get an Artinian ring with a proper
ideal of finite projective dimension. Such an ideal must be 0. So the original ideal
I must be generated by a regular sequence in R: the elements y1, y2, . . . , yd. So we
have
(5.9) eR ≤ e(I) = lR(R/I) = dR ≤ eR
where we have the last inequality because we always have dR =
∏n
i=1 di ≤ eR as
f1, . . . , fn is a regular sequence in S (see Remark V.25). Hence, we must have all
equalities in (5.9), so I must be a minimal reduction of m in R.
Corollary V.29. Let (R,m, K) be a strict complete intersection and I be an ideal
in R such that pdRR/I <∞ and lR(R/I) <∞. Then eR ≤ lR(R/I).
Proof. Since we may pass from R to R[t]mR[t], we may assume K is infinite. The
result follows immediately from Theorem V.28 applied to W = R/I and the fact
that dR = eR for strict complete intersections (see Remark V.25).
Since Cohen-Macaulay rings of minimal multiplicity and strict complete intersec-
tions are shown to admit linear MCM [25]. Theorem V.26 and Corollary V.29 make
it natural to expect that the existence of linear MCM should imply Conjecture V.4,
or even Conjecture V.2 for Cohen-Macaulay couples. At this point we don’t have a
proof of this, but we can handle the case when the target ring is assumed to be a
Cohen-Macaulay domain and in fact we can prove a much stronger result.
Lemma V.30. Let (R,m) be a Cohen-Macaulay local ring and I be an ideal in R
such that pdRR/I < ∞ and R/I is Cohen-Macaulay. Let M be an MCM over R,
then M/IM is an MCM over R/I.
Proof. Let 0→ Rnk → · · · → Rn1 → Rn0 → R/I → 0 be a minimal resolution of R/I
over R. Tensoring with M we get: 0→ Mnk → · · · → Mn1 → Mn0 → M/IM → 0.
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This is still exact by Theorem V.15. So we have depth(M/IM) + k ≥ depthM =
dimR = dim(R/I) + k (where the last equality we use R/I is Cohen-Macaulay), so
depth(M/IM) ≥ dimR/I. So we must have “=”, hence M/IM is an MCM over
R/I.
Definition V.31 ([16]). A sequence of MCM {Mi}i≥0 over (R,m) is said to have
reduction degrees approaching t if for some minimal reduction I of m,
lim
i→∞
lR((m
t + I)Mi/IMi)
lR(Mi/IMi)
= 0.
In particular, {Mi}i≥0 have reduction degrees approaching 1 if and only if
lim
i→∞
νR(Mi)
eR(Mi)
= 1.
Theorem V.32. Let (R,m)→ (S, n) be a local map of local rings such that fdRS <
∞ and S is a Cohen-Macaulay domain. If there exists a sequence of MCM {Mi}
over R with reduction degrees approaching 1. Then eR ≤ eS.
Proof. We may assume both R and S are complete. By Theorem V.5 there is a
factorization (R,m) → (T, n) → (S, n) such that R → T is flat with T/mT regular
and T → S is surjective. Since S is a Cohen-Macaulay domain, it follows from
Auslander’s Zerodivisor Theorem and the New Intersection Theorem (see [53] and
[54]) that T is also a Cohen-Macaulay domain. Since R → T is flat with T/mT
regular, it follows that R is also a Cohen-Macaulay domain. We may replace (R,m)
by (T, n) and replace {Mi} by {Mi⊗RT}. The conditions on {Mi} still hold because
both the multiplicity and least number of generators remain the same when we pass
from {Mi} to {Mi ⊗R T}, and we also know that eR = eT by Remark V.10. So
without loss of generality we may assume R, S are both Cohen-Macaulay domains
and S ∼= R/P with pdRS <∞ by Theorem V.7.
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We have:
eR =
eR(Mi)
rankR(Mi)
=
ν(Mi)
rankR(Mi)
· eR(Mi)
ν(Mi)
=
ν(Mi/PMi)
rankR(Mi)
· eR(Mi)
ν(Mi)
≤ eS(Mi ⊗R S)
rankR(Mi)
· eR(Mi)
ν(Mi)
= eS · rankS(Mi ⊗R S)
rankR(Mi)
· eR(Mi)
ν(Mi)
where the only inequality is because each Mi/PMi is an MCM over R/P by Lemma
V.30.
So if we can show rankS(M ⊗R S) = rankR(M) for all MCM M , then the above
inequality will give eR ≤ eS · eR(Mi)
ν(Mi)
. Let i→∞, by the assumption on the sequence
{Mi}, we will get eR ≤ eS.
Since S = R/P and pdRS < ∞, RP is regular (because localizing the resolution
of R/P over R will give a resolution of κP over RP ). Hence for any MCM M over
R, MP is RP -free. So
rankS(M ⊗R S) = rankR/P (M/PM) = dimκP (
MP
PMP
) = rankRP (MP ) = rankR(M)
where the third equality is because MP is RP -free.
Remark V.33. 1. Note that the condition in Theorem V.32 is trivially satisfied if
R admits a linear MCM (we can take Mi = M for all i). We also note that it is
still an open question whether every Cohen-Macaulay ring has a linear MCM.
2. In [16], Hanes showed that if R is a 3-dimensional standard graded K-algebra
with K a perfect field of characteristic p > 0, then R admits a sequence of
MCM’s {Mi} with reduction degrees approaching 1.
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5.5 Regularity defect
In this section we show that the regularity defect for local maps of rings of finite
flat dimension does not decrease. This greatly generalized the corresponding result
for flat local extensions as shown by Lech in [40]. Our approach here is quite different.
In [40], Lech showed that if (R,m) → (S, n) is a flat couple of local rings, then
edim(R) − dim(R) ≤ edim(S) − dim(S), i.e., the regularity defect of R is less than
or equal to the regularity defect of S. In this section we extend this result. The key
argument in the proof is very similar to the proof we used in Theorem V.26.
Theorem V.34. Let (R,m)→ (S, n) be a local map with fdRS <∞, then we have:
(5.10) edim(R)− dim(R) ≤ edim(S)− dim(S).
Proof. We may assume both R and S are complete, we decompose the map R→ S
into R → T → S where R → T flat with T/mT regular and T → S is surjective by
Theorem V.5. Moreover, pdTS <∞ by Theorem V.7.
First we consider R→ T , since this is flat, by Lech’s result, we have:
(5.11) edim(R)− dimR ≤ edim(T )− dimT
Next we consider (T, n) (S, n). Write S = T/J . I claim that:
(5.12) edim(T ) ≤ edim(S) + depthJ T
This is easy if J ⊆ n2, because in this case we have edim(S) = edim(T ), so (5.12)
holds trivially. Now assume J * n2. Since pdT (T/J) <∞, we know that J contains
some nonzero divisor of T by Theorem V.14. So by prime avoidance, we may pick
some x ∈ J but x /∈ n2 ∪P∈AssT P . Now we kill x and replace T by T = T/x, J by
J = J(T/x) and we still have S = T/J with pdTS < ∞ by Theorem V.16. And
85
once we do this, edim(T ) will drop by 1 while edim(S) stays the same. But we can
do this process for at most depthJ T times (we either end up with J = 0 or we stop
at some point with J ⊆ n2). This proves (5.12).
Since we always have depthJ T ≤ dimT − dim(T/J) = dimT − dimS, combined
this with (5.12) we get:
(5.13) edim(T )− dimT ≤ edim(S)− dimS
Now (5.10) is clear from (5.11) and (5.13).
We can modified the above proof to get another interesting result.
Proposition V.35. Let (R,m) → (S, n) be a local map with fdRS < ∞, then we
have:
edim(R) ≤ edim(S) + fdRS
Proof. We may assume both R and S are complete, we decompose the map R→ S
into R → T → S where R → T flat with T/mT regular and T → S is surjective by
Theorem V.5. Moreover, we have pdTS ≤ fdRS + dimT/mT by Theorem V.7.
Consider R → T , since this is flat with T/mT regular, we can pick x1, . . . , xd in
T/mT which forms a regular system of parameters. We know R→ T/(x1, . . . , xd)T
is still flat by Theorem V.6. So from Lech’s result we know that
(5.14) edim(R) ≤ edim(T/(x1, . . . , xd)T ) = edim(T )− dimT/mT
Now consider T  S. By (5.1.3) we know edim(T ) ≤ edim(S) + depthJ T . Since
we always have depthJ T ≤ pdT (T/J) (see [47]). We have
(5.15) edim(T ) ≤ edim(S) + pdTS ≤ edim(S) + fdRS + dimT/mT
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So combining (5.2.1) and (5.2.2), we get
edim(R) ≤ edim(T )− dimT/mT
≤ edim(S) + fdRS + dimT/mT − dimT/mT
= edim(S) + fdRS.
5.6 Lech’s Conjecture for 3-dimensional Gorenstein rings
We will show that Conjecture V.4 is true for Cohen-Macaulay rings of dimension
≤ 2 or Gorenstein rings of dimension ≤ 3 (and in fact for a class of rings known as
numerically Roberts rings: we will define this notion in the sequel) in equal character-
istic p > 0. We use these results, combined with results on Hilbert-Kunz multiplicity,
to show that Lech’s Conjecture (=Conjecture V.1) is true for 3-dimensional Goren-
stein rings of equal characteristic p > 0.
We begin with three lemmas which are characteristic free. After that we will
assume R and S are local rings of equal characteristic p > 0 with perfect residue
fields.
Lemma V.36. (R,m, K) → (T, n, L) is a faithfully flat map with T/mT regular.
Let I ⊆ J ⊆ R be two m-primary ideals. And let x1, . . . , xn ∈ T be a regular system
of parameters in T/mT . Let q1, q2 be two sets of monomials in the xi such that
q1 ⊇ q2 and both contain some power of each xi. Let Q1 (resp., Q2) be the set of all
monomials in Z[X1, . . . , Xn] that can be generated by Xa11 · · ·Xann , corresponding to
xa11 · · ·xann ∈ q1 (resp, q2). Then we have:
lT (
T
I + J(q1) + (q2)
) ≥ lR(R
J
)·]{monomials ∈ Q1, /∈ Q2}+lR(R
I
)·]{monomials /∈ Q1}
where the right hand side is the case T ∼= R[[x1, . . . , xn]].
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Proof. First of all we can kill I. Then R/I → T/IT is still faithfully flat with T/mT
regular and the lengths on both sides do not change. So we may assume I = 0 and
R is an artinian local ring. Now we have:
(5.16) lT (
T
J(q1) + (q2)
) = lT (
T
(q1)T
) + lT (
(q1)T
J(q1) + (q2)
) ≥ lT ( T
(q1)T
) + lT (
(q1)T
(q2)T
)
where T ∼= T/JT . We have a ≥ because we have a natural surjection (q1)T
J(q1) + (q2)

(q1) + JT
(q2) + JT
∼= (q1)T
(q2)T
Now I claim that lT (
(q1)T
(q2)T
) = lR(
R
J
) · ]{monomials ∈ Q1, /∈ Q2}. Take a filtration
(q2)T = I0 ⊆ I1 ⊆ · · · ⊆ In = (q1)T , where each Ij is generated by one single mono-
mial in the xi that is not in Ij−1 but after multiplying by any xi, it is in Ij−1. Such
a filtration has length exactly ]{monomials ∈ Q1, /∈ Q2}. Since x1, . . . , xn is a reg-
ular sequence in T by Theorem V.6, each Ij/Ij−1 is isomorphic to T/(x1, . . . , xn)T .
Hence lT (Ij/Ij−1) = lT (T/(x1, . . . , xn)T ) = lR(R/J), where the last equality is be-
cause T/(x1, . . . , xn)T is faithfully flat over R/J whose fibre is a field. This proves
the claim.
Using the same trick one also shows that lT (
T
(q1)T
) = lR(R) · ]{monomials /∈ Q1}.
Now go back to (5.16), which proves the lemma.
Lemma V.37. Let N be an MCM of (S, n), we have:
eS(N) ≥ ν(N) + ν(nN)− d · ν(N)
where d = dimS.
Proof. We may assume S has infinite residue field. Let I be a minimal reduction of
n, we have:
(5.17) eS(N) = l(
N
IN
) = l(
N
nIN
)− l( IN
nIN
)
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Since I is generated by a system of parameters in S and N is an MCM over S, we
have
IN
I2N
∼= ( N
IN
)⊕d. Hence
IN
nIN
∼= ( N
nN
)⊕d, so l(
IN
nIN
) = d · ν(N). Substituting
these into (5.17) we get:
eS(N) = l(
N
nIN
)− d · ν(N) ≥ l( N
n2N
)− d · ν(N) = ν(N) + ν(nN)− d · ν(N)
The following lemma is from Hanes’ Thesis [16]. We give a proof here for com-
pleteness.
Lemma V.38 (cf. Proposition 4.2.3 in [16]). Let (R,m)→ (S, n) be a flat local map
and let M be a finitely generated module over R. Then:
νS(nM
′) ≥ νR(mM) + (νS(n)− νR(m)) · νR(M)
where M ′ = S ⊗RM .
Proof. This is true for M = Rn free (in this case we trivially have an equality). So
by an induction, it suffices to prove the statement for N = M/Ry where y ∈ mM ,
assuming that it is true for M . Since S is flat, we know that N ′ = S⊗RN = M ′/Sy.
Since y ∈ mM , we have νR(M) = νR(N).
If y ∈ m2M , then the image of y is in m2M ′ ⊆ n2M ′, we have νR(mM) = νR(mN)
and νS(nM
′) = νS(nN ′). All the terms do not change when we pass from M to N ,
so the conclusion holds for N . If y ∈ mM − m2M , then νR(mN) = νR(mM) − 1.
Since the image of y is in mM ′ ⊆ nM ′, we know that νS(nN ′) ≥ νS(nM ′) − 1.
But νR(N) = νR(M), the remaining terms do not change. Hence we see that the
inequality continues to hold for N .
From now until the end of this section, we always assume R and S are complete
local rings (since completion will preserve all the properties we need and will not
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affect multiplicities) of equal characteristic p > 0 with perfect residue fields. We
will use the notation M (e) to mean the R-module which is same as M as an abelian
group but with R-module structure given by r ·m = rqm(q = pe). We begin with a
definition that comes from [38] and a few more lemmas.
Definition V.39. We say a Cohen-Macaulay local ring (R,m, K) is a numerically
Roberts ring if for any R-module M of finite length and finite projective dimension,
lim
e→∞
lR(F
e
R(M))
pde
= lR(M) where d = dimR. In particular, lR(R/J) = eHK(J,R) for
all m-primary ideal J in R with pdRR/J <∞.
Remark V.40. In fact, numerically Roberts ring can be defined in great generality,
even in mixed characteristics: see Definition 6.1 in [38]. However, Theorem 6.4 in
[38] showed that when R is Cohen-Macaulay of equal characteristic p > 0, Definition
V.39 is equivalent to the general definition. We refer to [38] for more details.
The following lemma gives the first examples of numerically Roberts rings. It is
due to Dutta [7]. See [38] for generalizations and more examples.
Lemma V.41 ([7], [38]). Let (R,m, K) be a local ring, assume either
1. R is a complete intersection
2. R is a Gorenstein ring of dimension 3
3. R is a Cohen-Macaulay ring of dimension ≤ 2
Then R is a numerically Roberts ring.
In [38] Remark 6.13, it is stated that if (R,m)→ (S, n) is flat local homomorphism
with S/mS a complete intersection and S/n is a finite algebraic extension of R/m.
Then, R is a numerically Roberts ring if and only if S is a numerically Roberts ring.
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However the proof is omit there. The following lemma is a very special case and we
give a short proof in our setting.
Lemma V.42. If (R,m, K) is a numerically Roberts ring then T = R[[x]] is also a
numerically Roberts ring.
Proof. Let M be a module of finite length and finite projective dimension over R[[x]]
(and hence over R). We have (q = pe)
F eR[[x]](M)
∼= M ⊗R[[x]] R[[x]](e)
∼= M ⊗R[[x]] R(e)[[x]]⊗R(e)[[x]] R[[x]](e)
Since R[[x]](e) is free of rank q over R(e)[[x]], l(F eR[[x]](M)) = q · l(M ⊗R[[x]] R(e)[[x]]).
But M ⊗R[[x]]R(e)[[x]] ∼= M ⊗RR(e) (as R-modules). So l(F eR[[x]](M)) = q · l(F eR(M)).
Therefore lim
e→∞
lR(F
e
R[[x]](M))
p(d+1)e
= lim
e→∞
F eR(M)
pde
= l(M). This finishes the proof.
The next lemma is also proved for general numerically Roberts rings in Remark
6.9 in [38]. We give a proof in our setting for completeness. The proof here is entirely
different from the one in [38] since we are in equal characteristic p > 0. The proof is
a slight modification of the one in [48] and it is essentially the idea from [7].
Lemma V.43. If (R,m, K) is a numerically Roberts ring and y1, . . . , yt is a regular
sequence in R, then T = R/(y1, . . . , yt)R is also a numerically Roberts ring.
Proof. By induction we immediately reduce to the case that T = R/yR where y
is a nonzero divisor in R. I want to show R is numerically Roberts implies T is
numerically Roberts.
Let d = dimR, then dimT = d− 1. Let M be a module of finite length and finite
projective dimension over T , then obviously M also has finite projective dimension
(and finite length) over R. Consider the filtration of R/yp
e
R by pe copies of R/yR,
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that is, a set of short exact sequences of the form:
0→ N1 → R/ypeR→ R/yR→ 0
0→ N2 → N1 → R/yR→ 0
. . . . . .
0→ R/yR→ Npe−1 → R/yR→ 0
Tensoring the above sequences over R with F eR(M) gives a set of long exact se-
quences of TorRi (F
e
R(M),−), i ≥ 0. Using the isomorphisms F eR(M) ⊗R R/ypeR ∼=
F eR(M) and F
e
R(M)⊗R R/yR ∼= F eT (M), one can write these sequences as follows:
→ F eR(M)⊗R N1 → F eR(M)→ F eT (M)→ 0
→ F eR(M)⊗R N2 → F eR(M)⊗R N1 → F eT (M)→ 0
. . . . . .
→ F eT (M)→ F eR(M)⊗R Npe−1 → F eT (M)→ 0.
Computing lengths gives the inequalities:
l(F eR(M)) ≤ l(F eT (M)) + l(F eR(M)⊗N1)
≤ l(F eT (M)) + l(F eT (M)) + l(F eR(M)⊗N2)
......
≤ pel(F eT (M)).
Hence we get
(5.18) lT (M) = lR(M) = lim
e→∞
l(F eR(M))
pde
≤ lim
e→∞
pel(F eT (M))
pde
= lim
e→∞
l(F eT (M))
p(d−1)e
.
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Let z = z1, . . . , zd−1 be a maximal T -regular sequence in the annihilator of M ,
and consider a short exact sequence:
0→ Q→ (T/zT )k →M → 0
Since TorTi (M,T
(e)) = 0 for all i > 0 and e > 0 by Theorem V.15 (because each T (e)
is an MCM), tensoring this sequence with T (e) gives an exact sequence:
0→ F eT (Q)→ F eT ((T/zT )k)→ F eT (M)→ 0.
Computing lengths, we get:
l(F eT (M))
pe(d−1)
+
l(F eT (Q))
pe(d−1)
=
l(F eT ((T/zT )
k))
pe(d−1)
.
Since z is a T -sequence, the right hand side is just k · l(T/zT ), which equals l(M) +
l(Q). We therefore have
lim
e→∞
l(F eT (M))
pe(d−1)
+ lim
e→∞
l(F eT (Q))
pe(d−1)
= l(M) + l(Q).
But both M and Q have finite length and finite projective dimension over T , so
lim
e→∞
l(F eT (M))
pe(d−1)
≥ l(M) and lim
e→∞
l(F eT (Q))
pe(d−1)
≥ l(Q) by (5.18), this forces
lim
e→∞
l(F eT (M))
pe(d−1)
= lT (M).
So T is a numerically Roberts ring.
The following lemma will also be used. Its proof is straightforward from Lemma
V.36.
Lemma V.44. Let (R,m, K) → (T, n, L) be a flat local map such that T/mT is
regular, then we have:
1. eHK(n
2, T ) ≥ eHK(m2, R).
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2. eHK(mT + n
2, T ) ≥ (dimT/mT + 1) · eHK(R).
Proof. Assume dimT/mT = n, let x1, . . . , xn be a regular system of parameters in
T/mT and let (T0, n0, K) = R[[x1, . . . , xn]].
Apply Lemma V.36 with I = (m2)[q], J = m[q], q1 = (x
q
1, . . . , x
q
n) and q2 =
(xq1, . . . , x
q
n)
2 for every q = pe, We get lT (
T
(n2)[q]
) ≥ lT0(
T0
(n20)
[q]
) for every q = pe.
Hence we have:
eHK(n
2, T ) ≥ eHK(n20, T0) ≥ eHK(m2, R)
where the last inequality is by a direct computation in R[[x1, . . . , xn]]. This finish
the proof of (1).
Apply Lemma V.36 with I = (m)[q], J = m[q], q1 = (x
q
1, . . . , x
q
n) and q2 =
(xq1, . . . , x
q
n)
2 for every q = pe, we get lT (
T
(mT + n2)[q]
) ≥ lT0(
T0
(mT0 + n20)
[q]
) for every
q = pe. Hence we have:
eHK(mT +n
2, T ) ≥ eHK(mT0 +n20, T0) = (n+1) ·eHK(R) = (dimT/mT +1) ·eHK(R)
where the second equality is by a direct computation in R[[x1, . . . , xn]]. This finishes
the proof of (2).
Proposition V.45. Let (R,m, K) be a numerically Roberts local ring of dimension
≤ 3. Let I be an m-primary ideal in R such that pdRR/I <∞, then eR ≤ lR(R/I),
i.e., the Weakened Generalized Lech’s Conjecture (= Conjecture V.4) is true in this
case.
Proof. By Definition V.39, we have lR(R/I) = eHK(I, R). Let dimR = d ≤ 3, if
I ⊆ m2, we have:
eHK(J,R) ≥ eHK(m2, R) ≥ 2
d
d!
eR ≥ eR
where the lase inequality is because d ≤ 3.
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If I * m2, by prime avoidance we can pick x ∈ I but x /∈ m2 ∪P∈AssR R P . Now
we can kill x and still have pdRR/I < ∞ by Theorem V.16. Also notice that when
we kill x, lR(R/I) remains the same while eR may only get larger by Lemma V.8.
So we are done by induction on the dimension (when dimR = 0 the statement is
trivial).
Now we can prove the main theorems of this section.
Theorem V.46. Let (R,m, K) be a 3-dimensional Cohen-Macaulay ring and (R,m, K)→
(S, n, L) be a flat local map of the same dimension. If eHK(R) ≤ 1
3
eR, then eR ≤ eS.
Proof. Apply Lemma V.37 to N = S⊗RR(e) and notice that νS(N) = νS(S⊗RR(e)) =
νR(R
(e)) and νS(nN) ≥ νR(mR(e))+(νS(n)−νR(m))·νR(R(e)) (by Lemma V.38 applied
to M = R(e)), we get:
(5.19) eS(S⊗RR(e)) ≥ νR(R(e))+νR(mR(e))+(νS(n)−νR(m))·νR(R(e))−3·νR(R(e))
Notice that when e→∞,
ν(R(e))→ eHK(R) · q3
ν(R(e)) + ν(mR(e))→ eHK(m2, R) · q3
eS(S ⊗R R(e)) = eS · q3
We give a short explanation of the last line: This is clear if R is a domain, as in this
case we have eS(S ⊗R R(e)) = eS · rankR(R(e)) = eS · q3. In the general case, we can
give R a prime filtration with factors R/Pi. Then we know that R
(e) has a filtration
with factors (R/Pi)
(e), which has rank qdimR/Pi over R/Pi. Since S is flat over R, we
know that dimS/PiS = dimR/Pi. In particular,
eS(S⊗RR(e)) =
∑
dimR/Pi=3
eS(S⊗R (R/Pi)(e)) = q3 ·
∑
dimR/Pi=3
eS(S⊗R (R/Pi)) = q3 ·eS.
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Now we divide both side of (5.19) by q3, we get:
(5.20) eS ≥ eHK(m2, R) + (νS(n)− νR(m)− 3) · eHK(R).
If νS(n) − νR(m) ≤ 1, then eR ≤ eS by a result of Lech (see [40]). Otherwise we
have νS(n)− νR(m) ≥ 2, and from (5.20) we get:
eS ≥ eHK(m2, R)− eHK(R) ≥ 1
3!
e(m2, R)− eHK(R)
=
23
3!
eR − eHK(R) = eR + (1
3
eR − eHK(R))
≥ eR,
where the last inequality is by assumption eHK(R) ≤ 1
3
eR.
Theorem V.47. Let (R,m, K) be a 3-dimensional Gorenstein ring and (R,m, K)→
(S, n, L) be a local map with fdRS < ∞ and S is Cohen-Macaulay (note this is
satisfied if (R,m, K) → (S, n, L) is a flat local map of the same dimension). If
eHK(R) ≥ 1
3
eR, then eR ≤ eS.
Proof. Using Cohen Factorizations Theorem V.5 we factor R→ S into R→ T → S
where R → T is flat with T/mT regular and S = T/J ′. Moreover, we can actually
write down explicitly what T is in this case.
We have K[[x1, . . . , xn]]  R and L[[y1, . . . , ym]]  S by Cohen’s structure the-
orem (where K and L are (unique) coefficient fields of R and S). Since K is per-
fect, we have a natural map K ↪→ L and a map L[[x1, . . . , xn]] → S where the
xi are mapped to S under the composite K[[x1, . . . , xn]]  R → S. So we get
R1 ∼= R⊗K[[x1,...,xn]]L[[x1, . . . , xn]]→ S, and we can simply take T ∼= R1[[y1, . . . , ym]].
It is clear that R1 ∼= R ⊗K[[x1,...,xn]] L[[x1, . . . , xn]] is a flat local extension of R
whose closed fibre R1/mR1 is a field L. So R1 is also a 3-dimensional Gorenstein
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ring with perfect residue field L. In particular R1 is a numerically Roberts ring by
Lemma V.41. So T ∼= R1[[y1, . . . , ym]] is a numerically Roberts ring by Lemma V.42.
We know that pdTS < ∞ by Theorem V.7. Moreover, since we assume that
S is Cohen-Macaulay, we may pick a minimal reduction a1, . . . , ar of n (we may
always assume that the residue field is infinite). Therefore eS = lT (T/J) where
J = J ′+ (a1, ..., ar) and we still have pdTT/J <∞ (same as the proof of Proposition
V.11). Hence we have reduced the original problem to the following:
(**) Let (R,m)→ (T, n) be a flat local map such that T/mT is regular. Assume
R is a Gorenstein ring of dimension 3 with eHK(R) ≥ 1
3
eR and T is a numerically
Roberts ring. If J is an n-primary ideal of T such that pdTT/J <∞, then lT (T/J) ≥
eR.
First I claim we may assume J ⊆ mT + n2. If J * mT + n2, since J contains a
nonzero divisor by Theorem V.14, there exists x ∈ J such that x /∈ (mT+n2)∪P∈AssT
P by prime avoidance. If we kill x, we get T = T/x, J = JT , which satisfy:
1. (R,m) → (T , n) is still flat (by Theorem V.6) with T/mT regular (since x /∈
mT + n2!).
2. pdTT/J is still finite by Theorem V.16.
3. T is still a numerically Roberts ring by Lemma V.43.
4. lT (T/J) and assumptions on R don’t change.
So all conditions and the conclusion we want to prove in (**) descend.
Now we prove (**) assuming J ⊆ mT + n2. We study T/mT in 3 cases:
1. dimT/mT ≤ 1 and J ⊆ n2
lT (T/J) = eHK(J, T ) ≥ eHK(n2, T ) ≥ eHK(m2, R) ≥ 2
3
3!
eR > eR
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where the first equality is because T is a numerically Roberts ring, and the third
inequality is by Lemma V.44.
2. dimT/mT ≤ 1 and J * n2
We can pick x ∈ J but x /∈ n2 ∪P∈AssT P by prime avoidance. We can kill
x and still have pdTT/J < ∞ by Theorem V.16 and by Lemma V.43, T is a
numerically Roberts ring (but T/mT may not be regular anymore since x may
be in mT + n2). We can keep killing such elements x until we get to J ⊆ n2 in
T . Since we kill at least one x, we have h = dimT ≤ 3. So we have:
lT (T/J) = lT (T/J) = eHK(J, T ) ≥ eHK(n2, T ) ≥
2h
h!
eT ≥
2h
h!
eT =
2h
h!
eR ≥ eR
where the second equality is because T is a numerically Roberts ring (by Lemma
V.43) and the last inequality is because h ≤ 3 (also note that eT ≥ eT by Lemma
V.8 and eT = eR by Remark V.10).
3. dimT/mT ≥ 2
lT (T/J) = eHK(J, T )
≥ eHK(mT + n2, T )
≥ (dimT/mT + 1)eHK(R)
≥ 3 · eHK(R) ≥ eR
where the first equality is because T is a numerically Roberts ring, the second
inequality is because J ⊆ mT + n2, the third inequality is by Lemma V.44, and
the last inequality is by assumption eHK(R) ≥ 1
3
eR.
Corollary V.48. Lech’s Conjecture (=Conjecture V.1) is true if R is a 3-dimensional
Gorenstein ring of equal characteristic p > 0 with perfect residue field.
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Proof. Notice that if R → S is a flat local map of the same dimension and R is a
3-dimensional Gorenstein ring of equal characteristic p > 0 and the residue field of S
is also perfect, then the result follows from Theorem V.46 and Theorem V.47. But
the general case can be reduced to the case that dimR = dimS (see [39]) and the
residue field of S is algebraically closed (because we can always enlarge the residue
field of S without changing the other hypothesis).
Remark V.49. 1. By standard method of reduction to characteristic p > 0, Lech’s
Conjecture can be proved if R is a 3-dimensional Gorenstein ring of equal char-
acteristic 0.
2. We don’t know whether it is true that for any flat local extension (R,m)→ (S, n)
such that the closed fibre S/mS is a field, R is a numerically Roberts ring implies
S is a numerically Roberts ring (in fact, we don’t even know whether it is true
that being numerically Roberts is preserved under localization, see [38]). If this
is true, then our methods should work for all 3-dimensional Cohen-Macaulay
numerically Roberts rings in equal characteristic (so Lech’s Conjecture will be
proved for such class of rings).
3. Since numerically Roberts rings can be defined in a characteristic-free way [38],
it is quite natural to ask that whether for a (probably mixed characteristic)
Cohen-Macaulay numerically Roberts local ring (R,m) of dimension ≤ 3 and
an m-primary ideal I in R such that pdRR/I <∞, we have eR ≤ lR(R/I)? At
this point we don’t know this.
5.7 Related open questions
In this section we propose two interesting related problems that are closely related
to the series of conjectures (Conjecture V.1, Conjecture V.2, Conjecture V.3 and
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Conjecture V.4) introduced in section 2.1 and we provide some partial answers.
Question V.50. Let (R,m) be a Cohen-Macaulay local ring of dimension d and
let M be an R-module such that lR(M) ≤ ∞, pdR(M) < ∞. Then is it true that
lR(M) ≥ eR? (or at least in equal characteristic p > 0, lR(M) ≥ eHK(R)?)
Remark V.51. 1. Obviously this is a strong version of the Weakened Generalized
Lech’s Conjecture (= Conjecture V.4), since it deals with all modules of finite
length and finite projective dimension, not only cyclic ones. We don’t know
whether they are equivalent or not.
2. The graded case follows from Theorem V.18 and the strict complete intersec-
tion case follows from Corollary V.29 (just replace R/I by M in the proofs).
However we don’t know whether it holds for Cohen-Macaulay rings of minimal
multiplicities.
3. In equal characteristic p > 0, it is not hard to see that for a numerically Roberts
ring (R,m, K), we always have lR(M) ≥ eHK(R). Because in this case, we have
lR(M) = lim
e→∞
lR(F
e
R(M))
pde
≥ lim
e→∞
lR(F
e
R(K))
pde
= eHK(R).
Another case such that Question V.50 has a positive answer is when R has di-
mension 1 (in all characteristic). We give a short proof below. We don’t know the
answer even if R is a Cohen-Macaulay ring of dimension 2.
Theorem V.52. Let (R,m) be a Cohen-Macaulay local ring of dimension 1 and let
M be an R-module such that lR(M) ≤ ∞, pdR(M) <∞. Then lR(M) ≥ eR.
Proof. Since R has dimension 1, pdRM = 1. So we have
0→ Rn A−→ Rn →M → 0
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where A is some n by n matrix with entries in m. But it is well known that in
this case we have det(A) is a nonzero divisor in R and lR(M) = lR(R/ det(A)) (for
example, see Appendix A2 of [14]). So we have lR(M) = lR(R/ det(A)) ≥ eR by
Lemma V.8.
In [39], a weaker result on multiplicities of flat local extensions was proved. Name-
ly if R → S is faithfully flat, then eR ≤ d! · eS where d = dimR. So in view of the
our discussions and results on the generalized conjectures, it is quite natural to ask
the following weaker question
Question V.53. Let (R,m) be a local ring of dimension d and let S = R/I such
that pdRS <∞. Then is it true that eR ≤ d! · eS?
Remark V.54. When both R and S are Cohen-Macaulay, we can reduce the question
to the case that S = R/I for some m-primary ideal (see the proof of Proposition
V.11). So if we assume R is a numerically Roberts ring of equal characteristic p > 0,
then we would have
d! · eS = d! · lR(R/I) = d! · eHK(I) ≥ d! · eHK(R) ≥ eR.
This shows that Question V.53 has a positive answer when both R, S are Cohen-
Macaulay, and R is a numerically Roberts ring of equal characteristic p > 0.
Moreover, the following theorem strongly suggest that Question V.53 should have
a positive answer, at least when both R and S are Cohen-Macaulay.
Theorem V.55. Let (R,m) → (S, n) be a local map of local rings of equal charac-
teristic p > 0 with fdRS <∞. If S is a Cohen-Macaulay domain, then eR ≤ d! · eS,
where d = dimR.
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Proof. Using Cohen Factorizations (Theorem V.5) we factor R→ S into R→ T → S
where R→ T is flat with T/mT regular and S = T/P with pdTS <∞ by Theorem
V.7.
Since S is a Cohen-Macaulay domain, it follows from Auslander’s Zerodivisor
Theorem and the New Intersection Theorem (see [53] and [54]) that T is also a
Cohen-Macaulay domain. Since R→ T is flat with T/mT regular, it follows that R
is also a Cohen-Macaulay domain. Hence R(e) is an MCM over R for every e. Let
Me = R
(e) ⊗R T . Recall that if M is an MCM over T , then M/PM is an MCM
over S = T/P with rankS(M/PM) = rankT (M) by Lemma V.30 and the proof of
Theorem V.32. Now we have:
eS = eT/P =
eS(Me/PMe)
rankS(Me/PMe)
≥ νS(Me/PMe)
rankS(Me/PMe)
=
νT (Me)
rankT (Me)
=
νT (R
(e) ⊗R T )
rankT (R(e) ⊗R T )
=
νR(R
(e))
rankR(R(e))
=
lR(R/m
[q])
qd
where the first equality we use that Me/PMe is an MCM over S (since Me is an
MCM over T ), the only inequality we use that eS(N) ≥ νS(N) for any MCM N over
S, the equality on the second line we use that rankS(Me/PMe) = rankT (Me).
If we let q →∞, we immediately get
d! · eS = d! · eT/P ≥ d! · eHK(R) ≥ eR.
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