Abstract-The side-stepping of the triple inverted pendulum serves as a benchmark problem for the presentation of a new feedforward control design technique for finite-time transition problems under consideration of output constraints. The inversion-based design treats the transition task as a twopoint boundary value problem (BVP) defined in the inputoutput coordinates of the pendulum. As a necessary condition for its solvability, a sufficient number of free parameters is provided in a set-up function for the cart acceleration. The new approach allows to directly incorporate output constraints of the pendulum within the BVP, which is solved by a standard MATLAB function. A linear LQR controller is used to stabilize the pendulum along the feedforward side-stepping trajectories. Experimental results for the triple inverted pendulum illustrate the accuracy and robustness of the proposed feedforward/feedback control scheme.
I. INTRODUCTION
Inverted pendulums are often used in nonlinear control education and research due to challenging features like unstable and nonlinear dynamics as well as nonminimum-phase and nonholonomic behavior. A vast range of contributions exists for the stabilization of different types of inverted pendulums, see e.g. [14] , [5] , [1] . In the recent past, also the tracking problem has been studied especially for single inverted pendulums [2] , [16] , [10] , [12] .
The triple inverted pendulum on a cart is an especially difficult benchmark problem. The control task of stabilizing the pendulum in the upward position has been studied e.g. in [13] , [4] , [19] . Besides the stabilization aspect, the side-stepping maneuver, i.e. the lateral transition between two unstable upward equilibria, is a challenging tracking control problem. In [15] , the flatness-property of the linear pendulum model, which results from the linearization in the upward equilibrium, is used to design a linear feedforward control as part of the two-degree-of-freedom control scheme illustrated in Fig. 1 . The feedforward control Σ F F solves the side-stepping problem, whereas the feedback control Σ F B stabilizes the pendulum along the desired trajectories provided by the signal generator Σ * . In this paper, the side-stepping problem with constraints on the cart position, its velocity, and its acceleration as the input to the system is accomplished via nonlinear feedforward control design [6] , [7] . The inversion-based feedforward control Σ F F treats the side-stepping as a finite-time twopoint boundary value problem (BVP) defined in the inputoutput coordinates of the system. The presented approach allows to directly incorporate the given output constraints within the formulation of the BVP, which is solved in a K. Graichen, M. Treuer, and M. Zeitz are with Institut für Systemdynamik und Regelungstechnik, Universität Stuttgart, D-70550 Stuttgart, Germany {graichen,treuer,zeitz}@isr.uni-stuttgart.de straightforward manner with the standard MATLAB function bvp4c [17] . Due to the accuracy of the nonlinear feedforward control, a simple linear LQR controller is sufficient as the stabilizing feedback part Σ F B in Fig. 1 . Experimental results reveal the accuracy and robustness of the control scheme. Fig. 1 . Two-degree-of-freedom control scheme with system Σ, feedback control Σ F B , feedforward control Σ F F , and signal generator Σ * .
II. SIDE-STEPPING MANEUVER OF THE TRIPLE
INVERTED PENDULUM The triple pendulum in Fig. 2 consists of three links with different lengths l i and the angles φ i (t), i = 1, 2, 3 to the vertical. The first link is attached to a cart moving on a rail with the position coordinate x c (t). The meaning and values of the mechanical parameters are listed in Table I . The accelerationẍ c (t) of the cart serves as input u(t) =ẍ c (t) to the system. In the experimental set-up (see Section V),ẍ c (t) is controlled by an underlying fast PI-controller. Furthermore, the cart is subject to the following constraints
due to the limited rail length and the physical limits of the cart actuator.
A. Equations of motion
The model of the triple inverted pendulum can be derived via the Lagrange method. Due to the lack of space, the derivation is only shortly described without going into detail. For more explicit information, see e.g. [4] . The absolute position
T , i = 1, 2, 3 of the center of mass of each link i are given by Link 1:
Link 2:
Link 3: Fig. 2 . Schematic of the triple inverted pendulum with the mechanical parameters in Table I .
For the kinetic and potential energy holds:
The non-conservative friction forces in the links are modeled with the linear expressions
whereby the parameters d i denote the damping coefficient at the respective link i. The Lagrange function L = T − V yields the equations of motion ∂ ∂t
Together with the cart dynamics, the overall model of the triple inverted pendulum can be formally written as a system of second-order ODEs
with φ = [φ 1 , φ 2 , φ 3 ] T and the system order n = 8. Note that the ODEs (6) are only affected by u and are independent of the cart displacement x c and its velocityẋ c .
The side-stepping maneuver within a finite time interval t ∈ [0, T ] requires to move the triple inverted pendulum from the initial equilibrium to the terminal equilibrium
whereby both equilibria are unstable. The total displacement of the cart is ∆x * = x * T − x * 0 . With respect to the twodegree-of-freedom control scheme in Fig. 1 , the feedforward control Σ F F has to provide a nominal input trajectory u * (t) which realizes the side-stepping in the open-loop mode.
B. Input-output normal form
The inversion-based feedforward control u * (t), t ∈ [0, T ] of the side-stepping maneuver is designed in the inputoutput coordinates, cf. [3] , [6] . With the cart displacement as the output y = x c and the additional coordinates η = φ, the pendulum model (5)- (6) has the relative degree r = 2, and is already given in the input-output normal form [11] 
with the input-output dynamics (9) and the internal dynamics (10) . The zero dynamics of the system following from (10) with u = 0 is unstable, i.e. the pendulum is nonminimum-phase.
The side-stepping of the pendulum within the finite time interval t ∈ [0, T ] requires the following boundary conditions (BCs) (15) to be satisfied. 1 The second order ODEs (9)- (10), the BCs (11)- (12), and the constraints (13)- (15) form two coupled nonlinear two-point BVPs for y(t) and η(t) in dependence of the input trajectory u(t), t ∈ [0, T ], which is the main objective of the feedforward control design.
III. FEEDFORWARD CONTROL DESIGN
The inversion-based design of the feedforward control is based on the inversion of the input-output dynamics [3] , [6] . In view of (9), the feedforward control
is simply the second time derivative of the output trajectory y * (t), which must be set-up as a twice differentiable function. In order to determine the trajectory η * (t), the BVP of the internal dynamics (10), (12) can be rewritten tö
withÿ * (t) serving as input. Obviously, the BVP is overdetermined with three second-order ODEs and 12 BCs. The basic idea of the approach presented in [6] , [7] is to provide six free parameters p = (p 1 , . . . , p 6 ) in a set-up function Υ(t, p) for the output trajectory y * (t) = Υ(t, p), as a necessary condition for the solvability of the internal dynamics BVP (17) . The set-up Υ(t, p) can be constructed e.g. with polynomials or trigonometric functions. The solution of the resulting BVP with free parameters comprises the parameter set p as well as the trajectories η * (t) for the link angles of the pendulum. Thereby, the parameter set p determines the shape of the output trajectory y * (t). 3 However, this approach only allows to consider the constraints (13)- (15) in a "manual" way, e.g. by increasing the transition time T and rechecking the constraints.
Therefore, this approach has been elaborated in [8] , [9] to account for input constraints. In the following, its application to the side-stepping problem of the triple inverted pendulum is shown. In a second step, the remaining output constraints (13)- (14) are incorporated by appropriately adjusting the input constraints.
A. BVPs for constrained input
In order to directly incorporate the input constraints (15) within the feedforward control design, the feedforward (16) reveals that u * (t) can only be directly influenced by the second time derivativeÿ * (t) of the output. Therefore, a new functionα is introduced to parametrizeÿ * (t) =α. This augments the previous BVP (17) of the internal dynamics by the BVP for the output y * (t):
The solutions y * (t) and η * (t) of the BVPs (18)- (19) and the feedforward trajectory u * (t) in (16) mainly depend on the set-up of the functionα =ÿ * with respect to the following objectives:
(i) C 0 -continuity of the feedforward trajectory u * (t) at the bounds t = 0, T implies that the output trajectory y * (t) must meet the two additional BCs
which have to be satisfied by the functionα =ÿ * (t).
(ii) The solvability of the BVPs (18)- (19) defined by four second-order ODEs and 16 BCs requires at least eight free parameters. Similar to the set-up y * (t) = Υ(t, p) in [6] , [7] , the parameters p = (p 1 , . . . , p 8 ) are provided in a function Φ(t, p), which is used to parametrizê α = Φ(t, p). In the following, a spline set-up is used to construct
The free parameters p = (p 1 , . . . , p 8 ) are the coefficients to the spline-function. The two additional coefficients a 1 (p) and a 2 (p) are determined such that the setup function Φ(t, p) satisfies the BCs (20), i.e. Φ(0, p) = 0 and Φ(T, p) = 0. The centers c 1 , . . . , c 10 of the cubic basis functions are additional degrees of freedom for the construction of the functionα = Φ(t, p). 4 (iii) In order to account for the input constraints (15) , it is required to check if the resulting feedforward control
which follows from (16) with the set-upÿ * =α = Φ(t, p) lies within the constraints (15).
(iv) If u * Φ is outside the bounds ±u max , the right-hand sidê α of (18) must be 're-planned' such that the constraints are met. This is accomplished by the following casedependent definition of the function Φ(t, p) .
The solution of the BVPs (18)- (19) together with (21)-(23) yields the output y * (t) and the internal dynamics state η * (t). This concept directly ensures by the case-dependent definition (23) that the input constraints (15) are satisfied [9] .
B. Incorporation of output constraints
In order to incorporate the output constraints (13) and (14) , the physical input constraint u max in (23) is replaced by a variable limitû(y,ẏ) ≤ u max , which is determined in dependence of the output y and the velocityẏ with respect to the constraints (13)-(15) [18] . The new input constraint is used in the case-dependent definition
Thereby, the constraints (13) and (14) for y andẏ are treated separately by calculating a corresponding input limit u 1 (y) and u 2 (ẏ) and defining the respective minimum as the new input constraint:û
Constrained cart position: The limitû 1 (y) accounts for the constraints on the output y, namely the cart position y = x c . Thereby,û 1 (y) is forced to zero whenever y touches or violates the constraint (13), i.e. y ≥ y max . If y stays within a safety region ∆y away from the physical limit y max ,û 1 (y) is set to the maximum acceleration u max . The transition in between is accomplished by the following ramp function:
also see Figure 3a . The ramp function is necessary for a continuous transition betweenû 1 (y) = u max andû 1 (y) = 0, which ensures C 0 -continuity of the resulting feedforward trajectory u * (t). The width of the ramp ∆y is a design parameter, which indirecty affects the jerk necessary to decelerate the cart. It is chosen to 1% of the maximum allowed position y max .
Constrained cart velocity:
In analogy to the cart position, the constraint on the cart velocity (14) is incorporated in the input constraintû 2 (ẏ) via a ramp function, see Fig. 3b ). The input limitû 2 (ẏ) is zero ifẏ touches or violates the constraint (14), i.e.ẏ ≥ v max . Ifẏ is smaller than the maximum velocity v max ,û 2 (ẏ) is increased up to the maximum acceleration u max , i.e.
The width of the ramp ∆v is a second design parameter to control the jerk when the velocity constraint (14) becomes active. It is chosen to 5% of the maximum allowed velocity v max .
Remark 1: The incorporation of the output constraints (13)-(15) according to (24)-(27) is easy to implement and has the advantage that no further BCs or inequalities have to be satisfied.
Remark 2: Any output trajectory y * (t) which is a solution of the BVP (18) with (24)-(27) will stay inside the constraints (13) and (14) and will touch them only asymptotically, i.e. |y * (t)| < y max and |ẏ * (t)| < v max . This can be explained by contradiction: assume that the output constraint (13) or (14) is violated at the time instant t = t ∈ (0, T ). The definitions (26) and (27) ensure that the input constraintû(y,ẏ) is set to zero, which leads tö y(t) = 0 in (18) . Hence,ẏ(t) is constant and y(t) will follow a ramp profile, such that the respective constraint (13) or (14) remains violated andÿ(t) = 0 holds for all time t ≥ t. In this case however, the BCs in (18) for t = T cannot be met and no solution exists for the BVP.
IV. NUMERICAL SOLUTION OF THE BVPS
The numerical solution of the nonlinear BVPs (18)- (19) with (21) and (24) 
A. The MATLAB function bvp4c
The bvp4c-function [17] is a finite-difference code and determines a numerical solution by solving a system of algebraic equations resulting from the difference approximation. Moreover, bvp4c estimates the error of the numerical solution on each subinterval and adapts the mesh points. The user must provide the initial points of the mesh as well as a guess for the solution at the mesh points. Furthermore, an initial guess of the free parameters of the BVP is needed.
A linear interpolation between the corresponding BCs on a uniform mesh with 50 grid points t k ∈ [0, T ] serves as a reasonable guess for the trajectories η * (t k ) and y * (t k ). The initial guess for the unknown parameters is p = 0. For a faster and more robust numerical solution, the analytical Jacobian matrix of the ODEs (18)- (19) is provided to the bvp4c-function.
B. Distribution of the spline centers
The centers c 1 , . . . , c 10 of the spline set-up Φ(t, p) in (21) are additional design parameters and can be condensed individually in a region where more "activity" of the setup function Φ(t, p) is required. Therefore, the centers c i are mapped over the time interval t ∈ [0, T ] in dependence of a stretching factor κ ≥ 1:
For κ = 1, the centers c i are placed uniformly over the time interval t ∈ [0, T ], whereas an increasing κ moves the centers c i closer to the boundaries t = 0 and t = T while symmetry to the interval center t = T /2 is retained. The distribution of the centers in dependence of κ is illustrated in Fig. 4 , where also two spline basis functions |t − c i | and a 2 (p) well conditioned. In the following, the stretching factor is set to κ = 7. The condensing of the centers c i at the interval boundaries accounts for the fact that a high acceleration of the cart is especially required at the beginning and the end of the side-stepping. Figure 5 shows the computed trajectories y * (t),ẏ * (t), η * (t) and u * (t) for a side-stepping maneuver over the distance ∆x * = 1 m (setpoints x * 0 = −0.5 m and x * T = 0.5 m) for the transition time T = 2.5 s. In order to achieve this fast transition, the output y and the velocityẏ of the cart touch the limits (13) and (14) . In these time intervals, the set-up functionα in (24) is determined byα = ±û(y,ẏ) instead of Φ(t, p).
C. Simulation results
The constraints are also illustrated by the time-discrete snapshots of the side-stepping maneuver in Fig. 6 . During the time interval t ∈ [0.6 s, 0.8 s] at the beginning of the transition, the cart "waits" at the limit −y max until the three pendulum links turn in the direction of the side-stepping. During the transition, the cart moves with maximum velocity v max and finally "waits" again for the pendulum links at the other maximum position y max .
The feedforward trajectoryÿ * = u * (t) illustrates the potential of the set-up Φ(t, p) in (21). The distribution (28) of the spline centers c i closer to the boundaries t = 0 and t = T allows a more aggressive acceleration and deceleration of the cart at the beginning and the end of the side-stepping maneuver.
Remark 3: As pointed out in Remark 2, the trajectories y * (t) andẏ * (t) do not exactly touch the constraints (13) and (14) . However, the results in Fig. 5 clearly show that this effect is negligible, since y * (t) andẏ * (t) approach the limits y max and v max in an asymptotic but aggressive manner. 
V. EXPERIMENTAL RESULTS
The experimental implementation of the side-stepping requires a stabilization of the triple inverted pendulum by a feedback controller Σ F B , see Fig. 1 . Due to the accuracy of the nonlinear feedforward control, the feedback part Σ F B is designed as an LQR controller with the pendulum model linearized in the upper unstable equilibrium, see [15] . Thereby, the linearized model is dynamically extended by one state, in order to compensate for a possible steady state error in the cart position x c . For the implementation of the state feedback controller, a Luenberger observer based on the nonlinear model (5)- (6) is used to estimate the state. The error dynamics of the observer is designed by eigenvalue assignment based on the linearized pendulum model.
The tracking control has been validated in experiments with the triple inverted pendulum corresponding to the model parameters in Table I . The controller algorithm is implemented on a 933 MHz computer running under realtime Linux with a sampling time of 1 ms. The incremental angle encoders have a resolution of 2π/8192 rad and transmit their information through optical links in the joints to reduce friction. The cart is driven by a toothed belt connected to a synchronous motor. The nominal trajectories y * (t) = x * c (t), η * (t) = φ * (t), and the feedforward control u * (t) are calculated offline and stored in look-up tables. Figure 7 shows the experimental and nominal trajectories of the angles φ i (t), i = 1, 2, 3, the position y(t) = x c (t) and velocityẏ(t) =ẋ c (t) as well as the input u(t) for the side-stepping of ∆x * = 1 m in the transition time T = 2.5 s. The profiles reveal the good tracking of the triple inverted pendulum. The deviations of the input u(t) in closed-loop compared to the feedforward control u * (t) are mainly due to the response time of the underlying PI controller for the cart acceleration u =ÿ, which has to deal with the aggressive feedforward control u * (t) for the sidestepping in T = 2.5 s. Furthermore, the stabilization of the triple pendulum in the upward position leads to a permanent oscillation of approximately ±2 m/s 2 . Fig. 8 shows the nominal and experimental trajectories for the same transition with the larger side-stepping time T = 3 s. The nominal trajectories y * (t) = x * c (t), η * (t) = φ * (t), and the feedforward control u * (t) do not touch the physical constraints. Since the profiles are not as aggressive as in Fig. 7 for the transition time T = 2.5 s, the tracking performance is very good and the measured trajectories are close to the nominal ones.
VI. CONCLUSIONS The presented design approach of nonlinear feedforward control treats the side-stepping of the triple inverted pendulum as a two-point BVP with free parameters, which can be solved in straightforward manner. The input constraints are exactly met by case-dependently re-planning the setup function for the cart acceleration [8] , [9] . This has the advantage that the constraints are directly incorporated into the formulation and solution of the BVPs. The concept also allows to further account for the constraints on the position and velocity of the cart by appropriately reducing the input constraints below the physical limit and setting them to zero if the constraints are violated.
Open questions of the applied two-degree-of-freedom control scheme with a nonlinear feedforward and a linear feedback part concern the existence and uniqueness of solutions to the BVP with output constraints in course of the feedforward design. 
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