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Abstract
This is an in-depth study of two analytic nonperturbative renormalization group methods used to study
nonrelativistic quartic interacting systems. The model studied is that of classical real scalar ϕ4 theory. A
variety of techniques are used including a rescaling of a nonlinear complete basis, a limit of finite periodic
systems, and an analytic calculation of RG equations using a limit of finite systems. Assuming that the
truncated forms of the action employed do not change the physics and that standard scaling techniques can
be transcribed from more conventional RG approaches to these truncated forms, key results are a new fixed
point at strong coupling with exponents ν = 2d and η = 2− d2 as well as a nonperturbative generation of RG
equations and subsequent solution to reduced ϕ4 theory. A nontrivial critical point for d = 3 is identified in
this reduced model with ν = 4/(1 +
√
41) ≈ 0.540 and η = 0.
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Chapter 1
A Brief Introduction to Quartic
Models
1.1 The Complications of Interactions
We need a new approach to field theory. One that represents the infinite continuum limit of the most preva-
lent microscopic models in classical, high energy, and condensed matter physics. However, it must be able to
access arbitrary interaction strengths without introducing additional perturbative assumptions or numerical
approximations. From a statistical mechanical perspective we are interested in calculating properties of
the partition function given a suitable Hamiltonian or Lagrangian. Inclusion of quartic interactions in an
otherwise free particle Hamiltonian comprises the most ubiquitous models studied in contemporary physics,
especially condensed matter physics [2, 13,14,18,39].
Of these, one of the most studied is the classical real scalar ϕ4 theory, see e.g. [21]. In particular it is found
that the critical point of this system in d = 3 dimensions captures the continuous phase transition observed
in many fluidic [19], magnetic [19, 44], and even metal-insulator (Mott) [7] systems quite well. Despite
decades of research devoted to this model, an analytic nonperturbative calculation of the dominant critical
properties remains elusive much less an exact solution to the model itself [12,32]. This situation is indicative
of a more widespread and deeply ingrained problem facing physics. There are currently a multitude of ex-
perimental systems uncovering a vast array of physical phenomena, but unifying analytic calculations that
once-and-for-all can account for the majority of seemingly related observations are extremely rare. Instead,
there seem to be as many distinct theoretical and numerical pursuits as there are observed phenomena.
It is likely that in large part the lack of unifying theoretical results stems from the complex difficulties
that underlie the systems currently under study. Many of these systems are strongly interacting and often
also deliberately rendered inhomogeneous such as via doping, using heterostructure fabrication methods,
performing extreme quenching, etc. The latter create a far more rich space of materials to study and utilize,
but these augmentations do not necessarily destroy the underlying physical similarity that many of these
systems are expected to share [39].
Further, our understanding of relatively homogeneous strongly interacting systems can be said to be lack-
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ing [4]. Many successful efforts to calculate physical observables in such strongly interacting systems rely on
either perturbative analytics or numerical approximations. Both of these treatments have helped understand
and predict such systems to an extent, but this understanding is limited in comparison to the hypothetical
knowledge gained by an exact analytical treatment of the same physical observables. Perturbative analysis
can capture the exact theoretical framework underlying weakly interacting systems, but there are examples
showing that such a particle-like picture is likely to breakdown for stronger interactions [8]. In order to have
a chance at unifying the components of such models that lead to similar behavior in seemingly different
physical systems we would need a distinctly nonperturbative analytic approach. One that is general enough
to be applicable to classical and quantum systems alike. We identify strong candidates for such an approach
and utilize them to gain a deeper understanding of the mechanism behind strongly coupled systems. We
will elucidate the components of these nonperturbative analytic methods using the classical scalar ϕ4 theory
as the simplest such interacting system. In particular we will focus on identifying equations governing the
critical phase transition in d = 3 dimensions both for its expected simplification due to universality and
paradoxically for the lack of closed-form exact classification of the limiting behavior of physical observables
in its vicinity.
We also formulate a complete basis of nonlinear functions to represent ϕ4 theory and explore a strongly
coupled fixed point identified using a simple rescaling procedure between these nonlinear functions. We
explore the RG equations generated by this technique and produce a set of exponents for this new fixed
point.
This thesis is organized as follows: In Chapter 2 we introduce the classical ϕ4 action and discuss its known
phase transition structure as well as the difficulties in calculating exact analytic results. In Chapter 3 we
identify a complete nonlinear basis of functions and use it along with a rescaling approximation to identify
and characterize a possible new fixed point. In Chapter 4 we formulate an analytic method to generate RG
equations using the Wilsonian-style sharp momentum cutoff nonperturbatively and subsequently use this
method on a reduced ϕ4-type theory. A proof that the set of nonlinear Jacobi elliptic functions used in
Chapter 3 forms a complete basis is given in appendix A.
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Chapter 2
Classical ϕ4 RG Theory
2.1 The Model
For the following derivation we make use of the particularly clear notes in [36]. From a statistical mechanical
perspective we derive the partition function for continuum ϕ4 theory in d dimensions from the Ising model
on a lattice with lattice spacing a as
Z =
∑
{Si=±1}
e−HIsing . (2.1)
The Hamiltonian HIsing reads
HIsing = −1
2
N∑
i,j=1
KijSiSj , (2.2)
where N is the total number of sites on the lattice,
Kij =

βJ for nearest neighbors i and j
0 otherwise,
(2.3)
β = 1/kT , and J is the interaction strength between spins with J > 0 here. Performing a Hubbard-
Stratonovich (HS) transformation
exp
(1
2
∑
ij
KijSiSj
)
=
√
detK
(2pi)N
N∏
k=1
∫ ∞
−∞
dθkexp
(
− 1
2
∑
ij
θiKijθj +
∑
ij
SiKijθj
)
, (2.4)
where K is a matrix formed by elements from Eq.(2.3). The important effect of this transformation is that
the spin variables Si are decoupled, and thus the sum over their values in the partition function Eq.(2.1)
can be performed explicitly for the last term term in Eq.(2.4) as
3
∑
Si=±1
exp
(∑
ij
SiKijθj
)
= 2N
∏
i
cosh
(∑
j
Kijθj
)
(2.5)
= 2Nexp
{∑
i
ln
[
cosh
(∑
j
Kijθj
)]}
(2.6)
resulting in
Z =
√
detK
(pi2 )
N
N∏
k=1
∫ ∞
−∞
dθkexp
{
− 1
2
∑
ij
θiKijθj +
∑
i
ln
[
cosh
(∑
j
Kijθj
)]}
(2.7)
for the partition function. These new degrees of freedom θi are continuous and will help us formulate a
continuum model for the Ising system.
We can simplify the term
∑
j Kijθj since Kij is a constant K for nearest neighbors and zero otherwise giving
∑
j
Kijθj = K
∑
n
θi+an , (2.8)
where i = (i1, . . . , id) is a vector of integers denoting the lattice sites and an are vectors denoting the nearest
neighbor directions of which there are
∑
n. We can take the continuum limit of the result in Eq.(2.8) as
θi+an → θ(x+ an) = θ(x) +
∑
α
∂θ
∂xα
an,α +
1
2
∑
α,β
∂2θ
∂xα∂xβ
an,αan,β + · · · , (2.9)
where the indices α and β sum over vector components of the nearest neighbors. The sums given in Eq.(2.9),
however, can be reduced in a regular lattice. For example, in a hypercubic lattice we find
∑
n
an,α = 0 (2.10)∑
n
an,αan,β = 2a
2δα,β (2.11)
, where a is the lattice spacing and δ is the Kronecker delta. This simplifies Eq.(2.8) to
K
∑
n
θi+an → Kzθ(x) +Ka2∇2θ(x) + · · · , (2.12)
where z is the coordination number of the lattice, e.g. z = 2d for the hypercubic lattice, and ∇2 is the
Laplacian.
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We can further expand the last term in Eq.(2.7) using
ln(cosh(x)) =
x2
2
− x
4
12
+ · · · , (2.13)
where x =
∑
j Kijθj is our simplified quantity in Eq.(2.12). Keeping quadratic terms to O(∇2) and the
quartic term independent of ∇ we obtain for the partition function
Z =
√
detK
(pi2 )
N
∫
D[θ(x)]exp
{
−
∫
ddx
[
r˜θ2(x)−Dθ(x)∇2θ(x) + g˜θ4(x) + · · ·
]}
, (2.14)
where we have replaced the N variable integration measure
∏
k dθk with its functional integral limit D[θ(x)]
and we have also defined the coupling constants as
D = −1
2
Ka2(1− 2Kz) (2.15)
r˜ =
1
2
Kz(1−Kz) (2.16)
g˜ =
1
12
(Kz)4. (2.17)
If we now let
Dθ2(x) ≡ ϕ2(x) (2.18)
and redefine the coupling constants as
r ≡ r˜
D
=
z(1−Kz)
a2(2Kz − 1) (2.19)
g ≡ g˜
D2
=
(Kz)4
3K2a4(2Kz − 1)2 (2.20)
then we obtain the ϕ4 action we are seeking
S =
∫
ddx
(
− ϕ(x)∇2ϕ(x) + rϕ2(x) + gϕ4(x)
)
(2.21)
S =
∫
ddx
(
(∇ϕ(x))2 + rϕ2(x) + gϕ4(x)
)
, (2.22)
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where we have performed an integration by parts in the last line assuming suitable boundary conditions.
Finally, the transformation in Eq.(2.18) also introduces a factor of D−N/2 in the partition function giving
Z =
√
detK
(Dpi2 )
N
∫
D[ϕ(x]e−S (2.23)
with S given by Eq.(2.22).
It is instructive to analyze the coefficients r and g of ϕ4 theory in the vicinity of the true critical point
as opposed to the mean field estimate of such a point. Let the critical transition temperature be given in
general by T ∗ and thus K∗ = J/kT ∗. Define the reduced temperature via
t ≡ T − T
∗
T ∗
(2.24)
so that the transition happens at t = 0 for dimensionless t. Then for r and g very close to the transition
point t 1 and we can rewrite Eqs.(2.19,2.20) as
r − r∗ = K
∗z2
a2(2K∗z − 1)2 t+O(t
2) (2.25)
g − g∗ = (K
∗z2)2
3a4(2K∗z − 1) t+O(t
2), (2.26)
where r∗ and g∗ are the values of the coefficients at the transition. This result shows that r− r∗ and g− g∗
are proportional to the temperature near a critical point, a fact we will use to our advantage later.
This connection to the Ising model does more than identify ϕ4 theory as governing the behavior of magnetic
systems, it also shows that the phase transition structure of the continuum theory could very well go beyond
that of the Ising model. We can see this by looking at r and g in Eqs.(2.19,2.20). A mean field treatment
gives K∗z = 1 and thus r = 0 as the point where the transition occurs, but the results from mean field theory
do not agree with experiments or results from numerical methods. More general theoretical treatments, for
example the -expansion mentioned below, show that the critical point in d = 3 is pushed to r < 0 by the
interactions encoded in the coupling term g. Therefore if a fixed point is found for r = 0 and g → ∞ then
this point cannot be the Ising critical point. We will later identify and characterize a possible new fixed
point for ϕ4 theory in Chapter 3 in the limit as (r, g)→ (0,∞) with behavior in d = 3 unlike that found in
the Ising model.
Returning to the continuum model, it is more convenient to work in momentum space so we take the Fourier
transform of the field
6
ϕ(x) =
1
V
∑
p
ϕpe
p·x, (2.27)
where the variables x and p are assumed to be d-dimensional vectors. We then apply this transform to the
action S and integrate over space variables x to obtain
S =
∑
p
(p2 + r)ϕpϕ−p + g
1
V 4
∑
p1,p2,p3,p4
δ(p1 + p2 + p3 + p4)ϕp1ϕp2ϕp3ϕp4 , (2.28)
where the quadratic part of the action has now been made particularly simple but at the cost of a complicated
mixing between momentum states in the quartic term due to the requirement of translational invariance.
This work will solve for physical observables subject to Eq.(2.28), which are given by averaging over the
partition function
< A >=
∫
D[ϕ(x)]Ae−S
Z0
, (2.29)
where Z0 is the partition function from Eq.(2.23). This averaging will help avoid divergences in the integrals
due to the arbitrarily large number of variables, but the values those variables take can still diverge for
the model given here. In order to deal with these divergences we must introduce constraints on the fields
and/or boundary conditions. In this chapter we will review the standard techniques for calculating critical
exponents, which take the continuum limit such that the sum over momenta p becomes an integral and the
boundary condition merely requires the field ϕ(x) to be well-behaved at infinity. The two new techniques
outlined in the following chapters, however, utilize periodic boundary conditions in real space. We will look
at boundary conditions on a d-torus and require the fields to be smooth and finite everywhere.
2.2 The Renormalization Group
We will closely follow Wilson’s original description of the Renormalization Group (RG) applied to critical
phase transitions. One of the hallmarks of a critical phase transition is that the correlations diverge and
many physical observables along with them. In a finite statistical mechanical system each state in the sum,
for example any particular configuration of spins in Eq.2.2, gives an analytic contribution to the partition
function, and it is only in the infinite thermodynamic limit that such singular behavior occurs in theory [39].
This singular behavior is the source of the difficulties when attempting to work with the partition function
as a whole directly in the vicinity of the critical point. The renormalization group (RG) is designed to
extract the information contained in a partition function under such circumstances, and it relies on the
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vast simplification and ultimate reduction in the number of independent degrees of freedom that dominate
the macroscopic properties of a system near a fixed point such as the critical point. However, the general
prescription outlined by RG leaves many choices to the researcher regarding its implementation.
In its most general form, RG can be broken down into three steps. First, regularize the action to ensure
that all terms are analytic and choose a subset of the remaining degrees of freedom to eliminate. Second,
perform the integration outlined in step one and then absorb the result into the remaining original action.
Finally, perform a rescaling such that the remaining reduces set of degrees of freedom span the original range
chosen in step one. This procedure results in a set of RG equations governing the flow of the coefficients of
the theory under coarse-graining that can then be used to identify the fixed points towards which the model
flows when the RG process is iterated. Since a statistical mechanical model is fundamentally a microscopic
one and thermodynamic observables give macroscopic information, in theory this step-by-step iteration fully
characterizes all possible macroscopic states of the model with one major caveat.
Wilson’s own largest contribution to this process is that there are constraints that must be upheld throughout
the procedure as well. Namely that the action must allow for the inclusion and generation of all possible
terms that obey an a priori determined set of symmetries. Without this crucial constraint it is impossible to
properly characterize any identified fixed point since the stability or instability of the flow near a particular
fixed point identifies it as a bulk phase, discontinuous phase transition, critical point, multicritical point,
and so on.
At each stage of the RG process there are many seemingly ad hoc choices left to be made: the set of
symmetries governing the action, the type of degrees of freedom to work with, the regularization of those
degrees of freedom, the splitting of the degrees of freedom into integrated and remaining sets, and all of this
in such a way as to leave the system amenable to a single-parameter rescaling procedure (in the simplest and
most common case). In addition to these necessary but somewhat arbitrary choices, the integration step is
typically extremely difficult and often involves additional ad hoc assumptions that are not mandated by the
renormalization group theory.
Given this plethora of arbitrary choices and the difficulty surrounding the practical integration of a subset
of the degrees of freedom in general, it is no wonder that analytic work for continuum field theories has
evolved around the rich history of perturbative methods as well as the numerical techniques that Wilson had
originally envisioned [41] and worked towards once RG was well-established. Although we will review this
rich history briefly below, the focus on this work is on two RG methods developed primarily to handle the
integration step in an analytic and nonperturbative way without piling on additional restrictive assumptions.
As per the RG formalism we must first choose our degrees of freedom and then regularize the action, but there
8
are many disparate ways to implement this step. Callan-Symanzyk equations [6, 35] are less intuitive since
they regularize the coefficients of the theory at a set energy scale, but they are designed with perturbative
calculations in mind and offer little in the way of simplification for our nonperturbative goals. Wilson-
Polchinsky exact RG uses a smooth but all-inclusive momentum cutoff and effectively integrates out only
part of each momentum in the RG process. This method is very effective for numerical techniques, but it
is not amenable to analytic calculations for arbitrary interacting systems as it requires solving an infinite
dimensional space of couplings, see e.g. [16]. Real-space lattice methods typically employ the integration of
a sublattice of points, but again there is no systematic way to achieve analytic nonperturbative results for
strongly coupled theories with this method. Regardless of the specific regularization method employed, the
vast majority of degrees of freedom employed for the integration step and thus regularized are momentum or
momentum-like (e.g. real-space lattice subspaces rather than single sites are integrated). The justification
for this seemingly universal choice is that in the vicinity of fixed points, and critical points specifically,
very few degrees of freedom govern the macroscopic system properties and these degrees of freedom are
macroscopic themselves. In other words they are Wilson’s own original regularization choice was a sharp
cutoff in momentum space and we will use it with impunity throughout this work.
Upon choosing the degrees of freedom, restricting their ranges, splitting them into ’slow’ and ’fast’ modes,
and performing an integration step to eliminate the fast modes to thereby modify the remaining slow modes,
the Wilsonian RG procedure requires that we rescale the remaining degrees of freedom to regain the original
partition function with any changes being absorbed into the coefficients of the action. This is most often
done with a single rescaling parameter, and in the case of ϕ4 theory discussed here it will be a rescaling of
the magnitude of the momentum. There are interesting cases where more than one rescaling parameter is
needed [30], but a discussion of such systems is outside the scope of this work.
The culmination of the RG procedure is a set of RG equations determining the change of the coefficients
in the action upon implementing this coarse-graining step. This change can be considered as a ’flow’ of
the action under the coarse-graining, and a common physical picture is that one is zooming out from an
initial microscopic system to the ultimate macroscopic system. These RG equations take the form of finite
difference equations in the discrete case and differential equations in the continuous case. At this point the
RG procedure itself is completed and from this point on the calculation becomes nothing more than an
analysis of a coupled set of first order differential equations.
However in large part the original motivation for Wilson’s RG theory was to understand phase transitions
in general and critical phenomena specifically. Phase transitions and bulk phases have an exceptionally
transparent physical interpretation in terms of the equations generated by the RG process. Both phase
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transitions and bulk phases are descriptions of thermodynamic systems where the system as a whole takes
on single values for state variables. Once one has reached a macroscopic description of a system, changing the
scale at which one views that system cannot affect any of its intrinsic properties. In terms of the coefficients
of the model governing that system, a change of scale cannot alter the model in any way. Since the RG
procedure affects such a change of scale where the only quantities in the model allowed to change with this
change of scale are the coefficients of the model, any macroscopic state such as a bulk phase or a phase
transition must also not allow these coefficients to change. This exactly corresponds to those values of the
coefficients where the RG equations do not cause the coefficients to flow; the fixed points of the RG equations
identify the phases and phase transitions of the model.
Historically much emphasis has been put on the critical points identified and/or characterized by the RG and
this is in part due to the difficulties in understanding critical phase transitions prior to RG and in part due to
the fact that many of the other fixed points such as bulk phases often have analytic free energy densities and
are thus amenable to more traditional techniques. Yet, discontinuous phase transitions and more complicated
transitions such as the BKT transition [22] can often be difficult to identify and characterize as well. In
Chapter 3 we will identify a potential previously unknown fixed point with discontinuous character in the
d = 3 ϕ4 theory.
Once all or at least some of the fixed points of the RG equations have been identified, chacterization of each
point proceeds independently from the others. The general analysis, as given in section 9.3 of [15], is the
same for each point. First one must calculate whether the correlations vanish or diverge. That these are
the only two options can be shown in the following way. Suppose we have identified the RG transformation
equations
K ′ = Rb[K], (2.30)
where K denotes the set of coefficients for a particular model and K ′ the change in those coefficients after
applying a coarse-graining procedure and subsequently rescaling the momentum degrees of freedom by a
factor b ≥ 1. Then any fixed point in coefficient space, denoted by K∗, must satisfy
Rb[K
∗] = K∗. (2.31)
The rescaling factor b implies that all lengths have been rescaled by a factor b−1 and in particular the
correlation length ξ must transform in general as
10
ξ[K ′] = b−1ξ[K], (2.32)
where K ′ indicates the values of the coefficients in the theory after an iteration of the RG procedure. Putting
Eq.2.31 and Eq.2.32 together we find that at any fixed point the correlation length must satisfy
ξ[K∗] = b−1ξ[K∗] (2.33)
The only solutions of which are ξ = 0 or ξ →∞.
As it will come up in the evaluation of the RG equations in Chapter 3, it is worth noting that when the RG
equation for a coefficient only contains an arbitrary multiplicative factor of b and no additive terms on the
RHS as ξ does in Eq.(2.32) then the only allowed fixed point solutions occur at the extreme values for that
parameter. In this case −ξ has no physical meaning, so the extreme values are at zero and positive infinity.
The extreme value of the correlations dominate the scales of the system and thus the behavior of all of
the physics observables: they all tend towards vanishing or diverging values in the vicinity of fixed points.
Therefore linearization of the RG equations arbitrarily close to a given fixed point will both simplify the
coupled RG equations as well as extract the leading order behavior of the physical observables at that fixed
point.
Due to the well-known tendency for power-law behavior to dominate the physical observables at a critical
point we expect this behavior in general at a corresponding fixed point. The eigenvalues generated by the
above linearization procedure can be used to directly calculate the leading order divergence or vanishing of
physical observables as the system approaches a fixed point in the form of the exponents identifying this
power-law behavior. It is these exponents that we ultimately seek as they tell us what type of fixed point
we have and they indicate any interesting physics at that point.
To calculate these exponents, suppose we are near a fixed point such that
Ki = K
∗
i + δKi, (2.34)
where i enumerates all possible coefficients in the action. Then plugging Eq.(2.34) into Eq.(2.31) and
expanding to linear order in δKi we find that
K ′i = K
∗
i +
∑
j
δKj
∂K ′i
∂Kj
∣∣∣
Kj=K∗j
, (2.35)
which generates a linear transformation matrix governing the flow near the fixed point given by
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Mij =
∂K ′i
∂Kj
∣∣∣
Kj=K∗j
. (2.36)
Solving the eigensystem for this transformation matrix M gives us a set of eigenvalues and eigenvectors
which in turn characterize the fixed point completely as follows. In general we can order the eigenvalues by
their magnitudes
|Λ1| ≥ |Λ2| ≥ |Λ3| · · · , (2.37)
but how do we relate these eigenvalues to physical observables? The following analysis can be found in e.g.
section 9.4.1 of [15].
Suppose that we know the RG transformation for the temperature to be
T ′ = Rb(T ), (2.38)
where b > 1 is the rescaling factor as before. Then linearizing near a fixed point we find
T ′ − T ∗ = Λb(T − T ∗) +O((T − T ∗)2), (2.39)
where T ∗ is the fixed point temperature and Λb is the eigenvalue of the linearized equation given by
Λb ≡ ∂Rb
∂T
∣∣∣
T=T∗
. (2.40)
Since the RG equation Rb is defined by a scale change of b, two successive applications of Rb, even for
different values b and b′, should be equivalent to one scale change bb′ giving
RbRb′ = Rbb′ . (2.41)
In the case of our linearized equations given by Eq.(2.39) application of Eq.(2.41) results in
ΛbΛb′ = Λbb′ (2.42)
⇒ Λb = byt , (2.43)
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where the scaling exponent of the reduced temperature t, given by yt, is determined via Eq.(2.40). In terms
of the reduced temperature, defined in Eq.(2.24) we find
t′ = tbyt . (2.44)
In order to connect this result to experimental observables, we proceed with a static scaling hypothesis
argument. The origins of static scaling are traced back to [38] and the argument presented below continues
to follow that of [15]. We can apply the transformation given in Eq.(2.44) an arbitrary number of times n
to obtain
t(n) = (byt)nt. (2.45)
The correlation length, on the other hand, scales as b−1 as in Eq.(2.32), so n iterations of the RG result in
ξ(t) = bnξ(t(n)) (2.46)
= bnξ((bn)ytt). (2.47)
The motivation behind choosing arbitrary number n of transformations for arbitrary rescaling factor b is
that we are free to choose any value we like for bn, such as
bn = (
M
t
)1/yt , (2.48)
where is M is an arbitrary large number. This simplifies Eq.(2.47) to give
ξ(t) = (
t
M
)−1/yt as ξ(M)t→ 0. (2.49)
The exponent ν is defined as ξ ∝ t−ν in the vicinity of a fixed point giving
ν ≡ 1/yt. (2.50)
This gives us one of the two necessary exponents to identify all others at a fixed point.
Recalling from Eqs.(2.25,2.26) r − r∗, g − g∗ ∝ t near a critical point in ϕ4 theory. In general the largest
eigenvalue of a linearized set of equations such as in Eq.(2.35) dominates the behavior of that system in the
limit of a large number of iterations. In other words if we are close enough to the critical point then we can
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apply enough iterations of the linearized RG equations such that the behavior is governed by the largest
eigenvalue alone, which is given by Λ1 from Eq.(2.37). However by definition the linearized RG equations
are controlled by the reduced temperature t. Therefore when we linearize the RG equations for r and g and
identify eigenvalues of that system, then the largest one |Λ1| = yt and thus gives ν via Eq.(2.50). The other
exponent we will find, the anomalous dimension η, is defined as the scaling of the field near the fixed point
denoted
ϕ′k = Zϕk ≡ b(d−2+η)/2ϕk (2.51)
as given in e.g. section 13.1 of [29], where b > 1 is the rescaling factor required to ensure that the remaining
degrees of freedom after coarse-graining span the original range. Solving for η we find that
η = 2− d+ 2lnZ
∗
lnb
, (2.52)
where Z∗ is the field rescaling factor at the critical point. These two exponents are all that we need in order
to calculate the remaining ones through the use of scaling laws, and they will be the focus of our efforts.
Besides using the eigenvalues of the linear transformation near a fixed point to directly read off these universal
exponents, the eigenvalues taken together can also characterize the type of macroscopic state that the fixed
point represents. Eigenvalues that are greater, equal to, or less than unity are characterized as relevant,
marginal, and irrelevant respectively, and the number of relevant directions identifies the state. For example,
if there are no relevant directions then the fixed point identifies a bulk phase, whereas a critical point needs
at least two relevant directions. The number of relevant directions does not uniquely define a state, however,
as a triple point also has two relevant directions. In addition to finding the number of relevant directions,
calculating the correlation length will settle this issue as only critical phenomena have diverging correlations
whereas discontinuous phase transitions and bulk phases are characterized by a finite correlation length.
Finally, it is important to emphasize that this procedure must be done at each fixed point independently of
the others as the macroscopic nature of the system is typically vastly different at each phase transition vs
one or another bulk phase.
As a helpful reference we include the most commonly calculated physical observables for phase transitions
and their corresponding variables in Table 2.1.
Since identification of any two exponents generates the remaining ones through the application of scaling
laws, we provide a list of the most common ones for quick reference in Table 2.2.
If any such exponent should be zero, then the next highest leading order corrections, typically logarithmic
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Table 2.1: Several common physical observable exponent conventions.
Observable Exponent Variable
Correlation Length ν
Anomalous Dimension η
Heat Capacity α
Spontaneous Magnetization β
Susceptibility γ
Order Parameter δ
Table 2.2: Scaling relations among several common exponents.
Scaling Law Relation
Josephson 2− α = νd
Griffiths βδ = β + γ
Rushbrooke α+ 2β + γ = 2
Fisher ν(2− η) = γ
divergences, are sought after. These logarithmic divergences obey their own version of scaling relations as
given in [20].
One of the most powerful and natural consequences of RG theory is the principle of universality, or the
tendency for many seemingly disparate microscopic models to give rise to the same macroscopic behavior.
The RG equation flow analysis provides a particularly clear picture of this effect in that there are typically
very few points in coefficient space that are fixed points, and yet the remaining vast majority of points, each
corresponding to a different microscopic system, must ultimately flow to one of these few points. This maps
domains of the ’space of microscopic theories’ for a given model to the same single macroscopic state. This
statement can be turned around to argue that the discovery of a general procedure to generate analytic
nonperturbative RG equations and thus identify all fixed points and the values of physical observables near
those points for even one model is highly likely to have far reaching consequences since the principle of
universality indicates that these exact solutions should hold for many seemingly different systems. Hence
the principle of universality lends further intrinsic value to such a pursuit.
2.3 Landau Mean Field Critical Theory
Before delving into the Renormalization Group theory further, a mean field analysis for ϕ4 theory will help
put the problem into perspective. In a Landau-style mean field treatment, e.g. see section 5.7 of [15], we
add a term linear in ϕ to Eq.(2.21) representing the interactions with an external field as
L =
∫
ddx
(
− ϕ(x)∇2ϕ(x) + rϕ2(x) + gϕ4(x) + h(x)ϕ(x)
)
. (2.53)
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We can set h = 0 at the end of any thermodymanic calculation, for example, to determine the zero-field
values, but introducing the external field is useful for performing the calculations below.
We first calculate the two-point correlation function by minimizing L with respect to ϕ(x) as
δL
δϕ(x)
= 0 = ∇2ϕ(x) + rϕ(x) + 4gϕ3(x)− h(x) (2.54)
and then differentiating with respect to h(x) to find the equation for the susceptibility χ
(
−∇2 + 2r + 12gϕ2(x)
)
χ(x,x′) = δ(x− x′). (2.55)
Now according to the static susceptibility sum rule, see e.g. section 3.7.2 in [15], the two-point correlation
function is proportional to the susceptibility via
G(x− x′) = kBTχ(x− x′), (2.56)
where we have used the fact that the system is translationally invariant to let x,x′ → x − x′. Thus the
equation governing the correlation function is
(
−∇2 + 2r + 12gϕ2(x)
)
G(x− x′) = kBTδ(x− x′). (2.57)
The definition of ν is the scaling exponent of the correlation length near the critical transition. In this
mean field analysis the order parameter is simply the equilibrium value of ϕ(x) assuming a translationally
invariant system. In order to find this value we minimize Eq.(2.54) setting h = 0 and assuming ϕ is a
constant independent of x resulting in
0 = 2rϕ+ 12gϕ3. (2.58)
There are two solutions depending on the sign of r. Recalling that r ∝ t = (T − T ∗)/T ∗ we find
ϕ =

0 T ≥ T ∗√
−r
6g T < T
∗,
(2.59)
which shows that the system undergoes an ordering phase transition at the mean field level as r passes
through zero.
The definition of the correlation length is the characteristic fall-off of the correlations with distance. In this
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case Eq.(2.57) for constant ϕ defines the correlation length to be
ξ−2 ≡ 2r + 12gϕ2 (2.60)
Rewriting Eq.(2.57) to include the definition of the correlation length in Eq.(2.60) we find that
(
−∇2 + ξ−2
)
G(x− x′) = kBTδ(x− x′). (2.61)
Further taking the Fourier transform of this equation results in
G˜(k) = kbT
1
k2 + ξ−2
, (2.62)
where plugging Eq.(2.59) into gives ξ =
√
1/2r for r ≥ 0 and ξ = √−1/4r for r < 0. In either case we find
that since r ∝ t the value of the correlation length near the transition becomes
ξ(t) ∝ t−1/2. (2.63)
By the definition of the correlation length exponent ξ(t) ∝ t−ν we find
ν =
1
2
. (2.64)
In order to obtain the anomalous dimension η we note that as T → T ∗ the correlations diverge and thus
ξ−2 → 0 reducing Eq.(2.62) to
G˜(k)→ kBTk−2. (2.65)
The anomalous dimension is defined as the deviation of the correlation function from k−2 behavior at T ∗
thus we find
η = 0, (2.66)
and the rest of the exponents follow from the scaling laws. A list of these exponents is given in Table 2.3
below alongside the results from the next section for comparison.
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2.4 Exact Results in d = 2
Historically much of the motivation behind understanding critical behavior on a theoretical level can be
traced back to the exact solution of the Ising model in d = 2 dimensions by Onsager [28]. These exact
exponents for a nontrivial critical phase transition not only led to a much better understanding of the
underpinnings of critical phenomena but also provided a benchmark for testing new methods against. We
briefly review Onsager’s results here. The central result of Onsager’s work on the d = 2 Ising model is an
exact expression for the partition function. On a square lattice as in section 12.3 of [29] this is given by
1
N
lnZ(T) = ln[21/2cosh(2K)] + 1
pi
∫ pi/2
0
dθln[1 +
√
1−m sin2(θ)], (2.67)
where N is the number of sites. K and m are defined by
K =
J
kBT
(2.68)
m =
4sinh2(2K)
cosh4(2K)
, (2.69)
where J is the Ising interaction strength and T is the temperature. If one is fortunate enough to have
an exact expression for the partition function, then analytic calculation of physical observables is a very
straightforward exercise in statistical mechanics. From our discussion in the previous section we are most
interested in quantities arbitrarily close to the critical phase transition point and since these diverge there
we expect power-law leading order behavior.
To calculate the specific heat, for example, we differentiate Eq.(2.67) with respect to −β = 1/kBT followed
by differentiation with respect to temperature T . This results in an exact expression for the dimensionless
specific heat
C0(T )
NkB
=
2
pi
K2coth2(2K){2(K1(m)− E1(m))− (1−
√
1−m)(pi
2
+
√
1−mK1(m))}, (2.70)
where K1(m) and E1(m) are the complete elliptic integrals of the first and second kind respectively. As
m → 1 K1(m) → ln(4/
√
m− 1) and E1(m) → 1 resulting in a logarithmic singularity for the specific heat
at the critical temperature, which is given by
sinh(2Kc) = 1. (2.71)
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A logarithmic divergence as the leading order behavior near the critical point indicates that the exponent for
power-law behavior vanishes, thus α = 0. Using the eigenvalues of a transfer matrix method, a calculation
for the correlation length exponent results in ν = 1,see e.g. [5], and from these two exponents we can use
scaling laws to determine the remaining exponents of interest given in Table 2.3. We include the results for
the mean field exponents alongside those of Onsager to show just how different these two phase transitions
are. In particular the correlations are much stronger in the Onsager case than in mean field. Although
α = 0 for both transitions, the leading order logarithmic corrections are just as different as the leading order
power-law behavior for the correlations [20].
Table 2.3: Onsager and Ising Mean Field Critical Exponents
FP Onsager Mean Field
ν 1 12
η 14 0
α 0 0
β 18
1
2
γ 74 1
δ 15 3
2.5 Perturbative RG: Wilson-Fisher Fixed Point in d = 4− 
Given the success of Onsager in treating the critical point of the Ising model exactly in d = 2 dimensions
and the simplicity of the mean field critical behavior in the same model for d ≥ 4, one might expect that
with time the d = 3 critical transition would be solved exactly as well. The earliest systematic analytic
treatment of this fixed point came shortly after Wilson developed the renormaliation group in the form of a
perturbative expansion near the d = 4 mean field system, see for example [43]. We briefly review the results
and shortcomings of this method, which represents some of the most ubiquitous analytic techniques in phase
transition research.
As outlined in sections 7 and 8 of [43] and detailed in many publications before and since, this method relies
on the fact that less than but arbitrarily close to the upper critical dimension d = 4 the coupling strength
g ∝  ≡ 4 − d. Therefore a Feynman diagram style perturbation series in g is justified. In general if we
then calculate the RG equations to a certain order in powers of g and subsequently identify the nontrivial
fixed point, then the exponents near that point should give deviations from those of mean field values. This
is the case and we list these exponents to O(2) as well as the slightly dubious but common practice of
setting  = 1 to estimate the d = 3 critical exponents in Table 2.4. We also include the most recent and
highest precision published as of this work in the table. This precision has been obtained using the conformal
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bootstrap method [32].
Table 2.4: Wilson-Fisher Critical Exponents to O(2) and current highest precision calculation of d = 3
Ising exponents using the conformal bootstrap method [12].
Exponent O(2) d = 3  = 1 Estimate d = 3 Ising
ν 12 +
1
12+
7
162
2 0.627 0.629971(4)
η 154
2 0.019 0.036298(2)
α 16− 13242 0.164 0.11008(1)
β 12 − 16+ 11622 0.340 0.326419(3)
γ 1 + 16+
1
972
2 1.167 1.237075(10)
δ 3 + + 2554
2 4.463 4.78984(1)
The results of this perturbative method are promising, but it turns out that if one goes on to calculate
higher and higher order corrections in the series the exponents eventually begin to deviate further and further
from those calculated in e.g. the conformal bootstrap method. This illness seems to plague most if not all
perturbative methods and is often attributed to either the formal divergence of the series or less accurately
to the large value of the perturbation parameter used [34].
This is the state of affairs for the ϕ4 analytic work to-date. There are numerical calculations both using
large size lattices as well as Wilson-Polchinsky exact RG continuum models that obtain results in agreement
with but less precise than those given in the last column of Table 2.4.
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Chapter 3
Nonlinear Basis Rescaling and a New
Strongly Coupled Fixed Point
It is clear from the previous chapter that perturbative RG vastly improved our ability to understand and
predict critical phase transition phenomena, including that of the d = 3 magnetic transition present in ϕ4
theory. This understanding relies heavily on the momentum-space description of the fields and treats the
coupling strength g as small. Although the requirements g  1 and 4 − d  1 are relaxed at the end of
the calculation with remarkably good results they still have their limitations. These methods have only
been able to calculate the critical exponents to about 2-3 decimal places. Advances in conformal bootstrap
methods, see e.g. [32], have increased the precision but are still perturbative in nature.
Calculating fixed point exponents nonperturbatively will require substantial departure from these traditional
methods. Much of the material given throughout this chapter is published in [17], however in the course
of this work we have identified changes in the resulting exponents, in particular the value of η, which
depart from [17] and will require changes to that paper. The publication concerns one such departure from
traditional methods that considers altering the microscopic degrees of freedom directly. Momentum states
are only eigenstates of a system devoid of interactions, and the primary motivation to use them at all when
interactions are nontrivial is to take advantage of the powerful mathematics behind complete linear bases.
Provided one can expand the interactions about the free system (hence the requirement that g  1), the
momentum states reduce the functional integrals to Gaussian integrals that are readily solved.
In order to retain some essence of these powerful techniques while overcoming the need to treat the interaction
strength g perturbatively, we will start with the complete linear basis of states and relax just one property:
linearity. It is the natural property to relax since strong coupling strength g guarantees that the momentum
states are far from eigenvalues. We begin our nonperturbative calculation with this simply stated but
nontrivial change to our microscopic state counting.
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3.1 Construction of a Complete Nonlinear Basis
Our goal is to encode the interactions in a non-trivial way but still retain a complete representation of the
physical system. We will first simplify the action to produce a nonlinear differential equation over the fields.
We then solve this equation under periodic boundary conditions and subsequently show that this family of
solutions forms a complete basis in d-dimensional space and thus consists of ’all’ solutions to this nonlinear
differential equation under periodic boundary conditions. We can use integration by parts on the gradient
term to separate out one copy of the field
S = −
∫
ddx
{−ϕ(x)∇2ϕ(x) + rϕ2(x) + gϕ4(x)} (3.1)
= −
∫
ddxϕ(x)
{−∇2ϕ(x) + rϕ(x) + gϕ3(x)} (3.2)
= −
∫
ddxϕ(x)Nϕ(x), (3.3)
where
N = −∇2 + r + gϕ2(x) (3.4)
is a nonlinear operator involving the field ϕ itself. A simple way to encode the interactions into the degrees
of freedom, at least in part, is to solve a reduced nonlinear eigenvalue problem for N
N ′ϕn = −∇2ϕn + rϕn + gϕ3n = λnϕn (3.5)
where we have neglected mixed cubic terms appearing in the full solution of Nϕn = λnϕn. This reduced
equation has a known set of solutions, for g > 0, in terms of Jacobi elliptic sine functions
ϕn = cnsn(pn · x+ θ|mn) (3.6)
λn = p
2
n + r +
gc2n
2
(3.7)
mn =
gc2n
2p2n
(3.8)
pn =
4K(mn)n
L
(3.9)
n = (n1, . . . , nd) (3.10)
where cn is the amplitude of ϕn, K(m) is the complete elliptic integral of the first kind given by
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K(m) =
∫ 1
0
dt
1√
(1− t2)(1−mt2) , (3.11)
and m is the elliptic modulus. Notice that pn plays a role similar to that of momentum for a noninteracting
system in that only integer multiples of 4K(m)/L are allowed due to the periodic boundary. The odd and
even solutions are given by θ = 0 and θ = K(m) respectively. The main goal of this section is to show
that despite the loss of orthogonality this set of solutions constitutes a complete but nonlinear basis for
any function defined on periodic boundary conditions and thus can be used as the complete set of states
describing the partition function.
By complete basis we mean the following. Let a set of real scalar functions gn(x) be such that an arbitrary
real scalar function f(x) can be written as
f(x) =
∑
n
angn(x), (3.12)
where the an are also real. If the set of gn(x) span all possible choices for f(x), then they are said to form a
basis. If neglecting any single gn(x) would result in a set of functions that do not span all choices for f(x),
then the set is said to be complete.
Next we describe a few properties of the Jacobi elliptic sine functions. For real bounded functions the elliptic
modulus m ∈ [0, 1] with familiar limiting solutions
lim
m→0
sn(x|m)→ sin(x) (3.13)
lim
m→0
sn(x+K(m)|m)→ cos(x) (3.14)
lim
m→1
sn(x|m)→ tanh(x) (3.15)
lim
m→1
sn(x+K(m)|m)→ 1. (3.16)
Restriction to a periodic boundary L on a d-dimensional torus also further restricts real solutions to m ∈ [0, 1)
and the limiting solutions become
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lim
m→0
sn
(
4K(m)n · x
L
∣∣∣m)→ sin(2pin · x
L
)
(3.17)
lim
m→0
sn
(
4K(m)n · x
L
+K(m)
∣∣∣m)→ cos(2pin · x
L
)
(3.18)
lim
m→1
sn
(
4K(m)n · x
L
∣∣∣m)→ S(n · x
L
)
(3.19)
lim
m→1
sn
(
4K(m)n · x
L
+K(m)
∣∣∣m)→ S(n · x
L
+
pi
2
)
(3.20)
where n = (n1, n2, . . . , nd), ni ∈ I, and S(x) is the square wave function given by
S(x) = sgn
[
sin(x)
]
. (3.21)
In the Fourier series representation of these functions, e.g. see equation 22.11.1 of [11],
sn
(
4K(m)n · x
L
∣∣∣m) = 2pi
K(m)
√
m
∞∑
j=0
qj+1/2
1− q2j+1 sin
(
2pi(2j + 1)n · x
L
)
(3.22)
q = exp (−piK ′(m)/K(m)) (3.23)
we see that each solution of Eq.(3.5) contains a unique lowest Fourier mode sin(2pin · x/L), which also
indicates the period of that function. A relatively straightforward proof by induction shows that for each
Fourier component of an arbitrary function defined on a periodic boundary the amplitude of the function in
Eq.(3.6) with corresponding lowest Fourier mode is uniquely determined. This creates a bijective map from
the solutions of Eq.(3.5) to the Fourier basis and completes our proof that these solutions form a complete
basis. In fact any set of functions ordered by unique lowest Fourier mode in this way should form a complete
basis. Further details of the derivation of this basis and its proof are given in appendix A.
3.2 Separation of the Action as g →∞
It is well known that at g = 0 the action, and thus the partition function, is separable in the Fourier
representation. Taking ϕ(x) =
∑
n ansin(pn · x) + bncos(pn · x) with pn = 2pin/L we find
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Z =
∫
D{ϕ}exp(−S[ϕ]) (3.24)
=
∫ ∏
n
dan dbnexp
{
−Ld 1
2
∑
n
(p2n + r)(a
2
n + b
2
n)
}
(3.25)
=
∏
n
∫
dan dbnexp
{
−Ld 1
2
(p2n + r)(a
2
n + b
2
n)
}
(3.26)
and thus the integral over the product of Fourier amplitudes becomes a product over separated integrals. In
order to generate RG equations some number of ’fast’ modes from the partition function are integrated over.
In the case that the action separates, this integration is trivial in that it cannot produce terms that connect
the remaining degrees of freedom. In such a situation this integration has no effect on the RG equations
and the only contribution comes from rescaling the remaining degrees of freedom to regain those lost by
integration. Most of the difficulties in calculating RG equations come from the complications involved in
the integration step.
The situation for arbitrary g is not so simple. The representation of the quartic term in a Fourier basis
expansion produces complicated mixing between those basis functions. The elliptic basis functions seem to
fare no better. Expanding the fields ϕ(x) in terms of the elliptic basis as
ϕ(x) =
∑
n
ϕn, (3.27)
where ϕn is given in Eq.(3.6), we find the action to be
S =
∫
ddx
{∑
m,n
(p2n + r)ϕmϕn + g
∑
m,n,o,p
ϕmϕnϕoϕp
}
. (3.28)
At first glance it seems like Eq.(3.28) just further complicates the problem of mixing basis functions since
now even the quadratic terms are mixed!
We now make a fairly bold ad hoc assumption: let’s keep only the separable part of the action given by
S˜ =
∑
n
{∫
ddxλnc
2
nsn
2(pn · x|mn)
}
(3.29)
=
∑
n
{∫
ddx
(
p2n + r +
gc2n
2
)
c2nsn
2(pn · x|mn)
}
. (3.30)
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Unlike the separable part of the action in the Fourier basis, which is hardly more than the quadratic terms
given in Eq.(3.26), the action S˜ includes many interaction terms, although many have also been neglected.
There are some properties of the elliptic basis that motivate this simplification. First, the measure is
separated despite the fact that the ϕn are nonlinear and not completely orthogonal. We can see this by
starting with the measure in Fourier space given by
D[ϕ] =
∏
k
dakdbk, (3.31)
where we have used the notation for the Fourier series amplitudes as in Eq.(3.26). In order to transform this
measure to our elliptic basis amplitudes, we first calculate the determinant of the Jacobian with elements
given by
Jkl =
∂ak
∂cl
(3.32)
where cl is the amplitude of the elliptic basis function ϕl and we are ignoring values of θ 6= 0 in Eq.(3.6)
and thus bn for brevity since the odd functions, given by θ = 0, are by definition orthogonal to the even
functions, given by θ = K(m). Note that θ = 0 basis functions only involve sine functions and we can write
in general
ϕl ≡
∑
k
aksin
(2pik · x
L
)
. (3.33)
Using Eq.(3.22) we can thus calculate each element as
Jkl =

2pi√
mlK(ml)
qj+1/2
1−q2j+1 k = (2j + 1)l
0 otherwise.
(3.34)
The important point here is that the index j ∈ {0, 1, . . .}, thus the lowest nonzero term occurs when k = l.
We can in general order the values of k first by magnitude |k| and then by, for example, angle from an
arbitrarily chosen axis for the degenerate number of k with the same magnitude. This ordering ensures
that the first nonzero element in row k of the matrix generated by the elements in Eq.(3.34) is when k = l.
Therefore all elements to the left of the diagonal are 0 identically and the matrix is upper triangular. The
determinant of a triangular matrix is simply the product of the diagonal elements giving
∏
k
dcl = detJ
∏
k
dak, (3.35)
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where
detJ =
∏
k
Jkk (3.36)
with Jkk given by Eq.(3.34). We are looking for the inverse transformation that starts with dak and finds
the measure for dcl. Since the inverse of a triangular matrix is triangular, the determinant of the inverse
transformation is also simply a product of the diagonal elements and is thus separable.
Another motivation for the simplification of the action is that despite the elliptic basis being nonlinear, there
are far fewer nonorthogonal basis functions than one might expect at first glance. To see this, we return
to the Fourier series representation of the elliptic functions given by Eq.(3.22). Identifying elliptic basis
functions that are orthogonal is no more difficult than simply identifying those functions that have mutually
independent Fourier series mode expansions. Since the expansion of an elliptic basis functions ϕn includes
only odd powers of a unique lowest Fourier mode with momentum value k given by
k ≡ 2pin
L
(3.37)
it is clear that the basis functions with index n along a line intersecting the origin can be nonorthogonal
to each other, but are orthogonal to all other basis functions! This can be seen by noting that the basis
function n contains only odd scalar multiples of k, and thus all Fourier modes in it’s expansion lie along
this line.
Further, due to the odd scalar multiple restriction mentioned above, most of the basis functions along one
such line are also orthogonal to each other! This is due to the Fourier expansion containing only odd scalar
multiples of the momentum k. In fact such an odd-power expansion groups the nonorthogonal basis functions
into sets as follows. Along a given line through the origin , choose an index n such that |n| = 2m for some
m ∈ {1, 2, 3, . . .}. Then odd multiples, and only odd multiples, of that basis function will be nonorthogonal
to it. This forms a set of mutually dependent nonorthogonal functions which are orthogonal to all other such
sets. Therefore these basis functions have a high degree of orthogonality despite being inherently nonlinear.
These motivations are not meant to be a formal proof that this simplified action is exact at any point in
coupling constant space. A thorough treatment will necessarily require inclusion of the neglected terms
at the very least given the possibility that some relevant part of the action has been eliminated by this
simplification. Never-the-less we will find that, in the proximity of the Gaussian point as well an as-of-yet
unexplored strongly coupled fixed point
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(r, g) → (0, 0) (3.38)
(r, g) → (0,∞) (3.39)
respectively, the separable part of the action parameterized by the nonlinear basis given by Eq.(3.7) will
identify fixed point solutions. Emphasis should be given at this point that there have been numerous studies
on a fixed point at strong coupling in ϕ4 theory [4,21], but these studies all require the bare value of r → −∞
as g →∞. Thus a study about the point (r, g)→ (0,∞) is independent of previous studies.
Since the basis functions are ordered by unique lowest Fourier mode, we apply a hyperspherical cutoff in
these functions |n| ≤ |n0| to Eq.(3.30) and then split these modes into ’fast’ and ’slow’ sets via a parameter
b as follows. Let the lowest Fourier mode of a given basis function pn be given by kn = 2pin/L. Then the
slow modes satisfy
k< ≡ |kn| ∈ [0,kn0/b]
and the fast modes satisfy
k> ≡ |kn| ∈ [kn0/b, kn0 ].
Since these lowest Fourier modes are in one-to-one correspondance with the basis functions we can use the
same <,> notation for the indices themselves, resulting in
S< =
∫
ddx
(
p2< + r +
gc2<
2
)
c2<sn
2(p< · x|m<) (3.40)
S> =
∫
ddx
(
p2> + r +
gc2>
2
)
c2>sn
2(p> · x|m>), (3.41)
where S<(>) denotes the part of the separable action containing ’slow’(’fast’) modes respectively. Since the
basis functions are separated in Eq.(3.30), integrating out S> does not alter S<.
Having truncated the action to the separable form given by Eq.(3.30), we now have to try to obtain some
information from it concerning a possible new fixed point. Of course, since in Eq.(3.30) the partition function
is simply a product of one-dimensional definite integrals over each of the amplitudes cn, we could in principle
evaluate the latter explicitly and thus obtain all the thermodynamic properties as a function of r and g.
However, the complicated form of the integrand apparently makes this a formidable task, so we shall not
attempt it here.
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Instead, we shall use the same kind of scaling argument as reviewed in chapter 2 in the context of more
conventional renormalization-group approaches. It should be strongly emphasized that it is not obvious
that the transposition of these methods to the very unconventional form of action Eq.(3.30) is physically
meaningful, and this remains a subject for future research. For now we take the view that it is, at least,
interesting to examine the conclusions we can draw if the method is indeed justified.
3.3 Application to ϕ4 Action: Potentially New Strongly Coupled
Fixed Point
Since we have made the assumption to keep only the separable part of the action, the integration step is
trivial as mentioned above. However, the remaining action must be rescaled and in general this step will
not be a simple exercise in dimensional analysis since the basis functions are elliptic functions containing
nontrivial dependence on the degrees of freedom.
We initiate the rescaling procedure by scaling the momentum magnitude k′ = bk where b > 1 and k =
2pi|n|/L. Assuming that we are calculating in the vicinity of a fixed point, the quantity pn in Eq.(3.40) will
scale as a power-law
p′ = bdpp, (3.42)
where dp is the as-yet-unknown exponent and we have dropped the index n for brevity as the analysis from
this point on concerns only the uniform scaling of the magnitudes and thus scalar quantities. Looking at
the first term in Eq.(3.40) we find that after rescaling
∫
ddxp2c2sn2(px|m)→
∫
ddx′p′2
(
bd−2dpc2
)
sn2(p′x′|m′), (3.43)
where primed variables indicate post-rescaling, thus we find that
c′2 = bd−2dpc2 (3.44)
defines the field amplitude scaling. Note that the term p′x′ in the elliptic function does not imply that
dp = 1. This is because the sn function is dependent on its modulus m, which also changes under rescaling.
In fact, we can use Eq.(3.9) to relate p and m rescaling
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p = 4K(m)
k
2pi
(3.45)
bdpp ≡ p′ = 2K(m
′)
pi
bk (3.46)
⇒ bdp = K(m
′)
K(m)
b, (3.47)
where we have combined the first two lines to obtain the third. Rearranging the last equality we obtain
m′ = K−1(bdp−1K(m)). (3.48)
Recalling Eq.(3.8) we can further relate m and g resulting in
m′ ≡ g
′c′2
2p′2
= K−1
(
bdp−1K
(
gc2
2p2
))
(3.49)
⇒ c
2
2p2
g′ = b4dp−dK−1
(
bdp−1K
(
c2
2p2
g
))
, (3.50)
where we have used Eqs.(3.42,3.44) in the last line to simplify the resulting equation for g scaling.
Absorbing the remaining terms in Eq.(3.40) into the rescaling of r, we find our final RG equation for r to be
r′ = b2dpr + b2dp
(
m−K−1(bdp−1K(m))) , (3.51)
where we have again used Eq.(3.8) to replace g with m.
3.4 Universal Characterization of Fixed Points in d = 2, 3, 4
We can use Eqs.(3.50,3.51) to identify fixed points (FP) of the theory. At such a point, the RG equations
must simplify to r′ = r and g′ = g. We find two solutions corresponding to g → 0 and g →∞ or in terms of
the elliptic modulus m→ 0 and m→ 1, which we denote as the Gaussian (G) FP and the strongly coupled
(SC) FP respectively. This rescaling method utilized limiting values of r and g in order to generate the
rescaling equations. The d = 3 critical point of ϕ4 theory is expected to be located at finite values of r and
g as given by, for example, -expansion methods in [42]. Therefore we will not discuss this FP further.
Since g′ = g right at any FP, Eq.(3.50) simplifies as
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c2
2p2
g = b4dp−dK−1
(
bdp−1K
(
c2
2p2
g
))
(3.52)
⇒ m = b4dp−dK−1 (bdp−1K(m)) , (3.53)
where we have again made use of Eq.(3.8). Now Eqs.(3.53,3.51) are both written in terms of m, which
itself remains finite for both the Gaussian and the strongly coupled fixed point. This form of the rescaling
equations is particularly helpful for identifying fixed points, but we want to make clear the relationship
between the limiting values of m and g as we identify such points.
For the Gaussian fixed point we see that g → 0 as m→ 0 from Eq.(3.9) using the fact that K(m = 0) = pi/2
in Eq.(3.8). Rewriting Eq.(3.53) at the Gaussian point m′ = m = 0 we find
K
(
0bd−4dp
)
= bdp−1K(0) (3.54)
pi
2
=
pi
2
bdp−1 (3.55)
⇒ bdp−1 = 1 (3.56)
⇒ dp = 1, (3.57)
where the last line follows since b > 1 is arbitrary. In the limit of small m we can expand the elliptic integral
K(m) and the Eqs.(3.53,3.51) reduce to
lim
m→0
m′G = b
dp−1m (3.58)
lim
m→0
r′G = b
2dpr, (3.59)
where the subscript denotes that this is the Gaussian fixed point..
The strongly coupled fixed point can be found by first inverting a form of Eq.(3.53) when assuming that
m′ = m as
1
K(bd−4dpm)
= b1−dp
1
K(m)
. (3.60)
This inversion is a necessary step, much as in section 9.6.6 of [15], since K(m) diverges as m→ 1. However
K(m) is positive and finite when m < 1 therefore
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1/K(1) = 0 (3.61)
is the only value of 1/K(m) that vanishes. Plugging m = 1 into Eq.(3.60) and using Eq.(3.61) we obtain
1
K(bd−4dp)
= 0 (3.62)
⇒ bd−4dp = 1 (3.63)
⇒ d− 4dp = 0 (3.64)
⇒ dp = d
4
, (3.65)
where we have again used the fact that b > 1 is arbitrary to go from line two to line three.
In the m→ 1 limit we also find that the m-dependence in Eq.(3.51) vanishes to give
lim
m→1
m′SC = b
4dp−dm (3.66)
lim
m→1
r′SC = b
2dpr, (3.67)
which leads to r∗ = 0 for both fixed points.
To identify the value of g for this strongly coupled fixed point we first use Eq.(3.9) to find that limm→1K(m)→
∞ implies that limm→1 p→∞. We then solve Eq.(3.8) for g and assume the amplitude c is finite to obtain
limm→1 g →∞.
Therefore the fixed points (r∗, g∗) we identify here correspond to the Gaussian (0, 0) and a new (0,∞) fixed
point at strong g → ∞ coupling. Using Eqs. (3.56,3.67) we immediately find the required values of dp for
each fixed point as
dp,G = 1 (3.68)
dp,SC =
d
4
. (3.69)
Before calculating the power-law exponents for each of these points we characterize them based on the
rescaling flows in their vicinity. We do this by choosing a point r∗+ δr and m∗+ δm near the corresponding
fixed point while using the value for dp obtained at that fixed point. We then apply Eqs.(3.48,3.51) to
determine the direction of the resulting RG flows. Taking m = 0 + δm at the Gaussian FP and m = 1− δm
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Figure 3.1: Flow diagram in the vicinity of Gaussian (0, 0) and strongly coupled (0,∞) fixed points in d = 3.
Axes are given as r vs g with corresponding values of m on the left. The dotted line represents the m→ 1
or g → ∞ limit. Since flows in both cases are all away from each fixed point both points are unstable, but
the SCFP exhibits a discontinuous ordering at the mean-field level whereas the Gaussian point does not
indicate ordering even at mean-field.
at the SC FP, we find
m′G = b
4−dδm (3.70)
m′SC = K
−1
(
b
d−4
4 K(1− δm)
)
. (3.71)
As long as d < 4 we find that for the Gaussian FP m′ > m. Since b
d−4
4 < 1 and K(m) is a strictly increasing
function we find that for the strongly coupled FP m′ < m. Although the equations near the Gaussian
FP result in the expected mean field values, we see that the SC FP equations are marginal for d ≥ 4. In
order to address this new FP above the upper critical dimension we would likely need to include additional
cross-terms in the action in Eq.(3.40). For either FP the equation for r is simple and flows away from r∗ = 0
in both directions. These fixed points and their corresponding flows in d = 3 are given in Fig. 3.1.
In order to calculate the exponents for these fixed points, we first use the definition of the correlation
exponent ν as the inverse of the largest eigenvalue of RG equations linearized near the fixed point. This is
made especially simple given that Eqs.(3.58,3.59,3.66,3.67) for both fixed points decouple, thus we can read
off ν from the scaling of r as
ν =
1
2dp
, (3.72)
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and the problem reduces to identifying dp for each fixed point (see Eq. (3.68)) resulting in
νG =
1
2
(3.73)
νSC =
2
d
. (3.74)
Typically at least two exponents are needed to fully quantify the exponents at a given fixed point with the
rest determined using scaling laws [20]. For the second exponent we use the definitions of η as the difference
between the field scaling at the given fixed point and that at the Gaussian fixed point. This gives η = 0 by
definition at the Gaussian point, but we can incorporate this result into a general formula as follows. In the
eigensolution given in Eq.(3.6) the field scales as the amplitude c of the eigenfunctions. This scaling is fully
determined by dp as shown in Eq.(3.44). Setting the Gaussian value to dp = 1 we find that
η
2
=
d− 2dp
2
− d− 2
2
(3.75)
⇒ η = 2(1− dp) = 0 (3.76)
and for the strongly coupled fixed point, we obtain
η = 2− d
2
. (3.77)
It is important to point out that traditionally the anomalous exponent η is defined as the deviation of the
two-point Green function from mean field scaling. As such it describes the scaling of a linear response
observable in the vicinity of a fixed point. The exponents β, γ, and δ are also attributed to linear response
quantities. Typically a quantity such as η is calculated using the scaling of the Fourier field amplitudes,
in accordance with the linear nature of the exponent. Since we are working with nonlinear basis functions
here it is likely that our definition of η and thus β, γ, and δ via the scaling laws go beyond linear response
theory and are not expected to be the same exponents as found using Fourier amplitude scaling. Table 3.1
summarizes all the exponents, however it is important to emphasize that η, β, γ, and δ are likely to change
dramatically when the linear response part of the corresponding observable is extracted.
The SCFP in d = 3 is an unstable one like the Gaussian FP as is evident from the flow diagram in
Fig. (3.1). Since the exponents are obtained from the exact eigenstates and such states form a complete
basis [10], we have exactly characterized the strongly coupled fixed point. Further, unlike the Gaussian FP,
the coupling g 6= 0 and thus there is the possibility of an ordered phase. In fact we can use a Landau-style
argument to show that a discontinuous transition occurs at the mean-field level. To do this we write the
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Table 3.1: ϕ4 SC Exponents (r = 0, g →∞)
FP G SC
ν 12
2
d
η 0 2− d2
α 0 0
β 12
1
2
γ 1 1
δ 3 3
integrand of the action in Eq.(3.1) as
S = −
∫
ddx
{−σ∇2σ + rσ2 + gσ4} , (3.78)
where σ now represents an order parameter for a Landau free energy described by S and we relax the periodic
boundary constraint to allow for hyperbolic solutions as we will see below. Since the coupling g is arbitrarily
large at the SCFP, we factor it out of the action to obtain
S = −g
∫
ddx
{−Kσ∇2σ +Rσ2 + σ4} , (3.79)
where K = 1/g and R = r/g both have magnitudes much smaller than unity. When R < 0 the Eq.(3.79)
has a stable solution representing the fact that the double well has created two new possible nonzero minima
for g > 0 given by [31]
ϕ0(x) = ±
√
R
2
tanh
(√
R
K
x
)
. (3.80)
When r ≥ 0 then the minimum is about ϕ = 0, thus identifying the discontinuous shift between minima
across R = 0.
It is important to note that, as discussed in section 5.5 of [15], this argument does not prove that the
SCFP identified here is a discontinuous phase transition since the fluctuations neglected in such a mean field
treatment have been known to be relevant and potentially alter the order of the transition. However, the
presence of ordering at the mean-field level indicates that this FP is a transition and not simply a phase of
the system. The analysis given above also indicates that the onset of soliton stability likely plays a significant
role in the characterization of this fixed point at strong coupling.
Since the SCFP in d = 3 is unstable in every direction, a so-called doubly unstable fixed point as per [40],
approaching it experimentally would be tricky as it requires fine-tuning both r and g or equivalently via
Eqs.(rTherm-gTherm) the temperature T and details of the system in question such as the interaction
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coupling J or the lattice spacing a for example. However, the signature of a fixed point is the onset of
divergent observable quantites in the vicinity of said fixed point. In fact, of the exponents described in this
work, only η is defined right at the fixed point since all other exponents describe divergence of their respective
observables as the phase transition is approached. The instability of the SCFP presented here would then
result in a type of crossover phenomena, see e.g. section 9.9 of [15] for typical examples, towards the critical
point. Prior to the crossover, observables would then begin to scale as given by the SCFP exponents before
ultimately scaling as those of the critical point.
A surprising consequence of the strongly coupled fixed point is that the exponents ν and α in d = 2 reduce
exactly to those of Onsager’s in the 2d Ising model. This may indicate that the fixed point in d = 2 is
that of Onsager, but in order to prove this statement one would need to extract the linear response part
of the elliptic basis functions at the SCFP. Once the linear part is calculated, then a comparison to the
exponent η = 1/4 can be made, but such an extraction is beyond the scope of this work at this time. Of
course for d = 2 it is possible that operators other than ϕ4 are relevant and hence a careful analysis of
this system includes higher order terms. However, the codimension of the Ising critical point is 2 [15] (two
relevant directions) and these are in general the quadratic strength r and the external applied field H. If
all of the remaining coupling parameters are found to be irrelevant then the universality class found here
will remain unchanged. To check this we add terms such as g6ϕ
6, · · · ,g2iϕ2i that obey the Ising symmetry
to the action. The nonlinear eigenvalue procedure used to generate the complete basis for the g4ϕ
4 theory
above generalizes to the g2iϕ
2i theory as well. We define this ϕ2i hyperelliptic function by the inverse of the
hyperelliptic integral
x =
∫ ϕ
0
dt√
(1− t2)(1−m1t2) · · · (1−mi−1t2)
(3.81)
where
m = (m1,m2, . . . ,mi−1) (3.82)
and ϕ = sn2i (x,m). The general solution to the nonlinear eigenvalue problem is given by
ϕn(x) = cn sn2i (pn · x+ θn,mn) (3.83)
36
and the periodic boundary condition is satisfied by
pn =
4K2i(mn)n
L
(3.84)
where K2i(mn) is the hyperelliptic generalization to the complete elliptic integral of the first kind
∫ 1
0
dt√
(1− t2)(1−m1nt2) · · · (1−m(i−1)nt2)
(3.85)
Inserting Eq.(3.83) with i = 3 into the nonlinear eigenvalue equation for ϕ6 and equating like terms we find
that
g4c
2
2p2
= m˜ (3.86)
−g6c
4
3p2
= m¯ (3.87)
λ = p2 + r + p2(m1 +m2) (3.88)
⇒ λ = p2 + r + g4c
2
2
+
g6c
4
3
(3.89)
where m˜ = m1 +m2 +m1m2 and m¯ = m1m2 and a similarly determined set of solutions obtain for the ϕ
2i
case. Letting m1 → 1 and m2 → 0 while their product m1m2 → 0 leads to the desired FP location where
m¯→ 0 and m˜→ 1. We then generate the rescaling equation analogous to Eq.(3.48)
K6(m˜
′bd−4dp , m¯′b2d−6dp) = bdp−1K6(m˜, m¯) (3.90)
and we see that dp = d/4 and d = 2 gives
K6(m˜
′, m¯′b) = b−1/2K6(m˜, m¯) (3.91)
so that K6 and m¯ are both reduced upon rescaling showing that the ϕ
6 term is irrelevant. In general
coefficients with i > 2 are irrelevant, supporting the claim that this is indeed the d = 2 Ising critical point.
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One testable prediction of this strongly coupled fixed point is the value of the specific heat exponent.
Because of the hyperscaling relation, 2 − α = dν, our computed value for ν = 2/d implies that α = 0 as
shown in Table (3.1). Consequently, the divergence is at best logarithmic. In addition, confirmation that
the correlations diverge as ν = 2/d would further distinguish a transition from that of mean field, which also
has α = 0. The vanishing of the heat capacity is not a new phenomenon, but there are relatively recent de-
velopments in research regarding this situation and the corresponding logarithmic divergence accompanying
it.
In the pnictides, a logarithmic divergence of the form ln|x−xc| of the specific heat as a function of the doping
parameter x in BaFe2(As1−xPx)2 has been seen in low fields [1, 26, 37]. A direct measurement of α would
be preferable rather than in inference based on the effective mass since the very meaning of a quasiparticle
is obscured in the local limit. In addition, care must be taken to distinguish a pure ln|T| dependence from
T aln|T| as is observed in many non-Fermi liquid systems [9, 25,33] in which α 6= 0.
A scaling theory of the finite temperature Mott transition [3] has predicted that the heat capacity only has a
ln|T| dependence and as a result is well described by the d = 2 Ising exponents. What the strongly coupled
fixed point identified here clarifies is that α = 0 is a generic feature of a strongly coupled fixed point and not
just the d = 2 Ising model. The applicability to Mott criticality is expected as such systems are governed
by strong local interactions.
3.5 Analysis of Accessible Fixed Point Universality
The identification of this new fixed point is surprising and worthy of further general consideration. What
other fixed points might be found using a complete nonlinear basis of states that separate the action? From
the form of the RG equations Eqs.(3.51,3.48) and their generalizations to the ϕ2n theory we can see that the
separation of the action requires extreme values of the bare parameters r, g, and any higher order coefficients.
As we have found a new fixed point for diverging g and vanishing r, we would suspect that there are fixed
points at some if not all of the extreme values in physically allowed coefficient space.
3.6 Shortcomings of the Nonlinear Basis
We end by addressing the elephant in the room: which fixed points cannot be accessed by the method
outlined above? As the astute reader might have noticed, we were careful to avoid discussion of the critical
point and with good reason: it is not clear that this method cannot access it. As there are no additive terms
in the interaction RG given by Eq.(3.48) this method will not be able to access any of the fixed points at
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finite values of r, g, and higher coefficients. According to the results for the Wilson-Fisher fixed point given
in the previous chapter, the d = 3 critical point in ϕ4 theory is likely located in just such a region. Although
one of the most important points in ϕ4 theory is inaccessible to this method, the ability to explore strongly
coupled fixed points in these models nonperturbatively is highly interesting in its own right. It is possible
that higher order interactions have fixed points of a similar nature, and perhaps some of those are accessible
to experiments as well.
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Chapter 4
Renormalization Using the Limit of
Finite Systems
Despite the successes of the nonlinear basis method, the lack of access to the d = 3 critical point in ϕ4 theory
motivates us to start over in an entirely new direction in our hunt for nonperturbative analytic solutions to
the critical exponents. To that effect we return to discussion of the Wilsonian RG from early in Chapter
2. Recall that the key point of RG theory is to carefully handle the numerous divergences that crop up
in a statistical mechanical system as one approaches the continuum limit on one hand and a critical phase
transition on the other.
The first type of divergence has two diametrically opposed contributions to the singular nature of the
model: the so-called UV and IR divergences. To deal with the UV divergence we define a sharp cutoff in
momentum space. The Wilsonian RG method has a very clear physical interpretation for this: the sharp
cutoff defines a working energy scale at which one discovers how the interactions in a theory at that scale
modify the lower energy scales. This energy scale interpretation supports the choice of a hyperspherical
shell in momentum space for the cutoff shape. One disadvantage of this cutoff choice is that integration
of momentum space down to a lower momentum sharp cutoff will generate nonlocal terms in the action.
Continuing with Wilson’s original prescription, we will acknowledge this complication and address it once
the RG equations are generated. However, the primary motivation for a sharp cutoff is practical in that it
ensures each momentum state is either untouched or completely integrated over.
A sharp cutoff alone does not completely eliminate the singular nature of the action. We have addressed the
UV divergence caused by arbitrarily high momentum values, but at the other end of the spectrum is the IR
divergence caused by values of momentum approaching zero contributing a global constant value to the field
in real-space. The most practical way to address this divergence is to enforce periodic boundary conditions
on a finite system size L along each independent dimension in real-space
ϕ(xi = L) = ϕ(xi = 0) ∀ i ∈ {1, 2, . . . , d}. (4.1)
We restate the ϕ4 action as
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S =
∫
ddx
{(
∇ψ(x)
)2
+ rψ(x)2 + gψ(x)4
}
, (4.2)
where we have used ψ labels to be altered shortly. If we expand the field ψ in a Fourier transform
ψ(x) =
1
Ld
∑
p
ψpe
ip·x, (4.3)
rescale via
ϕ(x) = Ldψ(x), (4.4)
and substitute these variables into Eq.(4.2) we obtain
S =
∫
ddx
(∑
p,p′
(−p · p′ + r)ϕpϕp′ ei(p+p′)·x + g
∑
m,n,p,q
ϕmϕnϕpϕq e
i(m+n+p+q)·x
)
. (4.5)
We then integrate over real space using
∫
ddx eik·x = Ldδ(k) (4.6)
to obtain
S = Ld
(∑
m
2(p2m + r)ϕ−mϕm + g
∑
m,n,p,q
ϕmϕnϕpϕq δ(m+ n+ p+ q)
)
, (4.7)
where
p2m = (2pi|m|)2/L2 (4.8)
are the only allowed values of momentum due to the periodic boundary with m = (m1,m2, . . . ,md) a set
of vector-valued integers representing a point in momentum space. Note that the quadratic part is reduced
to a simple sum whereas the quartic part is still fairly complicated. The field variable ϕn is the Fourier
amplitude of the real-valued field ϕ(x) for momentum pn and the delta function enforces translational
invariance. Second, taking the limit limL→∞ while holding the sharp cutoff magnitude Λ constant, where
|pm| ∈ [0,Λ], recovers the continuum field theory model. This can be seen by noting that the number of ϕm
variables with |pm| ≤ Λ increases with L. Finally, we choose a scale parameter b > 1 representing a sharp
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splitting between the ’fast’ modes to be integrated over ϕM with |pM| ∈ [Λ/b,Λ] and the ’slow’ modes left
after the coarse-graining step ϕm with |pm| ∈ [0,Λ/b]. This results in a finite number of degrees of freedom
in the integration step for finite values of L. Notice our notation where the fast modes are represented by
capital indices and slow modes by lowercase indices. We will continue this notation throughout the chapter.
The last two advantages given above may seem less like advantages and more like unnecessary redundant
steps. After all, our goal is the analytic calculation of observables in the continuum theory, so should we
take the continuum limit all over again and lose any advantage gained by the finite system description?
We claim that the continuum model taken as a whole contains far more information than is experimentally
accessible and so should not be viewed as containing observable information that the limit of the finite
system does not already contain. We first use a finite-system model to calculate the physical observables of
interest and only then take the continuum limit. Along the way we check that each step self-consistently
converges to the continuum limit system and that the RG equations and physical observables obtained in
this way are analytic and devoid of singular values. Provided that all of these requirements are met, we claim
that the result is that of the continuum system without ever having actually worked with the continuum
theory itself! Lastly, it is important to mention that the finite system strictly speaking cannot obey the
requirements set by RG. For example the momentum lattice values, when rescaled, cannot perfectly recover
the original range of momentum values. In particular the lowest magnitude momenta |p| = d(2pi/L) are
rescaled to larger values than they were initially with no replacements below them to take their place. This
approximate RG is typical of such a finite system and systematically converges to the requirements of RG
in the continuum limit.
This approach is akin to a type of lattice regularization albeit in momentum space and not that of the far
more common real-space lattice regularization approach. Even so, the so-called fast modes in the partition
function in Eq.(2.23) represented by the Fourier series lattice in Eq.(4.7) still form a formidable barrier
to integration. This is the point at which some type of perturbative series is typically invoked in order
to proceed. The use of the perturbative approach is ubiquitous and powerful due primarily to two key
properties. First, it expands about a well-known and exactly-solved action, typically a type of free-field
theory. This ensures that the starting point of the expansion is well understood conceptually. Second, it
generates a series of solvable Gaussian integrals, providing a practical and algorithmic procedure to compute
observables of interest. Gaussian integration here is extremely powerful, especially given that the general
form of the partition function nearly guarantees the inevitable need to integrate over exponentials of a
Gaussian or more complex nature.
What we want to do is keep this powerful tool of Gaussian integration at our disposal while relaxing the
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requirement of expanding about a free-field theory. In other words, we want to formulate an expansion about
a parameter that does not significantly alter the form of the interactions in the original action. Therefore we
must not expand about the coupling coefficient g = 0 in Eq.(2.22). We are certainly not the first to try using
alternative parameters to retain the powerful Gaussian integration toolset. The  = 4 − d expansion near
the upper critical dimension and the 1/N expansion in large O(N) symmetry are well-known examples of
perturbative parameters other than the coupling strength. However, we wish to develop a method applicable
to a wide range of interacting models allowing for general variations in symmetry groups, field-type, and
dimension.
Having already discussed that the system size itself will be taken to the infinite limit at the end of the
calculation we find that the system volume Ld is exactly the parameter we are looking for, which has been
made clear by the form of the action in Eq.(4.7). Note that the gradient term has a factor of L−2, but the
restriction of the momentum to p ∈ (0,Λ) limits the values p can take to a finite range. Proceeding with the
RG we need to formally average over the fast modes by writing the partition function as
Z = Z>
∫
D[ϕ<]
{
e−S<
(∫ D[ϕ>]e−Smix∫
D[ϕ>]e−S>
)}
, (4.9)
using the following definitions
Z> =
∫
D[ϕ>]e
−S> (4.10)
Sshell ≡ S
(
|pk| ∈ [0,Λ]
)
(4.11)
S> ≡ S
(
|pk| ∈ [Λ
b
,Λ]
)
(4.12)
S< ≡ S
(
|pk| ∈ [0, Λ
b
]
)
(4.13)
Smix ≡ Sshell − S<, (4.14)
where S is defined as in Eq.(4.7), |pk| is the magnitude of the momentum at the corresponding indexed
location k, pk is given by Eq.(4.8), and we have also used
D[ϕ<] =
∏
|pk|∈[ Λb ,Λ]
dϕk (4.15)
D[ϕ>] =
∏
|pk|∈[0,Λb ]
dϕk. (4.16)
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4.1 Lattice Regularization in the Continuum Limit: Laplace’s
Method
We can now use the fact that the system volume can be taken to arbitrarily large values to formally expand
S in a series about L−d = 0
∫
D[ϕ>]e
−LdS = L−d/2
√
−2pi
detH[ϕ0]e
−LdS[ϕ0] +O(L−d), (4.17)
where H is the Hessian with respect to the fast fields
H =
∑
IJ
∂S
∂ϕI∂ϕJ
, (4.18)
and ϕ0 represents the value of the global minima for all fast modes. Although Eq.(4.17) is similar in
mathematical form to other perturbative methods, conceptually it is entirely different. Eq.(4.17) is formally
divergent just like an expansion about g = 0 for example, but the difference is in the interpretation of what
each term contributes to the calculation of physical observables.
When expanding about g = 0 the lowest order term is the free-field theory, an exactly solved and well
understood theory. On the other hand the higher order terms contain corrections to the free theory when
interactions are turned on. Most importantly these corrections contain the much sought-after information
regarding the changes to the physical observables for the interacting theory. Unfortunately these terms are
formally divergent and fated to eventually provide inadequate accuracy in describing the physical variables
when the interactions are not arbitrarily weak. This is a ubiquitous issue throughout field theory research,
and much effort has been made to push the point at which this divergence begins to cause discrepancy to
higher and higher order. Recent use of conformal bootstrap methods has increased the precision of the
critical exponents from about 3 decimal places to several more, but there again it seems to hit a limitation.
The lowest term in an expansion about L−d = 0, however, corresponds exactly to the full contribution in
the infinite system limit. We have given up the conceptually clear free theory from which to expand around
and gained mathematical tractability while avoiding the need to address the inevitable divergence of the
expansion terms. In our case these formally divergent higher order terms merely encode corrections for
the case of a finite system. Provided that we can compute the exact exponent contribution from the first
term in our expansion, we will have found the exact final result for the exponents in the vicinity of the ϕ4
continuum theory critical point. The benefits of such a result are hard to overstate. Of particular interest
is the identification of precisely what microscopic degrees of freedom directly contribute to the deviation of
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the critical exponents from those of mean field theory for example.
The first term in Eq.(4.17) is the solution to the multidimensional form of Laplaces method where we have
used the system volume Ld as the required arbitrarily large parameter. Since we are ultimately interested
in how this integration step modifies the remaining modes of the original action we can rewrite the result of
Laplaces method so that all remaining field variables are found in the exponent as
S′int = −Ld
{
S[ϕ0] +
1
2Ld
ln (detH[ϕ0])
}
. (4.19)
Using Eq.(4.19) in the average given in Eq.(4.9) we obtain the final formal result
Sint = −Ld
{
Smix[ϕ0,mix]− S>[ϕ0,>] + 1
2Ld
ln
(
detH[ϕ0,mix]
detH[ϕ0,>]
)}
. (4.20)
Our goal is made clear in Eq.(4.20). We must identify the global minimum solution of the fast modes in
the infinite volume limit for Smix and S>. Then we compute the Hessian of each action with respect to the
fast modes and evaluate it at its respective global minimum. Finally, we will need to expand the logarithm
of the determinant of the Hessian for Smix given in Eq.(4.20) in powers of the slow modes ϕ< to identify
contributions to the RG equations modifying the coefficients r and g in S<.
The procedure outlined above is reminiscent of Green function expansion methods often encountered in
perturbative field theory, but it is not directly comparable. We are not expanding about a free-field theory,
and correspondingly there is no clear free propagator with which we can separate contributions to the
renormalization of the action. Using a nonperturbative analytic method to calculate results in a strongly
coupled system seems likely to have little if anything to do with the corresponding free field theory in any
case.
4.2 Formulating RG Equations
Now that we have a formal solution to the coarse-graining step given by Eq.(4.20), we can proceed with
a rescaling of the momenta and find RG equations for a general action S! Since we are using a sharp
momentum cutoff Λ as well as a sharp boundary between integrated and unintegrated momenta Λ/b, the
rescaling step is fairly straightforward. We rescale the momenta by a factor |k′| = b|k| and further define
ϕ′k′ = zϕk, (4.21)
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where z is the as-of-yet unknown field renormalization. Suppose that the expansion of the coarse-graining
result given by Eq.(4.20) results in
Sint = −Ld
∑
k
(
Ak2ϕ2k +Bϕ
2
k
)
+
∑
k,l,m,n
Cδ(k+ l+m+ n)ϕkϕlϕmϕn +O(k4ϕ2, k2ϕ4, ϕ6)
 , (4.22)
where we have further expanded the result in powers of slow momenta k2 in order to extract the term that
renormalizes the gradient. In this case A, B, and C are in general functions of Λ, b, and L as well as r and
g. Then combining Eqs.(4.21,4.22) we first absorb all changes to the gradient term into z giving
z = b(d−2)/2 (1 +A) , (4.23)
where the power of b comes from the rescaling of Ld and the factor k2. Similarly we can absorb changes in
the quadratic and quartic terms into redefinitions of r and g as
r′ = bdz−2 (r +B) (4.24)
g′ = bdz−4 (g + C) . (4.25)
Eqs.(4.23-4.25) comprise our RG equations, and it remains to calculate A, B, and C for a given action S via
an expansion of Eq.(Eq10). The above analysis and it’s results are quite general and are not dependent on
our choice of integration method described in the previous section. Eqs.(4.23-4.25) are simply the general
forms for rescaling ϕ4 theory when using a sharp cutoff. Taken as a whole, the RG procedure described here
is new in that Sint in Eq.(4.20) is a formally exact expression for the integration step. If one can calculate Sint
exactly, that is without approximation or truncation, to the order required in Eq.(4.22) then the resulting
values of A, B, and C will likewise be determined exactly for that action.
4.3 RG for a Reduced ϕ4 Model
Calculating the results of Eq.(4.20) for the action given by Eq.(4.7) is underway but not complete as of this
work. In order to showcase the application of the method outlined above, and to examine its benefits, we
will use a reduced form of Eq.(4.7) given by
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S˜ = Ld
(∑
m
2(p2m + r)ϕ−mϕm + 6g
∑
m,n
ϕmϕ−mϕnϕ−n
)
. (4.26)
The action S˜ contains only quartic terms that can be written as powers of the quadratic term. This is no
longer the Fourier transform of the semi-local real-space field ϕ(x). Extending S˜ by higher powers of the
quadratic term
∑
m ϕmϕ−m, however, creates an action that is closed under RG in the Wilsonian sense.
By this we mean that coarse-graining will not introduce quartic or higher order terms other than those
proportional to an expansion in powers of
∑
m ϕmϕ−m.
In order to proceed, it is helpful to first transform to real and imaginary parts of the field variables ϕm and
ϕ−m as
ϕm = Re[ϕm] + iIm[ϕm] (4.27)
ϕ−m = Re[ϕm]− iIm[ϕm], (4.28)
or for brevity
ϕm ≡ Rm + iIm + (4.29)
ϕ−m ≡ Rm − iIm. (4.30)
The term ϕmϕ−m originated from real function ϕ(x) and thus, as can be seen in Eqs.(4.29,4.30), ϕm and
ϕ−m are not independent variables. Rm and Im, however, are independent provided the sum over momenta
is restricted to a half-hypersphere. The numerical factors that this change of variables imparts to the measure
D[ϕ] are irrelevant for the RG and cancel due to the averaging in Eq.(4.9) in either case.
Using the substitution
ϕmϕ−m = R2m + I
2
m (4.31)
≡ z2m (4.32)
we can begin the coarse-graining procedure by calculating the multivariable extrema of S˜mix as
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0 =
∂S˜mix
∂RM
= 4RM
(
Λ2 + r + 12gf
)
+ 24gRM
∑
N 6=M
z2N + 24gz
2
MRM (4.33)
0 =
∂S˜mix
∂IM
= 4IM
(
Λ2 + r + 12gf
)
+ 24gIM
∑
N 6=M
z2N + 24gz
2
MIM, (4.34)
where we have resumed the use of capital letters to represent fast modes and assumed that the fast mode
shell is thin b − 1  1 and thus all fast modes are at magnitude Λ. We have also defined the sum over
quadratic slow modes as
f ≡
∑
m
R2m + I
2
m (4.35)
f =
∑
m
z2m (4.36)
and thus
f2 =
∑
m,n
z2mz
2
n (4.37)
for brevity. The solutions to Eqs.(4.33,4.34) are given by
R2M = I
2
M = 0 or (4.38)
R2M + I
2
M = −
c0 + 2f
N
(4.39)
for each M, where c0 = (Λ
2 + r)/6g and N is now the number of fast modes that are nonzero. Thus if there
are T total fast modes then there are 2T total extrema given by N modes with zM 6= 0 and T −N modes
with zM = 0, where N ∈ 1, 2, . . . , T .
Substituting Eq.(4.39) into S˜mix we find that
S˜mix(N) = −6g(c0 + 2f)2, (4.40)
which is independent of N . The global minimum corresponds to the most negative value of S˜mix(N) provided
the Hessian is positive at that solution. As an example, calculating the Hessian for S˜mix(N = 1) we find
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H(S˜mix(N = 1))
12g
=

c0 + 2f + z
2
1 + 2R
2
1 2R1I1 0 0 0 . . . 0
2R1I1 c0 + 2f + z
2
1 + 2I
2
1 0 0 0 . . . 0
0 0 c0 + 2f 0 0 . . . 0
0 0 0 c0 + 2f 0 . . . 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . c0 + 2f 0
0 0 0 0 . . . 0 c0 + 2f

,
(4.41)
where WLOG we have assumed that the nonzero zM was the first one. Here we run into a problem because
the determinant is zero! In particular one of the eigenvalues of this matrix is zero. This is true even for
N > 1.
Not all hope is lost, however, as there is evidence that a change of variables is in order. We can see this by
noting that the action at the minimum is a function of z2M = R
2
M + I
2
M only. If we make the transformation
to polar coordinates
z2M = R
2
m + I
2
m (4.42)
tan(θM) =
Im
Rm
(4.43)
only for the nonzero fast mode, then our extrema equation becomes
0 =
∂S˜′mix
∂RM
= 4zM
(
Λ2 + r + 12gf
)
+ 24gzM
∑
N 6=M
zN + 24gz
3
M. (4.44)
If we further assume all but one zM = 0 for example then the remaining nonzero solution becomes
z2M = −(c0 + 2f). (4.45)
This results in the same minimum as in Eq.(4.40). If we now integrate out θM and then calculate the new
Hessian we find that it is diagonal resulting in a total contribution from the integration of the fast modes
given by
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∑
K
zKdetHpolar(S˜mix(N = 1))e−LdS˜mix(N=1) = −T (c0 + 2f)√
12g
(
12g(c0 + 2f)
)1−T
eL
d(6g(c0+2f)
2), (4.46)
where the sum combines all possible N = 1 solution points, S˜mix(N = 1) is now a function of zK, and Hpolar
is the Hessian of our transformed action S˜′mix(N = 1). We can factor out all dependence on the slow modes
given by f outside the exponential in Eq.(4.46) as
−T
√
(c0 + 2f)
12g
(
12g(c0 + 2f)
)1−T
= −T (12g)1/2−T c3/2−T0 (1 +
2f
c0
)3/2−T . (4.47)
Exponentiating the logarithm of the f -dependent term in Eq.(4.47) and factoring out −Ld provides a con-
tribution
− 1
Ld
ln
(
(1 +
2f
c0
)3/2−T
)
≈ T − 3/2
Ld
(2f
c0
− 2
(
f
c0
)2
+O(f3)
)
, (4.48)
where we have neglected a term independent of f when going from Eq.(4.46) to Eq.(4.48).
T represents the number of fast mode momentum points approximating the surface of a hyperspherical shell
at radius Λ, and for our thin-shell cutoff procedure the volume of this shell is the thickness δb times the
surface of the d-dimensional hypersphere denoted Sd−1 with radius Λ. In the continuum limit T → ∞ as
L → ∞ and each point in momentum space has volume (2pi/L)d. Therefore the quantity T−3/2
Ld
appearing
in Eq.(4.48) in the continuum limit becomes
V ≡ Sd−1Λ
d−1
(2pi)d
. (4.49)
Combining Eq.(4.48) with the action already in the exponential in Eq.(4.46) we find that to O(f2) our
contribution from the integration step becomes
−Ld
{
V δb
2f
c0
− 2V δb
(
f
c0
)2
− 12gc0f − 144gc20f2
}
. (4.50)
Using the definitions for powers of f given by Eqs.(4.36,4.37) as well as c0 = (Λ
2 + r)/6g and recalling
Eq.(4.26) to determine the original coefficients of the theory and factor them out of the terms in this
expansion we obtain
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−12gc0f + V δb2f
c0
= 2f
(
− 2(Λ2 + r) + 6V δb
( g
Λ2 + r
))
(4.51)
−24gf2 − 2V δb
(
f
c0
)2
= 6f2
(
− 4g − 12V δb
( g
Λ2 + r
)2)
(4.52)
We thus find the quantities A, B, and C from Eqs.(4.23-4.25) as
A = 0 (4.53)
B = −2(Λ2 + r) + 6V δb
( g
Λ2 + r
)
(4.54)
C = −4g − 12V δb
( g
Λ2 + r
)2
, (4.55)
where the first term comes from the minimum of the action, the second term comes from the expansion of
the logarithm of the Hessian, and we have used the quantity V from Eq.(4.49).
Although it seems that we have what we’ve been seeking, this is not the case as there is a fatal flaw in
Eqs.(4.23-4.25) when applying Eqs.(4.53-4.55). Due to the contributions from the negative action at the
global minimum, there is a constant additive term in the equation for r as well as a sign flip in the first term
of the equation for g. These changes ensure that there is no fixed point solution at (r, g) = (0, 0) and the
only finite fixed point solution requires g < 0, which is a nonphysical part of coupling space! How can we
rectify such serious problems? Since the culprit comes from the value of the action at the global minimum
being less than zero for g > 0, it is time to switch from a purely mathematical analysis of the extrema
generated by Laplace’s method here and analyze the system with respect to physical constraints.
It is true that in the limit L → ∞ the global minimum of the action can be negative, but what we have
shown is that there no fixed points in this case under the constraint that g > 0. In other words, there are no
self-similar points and thus no singular behavior at such extrema. Since we are only interested in singular
behavior of the partition function arising from a self-similar solution to the RG equations, we must revise
our method and subsequent use of Laplace’s method: expand about the extrema that minimize the action
subject to the constraint that such extrema identify self-similar singular behavior. In general we find that for
the action given in Eq.(4.26) any extrema that correspond to negative values of the action when g > 0 do
not generate fixed points. Thus the global extremum containing fixed point solutions in physical parameter
space corresponds to the other set of solutions to the extrema equations given by Eq.(4.38), which is also
conveniently a much easier point to solve.
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Since S˜mix contains only terms with at least one fast mode plugging in Eq.(4.38) results in
S˜mix(zM = 0) = 0, (4.56)
where we have assumed all fast modes are set to zero. To determine the Hessian we can start with
Eqs.(4.33,4.34) and take one more derivative with respect to real and imaginary parts for each giving
∂2S˜mix
∂RM∂IN
(zM = 0) = 4(Λ
2 + r + 12gf) ≡ 12g(c0 + 2f) (4.57)
∂2S˜mix
∂RM∂IN
(zM = 0) = 4(Λ
2 + r + 12gf) ≡ 12g(c0 + 2f) (4.58)
∂2S˜mix
∂RM∂IN
(zM = 0) = 0, (4.59)
where we have again used
c0 ≡ Λ
2 + r
6g
. (4.60)
We thus find that the Hessian becomes
H0(S˜mix)
12g
=

c0 + 2f 0 0 0 0 . . . 0
0 c0 + 2f 0 0 0 . . . 0
0 0 c0 + 2f 0 0 . . . 0
0 0 0 c0 + 2f 0 . . . 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . c0 + 2f 0
0 0 0 0 . . . 0 c0 + 2f

,
where the subscript on H0 indicates that we are applying the solution in Eq.(4.38) to the Hessian calculated
using the original fast mode variables RM and IM. Therefore the determinant of the Hessian of S˜mix(zM = 0)
in this case becomes
(
12g(c0 + 2f)
)2T
, (4.61)
where T is the number of fast modes M and the factor of 2 in the exponent comes from the fact that each
fast mode has real and imaginary components.
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Since Eq.(4.56) shows that only the Hessian contributed to the integration step we simply take the expo-
nential of the logarithm of
2pi√(
12g(c0 + 2f)
)2T = 2pi(12g(c0 + 2f))−T , (4.62)
which becomes
exp
{
ln(2pi(12gc0)
−T )− T ln(1 + 2f
c0
)
}
. (4.63)
When we calculate the same integration step for S˜>(zM = 0) the only difference is that f = 0. Dividing the
integration of S˜mix by that of S˜> simply cancels the first term in Eq.(4.63). When we factor out −L−d and
then take the limit as T →∞ the expansion of the logarithm in powers of f is the same as in Eq.(4.48). We
can then factor out 2f and 6f2 from the first two terms in the expansion respectively in the same way as
given by Eqs.(4.51,4.52) to obtain
A = 0 (4.64)
B = 6V δb
( g
Λ2 + r
)
(4.65)
C = −12V δb
( g
Λ2 + r
)2
. (4.66)
This result differs from Eqs.(4.53-4.55) in that it is devoid of the troublesome terms not proportional to V δb.
We can now turn to finding the fixed point solutions of the RG equations, but to make things even more clear
we can transform these recursion relations to differential equations by simply performing a Taylor expansion
with respect to b about b = 1 in the thin shell limit as
r′ = r +
(
2r + 6V
g
Λ2 + r
)
δb+O(δb2) (4.67)
g′ = g +
(
(4− d)g − 12V
( g
Λ2 + r
)2)
δb+O(δb2) (4.68)
⇒ dr
db
= 2r + 6V
g
Λ2 + r
(4.69)
dg
db
= (4− d)g − 12V
( g
Λ2 + r
)2
, (4.70)
where δb 1. Besides simplifying the equations themselves, the advantage to this form for the RG equations
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is the fixed point solutions simply require
dr
db
= 0 (4.71)
dg
db
= 0, (4.72)
which are given by
(r∗, g∗) = (0, 0) (4.73)
(r∗, g∗) =
(
− 4− d
8− dΛ
2,
4− d
(8− d)2
4Λ4
3V
)
. (4.74)
Notice that we obtain the Gaussian point at the origin as well as a nontrivial solution dependent on Λ and
V . The dependence of r∗ and g∗ on our arbitrarily chosen parameters is not unexpected given that the value
of the fixed point itself is not universal. For a highly similar example see section 12.5.3 of [15]. In order
to extract exponents we solve the eigenvalue equation given by linearizing these equations near each fixed
point. The linearized matrix is
M =
2− 6V g∗(Λ2+r∗)2 6VΛ2+r∗
24V (g∗)2
(Λ2+r∗)3 4− d− 24V g
∗
(Λ2+r∗)2
 ,
and we can plug in the Gaussian and nontrivial fixed point values of r∗ and g∗ to obtain
MGauss =
2 6VΛ2
0 4− d
 (4.75)
and
MCrit =
 d/2 (8− d) 3V2Λ2
(4−d)2
8−d
2Λ2
3V d− 4
 . (4.76)
The matrix in Eq.(4.75) is triangular, and thus the eigenvalues can be read off directly as λ = (2, 4− d). In
d = 3 the largest is 2 and thus as per Eq.(2.50) ν = 1/2. Since A = 0 in Eq.(4.23) the anomalous dimension
is η = 0, giving mean field results as expected. At the other fixed point, however, η = 0 for the same reason,
but we must solve the eigensystem corresponding to Eq.(4.76) starting with the characteristic equation
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0 = (d/2− λ)(d− 4− λ)− (4− d)2, (4.77)
which is clearly independent of V and Λ as expected. The eigenvalues are thus
λ± =
1
4
(
3d− 8±
√
17d2 − 144d+ 320
)
(4.78)
and λ+ gives the mean field value of 2 in both d = 2 and d = 4, the former being particularly surprising
as the Onsager exponents for the full ϕ4 theory in d = 2 have η = 1/4 much larger than in the d = 3
case. Interpreting the action in Eq.(4.26) as a subset of the full ϕ4 theory, this seems to indicate that the
neglected terms contribute all of the mean-field-deviating behavior of the d = 2 system. It is important to
clarify that this ’subset’ interpretation is just a heuristic analysis at this point, but such interpretations are
worth exploring due to the possibility that they may reveal to what extent η and ν affect each other given
a particular universality class. In contrast, something fundamentally different occurs in d = 3, where this
reduced action contributes to deviations from mean field.
In particular for d = 3 we find that
λ+ =
1
4
(1 +
√
41) (4.79)
⇒ ν = 4
1 +
√
41
(4.80)
=
1
2
+
1
10
(
√
41− 6), (4.81)
where the last line extracts the decimal part of the irrational and shows the difference from mean field. The
numerical value ν ≈ 0.540 is larger than mean filed theory but smaller than the ϕ4 critical value. Regardless,
this fixed point is clearly not mean field and we give a list of exponents in Table 4.1 as well as numerical
approximations for them.
It is important to note that although the action here is not that of ϕ4 theory, the method of the limit of
finite systems can produce exact exponents as it has here.
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Table 4.1: Critical exponents of the reduced ϕ4 theory in Eq.(4.26) corresponding to the nontrivial fixed
point in d = 3. These exponents lie between the ϕ4 critical exponents and those of mean field theory. They
are closed form exact values for the system given in Eq.(4.26).
Exponent Exact Approximate
α 12 − 310 (
√
41− 6) 0.379
β 14 +
1
20 (
√
41− 6) 0.270
γ 1 + 15 (
√
41− 6) 1.08
δ 5 5
ν 12 +
1
10 (
√
41− 6) 0.540
η 0 0
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Chapter 5
Concluding Remarks
Despite the focus of this thesis on classical ϕ4 theory, the work herein should not be considered specialized
methods for this model but rather research on general nonperturbative analytic techniques to calculate
physical observables in field theory. The use of ϕ4 theory is as a ’fruit-fly model for phase transitions’ [23] in
that it is the simplest interacting model with nontrivial critical behavior and as such it makes for an excellent
proving ground for new techniques. Given the initial progress shown here by the methods above, the next
natural direction to take, after further refinement of the work in Chapter 4, is application of these methods to
quantum quartic models and higher order interaction terms of the same type: semi-local reflection-symmetric
models both with and without disorder. The benefits of a general nonperturbative technique for calculating
observables in interacting quantum field theories is hard to overstate. Therefore any hint of potential success
toward that goal, big or small, should garner continued interest. This thesis has been written for an audience
with the intention of near-future application for further research.
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Appendix A
The nonlinear eigenvalue equation from which we generate our basis is
∇2ϕ− rϕ− gϕ3 = 0, (A.1)
where ϕ = ϕ(x), r is the mass coefficient, and g is the coupling. This is readily recognized as the d-
dimensional anharmonic oscillator equation. We begin by choosing an anzatz solution ϕ(x) = Apq(k · x +
θ,m), where pq is a Jacobi elliptic function from Table A.1 and θ = 0 or θ = K(m). Inserting this anzatz
into Eq.(A.1) produces a set of equations
0 = (k2q2 − r)Apq(k · x+ θ,m) (A.2)
0 = (A−2k2q4 − g)A3pq3(k · x+ θ,m) (A.3)
that must vanish separately, where both q2 and q4 are chosen according to pq via Table A.1.
Table A.1: The Jacobi elliptic functions and the values corresponding to differential equations they solve.
m is the elliptic modulus. This list is reproduced from [24].
pq q2 q4
sn −(1 +m2) m2
cn 2m2 − 1 −m2
dn 2−m2 −1
ns −(1 +m2) 1
nc 2m2 − 1 1−m2
nd 2−m2 m2 − 1
sd 2m2 − 1 −m2(1−m2)
ds 2m2 − 1 1
cd −(1 +m2) m2
dc −(1 +m2) 1
sc 2−m2 1−m2
cs 2−m2 1
Since pq(k · x+ θ,m) 6= 0 in general we are left with algebraic equations
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r = k2q2 (A.4)
A2g = k2q4, (A.5)
which we can use to solve for m and A once we choose pq. Parameter k, on the other hand, will be determined
by applying periodic boundary conditions
ϕ(xi = L) = ϕ(xi = 0) ∀ i ∈ {1, 2, . . . , d} (A.6)
∂ϕ(xi = L)
∂xi
=
∂ϕ(xi = 0)
∂xi
∀ i ∈ {1, 2, . . . , d} (A.7)
to the eigenproblem
∇2ϕ− rϕ− gϕ3 = λϕ (A.8)
where L is the characteristic size of the system. The allowed values of k for this boundary value problem
are
kn =
2K(m)n
L
(A.9)
for n = (n1, . . . , nd) with integers for each ni. Recall that K(m) is the quarter period of the Jacobi elliptic
functions, so these allowed values simply state that only half-period multiples will satisfy periodic boundary
conditions. The corresponding eigenvalue becomes
λn = −k2nq2 − r, (A.10)
which gives the expected relation λn = k
2
n − r in the g → 0 limit since q2(m = 0) = −1 for both sn and
cn. Eqn’s (A.5), (A.9), and (A.10) don’t quite uniquely determine the eigensystem since the equation for
En is identical with the equation for r for the eigenproblem. In order to obtain unique eigenstates we must
normalize them. If we write down a typical expression to normalize these eigenfunctions
1 = A2
∫ L
0
ddxpq2(kn · x,m) (A.11)
we find that A or m or both could be n dependent scalars in general. In order to determine the exact depen-
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dence we will impose the restriction that in the limit that g → 0 we reproduce the normalized eigensystem
for the free case (i.e. A → √2/L). We find that m depends on n. We can now state the full eigensystem
solution by restricting to m ∈ (0, 1) and the Jacobi function pq corresponding to the appropriate range of r
and g. In particular we find
ϕn = A(mn)sn(kn · x,mn) (A.12)
A(m) =
√
2
L
(
2K(m)− E(am(2K(m),m),m)
m2K(m)
)−1/2
(A.13)
λn = (m
2
n + 1)k
2
n − r (A.14)
for the sn case and
ϕn = A(mn)cn(kn · x,mn) (A.15)
A(m) =
√
2
L
(
2(1−m2)K(m)− E(am(2K(m),m),m)
m2K(m)
)−1/2
(A.16)
λn = (2m
2
n − 1)k2n − r (A.17)
for the cn case. Here E(x,m) is the complete elliptic function of the second kind and am(x,m) is the
amplitude function. Notice that in these equations m = m(n) which is determined for each ϕn by self-
consistent solution of
A(mn)
2g = k2nq4(mn). (A.18)
We are interested in showing that these solutions form a complete basis for all physically reasonable
functions (in more formal math language we will prove that the eigensystem solution set forms a basis
on L2(0, 1))! This is a very bold claim and the recipe will be incomplete if we stop with just the solved
eigensystem, but we will discuss more of this further below. We begin by looking at the trigonometric series
expansion of the Jacobi elliptic functions. The only possible bounded trig functions that satisfy our periodic
boundary of length L are
sin(pin · x/L) odd functions (A.19)
sin(pin · x+ pi/2) even functions. (A.20)
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We could instead use cos to define the even and odd trig functions here, but the important point is that one
type of trig function can be used to define all of the solutions allowed on a periodic boundary. These are
exactly the terms appearing in the Jacobi trig expansion for sn (or for cn when using cos). They are also the
Fourier expansion modes for this system, which form a complete basis for any function on L2(0, 1). For the
rest of the proof we will assume we are looking at a system in which r ∈ (−∞,∞) and g ∈ [0,∞). Applying
these restrictions to Eq.(A.18) and using Table A.1 we can see that the restriction to positive g eliminates
the use of cn functions. Further requiring bounded functions effectively reduces the choice to sn solutions.
Finally, we will ignore overall constant solutions, although including them in the analysis is trivial. If we
suppose that an arbitrary function on L2(0, L) has the Fourier expansion
u(x) =
∑
j
co,jsin(pin · x/L) + ce,jsin(pin · x/L + pi/2), (A.21)
then all we need to do is show that there is a one-to-one correspondence between the Fourier coefficients
and the coefficients of an expansion of the same arbitrary function over the elliptic eigenstates
u(x) =
∑
j
bo,jsn(2K(mj)j · x/L,mj) + be,jsn(2K(mj)j · x/L+ 2K(mj),mj). (A.22)
This is easily done, however, via proof by induction. First we note that we only need to prove that either
the odd or the even part of u(x) has a complete basis description, since it follows that the other part can
be constructed in exactly the same procedure. We look at the odd part only below and drop the o and e
indices. Also, denote the trig expansion of a given eigenfuntion as
ϕj(x) =
∑
j
aj,nsin ((2n + 1)pij · x/L) . (A.23)
Since n is a scalar the only trigonometric functions that can contribute to a given ϕj are those that have j
lie on a line that passes through the origin and j, thus we can restrict the calculation to one such line and
drop the vector index notation. Further notice that due to the 2n + 1 indexing in the trig expansion, the
even j indexed eigenfunctions are independent of the odd j indexed ones. Therefore we can WLOG further
restrict the proof to the odd j indexed eigenfunctions, which we do below. Both of these simplifications are
related to the partial orthogonality relations that the elliptic basis functions share, as detailed in Chapter 3.
For the base case we see that in Eq. (A.23) the lowest eigenfunction ϕ1 is the only eigenfunction containing
the lowest Fourier mode sin(pix/L). Thus we have an algebraic constraint equation
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a1,1b1 = c1, (A.24)
that uniquely specifies the j = 1 eigenfunction amplitude via solving for b1. Now we can proceed in the
exact same way for the second lowest (j = 3) eigenfunction since the total ϕ1 amplitude a1,3b1 has already
been solved!
a3,3b3 = c3 − a1,3b1, (A.25)
which solves b3. In this way, when we reach the j eigenfunction, the previous j − 1 eigenfunctions already
have set amplitudes, so we simply solve the algebraic equation
aj,jbj = cj − a1,jb1 − a3,jb3 − ...− a1,j−1bj−1, (A.26)
for the one remaining variable bj . QED
Thus we see that for any given arbitrary function on L2(0, 1) there is a unique representation of that
function in terms of the eigensystem of Jacobi elliptic functions that solve our nonlinear model.
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