Abstract-This paper presents a method for processing real-time data error in generalized state estimation (GSE). Attention is focused on the two main types of error: network topology errors and bad data on analog measurements. The proposed approach is able to handle both errors without making any previous assumption regarding the nature of those errors. The degrading effects of topology errors over bad data processing when both topology and measurement errors occur at the same time are evaluated and new strategy is proposed to overcome it. GSE is treated as a constrained optimization problem where measurements and circuitbreaker status are modeled as equality constraints. Geometric tests based on the geometric interpretation of the Lagrange multiplier vector are then utilized to determine the source of the error. The proposed strategy is tested on two model power networks represented at the bus-section level which is derived from the IEEE 30-bus and 118-bus systems.
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I. INTRODUCTION

S
TATE estimation (SE) is at the core of the power system control activities. The accuracy of SE influences the quality and effectiveness of the network control decision. The presence of bad data measurements and wrong network topology impacts the accuracy of SE. These limitations are overcome through the representation of breakers and switches as zero impedance branches [1] - [3] in generalized state estimation (GSE) [4] . The GSE provided the capability for measurement/topology anomaly and has paved the way to a new series of topology error identification algorithms, such as [4] - [16] .
Majority of the bad data algorithms, work successfully under the assumption of a correct topology [17] , [18] . Similarly, topology error identification procedure usually disregards the possibility of analog bad data simultaneously occurring along with topology errors [6] , [10] - [12] , [15] , [16] . However, it is not known beforehand which errors are causing the anomaly and wrong assumption of it leads the error detection process to fail, compromising the effectiveness of the state estimation.
The detection and identification of bad data when they comprise of both topology and measurement errors is a real challenge and has been the subject of recent research. In [5] , for instance, the authors have proposed a method to deal with both errors by using an LAV state estimation. The proposed strategy of performing state estimation into two stages avoids modeling the entire system at the substation level. The topology error identification is performed in the second stage with few detailed substations. In [19] the status of suspect lines are estimated through the inclusion of additional variables and measurements in the WLAV estimator and effects of topology errors are discussed. A reduced substation model for GSE is introduced in [20] , avoiding the explicit representation of all circuit breakers in modeled substation. A graph-based approach for topology error processing is presented in [7] . The proposed implicitly constrained model is able to represent topological constraints at a low cost allowing the bad data and topology error processing. Simulation results contemplate a measurement error case and a topology error case. However, the impact of the simultaneous occurrences of topology and measurement errors is not evaluated. Reference [21] formulates state and topology estimation as a co-optimization problem whose objective function involves both the analog measurement residuals and breaker statuses. The paper shows the effectiveness of the method in performing topology error identification. However, further research is required to evaluate its performance in the presence of both topology and bad data errors. In [22] a dc model of power lines and busbars is exploited in a structural data pre-processor, which determines the network topology prior to running the state estimation. If enough information is available, the method is able to identify a large number of unknown breaker status. A rectangular formulation for the GSE is proposed in [23] where the extended state vector contains real and imaginary parts of all bus voltages and circuit breaker currents. The method is able to jointly estimate the system state and breaker's status. The incorporation of branch status errors and bad data measurements is pointed out in the paper conclusion as future extension of the proposed approach.
The -test is extended in [24] to validate hypothesis about the status of circuit-breaker without including it in the state estimation model. The author points out the negative effects of gross measurement error on the topology error identification process. In [8] the power flow and status of circuit-breakers are included as new state variables, overcoming drawbacks in [24] .
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and status measurements are treated as conventional measurements. Breaker status is incorporated as continuous variables and observability analysis is carried out for analog and topological measurements. Hypothesis tests, based on the -test and normalized residuals, are then performed to detect and identify both bad analog and topological measurements. As in [8] , the measurements with the largest normalized residual (LNR) is flagged as bad, it is eliminated from the measurement set and a new state estimation run is performed. A cycle of successive state estimation runs and bad data removal is established until LNR is smaller than 3.0 and bad data are identified. In the presence of multiple errors, however, where it is not possible to ensure that the LNR is associated to the bad data [25] , the normalized residual test strategy may face identification problem and/or may require a high computational burden by the successive re-estimation.
In [13] , geometric test are applied to treat both topology and gross error in GSE approach. The proposed algorithm is effective in identifying topology error and non-interacting measurement errors when they occur separately. However, it is not possible to ensure its effectiveness when both type of error occurs at the same time, as reported and discussed in [13] .
This paper builds further on previous efforts reported in [6] , [10] - [13] to develop a multiple bad data errors within the generic framework of GSE. The causes of the weakness of the method in [13] are investigated and new strategies and procedures are proposed to overcome them. As in those previous approaches, this paper models the suspect parts of the network up to the substation levels and treats GSE as a constrained minimization problem. In this approach, power flows through circuit breakers are included in the problem as state variables and measurements and network configuration appear as equality constraints. Such formulation leads to a sparse tableau linear system providing the values of constraint Lagrange multipliers along with state variables. The Lagrange multipliers are normalized [6] and used to detect the anomaly and to select measurements and operational constraints suspect of having been erroneously modeled. The simplicity of the geometric test, provided by the geometric interpretation of Lagrange multipliers [10] , [11] , is exploited in a new strategy, which determine the cause of the anomaly and identify the error. Differently from [6] , [10] - [13] , no previous assumption on which type of error (or combination of them) is causing the anomaly is made. Furthermore, the new approach is able to overcome the weakness of the previous algorithm in [13] , as discussed and illustrated in Sections V and VI.
The performance of the methodology is demonstrated through IEEE 30-bus and IEEE 118-bus test systems. Distinct types of errors in measurement data, topology model and combination of both are simulated over distinct substation configurations-and results are discussed. The GSE formulation as a constrained optimization problem is reviewed next.
II. ERROR PROCESSING THROUGH GEOMETRIC TESTS IN GSE: OVERVIEW OF PREVIOUS APPROACHES
As mentioned before, this paper builds on previous efforts to propose an improved method to process topology error and analog measurement errors in GSE. This section presents an overview of the references which paves the way to the proposed approach.
GSE was proposed in [4] and contemplates the explicit representation of circuit breakers in state estimation studies introduced in [1] - [3] . The use of normalized Lagrange multipliers for topology error processing in GSE was introduced in [6] . The method in [6] is based on the formulation of GSE as an optimization problem, in which suspect parts of the network is modeled at the bus section level. The Lagrange multipliers related to operational constraints, which model the breaker status, are normalized as given in (10) . The magnitude is checked for the presence of topology error and hypothesis testing is applied to determine the suspect set , that is, the circuit breakers which are suspect of being erroneously modeled. The breakers in set undergo a enumerative procedure that determines which one(s) is (are) erroneously modeled. Such a procedure requires a state estimation run for each alternative hypothesis corresponding to each particular suspect status combination. Besides, the success of the error process depends upon the inclusion of all erroneous information in set S, which cannot be always guaranteed by the -test when multiple errors occur. In [10] and [11] , the computation burden of the algorithm in [6] is strongly reduced through the use of a Bayesian-based hypothesis testing procedure, which eliminates the need of state estimation runs required before. The paper also introduces a geometric interpretation of the Lagrange multipliers, presented as an extension of the residuals' geometric approach proposed in [26] . The new approach yields a very simple test applied in a pre-processing stage to the hypothesis testing in [10] and [11] to ensure that all erroneous breakers with wrong status are selected as suspect. The use of this geometric-test is expanded in [12] , where the entire topology error identification process in GSE becomes conducted through them. The advantage of this approach is that the geometric-test is simple to use and require little computational effort.
References [6] , [10] - [12] are centered on topology error identification, by processing errors on operational constraints only and considering that measurements are free from gross error. Despite of these efforts, this assumption is not always correct, since in practice it is not possible to ensure that the measurements are free from gross error while processing topology errors or even that topology is free of modeling error while a bad data analysis is performed for the set of analog measurements.
In [13] the geometric-test is first explored to process both topology error and measurement errors in GSE. The geometric test is applied to the entire set of information (that is measurements and breaker statuses) in order to identify the source of the error (topology error, measurement error or both). The method is effective in identifying the non-interacting errors when a single source of error is identified, that is, non-interacting gross error in measurement only, or topology error only. However, it is not possible to ensure the effectiveness of the algorithm when multiple interacting errors occurs or when multiple topology errors and multiple gross errors in analog measurement occur at the same time. The failure cases are addressed and discussed in [13] .
The method proposed in this paper proposes new strategies and procedures to overcome the weakness of [13] , so that the simplicity of geometric tests can be successfully explored to process topology error and measurement errors even when they occur at the same time, and without making any previous assumption regarding the source of the error. The new approach narrows down the search field for the type of the errors to the suspect set of information through a combination of geometric and normalized Lagrange multiplier tests. This expedites the process which is required from the real time application perspective. The degrading effects of the simultaneous occurrence of topology error and measurement error over the geometric tests are investigated, so that new strategies and additional steps are included in the bad data process algorithm in order to circumvent such effects, as discussed in Sections V and VI.
III. EQUALITY-CONSTRAINED GENERALIZED STATE ESTIMATION WITH A PRIORI INFORMATION
The constrained generalized state estimation (CGSE) framework has been discussed in details in [6] , [10] - [13] .
The CGSE problem is represented by
where , , and are the measurement vector, the residual vector, and the vector of measured quantities, respectively; and are the measurement and a priori states covariance matrices, respectively, and are the estimated state vector and a priori state vector, respectively.
In (1)- (4), circuit breakers are modeled as zero impedance branches as proposed in [1] - [3] , which means that power flow through these devices are included as new state variables (breaker flows). Therefore, the extended state vector comprises of both nodal voltages and breaker flows, that is (5) where is an -vector of voltage angles excluding the angle of reference bus, is an N-vector of voltage magnitudes and and are -vectors of active and reactive power flow through modeled circuit breakers, respectively, while and are the number of buses and the number of modeled circuit breakers, respectively.
The equality constraints include the measurement model equations, represented by (2) , and deterministic information such as zero bus injections and reference bus angles, represented by structural constraints, in (3). The information made available by the status of the explicitly represented switching devices is also included in the state estimation problem as equality constraints, which are referred to as the operational constraints and denoted in (4) by [6] . These constraints represent zero voltage drop and zero voltage angle difference across closed switching branches and zero active and reactive power flow through open ones.
The second component in (1) is added to the objective function to take into account the possibly available a priori information on the states, where is the vector of a priori information on the states, and is the covariance matrix of the a priori states [27] play the same role of phase pseudo measurements. Their variances assure that, under observable conditions, the a priori values have little influence on the states estimates. However, in cases of non observability, due to the occurrence of multiple unconnected islands, they are able to ensure the system observability without the extra cost of identifying each island before assigning a phase pseudo measurement to one of its nodes [27] .
A priori information also plays an important role in the topology error processing, since it alleviates the degrading effects caused by critical sets involving operational constraints. It is worth noting that such critical sets are dictated by the topology of the network, so that they cannot be eliminated by simply reinforcing the conventional measurement set. Moreover, the islanding problem is much more common when bus section level is adopted for the network model, as it is the case in GSE. Both, islanding problem and operational constraint criticality reinforce the importance of including a priori information into the state estimation problem. More details regarding the use of a priori information in GSE can be found in [12] and [27] .
Alternatively, one can overcome the need of defining multiple references in GSE by applying other technique, such as the one proposed in [28] .
The solution of the GSE problem presented in (1) is iteratively obtained by applying Hachtel's augmented matrix method [29] , which solves the following linear system: (6) where (7) (8) (9) (10) (11) and and are diagonal covariance matrices of the structural and operational constraints, respectively. Theoretically, and are null matrices as they correspond to deterministic information. In order to avoid numerical problem in convergence process one can either apply pivoting on block matrices or choose small values (some order of magnitude less than typical measurement variances) in the diagonal of and [11] . The state estimate vector is updated via , and the iterations proceed until becomes smaller than a given tolerance.
IV. LAGRANGE MULTIPLIERS AND GEOMETRIC TESTS
Vector in (6) contains the Lagrange multipliers associated to the constraints imposed by the measurements, structural and operational constraints in (2)-(4). The Lagrange multipliers represent sensitivities of the objective function with respect to those constraints. Therefore, their normalized values can be used to detect and identify inconsistencies in the mathematical model of the constraints of state estimation. The normalized Lagrange multiplier (NLM) is defined by [6] ( 12) where is the th diagonal element of the Lagrange multiplier covariance matrix, , which can be directly obtained from the triangular factors of the tableau matrix in (4), by taking advantage of the fact that (13) The dimensions of partitions , , and correspond to the dimension of , , and , respectively.
The NLM play in GSE the same role as normalized residuals do in the conventional state estimation. In fact the NLM corresponding to the measurement set are equivalent to the normalized measurement residuals [6] . It is not difficult to demonstrate that in the case of one bad data, when rest of the measurements and constraints are correctly modeled, the NLM associated with that incorrect information is comparably higher than the rest. When multiple errors are present, however, it is difficult to detect from the relative values of NLM the erroneous measurements and operational constraints. The impact of topology errors on the NLM is significantly higher than that of by the gross measurement errors. In view of this argument, although NLM reflects the sensitivity to an anomaly, it is not possible to directly detect the incorrect constraints from simply monitoring the values of NLM.
A. Geometric-Test
A geometric test and associated interpretation of NLM is necessary to rescue the situation. An interpretation of NLM is reported in [10] and further applied to topology error processing in CGSE in [11] and [12] . According to this, if a suspect set is selected from the whole set of operational constraints such that the Lagrange multiplier vector can be entirely in the range space of the error vectors, one can say that the suspect set contains all erroneous information. This is described in details.
Let us define the suspect set , Lagrange multiplier , error vector , is the true state vector, and as the Lagrange multiplier covariance matrix. According to [12] the following relation holds: (14) If all data is perfect except for one bad data/anomaly, say th one, and assuming that a priori information about the states is perfect, that is , (14) can be written as (15) where is the th column of . Equation (15) shows that, in this case, the Lagrange multiplier vector, , is collinear with , which means that the angle between and is equal to zero.
Considering the case of multiple errors and the undetectability of error in critical data, matrix is partitioned as follows [27] : (16) where contains the linearly independent columns of related to the suspect set of information (set ), correspond to valid information (set ), and are the remaining columns of corresponding to critical information and the suspect data corresponding to each -tuple suspect critical set. The critical data of networks modeled at bus section level can be obtained through generalized criticality analysis, such as [2] and [30] .
Suppose that all measurements in set are perfect, that all constraints correctly represent the network topology and that a priori information about the states is perfect. In this case the error vector can be written as (17) When (16) and (17) are substituted in (14), we obtain (18) The above equation shows that if set contains all erroneous operational constraints, vector will lie in the range space of , , that is, the angle between and will be equal to 0 . If is this angle, the collinearity between and , can be determined by the cosine of . As demonstrated in [10] - [12] , the can be calculated by (19) where (20)
According to the above discussion, under the hypothesis that all measurement and a priori information are perfect and all information except those in set correctly represent the network model, is equal to 0 , consequently, the value calculated from (19) will be equal to 1.0. Conversely, if the suspect set fails to capture all erroneous information, will not lie in the range space of , will be different from 0 and, therefore, will be significantly different from 1.0. The cosine test represented by (19) can be exploited to check whether all erroneous information is included in set or not. In practice measurement and a priori information are both random variables and will produce small deviations of the from its theoretical value, i.e., will be slightly less than 1.0 in the case all erroneous information are included in set . Since the statistical characterization of as a random variable is not a trivial task due to the nonlinear form of (19) , the heuristic approach proposed in [12] has been applied, where is a small positive number, in the range of [0.1, 0.2], for example.
References [10] - [12] concentrate the search of error on the suspect set of operational constraints, assuming that the set of measurement are free of error. Reference [13] , on the other hand, considers the entire set of measurement and operational constraint in the search for erroneous information.
In this paper, we determine a suspect set of measurement and a suspect set of operational constraint and ensure the inclusion of all erroneous information in each set by applying the geometric-test devised in (19) , as discussed next.
V. GSE MODELING ERROR PROCESSING: THE IMPROVED APPROACH
As mentioned before, the proposed approach builds on previous efforts [6] - [13] to combine the use of NLM and the geometric test (presented in the previous section), to devise a new method capable of processing modeling error in state estimation without making previous assumption about the network topology or the analog measurements. The proposal includes new strategies and steps to circumvent the difficulties faced in [13] in processing simultaneous occurrence of both types of error. In order to achieve this goal, the following steps are taken: -anomaly detection; -suspect information selection; -anomaly source identification.
A. Anomaly Detection and Suspect Set Selection
The GSE described earlier is formulated to solve and obtain NLM. The test is set to check the presence of any anomaly, where is the pre-specified threshold. Differently from [13] , NLM associated with each measurement and operational constraints are monitored to help narrow down the search for suspect set. Any measurement or constraints having NLM larger than is selected as an element in the suspect set. The construction of the suspect set is complete when geometric test produces close to 1.0-otherwise the process of including additional measurements/constraints continue by reducing until the geometric test is satisfied. A typical value for the initial value for is . If set fails to include all erroneous information, a new, reduced value, for is adopted.
B. Source and Nature of the Anomaly
The suspect set is partitioned into and . Any element of corresponding to zero bus injection or reference angle is dropped as they are deterministic.
contains suspect analog measurement and contains suspect breaker status (operational constraints). Covariance matrix is partitioned accordingly, yielding (22) where and contains the linearly independent columns of related to the suspect measurement and operational constraints, respectively.
Differently from [13] , the presence (or not) of topology error is verified prior to making any conclusion about the presence (or not) of measurement error. For , reduced covariance matrix is formed from as shown in (21) , the topology error detected in the previous CGSE run was the only source of the anomaly and the process is ended. Otherwise, if , the suspect set is again constructed. The suspect set this time will have only measurement error-single or multiple. A gross error analysis algorithm is applied each time the presence of such error is confirmed. While generalized method in [17] and [18] can be adopted, here the same geometric test is continued on the suspect measurement set-until the wrong set of measurement are identified and eliminated from the set of measurement. The state estimation now can continue to produce correct estimate of the system states.
The above strategy eliminates the drawback in [13] as evidenced by the results presented and discussed in Section VI. Next section presents the algorithm of the proposed method.
C. Proposed Algorithm
The approach proposed in this paper is based on the two-stage state estimation proposed in [3] - [5] , and further applied in [6] , [10] - [14] . Accordingly, the first stage processes the network modeled at the conventional bus-branch level and the results of well-known bad data analysis [17] , [18] are used to narrow down the region affected by the error. Different methods [4] , [5] , [31] can be used to determine a reduced network that comprises the suspect region. As in [4] - [8] , [10] - [13] , the anomaly identification method proposed in this paper is conducted in the second stage, which deals only with the reduced network. Since only few substations of the reduced network have to be detailed at the bus section level, the dimension of the detailed model in the second stage is kept low; making the anomaly identification process feasible to real-sized network.
Based on the previous subsections and above arguments, the following steps are proposed for the second stage of the state estimation. A flowchart is presented in Fig. 1 .
Step 1: Perform Generalized Criticality Analysis (GCA)
Step 2: Perform GSE and compute normalized Lagrange multipliers. Let and . If : No error, stop. Otherwise: anomaly detected. Proceed to Step 3.
Step 3: (Suspect set selection) Select as suspect all information (measurement or operational constraint) for which , forming set ;
Step 4. (All wrong information in set S) Compute for the suspect set using (19) . If , then all erroneously modeled information are included in set , go to
Step 5. Otherwise, decrease as follows:
, then do and go to Step 3.
• If
Step 5. (Anomaly source identification) Partition set into and according to the type of information, measurement or operational constraint, respectively. Compute the cosine value for sets and using (19): • If "Network topology is free of error". Check that to conclude that "Gross error in analog measurement only", debug set in Step 6; • Otherwise, "Topology error detected". Debug set in Step 6.
Step 6. (Topology (Gross) error identification via geometric-test) Temporally remove operational constraint (measurement) from set and compute cosine value for the reduced set using (19): • If , then operational constraint (measurement) is erroneously modeled and must remain in set ; • Otherwise, the operational constraint (measurement) is free of error and is definitively removed from set ; -Upon completion of the above procedure, set contains all erroneous operational constraints (measurements). Correct the status of the erroneous breaker by changing its current status position (eliminate the erroneous measurement or correct them by choosing a suitable algorithm, such as [12] and [17] ). Go to Step 1.
VI. SIMULATION RESULTS
The proposed approach has been implemented in a model electric power system. The IEEE 30-bus and IEEE 118-bus are employed to evaluate the performance of the algorithm proposed in Section IV-C, which has been implemented in Matlab. Numerical simulation has been run on an Intel Core I7, 6-GHz (4 GB of RAM) computer. The measurement values are simulated by adding zero mean random errors to exact values obtained from an extended power flow [32] . Measurement error variances are determined as function of the level of accuracy of Fig. 1 . Flowchart of the proposed algorithm. the meters. An accuracy level of 1% has been adopted for power injection and power flow measurements. The initial value for threshold is , and . The three possible sources of error, discussed in the paper, have been simulated for both test-systems; they are: 1) gross error in analog measurements only (topology error free); 2) network topology error only (gross measurement error free), and 3) simultaneous occurrence of topology error and gross error in analog measurements.
A. Results for IEEE 30-Bus Test-System
As in [6] and [13] , the attention is focused on substations 12 and 15 of the original system. Fig. 2 shows the bus-section level representation of buses 12 and 15, here re-numbered as 2 and 5, respectively. Also as in [6] and [13] , the metering schemes include power flow measurement at both ends of all conventional branches and power injection at buses 1 to 8.
The power flow through circuit breakers to are included as state variable along with the nodal states, as indicated in the GSE formulation presented in Section III. The operational constraints for breakers B1 to B18 (which depends on the status of each breaker), have been included into the problem, as well as zero injection buses (buses 9 to 18) and reference bus (bus 1). The operational conditions and circuit breaker metering schemes are shown in Table I . The resulting global redundancy for each operational condition is shown in the last row of the table.
1) Gross Error in Analog Measurements
Only: This section presents the results obtained with the algorithm proposed in Section V-C when gross errors in analog measurements have been simulated, while the network topology is kept free of error. The selected cases of single and multiple gross errors involving interacting and non-interacting measurements, branch power flow and/or bus power injection measurements are summarized in Table II. The largest NLM obtained for each case is shown in the last column of Table II and indicates that the anomaly is promptly detected in Step 2 of the proposed algorithm.
Following
Step 3 and 4 of the algorithm, suspect sets of information are determined. The measurements and operational constraints selected as suspect for each case upon completion of Step 4 are shown in Table III. The fourth column of the  table shows the final threshold . It remained equal to its initial value for all cases, indicating that no reduction of was needed to ensure the inclusion of all erroneous information (highlighted in bold) in . The cosine value obtained with (19)   TABLE III  MEASUREMENT ERROR: SUSPECT SETS AND COSINE VALUES   TABLE IV  TOPOLOGY ERRORS for subset and are shown in the fifth and sixth columns of Table III, respectively. As one can see from Table III , in Case A and Case B, no operational constraints have been found as suspect, which means that is an empty set and that the topology is free of error. The cosine value associated to set , , is very close to 1.0 for both cases, as shown in the fifth column of Table III, confirming that gross error in analog measurements is the only cause of the anomaly.
It is also clear from Table III that the cosine values associated to the operational constraints, , for cases C and D are significantly different from 1.0, as expected. It means that the algorithm (see Step 5) , correctly indicates that the network topology is free of error for cases C and D. The for both cases is very close to 1.0, confirming that the anomaly detected in Step 2 is caused by gross error in analog measurement only.
Once gross measurement error is identified as the source of the anomaly, the identification of which suspect measurements in set are indeed wrong is conducted in this paper through the debug procedure described in Step 6. Upon completion of
Step 6, all correct measurements have been correctly removed from set , enabling the identification of the erroneous measurements for all cases in Table II . For the sake of conciseness, the results obtained in this step are omitted from the paper.
2) Topology Error Only: This section presents the results obtained from the proposed algorithm when the topology errors described in Table IV are simulated. In these cases the measurement set is kept free from the gross errors. The largest NLM, shown in the last column of Table IV , points out that the lambda-test (Step 2) is able to detect the anomaly in all cases.
The suspect sets, the final threshold and the cosine values are shown in Table V . The reduction of threshold in cases G and H indicates the effectiveness of Step 4 in ensuring the inclusion of all erroneous information in the suspect sets.
It is worth noting that the cosine value associated to (the suspect measurement set) are unexpected very close to 1.0 for all cases in Table III , although no gross error has been simulated for those cases. This is caused by the impact of topology error over the state estimation and, consequently, the cosine value. The improved strategy proposed in this paper is able to overcome this effect, ensuring the effectiveness of the error process, as shown and discussed next.
In
Step 5 of the proposed algorithm, the cosine value associated to is prioritized and monitored. Its value is close to 1.0 for all cases, as shown in the fifth column of Table V . Therefore, the cosine-test in Step 5 correctly indicates that "topology error is detected" for all cases.
According to the new strategy, before making any conclusion regarding the presence (or not) of gross measurement error, the topology error identification and correction is activated through
Step 6. When Step 6 is applied for Case E, for example, breaker is promptly identified as being erroneously modeled, since it is the only component of the suspect set. Following Step 6, 's current status is changed (from open to closed) and CGSE is performed again. The largest Lagrange multiplier is now equal to 1.589, that is , indicating that no anomaly has been detected after the identification and correction of the detected topology error. Consequently, the cause of the previous anomaly in Case E is correctly classified as topology error only, proving the efficiency of the proposed algorithm also under the degrading effects of topology error. The debug procedure in Step 6 (omitted for conciseness) also succeeds for Cases F, G and H, by eliminating all correct circuit breakers from the set and keeping the erroneous ones in it. The status of the circuit breakers identified as wrong are changed and a new vector of states and of NLM are obtained. As in Case E, the largest NLM obtained after the correction of the erroneous status for cases F, G, and H are no longer greater than the threshold and the process is concluded with no need of further bad data analysis, as indicated in Step 2.
3) Simultaneous Topology and Measurement Errors: This section presents the results obtained with 4 different simulated cases where topology error and gross error in analog measurements occur at the same time. The breakers reported with wrong status to the state estimator and the measurements with gross error (in each case) are indicated in Table VI , which are a combination of the errors presented in Sections VI-A and VI-B. Thus, the correct and simulated values for the measurements in the fourth column of Table VI are shown in Table II , while the correct and simulated status of the breakers in the third column of Table VI can be found in Table IV. The anomaly is promptly detected in all cases, as indicated by the value shown in the fifth column (1st. CGSE run) of Table VI .
The results obtained in Steps 3 to 5 of the proposed algorithm are shown in Table VII . As one can see from the third and fourth columns of the table, the erroneous information (breakers and measurements) have been appropriately selected as suspect for all cases.
The computed through (19) are shown in the sixth column of Table VII . Their values are clearly not significantly smaller than 1.0, which means that "topology error detected" is pointed out in Step 5 for all cases in Table VI (Cases I to L).
According to the proposed algorithm, once a topology error has been detected (and before any conclusion is made regarding gross error in analog measurements), the identification process described in Step 6 is activated.
Through the screening procedure in Step 6, all operational constraints associated to wrong status have been kept in the suspect set while the correct ones have been appropriately removed from it, which means that the topology error identification process succeeded for all cases. Table VIII shows the debug process of set for Case K. The original set , shown in Table VII, is composed by breakers  ,  ,  , is the only breaker to remain in the suspect set at the end of this procedure and is correctly identified as the wrongly modeled breaker. The topology error identification procedure has also succeeded for Cases I, J, and L.
After the topology error is eliminated (by changing the status of the breakers that remained in ), Step 3 is activated. The states are re-estimated and a new set of NLM are obtained. The new largest Lagrange multiplier value of each case is shown in the last column of Table VI (see 2nd. GSE run). They are greater than the threshold for all cases, correctly indicating that the identified topology error is not the only source of inconsistencies, as expected. The algorithm proceeds with the selection of suspect information and cosine value computation again (Steps 3 and 4). The results obtained in these steps are exactly the same as those presented in Table III . This was expected since, once topology errors have been identified and corrected, Cases I to L becomes identical to cases A to D (gross error in analog measurements only), discussed in Section VI-A. As in the cases of Section VI-A, all erroneous measurements have been properly identified.
4) Advantages of the New Approach:
This section aims to clarify the benefits obtained with the new strategies and procedures proposed in this paper to overcome the weakness of the previous approach presented in [13] . In order to achieve this goal the performance of both approaches, previous and proposed, are compared through the IEEE 30-bus test-system cases, presented and discussed in previous sections and also presented in [13] .
As reported in [13] , the previous algorithm can ensure its effectiveness for Cases C, D, E, F, G, and H, which correspond to the following cases:
• single and multiple topology error when measurements are free of gross error (Cases E, F, G, and H); • single gross measurement error (topology free of error), if the measurement is not the power flow through a circuit breaker (Case C); • multiple non-interacting gross measurement error (Case D). On the other hand, as also shown and discussed in [13] , it is not possible to ensure the effectiveness of the previous approach in Cases A, B, I, J, K, and L, that is:
• single gross measurement error in power flow through circuit breaker (Case A); • multiple interacting gross measurement error-even without the presence of topology error (Case B); • topology error along with gross measurement error (Cases I, J, K, and L). The results presented in Section VI-A show that the new strategies and procedures (summarized in Steps 2 to 5 of the algorithm in Section V-B) are crucial to ensure the effectiveness of the proposed approach to all combination of topology and measurement errors, including those in which the previous approach in [13] fails.
B. Simulation Results for IEEE 118-Bus System
The IEEE 118-bus system has been used to illustrate the scalability of the proposed algorithm. As discussed in Section VI-C, the error processing is conducted over a reduced network, which contains all the required topology characteristics discussed in [31] . Attention is focused on substations 4 and 11 of the original network, which are assumed to have a ring bus and breaker-and-half bus configuration, respectively, as depicted in Fig. 3 . The metering schemes include power flow measurement at both ends of conventional branches and power injection at bus-branch modeled buses, that is, buses 1 to 6. Null injection buses and reference bus, as well as status information are included as structural and operational constraints, respectively. The measurement set includes also the power flow through breakers and . Simulated errors are described in Table IX , where SME stands for single measurement error, MME for multiple measurement error, MIME for multiple interacting measurement error, BPTE for by-pass topology error, ETE exclusion topology error and MTE for simultaneous measurement and topology errors, respectively.
The largest NLM obtained for each case is shown in the fourth column of Table IX, indicating that the anomaly is promptly detected in all cases. The final threshold required in Step 4 of the algorithm to ensure all the erroneous information in set is shown in the fifth column of the table.
and , shown in the last two columns, are the number of elements in sets and , respectively, which includes the erroneous information shown in the third column of the table.
The cosine values for sets and are shown in Table X . Since is clearly much smaller than 1.0 for Cases A, B, and C, the algorithm (Step 5) correctly indicates the presence of "Measurement Error Only" (MEO), as shown in the fourth column of Table X. After the debug process of set in Step 6 (omitted for conciseness), the algorithm identifies and eliminates the erroneous measurements and return to Step 1. The largest NLM obtained after this step is shown in the fifth column of Table X , correctly indicating that no anomaly is further detected for Cases A, B and C. The required CPU time is shown in the last column of the table.
For cases D to G, the is very close to 1.0, correctly indicating "Topology Error Detected (TED)" in Step 5, as shown Table X. After the debug process of set in Step 6, the erroneous breakers are correctly identified, the respective status corrected and the algorithm returns to Step 1 (a re-estimation driven). The new largest NLM (obtained after the erroneous status correction) are shown in the fifth column of Table X . According to
Step 2 the process is ended for Cases D and E, since largest NLM is smaller than 3.0, which indicates that the cause of the anomaly is "Topology Error Only" for these two cases. CPU time is shown in the last column of the table.
As for Cases F and G, the new largest NLM is still larger than 3.0, as shown in Table X , correctly indicating the presence of errors. The suspect set selection is activated through Step 3 and the corresponding cosine values shown in Table XI . The presence of topology error is disregarded and the anomaly attributed to MEO (Step 5). The largest NLM after the debug process of is clearly smaller than 3.0, ending the process. The total CPU time required for Cases F and G, which includes both debug process (for set and ), are shown in the last column of Table XI. VII. CONCLUSIONS This paper proposes a comprehensive and systematic approach to process topology error and gross error in analog measurements in GSE, without making any previous assumption of the cause of the anomaly. The proposed approach combines the use of normalized Lagrange multipliers and geometric tests to devise a new strategy capable of handling challenging situations, such as multiple interacting errors, without disregarding true information or require successive re-estimation. The effects of topology error on the performance of the geometric tests are discussed and taken into account to devise the proposed methodology. The results obtained for sub networks of the IEEE 30-bus and IEEE 118-bus test-systems show good performance of the method to process topology error and gross error in analogue measurements when such error occurs independently or simultaneously, emphasizing the robustness and improvements of the proposed approach.
