Feature selection has shown its effectiveness to prepare high-dimensional data for many data mining and machine learning tasks. Traditional feature selection algorithms are mainly based on the assumption that data instances are independent and identically distributed. However, this assumption is invalid in networked data since instances are not only associated with high dimensional features but also inherently interconnected with each other. In addition, obtaining label information for networked data is time consuming and labor intensive. Without label information to direct feature selection, it is difficult to assess the feature relevance. In contrast to the scarce label information, link information in networks are abundant and could help select relevant features. However, most networked data has a lot of noisy links, resulting in the feature selection algorithms to be less effective. To address the above mentioned issues, we propose a robust unsupervised feature selection framework NetFS for networked data, which embeds the latent representation learning into feature selection. Therefore, content information is able to help mitigate the negative effects from noisy links in learning latent representations, while good latent representations in turn can contribute to extract more meaningful features. In other words, both phases could cooperate and boost each other. Experimental results on realworld datasets demonstrate the effectiveness of the proposed framework.
Introduction
Networked data encodes pairwise relations among instances in a network. It appears in many domains, such as gene interactions in bioinformatics, hyperlinks between web pages, citations among research papers. In addition to the structural interactions, networked instances are often accompanied with high-dimensional features. For example, in Facebook and Twitter, millions of posts are generated every day which bring about high-dimensional feature space. The high-dimensional feature space of networked data poses challenges to many learning tasks due to the curse of dimensional-ity [6] . Besides, data with high dimensionality significantly increases the memory storage requirements and computational costs for data analytics. Moreover, the existence of irrelevant, redundant and noisy features overfits the learning algorithms and results in low efficiency and poor performance.
Feature selection [21] , as a data preprocessing step, has shown to be effective in preparing high-dimensional data for many data mining tasks such as sentiment analysis [14, 32] and node classification [10] . According to the availability of labels, feature selection methods consist of supervised methods [5, 25, 31] and unsupervised methods [3, 12, 19, 34] . As it is easy to amass substantial amounts of unlabeled data while label information is costly to obtain, unsupervised feature selection has received increasingly attention in the past few years. Without label information to help assess feature relevance, unsupervised feature selection algorithms exploit different criteria to define the relevance of features such as data similarity [3, 12, 34] , local discriminative information [19, 33] and data reconstruction error [7] .
Existing unsupervised feature selection algorithms cannot be directly applied or are not suitable for networked data because of its distinct characteristics: (1) in networks, data instances are not independent and identically distributed (i.i.d.) but inherently interconnected with each other. Meanwhile, they are often associated with some content features. As indicated by homophily effect [23] in social sciences theories, network structure and content information correlates with each other and the formation of one is dependent on the other one; (2) in addition to noisy features in the content space, link information is prevalent and also contains a lot of noise. For example, in social networks, it is easy for spammers to imitate normal users by generating a large number of noisy links; in bank transaction networks, abnormal financial activities also bring some noisy links. These noisy links may have a negative effect in finding relevant features.
Considering the unique properties of networked data mentioned above, we propose a robust unsupervised feature selection framework NetFS. First, to capture the inherent interactions among networked instances, we introduce the concept of latent representations to uncover some hidden attributes encoded in the network structure. Second, to reduce the negative effects from noisy links in feature selection, we propose to embed the latent representation learning into the feature selection phase. In this way, the latent representation modeling could cooperate with the feature selection phase. Specifically, content information helps mitigate the negative effects of noisy links in learning latent representations, the learnt latent representations can not only characterize the network structure but also in turn act as label information to guide the feature selection phase. As a result, the feature selection performance would be better. The main contributions of this paper are as follows:
• Proposing a principled way to embed the latent representation learning from network structure into feature selection phase;
• Proposing a robust unsupervised feature selection framework NetFS for networked data;
• Providing an alternating algorithm to optimize the proposed NetFS framework; and
• Evaluating the efficacy of the proposed NetFS framework on real-world datasets.
The rest of this paper is structured as follows. The problem statement is introduced in Section 2. In Section 3, we talk about the proposed NetFS framework with an optimization method and its convergence analysis. Experimental evaluation on real-world datasets is presented in Section 4 with discussions. In Section 5, we briefly review related work on traditional feature selection methods and feature selection methods for networked data. The conclusions and future work are presented in Section 6.
Problem Statement
We first summarize some notations used in this paper. Following the commonly used notations, we use bold uppercase characters for matrices (e.g. A), bold lowercase characters for vectors (e.g. a), normal lowercase characters for scalars (e.g. a), calligraphic fonts for sets (e.g. F). Also, we follow the matrix settings in matlab to represent i-th row of matrix A as A(i, :), j-th column as A(:, j), (i, j)-th entry as A(i, j), transpose as A ′ , trace as T r(A) if A is a square matrix. For any matrix A ∈ R n×d , its Frobenius norm is de-
I n denotes the identity matrix of size n.
Let U = {u 1 , u 2 , ..., u n } denote a set of n linked instances in the network, we use the adjacency matrix A ∈ R n×n to represent the network structure of U. For undirected network, the adjacency matrix is symmetric such that A = A ′ . To model the network information on directed networks, we follow [8] In this section, we introduce the proposed NetFS framework which embeds latent representation learning into feature selection in detail. The workflow of the proposed framework is illustrated in Figure 1 . From the figure, we can see that we have two sources of information, i.e., the content information and the link information. At the first step, we try to model the link information with the concept of latent representations. In the second step, we embed the latent representation learning into feature selection. Actually, these two steps influence and help each other iteratively. The output of NetFS is a subset of relevant features in the content space. We first discuss how to model the latent representations from network structure, and then introduce how to embed the latent representation learning into content information for feature selection. At last, we will provide an alternating optimization algorithm for the proposed framework with its convergence analysis.
Modeling Link Information with Latent
Representation As illustrated in Figure 1 , although link information is abundant, it cannot be directly applied as data is not i.i.d.. In this subsection, we talk about how to exploit link information effectively.
In networks, instances connect to each other due to a variety of factors. For example, in social networks, these factors can be movie fans, sports enthusiasts, colleagues, family members, etc; in coauthor networks, factors include similar research interests, same affiliations, etc. These hidden factors are often referred as latent representations since they can describe a set of diverse affiliation factors hidden in a network. Latent representations of different instances interact with each other to form link information, and the instances with similar latent representations are more likely to be connected with each other than the instances with dissimilar latent representations.
Uncovering latent representations has received increasingly attention recently in the data mining and machine learning communities [1, 24, 30] . Here, we model the latent representations from link information by a symmetric nonnegative matrix factorization model (SymNMF) [13, 16] . The principle of SymNMF is consistent with network clustering such that each networked instance consists of a mixture of latent attributes. Mathematically, it decomposes the adjacency matrix A into a product of a nonnegative matrix U and its transpose U ′ in a low-dimensional latent space:
where U ∈ R n×c is the latent representations of all n instances, c is the number of latent factors.
Embedding Latent Representation Learning into Feature Selection
It can be observed from Figure 1 , after we model the network structure by latent representations, we can take advantage of them for feature selection. In this section, we introduce how to perform feature selection in a robust manner.
With the existence of noisy links in networked data, latent representations that are directly derived from link information may jeopardize feature selection on the content space. In addition, according to the homophily effect [23] in network studies, content information will affect and is dependent on the latent representations from network structure. Therefore, it is desirable to embed the latent representation learning into the feature selection phase on the content space. As a result, the latent representation learning and feature selection could help and boost each other. Content information can help learn better latent representations which are robust to noisy links, and better latent representations can fill the gap of scarce label information and rich link information to guide feature selection.
As latent factors encode some hidden attributes of instances, they should be related to some features (or attributes) of networked instances. Therefore, we take U as a constraint to model the content information through a multivariate linear regression model:
where W ∈ R d×c is a transformation parameter matrix, each row vector W(i, :) measures the importance of the i-th feature. To achieve feature selection, we add a ℓ 2,1 -norm regularization term on W for a joint sparsity among all c latent factors:
where parameter α controls the sparseness of the model. By combining the objective function in Eq. (3.1) and Eq. (3.3), the objective function that embeds latent representation learning into feature selection phase can be formulated as follows:
where β is a parameter to balance the latent representation modeling and the feature selection in content space. It can be observed from Eq. (3.4) than when W is fixed, the latent representation learning phase is not only associated with the adjacency matrix A, but also the content matrix X. In this way, the learnt latent representations can capture their inherent correlations and are more robust to noisy links. When the latent representations U is fixed, they will take the role of label information to steer feature selection in a supervised way.
Optimization Solution
In this subsection, we talk about how to solve the optimization problem of NetFS. The objective function in Eq. (3.4) is not convex in both U and W simultaneously, besides, due to the ℓ 2,1 -norm regularization term, it is also not smooth. Motivated by [25] , we adopt an alternating optimization scheme to solve this problem.
When U is fixed, the objective function is convex w.r.t. W, therefore, we take the derivative of J (W, U) with respect to W to be zero, then we have:
where D ∈ R d×d is a diagonal matrix, with the i-th diagonal element as:
It should be noted that in practice, ||W(i, :)|| 2 could be very close to zero. Therefore, we define D(i, i) = 1 2||W(i,:)||2+ϵ , where ϵ is a very small constant. X ′ X is a positive semi-definite matrix, αD is a diagonal matrix with positive entries, it is also positive semidefinite. Their summation X ′ X + αD is also positive semi-definite. Therefore, W has a closed form solution, which is:
By substituting above solution of W into Eq. (3.4), we get:
where
The problem in Eq. (3.8) is a standard boundconstrained optimization problem, we propose to use projected gradient methods [20] to optimize it. Now the objective function can be reformulated as:
Let U t denotes the update of U at the t-th iteration. It is updated by the following rule:
] is a box projection operator which maps a point to a bounded region, let C = U t − s t ∇J (U t ), then:
s t is the step size at the t-th iteration and can be determined by Armijo rule [2] . To be more specific,
at , where a t is the first nonnegative integer such that the condition:
is satisfied, where θ and σ are two predefined parameters between 0 and 1, ⟨A, B⟩ represents the inner product operation between two matrix A and B.
In summary, the objective function in Eq. (3.4) is solved through an iterative way as illustrated in Algorithm 1, when W is fixed, we use projected gradient method through Eq. (3.10) to update U, the computation cost is O(n 2 d)+O(nd 2 )+O(n 2 c); then we fix U and employ Eq. (3.7) to update W, the total cost of comput-
Convergence Analysis
We show the objective function in Eq. (3.4) decreases each iteration and it is guaranteed to converge. 
Obtain U k+1 by projected gradient method in Eq. (3.10);
6:
Obtain W k+1 by Eq. (3.7);
7:
Update D k+1 by Eq. (3.6); Proof. During the k + 1-th iteration, when W k is fixed, we update U with projected gradient method. Projected gradient descent method decreases the objective function J (U) for appropriate choices of step size. Therefore, we have:
Then when U k+1 is fixed, we obtain the optimal solution W k+1 through Eq. (3.7) and W k+1 is the solution of the following objective function:
Therefore, we have the following inequality:
Integrating the results in Lemma 3.1, we have the following: which completes the proof.
Experiments
In this section, we conduct experiments to evaluate the effectiveness of the proposed NetFS framework. We first introduce the datasets and experimental settings before presenting details of the experiments.
Datasets
Three real-world social media datasets, BlogCatalog 1 , Flickr 1 and Epinions 2 are used for evaluation. Some statistics of these datasets are listed in Table 1 .
BlogCatalog: BlogCatalog is a social blog directory in which users can post their blogs under different predefined categories. The tag information of blogs from users form the feature information, while the major categories of blogs by users are considered as ground truth in this work.
Flickr: Flickr is an image sharing website, users can provide tags for the photos they upload which provide feature information. Besides, users interact with others forming link information. Photos are organized under some predefined categories, which are used as ground truth.
Epinions: Epinions is a product review website in which users can share their reviews about products. Users themselves can also build trust networks to seek advices from others. Features are formed by the bag-ofwords model, while the major categories of reviews by users are taken as ground truth of class labels.
Experimental Settings
Following the standard way to assess unsupervised feature selection [3, 19, 33] , we evaluate the proposed NetFS framework in terms of clustering performance. Two commonly used clustering performance metrics, i.e., normalized mutual information (NMI) and accuracy (ACC) are used. Let C and C ′ denote the clustering results from ground truth class labels and the predicted cluster labels, respectively. The mutual information between two clusters C and C ′ is:
where p(c i ) and p(c 
where H(C) and H(C ′ ) represent the entropies of clusterings C and C ′ , respectively. Let p i and q i be the clustering result and the ground truth label for instance u i , respectively. Then, accuracy (ACC) is defined as:
where n is the total number of instances, δ(.) is an indicator function such that δ(x, y) = 1 if x = y, otherwise δ(x, y) = 0. map(x) permutes the predicted cluster labels to match the ground truth as much as possible. NetFS is measured against the following state-ofthe-art unsupervised feature selection algorithms in terms of clustering performance:
• LapScore: Laplacian score [12] evaluates feature via its ability of locality preservation.
• SPEC: SPEC is an extension of Laplacian Score, features are selected using spectral analysis [34] .
• NDFS: Features are selected via joint nonnegative spectral analysis and ℓ 2,1 -norm regularization [19] .
• LUFS: Social dimensions are first extracted from link information, then they are utilized to guide feature selection in the content space [29] .
In LapScore and NDFS, as suggested by the original papers [12, 19] , we set the number of neighborhood size to be 5 to construct the affinity matrix. NDFS and LUFS have different regularization parameters, we set these parameters by the suggestions from the original papers [19, 29] . In the proposed NetFS, we also have two regularization parameters α and β. These two parameters can be determined by grid search strategy among the range of {0.001, 0.01, 0.1, 1, 10, 100, 1000}. In the experiments, we empirically set α as 10 and β as 0.1. Each feature selection algorithm is first applied to select features, then K-means clustering is performed based on the selected features. We repeat the K-means algorithm 20 times and report the average clustering results since K-means may converge to local optimal.
Quality of Selected Features by NetFS
In this subsection, we compare the quality of selected features by NetFS and other baseline methods on the three above mentioned datasets. The number of selected features varies as {200, 400, ..., 1800, 2000}. The comparison results are shown in Table 2, Table 3 and Table 4 . The higher the ACC and NMI values are, the better the feature selection performance is. We make the following observations:
• NetFS outperforms traditional unsupervised feature selection algorithms in almost all cases by obtaining better clustering performance. We also perform pairwise Wilcoxon signed-rank test [4, 18] between NetFS and these baseline methods, the test results show NetFS is significantly better, with a 0.05 significance level. A major reason is that traditional algorithms can only handle i.i.d. data while NetFS exploits content information and network structure to obtain good features.
• NetFS and LUFS deal with network and content information differently. LUFS performs network structure modeling and feature selection separately and the feature selection performance is highly dependent on the quality of extracted latent representations; and the proposed NetFS embeds the latent representation learning phase into the feature selection, therefore, content information is used adaptively to obtain better latent factor representations because better latent factors can contribute to selecting more relevant features.
• In Blogcatalog dataset, NetFS works well with only a few hundred of features. Flickr and Epinions datasets have more features than Blogcatalog, but NetFS still achieves good clustering performance with only around 1/8 and 1/7 of total features, respectively.
Effect of Parameters
NetFS has two regularization parameters α and β. α controls the sparsity of the model while β balances the latent representation learning and feature selection phase. To investigate the effects of these two parameters, we fix one parameter each time and vary the other one to see how it affects the feature selection performance. As the settings mentioned above, we assess the feature selection performance in terms of clustering with different number of selected features. In Figure 2 (a), we present the clustering performance of NetFS on Epinions dataset in terms of ACC. We only report the parameter study results of ACC on Epinions dataset to save space as we have the similar observations in terms of NMI. Table 4 : Clustering results with different feature selection algorithms on Epinions dataset.
We first fix the parameter β to be 0.1 and vary the other parameter α as {0.001, 0.01, 0.1, 1, 10, 100, 1000}. As shown in Figure 2(a) , with the increase of α, the clustering performance first increases then becomes stable between 1 and 1000. The reason is that when α is small, the sparsity of the model is low, which is not suitable for feature selection. Then we fix α to be 10 and vary β in {0.001, 0.01, 0.1, 1, 10, 100, 1000}, the results are presented in Figure 2 (b), we can observe that the clustering performance is less sensitive to β compared with α, the performance is relatively better when β is around 1. The clustering performance is relatively more sensitive to the number of selected features, which is still an open problem in unsupervised feature selection.
Related Work
In this section, we review some related work from two aspects: (1) traditional feature selection; and (2) feature selection for networked data.
Traditional Feature Selection
Based on the availability of class labels, feature selection algorithms can be categorized into supervised and unsupervised methods. Supervised feature selection algorithms evaluate feature relevance by its correlation to the class labels. Supervised methods can be further divided into wrapper methods and filter methods [15, 22] . Wrapper methods require a predefined learning algorithm and use the learning performance to assess features. The computational cost of wrappers is usually expensive [11] . Filter methods are independent of any learning algorithms, they rely on some characteristics of data like distance, consistency, dependency and correlation to evaluate the importance of features [9, 12, 26] . Since most real-world data is unlabeled, more and more researchers pay attention to develop effective and efficient unsupervised feature selection algorithms. Due to the lack of label information, they exploit different alternative criteria to assess feature relevance such as data similarity [3, 12, 34] , local discriminative information [19, 33] and data reconstruction error [7] . Recently, unsupervised feature selection methods that uses ℓ 1 -norm and ℓ 2,1 -norm [3, 19, 33, 27] regularization have been widely investigated and proven to achieve good performance, through the sparsity regularization, feature selection can be embedded in the learning process.
Feature Selection for Networked Data
Traditional feature selection algorithms cannot be directly applied on networked data as the i.i.d. assumption does not hold. Gu and Han [8] proposed a supervised feature selection method for networked data. They exploit a linear regression model to capture the content information and adopt graph regularization to take into account link information. Tang and Liu [28] first attempted to perform feature selection on social media data. In the proposed supervised feature selection framework, different social relationships (CoPost, CoFollowing, CoFollowed and Following) are extracted to enhance the feature selection performance. Since social media data is ubiquitous and effortless to label, an unsupervised feature selection algorithm for linked social media data, LUFS, is proposed in [29] . Social dimensions are extracted and linked data are exploited to help select relevant features. USFS [17] is an unsupervised streaming feature selection algorithm which takes advantage of external latent representations to update selected feature set timely. However, these works are substantially different from our proposed framework NetFS in either of the following -(1) NetFS is an unsupervised feature selection method which leverages both link and content information, without label information to assess feature importance, the task is more challenging; and (2) NetFS provides an iterative way to learn latent representations and feature weights in a joint learning framework and the feature selection phase is more robust to noisy links.
Conclusions and Future Work
In this paper, we propose a robust unsupervised feature selection framework NetFS for networked data. First, we propose to use latent representations to capture inherent correlations in the network, then we propose to embed the latent representations learning process into feature selection. Therefore, the latent representation learning on the network structure and feature selection on the content space could help and boost each other to obtain good features, and the proposed model is more robust to noisy links. Methodologically, we propose to use an alternating scheme to optimize the objective function of the proposed NetFS framework. Experimental results on real-world social media datasets demonstrate the effectiveness of the proposed framework when measured against the state-of-the-art unsupervised feature selection methods. There are many future work directions to investigate. First, in this work, we use social media as a test bed to evaluate the proposed NetFS framework, we also would like to validate the proposed framework on other kinds of networks such as gene networks, citation networks. Second, real-world networks are usually not static but evolve over time such that both the network structure and the content information may change, we would like to study how to perform feature selection on dynamic networks in the future.
