Density matrix renormalization group methods are used to investigate the quantum phase diagram of a one-dimensional half-filled ionic Hubbard model with bond-charge attraction, which can be mapped from the Su-SchriefferHeeger-type electron-phonon coupling at the antiadiabatic limit. A bond order wave (dimerized) phase which separates the band insulator from the Mott insulator always exists as long as electron-phonon coupling is present. This is qualitatively different from that at the adiabatic limit. Our results indicate that electron-electron interaction, ionic potential and quantum phonon fluctuations combine in the formation of the bond-order wave phase.
The response of correlated electrons to lattice distortions in solids has been extensively studied over the years, due to its important role in several classes of materials including high-T c cuprates, colossal magnetoresistance manganites, conducting polymers and organic charge-transfer salts. As a good example, the Peierls-Hubbard model, with on-site Coulomb repulsion and lattice displacement, is a simple yet nontrivial model that exhibits a rich ground state phase diagram. Strong correlations lead to the separation of charge and spin excitations [1] while quantum phonon fluctuations can destroy an ordered gapped state [2] [3] [4] .
Taking them both into consideration is essential for a full understanding of the nature of these materials.
With the inclusion of additional terms to the Peierls-Hubbard Hamiltonian on different physics background, various one-dimensional correlated electronic models were actively studied recently such as the ionic Peierls-Hubbard model [5] [6] [7] [8] which is defined as follows
where n lσ is the number operator at site l, ∆ is electrostatic potential of cations and anions in charge-transfer salts and the bond-charge density operator B l,l+1 is
When the lattice distortion is absent, Eq. (1) represents the Ionic Hubbard Model (IHM) [9] [10] [11] [12] [13] [14] [15] , which was used to describe the neutral-ionic phase transition in mixed-stack charge transfer crystals [16] [17] [18] [19] . As pointed out by Fabrizio, Gogolin and Nersesyan [9] , there exists an unusual spontaneously dimerized insulator phase, the bond order wave (BOW) phase, which separates the band insulator (BI) from the Mott insulator (MI) phase [9] . However, in reality, a lattice distortion always exists and it couples to electronic degrees of freedom strongly in these crystals. Structure changes, such as volume contraction could be used as an external parameter to drive the neutral-ionic transition [18] . Photoinduced cooperative phenomena were also observed [19] . So an important issue to address is the effect of electronphonon interactions on the phase diagram. This is what we focus on in this Letter.
Earlier work [5, 6] and recent work [7, 8] studied the e-p interaction only in the adiabatic limit. It was concluded [6] that only one phase transition, i.e., from the BI to the BOW phase, will be present. In other words, the ionic phase with one electron per site is always dimerized.
However, it is well known that results obtained at the adiabatic limit are unreliable. For the Su-Schrieffer-Heeger (SSH) model, Fradkin and Hirsch [20] pointed out that the low-energy behavior of the system is actually governed by the antiadiabatic limit M = 0, rather than the adiabatic limit M → ∞. The system at any non-zero frequency is renormalized to the limit of infinite frequency. For the Holstein model [2] and the spin-Peierls model [3] , more sophisticated calculations showed that uniform gapless phase exists unless the e-p coupling is sufficiently large. On the other hand, the system is found always in the dimerized gapped state at the adiabatic limit. Therefore, in order to study the effect of e-p interaction truly and understand the whole phase diagram, it is necessary to investigate the ground state properties of the system at the antiadiabatic limit.
In the present work, we perform an extensive numerical study of Eq. (1) at the antiadiabatic limit using the density matrix renormalization group (DMRG) [21] technique.
We found that, even with very strong e-p coupling, two continuous phase transitions from BI to MI phases are still obtained from this model which is similar to those in the IHM [9, 11, 22] . One is the spin transition of the Kosterlitz-Thouless (KT) type at U = U s , and the other is the charge transition at U = U c < U s with an Ising type critical point where the charge excitation gap vanishes. Between these two critical points, the system is dimerized.
In contrast to the adiabatic limit [5] [6] [7] [8] , this means the ionic phase can also be undimerized after considering quantum phonon fluctuations. Furthermore, in the region of strong ionic potential, the critical values U c and U s decrease simultaneously with increasing e-p coupling, while U s will increase with increasing e-p coupling at sufficiently small ionic potential. The ground state phase diagram is obtained with the use of finite-size-scaling analysis.
At the antiadiabatic limit M = 0, the phonon degrees of freedom can be integrated out, resulting in an effective interacting fermion model [20] ,
where the effective bond-charge attraction (W ≡ α 2 /2K) term accounts for the contribution of the phonon quantum fluctuations. So the Hamiltonian (3) could be viewed as a 1D
e-p interacting system including both the quantum phonon fluctuations and the electron correlations.
As we mentioned above, the IHM has been extensively studied and its ground state phase diagram was given, for example, in Ref. [11] . In order to find out the effects of e-p coupling on the phase diagram, we have applied the finite-size DMRG algorithm with open boundary conditions to study the Hamiltonian (3) at half-filling. This method allows us to probe directly correlation functions and structure factors associated with the spin density wave (SDW), the charge density wave (CDW) and the bond order wave in the ground state.
Lattices up to 512 sites were used in our studies. The largest number of states kept in the calculation was m = 512 per block. The hopping integral t is set to 1 as the energy unit. The weight of the discarded states was typically about 10 −7 − 10 −10 depending on whether the system is in its critical state or not in the final sweep. The convergence tests as functions of number of states kept were carefully performed. We checked our DMRG calculations against exact numerical results for noninteracting (U = W = 0) chains (up to 512 sites) and results from exact diagonalization for interacting (U = 0, W = 0) chains (up to 14 sites).
Excellent agreement was found in both cases. When interactions are turned on, there exist finite excitation gaps on finite chains, so the accuracies of all quantities we calculated are no worse than that of the noninteracting case. Thus, numerical errors in our work could be safely estimated to be smaller than 10 −4 .
The most direct probe for the long-range BOW state is the staggered BOW correlation function
where B = 1 L l B l,l+1 . In Fig. 1 , we show the staggered BOW correlation functions with increasing Hubbard U at ∆/t = 0.30 and W/t = 0.30. To avoid boundary effects, we only perform the average in (4) over 256 sites in the middle of the 512-site system.
The results indicate that there exist three different phases in model (3) since the staggered BOW correlation functions show three distinct type of behavior as r increases: (i) it decays exponentially at U/t = 0.50, indicating that the system has no BOW order; (ii) it converges to a nonzero constant, indicating that the system is in the BOW phase at U/t = 1.45; (iii) it decays as 1/r at U/t = 2.50, indicating that the system is in another phase. Compared with the results of the IHM [9, 11] , Fig. 1 shows that the phase diagram of the IHM is qualitatively unchanged when the electron-phonon interaction is included at the antiadiabatic limit. The BOW order parameter in the thermodynamic limit
can be obtained by fitting m BOW (L) (= C BOW (r)/L) with a third-order polynomial in
The inset of Fig. 1 shows such extrapolations.
We find that m 2 BOW (L) approaches zero when U/t = 0.50 and 2.50 but remains finite when U/t = 1.45.
To search additional information about the existence of the BOW phase, we have studied the nature of BI-BOW and BOW-MI transitions by calculating the static structure factors corresponding to different phases. The first structure factor studied is
According to Fabrizio et. al. [9] , phase transitions on the BI-BOW and BOW-MI phase boundaries are an Ising type and KT type respectively, the real space staggered bond fluctuation correlation function falls off algebraically as
Away from phase boundaries, this quantity falls off exponentially. Thus for a finite-size system, the S BOW (π) is expected to reach a maximum at the critical points. Fig. 2 shows the results of the S BOW (π) for different system sizes with ∆/t = 0.30, W/t = 0.30 and 0 < U/t < 3. As expected, the S BOW (π) peaks twice for all the different system sizes we calculated, clearly indicating that there exist two phase transitions. The inset of Fig.   2 shows a linear extrapolation of these two critical values with the inverse of the chain length 1/L. We find that the larger the system is, the smaller the BOW phase becomes.
Nevertheless, the BOW phase remains finite at the thermodynamic limit. In order to give more convincing evidence, we did another finite-size analysis in the vicinity of these two phase transitions. Let us start from the first phase transition at U = U c . Fig. 3 finite-size analysis to the CDW structure factor S CDW (π), we can also explore the nature of the first phase transition. The CDW structure factor is defined as
The linear behavior of ln[S CDW (π)] around U/t = 1.26, shown in Fig. 3(b) , confirms the vanishing of the charge gap at the first phase transition point.
Next we determine the nature of the second phase transition at U = U s . As predicted by Fabrizio et. al. [9] , it is a quantum phase transition of the KT type. This makes it difficult to determine the phase boundary directly from the behavior of S SDW (π) (defined below) due to the finite-size effects. Instead, we apply an indirect method, used by Sengupta et al. [4] , to confirm the second phase transition. The SDW structure factor is defined as
It is well known [23] that if the ground state of a 1D system is spin-gapless, the spin-spin correlation falls algebraically with exponent equal to 1. It has been further shown [24] that in the spin-gapless phase S SDW (q) /q → 1/π as q → 0 whereas in the spin-gapped phase S SDW (q) /q → 0. Even a very small spin gap can be detected in this way, since it is in practice sufficient to see the πS SDW (q) /q decay below 1 for small q to conclude that a spin gap must be present. Fig. 4 shows the behavior of πS SDW (q) /q for ∆/t = 0.30, W/t = 0.30 and different values of U/t. In the gapless region, logarithmic corrections [25] make it difficult to observe the approach to 1 as q → 0. In analogy with spin systems [26] , we expect the leading logarithmic corrections to vanish at the point where spin gap opens and therefore exactly at the critical point there should be a clear scaling to 1. Based on results shown in Fig. 4 , we estimate the MI-BOW boundary to be at U/t = 1.70 ± 0.02 at ∆/t = 0.30, W/t = 0.3 which is consistent with the results shown in Fig. 2 . The inset of 
Finally, we present in Fig. 5 the resulting phase diagram in the U − ∆ plane for two values of W . For ∆ = U = 0, model (3) becomes the t-W [27] model which can be mapped from the SSH model at the antiadiabatic limit. This model has been studied by the DMRG method [27] and the renormalization group analysis [20] . The ground state is dimerized and the BOW order parameter is nonvanishing as long as W = 0. After switching on the Hubbard U or a finite ionic potential ∆, the BOW phase could be destroyed. The model undergoes quantum phase transitions from the BOW phase either to the MI phase or the BI phase. The critical value U and ∆ will increase with increasing e-p coupling W . In the weak ionic potential region, such as ∆/t = 0.1, on increasing the e-p coupling W , the transition points U c and U s move apart and the separation between U c and U s becomes significantly larger. However, for strong ionic potential, such as ∆/t = 1.0, both U c and U s decrease and the width of the BOW phase increases slightly with increasing e-p coupling.
When the ionic potential is intermediate, such as ∆/t = 0.3, U c and U s will also decrease simultaneously while the width of the BOW phase increases significantly. For model (1) at the adiabatic limit, a spin gap will always be present [8] . However, at the antiadiabatic limit, the transition from BOW to MI phase always occurs even though the e-p coupling is sufficiently large. The inset of Fig. 5 shows the asymptotic behavior at ∆/t = 0.10 and ∆/t = 0.30 with increasing e-p coupling.
In conclusion, we have studied 1D half-filled Ionic Peierls-Hubbard model at the antia- 
