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Abstract 
Predicting short term electricity load accurately is critical to facilitate demand side management in the building sector. For 
buildings that have electricity sub-metering systems installed, it is possible to predict both the total electricity load and the loads 
of individual building service systems (air conditioning, lighting, power, and other equipment). In this paper, a method based on 
Support Vector Machine (SVM) is proposed to predict the loads at system level. For each type of system, 24 SVM models (one 
model per hour) were trained and deployed to predict the hourly electricity load. The inputs for the prediction method are simply 
weather predictions and hourly electricity loads in two previous days. A case study shows that the proposed method outperforms 
three other popular data mining methods (ARIMAX, Decision Tree, and Artificial Neural Network) in both CV_RMSE and 
N_MBE. Thus, SVM method is suggested for predicting system level electricity loads of public buildings. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of ISHVACCOBEE 2015. 
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1. Introduction 
The past decade has evidenced a dramatic growth of primary energy consumption worldwide. To meet the ever 
increasing energy demand without causing environmental problems, the technology of Demand Side Management 
(DSM) has been developed [1]. DSM refers to the actions that optimize the electricity usage consumption behaviour 
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of users by motivating them through policy regulations or financial benefits. Since this behaviour change typically 
causes a decreased peak power demand, it can alleviate the need for new power stations and electricity transmission 
systems [2]. 
Building sector is a significant energy use sector in most countries. Among various building sectors, public 
buildings sector is especially suited for applying DSM, mainly because of two reasons. First, the energy 
consumption intensity in public buildings is relatively high compared with other building sectors [3]; second, energy 
storage system (either passive or active) are typically available in public buildings [4]. To effectively manage the 
building electricity demand, predicting them one day earlier accurately is extremely important. Given a load 
prediction profile, corresponding building energy management strategies (such as precooling, thermal storage, etc.) 
can be taken to shift the peak load by using optimization techniques [5]. 
Nowadays, electricity sub-metering based energy management platform is becoming popular. In China, it is 
estimated that by 2015, the area of public buildings with electricity sub-metering systems installed will reach 60 
million square meters [6]. On the one hand, the number of buildings whose electricity loads need to be predicted 
quickly increases; on the other hand, detailed information of the historical energy usage is available at individual 
appliance level. With this information, it is now possible to predict the electricity load not only at the whole building 
level, but also at more detailed system level or appliance level. However, methods for predicting electricity load at 
the lower levels based on electricity sub-metering data have not been well studied in the literature. 
Previously, to support the prediction of building electricity loads, various methods have been proposed. These 
methods can be categorized into white box methods, grey box methods, and black box methods [7]. In the category 
of black box methods, linear regression methods (MLR/ARMAX), Support Vector Machine (SVM) method, 
Decision Regression (DR) method, and Artificial Neural Network (ANN) method are the most popular methods [7]. 
For example, contesters in the great energy predictor shootout contest use artificial neural networks (ANN) to 
predict the total building electricity load [8], Tso and Yau [9] applied decision regression (DR) method to predict 
electricity usage of different buildings in Hong Kong, and Dong et al. [10] applied Support Vector Regression (SVR) 
to predict monthly utility bill for four commercial buildings in Singapore, etc. The performance of above mentioned 
methods have been studied and compared by several researchers. Holcomb et al. [11] compared three black box 
methods (MLR, SVR, and ANN) in load prediction performance using simulation data, and he found that while 
MLR and SVR showed similar prediction accuracy, ANN had the worst performance among the three methods. Li 
et al. [12] compared SVM and ANN for predicting hourly cooling load in a building, and found that SVM 
outperforms ANN in prediction accuracy. Other research findings also suggest that SVM is an outstanding 
prediction method given limited input information [13]. 
Based on the literature review, an approach based on SVM is proposed to solve the system level electricity load 
prediction problem. This approach uses the weather prediction and historical electricity usage data as inputs, and 
predicts the next day electricity load at system (air conditioning system, lighting system, power system, and other 
equipment) level. 
2. Support Vector Machine 
The SV algorithm is firmly grounded in the framework of statistical learning theory, or VC theory, which has 
been developed over the last four decades by Vapnik [14-16]. It is a nonlinear generalization of the Generalized 
Portrait algorithm, based on structural risk minimization (SRM) inductive principle. Due to the unique structure of 
SVM, training SVM is equivalent to solving linearly constrained quadratic programming problem, thus a globally 
optimal solution can be found. 
2.1. Basic idea of ˢ-SV regression 
Suppose we are given training data  , where denotes the space of the input patterns 
(e.g. ),   is the number of training samples. In ε-SV regression, our goal is to find a function   that has at most 
ε deviation from the actually obtained targets   for all the training data, and at the same time is as flat as possible. 
SVM deals with the functions, taking the following form: 
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( ) , ( )f x w x b                                                                                                                                      (1) 
where  represents the dot product in X. Flatness means that one seeks a small w. To minimize the coefficients 
w and b, the problem can be written as a convex optimization problem: 
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where are introduced as slack variables and C as the regularization constant in soft margin ε-SV regression. 
In most cases the optimization problem can be solved more easily in its dual formulation and the dual 
formulation provides the key for extending SV machine to nonlinear functions [17]. After utilizing Lagrange 
multiplier and following saddle point condition, dual formulation of the optimization problem can be rewritten as 
follows: 
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where  and  are Lagrange multipliers. 
Thus, 
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Replacing dot product with kernel function , we can get: 
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Any function  satisfying Mercer’s condition can be used as the kernel function.  Typical kernel functions 
include linear function, polynomial function, Gaussian function, etc. Among these functions, the Gaussian function, 
which can map the sample set from the input space into a high-dimensional feature space, is well suited for 
representing the complex nonlinear relationship between the input and output. Furthermore, by using the Gaussian 
kernel functions, the computations can be directly performed in the input space, rather than in the feature space, thus 
computational cost can be reduced. Gaussian function is shown as follows: 
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where the γ is the kernel parameter. 
When training SVM models, two free parameters need to be identified, which are kernel parameter γ and 
regularization constant C.  
2.2.  Performance evaluation 
      To evaluate the performance of prediction models, two indices are used: normalized root mean square error 
(CV_RMSE) and normalized mean bias error (N_MBE). Denoting the number of prediction points as n, the 
predicted electricity usage as Ep,i (0≤i≤n),  and the true electricity usage as Et,i (0≤i≤n), the value of CV_RMSE and 
N_MBE are calculated as follows: 
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3. Case study 
3.1. Data collection 
In this case study, electricity data collected from Shanghai archive during 2013 is used. This building is mainly 
used to store historical records, while providing space for office use as well. Table 1 shows the four metered sub-
systems of this building. Major electricity consumers in this building are chillier, electric boilers, lighting system for 
office building and storage space, etc. All systems are turned on during weekdays (Mon-Fri) and working time 
(8am-6pm). Air conditioning load, lighting load, and power load are the major demands in this building, occupying 
41.7%, 22.2%, and 32.9% of the total electricity load respectively. While air conditioning load has a strong seasonal 
characteristic, the load of light, power and other is much less dependent on the season. When evaluating the 
performance of the proposed method, data from Jun 1- Sep 15 is used for training and data from Sep 16 – Sep 30 is 
used for testing, as this is a typical cooling season in Shanghai. 
Table 1. Major types of sub-metered electrical appliances 
System name Sub-system name 
Air conditioning Primary plant (including pump), secondary system and terminal unit 
Lighting Public area lighting, corridor lighting, landscape lighting, underground lighting, combined lighting and plug loads 
Power Lift, pump, fan 
Other Data center, laundry, kitchen, swimming pool, gym, etc. 
 
The process of selecting input features is introduced as follows. For prediction model, the input feature to be 
selected is mainly the number of previous hour electricity loads. In general, the more previous loads as inputs, the 
better training performance could be. However, when the number of previous loads is too much, the problem of 
‘over fitting’ arises. To simplify the selection process, the number of previous loads is limited to an integer dividable 
by 24 (0, 24, 48…) and 48 is the maximum number set in this selection. The optimization results show that the more 
previous electrical loads used as inputs, the better prediction accuracy. The final input features in this study are 
working day/non-working day, denoting by 1 and 0 respectively, hourly dry bulb temperature (Tdb), hourly dew point 
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temperature (Tde), and previous 48 hours electricity loads (Ep). After feature selection, electricity usage of the four 
sub-systems is scaled to [0, 1]. 
3.2. Model Identification 
In each type of system, data is divided into 24 groups, according to the hour of the day. For each group, a SVM 
model is trained and tested. To reach an optimal performance of SVM, the parameters of each SVM model (C, γ and 
ε) are optimized separately. 
Gaussian kernel function has been selected as the kernel model by many previous researches. Compared with 
other kernel functions, Gaussian function has some unique advantages: first, it is found that linear kernel and 
sigmoid kernel are special cases of Gaussian kernels; second, Gaussian kernel function has less numerical 
difficulties; third, Gaussian kernel function is better suited to represent nonlinear relationship [18]. Considering the 
features of the RBF kernel and the fact that the relationship between electricity load and the inputs (Tdb, Tde, and Ep) 
is nonlinear, the RBF kernel is finally selected in this study.  
Parameters C and γ are optimized in the training process, and the cross-validation procedure is adopted in case of 
overfitting problem. A grid-search method is accepted in this used to find the optimal C and γ. Exponentially 
growing sequences of C and γ are used to identify good parameters, for example, C= [2-5, 25], γ= [2-5, 25], both 
with a step of 0.1 in the exponent. The parameters with the best cross-validation mean squared error (MSE) are then 
selected.  
3.3. Results and comparisons 
The prediction performance of the proposed method on the testing data is shown in Table 2. It can be seen that 
among the four types of electricity usage, the type ‘other equipment system’ is mostly difficult to be predicted, 
followed by air conditioning, lighting, and power.  
Table 2. Testing results of ε-SV regression and other methods 
Systems 
ARIMAX REPTree ANN SVM 
N_MBE CV_RMSE N_MBE CV_RMSE N_MBE CV_RMSE N_MBE CV_RMSE 
Air Conditioning 23.4% 52.1% 25.9% 68.6% 26.1% 57.8% 16.2% 40.0% 
Lighting 14.4% 22.5% 12.8% 19.1% 15.2% 21.4% 9.1% 12.1% 
Power 0.9% 1.3% 1.0% 1.3% 1.2% 1.6% 0.8% 1.0% 
Other 46.4% 72.8% 25.9% 40.0% 43.6% 68.1% 27.6% 49.7% 
Total 12.4% 22.4% 12.1% 27.2% 11.9% 22.1% 7.7% 15.2% 
 
The prediction performance of the proposed method is shown in Fig. 1. Overall, the proposed method is able to 
predict the total electricity load with a satisfactory accuracy (with CV_RMSE of 15.2% and N_MBE of 7.7%). 
Because the power system has a stable electricity load, the predicted N_MBE and CV_RMSE are only 0.8% and 
1.0% respectively. Lighting system has a predicted N_MSE lower that 10%. Even though the SVM model has 
performed well in the lighting and power system, it has a relatively large error when applied in the air conditioning 
and the “other equipment” system, whose electricity usage is more complicated. 
From Table 1, it is known that ‘other equipment’ includes data center, laundry, kitchen, swimming pool, gym, etc. 
The use of this equipment strongly depends on the occupant behaviour, and is highly stochastic. On the other hand, 
the operation routine of lighting and power is much more regular, consistent with the on/off duty time of the 
occupants. As for air conditioning, the electricity consumption can be influenced by many other variables, such as 
global solar radiation, cloudy or rainy and so on, so it is also difficult to predict. 
In this paper, an ARIMAX model, a reduced-error pruning tree (REPTree) and a feed-forward network with three 
layers are deployed to compare with the SVM model. The ARIMAX model contains three terms: an autoregressive 
term, a moving average term, and an exogenous input term, with each coefficients derived from training. The 
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REPTree model is a fast decision tree leaner which builds a decision tree using the information gain as the splitting 
criterion and prunes it using reduced-error pruning. Especially in the ANN, the number of neurons in the first and 
third layer is determined by the number of inputs and outputs respectively, the number of neurons in the second 
layer is a parameter adjustable during the modelling. Hyperbolic tangent sigmoid functions are used as the transfer 
functions in the hidden neurons, and a linear function is used in the output neuron. The training function is the 
Levenberg-Marquardt back-propagation algorithm. 
A comparison of these four individual regression methods regarding their prediction performance on the four 
types of building systems is shown in Fig. 2. It can be seen that for air conditioning, lighting, power system and the 
total electricity consumption, the SVM model show better performance than the other three methods, which have 
similar prediction accuracies. For the ‘other equipment system’, if the usage behavior is highly stochastic (such as 
the case in Shanghai Archive), MLR/ARIMAX method performs much worse than the other methods. 
The analysis above suggests that the SVM model performs better than other methods mentioned above over all 
four systems in a building. Even though all four regression methods are good candidates for electricity loads with 
regular behaviour, the SVM is obviously better suited when the electricity usage behavior is highly stochastic. Thus, 
to apply the ‘right’ prediction method for the ‘right’ electricity usage behavior is important.  
 
 
Fig. 1. Total electricity load prediction by the SVM 
 
 
Fig. 2. Comparison of individual regression methods 
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4. Conclusion 
In this paper, SVM is proposed to predict the electricity load of buildings service systems, including air 
conditioning system, lighting system, power system, and other equipment.  This method firstly trains 24 individual 
regression methods according to the hour, and then combines their predictions to evaluate performance of each 
system. Finally the total electricity load in the studied building is calculated based on predictions in each subsystem. 
Testing results show that, this proposed method is able to predict the electricity load of air conditioning system, 
lighting system, and power system with good accuracy. When predicting the total electricity load, the CV_RMSE 
value and N_MBE value are about 15% and 8%, respectively. By comparing the proposed method with individual 
regression methods, it is clear that SVM have better prediction accuracy, in terms of N_MBE and CV_RMSE. Thus, 
SVM is suggested for predicting the short-term electricity loads of public buildings. 
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