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We develop a technique to find simultaneous measurements for noisy quantum observables in
finite-dimensional Hilbert spaces. We use the method to derive lower bounds for the noise needed to
make incompatible measurements jointly measurable. Using our strategy together with recent devel-
opments in the field of one-sided quantum information processing we show that the attained lower
bounds are tight for various symmetric sets of quantum measurements. We use this characterisation
to prove the existence of so called 4-Specker sets in the qubit case.
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I. INTRODUCTION
Incompatibility of quantum devices is one of the funda-
mental features of quantum theory with a wide range of
consequences [1]. In particular, incompatibility of quan-
tum measurements is known to be a very powerful tool in
many branches of quantum information theory including
entanglement detection [2], uncertainty relations [3, 4]
and tasks demanding a Bell violation like quantum cryp-
tography [5, 6]. Recent developments [7–9] are suggesting
that incompatibility can be seen as a resource for quan-
tum information processing. The resource theoretical as-
pect has spurred a development of monotones quantifying
quantum incompatibility or non-joint measurability [10–
12] as a general quantum resource. These monotones are
based on adding noise to a set of incompatible measure-
ments and concluding numerically the noise threshold for
the measurements to become jointly measurable. Besides
the numerical methods a few measurement setups have
been analysed analytically, including two [13, 14] and
three qubit measurements [15, 16], two mutually unbi-
ased measurements [17, 18], and a measurement setup
including a Clifford algebra generalisation of the Pauli
matrices [19]. There are also some general methods to
derive either necessary [20] or sufficient [21] conditions
for a set of measurements to be incompatible.
In this article we present a method to derive analyti-
cal bounds for the noise resistance of incompatible mea-
surements on a d-level quantum system. Our method
is based on an adaptive algorithm which starts with a
set of well chosen Hilbert space vectors and results as
a set of noisy compatible measurements. The algorithm
gives lower bounds for the noise needed to make a set
of M quantum measurements compatible. We demon-
strate the power of our method by re-deriving some of
the known [13, 17] joint measurement uncertainty rela-
tions, but then also applying the technique to various
new symmetric measurement scenarios obtaining lower
bounds for the noise robustness of the involved measure-
ments. Moreover, we translate known quantum steering
[22, 23] techniques into inequalities which, when violated,
witness incompatibility. These inequalities are shown to
coincide with our lower bounds proving the optimality
of our results. We conclude by constructing a so-called
4-Specker set of incompatible quantum measurements in
the qubit scenario.
The paper is organized as follows: in Section II we
recall the mathematical definition of joint measurability
and we explain the general idea of the method, in Sec-
tion III we exploit the strategy for qubit measurements,
in Section IV we generalize our strategy for d-level quan-
tum systems and apply it to two mutually unbiased bases
(MUBs), and in Section V we prove the optimality of our
results using known steering techniques. We conclude by
proving the existence of a 4-Specker set in the qubit case
in section VI and by stating our conclusions in section
VII.
II. QUANTUM INCOMPATIBILITY AND THE
ADAPTIVE STRATEGY
Quantum incompatibility means the impossibility of
measuring two or more quantum observables simultane-
ously. For the case of projective measurements incompat-
ibility is characterized by the non-commutativity of the
measurements but for general observables (i.e. positive
operator valued measures or POVMs for short) this is no
longer the case. Indeed, there exists non-commuting ob-
servables which allow a simultaneous measurement. Gen-
erally, incompatibility is formulated as the non-existence
of a joint measurement: a set {Ak}Mk=1 of observables is
compatible if there exist a joint observable G from which
one recovers the observables as marginals, i.e.
Ak(xk) =
∑
xi,i6=k
G(x1, ..., xm). (1)
A set of observables which is not compatible is called
incompatible. In what follows, we develop an intuitive
strategy for implementing joint measurements for several
quantum measurement scenarios.
Suppose we have measurement devices for two observ-
ables A1 and A2, but that these observables are incom-
patible. We can thus only hope to simultaneously imple-
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FIG. 1: (Color online) Non-adaptive strategy to obtain a
joint observable for approximations of two observables. A
system in a state ρ enters the measurement device. With
probability µ the observable A1 is measured and for observable
A2 a random outcome is drawn. With probability 1 − µ the
observable A2 is measured and a value for the observable A1
is drawn randomly.
ment their approximate versions. But how to perform a
joint measurement even of their approximate versions if
the only available devices are the ones for A1 and A2?
A rough method as presented in Fig. 1 is to toss a coin
and measure either A1 or A2, depending on the result of
the coin tossing. Since a joint measurement should give
an outcome for both observables, one can then for exam-
ple draw randomly an outcome for the other observable.
A POVM describing this procedure is
G(α1, α2) = µp(α2)A1(α1) + (1− µ)p(α1)A2(α2) , (2)
where p is a probability distribution and µ is the prob-
ability that the coin tossing leads to the choice of the
first observable. The noisy versions of A1 and A2 are
µA1 + (1− µ)p1 and (1− µ)A2 + µp1, respectively.
There is a way to improve the previous procedure if
we know something about the relation of A1 and A2.
Namely, we can take an advantage of the obtained mea-
surement outcome and adapt the random choice accord-
ingly. This means that we replace the probability distri-
bution p by conditional probability distributions, hence
leading to a joint observable
G(α1, α2) =µp(α2 | A1 = α1)A1(α1)
+ (1− µ)p(α1 | A2 = α2)A2(α2) . (3)
This has an obvious generalization to any finite number
of observables. The strategy is illustrated in Fig. 2.
There is still an important modification of the pre-
vious procedure that adds a new dimension of flexibil-
ity (see Fig. 3). Suppose we want to perform a joint
measurement of noisy versions of A1, . . . ,AM , but we
have measurement devices for some other (incompati-
ble) observables B1, . . . ,BN in our possessions. Again,
we make a random choice of which observable Bk we mea-
sure. Based on the obtained outcome, we create M out-
comes α1, . . . , αM that are interpreted as the outcomes
of noisy versions of A1, . . . ,AM . If an observable Bk
gives an outcome βk, then the resulting set of outcomes
α1, . . . , αM is obtained with some conditional probability
µ
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FIG. 2: (Color online) Adaptive strategy to obtain a joint
observable for approximations of two observables.. In com-
parison to the non-adaptive strategy (Fig. 1) in the adaptive
strategy the outcome of the non-measured observable is con-
ditioned on the outcome of the measured observable.
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FIG. 3: (Color online) Adaptive strategy with auxiliary ob-
servables. In the general case the adaptive strategy uses some
other observables B1,B2 to obtain approximations of the orig-
inal observables A1,A2.
p(α1, . . . , αM | Bk = βk). We also note that the observ-
ables Bk do not have to be chosen with equal probability,
but in general we can throw an N -sided biased dice giving
the outcome k (i.e. telling to measure Bk) with proba-
bility µk. In this general case the obtained POVM is
thus
G(α1, . . . , αM ) =µ1
∑
β
p(α1, . . . , αM | B1 = β1)B1(β1) + · · ·
+µN
∑
β
p(α1, . . . , αM | BN = βN )BN (βN ).
(4)
There is no guarantee that the marginals of this joint
observable are good approximations of A1, . . . ,AM . This
obviously depend on the choices of B1, . . . ,BN and the
conditional post processing. In what follows we show
that our technique captures many of the known examples
of joint measurability and, moreover, we present various
new joint measurement scenarios.
III. ADAPTIVE STRATEGY FOR QUBIT
OBSERVABLES
The general procedure described in the last sections
has two critical choices: test observables B1, . . . ,BN
and conditional post-processing functions p(α1, . . . , αM |
3Bk = β). We will now specify the latter in the case of
unbiased qubit observables.
First, we start from unbiased binary qubit observables.
For each unit vector a ∈ R3 and 0 ≤ λ ≤ 1, we denote
by Sλa the binary qubit observable
Sλa(±1) = 1
2
(1± λa · σ) .
For values 0 < λ < 1 we consider Sλa as a noisy version
of the sharp qubit observable Sa [13, 14].
Let a1, . . . ,aM ∈ R3 be a finite set of unit vectors. We
are seeking for a joint observable for noisy versions of
Sa1 , . . . ,SaM , i.e., we want to construct an observable G
such that ∑
α2,...,αM=±1
G(α1, . . . , αM ) = S
λa1(α1) ,
and similarly for the other marginals. Following the gen-
eral guideline of the adaptive strategy, we proceed as fol-
lows.
1. We fix a set of unit vectors b1, . . . ,bN ∈ R3 such
that a` · bk 6= 0 for all ` = {1, . . . ,M} and k =
{1, . . . , N}.
2. We choose randomly k ∈ {1, . . . , N}.
3. We perform a measurement of Sbk in the input
state %, hence obtain an outcome βk = ±1 with
the probability tr
[
%Sbk(±1)].
4. For each ` = {1, . . . ,M}, we decide that the out-
come α` is βk if a` · bk > 0 and −βk if a` · bk < 0.
5. As a result, we get a list (α1, . . . , αM ) of outcomes.
6. It is possible that some combination (α1, . . . , αM )
does not result in the process at all. In this case
we set G(α1, . . . , αM ) = 0.
The marginals of G are binary qubit observables, but
they are not guaranteed to be unbiased noisy versions of
the original observables Sa1 , . . . ,SaM . However, we will
next see that the marginals are unbiased noisy versions
of the original observables in many symmetric situations
if the vectors b1, . . . ,bN are chosen properly.
A. Planar directions
We begin our discussion with a well-known example
of two orthogonal qubit observables Sx and Sy [13]. We
want to build our joint measurement by finding two mea-
surement directions and then randomly performing one
of the measurements. For this purpose we employ pro-
jective measurements in the directions which are equal
superpositions of the Bloch vectors x,y of Sx(+) and
Sy(+). If an outcome of a measurement in the direction
1 0 1
0
λ
1
~a1
~a2
~b1
~b2 λ~a2
FIG. 4: (Color online) Two orthogonal observables in plane.
b1 =
1√
2
(x+y) is positive (resp. negative), then the mea-
surement outcomes of Sx and Sy are decided to be posi-
tive (resp. negative) as x·b1 > 0 and y·b1 > 0. In a simi-
lar way, if a measurement in the direction b2 =
1√
2
(x−y)
is performed and a positive (resp. negative) outcome is
obtained, then the measurement outcomes of Sx and Sy
are decided to be + and − (resp. − and +) as x ·b2 > 0
and y · b2 < 0. In this procedure the actually measured
observable is a POVM G given by the operators
G(+,+) =
1
2
Sb1(+) , G(−,−) = 1
2
Sb1(−) ,
G(+,−) = 1
2
Sb2(+) , G(−,+) = 1
2
Sb2(−).
The marginals (post-processings) of G are given as
G(+,+) + G(+,−) = λSx(+) + (1− λ)1
2
1, (5)
G(+,+) + G(−,+) = λSy(+) + (1− λ)1
2
1, (6)
with λ = 1√
2
≈ 0.7071. The parameter λ is usually called
the noise parameter. It tells how much white noise is
added to the observable. Surprisingly, the obtained value
of λ is known to be necessary and sufficient for the joint
measurability of the observables Sx and Sy [13].
The following proposition generalizes the previous ex-
ample for symmetrical arrangement of qubit observables
in a plane.
Proposition 1. Let M ≥ 2 be an integer and
ak = cos θkx+ sin θky , θk = (k − 1)pi/M
for k = 1, . . . ,M . The observables Sλa1 , . . . ,SλaM are
jointly measurable if
λ ≤ 1
M sin( pi2M )
.
Proof. Suppose that M is odd. We choose bk = ak for k =
1, . . . ,M and follow the previously described procedure.
4We have
ak · a` = cos θk cos θ` + sin θk sin θ`
= cos(θk − θ`)
= cos
(k − `)pi
M
.
Hence,
ak · a` > 0 if |k − `| < M/2,
ak · a` < 0 if |k − `| > M/2.
The first marginal of G is∑
α2,...,αM=±1
G(α1, . . . , αM ) = S
λa1(α1) ,
where
λ =
1
M
1 + 2 (M−1)/2∑
k=1
cos(
kpi
M
)
 .
By Lagrange’s trigonometric identity we have
(M−1)/2∑
k=1
cos(
kpi
M
) = −1
2
+
1
2 sin( pi2M )
.
Suppose then that M is even. We choose
bk = cos(θk +
pi
2M
)x+ sin(θk +
pi
2M
)y ,
θk =
(k − 1)pi
M
,
for k = 1, . . . ,M . The first marginal of G is∑
α2,...,αM=±1
G(α1, . . . , αM ) = S
λa1(α1) ,
where
λ =
2
M
M/2∑
k=1
cos(
(2k − 1)pi
2M
) =
1
M sin( pi2M )
.
B. Non-planar directions
In this section we apply our method for qubit observ-
ables whose Bloch vectors are not in the same plane but
are situated in a symmetric way. We explain the method
for the case of three and four observables and we note
that the noise parameter for these settings is the same.
Moreover, we give the results concerning two more com-
plicated cases, and the proofs for these results are given
in the appendix.
1. Three observables
Let us first choose a1 = x, a2 = y and a3 = z. Adding
also opposite directions the vectors would form an octa-
hedron. However, since two vectors a and −a determine
the same binary observable up to the permutation of out-
comes, we keep only the positive directions.
For our adaptive strategy we choose b1 =
1√
3
(x+y+z),
b2 =
1√
3
(−x+y+z), b3 = 1√3 (x−y+z), b4 = 1√3 (−x−
y+ z), see Fig. 5. If in this case we measure for example
in the direction of b1 and get a positive (resp. negative)
outcome our adaptive strategy assigns the value + (resp.
−) to all of the observables A1,A2, and A3. The nonzero
elements of the constructed joint observable G are thus
(see Fig. 5)
G(+,+,+) =
1
4
Sb1(+) , G(−,−,−) = 1
4
Sb1(−) ,
G(+,+,−) = 1
4
Sb4(−) , G(−,−,+) = 1
4
Sb4(+) ,
G(+,−,+) = 1
4
Sb3(+) , G(−,+,−) = 1
4
Sb3(−) ,
G(+,−,−) = 1
4
Sb2(−) , G(−,+,+) = 1
4
Sb2(+) .
The marginals of G are Sλa1 , Sλa2 and Sλa3 with the
noise parameter λ = 1/
√
3 ≈ 0.5774, and we have thus
reproduce the result first proved in [13]. Let us note that
this noise parameter is known to be the boundary point,
meaning that for any λ > 1/
√
3 the three observables are
incompatible [15].
a1
a2
a3
b1
b2
b3
b4
FIG. 5: (Color online) Three observables. The vectors ai,
i = 1, 2, 3, are the desired directions and the vectors bj , j =
1, 2, 3, 4, are the guessing directions.
52. Four observables
We then choose a1 =
1√
3
(x+y+z), a2 =
1√
3
(x−y−z),
a3 =
1√
3
(−x + y − z) and a4 = 1√3 (−x − y + z), so
the vectors go to the vertices of a tetrahedron. For our
adaptive strategy we choose b1 = x, b2 = y and b3 =
z, see Fig. 6. Now the nonzero elements of the joint
observable G are
G(+,+,−,−) = 1
3
Sb1(+) , G(−,−,+,+) = 1
3
Sb1(−) ,
G(+,−,+,−) = 1
3
Sb2(+) , G(−,+,−,+) = 1
3
Sb2(−) ,
G(+,−,−,+) = 1
3
Sb3(+) , G(−,+,+,−) = 1
3
Sb3(−) .
The marginals of G are Sλaj with λ = 1√
3
. This value
of the noise parameter coincides with the one for three
observables (see previous subsection).
a1
a2
a3
a4
b1
b2
b3
FIG. 6: (Color online) Four observables. The vectors ai,
i = 1, 2, 3, 4, are the desired directions and the vectors bj ,
j = 1, 2, 3, are the guessing directions.
3. Six and ten observables
Icosahedron has 12 vertices and these directions deter-
mine 6 binary observables, while dodecahedron has 20
vertices and these directions determine 10 binary observ-
ables. Using the adaptive strategy we obtain the fol-
lowing values for the noise parameters (see Appendix):
λ6 =
1+
√
5
6 ≈ 0.5393 and λ10 = 3+
√
5
10 ≈ 0.5236. As we
will later see, these are the least noise values making the
binary observables jointly measurable.
C. Adaptive strategy for the non-symmetric case
The adaptive strategy gives an optimal joint observ-
able also for the case of two arbitrary unbiased qubit
observables. For this purpose, let a1 and a2 be two
Bloch vectors. We choose b1 =
1
‖a1+a2‖ (a1 + a2) and
b2 =
1
‖a1−a2‖ (a1 − a2) to be the equal superpositions of
these vectors. The adaptive strategy gives a joint observ-
able G defined by
G(+,+) = µSb1(+) ,
G(+,−) = (1− µ)Sb2(+) ,
G(−,+) = (1− µ)Sb2(−) ,
G(−,−) = µSb1(−),
where the constant µ is the probability of making the
measurement in the direction b1 and 1− µ is the proba-
bility of making the measurement in the direction b2.
In order to get the correct marginals for G, i.e., Sλa1
and Sλa2 , one needs to have
µ =
‖a1 + a2‖
‖a1 + a2‖+ ‖a1 − a2‖ ,
and this gives
λ =
2
‖a1 + a2‖+ ‖a1 − a2‖ ,
which coincides with the optimal value originally pre-
sented in [13].
IV. GENERALISED ADAPTIVE STRATEGY
FOR MUBS
In order to use our strategy for measurements with
more than two outcomes in a Hilbert space whose dimen-
sion is larger than or equal to two, one needs to introduce
two minor modifications. First, in step three of the strat-
egy a measurement of a two-valued observable Sbi(±) is
performed. In the general case such a measurement is
not enough to distinguish between the outcomes of the
desired observables. For example in the case where one
of the desired observables (say A) is three valued, a two
valued observable could at best distinguish one of the out-
comes of A and leave the other two open. This lack of dis-
tinguishability can be circumvented. Namely, instead of
flipping a coin between two-valued observables, we build
up the joint observable from the fixed vectors and not
from the two-valued observables assigned to them.
Second, in the qubit case our strategy requires fixed
Bloch vectors. The values of the joint observable are
decided by checking the overlaps between these vectors
and the Bloch vectors of the desired observables. In order
to generalize our strategy we note that the inner products
of the Bloch vectors (say a and b) and the inner products
6of the corresponding Hilbert space vectors (say ψa and
ψb) are related by the formula
|〈ψa|ψb〉|2 = 1
2
(1 + a · b). (7)
Hence we can fix Hilbert space vectors instead of Bloch
vectors and decide the values of the joint observable by
maximising the inner products between the fixed rank-1
operators and the effects of the desired observales. More
generally, one could fix higher rank effects and maximize
the overlaps between these effects and the effects of the
observables.
The generalisation withdraws the step three from our
strategy. Step three can be seen as a requirement for
the normalisation of the joint observable and, hence, we
replace the third step by the condition that the fixed
Hilbert space vectors as rank-1 operators must sum up
to the identity.
To illustrate the generalised adaptive strategy we con-
sider the case of two MUBs in a d-dimensional Hilbert
space. Let {ϕj}nj=1 and {ψk}nk=1 be two mutually un-
biased bases of Cn, i.e., |〈ϕj |ψk 〉| = 1/
√
d and let
A1(j) = |ϕj〉〈ϕj | and A2(k) = |ψk〉〈ψk|, j, k = 1, ..., d,
be the corresponding observables.
We define unit vectors bj,k like in the previous section
as equal superpositions of the desired directions ϕj and
ψk:
bj,k = N(ϕj + e
iθj,kψk) , e
iθj,k =
√
d〈ψk|ϕj〉 ,
where N is a normalization factor. It is easy to see that
the overlaps |〈ϕm|bj,k〉|2 and |〈ψn|bj,k〉|2 are both maxi-
mal when m = j and n = k. Hence we build up a joint
measurement candidate by defining
G(j, k) =
N2
d
|bj,k〉〈bj,k|.
It is now straight-forward to check that G sums up
to identity and that it gives as marginals the smeared
versions of A1 and A2 with the amount
λ =
1
2
(1 +
1
1 +
√
d
) ,
of white noise. This value has been earlier shown to be
the optimal noise parameter in the case of Fourier con-
nected MUBs [17],[18].
V. PROVING OPTIMALITY OF ADAPTIVE
JOINT MEASUREMENTS USING STEERING
In this latter part of our investigation we prove that
the joint measurements considered in the previous sec-
tions are actually optimal. In other words, we show that
their marginals possess the least possible amount of white
noise, meaning that for any larger value of the noise pa-
rameter λ the respective observables are incompatible.
For proving the optimality, we employ some known steer-
ing techniques. In this section we recall the basic setup of
steering and explain why it helps to prove the optimality
of the presented joint measurements.
Consider a bipartite scenario (Alice and Bob) sharing
a quantum state ρAB . In a quantum steering task Alice
tries to convince Bob that the shared state is entangled
by making only local measurements Ak, k = 1, ..., n on
her system and sending Bob the respective outcomes x =
1, ...,m by classical communication.
When Alice measures an observable Ak and gets
an outcome x Bob’s conditional (non-normalized) state
reads
σx|k = trA[(Ak(x)⊗ 1)ρAB ]. (8)
We first notice that for any separable state
∑
i piρ
i
A⊗ρiB
the conditional states always read
σx|k =
∑
i
tr[Ak(x)ρ
i
A]piρ
i
B . (9)
This kind of an ensemble could also be created by clas-
sically post-processing a local set of (non-normalized)
states {piρiB}i on Bob’s side.
If, however, Bob runs over all local ensembles of non-
normalized states {σi}i together with all possible post-
processings and finds out that he can not reproduce his
conditional states, he concludes that the shared state
must be entangled. To be more precise, a bipartite setup
(i.e. ρAB and Alice’s measurements {Ak}nk=1) is non-
steerable if there exists an ensemble of positive semi-
definite operators {ση}η together with classical post-
processings p(x|k, η) such that
σx|k =
∑
η
p(x|k, η)ση. (10)
If this is not the case, the setup is called steerable. For a
steerable (resp. non-steerable) setup it is said that Alice
can (resp. can not) steer Bob.
One notices that the definitions of steerability (10) and
joint measurability (1) look very similar. It was proven
in [8, 9] that this similarity originates from a one-to-one
correspondence between these concepts: compatible mea-
surements never allow Alice to steer Bob and steering is
always possible with incompatible observables provided
that the Schmidt rank of the shared pure state is d. In
order to emphasize the link between steering and joint
measurements it is convenient to use the maximally en-
tangled state |ψ〉 = 1√
d
∑
i |ii〉 in a steering scenario. For
the maximally entangled state the conditional states read
σx|k =
1
d
Ak(x)
T , (11)
where T denotes the transpose. In what follows, we use
this link to show that adaptive joint measurements are
7optimal in the sense that they possess the least possible
amount of white noise.
A. Necessary condition for qubit observables
In this part we use known steering results to obtain
the necessary condition for joint measurability of qubit
observables. The steering inequality introduced in [22]
reads
1
n
n∑
k=1
tr [(Ak ⊗ ck · σk)ρAB ] ≤ Cn, (12)
where Ak = Ak(+)−Ak(−), ck is a Bloch vector and ρAB
is a state of the composite system. The bound Cn is the
maximum value for the expression
1
n
n∑
k=1
∑
xk
xktr
[
σx|kck · σk
]
, (13)
provided that the operators σx|k are of the form (10).
Here we have labeled the outcomes of the measurement
Ak by xk. The bound Cn is obtained as
Cn = max
xk
(
λmax
(
1
n
n∑
k=1
xkck · σk
))
, (14)
where λmax (K) is the largest eigenvalue of a matrix K.
For example, in the case of planar observables (Propo-
sition 1) one gets
CplanarM =
1
M sin
(
pi
2M
) . (15)
This is the maximum value for CplanarM such that the sce-
nario is not steerable. This means, like we discussed in
the previous section, that a violation of the inequality
(12) is only possible if Alice’s observables are incompat-
ible.
To see that in the planar case our adaptive strategy
gives the optimal joint observable, let |ψ〉〈ψ| denote the
maximally entangled state and notice that
trA[Ak(x)⊗ 1|ψλ〉〈ψλ|] =trA[Aλk(x)⊗ 1|ψ〉〈ψ|], (16)
where |ψλ〉〈ψλ| = λ|ψ〉〈ψ| + 1−λ4 1 ⊗ 1 and Aλk(x) =
λAk(x) +
1−λ
2 tr [Ak(x)] I.
Inserting the noisy maximally entangled state
|ψλ〉〈ψλ|, the Bloch vectors of the planar observables
from Proposition 1 for Bob, and the transposed planar
observables for Alice1 to the left hand side of equation
1 We choose transposed observables because using the properties
of the maximally entangled state gives then a simple condition
(12) one arrives with the condition λ ≤ CplanarM . In other
words, if λ is larger than this threshold one violates the
steering inequality and consequently Alice’s observables
are non-jointly measurable (transposition does not affect
joint measurability) with the amount λ of white noise
(see equation (16). This means that joint measurability
of Alice’s observables implies that λ ≤ CplanarM . Hence,
we arrive with the following result
Proposition 2. The planar observables introduced in
Prop. 1 are jointly measurable if and only if
λ ≤ 1
M sin
(
pi
2M
) .
Calculating the values CM for the cases of Platonic
solids and repeating the same procedure as above one
finds that the joint measurements given by the adaptive
strategy are optimal also in these cases. We summarize
the results of this section in the following statement:
Proposition 3. The sufficient joint measurability condi-
tions given in Section III A and III B are also necessary.
B. Necessary condition for MUBs
In this part we prove that the joint measurability con-
dition given in Section IV are optimal.
For this purpose, suppose that Alice performs two dif-
ferent d-valued projective measurements given by two
sets of MUBs {ϕj}dj=1 and {ψk}dk=1 as follows
A1(j) = |ϕj〉 〈ϕj | , A2(k) = |ψk〉 〈ψk| . (17)
The ensemble of states that Bob observes is denoted by
{σx|i}x∈Zd , i = 1, 2.
For this scenario the underlying state is non-steerable
if and only if there exists a collection {ωjk}jk of positive
semidefinite operators ωjk ≥ 0 such that
σj|1 =
∑
k
ωjk, σk|2 =
∑
j
ωjk, (18)
hold for all possible j, k. Note that here the notation ωjk
combines the post-processings and the positive operators
in Eq. (10). To certify that a decomposition of this form
is impossible one needs to violate a steering inequality.
For our purpose a useful inequality is characterized by
a collection of operators {Zjk}jk which are all positive
for steering:
tr
[
ATk ⊗ Ak|ψλ〉〈ψλ|
]
= λ.
Note that as this is the case for any choice of observables Ak,
one can use the equation (14) to calculate necessary joint mea-
surability conditions for arbitrary qubit observables.
8semidefinite Zjk ≥ 0 and furthermore satisfy the linear
constraints
Zjk = Zjt + Zsk − Zst, (19)
for all possible j, k, s, t. If the observed ensembles
{σj|1}j∈Zd and {σk|2}k∈Zd do have a decomposition of
the above form, then it holds that∑
jk
tr [Zjkωjk] =
∑
jk
tr [(Zjt + Zsk − Zst)ωjk]
=
∑
j
tr
[
Zjt(
∑
k
ωjk)
]
+
∑
k
tr
Zsk(∑
j
ωjk)

− tr
Zst(∑
j,k
ωjk)
 (20)
=
∑
j
tr
[
Zjtσj|1
]
+
∑
k
tr
[
Zskσk|2
]− tr [Zstρ] ≥ 0 ,
(21)
for all s, t. Note that non-negativity holds because all Zjk
and ωjk are positive semidefinite. In addition we have
used the fact that ρ =
∑
j σj|1 =
∑
k σk|2. Hence if one
violates this inequality one proves that such a positive
semidefinite decomposition is impossible.
C. Employed inequality
In the following we use the following steering inequal-
ity. For the two given mutually unbiased basis sets
{|ϕj〉}j∈Zd , {|ψk〉}k∈Zd define
Zjk = a (|ϕj〉 〈ϕj |+ |ψk〉 〈ψk|) + b1 , (22)
with
a = − 1
(
√
d− 1)(√d+ 2) , b =
√
d+ 1√
d(
√
d− 1)(√d+ 2) .
(23)
In this form one directly verifies that all linear constraints
given by Eq. (19) are satisfied. In order to show that
these operators are also positive semidefinite we express
them in a different way.
Since the sets are mutually unbiased one has
〈ϕj |ψk 〉 = eiθjk/
√
d. If one incorporates this phase into
the superposition states
|χ±jk〉 =
1
N±
(|ϕj〉 ± e−iθjk |ψk〉) , (24)
one achieves that the resulting states become orthogonal〈
χ+jk |χ−jk
〉
= 0. Furthermore note that the normaliza-
tion is then also independent of j and k.
Via these definitions one can rewrite the operators
given by Eq.(22) as
Zjk = c |χ−jk〉 〈χ−jk|+b(1−|χ−jk〉 〈χ−jk|−|χ+jk〉 〈χ+jk|) , (25)
with
c =
2√
d(
√
d− 1)(√d+ 2) . (26)
Since both terms in Eq. (25) consist of a positive con-
stant multiplied with a positive semidefinite operator,
this shows that all Zkl are positive semidefinite.
Note that in order to derive the coefficients, one can
start with Zkl as given by Eq. (25) but with open b, c.
In order to achieve a form like Eq. (22) the coefficients
in front of the terms |ϕj〉 〈ψk| and |ψj〉 〈ϕk| must vanish,
which holds if
c− b
N2−
+
b
N2+
= 0. (27)
The solution which additionally satisfies tr [Zkl] = 1 is
the given solution.
D. The implication
In this part we apply the steering inequality to derive
the statement that the two observables Aλ1 and A
λ
2 are
not jointly measurable if λmax ≤ λ.
We measure the maximally entangled state |ψ〉 =
1√
d
∑
i |ii〉 with the observables Aλ1
T
and Aλ2
T 2. By the
properties of the maximally entangled state, the condi-
tional states are given by
σj|1 =
1
d
Aλ1 (j), σk|2 =
1
d
Aλ2 (k). (28)
If we now apply the steering inequality from Eq.(21) with
the operators Zkl given by Eq. (22) one obtains
d
∑
jk
tr [Zjkωjk] =
∑
j
tr
[
ZjtA
λ
1 (j)
]
+
+
∑
k
tr
[
ZskA
λ
2 (k)
]− tr [Zst1]
= 2d
{
λ
[
a
(
1 +
1
d
)
+ b
]
+
1− λ
d
}
− 1
= 2 {1− λ [1− a(d+ 1)− db]} − 1
= 2
{
1− λ
(
1− 1√
d+ 2
)}
− 1 ≥ 0.
2 If we violate a steering inequality it means that Aλ1
T
, Aλ2
T
are not
jointly measureable; this implies further that also the transposed
measurements are not jointly measurable.
9The inequality only holds if
λ ≤ 1
2
(1 +
1
1 +
√
d
) = λmax, (29)
and this proves the statement.
VI. 4-SPECKER SET OF QUBIT OBSERVABLES
As a consequence of our previous results we can now
show that there exists a so called 4-Specker set [16] con-
sisting of qubit observables. This means that there exists
a set of four incompatible qubit observables which are
not jointly measurable but any triplet of these observ-
ables forms a jointly measurable set. The precise set of
these four observables is the following:
Proposition 4. Consider four qubit observables Sλak de-
fined by equally distributed Bloch vectors on the upper
side of the xy-plane, i.e. the angle between the vector k
and k + 1 is pi/4. There exists a smearing parameter λ
such that the observables Sλak form a 4-Specker set.
Proof. Because of the symmetry of the situation, every
subset of three observables {Sλak}k 6=i for some i is jointly
measurable if and only if (see formula 16 in [15])
λ ≤ (cos(pi/4) + 2 sin(pi/8))−1 ≈ 0.679. (30)
By Prop. 2, however, the set of four observables is in-
compatible if and only if λ > 14 sin(pi/8) ≈ 0.65. Hence,
choosing any λ which is between these thresholds gives a
4-Specker set {Sλak}4k=1 of qubit observables.
It has been earlier shown that qubit observables can
form a 3-Specker set [16, 24], and that a 4-Specker set
exists in dimension 4 [19].
VII. CONCLUSION
Our method opens up possibilities for future research
on both quantum incompatibility and steering. First,
we have tested our method on basic symmetric and non-
symmetric measurement setups and shown its power in
these scenarios by reproducing some known and various
new noise thresholds. The open question is how far can
the method be fetched, i.e., how to find optimal vectors
bi for more complicated measurement settings. Second,
it is an open problem to decide which pairs of quantum
observables are the most noise resistant ones in finite di-
mension. Our method gives lower bounds on the noise
robustness of sets of measurements. Third, our technique
might have interesting applications in quantum steering
as every joint observable works as a local hidden state
model for steering attempts with a restricted set of mea-
surements [12]. These questions are left for now for future
works.
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Appendix A: 6 observables
Denote χ = 1+
√
5
2 and n =
5+
√
5
2 . Let
a1 =
1√
n
(y + χz) , a2 =
1√
n
(−y + χz) ,
a3 =
1√
n
(x+ χy) , a4 =
1√
n
(−x+ χy) ,
a5 =
1√
n
(χx+ z) , a6 =
1√
n
(−χx+ z).
We choose bi = ai for i = 1, . . . , 6 and obtain the elements of the joint observable G according to the Fig. 7 as follows:
a1
a2
a3
a4
a5
a6
FIG. 7: (Color online) Six observables (icosahedron). The desired directions ai are the same as the guessing directions bj .
The nonzero elements of the constructed joint observable G are
G(+,+,+,+,+,+) =
1
6
Sb1(+) , G(−,−,−,−,−,−) = 1
6
Sb1(−) ,
G(+,+,−,−,+,+) = 1
6
Sb2(+) , G(−,−,+,+,−,−) = 1
6
Sb2(−) ,
G(+,−,+,+,+,−) = 1
6
Sb3(+) , G(−,+,−,−,−,+) = 1
6
Sb3(−) ,
G(+,−,+,+,−,+) = 1
6
Sb4(+) , G(−,+,−,−,+,−) = 1
6
Sb4(−) ,
G(+,+,+,−,+,−) = 1
6
Sb5(+) , G(−,−,−,+,−,+) = 1
6
Sb5(−) ,
G(+,+,−,+,−,+) = 1
6
Sb6(+) , G(−,−,+,−,+,−) = 1
6
Sb6(−).
Marginals of G are Sλai , i ∈ 1, . . . , 6 with λ = 1+
√
5
6 .
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Appendix B: 10 observables
We denote χ = 1+
√
5
2 . Let
a1 =
1√
3
(x+ y + z) , a2 =
1√
3
(x− y + z) ,
a3 =
1√
3
(−x+ y + z) , a4 = 1√
3
(x+ y − z) ,
a5 =
1√
3
(χ−1y + χz) , a6 =
1√
3
(−χ−1y + χz) ,
a7 =
1√
3
(χ−1x+ χy) , a8 =
1√
3
(−χ−1x+ χy) ,
a9 =
1√
3
(χx+ χ−1z) , a10 =
1√
3
(−χx+ χ−1z).
We choose bi = ai for i = 1, . . . , 10 and obtain the outcomes of the joint observable G according to the following
table:
k outcome of Sbk outcome of G
1 + (+,+,+,+,+,+,+,+,+,-)
- (-,-,-,-,-,-,-,-,-,+)
2 + (+,+,-,-,+,+,-,-,+,-)
- (-,-,+,+,-,-,+,+,-,+)
3 + (+,-,+,-,+,+,+,+,-,+)
- (-,+,-,+,-,-,-,-,+,-)
4 + (+,-,-,+,-,-,+,+,+,-)
- (-,+,+,-,+,+,-,-,-,+)
5 + (+,+,+,-,+,+,+,+,+,+)
- (-,-,-,+,-,-,-,-,-,-)
6 + (+,+,+,-,+,+,-,-,+,+)
- (-,-,-,+,-,-,+,+,-,-)
7 + (+,-,+,+,+,-,+,+,+,-)
- (-,+,-,-,-,+,-,-,-,+)
8 + (+,-,+,+,+,-,+,+,-,+)
- (-,+,-,-,-,+,-,-,+,-)
9 + (+,+,-,+,+,+,+,-,+,-)
- (-,-,+,-,-,-,-,+,-,+)
10 + (-,-,+,-,+,+,-,+,-,+)
- (+,+,-,+,-,-,+,-,+,-)
The nonzero elements of the constructed joint observable G are the ones given by the table B divided by the number
of guessing observables. Marginals of G are Sλai , i ∈ 1, . . . , 10 with λ = 1+χ5 .
