We address the problem of binary image operator design over large windows by breaking it into two phases. Firstly, we design several operators over small sub-windows of the main window. The outputs of these first level operators are then combined into a global operator. We devise a heuristic, motivated by Information Theory, for breaking the main window into sub-windows. Preliminary results show that the proposed scheme improves operator performance over single-level operators.
Introduction
The design of translation invariant and locally defined binary image operators is equivalent to the design of Boolean functions whose variables are given by the window which establishes the locality property of the operator. An optimal mean absolute error (MAE) operator can be obtained if the joint distribution between images to be processed and respective ideal output images are known. Since in practice this probability is not known, a usual approach is to estimate it from sample pairs and use the estimated probabilities to design an approximately optimal operator [1] . However, for large windows several shortcomings arise: (1) estimation is not accurate, (2) many of the patterns are not even observed in the training sample, and (3) computational time and memory space required is large.
To deal with these difficulties, a two-level design approach based on stacked generalization, a pattern classification approach proposed by Wolpert in [9] , has been recently proposed [3] . More specifically, given a large window, several sub-windows, whose union equals the given window, are considered and one operator is designed for each sub-window. This step generates the first level operators. In the sequel, outcomes of these first level operators are combined to form a new pattern that is posteriously used to train a second level operator. This composition results in a two-level operator that indirectly makes use of all data observed through window W , although individual operators of the first level observe only part of it. The advantages of this approach are: (1) the MAE of the estimated composition is better than the MAE of the operator estimated over the whole window and (2) the overall computation time required is smaller than the time required for designing directly on the large window.
So far, sub-windows of the first level operators have been chosen empirically, both with regard to their shapes and quantity, in a trial and error basis [3] . In this paper, we address the problem of selecting appropriate sub-windows of the large window. The proposed approach is based on information theory concepts, particularly on interaction information [7] . Information theory has been used before in designing binary morphological operators. In [6] , information on the training set is maximized to find a minimal window. In [8] , mean conditional entropy is used as a criterion to choose a multiresolution pyramid of windows. In this paper, we present a method based on interaction information (a generalization of mutual information) to select a set of sub-windows of a larger window. This is done by a series of transformations on the variables that define the larger window in a way that the information is preserved but the interaction between the variables is sequentially reduced. At the end, each new variable will lead to a desired sub-window. This paper is organized as follows. In Section 2, we present a brief review on morphological image operators, their equivalence to Boolean functions and the usual design procedure from training data as well as the two-level training proposed in [3] . In Section 3, we review some main concepts from Information Theory. In Section 4, we present and show that appropriate transformations of binary variables have the property of preserving the information of the ini-tial variables. By choosing an adequate sequence of binary variable transformations, we are able to generate a new set of variables (related to the initial ones) that preserves information but reduces interaction between pairs of variables. In Section 5 we show how such transformations can be used to select a set of sub-windows to be used in the first level operators. In Section 6 we present some experimental results and in Section 7 we present some discussions and the conclusions of our work.
Binary Image Operator Design
Binary images defined on E = Z 2 can be represented as subsets S ⊆ E. Let P(E) be the collection of all subsets of E. The translation of a set S ∈ P(E) by a vector z ∈ E is denoted S z . Binary image operators are mappings from P(E) to P(E). Given an image operator Ψ : P(E) → P(E), we say that Ψ is translation-invariant (t.i.) if and only if [Ψ(S)] z = Ψ(S z ) for any z ∈ E and S ∈ P(E). Given a non-empty subset W ⊆ E, W = {w 1 , w 2 , . . . , w n }, we say that Ψ is locally defined (l.d.) within W if x ∈ Ψ(S) ⇐⇒ x ∈ Ψ(S ∩ W x ). If Ψ is both t.i. and l.d., then it can be locally characterized by a function of the form ψ : {0, 1} n → {0, 1}, on n binary variables
Operator optimality
We assume that there exists a jointly stationary process (S, I), whose realizations are observed images that we would like to process and their corresponding ideal images (i.e., the images desired as the result of the processing), respectively. The process S ∩ W z is also a random set, which can be thought as a random vector X z by associating each element of S ∩ W z to a component of X z . Due to stationarity, we drop z from X z and consider that X is a random vector whose realizations correspond to the patterns observed in S through W at any location. Similarly, the value of a given pixel z in I can be thought as a realization of a random variable Y z . By the same reason, we drop z from Y z . We denote P (X, Y ) the joint distribution of (X, Y ).
The MAE of an image operator Ψ, characterized by ψ, with respect to process (S, I) is the expected value
It is known that the MAE optimal operator Ψ is the one characterized by the function given by, for any realization x of X, ψ(x) = 0, if P (x, 0) > P (x, 1), ψ(x) = 1, if P (x, 1) > P (x, 0), ψ(x) = 0 or 1, otherwise.
Designing from examples
Computation of an optimal MAE operator depends on the joint distribution P . However, this probability is unknown in general. These probabilities can be estimated from sample pairs (S i , I i ), i = 1, . . . , m of input-output images, leading to the following design procedure.
1. Slide W on each input image S i and at each location record the pattern x and the respective value y in I i at the same location. This yields and estimate of
2. For each observed pattern x, makeψ(x) = 1 ⇐⇒ P (x, 1) >P (x, 0) andψ(x) = 0 otherwise. This yields an incompletely specified functionψ (since, in general, not all possible patterns are observed in step 1).
3. Using the pairs (x,ψ(x)) as training data, apply any generalization algorithm. This yields a completely specified functionψ. We use Boolean function minimization as the learning algorithm [4] .
For the two-level design, let W denote the whole large window and let W 1 , W 2 , . . . , W k ⊂ W be the sub-windows of the first-level operators. The procedure described above is applied for each of the sub-windows, resulting in k first level operators that we denote ψ (1) i , i = 1, 2, . . . , k. These values form a new random vector, (ψ 1 , ψ 2 , . . . , ψ k ), that will be used in the same way, i.e., the pairs (ψ 1 , ψ 2 , . . . , ψ k ,ψ(x)) will be used as training data to the second-level operator.
Review on Information Theory Concepts
In this section we review some concepts from Information Theory which allow us to characterize the redundancy among first-level operators and also the information loss caused by decomposing the problem into parts for posterior combination.
Entropy and Mutual Information
In the framework of Information Theory, entropy is the measure of the mean information necessary for determining the value of one random variable. For a discrete random variable X taking values in a set X and with distribution P (X), the entropy is defined as [2] :
Throughout this article we will use 2 as the base for the logarithm, in which case the entropy is measured in bits (binary digits). The concept can be extended for two or more random variables by replacing P (X) in equation (1) with the joint distribution of the variables. For instance, let X be as above and let Y be a discrete random variable taking values in a set Y. The joint entropy H(X, Y ) is then given by:
The mutual information between two random variables, which measures how much uncertainty about one variable is resolved by observation of the other [2] is given by
LetX = ξ(X) be a random variable obtained by applying some function ξ on X. The Data Processing Inequality [2] states thatX cannot convey more information about Y than X itself: I(X; Y ) ≤ I(X; Y ) .
Interaction Information
Interaction information [7] is a measure of how much two random variables interact to determine the value of a third one. Let Y , X 1 and X 2 be discrete random variables defined on sets Y, X 1 and X 2 , respectively. Their interaction information I(Y ; X 1 ; X 2 ) is defined as:
where I(Y ; (X 1 , X 2 )) is the mutual information between Y and the pair (X 1 , X 2 ) considered jointly.
Interaction information is negative when X 1 and X 2 are redundant with respect to Y , i.e. when I(Y ; X 1 ) and I(Y ; X 2 ) overlap. Interaction information is positive when new information about Y is gained by the joint observation of (X 1 , X 2 ) compared to the situation when we only observe X 1 and X 2 separately. Equation (4) can also be written as:
where the mutual information between X 1 and X 2 conditioned on the observation of Y , I(X 1 ; X 2 |Y ), is given by:
.
(6) Interaction information is related to the ability of creating statistical models by parts-to-whole decompositions. When I(Y ; X 1 ; X 2 ) approaches zero, it is justifiable to estimate the relationship between pairs (Y, X 1 ) and (Y, X 2 ) separately and combine them in a output prediction afterwards. In case of negative interaction, I(Y ; X 1 ) and I(Y ; X 2 ) will overlap and one must be careful not to overcount the evidence for any class label y ∈ Y. When I(Y ; X 1 ; X 2 ) is positive, decomposition of the problem into parts will lead to information loss; ideally one should try to learn the full relationship between Y and the pair (X 1 , X 2 ) instead.
Information Preserving Transformations for Binary Variables
In this section we show a procedure to build mappings from one set of binary variables X into another setX while preserving the information about an output variable Y . Moreover, such mappings can be built by observation of only low-order marginal distributions, thus avoiding the complicated issue of estimating high dimensional joint distributions.
Building Mappings Through Distribution Permutations
Consider once again a random vector
n . We choose an arbitrary pair of variables
The joint distribution of (X 1 , X 2 , . . . , X n ) can be written as:
with P (X ) defined accordingly. Let F = (σ, ρ) be a mapping from {0, 1} 2 to {0, 1} 2 , where (σ, ρ) defines a permutation of {(0, 0), (0, 1), (1, 0), (1, 1)}. The following relation is then satisfied by a distribution Q: Q(σ(r, s), ρ(r, s)) = P (r, s),
for all r, s ∈ {0, 1}. One example of such a mapping is (X i ,X j ) = (X i , X j ), which leads to: Q(r, s) = P (r, s) where • means the Boolean negation of •.
We define now the random vectorX
The distribution Q(X) of the components ofX can be written as:
We analyze now the joint entropy H(X) = H(X 1 , . . .X i , . . . ,X j , . . . , X n ):
Using standard properties of the logarithm function it can be shown that:
The summation term in equation (11) can be further expanded as (using equation (9)):
Since there is a one-to-one correspondence between the events (X i = σ(r, s),X j = ρ(r, s)) and (X i = r, X j = s), we can write:
(13) By applying the identities (8) and (13) into (12) it is readily seen that the summation in (12) can be recast as:
The term in (14) is equivalent to: x P (x) log P (x |x i , x j ) . Recalling expression (2) for the joint entropy, it becomes clear that the effect of the mapping (X i ,X j ) = F(X i , X j ) over the calculation of the joint entropy H(X i ,X j ) is only to promote a reordering of the terms in the summation, thus the joint entropy remains unaltered:
where • = (r, s). By analogy with equation (11), a similar expression can be derived for H(X):
The equivalence between (12) and (14) and identity (15) implies:
Equation (17) states that mappings that obey the permutation condition defined in (8) will keep constant the joint entropy of a random vector of binary variables. This result entails that for a random vector {Y, X 1 , X 2 , . . . , X n } and a mapping (X i ,X j ) = F(X i , X j ), both identities will be observed:
Since the mutual informations I(Y, X) and I(Y,X) are given by:
the mutual information between the output variable Y and the transformed vectorX will also be preserved.
Permutation Transformations for Binary Variables
Here we study a class of transformations (X i ,X j ) = F(X i , X j ) that possesses the permutation characteristic stated in equation (8) and how they affect the interaction. Our goal is finding transformations that reduce the interaction I(Y ;X i ;X j ), so the problem of learning an operator Y = ψ(X) can be framed in a parts-to-whole statistical model. This kind of procedure is motivated by previous work [5] showing that feature construction based on interaction information can improve the performance of the Naive Bayes classifier.
Since we have four different events associated with realizations of (X i , X j ), namely {(0, 0), (0, 1), (1, 0), (1, 1)}, the class of permutation transforms has 4! = 24 members.
The first fact we must note is that, as shown above, this class of transformations will keep constant the joint entropy, H(X i ,X j ) = H(X i , X j ). Therefore, the only way to change the value of the mutual information I(X i ,X j ) = H(X i ) + H(X j ) − H(X i ,X j ) is by changing the sum of marginal entropies H(X i ) and H(X j ) with respect to their counterparts H(X i ) and H(X j ). Some permutations will keep that sum unchanged. For instance: (X i ,X j ) = (X j , X i ) will lead to H(X i ) = H(X j ) and H(X j ) = H(X i ), obviously making H(X i ) + H(X j ) = H(X i ) + H(X j ). Another type of transform that does not affect marginal entropies is negating either one or both variables.
To see that, we analyze the entropy formula for one binary variable:
Since P (X = 0) = P (X = 1) and P (X = 1) = P (X = 0), we have that H(X) = H(X). From the discussion above we can state that for any pair (A, B) of binary variables there can be defined 8 pairs that correspond to permutation transforms which preserve the mutual information (note that the first one corresponds to the identity transform):
It follows that the set of 24 permutation transforms can lead to at most 24/8 = 3 different values of mutual information. From equation (5) we see that I(Y ;X i ;X j ) can be expressed as a function of mutual information terms betweenX i andX j . Therefore permutation transforms can also lead to at most 3 different values of interaction information. One such value is given by the original interaction I(Y ; X i ; X j ). The other two correspond to the mappings
where ⊕ denotes the exclusive OR (XOR) operation. Table 1 illustrates how these mappings relate to permutations of events in {0, 1} 2 . The XOR operation changes the marginal distribution of the transformed variable:
and consequently the entropy H(X i ⊕ X j ) will also be changed. The successive application of two-variable mappings will require the calculation of the XOR function over pairs of already transformed variables. In this situation the XOR function generalizes as the parity function (PAR) over a set of binary variables {Z 1 , Z 2 , . . . , Z K }, Z k ∈ {0, 1}:
The XOR function is equivalent to PAR for two binary variables. Given two sets of binary variables, X α = {X α(1) , . . . , X α(U ) } and X β = {X β(1) , . . . , X β(V ) }, α(u), β(v) ∈ {1, . . . , n}, we have:
(24) Variables in the intersection set X α ∩ X β are removed because terms that appear twice (or any even number of times) do not influence parity computation. Expression (24) shows that iterative application of two-variable transformations leads to the formation of clusters of binary variables.
We define now a procedure for finding a transformationX = G(X), G : {0, 1} n → {0, 1} n which reduces the average magnitude of interactions I(Y ;X i ;X j ), i, j ∈ {1, . . . , n}, Y ∈ {0, 1}. The inputs to the procedure are:
• number of iterations N The procedure returns:
• the set of transformed vectors:
, . . . , n}, is related to one component ofX by the formula:
As the first step of the procedure we setX ← X and define a list of clusters:
At each iteration we choose a pair of indices i, j ∈ {1, . . . , n}, i = j and calculate the three possible interaction values:
If the minimal interaction corresponds to I 0 we just advance to the next iteration. Otherwise we set: λ = arg min i,j (I i , I j ) and apply the corresponding mapping, by updatingX λ ,X λ ←X i ⊕X j and the respective cluster:
This process is repeated till the specified number of iterations is reached.
For assessing the effectiveness of the proposed method we compare interaction values before and after the transformation. For that we adopted three measures:
3. Average of absolute interaction:
When we calculate pre-transformation interactions θ i is replaced with X i . For post-transformation evaluation θ i is replaced withX i .
Sub-Window Selection Based on Interaction Analysis
Recalling the framework for operator design presented in section 2.2, we devise the following scheme for subwindow selection based on interaction information. A large window W is adopted for generating a sample of inputoutput pairs (X, Y ). After that we apply the above proposed algorithm for interaction reduction. At this point it might be suggested the use of parity functions as the first level operators in a two-stage operator design scheme. Preliminary results (unreported) with this approach showed that an excessive number of parity functions was needed to achieve an acceptable operator performance. That put too much burden on the second level training phase, because of the number of input variables. Alternatively, we adopted the heuristic of treating each derived cluster as one sub-window. The Data Processing Inequality asserts that each sub-window carries at least the same information about Y as its parity function. Thus, there is no information loss in this process.
Let PAR(W i ) be the parity calculated over sub-window W i . We select windows based on the mutual information I(Y, PAR(W i )), as this quantity is a lower bound for the information contained in the window. Subwindows W i associated to each cluster are ranked in decreasing order of mutual information I(Y, PAR(W i )) and the first (i.e. most informative) k windows are selected.
Experimental Results
We performed experiments with different sets of images, using the above methodology. All experiments follow a common scheme. Given a set of input-output image pairs, a large rectangular window is defined and the algorithm for finding the interaction reducing transform is applied. The quality of the transform is assessed by comparison between pixel interactions (pre-transform) and parity function interactions (post-transform). In experiments reported below, the indices (i, j) were chosen in a deterministic order and the number of iterations was defined so that each combination (i, j) was used at least five times. This process showed to significantly reduce average interactions in all image sets studied.
Two-stage binary operator design was then performed. For that the resulting clusters were treated as sub-windows, which were ranked in decreasing order of mutual information I(Y, PAR(W i )). After that one first level operator ψ i was trained for each sub-window in the sequence (W 1 , W 2 , . . . , W n ). A sequence of second-level operators was then trained by adding one first-level operator at each iteration, according to the window order. For instance, the initial second-level operator combines the outputs of the firstlevel operators trained on windows W 1 and W 2 ; the i-th second-level operator combines the outputs of the first-level operators trained on windows W 1 through W i+1 . The same input-output image pairs used to find the windows were employed in training both the first-level and second-level operators. The assessment of second-level operators was performed with a set of testing images, disjoint with the training set. For further evaluation, we also designed a singlelevel operator over the large window and compared its test error with the one obtained with the two-stage operators.
Text Segmentation
Identification of text regions is an important task in document processing and analysis. In this experiment, four input-output image pairs similar to the ones shown in Fig. 2 were used for training and another four pairs were used for testing. A 5 × 7 window was the large window employed for two-level training. Numerical evaluation of the interaction reduction is summarized in table 2. Some of the resulting windows are shown in Figure 2 depicts the behavior of the training and testing errors as more windows are added to the training of the second-level operator, jointly with the test error achieved with a single-level operator trained on the large window. In Fig. 3 we show the result of the best two-level operator for one image in the test set.
Texture Recognition
Two input-output image pairs similar to the ones shown in Fig 6 were used for training and another three pairs were used for testing. A 7 × 7 window was the large window employed for two-level training. Evaluation of interactions is presented in Table 3 . Some of the resulting windows are shown in Fig. 4 . Figure 5 depicts the behavior of the training and testing errors as more windows are added to the training of the second-level operator, jointly with the test error achieved with a single-level operator trained on the large window. Figure 6 shows the result of the best two-level operator for one image in the test set.
Summary of Results
The proposed algorithm for reducing interactions showed to be effective, since in all cases there has been significant reduction in average magnitude of interactions. In Table 4 we compare, for each image set, the best two-level operator with the single-level operator trained on the large window. We observe that the best two-level operator always outperforms the single-level one, which means that the proposed approach for window selection leads to efficient use of the information contained in the large window while taking advantage of the improved statistical precision provided by estimation over a smaller set of variables. 
Concluding Remarks
We have presented a method for finding a transformation of binary variables that reduces interactions between them. The method showed to be effective in fulfilling this goal. Based on this method, a heuristic was proposed to find sub-windows used in two-stage design of binary image operators. The operators thus designed outperformed the corresponding single-level operators trained over the full window. Future work will address the issue of selecting the number of windows used in second-level operator training. Another possible improvement is using the values of inter- actions obtained after the transformation for guiding window selection. Although the interaction reduction transformation was used here in the context of binary image operator design, the method could be generally used for learning Boolean functions.
