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Abstract
A property Π on a finite set U is monotone if for every X ⊆ U satisfying Π, every superset
Y ⊆ U of X also satisfies Π. Many combinatorial properties can be seen as monotone properties,
and the problem of finding a minimum subset of U satisfying Π is a central problem in combina-
torial optimization. Although many approximate/exact algorithms have been developed to solve
this problem on numerous properties, a solution obtained by these algorithms is often unsuitable
for real-world applications due to the difficulty of building mathematical models on real-world
problems. A promising approach to overcome this difficulty is to enumerate multiple small so-
lutions rather than to find a single small solution. To this end, given an integer k, we devise
algorithms that approximately enumerate all minimal subsets of U with cardinality at most k
satisfying Π for various monotone properties Π, where “approximate enumeration” means that
algorithms may output some minimal subsets satisfying Π whose cardinality exceeds k and is
at most ck for some constant c ≥ 1. These algorithms allow us to efficiently enumerate minimal
vertex covers, minimal dominating sets in bounded degree graphs, minimal feedback vertex sets,
minimal hitting sets in bounded rank hypergraphs, etc., with constant approximation factors.
1 Introduction
Let U be a finite set. A property Π on U is monotone if for every X ⊆ U satisfying Π, every
superset Y ⊆ U of X also satisfies Π. Many basic combinatorial properties, such as being a spanning
subgraph of a graph, the linear dependency of columns of a matrix, and being a transversal of a
hypergraph, can be seen as a monotone property on suitable sets U . Thus, many combinatorial
optimization problems can be formulated as a minimization problem with a monotone property over
a finite set U . Due to the nature of combinatorial problems, numerous minimization problems with
monotone properties, such as the minimum vertex cover problem and the minimum dominating set
problem, are proven to be NP-hard in the literature. The concept of approximation algorithms is
one of the most popular approaches to this difficulty, which aims to find a “small” solution with
a provable guarantee on its cardinality. However, in many practical applications, such a “small”
solution may be inadequate, even if one can find a smallest one, due to ambiguous “true” objectives
and/or informal unwritten constraints. To tackle these issues, enumerating multiple small solutions
would be promising. In this context, there are several attempts to enumerate multiple good solutions
rather than to compute a single best solution, which have received considerable attention in the
last decades.
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One of the best known attempts to achieve this goal is K-best enumeration [20, 26, 35, 38]. An
algorithm is called a K-best enumeration algorithm if it outputs K distinct solutions and there is
no solution (strictly) better than them. Obviously, the optimization counterpart corresponds to
the case K = 1. Several K-best enumeration algorithms have been developed in the literature,
e.g.: spanning trees [26], s-t paths [28, 35], s-t cuts [47], and (weighted) perfect matchings [38]
(See also [20], for more information). Among others, enumerating multiple solutions with some
specific order has attracted special interests in the field of database research, which they call ranked
enumeration [18, 41, 46]. When we wish to enumerate K solutions in the non-decreasing order of
their cardinality, this is equivalent to K-best enumeration.
A common obstacle to applying these approaches to enumerate multiple (best) solutions with
a monotone property Π is that the underlying minimization problem has to be tractable since we
need to find an optimal solution efficiently in the first place. As in Table 1, however, many problems
of finding a minimum subset satisfying Π, which we focus on in this paper, are NP-hard.
One of possible solutions to avoid this obstacle is due to [3, 21, 33]. They relaxed the rigorous
definition of the output order in ranked enumeration by considering an approximation order. More
precisely, an enumeration algorithm outputs solutions in θ-approximation order for some θ ≥ 1 if,
for every two solutions output by the algorithm, the cost of the former solution is not worse than θ
times the cost of the latter solution. This notion was first introduced by Fagin et al. [21] and enables
us to find an initial solution by polynomial-time approximation algorithms. In particular, Ajami
and Cohen [3] devised an algorithm for enumerating (weighted) set covers in Hd-approximation
order in polynomial delay, where d is the largest size of a hyperedge and Hd is the sum of the
first d numbers in the harmonic series. However, the technique used in [3] may produce non-
minimal solutions. These non-minimal solutions can be considered redundant in the sense that
for a smallest solution X, there are exponentially many “approximate” solutions containing X,
which can be easily obtained from X. This redundancy highly affects the overall performance
of enumeration algorithms. They extended their algorithm so that it enumerates only minimal
solutions in approximation order. However, the running time of this extension is no longer proven to
be upper bounded by a polynomial in the number of minimal solutions. Our goal here is to develop
enumeration algorithms such that the outputs satisfy the approximation quality requirement and
the running time is upper bounded by the number of solutions.
1.1 Summary of our results
In this paper, given a monotone property Π on a finite set U and a positive integer k, we design
algorithms that enumerate all the inclusion-wise minimal subsets of U satisfying Π each of whose
cardinality is at most k. We measure the running time of these algorithms in an output-sensitive way
(See [29,44], for more information). We say that an enumeration algorithm runs in polynomial delay
if the followings are upper bounded by a polynomial in the input size |U |: (1) the maximum time
interval between any two consecutive outputs, (2) the preprocessing time, and (3) the postprocessing
time. An enumeration algorithm runs in incremental polynomial time if the ith solution can be
obtained in time (i+ |U |)O(1). In other words, given a set O ⊆ 2U of solutions generated so far, the
algorithm runs in time (|O|+ |U |)O(1) to find a new solution not contained in O or decide that every
solution has already been contained in O. If the total running time of an enumeration algorithm
is upper bounded by a polynomial in both the input size and the number of outputs, we say that
the algorithm runs in output-polynomial time or polynomial total time.
Because our primary focus of this paper is monotone properties whose minimization versions
are NP-hard, there seems to be no hope of developing even a polynomial delay or incremental
polynomial time algorithm for enumerating subsets satisfying those properties with cardinality at
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most k. Therefore, this paper introduces yet another concept to enumerate multiple small solutions.
Let S be a collection of minimal subsets of U satisfying Π, which we wish to enumerate, and R
be a collection of minimal subsets not in S. Note that S∪Rmay not cover all the minimal subsets of
U satisfying Π. We say that an enumeration algorithm approximately enumerates S if it enumerates
all the subsets in S∪R without duplication. We call such an enumeration algorithm an approximate
enumeration algorithm. To evaluate the quality of approximate enumeration algorithms, we analyze
their running time with the output-sensitive analysis described above, that is, the running time is
measured by the input size and the cardinality of S ∪ R. As for the quality of output, we should
measure the error factor of approximate enumeration algorithms. Since, throughout the paper,
our goal is to enumerate all the minimal subsets of U satisfying Π with cardinality at most k, we
define the approximation factor of an approximate enumeration algorithm as |Smax|k , where Smax is
the maximum cardinality of a set in S ∪ R. Given this, we call such an algorithm c-approximate
enumeration algorithm when |Smax|k ≤ c.
In this paper, we develop two frameworks for designing efficient approximate enumeration al-
gorithms for enumerating minimal subsets satisfying Π for several monotone properties Π with a
constant approximation factor. The description of these frameworks is general and hence we can
derive approximate enumeration algorithms for many monotone properties in a unified way. We
summarize some problems to which we can apply our frameworks and known approximation and
enumeration (without cardinality constraints) results in Table 1. For example, let G be a graph and
let Πvc be the property of being a vertex cover of G. Given an integer k, our enumeration algorithm
enumerates the set S of minimal vertex covers of G that consists of all the minimal vertex cover of
G with cardinality at most k. Moreover, every minimal vertex cover outputted by the algorithm in
R has cardinality at most 3k. It runs in polynomial with respect to the cardinality of S ∪ R and
the size of an input. Since the running time of our algorithms, except for the case of d-Hitting
Set, is either polynomial delay or incremental polynomial time, we can enumerate a polynomial
number of approximate minimal solutions in polynomial time in the input size by terminating the
algorithm after generation of an appropriate number of solutions. We would like to emphasize that
our enumeration algorithms never output non-minimal solutions even if the cardinality of a gener-
ated solution is greater than k, and works efficiently even if k is large in contrast to parameterized
enumeration algorithms [16,22].
For properties Edge Dominating Set, it is not hard to see that our framework for obtaining
a polynomial delay running time bound cannot be applied. To obtain a polynomial delay bound
with a constant approximation factor for those properties, we present a different technique, which
would be of independent interest.
1.2 Technical overview
Although the concept of our approximate enumeration would be new, the approach to this is
rather well known. We employ the supergraph technique, which is frequently used in designing
enumeration algorithms in the literature [10,12,13,32,43]. In this technique, we consider a directed
graph G = (V, E) whose node set V corresponds to the set of solutions. The key to designing an
enumeration algorithm with the supergraph technique is to ensure that, by appropriately defining
the arc set E , G is strongly connected: If G is strongly connected, one can enumerate all the nodes
of G by traversing its arcs from an arbitrary node. In order to define “arcs” from a solution,
Cohen, Kimelfeld, and Sagiv [12] invented a general technique to ensure the strong connectivity of
G for enumerating maximal induced subgraphs with hereditary properties or connected hereditary
properties. In their technique, they consider a subproblem of an enumeration problem, which
they called an input-restricted problem, and if one can efficiently solve this subproblem, they show
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Table 1: The table summarized approximation factors of known polynomial-time approximation
algorithms for finding a minimum Π-set, known results for enumerating minimal Π-sets, and our
results. E.g., in Section 3.1, we show a 3-approximate enumeration algorithm with polynomial
delay for minimal vertex covers. The approximation factors marked by † are obtained by reducing
to the minimum d-hitting set problem. “DelP”, “IncP”, and “OutP” stand for “polynomial delay”,
“incremental polynomial time”, and “output-polynomial time”, respectively.
Property Π approx. enum. Our results
Sect. 3.1
Vertex Cover 2 DelP [45] 3 DelP
Bounded Degree-d Deletion 2 + ln d [39] DelP [10, 12] 3 + ln d DelP
Cluster Deletion 9/4 [23] DelP [10, 12] 13/4 DelP
Split Deletion 2 + ε [36] DelP [10, 12] 3 + ε DelP
Pseudo Split Deletion 4† DelP [10, 12] 5 DelP
Threshold Deletion 4† DelP [10, 12] 5 DelP
Thm. 7 Star Forest Edge Deletion 3 [19] DelP 4 DelP
Thm. 10
Dominating Set in
Degree-∆ Graphs
O(log ∆) [11] DelP [30] O(log ∆) DelP
Thm. 28 Edge Dominating Set 2 [48] DelP [31] 5 DelP
Cor. 16
Star Forest Vertex Deletion 4 [19] IncP [10] 6 IncP
Feedback Vertex Set 2 [5] DelP [43] 4 IncP
Caterpillar Deletion 7 [40] IncP 9 IncP
Planar-F Deletion O(1) [24] IncP O(1) IncP
Treewidth-η Deletion O(1) [24] IncP O(1) IncP
Cor. 17
Block Deletion 4 [1] IncP 6 IncP
Cograph Deletion 4† DelP [8] 6 IncP
Trivially Perfect Deletion 4† DelP [10] 6 IncP
Bicluster Deletion 4† DelP [10, 12] 6 IncP
Thm. 20 Steiner Subgraph 1.39 [9] IncP 3.39 IncP
Thm. 21 d-Hitting Set d IncP [7] (d+4)(d−1)2 OutP
that the entire enumeration problem can be solved efficiently as well. Very recently, Cao [10]
comprehensively discussed the applicability of this technique.
To apply this technique to our problem setting, we need to define a supergraph whose node set
contains all minimal solutions of cardinality at most k. However, there are two obstacles to this:
(1) we need to find a “seed solution” of cardinality at most k, which is essentially difficult to obtain,
and (2) we need to ensure the strong connectivity of the supergraph defined on the set of minimal
solutions of cardinality at most k. Fortunately, in our approximation setting, we do overcome these
obstacles: (1) we can use known polynomial-time approximation algorithms for finding a “seed
solution”, and (2) for every two “small” minimal solutions, there is a path between these solutions
whose “internal solutions” are all small in the supergraph defined by the cardinality constrained
version of input-restricted problems. Given this, it suffices to show that input-restricted problems
with cardinality constraints can be solved efficiently.
More precisely, given a minimal subset X of U satisfying Π and x ∈ X, the input-restricted
problem requires to enumerate all minimal subsets Y of U with |Y | ≤ k such that (X \ {x}) ∪ Y
satisfies Π. Without the cardinality constraint on Y , it is the original version of input-restricted
problems defined by Cohen et al. [12]. In the first framework, we exploit known tractability of
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input-restricted problems of several monotone properties. For such properties, for instance Vertex
Cover and Bounded Degree-d Deletion, the corresponding input-restricted problem can be
solved in polynomial time with respect to the size of the input graph. Those properties are known as
CKS properties [10,12]1. In particular, the number of such sets Y is upper bounded by a polynomial
in the input size. This enables us to combine with our approximate enumeration framework, which
yields polynomial-delay approximate enumeration algorithms with a constant approximation factor.
However, CKS properties are rather restrictive. It is easy to observe that many monotone
properties are not CKS properties. In particular, the number of solutions of input-restricted prob-
lems can be exponential in the input size. For such a property, Cohen et al. [12] showed that if
the solutions of the input-restricted problem can be enumerated in polynomial delay, the entire
enumeration algorithm runs in incremental polynomial time. We develop approximate enumera-
tion algorithms along this line. To solve cardinality constrained input-restricted problems, we can
intensively exploit problem-specific structures. For instance, to solve the cardinality constrained
input-restricted problem for minimal feedback vertex sets, it suffices to show that, given a graph
G, a minimal feedback vertex set X of G, and x ∈ X, there is a polynomial delay algorithm for
enumerating minimal feedback vertex sets Y with x /∈ Y and |Y | ≤ k in the graph G′ obtained from
G by deleting (X \ {x}). The key observation here is that G′ has treewidth at most two and hence
we can easily enumerate such sets by dynamic programming over tree decompositions. Analogously,
we prove that there are approximate enumeration algorithms for minimal caterpillar vertex deletion
sets, minimal outerplanar vertex deletion sets, minimal treewidth-η deletion sets for fixed η ≥ 0,
minimal block graph deletion sets, etc., in incremental polynomial time. For other problems, we
exploit some problem-specific structures that allow us to solve input-restricted problems efficiently.
Unfortunately Edge Dominating Set neither is a CKS property nor seems to have a good
structure to solve its input-restricted problem. To solve this property, we devise a new supergraph
technique, for which the graph G is proven to be strongly connected by carefully designing several
types of adjacency relations.
Paper organization In the next section, we define some notations used throughout the paper.
Section 3 is devoted to designing our framework, and then some algorithmic consequences of this
framework are presented. In Section 4, we extend our framework to a slightly general one and
discuss other approximate enumeration algorithms used this extension. Finally, in Section 5, we
discuss approximate enumeration algorithms for enumerating minimal edge dominating sets which
cannot be directly applied our framework.
2 Preliminaries
Let G = (V,E) be a graph without self-loops and multiple edges unless otherwise noted. The
vertex set and edge set of G are also denoted by V (G) and E(G), respectively. For a vertex v ∈ V ,
the neighborhood or the set of neighbors of v is denoted by NG(v). The set of incident edges of
v is denoted by ΓG(v). We denote by dG(v) the degree of v in G, that is, dG(v) = |NG(v)|. The
maximum degree of a vertex in G is denoted by ∆G, and we call it the maximum degree of G. If
the graph G is clear from the context, we omit the subscript G in these notations. For X ⊆ V , we
denote by G[X] the subgraph of G induced by X. A graph H = (U,F ) is a subgraph of G if U ⊆ V
and F ⊆ E. Moreover, H is an induced subgraph of G if U ⊆ V and F = {{u, v} ∈ E | u, v ∈ U}.
For F ⊆ E, we denote by G − F the graph obtained from G by deleting the edges in F , that is,
G− F = (V,E \ F ).
1Since they used this term for hereditary properties on graphs. Thus, we slightly abuse this notion for our purpose.
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Let U be a finite set and let Π be a monotone property over U , that is, for every X ⊆ U
satisfying Π, every Y ⊆ U with X ⊆ Y also satisfies Π. A set X ⊆ U is called a Π-set if it satisfies
Π. For a non-negative integer k, we say that X ⊆ U is (Π, k)-set if it is a Π-set of cardinality at
most k.
A generic template of our problems is as follows.
Minimal (Π, k)-Sets Enumeration Problem
Input: A ground set U with monotone property Π and an integer k.
Output: All the minimal (Π, k)-sets of U .
If we allow k to be arbitrarily large, then the problem is usual minimal subset enumeration
problems. We note that the problem is particularly hard in general: For instance, if Πvc is the
property of being a vertex cover of a graph, then finding a (Π, k)-set is already NP-hard [27].
Therefore, it is unlikely to exist polynomial-delay enumeration algorithms for this problem. To
cope with this difficulty, we allow us to use a “seed set”, which is an arbitrary minimal (Π, ck)-set
for some constant c > 1, as input. Since finding a minimum vertex cover can be approximated in
factor two, we can find such a “seed set” in polynomial time for enumerating minimal Πvc-sets.
Given such a “seed set”, we devise a polynomial-delay algorithm for enumerating minimal Π-sets
containing all the minimal (Π, k)-sets and some minimal Π-sets enumerated by the algorithm may
have cardinality exceeding k.
3 A framework of approximate enumeration based on the super-
graph technique
In this section, we describe our enumeration framework. As discussed in the previous section, there
is no polynomial-delay or incremental polynomial time algorithm for enumerating minimal (Π, k)-
sets for many monotone properties unless P = NP. Therefore, we relax the cardinality constraint
in Minimal (Π, k)-Sets Enumeration Problem. Formally, our goal is to solve the following
“relaxed” version of Minimal (Π, k)-Sets Enumeration Problem.
Relaxed Minimal (Π, k)-Sets Enumeration Problem
Input: A finite set U with monotone property Π and an integer k
Output: A collection of minimal (Π, k′)-sets of U containing all the minimal (Π, k)-sets of
U with k′ ≥ k
We emphasize that enumeration algorithms for Relaxed Minimal (Π, k)-Sets Enumeration
Problem are not required to enumerate all the minimal (Π, k′)-sets of U but required to enumerate
all the minimal (Π, k)-sets of U . The approximation factor of an enumeration algorithm A to solve
the above enumeration problem is defined to be k
′
k . If we allow k and k
′ to be arbitrary, the
problem corresponds to a general form of typical minimal subset enumeration problems. We say
that algorithm A is a c-approximate enumeration algorithm if A enumerates a collection of minimal
(Π, ck)-sets of U containing all the minimal (Π, k)-sets of U without duplication. The delay of
approximate enumeration algorithms is defined analogously to usual enumeration algorithms.
Our framework is based on the supergraph technique [12, 13, 32, 43], which is a powerful tool
to design efficient enumeration algorithms and frequently appeared in the literature. In this tech-
nique, we consider a directed graph G = (V, E) whose node set V corresponds to the set of minimal
Π-sets. The key to designing an enumeration algorithm with the supergraph technique is to ensure
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that, by appropriately defining the arc set E , G is strongly connected: If G is strongly connected,
one can enumerate all the nodes of G by traversing its arcs from an arbitrary node. To design a
c-approximation enumeration algorithm for Relaxed Minimal (Π, k)-Sets Enumeration Prob-
lem, our strategy is to prove that G has a strongly connected induced subgraph G′ that contains
all the minimal (Π, k)-sets and has no any minimal Π-sets of cardinality more than ck.
To ensure the strong connectivity of G, we define a “distance”2 between two Π-sets. This idea
has been used for enumeration of maximal induced subgraphs [10, 12, 13, 43] and enumeration of
minimal subsets for specific properties [6, 32]. In [12], Cohen et al. studied enumeration problems
for maximal induced subgraph with hereditary properties or connected hereditary properties. The
property Π is hereditary if, for any graph satisfying Π, every induced subgraph also satisfies Π. Let
G be a graph. For a maximal induced subgraph H of G satisfying some hereditary property Π, their
algorithm finds maximal induced subgraphs H1, H2 . . . , Ht satisfying Π such that for every maximal
induced subgraph H ′ satisfying Π, there is 1 ≤ i ≤ t with |V (H) ∩ V (H ′)| < |V (Hi) ∩ V (H ′)|.
Defining an arc from H to Hi for each 1 ≤ i ≤ t, G become strongly connected since the cardinality
of the intersection with V (H ′) is strictly increased.
We apply essentially the same idea to our problem. For a minimal Π-set S, our goal is to develop
a polynomial-time algorithm for computing S1, S2, . . . , St such that for every minimal (Π, k)-set S
′,
there is a minimal Π-set Si with |S ∪S′| > |Si ∪S′|. The key difference from [12] is that we use the
cardinality of the union with S′ as a “distance” rather than that of the intersection. The following
lemma is an easy observation.
Lemma 1. Let S and S′ be minimal Π-sets. Then, S is equal to S′ if and only if S = S ∪ S′.
Proof. The only if part is trivial. Since S = S ∪ S′, we have S′ ⊆ S. The minimality of S and S′
implies that S = S′.
Now, our aim is to find minimal Π-sets S1, S2, . . . , St from a minimal Π-set S such that for
every minimal (Π, k)-set S′, it holds that |S ∪ S′| > |Si ∪ S′|. By repeatedly finding such a set Si,
we can find S′ from Lemma 1. To find such a minimal Π-set Si, we solve the following enumeration
problem as a subroutine.
Input-Restricted Minimal (Π, k)-Sets Problem
Input: A finite U with monotone property Π, a positive integer k, a minimal Π-set X ⊆ U ,
and an element x ∈ X.
Output: The collection of subsets of U \ {x} consisting of all minimal subsets Y such that
(X \ {x}) ∪ Y is a Π-set and |Y | is at most k.
We denote by S(U,Π, k,X, x) the output of Input-Restricted Minimal (Π, k)-Sets Prob-
lem, that is, S(U,Π, k,X, x) contains all the set of minimal Y with |Y | ≤ k such that (X \{x})∪Y
is a Π-set. Note that for Y ∈ S(U,Π, k,X, x), (X \ {x}) ∪ Y may not be a minimal Π-set. If no
confusion arises, we simply write S to denote S(U,Π, k,X, x).
Before proving the following lemma, we define a function comp(X) that computes a minimal
Π-set from a Π-set X by greedily removing an element from X until it is a minimal Π-set. Thus,
comp(X) returns a minimal Π-set that is a subset of X. If the membership of Π can be checked
in polynomial time, it is computed in polynomial time as well. Note that we can freely choose a
greedy algorithm as comp(X).
Lemma 2. Let X be a minimal Π-set and let x ∈ X. For distinct Y, Y ′ ∈ S, comp((X \{x})∪Y ) 6=
comp((X \ {x}) ∪ Y ′).
2Note that we here abuse the notation of “distance” because it may not satisfy the axioms of metric.
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Proof. It is sufficient to prove that Y ⊆ comp((X \ {x}) ∪ Y ). Suppose for contradiction that
Y ∩ comp((X \ {x}) ∪ Y ) = Y ′ for some Y ′ ⊂ Y . By the monotonicity of Π, (X \ {x}) ∪ Y ′ is a
Π-set, contradicting to the minimality of Y .
Lemma 3. Let X ⊆ U be a minimal Π-set and let x ∈ X. Then, for every minimal (Π, k)-set
Z ⊆ U \ {x} excluding x, S contains Y such that |comp((X \ {x}) ∪ Y ) ∪ Z| < |X ∪ Z|.
Proof. By the monotonicity of Π, (X \ {x}) ∪ Z is a Π-set. Moreover, S contains Y with Y ⊆ Z
as (X \ {x}) ∪ Y is a Π-set. Since Y ⊆ Z and x /∈ Y , we have |X ∪ Z| > |(X \ {x} ∪ Y ) ∪ Z| ≥
|comp((X \ {x}) ∪ Y ) ∪ Z|.
We define an arc from a minimal Π-set X to a minimal Π-set Z if Z = comp((X \ {x})∪ Y ) for
some x ∈ X and Y ∈ S. By Lemma 3, we know that G has a directed path from every minimal
Π-set X to every minimal (Π, k)-set Y . Moreover, every internal node in the path is a minimal
(Π, |X|+ |Y |)-set since the cardinality of Zi ∪Y is monotonically decreasing, where Zi is a internal
node in the path. Now, we are ready to describe our algorithm, which is as follows.
1 Let O be empty, which will be used for avoiding duplication, and let S be a minimal Π-set of
U , which is given as input. Add S to a queue Q and O.
2 Remove a minimal Π-set X from Q. Output X. Repeat this and the next step until Q is
empty.
3 For each x ∈ X, compute S := S(U,Π, k,X, x). For each Y ∈ S, let X ′ = comp((X\{x})∪Y ).
If |X ′| < |S|+ k and X ′ is not in O, then we add X ′ to Q and O.
In the remainder of this section, we consider some properties Π such that S can be computed
in polynomial time in U . This requires that |S| = |U |O(1).
Theorem 4. Let U be a finite set, let Π be a monotone property over U , and let k be a positive
integer. Suppose that the membership of Π and, for every given minimal Π-set X and x ∈ X,
S can be checked and computed in polynomial time, respectively. Then, given a minimal Π-set of
cardinality at most ck, one can solve Relaxed Minimal (Π, k)-Set Enumeration Problem
with approximation factor c+ 1 in polynomial delay.
Proof. We first show that the above algorithm outputs all the minimal (Π, k)-sets of U . Let S be a
minimal (Π, ck)-set, which is given as input. Let O be the set of minimal Π-sets generated by the
algorithm. Suppose for contradiction that there is a minimal (Π, k)-set Z that is not contained in O.
We choose a minimal Π-set X and a minimal (Π, k)-set Z in such a way that |X ∪Z| is minimized
over all minimal Π-sets X ∈ O and minimal (Π, k)-sets Z /∈ O. Let x ∈ X \ Z. By Lemma 3, S
contains minimal Y such that (X \ {x}) ∪ Y is a Π-set and |comp((X \ {x}) ∪ Y ) ∪ Z| < |X ∪ Z|.
Moreover, |S|+k ≥ |S∪Z| ≥ |X ∪Z| > |comp((X \{x})∪Y )∪Z|, which contradicts to the choices
of X and Z. This also gives a bound c+1 on the approximation factor since |X| ≤ |S|+k ≤ (c+1)k
for X ∈ O.
For each X ∈ O, every step regarding X is performed in polynomial time and hence the delay
is upper bounded by a polynomial in |U |.
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3.1 Polynomial Delay Approximate Enumeration with the CKS Property
To apply Theorem 4 to a specific monotone property Π, we need to develop a polynomial-time
algorithm for computing S for a minimal Π-set X and x ∈ X. Cohen, Kimelfeld, and Sagiv [12]
and Cao [10] showed that there are several properties on graphs for which |S| is upper bounded by
a polynomial in |U | and the family of sets can be computed in polynomial time. In what follows,
we say that Π is a CKS property [10] if S can be computed in time polynomial in |U | for any k, X,
and x. Cohen et al. and Cao showed that the following graph properties are CKS properties.
Proposition 5 [10,12]. Let G = (V,E) be a graph. Let C be one of the following classes of graphs;
complete graphs, graphs with no edges, cluster graphs, complete bipartite graphs, complete p-partite
graphs for any positive integer p, complete split graphs, split graphs, pseudo-split graphs, threshold
graphs, and graphs of maximum degree d for fixed d. Suppose that Π is the property of being a
vertex subset S ⊆ V such that G[V \ S] is in C. Then, Π is a CKS property.
Now, we design an algorithm for approximately enumerating minimal vertex covers, that is, the
property of being a subset of vertices whose removal leaves a graph with no edges. Fix a graph G
and a non-negative integer k. Let S be a vertex cover of G obtained by a well-known polynomial-
time 2-approximation algorithm for the minimum vertex cover problem. If |S| > 2k, then the
approximation guarantee ensures that G has no vertex cover of cardinality at most k. Thus,
we do nothing. Otherwise, since the property of being a vertex cover of G is a monotone CKS
property (i.e., S can be computed in polynomial time), the algorithm in Theorem 4 approximately
enumerates all the minimal vertex covers of G of cardinality at most k with approximation factor 3.
It would be a tedious routine work to develop approximate enumeration algorithms for other
monotone properties. Therefore, in the rest of this and the next section, we only show that for
a monotone property Π, (1) there is a polynomial-time approximation algorithm for finding a
minimum Π-set and (2) there is an enumeration algorithm to solve Input-Restricted Minimal
(Π, k)-Sets Problem.
Since the problems of computing a minimum vertex set whose removal leaves a complete graph,
a cluster graph [23], a complete bipartite graph, a complete p-partite graph for any positive integer
p [23], a complete split graph, a split graph [36], a pseudo-split graph, threshold graph, or a
graph of maximum degree ∆ for fixed ∆ can be approximated with constant factors in polynomial
time3. Therefore, our approximate enumeration framework can be applied to those properties Π
and enumerate minimal (Π, k)-sets with constant approximation factors in polynomial delay.
3.2 Star Forest Edge Deletion
A graph is called a star forest if each component is a star graph. A star graph is a graph isomorphic
to K1,t, a complete bipartite graph of t+1 vertices. The center of a star is a vertex of degree greater
than one. Note that we regard an isolated vertex or a complete graph of two vertices as a star. A
vertex v is called a leaf if degree of v is equal to one. Let G = (V,E) be a graph. A vertex set
S ⊆ V (resp. an edge set F ⊆ E) is called a star forest vertex deletion set (resp. star forest edge
deletion set) of G if G[V \ S] (resp. G− F ) is a star forest. Let ΠSFVD and ΠSFED be the properties
of being a star forest vertex and edge deletion set of G, respectively. It is easy to see that both
properties are monotone over V and E, respectively.
Lemma 6. ΠSFED is a CKS property.
3The problem of computing a minimum vertex set whose deletion leaves a complete bipartite graph, a complete
split graph, a pseudo-split graph, a threshold graph, a graph of maximum degree d can be reduced to the minimum
d-hitting set problem for fixed d and hence they admit constant factor approximation algorithms
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Proof. Let G = (V,E) be a graph, X ⊆ E be a minimal star forest edge deletion set of G, and e =
{u, v} ∈ X. Suppose that Y is a minimal star forest edge deletion set in S := S(E,ΠSFED, k,X, e).
Since X is a minimal star forest deletion, G− (X \ {e}) contains exactly one component C that is
not a star. Hence, Y only contains edges in C.
We consider two cases: (1) exactly one of dC(u) or dC(v) is more than one, or (2) both dC(u)
and dC(v) are more than one. In Case (1), we may assume dC(u) > 1. Since C is not a star and
C − {e} is a star, C contains w with dC(w) > 1 that is adjacent to u in C. This implies that u is
a leaf in G −X. There are two minimal star forest edge deletion sets Y of C without containing
e: {{u,w}} and ΓC(w) \ {{u,w}}. Suppose that both dC(u) and dC(v) are more than one, namely
Case (2). As Y does not contain e, at least one of u and v, say u, is a leaf in C − Y . Thus, Y
contains all edges but e incident to u. If v is also a leaf in C − Y (i.e., e is a component in C − Y ),
then Y contains all edges but e incident to v as above. Otherwise, v is the center vertex of degree
at least two in the star component C ′ of C − Y . Then, every neighbor w of v in C ′ must be a
leaf. Therefore, Y contains all edges incident to w ∈ NC(v) except one edge {v, w}. By guessing
whether u and v are leaves or centers in C−Y , we can uniquely determine minimal star forest edge
deletion set Y of C.
In all cases, there are only a constant number of possibility of minimal star forest edge deletion
set Y of C. Hence, S contains a constant number of sets, which can be computed in polynomial
time.
Since there is a polynomial-time 3-approximation algorithm for finding a minimum star forest
edge deletion set [19], by Theorem 4, we have the following theorem.
Theorem 7. There is an approximate enumeration algorithm for minimal star forest edge deletion
sets with approximation error 4 that runs in polynomial delay.
Contrary to this, we cannot directly apply our framework to the vertex counterpart.
Proposition 8. ΠSFVD is not a CKS property.
Proof. From a star graph K1,2n with leaves {v1, v2, . . . , v2n} for some integer n and the center r,
we construct a graph G = (V,E) by adding an edge between v2i−1 and v2i for each 1 ≤ i ≤ n.
Let X = {r}. Then, X is a minimal star forest vertex deletion set of G. It is easy to verify that
S(V,ΠSFVD, 2n,X, r) contains exponentially many minimal star forest vertex deletion sets Y of G[V ]
that exclude r since for each 1 ≤ i ≤ n, Y contains either v2i−1 or v2i, which implies that 2n possible
combinations of Y .
3.3 Dominating Set in Bounded Degree Graphs
Let G = (V,E) be a graph. We say that D ⊆ V is a dominating set of G if every vertex in V is
either contained in D or adjacent to a vertex in D. Let ΠDom be the property of being a dominating
set of G. Although it is not hard to see that ΠDom is not a CKS property, we can prove that it does
have a CKS property when the maximum degree of G is upper bounded by a constant.
Lemma 9. ΠDom is a CKS property, provided every vertex of G has degree at most some fixed
constant ∆.
Proof. Let X be a minimal dominating set of G. Since the degree of every vertex of G is at most
∆, there are a constant number of non-dominated vertices U ⊆ N(x) by X \ {x}. Moreover, since
such a vertex in U can be dominated by its neighbor, there are a constant number of possibilities
of minimal Y in S(V,ΠDom, k,X, x). Therefore, S can be computed in polynomial time.
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It is well known that the minimum dominating set problem admits a polynomial-time O(log ∆)-
approximation algorithm on graphs of maximum degree ∆ [11]. This yields the following approxi-
mate enumeration.
Theorem 10. There is an approximate enumeration algorithm for minimal dominating sets on
bounded degree graphs with approximation factor O(log ∆) runs in polynomial delay, where ∆ is
the maximum degree of input graphs.
4 Problems without the CKS property
In the previous section, we demonstrate some applications of our framework by showing that
monotone properties are CKS properties. However, CKS properties are rather restrictive, and the
framework can be applied to a few properties. To show the power of our framework, we extend it
and exhibit approximate enumeration algorithms for non-CKS properties.
We begin by establishing a generalized version of our framework. In our enumeration framework,
we solve Input-Restricted Minimal (Π, k)-Sets Problem as a subproblem. Since this problem
can be seen as an enumeration problem with cardinality constraints, it is possible to recursively
apply our approximate enumeration framework to it. Our generalized enumeration framework is
given as follows.
1 Let O be empty and let S be a minimal Π-set of U with |S| ≤ ck for some c ≥ 1. Let d ≥ 1
be real. Output S and add S to a queue Q and O.
2 Remove a minimal Π-set X from Q. Repeat this and the next step until Q is empty.
3 For each x ∈ X, we apply an d-approximate enumeration algorithmA to S := S(U,Π, k,X, x).
For each output Y of A, we do the following instead of explicitly outputting Y .
3-1 Let X ′ = comp((X \ {x}) ∪ Y ).
3-2 If |X ′| ≤ (c+ 1)k and X ′ is not in O, then we output X ′ and add X ′ to Q and O.
3-3 If |X ′| > (c + 1)k and X ′ is not in O, then we output X ′ and add X ′ to O without
adding X ′ to Q.
Theorem 11. Let U be a finite set, let Π be a monotone property over U , and let k be a posi-
tive integer. Suppose that the membership of Π can be decided in polynomial time and S can be
enumerated in output polynomial time with approximation factor d. Then, given a minimal Π-set
of cardinality at most ck, one can solve Relaxed Minimal (Π, k)-Set Enumeration Prob-
lem with approximation factor c + d + 1 in output polynomial time. Moreover, it is improved to
incremental polynomial time if S can be enumerated in polynomial delay.
Proof. Similarly to the proof of Theorem 4, the algorithm outputs all the minimal (Π, k)-sets. Since
the approximation factor of A is d and every minimal Π-set X appeared in the second step has at
most (c+1)k elements, every minimal Π-set X ′ generated by the algorithm has cardinality at most
(c+ d+ 1)k. Hence, the approximation factor is c+ d+ 1.
As for the time complexity, we first suppose that A enumerates sets in S = S(U,Π, k,X, x)
for each minimal Π-set X and x ∈ X in output-polynomial time, namely O((|U |+ |S|)t) for some
constant t. By Lemma 2, for Y ∈ S, comp((X \ {x}) ∪ Y ) is distinct from comp((X \ {x}) ∪ Y ′)
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for any Y ′ ∈ S with Y ′ 6= Y . Thus, we have |S| ≤ |O|. Therefore, the total running time is upper
bounded by ∑
X∈O
∑
x∈X
O((|U |+ |S|)t) = O((|U |+ |O|)t+1),
which is polynomial in |U |+ |O|.
Suppose next that A enumerates sets in S in polynomial delay. Let O′ ⊆ O be a set of minimal
Π-sets that have been generated by the algorithm at some point in the execution. Now, consider
the running time of Step 3. Since Q contains sets in O′, Step 3 repeats at most |O′| times without
outputting a minimal Π-set X ′ in Step 3-2 or 3-3. Moreover, for each X ∈ O′ and x ∈ X, either
comp((X ∪ {x})∪ Y ) /∈ O′ for some Y ∈ S or comp((X \ {x})∪ Y ) ∈ O′ for all Y ∈ S. Similarly to
the argument using Lemma 2, we can either find such a minimal Π-set X ′ or decide if no such a set
exists in time O(|U |t|O′|), where t is a constant depending on the running time of A. Therefore,
the delay of the running time after generating O′ is upper bounded by∑
X∈O′
∑
x∈X
O(|U |t|O′|) = O(|U |t+1|O′|2),
which readily yields an incremental polynomial time bound.
As in Proposition 8, there are properties Π such that S has exponentially many sets. To
overcome this difficulty, we devise efficient enumeration algorithms for S for several properties.
4.1 Approximate Enumeration for Vertex Deletion Problems with Width Pa-
rameters
In this subsection, we particularly work on vertex deletion properties on graphs. Let G = (V,E)
be a graph. We say that a monotone property Π over V is a vertex deletion property if for every
minimal Π-set X of V and Y ⊆ X, X \ Y is a minimal Π-set of G[V \ Y ]. Many properties can be
formulated as vertex deletion properties. In particular, for a (possibly infinite) family of graphs F ,
the property of being a vertex set whose removal breaks all induced subgraphs isomorphic to any
graph in F is a vertex deletion property.
To solve hard problems on graphs, width parameters, such as treewidth and cliquewidth, have
become ubiquitous tools, and Courcelle’s theorem [14] is a cornerstone result to develop efficient
algorithms on graphs when these parameters are small. If the treewidth (resp. cliquewidth) of a
graph is upper bounded by a constant, the problem of finding a minimum cardinality vertex or edge
set satisfying a property expressible by a formula in MSO2 (resp. MSO1) can be solved in linear
time [4, 14]. There are numerous properties that are expressible in MSO1 and MSO2. We refer to
[17,34] for the detailed definitions of these width parameters and a brief introduction to Courcelle’s
theorem. Courcelle extended his result to enumeration problems for MSO properties [15].
Theorem 12 [15]. Let G = (V,E) be a graph with constant treewidth (resp. cliquewidth) and let
Π be a property on V or E expressible by a bounded-length formula in MSO2 (resp. MSO1). Then,
one can enumerate all the Π-sets of V or E in polynomial delay.
For our purpose, we use the following lemmas.
Lemma 13. Let G = (V,E) be a graph with constant treewidth and let Π be a monotone property
on V . Suppose that Π can be expressed by a formula in MSO2. Then, for x ∈ V , one can enumerate
all the minimal (Π, k)-sets excluding x in polynomial delay.
12
Proof. Let X ⊆ V . Let φ(X) be the predicate that is true if X is a Π-set, which is expressed by a
formula in MSO2. Then, as Π is monotone, the minimality of X and the property of excluding x
can be expressed as:
φm(X,x) := x /∈ X ∧ φ(X) ∧ ∀v ∈ V.(v ∈ X =⇒ ¬φ(X \ {v})).
By Theorem 12, we can enumerate minimal Π-sets in polynomial delay. Moreover, enumerating
minimal (Π, k)-sets can be done in polynomial delay as well by keeping track of the cardinality of
partial solutions of each state.
We also give an enumeration algorithm on bounded cliquewidth graphs. The proof is almost
the same as the previous one and hence omitted here.
Lemma 14. Let G = (V,E) be a graph with constant cliquewidth and let Π be a monotone property
over V . Suppose that Π can be expressed by a formula in MSO1. Then, for x ∈ V , one can
enumerate all the minimal (Π, k)-sets excluding x in polynomial delay.
Now, we show the main result of this subsection.
Theorem 15. Let G = (V,E) be a graph and let Π be a monotone vertex deletion set property over
V that is expressible by a formula in MSO2 (resp. MSO1). Suppose that for every Π-set X, the
graph obtained from G by deleting X has constant treewidth (resp. constant cliquewidth). Given a
Π-set S of cardinality at most ck for some c > 0, one can enumerate all the minimal (Π, k)-sets
with approximation factor c+ 2 in incremental polynomial time.
Proof. Let X ⊆ V be a minimal Π-set. Suppose that for every Π-set X, the treewidth (resp.
cliquewidth) of G[V \X] is at most a constant. Since adding a vertex increases its treewidth by at
most one (resp. cliquewidth to at most twice plus one [37]), G[V \ (X \ {x})] also has a constant
treewidth (resp. cliquewidth). For x ∈ X and Y ⊆ V \ (X \ {x}), let φ(Y, x) be the predicate
that is true if and only if Y is a minimal Π-set of G[V \ (X \ {x})] excluding x, which is expressed
by a formula in MSO2 (resp. MSO1). By Lemmas 13 and 14, S(V,Π, k,X, x) can be enumerated
in polynomial delay, and hence by Theorem 11, we can enumerate all the minimal (Π, k)-sets in
incremental polynomial time with approximation factor c+ 2.
Let F be a finite set of graphs that contains at least one planar graph. It is known that every
graph that does not contain a fixed planar graph H as a minor has a constant treewidth [42]. The
property ΠF of being a vertex set that hits all the minors of graphs in F can be expressed in a
MSO2 formula. Moreover, there is an O(1)-approximate algorithm for finding a smallest ΠF -set [24]
if F contains at least one planar graph. These facts yield the following corollary.
Corollary 16. Let G = (V,E) be a graph. Let F be a set of graphs that contains at least one
planar graph and let ΠF be the vertex deletion property corresponding to every set S whose removal
from G leaves a graph does not contain any graph in F as a minor. Then, one can enumerate all
the minimal (Π, k)-sets with a constant approximation factor in incremental polynomial time.
By Corollary 16, we have incremental polynomial-time approximate enumeration algorithms for
minimal feedback vertex sets, minimal caterpillar forest vertex deletion sets, minimal star forest
vertex deletion sets, minimal outerplanar vertex deletion sets, and minimal treewidth-η vertex
deletion sets for fixed integer η. We note that the approximation algorithm due to [24] is randomized
and the expected approximation factor is upper bounded by a constant. Also note that, for specific
problems, such as the minimum feedback vertex set problem, the minimum caterpillar forest vertex
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set problem (also known as the pathwidth-one vertex set deletion problem), and the minimum
star forest vertex deletion set problem, they admit deterministic constant factor approximation
algorithms [5, 19,40]4.
As for dense graph classes, some graph classes have constant cliquewidth: Block graphs,
cographs, bipartite chain graphs, and trivially perfect graphs are of bounded cliquewidth. Since the
classes of cographs, bipartite chain graphs, and trivially perfect graphs can be respectively char-
acterized by finite sets of forbidden induced subgraphs, there are O(1)-approximation algorithms
for finding a smallest set S ⊆ V such that G[V \ S] is a bipartite chain graph or a trivially perfect
graph. Although no characterization by a finite set of forbidden induced subgraphs for block graphs
is known, there is a constant factor approximation algorithm for the minimum block graph vertex
deletion problem [1]. Therefore, as another consequence of Theorem 15, we have the following
corollary.
Corollary 17. Let G = (V,E) be a graph. Let C be one of the following classes of graphs; block
graphs, cographs, bipartite chain graphs, and trivially perfect graphs. Let Π be the property of being
a set of vertices whose removal leaves a graph in C. Then, one can enumerate all the minimal
(Π, k)-sets with constant approximation factors in incremental polynomial time.
Since the property of being a set of vertices whose removal leaves a distance hereditary graph is
monotone and every distance hereditary graph has cliquewidth at most five, we can apply our frame-
work to this property. However, there is no known polynomial-time constant factor approximation
algorithm for finding a minimum vertex set of this property. The current best approximation factor
is polylogarithmic in the input size due to Agrawal et al. [2].
4.2 Steiner Tree
Let G = (V,E) be a graph and let W ⊆ V be a set of terminals. A subgraph H of G is a Steiner
subgraph of G if there is a path between every pair of vertices of W in H. It is easy to see that the
property of being a Steiner subgraph of (G,W ) is a monotone property over E. Moreover, every
minimal Steiner subgraph forms a tree, called a Steiner tree. Therefore, the goal of this subsection
is to enumerate all the Steiner trees of (G,W ) with an approximation guarantee.
Let ΠST be the property of being a minimal Steiner subgraph of a graph G = (V,E). Let T be a
minimal Steiner tree in G. We show that Input-Restricted Minimal (Πst, k)-Sets Problem
can be solved exactly in polynomial delay.
Lemma 18. Let T be a Steiner tree in G and let e be an edge of T . Let C1 and C2 be the two
connected components of T −{e}. Then, any element in S(E,ΠST, k, E(T ), e) is the set of edges in
a path between C1 and C2 avoiding e whose internal vertices belong to V \ (C1 ∪ C2).
Proof. Since T is a minimal Steiner tree, T contains all terminals. Moreover, every leaf vertex in T
is a terminal. Thus, each of C1 and C2 contains at least one terminal. To connect all the terminals,
it is sufficient to connect two components C1 and C2. Moreover, such a minimal connector must
be a path whose internal vertices belong to the outside of C1 ∪ C2.
In order to enumerate paths in S := S(E,ΠST, k, E(T ), e), we identify the vertices of C1 into
s and those of C2 into t and remove e from the graph. Note that this process may create parallel
edges and self-loops. We keep all the parallel edges but remove all the self-loops. Then, computing
S in the original graph is equivalent to the problem of enumerating s-t paths of length at most k in
4In [40], they did not explicitly mention the approximability of the minimum caterpillar forest vertex deletion set
problem, while we can easily obtain a deterministic 7-approximation algorithm from their argument.
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the resulting undirected multigraph. To solve this, we exploit Lawler’s K-best enumeration for s-t
paths without specifying K. The following lemma is readily obtained by the result of Lawler [35]
and, to be self-contained, we give a sketch of the proof.
Lemma 19 [35]. Let G = (V,E) be a graph and s, t ∈ V . Then, there is a polynomial-delay
algorithm for enumerating all the s-t paths of length at most k.
Proof. The proof is done by slightly modifying Lawler’s algorithm for enumerating K-best s-t paths.
For X ⊆ V , s′, t′ ∈ V \X, and F ⊆ E, we say that a path P is a (s′, t′, X, F )-path if it starts at s′,
ends at t′, V (P ) ∩X = ∅, and E(P ) ∩ F = ∅. To compute a shortest (s′, t,X, F )-path, it suffices
to find a shortest s′-t′ path in G[V \X]− F , which can be computed in polynomial time.
1. We first compute a shortest s-t path P in G. If |E(P )| is more than k, we do nothing.
Otherwise, we add a tuple (P, 0, ∅) to a queue.
2. Remove a tuple (P, i, F ) from the queue, whose path is a shortest one among those in the
queue. Output P and do the following. We repeat this and the subsequent step unless the
queue in not empty.
3. Let e1, e2, · · · , et be the edges of P in the order of s to t. For 1 ≤ j ≤ t, we let Pj be the
subpath consisting of the first j edges. Let sj be the end vertex of Pj with sj 6= s. For
notational convenience, we denote by P0 the path consisting of the singleton s. For each j
with i < j ≤ t, we compute a shortest (sj , t, V (Pj−1), F ∪ {ej})-path Q. If |E(Q)| ≤ k, add
(Q, j, F ∪ {ej}) to the queue.
An essential difference from [35] is that, in the K-best enumeration of [35], the algorithm terminates
right after K iterations. Therefore, the correctness of the algorithm directly follows from [35].
Thus, S can be enumerated in polynomial delay without any approximation error. Since, for
any ε > 0 there is a polynomial-time (ln(4) + ε)-approximation algorithm for the minimum weight
Steiner tree problem [9], we have the following.
Theorem 20. There is an incremental polynomial time 3.39-approximate enumeration algorithm
for enumerating minimal Steiner subgraphs, where ln(4) + ε+ 2 < 3.39 for any ε > 0.
4.3 d-Hitting Set
Let H = (V, E) be a hypergraph. A hitting set of H is a subset S of V such that S ∩ e 6= ∅
for every e ∈ E . The existence of an output-polynomial time enumeration algorithm for minimal
hitting sets is a long-standing open problem in this field and the best known algorithm runs in quasi-
polynomial time in the size of input and output [25]. There are several studies for developing efficient
enumeration algorithms for special hypergraphs. In particular, if every hyperedge contains at most
d vertices for some fixed constant d ≥ 2, there is an incremental polynomial time enumeration
algorithm [7]. We say that such a hypergraph has rank at most d and call a hitting set of rank-d
hypergraph a d-hitting set.
We show that minimal d-hitting sets of hypergraphs can be enumerated in output-polynomial
time with approximation factor (d+4)(d−1)2 . It is known that the problem of computing a minimum
cardinality d-hitting set of H has a polynomial-time d-approximation algorithm. We use this
algorithm to compute a seed set.
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Theorem 21. Let H = (V, E) be a hypergraph with rank at most d. Then, there is an output-
polynomial (d+4)(d−1)2 -approximate enumeration algorithm for enumerating minimal d-hitting sets
of H.
Proof. Let k be a positive integer. We show, by induction on d, that there is an approximate
enumeration algorithm for minimal d-hitting sets of H of cardinality at most k. If d = 2, then the
problem is equivalent to the vertex cover case, and hence, by Proposition 5, we have a 3-approximate
enumeration algorithm.
Now, we assume that we can enumerate in output-polynomial time all the minimal (d − 1)-
hitting sets of cardinality at most k with the approximation factor (d+3)(d−2)2 for every hypergraph
having rank at most d − 1. We consider an enumeration algorithm for minimal d-hitting sets of
H. Let ΠHS be the property of being a hitting set of a hypergraph H. Observe that, for a minimal
hitting set X ⊆ V of H and x ∈ X, Input-Restricted Minimal (ΠHS, k)-Sets Problem for
H can be seen as the problem of enumerating minimal (d − 1)-hitting sets in a hypergraph H′
obtained from H by deleting all the hyperedges intersecting with X \{x} and removing x from each
remaining hyperedge. By the induction hypothesis, we can enumerate minimal (d− 1)-hitting sets
of H′ with approximation factor (d+3)(d−2)2 in output-polynomial time. Since there is a polynomial-
time d-approximation algorithm for the minimum d-hitting set problem, by Theorem 11, we can
enumerate all the minimal d-hitting sets of H in output-polynomial time with approximation factor
d+ (d+3)(d−2)2 + 1 =
(d+4)(d−1)
2 .
5 Approximate enumeration beyond our frameworks
In the previous two sections, we introduce our frameworks for approximate enumeration and apply
these to several monotone properties. These frameworks are straightforward consequences from
the result of Cohen et al. [12]. In this section, as another algorithmic contribution, we propose a
polynomial-delay constant factor approximate enumeration algorithm for minimal edge dominating
sets, which seems to be difficult to apply the previous frameworks directly.
Let G = (V,E) be a graph. Let n = |V | and m = |E|. A set D ⊆ E of edges is an edge
dominating set of G if every edge e in E either belongs to D or has an edge f ∈ D that shares a
common end vertex with e. In the latter case, we say that e is dominated by D or D dominates e.
More specifically, e is dominated by f or f dominates e. It is known that minimal edge dominating
sets can be enumerated in polynomial delay with polynomial space [31], whereas the existence
output-polynomial time algorithm for enumerating minimal (vertex) dominating sets is a long-
standing open problem in the community of enumeration algorithms. Let ΠEDS be the property of
being an edge dominating set of a graph G = (V,E).
Proposition 22. There are a graph G and a minimal edge dominating set X of G such that
S(E,ΠEDS, k,X, x) contains exponentially many sets for some x ∈ X and k ∈ N.
The figure 1 depicts an example of G and X in Proposition 22. Thus, ΠEDS is not a CKS
property and then we cannot apply the framework in Section 3. In this section, we show that it
is still possible to approximately enumerate all minimal edge dominating sets in polynomial delay
with a constant approximation factor.
5.1 Polynomial delay enumeration for minimal edge dominating sets
To make our idea clear, we first describe an algorithm for enumerating all minimal edge dominating
sets of G without cardinality constraints and postpone proving an approximation guarantee to the
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Figure 1: The figure illustrates an example of G and X in Proposition 22. Thick lines indicate
edges in X. There are at least 2i minimal sets Y such that (X \ {x}) ∪ Y is an edge dominating
set of G since we can take independently z2j−1 or z2j for each 1 ≤ j ≤ i.
next subsection.
The algorithm is also based on the supergraph technique. We build a directed graph G = (V, E),
where V is the set of minimal edge dominating sets of G and E is the set of arcs, which will be
defined later. Before describing the definition of the neighborhood of a minimal edge dominating
set of G, we introduce some notations. Let X ⊆ E be an edge dominating set of G. When an edge
e ∈ E is dominated by X, but is not dominated by X \ {x} for some x ∈ X, e is called a private
edge of x. Moreover, we say that x has a private edge e. Note that x may have itself as a private
edge. It is known that X is a minimal edge dominating set of G if and only if any edge in X has
at least one private edge. To complete the description of G, we define two types of neighbors of a
minimal edge dominating set X defined as follows:
• For any edge x = {u, v} in X, let e and f be edges such that e ∈ Γ(u)\{x} and f ∈ Γ(v)\{x}.
It is easy to see that (X \{x})∪{e, f} is an edge dominating set of G. Note that e or f might
belong to X. We say that Z1 = comp((X \ {x}) ∪ {e, f}) is the type-I neighbor of X with
respect to (x, e, f). When either Γ(u) \ {x} or Γ(v) \ {x} is empty, say Γ(v) = {x}, then we
define Z1 = comp((X \ {x}) ∪ {e}), and we also call it the type-I neighbor of X with respect
to (x, e).
• For any edge x = {u, v} in X, let e 6= x be an edge that shares an end vertex, say u, with x.
Define Wu,x,e(X) as an arbitrary minimal set of edges such that (X \{x})∪ (Wu,x,e(X)∪{e})
is an edge dominating set of G with Wu,x,e(X) ∩ Γ(v) = ∅. Note that Wu,x,e(X) may not be
appropriately defined since Γ(v) may contain an edge that is not dominated by any edge in
E \ Γ(v). If Wu,x,e(X) is well-defined, we say that Z2 = comp((X \ {x}) ∪ (Wu,x,e(X) ∪ {e}))
is the type-II neighbor of X with respect to (u, x, e).
Note that Wu,x,e(X) is a minimal set of edges that excludes x and dominates edges of Γ(v)\{x}
not dominated by (X \ {x}) ∪ {e}. Thus, every edge in Wu,x,e(X) has a private edge in Γ(v).
Intuitively speaking, to construct a directed path from X to Y , we repeatedly exchange edges
in X \ Y with edges outside X. Let x = {u, v} ∈ X \ Y . Note that Y contains at least one edge
incident to u or v as otherwise x is not dominated by Y . If Y contains two edges e ∈ Γ(u) and
f ∈ Γ(v), then the type-I neighbor of X with respect to (x, e, f) is “closer” than X to Y . On the
other hand, if Y does not contain any edges in Γ(v), we cannot find a type-I neighbor which is
“closer” to Y . Then we dare to choose a “detour” by taking a type-II neighbor of X that covers
Γ(v) from the “outside” of Γ(v). From this type-II neighbor, we can construct a directed path to
Y by tracing a type-I neighbor of each minimal edge dominating set on the path.
Each minimal edge dominating set X has O(m∆2) type-I neighbors and O(m∆) type-II neigh-
bors. Moreover, we can compute each neighbor of X in polynomial time with a fixed function
computing Wu,x,e(X). The arc set E of G is defined by these two types of neighborhood relations.
17
We then show that G is strongly connected. Let X and Y be two distinct minimal edge
dominating sets of G. As in the proof of Theorem 4, we wish to prove that there is a neighbor Z of
X such that |Z ∪ Y | < |X ∪ Y |, that is, Z is “closer” to Y than X in G. However, X may not have
such a neighbor. To prove the strong connectivity of G, we show that if X 6= Y , then there always
exists a desirable set Z with |Z ∪ Y | < |X ∪ Y | such that G has a directed path from X to Z.
Let x = {u, v} be an edge in X \ Y . Since x is dominated by Y , Y has an edge e incident to u
or v. Assume, without loss of generality, e is incident to u. We distinguish the following two cases.
For the first case, we assume that Y has an edge incident to v. Under this assumption, we can
get closer to obtain Y by choosing an appropriate type-I neighbor Z of X. Let f be an edge in Y
that is incident to v.
Lemma 23. Let X and Y be distinct two minimal edge dominating sets of G and let x = {u, v} be
an edge in X \Y . Suppose that Y has two edges e and f which are incident to u and v, respectively.
Then, X has a type-I neighbor Z satisfying |Z ∪ Y | < |X ∪ Y |.
Proof. Let Z be the type-I neighbor of X with respect to (x, e, f). Since Z = comp((X\{x})∪{e, f})
and e, f ∈ Y , we have |Z ∪ Y | ≤ |(X \ {x}) ∪ {e, f}| < |X ∪ Y |.
For the second case, we assume that Y has no edges incident to v. We will show that G has a
directed path from X to Z such that |Z ∪ Y | < |X ∪ Y |.
We first consider some easy cases: If Γ(v) contains exactly one edge x, then a type-I neighbor
Z = comp((X \ {x}) ∪ {e}) of X satisfies |Z ∪ Y | ≤ |(X \ {x}) ∪ {e} ∪ Y | < |X ∪ Y |, where e is
an edge in Y ∩ Γ(u). Thus, in what follows, we assume that |Γ(v)| is more than one. Note that
|Γ(u)| is also more than one since Γ(u) has at least two edges e and x. If X contains edges in
Γ(v) \ {x}, then the following lemma shows that we can easily find a type-I neighbor Z of X with
|Z ∪ Y | < |X ∪ Y |.
Lemma 24. Let X and Y be distinct minimal edge dominating sets of G and let x = {u, v} be an
edge in X \ Y . Suppose that X contains an edge in Γ(v) \ {x} and Y does not contain any edges
in Γ(v). Then X has a type-I neighbor Z satisfying |Z ∪ Y | < |X ∪ Y |.
Proof. As Y has no edges incident to v and x /∈ Y , Y contains at least one edge e incident to u.
By the assumption that X has an edge in Γ(v) \ {x}, x has no private edges incident to v at X,
which implies that every private edge of x at X is incident to u. Hence, Z ′ = (X \ {x}) ∪ {e} is
an edge dominating set of G. Moreover, |X ∪ Y | > |Z ′ ∪ Y | ≥ |comp(Z ′) ∪ Y | as x /∈ Y and e ∈ Y .
Since Z = comp(Z ′) is a type-I neighbor of X with respect to (x, e, f) for some f ∈ X \ {x}, the
lemma follows.
Therefore, we assume that X∩Γ(v) = {x}. By the assumption of this second case, Y ∩Γ(v) = ∅
and then Y contains at least one edge e ∈ Γ(u) with e 6= x. Moreover, we assume that Γ(v) \ {x}
contains at least one edge as otherwise the type-I neighbor Z = comp((X \{x})∪{e}) of X satisfies
|Z ∪ Y | < |X ∪ Y | and hence we are done. From these assumptions, at Y , it follows that the edges
in Γ(v) \ {x} are dominated by edges not incident to v. Recall that Wu,x,e(X) is defined to be an
arbitrary minimal set of edges such that (X \ {x}) ∪ (Wu,x,e(X) ∪ {e}) is an edge dominating set
with Wu,x,e(X)∩Γ(v) = ∅. Such a set Wu,x,e(X) is well-defined since Y contains edges not in Γ(v)
that dominates those in Γ(v) \ {x}.
Lemma 25. Let X and Y be distinct minimal edge dominating sets of G. Let x ∈ X with x =
{u, v}. Suppose that X ∩ Γ(v) = {x}, Y ∩ Γ(v) = ∅, and e ∈ Y with e 6= x. Then, G has a directed
path from X to a minimal edge dominating set Z such that |Z ∪ Y | < |X ∪ Y |.
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Figure 2: A running example of Lemma 25. We define Z0 = (X \ {x}) ∪ {{w3, w′3}, {w2, w4}, e},
where Wu,x,e(X) = {{w3, w′3}, {w2, w4}} and Z∗0 = comp(Z0). Edges Wu,x,e(X) dominate undomi-
nated edges in Γ(v) by X \ {x}. Z∗1 = comp(Z∗0 ∪ {{w2, w′2}, {w4, w′4}} \ {{w2, w4}}) is the type-I
neighbor with respect to ({w2, w4}, {w2, w′2}, {w4, w′4}). Then, we have |Z∗1 ∪ Y | = 12 < 14 =
|X ∪ Y |.
Proof. Let e1, e2, · · · , et be the edges inWu,x,e(X)\Y in an arbitrary order, where t = |Wu,x,e(X) \ Y |,
and let Z∗0 = comp((X \ {x}) ∪ (Wu,x,e(X) ∪ {e})) be the type-II neighbor of X with respect to
(u, x, e). For each 1 ≤ i ≤ t, we define Z∗i as follows. If ei /∈ Z∗i−1, we define Z∗i = Z∗i−1.
Suppose otherwise that ei ∈ Z∗i−1. Let wi ∈ N(v) that is one of the end vertices of ei. Since
Y has no edges incident to v and ei /∈ Y , there is an edge fi ∈ Y with fi 6= ei that dominates
edge {v, wi}. Let w′i 6= wi be the other end vertex of ei (i.e., ei = {wi, w′i}). If both wi and
w′i are contained in N(v), then Y has an edge hi ∈ Γ(w′i) \ Γ(v) as otherwise edge {v, w′i} is not
dominated by Y , contradicting to the fact that Y is an edge dominating set of G. We define Z∗i
as the type-I neighbor of Z∗i−1 with respect to (ei, fi, hi). Suppose next that w
′
i is not contained
in N(v). By the minimality of Wu,x,e(X), X has no edges incident to wi. This implies that X
contains an edge hi ∈ Γ(w′i) dominating ei. We then define Z∗i as the type-I neighbor of Z∗i−1
with respect to (ei, fi, hi) if hi 6= x, and otherwise, define Z∗i as the type-I neighbor of Z∗i−1 with
respect to (ei, fi, e). Note that if hi = x, then one of the end vertices of ei is u, and then Z
∗
i is a
legal type-I neighbor of Z∗i−1. Finally, we have Z
∗
t and denote it by Z. Since fi ∈ Y , hi ∈ X ∪ Y ,
ei /∈ X ∪ Y for every 1 ≤ i ≤ t, and e ∈ Y , we have Z ⊆ X ∪ Y . Moreover, as x /∈ Z, we have
|X ∪ Y | > |Z ∪ Y |.
From the above discussion, for any pair of distinct minimal edge dominating sets X and Y of
G, we can always find a directed path from X to Y on G: There is a directed path from X to a
minimal edge dominating set Z of G such that |Z ∪ Y | < |X ∪ Y |, and repeatedly apply the same
argument to Z and Y unless Z = Y . This implies that G is strongly connected. Moreover, since
every minimal edge dominating sets has O(m∆2) neighbors, we can enumerate those in polynomial
delay.
Theorem 26. One can enumerate all minimal edge dominating sets in a graph with polynomial
delay.
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5.2 Extending to 5-approximate enumeration
In proving the strong connectivity of G, we have seen that for every minimal edge dominating sets
X and Y of G with X 6= Y , either X has a type-I neighbor Z with |Z ∪ Y | < |X ∪ Z| or there
is a path from X to a minimal edge dominating set Z with |Z ∪ Y | < |X ∪ Z|. Moreover, such
a path consists of a sequence of edge minimal dominating sets (X,Z∗0 , Z∗1 , . . . , Z∗t = Z), where Z∗0
is a type-II neighbor of X and Z∗i is a type-I neighbor of Z
∗
i−1 for every 1 ≤ i ≤ t. To show an
approximation guarantee, it suffices to show that every minimal edge dominating set on the path
does not overly grow relative to the cardinality of |X ∪ Y |.
Lemma 27. Let X be a minimal edge dominating sets of G and let Z0 = (X\{x})∪(Wu,x,e(X)∪{e})
for some x ∈ X and e ∈ Γ(u), where e = {u, v}. Suppose that there is a minimal edge dominating
set Y with Y ∩ Γ(v) = ∅ and e ∈ Y . Then, it holds that |Wu,x,e(X)| ≤ 2|Y |.
Proof. As Y ∩ Γ(v) = ∅, Y contains at least |Γ(v)|/2 edges. By the minimality of Wu,x,e(X),
Wu,x,e(X) contains at most |Γ(v)| edges, and hence the lemma follows.
Recall that, in the construction of Z∗i , Z
∗
i = comp(Z
∗
i−1\{ei}∪{f, h}) for some ei ∈ Z∗i−1\(X∪Y )
and f, h ∈ X ∪ Y . It follows that |Z∗i ∪ X ∪ Y | ≤ |Z∗i−1 ∪ X ∪ Y | for every 1 ≤ i ≤ t. Thus, for
every 0 ≤ i ≤ t,
|Z∗i ∪ Y | ≤ |Z∗0 ∪X ∪ Y |
≤ |(X \ {x}) ∪ (Wu,x,e(X) ∪ {e}) ∪X ∪ Y |
≤ |X ∪ Y |+ 2|Y |.
Now, we are ready to describe our approximate enumeration algorithm for minimal edge dom-
inating sets.
Theorem 28. There is a polynomial-delay 5-approximate enumeration algorithm for enumerating
minimal edge dominating sets.
Proof. Let S be an arbitrary minimal edge dominating set of G of cardinality at most 2k. By
the 2-approximation algorithm for a minimum edge dominating set due to [48], in polynomial
time, we can either find such a minimal edge dominating set of G or conclude that G has no edge
dominating set of cardinality at most k. For every minimal edge dominating set Y of cardinality
at most k distinct from S, there is a type-I neighbor Z with |Z ∪ Y | ≤ |S ∪ Y | or a directed path
P = (S,Z∗0 , Z∗1 , . . . , Z∗t = Z) from S to Z in G with |Z ∪ Y | < |S ∪ Y | such that every “internal”
minimal edge dominating set Z∗i satisfies |Z∗i ∪Y | ≤ |S∪Y |+2|Y | ≤ 5k. Therefore, we can eventually
find such a minimal edge dominating set Z by traversing type-I or type-II neighbors of cardinality
at most 5k. By applying the same argument to the pair Z and Y , for every “internal” minimal edge
dominating set Z ′ from Z to Y , we have |Z ′∪Y | ≤ |Z∪Y |+2|Y | < |S∪Y |+2|Y | ≤ 5k. Therefore,
by generating a type-I or a type-II neighbor of cardinality at most 5k, we can, in polynomial delay,
enumerate all the minimal edge dominating sets of G of cardinality at most k with approximation
factor five.
References
[1] Akanksha Agrawal, Sudeshna Kolay, Daniel Lokshtanov, and Saket Saurabh. A Faster FPT
Algorithm and a Smaller Kernel for Block Graph Vertex Deletion. In Proc. of LATIN 2016,
volume 9644 of LNCS, pages 1–13. Springer Berlin Heidelberg, 2016.
20
[2] Akanksha Agrawal, Daniel Lokshtanov, Pranabendu Misra, Saket Saurabh, and Meirav Zehavi.
Polylogarithmic Approximation Algorithms for Weighted-F-Deletion Problems. In Proc. of
APPROX/RANDOM 2018, volume 116 of LIPIcs, pages 1:1–1:15, 2018.
[3] Zahi Ajami and Sara Cohen. Enumerating Minimal Weight Set Covers. In Proc. of ICDE
2019, pages 518–529, 2019.
[4] Stefan Arnborg, Jens Lagergren, and Detlef Seese. Easy problems for tree-decomposable
graphs. J. Algorithm, 12(2):308–340, 1991.
[5] Ann Becker and Dan Geiger. Optimization of Pearl’s method of conditioning and greedy-like
approximation algorithms for the vertex feedback set problem. Artificial Intelligence, 83(1):167
– 188, 1996.
[6] Endre Boros, Khaled M. Elbassioni, Vladimir Gurvich, and Leonid Khachiyan. Enumerating
Minimal Dicuts and Strongly Connected Subgraphs and Related Geometric Problems. In Proc.
of IPCO, volume 3064 of LNCS, pages 152–162, 2004.
[7] Endre Boros, Khaled M. Elbassioni, Vladimir Gurvich, and Leonid Khachiyan. Generating
Maximal Independent Sets for Hypergraphs with Bounded Edge-Intersections. In Proc. of
LATIN 2004, volume 2976 of LNCS, pages 488–498, 2004.
[8] Caroline Brosse, Aurlie Lagoutte, Vincent Limouzy, Arnaud Mary, and Lucas Pastor. Efficient
enumeration of maximal split subgraphs and sub-cographs and related classes. 2020.
[9] Jaros law Byrka, Fabrizio Grandoni, Thomas Rothvoss, and Laura Sanita`. Steiner Tree Ap-
proximation via Iterative Randomized Rounding. J. ACM, 60(1), 2013.
[10] Yixin Cao. Enumerating Maximal Induced Subgraphs. CoRR, abs/2004.09885, 2020.
[11] V. Chvatal. A Greedy Heuristic for the Set-Covering Problem. Math. Oper. Res., 4(3):233235,
1979.
[12] Sara Cohen, Benny Kimelfeld, and Yehoshua Sagiv. Generating all maximal induced subgraphs
for hereditary and connected-hereditary graph properties. J. Comput. Syst. Sci., 74(7):1147–
1159, 2008.
[13] Alessio Conte and Takeaki Uno. New polynomial delay bounds for maximal subgraph enumer-
ation by proximity search. In Proc. of STOC 2019, pages 1179–1190, 2019.
[14] Bruno Courcelle. The monadic second-order logic of graphs. I. Recognizable sets of finite
graphs. Inform. Comput., 85(1):12–75, 1990.
[15] Bruno Courcelle. Linear delay enumeration and monadic second-order logic. Discrete Applied
Mathematics, 157(12):2675 – 2700, 2009.
[16] Nadia Creignou, Arne Meier, Julian-Steffen Mu¨ller, Johannes Schmidt, and Heribert Vollmer.
Paradigms for Parameterized Enumeration. Theor. Comp. Sys., 60(4):737758, 2017.
[17] Marek Cygan, Fedor V. Fomin, Lukasz Kowalik, Daniel Lokshtanov, Daniel Marx, Marcin
Pilipczuk, Michal Pilipczuk, and Saket Saurabh. Parameterized Algorithms. Springer Publish-
ing Company, Incorporated, 1st edition, 2015.
21
[18] Shaleen Deep and Paraschos Koutris. Ranked Enumeration of Conjunctive Query Results.
CoRR, abs/1902.02698, 2019.
[19] Erik D. Demaine, Timothy D. Goodrich, Kyle Kloster, Brian Lavallee, Quanquan C. Liu,
Blair D. Sullivan, Ali Vakilian, and Andrew van der Poel. Structural Rounding: Approximation
Algorithms for Graphs Near an Algorithmically Tractable Class. In Proc. of ESA 2019, volume
144 of LIPIcs, pages 37:1–37:15, 2019.
[20] David Eppstein. k-Best Enumeration. In Encyclopedia of Algorithms, pages 1003–1006.
Springer, New York, NY, 2016.
[21] Ronald Fagin, Amnon Lotem, and Moni Naor. Optimal aggregation algorithms for middleware.
J. Comput. Syst. Sci., 66(4):614–656, 2003.
[22] Henning Fernau. On Parameterized Enumeration. In Proc. of COCOON 2002, volume 2387
of LNCS, pages 564–573, 2002.
[23] Samuel Fiorini, Gwenae¨l Joret, and Oliver Schaudt. Improved approximation algorithms for
hitting 3-vertex paths. Math. Program., 182(1):355–367, 2020.
[24] Fedor V. Fomin, Daniel Lokshtanov, Neeldhara Misra, and Saket Saurabh. Planar F -Deletion:
Approximation, Kernelization and Optimal FPT Algorithms. In Proc. of FOCS 2012, page
470479, 2012.
[25] Michael L. Fredman and Leonid Khachiyan. On the Complexity of Dualization of Monotone
Disjunctive Normal Forms. J. Algorithms, 21(3):618–628, 1996.
[26] Harold N. Gabow. Two Algorithms for Generating Weighted Spanning Trees in Order. SIAM
J. Comput., 6(1):139–150, 1977.
[27] Michael R Garey and David S Johnson. Computers and intractability, volume 174. freeman
San Francisco, 1979.
[28] Walter Hoffman and Richard Pavley. A Method for the Solution of the Nth Best Path Problem.
J. ACM, 6(4):506514, 1959.
[29] David S. Johnson, Mihalis Yannakakis, and Christos H. Papadimitriou. On generating all
maximal independent sets. Inform. Process. Lett., 27(3):119 – 123, 1988.
[30] Mamadou Moustapha Kante´, Vincent Limouzy, Arnaud Mary, and Lhouari Nourine. Enumer-
ation of Minimal Dominating Sets and Variants. In Proc. of FCT 2011, volume 6914 of LNCS,
pages 298–309, 2011.
[31] Mamadou Moustapha Kante´, Vincent Limouzy, Arnaud Mary, Lhouari Nourine, and Takeaki
Uno. Polynomial Delay Algorithm for Listing Minimal Edge Dominating Sets in Graphs. In
Proc. of WADS 2015, pages 446–457, 2015.
[32] Leonid Khachiyan, Endre Boros, Konrad Borys, Khaled M. Elbassioni, Vladimir Gurvich, and
Kazuhisa Makino. Generating Cut Conjunctions in Graphs and Related Problems. Algorith-
mica, 51(3):239–263, 2008.
[33] Benny Kimelfeld and Yehoshua Sagiv. Finding and approximating top-k answers in keyword
proximity search. In Proc. of PODS 2006, pages 173–182, 2006.
22
[34] Stephan Kreutzer. Algorithmic meta-theorems, page 177270. London Mathematical Society
Lecture Note Series. Cambridge University Press, 2011.
[35] Eugene L. Lawler. A Procedure for Computing the K Best Solutions to Discrete Optimization
Problems and Its Application to the Shortest Path Problem. Manage. Sci., 18(7):401–405,
1972.
[36] Daniel Lokshtanov, Pranabendu Misra, Joydeep Mukherjee, Fahad Panolan, Geevarghese
Philip, and Saket Saurabh. 2-Approximating Feedback Vertex Set in Tournaments. In Proc.
of SODA 2020, pages 1010–1018, 2020.
[37] V. Lozin and D. Rautenbach. On the Band-, Tree-, and Clique-Width of Graphs with Bounded
Vertex Degree. SIAM J. Discrete Math., 18(1):195–206, 2004.
[38] Katta G. Murty. Letter to the EditorAn Algorithm for Ranking all the Assignments in Order
of Increasing Cost. Oper. Res., 16(3):682–687, 1968.
[39] Michael Okun and Amnon Barak. A new approach for approximating node deletion problems.
Inform. Process. Lett., 88(5):231 – 236, 2003.
[40] Geevarghese Philip, Venkatesh Raman, and Yngve Villanger. A Quartic Kernel for Pathwidth-
One Vertex Deletion. In WG 2010, volume 6410 of LNCS, pages 196–207, 2010.
[41] Noam Ravid, Dori Medini, and Benny Kimelfeld. Ranked Enumeration of Minimal Triangu-
lations. In Proc. of PODS 2019, pages 74–88, 2019.
[42] Neil Robertson and P.D Seymour. Graph minors. V. Excluding a planar graph. J. Comb.
Theory B, 41(1):92 – 114, 1986.
[43] Benno Schwikowski and Ewald Speckenmeyer. On enumerating all minimal solutions of feed-
back problems. Discret. Appl. Math., 117(1-3):253–265, 2002.
[44] Yann Strozecki. Enumeration Complexity. Bull. EATCS, 129, 2019.
[45] Shuji Tsukiyama, Mikio Ide, Hiromu Ariyoshi, and Isao Shirakawa. A New Algorithm for
Generating All the Maximal Independent Sets. SIAM J. Comput., 6(3):505–517, 1977.
[46] Nikolaos Tziavelis, Wolfgang Gatterbauer, and Mirek Riedewald. Optimal Join Algorithms
Meet Top-k. In Proc. of SIGMOD 2020, pages 2659–2665, 2020.
[47] Vijay V. Vazirani and Mihalis Yannakakis. Suboptimal Cuts: Their Enumeration, Weight and
Number (Extended Abstract). In Proc. of ICALP 1992, volume 623 of LNCS, page 366377,
1992.
[48] M. Yannakakis and F. Gavril. Edge Dominating Sets in Graphs. SIAM J. Appl. Math.,
38(3):364–372, 1980.
23
