We determine to what extent permutation decoding can be used for the codes from desarguesian projective and affine planes. We define the notion of s-PD-sets to correct s errors, and construct some specific small sets for s = 2 and 3 for desarguesian planes of prime order.
Introduction
The codes from finite geometries are the well known generalized Reed-Muller codes, and subfield subcodes of these. They have the projective and affine semi-linear groups as automorphism groups and are good candidates for the use of permutation decoding. Here we examine to what extent permutation decoding can be used for the codes from finite desarguesian planes. We define the notion of partial permutation decoding using sets of automorphisms that can correct up to s errors, where s is some number less than t, the full error-correction capability of the code, calling these s-PD-sets. We obtain explicit s-PDsets for some of the codes.
The automorphism group of a desarguesian geometry is 2-transitive on points so clearly the whole group will act as a 2-PD-set. Naturally we would like to find smaller 2-PD-sets and also to ask for which s up to the full error-correction capability can we find s-PD-sets. We find partial solutions to these questions in this paper. In particular, we show in Section 3, Propositions 3.2 and 3.3, that 3-PD-sets exist for the codes and their duals for all desarguesian projective planes for any choice of information symbols E-mail address: vcm@aber.ac.uk (V.C. Mavron).
and that 4-PD-sets exist for particularly chosen information sets. A similar, but weaker, set of results is obtained for affine desarguesian planes. In Section 4 we obtain specific 2-PD-sets for desarguesian planes of prime order for particular known information sets: see Proposition 4.2 which uses an information set from a Singer cycle; Proposition 4.3, using a Moorhouse [16] basis, where we construct 2-PD-sets of 37 elements for desarguesian affine planes of any prime order p; and Proposition 4.4, again using a Moorhouse basis, where we construct 2-PD-sets of 43 elements for desarguesian projective planes of any prime order p. In Proposition 4.5 we obtain 3-PD-sets for the code and the dual code in the affine prime case of sizes 2 p 2 ( p − 1) and p 2 , respectively, and we show that the set for the dual code is minimal. In Section 5 we give a table of some computational results of sizes of s-PD-sets obtained for codes from planes of relatively small order, where we used Magma [3] or GAP [7] for the computations.
Finally in the Appendix, we show that PD-sets for full error-correction for projective desarguesian planes do not exist for order q large enough: Table 2 shows that for q = p prime and p > 103, q = 2 e and e > 12, q = 3 e and e > 6, q = 5 e and e > 4, q = 7 e and e > 3, q = 11 e and e > 2, q = 13 e and e > 2, or q = p e for p > 13 and e > 1, PD-sets for full error-correction cannot exist, with similar results holding for the affine and dual cases. This is in contrast to some binary codes obtained from graphs with the symmetric group acting, where PD-sets were found for the infinite class of codes: see [11, 12] .
Background
Following generally the notation in [1] , an incidence structure D = (P, B, I), with point set P, block set B and incidence I is a t-(v, k, λ) design, if |P| = v, every block B ∈ B is incident with precisely k points, and every t distinct points are together incident with precisely λ blocks. The design is symmetric if it has the same number of points and blocks.
If F is the field F p of order p where p is a prime, the code C F (D) (or C p (D)) of the design D over F is the space spanned by the incidence vectors of the blocks over F. If the point set of D is denoted by P and the block set by B, and if Q is any subset of P, then we will denote the incidence vector of Q by v Q . Thus C F (D) = v B |B ∈ B , and is a subspace of F P , the full vector space of functions from P to F.
The codes here will be linear codes, i.e. subspaces of the ambient vector space. If a code C over a field of order q is of length n, dimension k, and minimum weight d, then we write [n, k, d] q to show this information. A generator matrix for the code is a k ×n matrix made up of a basis for C. The dual or orthogonal code C ⊥ is the orthogonal subspace under the standard inner product (,), i.e. C ⊥ = {v ∈ F n | (v, c) = 0 for all c ∈ C}. A check (or parity-check) matrix for C is a generator matrix H for C ⊥ ; the syndrome of a vector y ∈ F n is H y T . A code C is self-orthogonal if C ⊆ C ⊥ and is self-dual if C = C ⊥ . If c ∈ C then the support of c is the set of non-zero coordinate positions of c, and the weight of c is the cardinality of the support. A constant vector is one for which all the non-zero coordinate entries are the same. The all-one vector will be denoted by  , and is the constant vector of weight the length of the code. Two linear codes of the same length and over the same field are isomorphic if they can be obtained from one another by permuting the coordinate positions. Any code is isomorphic to a code with generator matrix in so-called standard form, i.e. the form [I k | A]; a check matrix then is given by [−A T | I n−k ]. The first k coordinates are the information symbols (or set) and denoted by I, and the last n − k coordinates are the check symbols, denoted by C. An automorphism of a code C is an isomorphism from C to C. The automorphism group will be denoted by Aut(C). Any automorphism clearly preserves each weight class of C, i.e. the set of vectors of C of a given weight.
For any finite field F q of order q, the set of points and r -dimensional subspaces (respectively flats) of an m-dimensional projective (respectively affine) geometry forms a 2-design which we will denote by PG m,r (F q ) (respectively AG m,r (F q )). In particular, the desarguesian projective and affine planes of order q are denoted by PG 2,1 (F q ) (respectively AG 2,1 (F q )) but we will simply use PG 2 (F q ) and AG 2 (F q ), as is customary. . In both cases the minimum weight vectors are the incidence vectors of the lines and their scalar multiples.
The dual codes of the codes from the finite geometry designs are not, in general, generalized Reed-Muller codes, and much less is known about their minimum weights except in the case p = 2, or in the prime case. For desarguesian planes of order q = p e where p is prime, the minimum weight
with equality at the lower bound for p = 2, and at q = p. See [4] [5] [6] for improvements on this in the case of p odd. Permutation decoding was first developed by MacWilliams [14] and involves finding a set of automorphisms of a code called a PD-set. The method is described fully in MacWilliams and Sloane [15, Chapter 15] and Huffman [9, Section 8] . We extend the definition of PD-sets to s-PD-sets for s-error-correction: Definition 2.2. If C is a t-error-correcting code with information set I and check set C, then a PD-set for C is a set S of automorphisms of C which is such that every t-set of coordinate positions is moved by at least one member of S into the check positions C.
For s ≤ t an s-PD-set is a set S of automorphisms of C which is such that every s-set of coordinate positions is moved by at least one member of S into C.
That a PD-set will fully use the error-correction potential of the code follows easily and is proved in Huffman [9, i . Such sets might not exist at all, and the property of having a PD-set might not be invariant under isomorphism of codes, i.e. it depends on the choice of I and C. Furthermore, there is a bound on the minimum size that the set S may have, due to Gordon [8] , from a formula due to Schönheim [17] , and quoted and proved in [9] :
This result can be adapted to s-PD-sets for s ≤ t by replacing t by s in the formula.
To obtain PD-sets, one needs a generator matrix for the code in standard form, and thus one needs to know what to take as information symbols. Even for desarguesian planes, general sets of information symbols are not known; in the projective case the fact that the code is cyclic can be used, and, in the case of planes of prime order, we have the following result of Moorhouse [16] :
where p is a prime. A basis for the code C p (π) can be found by taking the incidence vectors of the following lines: all the p lines from any one parallel class; any p − 1 lines from any other parallel class; and so on, until a single line is chosen from one of the final two parallel classes, and no lines are chosen from the remaining class. This gives
lines, whose incidence vectors form a basis for C p (π).
Similarly, a basis for the desarguesian projective plane of prime order can be found by including the line at infinity. By using homogeneous coordinates for the projective case, one sees that a basis for the plane will show how to find an information set.
Another basis for the prime case was given by Blokhuis and Moorhouse [2] :
where p is a prime, and let C denote a conic in Π . Then a basis for the code C p (Π ) can be found by taking the incidence vectors of all nonsecants to C, i.e. all tangents and exterior lines.
A basis for C p (Π ) ⊥ can be found by taking the complements of the incidence vectors of the secants.
Existence of s-PD-sets for desarguesian planes
We show that both the code and its dual of any desarguesian projective plane will have 3-PD-sets no matter what information set I is chosen. To ensure that the code will correct three errors, we will take the order q ≥ 7; for the dual code, where the minimum weight in the case q = p prime is 2 p, we need q ≥ 5. In general our bounds on the order relate to the error-correction capability of the code, which might not be the same as that of its dual. First we need a lemma.
, where p is a prime, then
Proof. The proof of this is quite direct, so we omit it.
We use these inequalities to prove the existence of 3-PD-sets for desarguesian planes: 
If q ≥ 8, information sets exist for C such that 4-PD-sets can be found in G; similarly for C ⊥ for q ≥ 5.
Proof. Note first that G is transitive on triangles and on collinear triples of points: see, for example, [10, Chapter 2] .
Concerning 3-PD-sets, let I denote information symbols for C and C the check symbols, and let T = {P 1 , P 2 , P 3 } be a set of three points. We first show that both I and C contain both triangles and sets of collinear triples. In fact, if a set of points in Π has no three points collinear, then it must be an arc in the plane and hence of size at most q + 2. Both I and C have size bigger than this by Lemma 3.1, so this is impossible. Also, neither I nor C can have all points collinear since this would restrict their size to q + 1. Thus both types of triple occur in both I and C. By transitivity then, T can be mapped to the error positions by some member of G, in the case of C and in the case of C ⊥ .
For 4-PD-sets, we need to consider sets of four points in Π . Such a set is either a quadrangle, or a point and three collinear points, or all four collinear points. Again taking I for the information symbols and C for the check symbols, using the lemma we see that both I and C contain 4-sets of the first two types. Since G is transitive on these types of 4-set, we can always map such a 4-set to the check symbols. In the case of sets of four collinear points, we do not have transitivity. We have to ensure that C (for C) and I (for C ⊥ ) contains a representative of every orbit of G acting on collinear 4-sets. Since G is transitive on incident point-line pairs and since q ≥ 4, each line excluding an arbitrary point contains such representatives.
We may choose I for C by starting with an information set for a corresponding affine plane and adding a point from the line at infinity. In this case C will contain a line excluding one point. Thus, C has a 4-PD-set in this case. Now let L be any line of PG 2 (F q ), let P 1 , . . . , P q+1 be the points of L, let P be a point off L and let L i be the line joining P to
. . , v L q+1 are independent and yield I q+1 when restricted to the positions P 1 , . . . , P q+1 . Hence, we may choose I to contain P 1 , . . . , P q+1 . With the corresponding check set as the information set, C ⊥ has a 4-PD-set.
Similar results hold for the desarguesian affine planes, but we have to be more restrictive in our choice of information set since we do not have transitivity on collinear triples of points:
] p its p-ary code, and G its automorphism group. Then if q ≥ 7, a 3-PD-set can be found in G for C. Similarly, for q ≥ 5, a 3-PD-set can be found in G for the dual code
Proof. As in the projective case, but using the alternative inequalities in Lemma 3.1, we see that all possible information sets and check sets contain triangles and collinear triples.
We may choose I, as in the last paragraph of the proof of Proposition 3.2, to contain the points of an (affine) line. With the corresponding check set as information set, C ⊥ has a 4-PD-set, since every G-orbit of collinear triples has a triple on this line.
To show that C may be chosen to contain a line excluding a point, we work with the column vectors of the incidence matrix of the affine plane mod p. Let u P denote the column vector corresponding to the point P. Choose a line L and a point P on it. Let Q be any other point of L. Let A = L be a line on P and let B be the line on Q parallel to A. It is easy to see that R∈B u R = R∈A u R . Hence, u Q is a linear combination of u P and the vectors u R , R / ∈ L. So, an information set can be selected from {R : R / ∈ L} ∪ {P}. The corresponding check set contains {Q : Q ∈ L, Q = P}. Consequently, C has a 3-PD-set.
Note. For q = p using the Moorhouse [16] basis of Result 2.5, both the information and check sets will contain either a line or a line excluding one point. We can now use this basis to obtain a similar result for prime-order affine planes for 4-PD-sets; the basis we use is discussed fully in Section 4. 
and check set
The same result is true for p
Proof. For the result to be true for C, the check positions must contain a representative of every orbit of 4-sets of points. In the affine case there are more orbits and more geometrical configurations than in the projective case, and G is transitive on triangles but not on quadrangles. The basic types of configuration are the same as in the projective case: four points collinear, exactly three collinear, or a quadrangle. Although G is transitive on triangles, it is not transitive on collinear triples and thus the first two types of 4-set are in more than two orbits. However, if we ensure that C has at least p − 1 collinear points, then these two configurations are taken care of. Clearly
is such a set. For the quadrangles, since G is transitive on triangles, we need only show that the quadrangle
can be mapped into a quadrangle of points in C. This can easily be shown to be possible using a suitable
). This shows that every 4-set can be mapped to C and that G will thus contain a 4-PD-set for C.
The result for C ⊥ follows similarly.
Explicit 2-PD sets for planes of prime order
Now we consider planes of prime order p. We give explicit 2-PD-sets for codes of these planes for two distinct sets of information symbols.
First we have a general result for cyclic codes of a particular dimension. Note that by the standard definition of a cyclic code of dimension k and length n with co-ordinate positions 0, 1, . . . , n − 1, the n-cycle (0, 1, . . . , n − 1) is in the automorphism group of the code and thus any k consecutive positions can be taken as the information symbols. Note also that throughout we will write our maps on the right and, correspondingly, use row vectors for points of the geometrical designs and write our matrices on the right. 
is less than (n − 3)/2, then {i 1 , i 2 } can be brought into the check positions by some power of σ .
If i 1 = 0 and i 2 = k = (n + 1)/2, then {0, k} cannot move into the check positions by S. Since 0µ = 0 and kµ = qk, if qk = k or k − 1 then µS will take any pair of positions to the check positions. This is equivalent to q ≡ ±1 (mod n). Thus S ∪ µS will form a 2-PD-set provided that q ≡ ±1 (mod n).
Note. That µ ∈ Aut(C) is proved in MacWilliams [14] .
Thus if we take our information positions to be consecutive positions defined by a cycle acting on the code, we will have the following: Proof. It is clear that p ≡ ±1 ( mod n), so the proposition gives the first part immediately. Since the dimension of C ⊥ is (n − 1)/2 < n/2, it is immediate (see [14] ) that S will suffice for two errors for C ⊥ .
That µ has order 3 follows since i (µ) 3 
The Moorhouse basis of Result 2.5 extends to a basis for a projective plane of prime order in the natural way by including the incidence vector of the line at infinity. In the projective case, if homogeneous coordinates are used, then it is clear that if we have the homogeneous coordinates for a set of lines that produce a basis for the code of the plane then the points with the same homogeneous coordinates as these lines will form an information set for the code. We can find an information set for the code of the affine desarguesian plane of order p by selecting a projective line which meets an information set of the code of the projective desarguesian plane of order p in a single point and taking this line to be the line at infinity.
In this way it is not difficult to verify that the following points can be taken as information symbols for the p-ary code of the desarguesian affine plane AG 2 (F p ) of prime order p:
Here, if we take for the line at infinity ∞ = (0, 0, 1) , then we take p lines (1, 1, 0) , and then take the corresponding points for our information set, as shown above. Thus the information symbols are and the check symbols
We will use the following notation for a translation in the affine group AGL 2 (F q ): Proof. Clearly p = 6n ± 1. The set C = {(i, j ) | 0 ≤ j < i ≤ p − 1} is the check set corresponding to the information set I, and we set
We now define a partition of P. The partition is illustrated in Fig. 1, A and B, for the primes 29 and 31, respectively.
, with equality unless p ≡ −1 (mod 6) and either u = 5 or v = 5. We refer to these subsets as 'squares', even though this is slightly inaccurate if p ≡ −1 (mod 6). In this case, the squares partition P.
If p ≡ 1 (mod 6), we define the 'vertical lines' V u = {(0, j ) | un ≤ j < (u + 1)n} and the 'horizontal lines'
We refer to (0, p − 1) as the 'top point'. It is easily seen that, when p ≡ 1 (mod 6), P is partitioned by the squares, the horizontal and vertical lines and the top point.
Let X = {τ −un,vn | 0 ≤ u, v ≤ 5}. We will show that Y = {τ −1 | τ ∈ X} is a 2-PD-set for C if p ≡ −1 (mod 6) and Y ∪ {τ 1,1 } is a 2-PD-set for C if p ≡ 1 (mod 6).
We consider first the case p ≡ −1 (mod 6). Since we have now shown that every pair from P is contained in Cτ , for some τ ∈ X, it follows that Y is a 2-PD-set for C if p ≡ −1 (mod 6).
We now turn to the case p ≡ 1 (mod 6). 
we find that every pair of squares is contained in some Cτ for some τ ∈ X.
Next, we observe that the vertical line V u is contained in C a+2,u+b+3 for all , d) ∈ B, we find that every pair consisting of a square and vertical line is contained in some Cτ for some τ ∈ X.
A similar argument applies to pairs consisting of a square and horizontal line. The top point is contained in C a+2,b+2 for every (a, b) ∈ D. Thus, the top point and S a+2+c,b+2+d are contained in Cτ for some
we find that every pair consisting of a square and the top point is contained in some Cτ for some τ ∈ X, except for the square S 1,1 . However, it is easily seen that the top point and This completes the argument that Y ∪ {τ 1,1 } is a 2-PD-set for C if p ≡ 1 (mod 6).
That (Y ∪ {τ 1,1 })δ is a 2-PD-set for C ⊥ in all cases now follows immediately, since the mapping δ interchanges the first and second coordinate.
We now obtain an analogue for the desarguesian projective planes of prime order. First we define A = { (1, i, j ) 1} and P = (0, 0, 1) explicitly, and set A 2 = A − A 1 . Then we can take for an information set I Π for C p (PG 2 (F p ) ) the set
and the corresponding check set will then be
We write the element of PGL 3 (F q ) corresponding to the translation τ a,b aŝ
where p ≥ 5 is a prime, and let C be its p-ary code. 
Then, using the information set
, of size 42 and 43, respectively. Furthermore, using the information set C Π of Eq. (7), the set Hence, we get a 2-PD-setŶ ∪Ŷ 0 ∪ σ 0Ŷ0 ∪ {σ 1 } in the case p ≡ −1 (mod 6) and Y ∪Ŷ 0 ∪ σ 0Ŷ0 ∪ {σ 1 ,τ 1,1 } in the case p ≡ 1 (mod 6). These sets have sizes 42 and 43, respectively.
The proof for the dual code follows from the proof for C, with C Π as information set: two points in the check set, I Π , are dealt with by ι; two affine points by (Ŷ ∪ {τ 1,1 })σ 0 ; two on L or P and one on L by σ 2 ; one in A 2 and P by {σ 3 ,τ 1,1 σ 3 }; one affine and one on L by {σ 4 , σ 4 
Note. The size of the set we have given in the dual case is larger than necessary as we can in fact get a set of size 41, and the actual bound is very likely lower. We include the 46-set for simplification of the argument.
We now look for specific 3-PD-sets in the affine case. For a ∈ F p and a = 0, define collineations of AG 2 (F p ):
for Proof. First deal with the dual code: the check set is C = {(i, j ) | 0 ≤ i ≤ j ≤ p − 1}. We may map an arbitrary triple of points in the affine plane to one of the form (0, 0),
It is easy to translate such a triple into C if i 1 = 0 or i 1 = i 2 or j 1 = 0 or j 2 = 0 or j 1 = j 2 . We will now assume that none of these equalities hold. We distinguish two cases: j 1 < j 2 and j 2 < j 1 .
We can also translate the triple to (0, 0),
, which also belongs to this case. This can be translated into
But this is impossible, since j 1 > 0.
Case 2. j 2 < j 1 . We can translate the triple to (0,
Assuming that these three inequalities fail, we get the inequalities
Combining these equations in pairs, we see that the only possible case is that in which the three right-hand sides are all 0. This gives i 2 = j 1 , so that j 1 > i 1 , and j 2 = j 1 − i 1 .
We can translate the triple (0, 0),
. These triples are in C if the following inequalities hold respectively:
Assume now that all three inequalities fail. Then −i 1 − j 1 < − p + 1, 2i 1 − j 1 < 1, and 2 j 1 − i 1 < p + 1. Combining these inequalities in pairs, we get the inequalities i 1 − 2 j 1 < − p + 2, −2i 1 + j 1 < 2, and i 1 + j 1 < p + 2. Hence, i 1 − 2 j 1 = −p or − p + 1, −2i 1 + j 1 = 0 or 1, and i 1 + j 1 = p or p + 1. The only case possible is when these expressions take the values − p, 0 and p, respectively, giving j 1 = 2i 1 and 3i 1 = p. Thus p = 3 contrary to hypothesis.
This concludes the proof that T is a 3-PD-set for C ⊥ .
To show that it is minimal, we will exhibit a triple in C all of whose translates by nontrivial elements of T are not in C. In referring to translations τ i, j below, we will assume that 0 ≤ i, j ≤ p − 1. We may write p = 3k + 1 + ε where ε ∈ {0, 1}. We show that the triple (0, k), (k, 3k + ε), (2k + ε, 2k + ε) has the desired property.
The translation τ i, j maps (0, k) into C if i ≤ k and either j ≤ 2k + ε or j > 2k + i + ε or if i > k and i − k ≤ j ≤ 2k + ε and not otherwise. The translation τ i, j maps (k, 3k + ε) into C if j = 0 or if i ≤ 2k + ε and j > i + k or if i > 2k + ε and j > i − 2k − 1 − ε and not otherwise. The translation τ i, j maps (2k + ε, 2k + ε) into C if i ≤ k and i ≤ j ≤ k or if i > k and either j ≤ k or j ≥ i . It is a tedious, but essentially elementary, exercise to show that the only translation mapping all three points of the triple into C is τ 0,0 .
We give an illustration in Fig. 2, A , B and C, of the translations which move each of the points of the triple into the check set, when p = 23, by highlighting with heavier dots the images of the origin (0, 0) in these cases. The check set in this case consists of the points contained within the large triangle and the points of the triple are enclosed in small square boxes.
Now consider the code C, where the check set is C = {(i, j ) | p − 1 ≥ i > j ≥ 0}. We need to show that any three points can be mapped into C by T Z ∪ T Zδ. All cases in which any two of the three points are 'horizontal' or 'vertical' or lie on the line 'y = x' can be easily translated into C. From the first part of the proof, any remaining triple can be translated into {(i, j ) | 0 ≤ i ≤ j ≤ p − 1}. Moreover, unless the triple has the form {(i, −1), (0, j ), (k, k)}, with i, j and k distinct, we can map it by a further translation and δ into C. If 2i = −1, we can apply the map2δ to the triple, follow it by a suitable translation and then by δ to map the triple into C. Finally, if 2i = −1, we first apply the translation (i, j ) → (i, j + 1) and then proceed as above.
Since T is a normal subgroup of the full automorphism group of AG 2 (F p ), T Z ∪ T Zδ is a 3-PD-set for C. Note. A similar argument yields 3-PD-sets for the projective case, for both the code and its dual. Since the arguments are so similar to those in the propositions, and since the sets obtained are not of optimal size (of the order of p 3 and p 2 respectively), we omit the result. The sets can be constructed, in a fairly obvious manner, from our results. Table 1 shows the size of some PD-sets for correcting various numbers of errors using p-ary codes of desarguesian planes of order q a power of p, and their duals, that we have obtained by computation using Magma [3] or GAP [7] . In the table, D denotes the design, n is the length of the code, k (respectively k ⊥ ) the dimension of C (respectively C ⊥ ), d (respectively d ⊥ ) the minimum weight, t is the number of errors corrected for a t-PD-set S of size |S|, and G denotes the group spanned by S, where T denotes the translation group (in the affine case), S a Singer group and N the normalizer of a Singer group (in the projective case), A the automorphism group, T Z = {τā | τ ∈ T, a ∈ F × p } (see Eq. (9)), and a number in that column denotes the order of the group. The Hall and Hughes non-desarguesian projective planes of order 9 are included. Some of the computations were done using the basis of Result 2.6. Related results can be found in Limbupasiriporn [13] . Table 1 Size of t-PD-sets found by computation Table 2 Codes of desarguesian projective planes: ratio of lower bound of PD-set size to the total number of automorphisms 
Computational results for small planes
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