The a priori evaluation of the pointwise approximation, by a regularization method suggested earlier, of a L1 periodic function f, when only noisy Fourier coefficients of f are known, is given here in a formulation more suitable for numerical verification. A careful evaluation of the constants involved in the formulas is also provided. Finally, a procedure is described of a statistical check performed in order to verify whether the theoretically suggested value of the regularization parameter is a good choice with respect to functions generally arising in applications.
Introduction
We consider the (generally) ill-posed problem of "reconstructing" a function /, integrable on the A-dimensional torus, when we only know the sequence of its Fourier coefficients. A recent paper [2] (see also [1] ) describes a regularization method to solve this problem which is stable also in the case of noisy data. Extensive numerical experience shows that the method is very efficient [4] (see also [5] ). The efficiency is closely related to the choice of the regularization parameter cr. In [2] , for large classes of functions, evaluations are given of the difference between / and its approximation fa , in dependence on a and on the error of the Fourier coefficients. These evaluations, by a standard method, suggest a choice of a "good" value of a. It is of interest to verify if this theoretical suggestion leads to a good choice of a for the functions generally arising in applications.
In this paper we give the results of a statistical check on the proposed value of a in the case of pointwise approximation. In §2 we briefly recall the regularization method and the results on pointwise approximation. In §3 we state the formulas which give the values of the constants involved in the estimation of a . A careful evaluation of these constants is very important because (as we said) the efficiency of the method depends heavily on the choice of a. In §4 we illustrate the procedure of our statistical check; in §5 we give, and comment on, some tables of the results obtained, and in §6 we briefly describe the algorithms and the program.
The regularization method
We denote by TN 3 [-+, %)N the N-dimensional torus and by ZN the lattice of integer points of RN . Let / e LX(TN) and / = {f"}neZ" € l°°(ZN) be the sequence of its Fourier coefficients. Let P : RN -> M be a homogeneous polynomial of even degree /c > 0 such that P(x) > 0 if x ^ 0 and, for every * = {¿»}«€Z" e /°°(ZN) and a > 0, set (formally) ( By the minimum principle of majorant estimates applied to (2.4) (see, e.g., [7, pp. 18-19] ) we obtain that, if
The aim of the paper is to examine whether a is a good choice of o for some typical test functions.
Evaluation of ai and cx , i
We consider the case a = 1 (the usual case), N = 1, and we assume P(x) = x4 (so that k -4). In this case, (2.5) and (2.6) become 
For the sake of simplicity, we set
We have
Moreover, A test is now described which has the aim of examining whether the value a of a given by (3.1) is in every case a better choice than o = 0 and in general is a good choice for the regularization parameter. We are also interested in verifying that a is a good starting point for an iterative process which allows us to obtain a very good value of a quickly for the particular pairs (/, 0 considered.
The statistical check involves the following test functions:
For these functions we know the values of K -K(t) for every t e T (see [6] ).
In our test we consider the values K = 0.45, 1, 4, 22 because these values are assumed by K(t; f) for several functions / (j = I, ... , 6) and t e T. Moreover, these points are in different positions with respect to the "critical set" of f¡ (i.e., the set of points where / or its derivatives are discontinuous).
We always take So -0 (i.e., X0 -fo) ■ For n > 0 we take A_" = Xn (since the test functions are real-valued) and Xn = f" + nvn, where n is a proper constant and {v"} is a pseudorandom sequence with normal distribution, zero mean, and unit variance.
We approximate the test functions by the Fourier polynomials of R"X, In our experiments we set m = 20 or m = 50. Since for all our test functions the modulus of the coefficients fn^0 decreases with \n\ for sufficiently large n, the error ex on / due to truncation (in /°°) is £j = \fm+x\ and, if we set e2 = max{|A" -f"\ : 0 < n < m), we have S = ôx = max(£i, e2).
For every pseudorandom sequence {vn} considered, and for every /} and m, we choose rj in order to have S = 0.025 .
Conjecturing (as one always does in the experiments) the values of the parameter a involved in our check to be smaller than 0.25, we assume 01,1 = ci,i(0.25) and we calculate ä (defined in (3.1)) and the right-hand side MiK, a) of (3.2). For every pair (/, 0» by using the routine described in §6, we calculate the value a* = o*(X) nearest to a which minimizes A" = \fj(t)-Pm<a(t)\ and
We iterate the process with the same value ô = 0.025_for 100 different sequences {vn} . Then we calculate the mean values a*, A", A"., An , and their variances. Subsequently, we choose other values of ô and we perform for these S the same operations of the case S -0.025 . We proceed as described for the values K = 0.45, 1, 4, 22.
5. Table and 
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use a*, Ag-, Aa., and A0 of all the hundred performed experiments; we therefore present only their means. On the other hand, the variances are very small; so our choice is a posteriori justified.
First of all, let us compare A^ and An . In general, for every K we have (5.1) Ä^<Ä0
with the exception of K = 22 for some values of t ; a careful examination of the results shows that this anomaly is essentially due to the fact that the points t considered are close to the "critical set" of / (see §4), and a* is close to zero. We remark, however, that also when K = 22, (5.1) holds for every t if ô is sufficiently small. Finally, we note that in all the experiments with noisy data we have Aa-«: An. The result of our check is the following. The choice of a does not seem to be satisfactory in order to obtain a severe reduction of Aa with respect to Ao ; nevertheless, (5.1) holds when t is sufficiently far from the critical set. Moreover, the results show that a is a good estimate of the order of magnitude of a*. This reveals that Aa is generally very sensitive to small variations of a and shows that a is a good starting value for an iterative process converging to a very good value of a , that is, a*.
Algorithms and program
In order to carry out the computations described above, we implemented a code in FORTRAN 77 using structured programming techniques. It carries out the following tasks:
( 1 ) it reads input data; (2) it computes the Fourier coefficients; (3) it executes the following loop as many times as needed (each time with a different random deviate):
(a) generate a set of random numbers with a normal distribution (with zero mean and unit variance); (b) determine the random number with the greatest absolute value; (c) compute the noisy Fourier coefficients using the generated random numbers v" multiplied by n = £2/max(|v"|, n = 1, ... , m), where e2 depends on ô as explained in §4; (d) find the best smoothing coefficient (called a*) by means of the minimization of ACT ; (e) compute and print the following values: ô, et, s2, ä, Mik, S), a*, vara*, A^, varA^, Aa., varACT-, A0, varA0 . Let us explain some of these tasks in more details:
(2) The Fourier coefficients of the functions / (/' = 1, ... , 5) are provided by the formulas given in [4] ; the integrals involved in the evaluation of the Fourier coefficients of function f6 are computed as described in [4] .
(3a) The kernel of the random number generator is the function RAN2 from [8] that returns a uniform random deviate between 0 and 1, with any negative number as a seed of the sequence; from two different uniform deviates on (0, 1) we obtained a normally distributed deviate vn with zero mean and unit variance using the Box-Muller transformation.
(3b) In order to sort an array of length A" in ascending order, we used the Heapsort Algorithm as implemented in the subroutine SORT from [8] ; it is an (Nlog2 Ar)-order process, not only on average, but also for the worst-case input data.
(3d) The minimization process is carried out by Brent's method as implemented in the subroutine BRENT from [8] ; starting from two distinct initial points, it performs an unconstrained minimization using parabolic interpolation and returns the minimum function value with an assigned precision. Computing a* is in reality a constrained minimization problem subject to o > 0 ; we overcome this difficulty by introducing a new variable a -q>2 and computing the unconstrained minimum of A9i = \f(t) -Pm(pi(t)\ with initial points q>x = 0.0; tp2 = vT2?y.
Our computations were carried out on a Micro-VAX II computer, with a memory requirement of about eight Kbyte.
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