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Abstract
Unsupervised anomaly detection from high
dimensional data like mobility networks is
a challenging task. Study of different ap-
proaches of feature engineering from such
high dimensional data have been a focus
of research in this field. This study aims
to investigate the transferability of features
learned by network classification to unsuper-
vised anomaly detection. We propose use
of an auxiliary classification task to extract
features from unlabelled data by supervised
learning, which can be used for unsupervised
anomaly detection. We validate this approach
by designing experiments to detect anomalies
in mobility network data from New York and
Taipei, and compare the results to traditional
unsupervised feature learning approaches of
PCA and autoencoders. We find that our fea-
ture learning approach yields best anomaly de-
tection performance for both datasets, outper-
forming other studied approaches. This estab-
lishes the utility of this approach to feature en-
gineering, which can be applied to other prob-
lems of similar nature.
1 Introduction
Recent availability of big data on human mobility
broadens our horizons of understanding of human
society at global (Hawelka et al., 2014; Belyi et al.,
2017) and local scale (Kung et al., 2014; Kang
et al., 2013; Amini et al., 2014) and urban trans-
portation in particular (Santi et al., 2014; Nyhan
et al., 2016; Tachet et al., 2016). However com-
plexity and dimensionality of the data along with
sparsity of available measurements at the local
scale and resulting high noise-to-signal ratio chal-
lenges our ability of detecting robust and mean-
ingful patterns from it.
Unsupervised anomaly detection is a ma-
jor frontier of machine learning research with
widespread applications in many domains, trans-
portation being one of them. There is an in-
creasing interest in detection of anomalous mo-
bility patterns and congestion events. According
to the Federal Highway Administration (FHWA)
these non recurring congestion events account for
approximately 55 % of delays caused in travel
times of the drivers in the United States System-
atics (2004). Predicting future traffic congestions
can inform the route planning and scheduling and
prevent worsening of these conditions. Anoma-
lies in urban mobility patterns can also be indica-
tive of potentially dangerous situations. Examples
of these scenarios include 2015 New Years Eve
celebrations in Shanghai, where overcrowding re-
sulted in a stampede causing 36 casualties. Early
detection of these events can enable the authorities
to take preventive measures to mitigate and pre-
vent the consequences.
The core of anomaly detection is constructing a
probabilistic model of normal behavior and iden-
tifying anomalies as observations with small like-
lihood under the model. Mobility network data
is usually very high-dimensional and traditional
anomaly detection methods do not perform well
with high dimensional data, especially when the
dataset size is not many times larger than the num-
ber of dimensions Chandola et al. (2009). This is
a generic issue with machine learning models and
is referred to as the curse of dimensionality Bell-
man (1957). Most prior works address this issue
by adopting a two stage approach (Ranshous et al.,
2015; Chandola et al., 2009), where low dimen-
sional representation is learned prior to applying
anomaly detection techniques on the latent repre-
sentation.
Unsupervised feature learning from unlabelled
data is itself an important area of research.
Traditionally, low dimensional representation is
achieved using statistical decomposition methods
like PCA Jolliffe (2011) or deep representation
learning methods like auto-encoders Hinton and
Salakhutdinov (2006). PCA can be used to en-
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code the data into low dimensional space with
aim to capture most of the variance of the raw
data, and auto-encoders compress the data into
low dimensional representation space with the ob-
jective of accurate reconstruction of the raw data.
In this study we formulate an arbitrary classifi-
cation task from the data for which labels are
known and train deep neural networks classifiers
on it. We then investigate if the deep features ex-
tracted from the higher layers of this classifica-
tion network are transferable to the unsupervised
anomaly detection task. Furthermore, we evaluate
this approach on anomaly detection in urban mo-
bility and compare it to other feature learning ap-
proaches mentioned above. We find that transfer
learning from an auxiliary classification task to un-
supervised task on the same data set is a promising
approach and yields better results than other fea-
ture learning approaches considered in this study.
Our main contributions are summarized as fol-
lows: i) we show that discriminative training on
an auxiliary classification task is a promising ap-
proach to learn meaningful feature representation
which is transferable to unsupervised anomaly de-
tection, this has not been studied before to the
best of our knowledge ii) we provide an empiri-
cal comparison of our approach with existing ap-
proaches of PCA and autoencoders iii) we vali-
date our approach on a downstream application of
anomaly detection in urban mobility networks iv)
we show that in presence of underlying topology,
use of graph convolutional layers give better fea-
ture space as measured by efficacy of anomaly de-
tection.
2 Related Work
The most widely used method for anomaly detec-
tion is density estimation of the feature space and
isolating low probability density observations as
anomalies. Methods used for density estimation
include multivariate Gaussian Models multivari-
ate Gaussian Models, Gaussian Mixture Models,
k-means (Barnett and Lewis, 1984; Zimek et al.,
2012; Kim and Scott, 2012). Since the network
data is usually high-dimensional, direct applica-
tion of these algorithms suffer from the curse of
dimensionality. Most prior works address this is-
sue by adopting a two stage approach (Chandola
et al., 2009; Ranshous et al., 2015), where low di-
mensional representation is learned from high di-
mensional data first, and subsequently density es-
timation based anomaly detection is applied to this
latent representation. There are numerous meth-
ods in literature to achieve low dimensional repre-
sentation from data.
Statistical decomposition methods perform di-
mensionality reduction by leveraging the fact that
usually high dimensional data has underlying low
dimensional structure and thus most of the vari-
ance of the data can be encoded in a few dimen-
sions. Most widely used means of achieving ma-
trix decomposition is Principal Component Anal-
ysis (PCA) Jolliffe (2011), and its more sophis-
ticated variants have also been studied (Huber,
2011; Cande`s et al., 2011). We use PCA as one
of our baseline methods.
Unsupervised Deep representation learning
methods like autoencoders Hinton and Salakhut-
dinov (2006) and generative adversarial networks
(GAN) Goodfellow et al. (2014) are used to learn
a latent representation that are capable of accu-
rate reconstruction or generation of data. Unlike
linear PCA they are capable of learning complex
non-linear relationships. Autoencoders have been
widely used in computer vision to learn power-
ful representations from unlabelled data (Chan-
dola et al., 2009; Zhai et al., 2016; Bengio et al.,
2007; MarcAurelio Ranzato et al., 2007; Masci
et al., 2011). They are also a popular dimensional-
ity reduction technique for anomaly detection in
high dimensional dataset (Zhou and Paffenroth,
2017; Zhai et al., 2016). Zong et al. (2018) uses
a coupled pipeline of deep autoencoder and Gaus-
sian Mixture Models for unsupervised anomaly
detection. Sobolevsky et al. (2019) builds upon
this to proposes a three stage pipeline approach
for anomaly detection in high dimensional net-
work data sets, they use topological aggregation
before Autoencoder and Gaussian Mixture Mod-
els to tackle the issue of high noise to signal ra-
tio in edge level measurements. Some previous
works use cost associated with reconstruction as
feature for anomaly detection. They rely on the as-
sumption that anomalies can not be accurately re-
constructed from the representation space, which
does not always hold so latent space provides more
reliable features Zong et al. (2018). Similarly
to autoencoders, use of GAN as a representation
learning technique is also a growing research field
(Zenati et al., 2018; Schlegl et al., 2017). We im-
plement deep autoencoders as a second baseline
for comparison with our proposed methodology.
City Days Nodes Avg. Daily Ridership National Holidays
Taipei 638 108 112055 30
New York 548 263 7060 15
Table 1: Dataset Summary
New York Taipei
Network Nodes Edges Nodes Edges
Raw 263 65722 108 11664
Aggregated 24 576 10 100
Table 2: Topological Aggregation of Mobility Network
Discriminative training can be used for feature
learning from unlabelled data by creating an aux-
iliary classification task to train neural networks.
Activations from deeper layers can be used as a
low dimensional latent space for end application.
Their use in computer vision have shown that they
are capable of learning powerful representations.
Examples of this type of tasks in computer vision
are learning the relative positions of image patches
(Doersch et al., 2015; Noroozi and Favaro, 2016) ,
colorizing grayscale images (Zhang et al., 2016;
Larsson et al., 2016), or learning the geometric
transformations applied on images Zimek et al.
(2012). Usually, discriminative feature learning is
used as a pre-training method for transfer learn-
ing into another supervised task. First research
that investigates the use of features learned from
a supervised task for unsupervised learning prob-
lem is conducted by Gue´rin et al. (2017). This re-
search shows that performance of deep CNN fea-
tures from imagenet for image clustering is com-
parable to other state of the art unsupervised fea-
ture learning methods. To the best of our knowl-
edge the transferability of features learned from
classification to unsupervised anomaly detection
have not been studied before. In this research we
investigate this problem.
3 Methodology
3.1 Datasets
Mobility Datasets: In this study we used two pub-
licly available real world urban mobility datasets.
First dataset is a subway ridership dataset for the
city of Taipei, this data contains origin destina-
tion mobility for 108 subway stations. 21 months
of data ranging from January 2017 to September
2018 was used in this study. Second dataset is taxi
trips for the city of New York, this contains ori-
gin destination trip information for 263 taxi zones
in New York. 18 Months of data ranging from
July 2017 to December 2018 was used for this
study. Both datasets were aggregated at a daily
level for experiments. Since ridership counts over
time could be affected by data collection which
sometimes changes over extensive periods of time,
we apply normalization along the spatial axis to
avoid temporal inconsistencies.
Events Datasets: We are investigating a novel
methodology for unsupervised anomaly detection
but we need a mechanism to compare the per-
formance of our method to other existing tech-
niques. For that purpose, we collected a dataset of
dates which we believe will have anomalous urban
mobility patterns. National holidays are a good
choice because they result in closing of public and
private institutions and disrupt the commute pat-
terns of the city. Furthermore, they occur more
frequently as compared to other rare events, ren-
dering the performance estimates more reliable.
There were 30 national holidays in Taipei and 16
in New York for the respective durations under
study. Dataset summary is provided in table 1.
3.2 Pipeline Approach
A two staged pipieline approach is common in
prior works (Chandola et al., 2009; Ranshous
et al., 2015), where first stage is feature learning
where a meaningful low dimensional representa-
tion is learned from high dimensional data, and
second stage is application of density estimation
based anomaly detection to this feature represen-
tation. Sobolevsky et al. (2019) proposes a three
staged pipeline for anomaly detection in high di-
mensional network data, they add a topological
aggregation as a first step before feature learning
to tackle the issue of high noise to signal ratio in
edge level measurements. The approach has been
further evaluated in He et al. (2019) for anomaly
detection in urban mobility across several major
cities, and yielded superior results to other ap-
proaches under study. We adopt this three stage
pipeline approach when dealing with edge level
features. Within this anomaly detection pipeline
framework we test our proposed feature learning
method as its second step and compare it with ex-
isting methods by evaluating the overall perfor-
mance of the resulting pipeline.
3.3 Network Representation
The mobility data with origin destination informa-
tion is a natural candidate for being represented
as a temporal network. Each day of data is repre-
sented as a graph, where Taxi zones in New York
and subway stations in Taipei become the nodes of
the network. Two different network configurations
have been used for this research, first models rid-
ership as node features and the other regards them
as edge features.
Edge Features: In this configuration there are
no node features and edge features denote the rid-
ership between the nodes. The edge level features
have very high dimensionality and also suffer from
high noise to signal ratio, so we need to use some
sort of aggregation. We use the pipeline approach
proposed by Sobolevsky et al. (2019). Topological
aggregation of network is performed through com-
munity detection to address these issues prior to
low dimensional feature engineering. Community
aggregation also reduces the dimensionality of the
graph data, making it more manageable for exper-
iments. We use COMBO proposed by Sobolevsky
et al. (2014) for community aggregation of the net-
work in this study. The effect of network aggrega-
tion on network size is summarized in table 2. This
pipeline approach is used for all experiments and
baselines for edge feature configuration.
Node Features: Alternatively we aggregate the
incoming and outgoing traffic for each node to get
the node features. This reduces dimensionality of
the problem allowing to focus on a key character-
istic of mobility such as local distribution of its
volume. It might be efficient for many applica-
tions discovering patterns where the local volume
is impacted and individual nodes have sufficient
data volume, however missing the network struc-
ture could be seen as a limitation. However the
advantage of this representation is that one can
use it along with the actual physical connections
of the transport system. This allows us to use fur-
ther graph convolution localizing the filters based
on transport connections. Such physical connec-
tions are clearly represented between subway sta-
tions unlike the taxi zones, so this network repre-
sentation is only used for Taipei subway data.
Figure 1: Transfer Learning from AutoEncoder
Figure 2: Transfer Learning from Auxiliary Classifica-
tion
3.4 Feature Learning
Since the network data is high-dimensional, di-
rect application of anomaly detection algorithms
suffer from the curse of dimensionality Chandola
et al. (2009). Prior works address this issue by
adopting a two stage approach (Chandola et al.,
2009; Ranshous et al., 2015), where low dimen-
sional representation is learned from high dimen-
sional data first, and subsequently density estima-
tion based anomaly detection is applied to this la-
tent representation. Thus, to further reduce the
complexity of high-dimensional network data en-
abling the application of anomaly detection, we
need to learn a suitable low dimensional features
space. A large body of traditional dimensionality
reduction tools are available, most common ones
being statistical decomposition methods like PCA
Jolliffe (2011) and deep representation learning
methods like auto-encoders Hinton and Salakhut-
dinov (2006). Along with our proposed feature
learning approach we also implement traditionally
used techniques from the literature. All the meth-
ods represent the data into 20 dimensional latent
space for fair comparison.
We propose an auxiliary classification task
which we believe will enable the classifier to learn
representations that will be useful for anomaly de-
tection. We train models to discriminate weekdays
from weekends based on daily ridership patterns.
We use a Multilayered perceptron (MLP) com-
posed of four fully connected layers, where the
number of nodes in each layer decrease steadily to
achieve dimensionality reduction while preserving
the information necessary for classification. Fig-
ure 1 and Figure 2 provide a architectural compar-
ison of our approach and deep autoencoders, one
of the baselines. Network is trained for the classi-
fication task and the activations of third layer are
used as a 20 dimensional latent space. This does
not use topological structure on the network. This
method is denoted as Discriminative-MLP in the
results. Model trained on cross entropy loss us-
ing adam optimizer. 100 epochs of training are
performed with weight decay and learning rate of
0.001.
Graph Convolutions: Node feature represen-
tation of Taipei also encodes the topological infor-
mation of connectivity of stations. Transport net-
works are known to have strong spatial and struc-
tural correlations. Multilayered percepton is very
good at modeling complex non linear relation-
ships but it does not adequately address the spa-
tial and structural dependencies between different
nodes in a traffic network accurately. Convolu-
tional neural networks (CNN) based approaches
(Ma et al., 2017; Zhang et al., 2017) have been
used in transport networks because of their abil-
ity to model spatial relationships between nodes.
Though, traditional CNN work well with mod-
elling images and other spatial relationships in Eu-
clidean space, they are not appropriate for net-
works where the connectivity and structure goes
beyond spatial proximity. Recently, convolution
operators have been generalized for graph domain
and many variants exist in the literature. Re-
cently, they have been applied to traffic modelling
problems with great success (Li et al., 2017; Cui
et al., 2018). We use first order approximations
of spectral graph convolution introduced by Kipf
and Welling (2016) in this study to model spa-
tial relationships. Higher order convolutions can
be achieved by stacking multiple first order graph
convolution layers. We experiment with preceding
the MLP with graph convolutional layers to see
if this improves the quality of latent representa-
tions. In this model the MLP component operates
on latent representation of nodes rather than actual
node features. This architecture is referred to as
Discriminative-GCN in the results. We stacked
different number of first order GCN layers to find
the optimal order of convolution for anomaly de-
tection in Taipei subway network. Training pa-
rameters and method is similar to MLP method
described above.
3.5 Feature Learning Baselines
PCA essentially learns a linear transformation that
projects the data into another space, where vectors
of projections are defined by the variance of the
data. By restricting the dimensionality to a certain
number of components that account for most of
the variance of the data set, we can achieve dimen-
sionality reduction. We retain first 20 components
to achieve a 20 dimensional latent representation.
Autoencoders are neural networks that can be
used to reduce the data into a low dimensional
latent space. As shown in figure 1 they have a
encoder-decoder architecture, where the encoder
maps the input to latent space and decoder re-
constructs the input. They are trained using back
propagation for accurate reconstruction of the in-
put. By intuition, these low dimensional latent
variables should encode most important features
of the input since they are capable of accurate re-
constructing of the input. We implement autoen-
coder to represent our data into 20 dimensional la-
tent space. Both the encoder and decoder are com-
posed of three layers and the network is trained us-
ing binary cross entropy loss. 100 epochs of train-
ing are performed with weight decay and learning
rate of 0.01 using adams optimizer.
Features F1 Score Precision Recall Holidays Identified
PCA 0.458 0.579 0.379 11
Autoencoder 0.433 0.419 0.448 13
Discriminative MLP 0.575 0.451 0.793 23
Discriminative GCN 0.633 0.655 0.613 19
Table 3: Anomaly detection results for Node Feature representation of Taipei
Features F1 Score Precision Recall Holidays Identified
PCA 0.547 0.455 0.690 20
Autoencoder 0.550 0.431 0.759 22
Discriminative MLP 0.778 0.840 0.724 21
Table 4: Anomaly detection results for Edge Feature representation of Taipei
Features F1 Score Precision Recall Holidays Identified
PCA 0.563 0.563 0.563 9
Autoencoder 0.200 0.130 0.438 7
Discriminative MLP 0.563 0.563 0.563 9
Table 5: Anomaly detection results for New York
3.6 Density Estimation
Gaussian Mixture Model Reynolds (2015) is used
to construct a density estimation model of nor-
mal behavior and anomalies are identified as ob-
servations with small probability density under
this model. A simple approach would be to fit a
multivariate Gaussian to data and perform outlier
detection based on p-value threshold as done by
Hodge and Austin (2004). But real world data of-
ten has multiple underlying distributions and as-
sumption of a single distribution does not hold.
In our case, the weekdays are expected to have a
different ridership distribution than weekends. A
potential solution is to use gaussian mixture mod-
els (GMM) Reynolds (2015), which is paramet-
ric probability distribution model which represents
the data distribution as weighted sum of normally
distributed sub-populations. Thus we use GMM
for density estimation and outlier detection is then
performed by p-value thresholding on component
sub-populations as done by Laxhammar (2008).
3.7 Model Evaluation
It is hard to form a robust evaluation mecha-
nism for unsupervised anomaly detection since the
ground truth is not known. We use the ability of
the methods to identify National Holidays from
normal days as a proxy of its performance. It is
worth noting that we should not except very high
performance scores in these experiments since Na-
tional Holidays do not constitute all the anoma-
lies and the false positives we get might actually
be other events resulting in anomalies in transport
networks. For convenient comparison of the ap-
proaches described above, we report the best F1
score for each of the methods. F1 score gives a
one value performance metric by computing har-
monic average of precision and recall.
4 Results and Discussion
The results for the experiments are summarised
in table 3 and table 4. As it can be observed
that representations learned from discriminative
training on auxiliary classification task provides
best F1 scores across all experiments. For node
feature representation of Taipei data discrimina-
tive features perform significantly better than both
PCA and autoencoders, and using graph convolu-
tion layers further improve the anomaly detection
F1 scores. Similarly, for edge feature representa-
tion experiments, discriminative feature learning
outperforms traditional techniques. Thus, it can
be empirically backed that discriminative train-
ing using an auxiliary classification task is a vi-
able approach for feature learning and these fea-
tures are transferable to unsupervised tasks like
anomaly detection. it is interesting to note that for
New York the performance of anomaly detection
is significantly lower than Taipei. National holi-
days might have a stronger effect on the mobility
patterns of Taipei than New York, or the changes
might be reflected more strongly in subway rider-
ship than taxi ridership. Furthermore, since Taipei
has twice the number of national holidays so its
results are statistically more reliable.
Feature learning methods achieve low dimen-
sional latent representation with different objec-
tives, which might not result in representations
suitable for unsupervised anomaly detection. PCA
performs dimensionality reduction with aim to re-
tain most of the variance of the data but still the
information vital for anomaly detection might re-
side in the omitted information, resulting in infe-
rior performance in anomaly detection. Autoen-
coder compresses the data into latent space that is
capable for accurate reconstruction of the output,
but the features that are essential for anomaly de-
tection might not be essential for reconstruction.
We note that the auxiliary classification task that
we proposed was closely related to the original
task of anomaly detection, hence transferability of
features was high. If latent space has enough in-
formation to separate weekdays and weekends it
is plausible that it is also good at distinguishing
holidays from normal days.
Finally, we note that use of GCN improves the
quality of latent representations. GCNs are able to
model spatial and structural dependencies by us-
ing localized filters, so that is why they were able
to learn more stable representations for Taipei sub-
way network, which has a clearly defined topol-
ogy.
5 Conclusion
This paper evaluated the tranferrability of features
learned from an auxiliary classification task to
unsupervised anomaly detection in temporal net-
works, using human mobility as an example.The
proposed discriminative feature learning is used
within a suitable pipeline approach for anomaly
detection as one of its phases reducing overall di-
mensionality of the task. The results clearly indi-
cate the usefulness of this approach to attain ef-
ficient feature learning by improving the overall
anomaly detection F1 scores over the traditional
unsupervised feature learning approaches.
In broader terms, this work further establish the
tranferrability of features from supervised learn-
ing to unsupervised tasks such as anomaly de-
tection. We believe that this approach of find-
ing a suitable classification task which has avail-
able labels and perform supervised classification
to extract features, is highly generalizable to other
domains where the labelled data is not available.
Our results establish it as promising alternative to
unsupervised and self supervised feature learning
techniques.
We have seen that discriminative training results
in best representations for our unsupervised learn-
ing task but it is critical to note that transferability
of the features would depend on the nature of the
classification task and its relevance to the down-
stream unsupervised task. Identification of a suit-
able classification task with the availability of la-
bels can be seen as a limitation of this approach.
In future works, it would be interesting to in-
vestigate how the transferability of the features
changes with the nature of the task.
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