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REPRESENTATION THEORY OF A CLASS OF HOPF ALGEBRAS
ZHEN WANG AND HUIXIANG CHEN
Abstract. The representations of the pointed Hopf algebras U and u are described, where
U and u can be regarded as deformations of the usual quantized enveloping algebras
Uq(sl(3)) and the small quantum groups respectively. It is illustrated that these represen-
tations have a close connection with those of the quantized enveloping algebras Uq(sl(2))
and those of the half quantum groups of sl(3).
Introduction
In a series of papers [1, 2, 3, 4], N.Andruskiewitsch and H.-J. Schneider classified finite
dimensional pointed Hopf algebras over algebraically closed field k with char(k) = 0,
whose group-like elements form a finite abelian group. Under some suitable hypotheses,
given a datum of finite Cartan type D = D(Γ, (gi)1≤i≤θ, (χi)1≤i≤θ, (ai j)1≤i, j≤θ), a linking da-
tum λ = (λi j)1≤i< j≤θ,i≁ j and a root datum µ = (µα)α∈R+ , one can construct a pointed Hopf
algebra U(D, λ) and a finite dimensional quotient u(D, λ, µ). On the other hand, if A is
a finite dimensional pointed Hopf algebra over k and the group-like elements in A form
an abelian group, then A ≃ u(D, λ, µ) for some data D, λ, µ. The Hopf algebras U(D, λ)
(resp. u(D, λ, µ)) have close connection with the quantized enveloping algebras and can be
regarded as generalization of the quantized enveloping algebras (resp. the small quantum
groups).
It is natural to investigate the properties and the representations of these Hopf algebras.
However, not very much is known about this problem in general. A classical example dis-
cussed intensely is the representations of the quantized enveloping algebras of semisimple
Lie algebras and their quotients (i.e., the small quantum groups). Recently, the irreducible
representations of a class of generalized doubles are described in [17], which can be pa-
rameterized by dominant pairs of characters. Another example is the representation theory
of the half quantum group. In [18], simple modules, projective weight modules and simple
Yetter-Drinfeld weight modules over the half quantum group are fully described.
This paper aims to study the representations of the pointed Hopf algebras U = U(D, λ)
and its finite dimensional quotient Hopf algebras u, where D consists of a free abelian
group Γ with rank 2, elements (g1, g2, g3, g4) in Γ, the characters (χ1, χ2, χ3, χ4) and the
Cartan matrix of type A2 × A2. In particular, we concentrate on the case that the linking
datum λ = (λi j)1≤i< j≤θ,i≁ j is given by λ13 = 1 and λi j = 0 otherwise. We describe the
simple modules over U and the simple modules and the projective modules over u. We
note that the category F of all finite dimensional U-modules is not semisimple. That is
different from the representation theory of the quantized enveloping algebras. In fact, the
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representation theory of U can be regarded as “combination” of those of the quantized
enveloping algebra Uq(sl(2)) and those of the half quantum groups of sl(3).
In Section 1, some definitions and the structure of the Hopf algebras U(D, λ) and u(D, λ, µ)
are given. In Section 2, Hopf algebra U = U(D, λ) is constructed, where D is a Cartan
datum of type A2×A2. The representation theory of U is also developed when q is not a root
of unity. When q is a root of unity, there is a Hopf ideal in U. The corresponding quotient
Hopf algebra u is defined in Section 3. For a given skew pairing ϕ, the double crossproduct
Dϕ = Dϕ(u≥0, u≤0) is constructed, which is a twisting of the usual Drinfeld quantum double
D(u≥0, u≤0). In Theorem 3.9, we show that the category DϕM is equivalent to the direct
product of |ζl × ζl| copies of the category uM. The simple modules and projective modules
over u are constructed in Section 3.2. In particular, we give an equation set which can be
used to compute idempotent elements in u. Thus we get a decomposition of the regular
module as a direct sum of indecomposable projective modules. This method is valid for
the small quantum group of sl(2) too.
Throughout, we assume that k is an algebraically closed field with characteristic 0, and all
vector spaces and tensor products are over k. Let k× = k\{0}, Z be the integer set, N the
positive integer set and N0 = N ∪ {0}. For l ∈ Z, let Zl = Z/lZ.
1. Preliminaries
For n ∈ N and q ∈ k\{0,±1}, let [n]q = (qn − q−n)/(q − q−1). As usual, we define [0]q! = 1
and [n]q! = [n]q[n − 1]q · · · · · · [1]q for n ≥ 1, and the Gaussian q-binomial coefficients nj

q
=
[n]q!
[ j]q![n − j]q! , n ≥ j ≥ 0.
For a ∈ k, let [a; n]q = (aqn − a−1q−n)/(q − q−1). Similarly we can define the factorial
[a; 0]q! = 1, [a; n]q! = [a; n]q[a; n − 1]q · · · · · · [a; 1]q for n ≥ 1 and the “binomial coeffi-
cients”  a; nj

q
=
[a; n]q!
[ j]q![a; n − j]q! , n ≥ j ≥ 0.
Note that
 aq−1; n + 1j

q
=
 a; nj

q
. For j ≥ 0, one can define
 a; nj

q
=
 aq− j−s; n + j + sj

q
if n < j,
where s ∈ Z satisfies n + s ≥ 0.
Let A, H be bialgebras. A bilinear form ϕ : A ⊗ H −→ k is skew pairing if the following
conditions are satisfied:
ϕ(ab, x) = ∑ϕ(a, x(1))ϕ(b, x(2)),
ϕ(a, xy) = ∑ϕ(a(1), y)ϕ(a(2), x),
ϕ(a, 1) = ε(a),
ϕ(1, x) = ε(x),
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for all a, b ∈ A, x, y ∈ H. If A (resp. Hop) is Hopf algebra with antipode S A (resp. S Hop ),
then ϕ is invertible with ϕ−1(a, x) = ϕ(S A(a), x) (resp. = ϕ(a, S Hop(x))). Hence if A and H
are Hopf algebras and S H is bijective, ϕ(S A(a), x) = ϕ(a, S Hop(x)), where S Hop = S −1H , the
composition inverse of S H .
If ϕ is a convolution invertible skew pairing, then the double crossproduct A ⊲⊳ϕ H = A⊗H
is constructed as follows. The coalgebra structure is given by
∆(a ⊗ x) =
∑
a(1) ⊗ x(1) ⊗ a(2) ⊗ x(2),
ε(a ⊗ x) = ε(a)ε(x),
and the algebra structure is given by
(a ⊗ x)(b ⊗ y) =
∑
ϕ(b(1), x(1))ab(2) ⊗ x(2)yϕ−1(b(3), x(3)),
with identity 1 ⊗ 1.
If A and H are Hopf algebras, then A ⊲⊳ϕ H = A⊗H is also a Hopf algebra (see [10, 15, 16]).
Recall that a datum of Cartan type D = D(Γ, (gi)1≤i≤θ, (χi)1≤i≤θ, (ai j)1≤i, j≤θ) consists of an
abelian group Γ, elements gi ∈ Γ, χi ∈ ˆΓ, 1 ≤ i ≤ θ, and a generalized Cartan matrix (ai j)
of size θ satisfying the relations:
(1) qi jq ji = qai jii , qii , 1, where qi j = χ j(gi), 1 ≤ i, j ≤ θ.
θ is called the rank of D. If the matrix (ai j) is of finite type, then D is said to be of
finite Cartan type. In this case, (ai j) is a matrix of blocks corresponding to the connected
components of the Dynkin diagram after a reordering. We write i ∼ j for any i, j ∈
{1, · · · , θ} if i and j are in the same connected component. Let I = {I1, I2, · · · , It} be the
set of connected components of I = {1, · · · , θ}. Let ord(q) denote the order of q. For any
1 ≤ i ≤ θ, when ord(qii) is finite, we assume
ord(qii) is odd, and(2)
ord(qii) is prime to 3, if i lies in a component G2.(3)
Lemma 1.1. Given a J ∈ I, then ord(qii) = ord(q j j) for any i, j ∈ J. We write NJ =
ord(qii) for some i ∈ J.
Proof. If each ord(qii) < ∞, the claim follows from [1, Lemma 2.3]. Now we assume
that there is an i ∈ J such that ord(qii) = ∞. Let j ∈ J. Since the Dynkin diagram of
J is connected, there is a chain i = i1 − i2 − · · · − ip = j in J such that aisis+1 , 0 for
s = 1, 2, · · · , p − 1. By (1), qai jii = q
a ji
j j . Thus we have ord(q j j) = ∞. 
A family λ = (λi j)1≤i< j≤θ,i≁ j of elements in k is called a family of linking parameters for D
if the following condition is satisfied for all 1 ≤ i < j ≤ θ with i ≁ j,
if gig j = 1 or χiχ j , ε, then λi j = 0.(4)
Vertices i, j are called linkable if i ≁ j, gig j , 1, χiχ j = ε. i, j are called linked if λi j , 0.
For convenience, let λ ji = −q jiλi j for all 1 ≤ i < j ≤ θ, i ≁ j.
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We collect some useful facts from [2, 8]: any vertex i is linkable to at most one vertex j; if
i, j are linkable, then qii = q j j, qi jq ji = 1; if i and k, respectively, j and l, are linkable, then
ai j = akl, a ji = alk.
For a given datum D = D(Γ, (gi)1≤i≤θ, (χi)1≤i≤θ, (ai j)1≤i, j≤θ) of finite Cartan type and a
linking datum λ = (λi j)1≤i< j≤θ,i≁ j, one can construct a Hopf algebra U(D, λ) as follows.
Let V be a vector space with a basis {x1, x2, · · · , xθ}. Then V or (V, ·, ρ) is a (left-left) Yetter-
Drinfeld module over kΓ such that xi ∈ Vχigi , i.e., g · xi = χi(g)xi for all g ∈ Γ and ρ(xi) =
gi ⊗ xi. The corresponding braiding c : V ⊗ V → V ⊗ V is given by c(xi ⊗ x j) = qi jx j ⊗ xi,
1 ≤ i, j ≤ θ. Let Γ
Γ
YD denote the category of all the (left-left) Yetter-Drinfeld modules
over kΓ. Then Γ
Γ
YD is a braided monoidal category and the free algebra k〈x1, · · · , xθ〉 is
a braided Hopf algebra in Γ
Γ
YD. So the smash product k〈x1, · · · , xθ〉#kΓ is a usual Hopf
algebra. Let U(D, λ) be the quotient Hopf algebra of k〈x1, · · · , xθ〉#kΓ modulo the ideal
generated by the elements:
(adcxi)1−ai j(x j), for all 1 ≤ i, j ≤ θ, i ∼ j, i , j,(5)
xix j − qi jx jxi − λi j(1 − gig j), for all 1 ≤ i < j ≤ θ, i ≁ j.(6)
where (adcxi)(y) = xiy − qi j1qi j2 · · ·qi js yxi ≕ [xi, y]c for y = x j1 x j2 · · · x js , [xi, y]c is called
the braided commutator.
The coalgebra structure of U(D, λ) is given by
∆(xi) = gi ⊗ xi + xi ⊗ 1, ∆(g) = g ⊗ g, for all 1 ≤ i ≤ θ, g ∈ Γ.
For a given indecomposable Cartan matrix (ci j)n×n, let P = ∑ni=1 Z̟i be the weight lattice.
Define simple roots by
α j =
n∑
i=1
ci j̟i, j = 1, · · · , n.
Let ∆ = {α1, · · · , αn}, Q = Z∆ (the root lattice), and Q+ = ∑i N0αi. For any β = ∑i biαi ∈
Q, define gβ = gb11 gb22 · · · gbnn . In particular, gαi = gi.
Define automorphisms γi of P by γi̟ j = ̟ j−δi jαi (i, j = 1, · · · , n). Then γiα j = α j−ci jαi.
Let W be the (finite) subgroup of GL(P) generated by γ1, · · · , γn, called the Weyl group.
Then Q is W-invariant. Let R = W∆, R+ = R∩Q+ and R− = −R+. Then R is a root system
corresponding to the Cartan matrix (ci j), R+ the set of positive roots, R = R+ ∪ R−.
Fix a reduced expression γi1γi2 · · · γiN of the longest element ω0 of W. This gives us a
convex ordering of the set of positive roots R+:
β1 = αi1 , β2 = γi1αi2 , · · · , βN = γi1 · · · γiN−1αiN .
Then for any J ∈ I one can choose a Weyl group WJ and a root system RJ for (ai j)i, j∈J and
a reduced expression of the longest element w0,J in the Weyl group WJ. Put
w0 ≔ w0,I1 w0,I2 · · ·w0,It
and
R+ ≔ {βI1 ,1, · · · , βI1,pI1 , · · · , βIt ,1, · · · , βIt ,pIt },
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where pJ is the number of the positive roots in R+J and βJ,1, · · · , βJ,pJ ∈ R+J with the convex
ordering. We also write
R+ = {β1, · · · , βp}, p =
∑
J∈I
pJ
with the given ordering.
For each βi ∈ R+J , one can define a root vector xβi ∈ U(D, λ) by the same iterated braided
commutator of the elements x j, j ∈ J as the Lusztig’s case in [14] but with respect to the
general braiding c, see [3].
The following theorem describes the structure of U(D, λ), which was stated in [1, Theo-
rem 3.3] for a finite abelian group Γ. Indeed, the finiteness condition of Γ is not necessary
in the proof of [1, Theorem 3.3].
Theorem 1.2. Let Γ be an abelian group, and D a datum of finite Cartan type satisfying
the conditions (2) and (3). Let λ be a family of linking parameters for D. Then
(1) The elements
x
a1
β1
x
a2
β2
· · · x
ap
βp
g, a1, a2, · · · , ap ≥ 0, g ∈ Γ,
form a basis of the vector space U(D, λ).
(2) Let J ∈ I and α ∈ R+, β ∈ R+J . Then [xα, xNJβ ]c = 0, that is
xαx
NJ
β
= qNJ
αβ
x
NJ
β
xα.
A family µ = (µα)α∈R+ of elements in k is called a family of root vector parameters for D
if the following condition is satisfied for all α ∈ R+J , J ∈ I: If g
NJ
α = 1 or χNJα , ε, then
µα = 0.
Then we define
u(D, λ, µ) = U(D, λ)/(xNJα − uα(µ)|α ∈ R+J , J ∈ I),
where uα(µ) is central in U(D, λ) and is determined by µ uniquely (see [1]).
Theorem 1.3. ([1, Thm6.2]) Let A be a finite dimensional pointed Hopf algebra with
abelian group G(A) = Γ and infinitesimal braiding matrix (qi j)1≤i, j≤θ. Assume that the
following conditions are satisfied:
ord(qii) > 7 is odd,
ord(qii) is prime to 3 if qilqli ∈ {q−3ii , q−3ll } for some l,
where 1 ≤ i ≤ θ. Then
A  u(D, λ, µ),
where D = D(Γ, (gi)1≤i≤θ, (χi)1≤i≤θ, (ai j)1≤i, j≤θ) is a datum of finite Cartan type, and λ and
µ are families of linking and root vector parameters for D.
We apply these construction to the special case that the Cartan matrix (ai j) is of type A2×A2,
i.e.
(ai j) =

2 −1 0 0
−1 2 0 0
0 0 2 −1
0 0 −1 2
 .
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Let Γ = 〈g1, g2〉 be a free abelian group of rank 2, g3 = g1, g4 = g2. Let q ∈ k\{0,±1}.
Then χ j is given by χ j(gi) = qai j for 1 ≤ j, i ≤ 2, and χ3 = χ−11 , χ4 = χ−12 . These form a
datum of finite Cartan type D.
The linking datum (λi j) has the following 3 cases after a suitable permutation:

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,

0 0 1 0
0 0 0 0
−q31 0 0 0
0 0 0 0
 ,

0 0 1 0
0 0 0 1
−q31 0 0 0
0 −q42 0 0
 ,
where q31 = q−a31 , q42 = q−a42 . Denote them by λ1, λ2, λ3 respectively. Then we have the
following facts:
• U(D, λ1) is a graded Hopf algebra if we define degg = 0, ∀g ∈ Γ, degxi = 1, 1 ≤
i ≤ 4. This is similar to the half quantum group discussed in [6, 18].
• U(D, λ3) is the quantized enveloping algebra of sl(3), which has been discussed
in many papers, see [5, 7, 12].
In the next section, we shall concentrate on the second case, i.e., U(D, λ2).
2. Hopf algebra U(D, λ2)
2.1. the properties of U. Let Γ = 〈g1, g2〉 be a free abelian group of rank 2, g3 = g1, g4 =
g2. Let q ∈ k\{0,±1} and (ai j) the Cartan matrix of type A2. Then χ j is given by χ j(gi) =
qai j for 1 ≤ j, i ≤ 2. Let χ3 = χ−11 and χ4 = χ−12 . These form a datum of finite Cartan type
D, the corresponding Cartan matrix is of type A2 × A2. For any 1 ≤ i ≤ 4, if ord(qii) is
finite, we assume that the condition (2) is satisfied.
For convenience, write U ′ for the corresponding Hopf algebra U(D, λ2).
As an algebra, U ′ is generated by the elements xi(1 ≤ i ≤ 4), g ∈ Γ and subjects to the
relations (for all 1 ≤ i, j ≤ 4):
gx j = χ j(g)x jg,(7)
adc(xi)1−ai j(x j) = 0, for all i ∼ j, i , j,(8)
xix j − qi jx jxi = λi j(1 − gig j), for all i ≁ j.(9)
where adc(xi)(x j) = xi x j−qai j x jxi. In the following we define an algebra U which is similar
to the usual quantized enveloping algebra Uq(sl(3)).
Let U be an algebra generated by Ei, Fi and K±1i (1 ≤ i ≤ 2) satisfying the relations:
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KiK j = K jKi, KiK−1i = K
−1
i Ki = 1,(10)
KiE jK−1i = q
a ji E j,(11)
KiF jK−1i = q
−a ji F j,(12)
EiF j − F jEi = δi jδi1(Ki − K−1i )/(q − q−1),(13)
2∑
s=0
(−1)s
 2
s

q
E2−si E jE
s
i = 0 if i , j,(14)
2∑
s=0
(−1)s
 2
s

q
F2−si F jF
s
i = 0 if i , j.(15)
The comultiplication ∆, antipode S and counit ε of U are defined by(i = 1, 2)
∆(Ei) = Ki ⊗ Ei + Ei ⊗ 1, ∆(Fi) = 1 ⊗ Fi + Fi ⊗ K−1i ,
∆(Ki) = Ki ⊗ Ki, ∆(K−1i ) = K−1i ⊗ K−1i ,
S (Ei) = −K−1i Ei, S (Fi) = −FiKi, S (Ki) = K−1i ,
ε(Ei) = 0 = ε(Fi), ε(Ki) = 1.
Proposition 2.1. There is a Hopf algebra isomorphism φ : U −→ U ′ such that
Ei 7→ xi, Fi 7→ (q−1 − q)−1xi+2g−1i , Ki 7→ gi
for all 1 ≤ i ≤ 2.
Proof. It is straightforward. 
Hence we may discuss the properties and the representation of U instead of U ′.
Similarly to the discussion of the quantized enveloping algebra, let U+, U−, U0 be the
subalgebras of U generated by the Ei, the Fi, and the Ki, K−1i (1 ≤ i ≤ 2) respectively. It
follows from (10) − (15) that U = U pUqUr, where (p, q, r) is a permutation of (+,−, 0).
Moreover, the multiplication gives a k-vector space isomorphism
(16) U p ⊗ Uq ⊗ Ur ≃ U, where (p, q, r) is as above.
Let U≤0 = U−U0 and U≥0 = U0U+ be the Borel subalgebras of U.
As in Section 1, we can define the corresponding weight lattice and root lattice for the
Cartan matrix of type A2. Let P =
∑2
i=1 Z̟i be the weight lattice. Define simple roots as
follows:
α j =
2∑
i=1
ai j̟i, j = 1, 2.
Let ∆ = {α1, α2} be the set of simple roots and Q = Z∆ be the root lattice. Then there is
a Z-bilinear map (, ) on P × Q given by (̟i, α j) = ai j. Clearly, (, ) is non-degenerate. Let
Q+ = ∑i N0αi. Then there is a partial ordering on P defined by λ ≥ µ if λ − µ ∈ Q+.
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Put E1,2 = E1E2−q−1E2E1 and F1,2 = F2F1−qF1F2. Then we have the following relations
from (10) − (15):
KiE1,2K−1i = qE1,2, KiF1,2K
−1
i = q
−1F1,2,(17)
E1,2E1 = q−1E1E1,2, E1,2E2 = qE2E1,2,(18)
F1,2F1 = q−1F1F1,2, F1,2F2 = qF2F1,2,(19)
E1,2F1,2 − F1,2E1,2 = 0,(20)
E1,2F1 − F1E1,2 = −E2K−11 , E1,2F2 − F2E1,2 = 0,(21)
F1,2E1 − E1F1,2 = K1F2, F1,2E2 − E2F1,2 = 0.(22)
For s = (s1, s2, s3) ∈ N30, λ =
∑2
i=1 riαi ∈ Q, let Es = E s11 E s212E s32 , Fs = F s11 F s212F s32 and Kλ =
Kr11 K
r2
2 . Then the PBW basis of U
+(resp.U−) is given by {Es : s ∈ N30}(resp.{Ft : t ∈ N30}).
Then U has a basis {F t11 F
t2
1,2F
t3
2 K
r1
1 K
r2
2 E
s1
1 E
s2
1,2E
s3
2 |si, ti ∈ N0, r j ∈ Z, 1 ≤ i ≤ 3, 1 ≤ j ≤ 2}.
2.2. Representations of U(D, λ2). Let ˆΓ denote the character group of Γ. Then ˆΓ ≃ (k×)2
as groups. We always identity the characters with the elements in (k×)2 below. For a
weight λ = m1̟1 + m2̟2 ∈ P, define a character i(λ) ∈ ˆΓ by i(λ)(Ki) = q(λ,αi). Then
i : P −→ ˆΓ is a group homomorphism and the image of i is a subgroup of ˆΓ. Moreover, i is
a monomorphism if and only if q is not a root of unity. Define P1 = {λ = m1̟1 + m2̟2 ∈
P|0 ≤ m1,m2 ≤ l − 1} when q is an l-th primitive root of unity and P1 = P otherwise. Then
i(P1) = i(P) and i|P1 is an injective map. In the sequel, we usually regard λ ∈ P1 ⊆ P for
some character λ ∈ ˆΓ if λ ∈ i(P).
In the rest of this section, we assume that q is not a root of unity.
For any character λ ∈ ˆΓ, let M(λ) ≔ U ⊗U≥0 V , where V = kv is a U≥0-module with the
action given by Ei · v = 0 and Ki · v = λ(Ki)v, i = 1, 2. Then M(λ) = span{F t11 F t21,2F t32 · v|ti ∈
N0} as vector spaces, where we identity 1⊗ v with v. That is, M(λ) is a free module of rank
1 over U−.
Note that E2 · F t11 F
t2
1,2F
t3
2 · v = 0. Let
M[λ, n] ≔ span{F t11 F t21,2F t32 · v|ti ≥ 0, t2 + t3 ≥ n} for all n ≥ 0.
Proposition 2.2. For any n ≥ 0, M[λ, n] is a submodule of M(λ).
Proof. It is a straightforward verification. 
Then there is a filtration
(23) M(λ) = M[λ, 0] ⊇ M[λ, 1] ⊇ M[λ, 2] ⊇ · · · .
Let M(λ, n) = M[λ, n]/M[λ, n + 1]. Let πn : M(λ) −→ M(λ)/M[λ, n + 1] be the natural
projection. Then M(λ, n) = span{F t11 F t21,2F t32 · πn(v)|ti ≥ 0, t2 + t3 = n}.
Proposition 2.3. F2 · M(λ, n) = 0 for all n ≥ 0.
Proof. It is obvious. 
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Remark 2.4. Let ρn : U → End(M(λ, n)) be the corresponding representation of U. Then
E2, F2 ∈ Ker ρn. There is a natural induced representation ρ¯n of the quotient algebra
U/〈E2, F2〉 on M(λ, n).
Let M be a U-module and λ ∈ ˆΓ. 0 , v ∈ M is called weight vector with weight λ if
g · v = λ(g)v for all g ∈ Γ. Write Mλ for the set of all the weight vectors in M with
weight λ. Let Π(M) be the set of all weights λ with Mλ , 0. Call M a weight module if
M = ⊕λMλ. A weight vector v ∈ M is called highest weight vector if E1v = E2v = 0.
A U-module is a highest weight module of weight λ if it is generated by a highest weight
vector with weight λ. Let W denote the category of all weight modules. Clearly, every
highest weight module lies in W.
For n ≥ 0, let
vn ≔ a0Fn1,2 · v + a1F1F2F
n−1
1,2 · v + · · · + anF
n
1 F
n
2 · v ∈ M(λ),
where ai = q−(n−i)λ(K1)−(n−i)[n − i]q!
 n
n − i

q
λ(K1); 1
n − i

q
for 0 ≤ i ≤ n. Then v0 = v.
Proposition 2.5. For all n ≥ 0, vn defined as above are highest weight vectors.
Proof. This is similar to the proof of [19, Theorem 1]. 
Then for any two fixed integers t2, t3 ∈ N0 with t2 + t3 = n, let M(λ, n; t2, t3) = span{F t11 F t32 ·
πn(vt2 )|t1 ≥ 0} ⊆ M(λ, n). It is easy to see that M(λ, n; t2, t3) is a submodule of M(λ, n) and
M(λ, n) =
⊕
t2+t3=n
M(λ, n; t2, t3).(24)
Hence {F t11 F
t3
2 vt2 |t1, t2, t3 ≥ 0} is a k-basis of M(λ).
Let V be a k-vector space with a basis {u0, u1, · · · } and λ = (λ1, λ2) ∈ (k×)2. Then one can
check that V admits a U-module structure with the U-action given by
K1u j = λ1q−2 ju j, K2u j = λ2q ju j,
F1u j = u j+1, E1u j = [ j]q[λ1; 1 − j]qu j−1,
E2u j = F2u j = 0,
where j = 0, 1, 2, · · · and u−1 = 0. Denote the module by V(λ).
Proposition 2.6. For any λ, µ ∈ (k×)2, V(λ) ≃ V(µ) if and only if λ = µ.
Proof. Let {ui}( resp. {wi}) be the k-basis of V(λ)( resp. V(µ)) on which U acts as above.
Let f : V(λ) → V(µ) be a non-zero U-module homomorphism. Then f (u0) = ∑ri=0 aiwi ,
0 for some ai ∈ k, i = 1, 2, · · · , r. Hence f (u j) = ∑ri=0 aiwi+ j , 0. Note that f is an
isomorphism if and only if { f (u j)} is a basis of V(µ), if and only if there are some scalars
b j ∈ k, j = 0, 1, · · · , s, such that w0 = ∑sj=0 b j f (u j) = ∑i, j aib jwi+ j, if and only if a0b0 = 1
and ai = b j = 0 for i > 0, j > 0, i.e., f (u0) = a0w0(a0 , 0). This finishes the proof by
virtue of the actions of K1, K2. 
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Proposition 2.7. Let λ ∈ ˆΓ and M(λ, n; t2, t3) be defined as above. Then
M(λ, n; t2, t3) ≃ V(λ′),
where λ′ = (qt3−t2λ(K1), q−t2−2t3λ(K2)) ∈ (k×)2.
Proof. Define a k-map f : V(λ′) → M(λ, n; t2, t3) by f (ui) = F i1F t32 · πn(vt2 ) for all i ≥ 0. It
is easy to check that f is a U-module isomorphism. 
When n = 0, then t2 = t3 = 0. Hence M(λ, 0) = M(λ, 0; 0, 0) ≃ V(λ), where we identity
λ ∈ ˆΓ with λ = (λ(K1), λ(K2)) ∈ (k×)2.
Note that these V(λ) are similar to the Verma modules over the quantized enveloping alge-
bra Uq(sl2).
Proposition 2.8. For λ = (λ1, λ2) ∈ (k×)2, V(λ) is an indecomposable U-module. Further-
more, V(λ) is reducible if and only if there exists m1 ∈ N0 such that λ1 = ±qm1 .
Proof. Let V(λ) = V ′ ⊕V ′′ as U-modules. Then u0 = u′ + u′′, where u′ ∈ V ′ and u′′ ∈ V ′′.
We have that Kiu′ + Kiu′′ = Kiu0 = λiu′ + λiu′′, i = 1, 2. Since V ′,V ′′ are both U-modules
and V ′ ∩ V ′′ = 0 , u′ and u′′ are weight vectors with weight λ. Note that q is not a root of
unity. Then V(λ)λ = ku0. This implies that u′ = 0 or u′′ = 0, so V(λ) = V ′′ or V(λ) = V ′.
If λ1 = ±qm1 for some m1 ∈ N0, then J′(λ) = span{um1+1, um1+2, · · · } is a submodule of
V(λ). If not, we claim that V(λ) is irreducible. For any 0 , w = ∑ni=0 aiui ∈ V(λ) with
an , 0, we have that En1w = an[n]q![λ1; 1 − n]q[λ1; 2 − n]q · · · [λ1; 0]qu0. Since λ1 , ±qm1
for any m1 ∈ N0 and q is not a root of unity, En1w = au0 for a non-zero scalar a. Then
Uw = V(λ) and the claim follows. 
Obviously, we have
Corollary 2.9. Let λ ∈ ˆΓ and M(λ, n; t2, t3) be defined as above. Then M(λ, n; t2, t3) is
indecomposable. Furthermore, M(λ, n; t2, t3) is reducible if and only if λ(K1) = ±qm1 for
some m1 ∈ Z with m1 ≥ t2 − t3.
Let λ = (λ1, λ2) ∈ (k×)2. If there is an m1 ∈ N0 such that λ1 = ±qm1 , then J′(λ) =
span{um1+1, um1+2, · · · } is the unique maximal submodule of V(λ). The induced quotient is
an (m1+1)-dimensional simple module, denoted by L(λ). For convenience, let ui denote the
image of ui in L(λ) under the natural projection, 0 ≤ i ≤ m1. Call the set {ui : 0 ≤ i ≤ m1}
the standard basis of L(λ).
Proposition 2.10. The finite dimensional simple modules L(λ) are non-isomorphic each
other.
Proof. For two simple modules L(λ) and L(µ), let {ui : 0 ≤ i ≤ m1} (resp. {wi : 0 ≤ i ≤ m′1})
be the standard basis of L(λ) (resp. L(µ)). Assume that there is a U-module isomorphism
f : L(λ) → L(µ). Then dim L(λ) = dim L(µ) = m1. Note that L(µ)τ is 1-dimensional and
is spanned by some wi for any τ ∈ Π(L(µ)). Then f (u0) = awi for some a ∈ k×. From
0 , f (um1 ) = Fm11 f (u0) = aFm11 wi, we have that i = 0. Hence λ = µ by virtue of the actions
of K1, K2 on u0 and w0. 
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In fact, one can show that any finite dimensional simple module over U must be isomorphic
to some L(λ).
Let J(λ) = M[λ, 1] ⊕ span{F t11 · v|t1 ≥ m1 + 1} if λ1 = ±qm1 for some m1 ∈ N0, and
J(λ) = M[λ, 1] otherwise.
Proposition 2.11. For any λ ∈ ˆΓ = (k×)2, J(λ) is the unique maximal submodule of M(λ).
Proof. It suffices to show that U · w = M(λ) for any vector 0 , w ∈ M(λ) \ J(λ).
Since M(λ) is a weight module, one can assume that w is a weight vector. Write w =∑
at1,t2,t3 F
t1
1 F
t2
1,2F
t3
2 · v ∈ M(λ) for at1,t2,t3 ∈ k. Since q is not a root of unity, F t11 F t21,2F t32 · v and
F s11 F
s2
1,2F
s3
2 ·v have the same weights if and only if t1+ t2 = s1+ s2 and t2+ t3 = s2+ s3. Then
w = aF t11 ·v for some a ∈ k
× and t1 ≥ 0. Furthermore, t1 ≤ m1 if λ1 = ±qm1 for some m1 ≥ 0.
Then the result follows from that Et11 F
t1
1 · v = [t1]q![λ1; 1 − t1]q[λ1; 2 − t1]q · · · [λ1; 0]qv for
any t1 ≥ 1. 
Proposition 2.12. M is a highest weight module if and only if M is a quotient of some
Verma module M(λ).
Proof. The part “if” is obvious. We need to check the part “only if”. Let M be a high-
est weight module generated by a highest weight vector v of weight λ. Note that U =
U−U0U+ = U−U0 +UE1 +UE2. Then we have that M = Uv = (U−U0 +UE1 +UE2)v =
U−v since v is a highest weight vector. The claim follows from that M(λ) is a free U−-
module of rank 1. 
Let M be a highest weight module. Then there exists some U-module M(λ) and some
submodule N ⊆ M(λ) such that M  M(λ)/N. Regard M = M(λ)/N. Recall that M(λ) has
a filtration (23). Let M[i] ≔ (M[λ, i]+ N)/N for i ≥ 0. There is an induced filtration of M:
M = M[0] ⊇ M[1] ⊇ · · · .
Then M[0]/M[1] is isomorphic to some quotient of V(λ) ≃ M(λ, 0) = M[λ, 0]/M[λ, 1].
Hence we have the following result.
Proposition 2.13. Let M be a highest weight module over U with highest weight λ. If M
is simple, then
(1) M ≃ L(λ) if M is finite dimensional;
(2) M ≃ V(λ) if M is infinite dimensional.
Proof. From the discussion above, one can get a filtration of submodules M = M[0] ⊇
M[1] ⊇ · · · . Since M is simple, then M[1] = 0 or M[1] = M. If M[1] = M, then
M[λ, 1] + N = M(λ), where N is given as before. By Proposition 2.11, M[λ, 1] ⊆ J(λ),
which is a small submodule. This implies that N = M(λ) by the Nakayama Lemma, a
contradiction. Thus M[1] = 0 and M = M[0]/M[1] is isomorphic to some quotient of
V(λ).
If M is finite dimensional, then λ1 = ±qm1 for some m1 ∈ N0 by Proposition 2.8. Then
M ≃ L(λ) since J′(λ) is the unique maximal submodule of V(λ) and L(λ) = V(λ)/J′(λ). If
M is infinite dimensional, then λ1 , ±qm1 for any m1 ∈ N0. By Proposition 2.8, V(λ) is
irreducible, so M ≃ V(λ). 
12 ZHEN WANG AND HUIXIANG CHEN
Proposition 2.14. Any non-zero finite dimensional U-module M contains a highest weight
vector. Moreover, the endomorphisms induced by E1, E2, F1, F2 are nilpotent.
Proof. Let M be a finite dimensional U-module. Since U0 is commutative and k is alge-
braically closed, there exists a weight vector v ∈ M. Let N ≔ Uv. Then N is a weight
module, write N = ⊕λ∈(k×)2 Nλ = ⊕λ∈Π(N)Nλ. Let ǫ1 = (q2, q−1), ǫ2 = (q−1, q2) ∈ k2. For a
fixed λ ∈ Π(N), then E1 · Nλ ⊆ Nǫ1λ, E2 · Nλ ⊆ Nǫ2λ. Let W0 = {λ} ⊆ Π(N) and λ(0) = λ.
Since q is not a root of unity and Π(λ) is a finite set, there exists an n1 ∈ N0 such that
En11 · Nλ , 0 and E
n1+1
1 · Nλ = 0. Define W1 = W0 ∪ {ǫ1λ, ǫ
2
1λ, · · · , ǫ
n1
1 λ} ⊆ Π(N) and
λ(1) = ǫn11 λ. Since E
n1
1 · Nλ , 0, there exists an n2 ∈ N0 such that E
n2
2 · Nλ(1) , 0 and
En2+12 · Nλ(1) = 0. Define W2 = W1 ∪ {ǫ2λ
(1), ǫ22λ
(1), · · · , ǫn22 λ
(1)} ⊆ Π(N) and λ(2) = ǫn22 λ(1).
Iterating this process, one can define the sets W3,W4, · · · , and the weights λ(3), λ(4), · · · .
Thus one gets an ascending chain W0 ⊆ W1 ⊆ W2 ⊆ · · · of subsets of Π(N). Since q is not
a root of unity, W j = W j+1 if and only if n j+1 = 0, where j ≥ 0. Moreover, each Nλ( j) , 0.
Since Π(N) is a finite set, there exists an s ∈ N0 such that Ws = Ws+1 = Ws+2. Without
loss of generality, assume that s is the minimal integer with this property. Since q is not a
root of unity, Ws = Ws+1 = Ws+2 implies that ns+1 = ns+2 = 0, that is E1 · Nλ(s) = 0 and
E2 · Nλ(s) = 0. This shows that there exists a highest weight vector in N ⊆ M.
If M is a simple U-module, then M is a highest weight module. The last claim is obvious.
If not, one can take a composition sequence of M. Then the last claim follows from that
the endomorphisms induced by E1, E2, F1, F2 are nilpotent on each simple factor. 
Remark 2.15. Here the assumption that k is an algebraically closed field is necessary.
Corollary 2.16. Every finite dimensional simple U-module is a highest weight module.
By Proposition 2.13, Corollary 2.16 means that any finite dimensional simple module over
U must be isomorphic to some L(λ). We now prove a quantum Clebsch-Gordan formula
for the finite dimensional simple U-modules.
Theorem 2.17. Let λ = (λ1, λ2), µ = (µ1, µ2) ∈ (k×)2 with λ1 = ε1qm, µ1 = ε2qn for some
m, n ≥ 0, where ε1 = ±1 and ε2 = ±1. Then there exists an isomorphism of U-modules
L(λ) ⊗ L(µ) ≃
min{m,n}⊕
i=0
L(η(i)),
where η(i) = (ε1ε2qm+n−2i, qiλ2µ2).
Proof. Similar to the proof of [13, VII7.1]. 
Denote by F the category of all finite dimensional modules over U. Note that the category
F is not semisimple, see the following example.
Example 2.18. For ε1, ε2 ∈ {1,−1} and a ∈ k×, let V(ε1, ε2, a) be a vector space with a
basis {v1, v2} and define an action of U as follows:
K1vi = εivi, K2v1 = av1, K2v2 = aq−2v2,
E1vi = E2vi = 0,
F1vi = F2v2 = 0, F2v1 = v2.
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Then V(ε1, ε2, a) is a 2-dimensional indecomposable module, which is not semisimple.
The module structure of M(λ) is complicated and is not well understood. We shall make
an attempt in this direction.
Let u ∈ M(λ) with E1u = 0. Then u is a linear combination of the following vectors:
• F t32 vt2 ;
• Fm1+t3−t2+11 F
t3
2 vt2 , if λ(K1) = ±qm1 for some m1 ∈ Z and m1 + t3 − t2 ≥ 0.
Suppose now that λ(K1) = ±qm1 for some m1 ∈ Z. Define N(λ) be the subspace of M(λ)
spanned by the vectors F t11 F
t3
2 vt2 , where t1 ≥ m1 + t3 − t2 + 1 if t2 − t3 ≤ m1 and t1 ≥ 0
otherwise. Then N(λ) = span{F t11 F t32 vt2 |t1 > max{t3 − t2 + m1,−1} }
Let Π(M(λ)) be the weight set of M(λ). If µ ∈ Π(M(λ)), then µ = (q−2i+ jλ1, q−2 j+iλ2) for
some i, j ∈ N0. Note that qs−2t = qt−2s = 1 for s, t ≥ 0 if and only if s = t = 0. Hence i, j
are determined uniquely by µ. We also have that {F i1F
j
2v, F
i−1
1 F
j−1
2 v1, · · · , F
i−s
1 F
j−s
2 vs} is a
basis of M(λ)µ from the decomposition (24), where s = min{i, j}.
Remark 2.19. N(λ) is not a submodule of M(λ). For example, take t2, t3 ∈ N0 with m1 +
t3 − t2 + 1 = 0. Then F t32 vt2 ∈ N(λ) but F2F t32 vt2 < N(λ).
3. The case q is a root of unit
In this section, assume that q is a primitive l-th root of unity. Let l′ = l if l is odd and
l′ = l/2 if l is even. Then [l′]q = 0. Let ζl denote the set of all the l−th roots of unity in k.
3.1. The finite dimensional quotient Hopf algebra u. In the sequel, we shall construct
a finite dimensional Hopf algebra from U.
Lemma 3.1. The elements El1, El1,2, El2, F l1, F l1,2, F l2, Kl1, Kl2 are in the center of U.
Proof. It follows from the relations (10) − (15) and (17) − (22). 
Let I be the ideal of U generated by the first six elements in Lemma 3.1 and the elements
Kli − 1(i = 1, 2). Then I is a Hopf ideal. Define u ≔ U/I. This is a finite dimensional
Hopf algebra. As an algebra, u is generated by generators Ei, Fi, Ki(i = 1, 2) subject to the
relations (10) − (15) and the following relations:
Eli = 0 = F li , Kli = 1 for i = 1, 2.(25)
Let Ii = I ∩ U i for i ∈ {+,−, 0}. Then Ii is an ideal of U i and I ≃ Ip ⊗ Iq ⊗ Ir as vector
spaces, where (p, q, r) is a permutation of (+,−, 0). So I = IpIqIr. Let ui = (U i + I)/I. By
virtue of (16), we have
Proposition 3.2.
u ≃ up ⊗ uq ⊗ ur.
By abuse of language, we denote the images of the elements x ∈ U in u (resp. u+, u−, u0)
under the natural map again by x. Then we have the following corollary about the structure
of u.
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Corollary 3.3. u = upuqur and has a k-basis {E s11 E
s2
1,2E
s3
2 K
r1
1 K
r2
2 F
t1
1 F
t2
1,2F
t3
2 |0 ≤ si, ti, r j ≤
l − 1, 1 ≤ i ≤ 3, 1 ≤ j ≤ 2}.
Denote the Borel subalgebra u+u0(resp.u0u−) by u≥0(resp.u≤0). For any 0 ≤ si, r j ≤
l − 1, 1 ≤ i ≤ 3, 1 ≤ j ≤ 2, let
degu≥0 (E s11 E s21,2E s32 Kr11 Kr22 ) = (s1 + s2)α1 + (s2 + s3)α2 = degu≤0 (Kr11 Kr22 F s11 F s21,2F s32 ).
Then u≥0 and u≤0 are both Q-graded Hopf algebras with the gradings degu≥0 and degu≤0 ,
respectively.
Then there is a unique skew Hopf pairing ϕ : u≥0 ⊗ u≤0 −→ k such that
ϕ(1, 1) = ϕ(1, Ki) = ϕ(Ki, 1) = 1,
ϕ(x, y) = 0 if x, y are monomials with degu≥0 (x) , degu≤0 (y),
ϕ(Ei, F j) = δi, jδi,1 1q2 − 1 ,
ϕ(Ki, K j) = qai j , ϕ(Ki, K−1j ) = q−ai j ,
for 1 ≤ i, j ≤ 2. Thus one can turn Dϕ(u≥0, u≤0) = u≥0 ⊗ u≤0 into a Hopf k-algebra as in
Section 1.
For convenience, we write Dϕ instead of Dϕ(u≥0, u≤0). Then Dϕ can be described as fol-
lows.
Dϕ is generated, as an algebra, by Ei, Fi, Ki, K−1i , K˜i, K˜−1i (1 ≤ i ≤ 2) subject to the relations:
KiK j = K jKi, KiK−1i = K
−1
i Ki = 1,
K˜iK˜ j = K˜ jK˜i, K˜iK˜−1i = K˜
−1
i K˜i = 1, KiK˜ j = K˜ jKi,
KiE jK−1i = q
a ji E j, KiF jK−1i = q
−a ji F j,
K˜iE jK˜−1i = q
a ji E j, K˜iF jK˜−1i = q
−a ji F j,
EiF j − F jEi = δi jδi1(Ki − K˜−1i )/(q − q−1)
Eli = 0 = F li , Kli = 1 = K˜li .
The coalgebra structure is given by
∆(Ei) = Ki ⊗ Ei + Ei ⊗ 1, ∆(Fi) = 1 ⊗ Fi + Fi ⊗ K˜−1i ,
∆(Ki) = Ki ⊗ Ki, ∆(K˜i) = K˜i ⊗ K˜i,
S (Ei) = −K−1i Ei, S (Fi) = −FiK˜i, S (Ki) = K−1i , S (K˜i) = K˜−1i ,
ε(Ei) = 0 = ε(Fi), ε(Ki) = 1 = ε(K˜i).
This is similar to the Drinfeld quantum double of u≤0. In fact, Dϕ is quasi-isomorphic to the
Drinfeld quantum double D(u≥0q (sl(3)), u≤0q (sl(3))), i.e., the categories of their comodules
are monoidally equivalent ([9]).
Recall that Andruskiewitsch and Schneider gave a classification of finite dimensional pointed
Hopf algebras, see Theorem 1.3. Since Dϕ is a finite dimensional pointed Hopf algebra,
one can obtained it by the general construction method (Similarly to the process to con-
struct u before.): choose a datum and a linking datum; define a big Hopf algebra; then
modulo some suitable Hopf ideal such that the induced quotient is isomorphic to Dϕ. Here
the two data of Dϕ are the same with those of u except abelian group Γ. Thus we have
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Lemma 3.4. The map which sends Ei to Ei, Fi to Fi, K±1i to K±1i and K˜±1i to K±1i can be
extended uniquely to a surjective Hopf algebra homomorphism π : Dϕ −→ u. Moreover,
ker π = 〈K1 − K˜1, K2 − K˜2〉.
Proof. It is easy to check. 
The categories of modules over Dϕ and u are connected closely.
Similar to the definition of the weight modules over U, a Dϕ(resp. u)-module is called a
weight module if it can be decomposed as a direct sum of 1-dimensional simple modules
over D0ϕ(resp. u), where D0ϕ is the subalgebra of Dϕ generated by Ki, K˜i, (1 ≤ i ≤ 2).
Lemma 3.5. Every Dϕ(resp. u)-module is a weight module.
Proof. It follows from the fact that the subalgebra generated by Ki, K˜i(resp. Ki), i = 1, 2,
is a group algebra of finite abelian group over an algebraically closed field k of char(k) =
0. 
From the relations defining Dϕ, we know that KiK˜−1i are in the center of Dϕ. Furthermore,
we have
Lemma 3.6. Let M be an indecomposable Dϕ-module. Then KiK˜−1i acts on M as some
scalar zi ∈ ζl, i = 1, 2.
Proof. By Lemma 3.5, Ki, K˜−1i act semisimply on M. Since Ki commutes with K˜−1i , the
action of KiK˜−1i is semisimple on M, i.e., there is a direct sum decomposition M = ⊕z∈k2 Mz,
where Mz = {m ∈ M|KiK˜−1i m = zim, i = 1, 2}. Indeed, z = (z1, z2) ∈ ζl × ζl since
(KiK˜−1i )l = 1. Then the claim follows from that KiK˜−1i is in the center of Dϕ and M is
indecomposable. 
In the rest of this subsection, we assume that l is odd. For any z1 ∈ ζl, fix an element
z1/21 ∈ k such that (z1/21 )2 = z1. In particular, let 11/2 = 1.
Let M be a Dϕ-module and z = (z1, z2) ∈ ζl × ζl such that KiK˜−1i acts on M as the scalar zi.
Then there is a k-algebra homomorphism πz : Dϕ −→ u such that
πz(E1) = z1/21 E1, πz(F1) = F1, πz(K1) = z1/21 K1, πz(K˜1) = z−1/21 K1,
πz(E2) = E2, πz(F2) = F2, πz(K2) = K2, πz(K˜2) = z−12 K2.
One can easily check that πz is well defined and the kernel of πz, which is the ideal gen-
erated by KiK˜−1i − zi(i = 1, 2), annihilates the module M. Thus M becomes a u-module
through the homomorphism πz.
Lemma 3.7. Every indecomposable Dϕ-module is the pull-back of some u-module through
an algebra homomorphism πz.
Let M be a u-module and z = (z1, z2) ∈ ζl × ζl. Denote by Mz the pull-back of M through
the algebra homomorphism πz. Let εz be the 1-dimensional representation of Dϕ defined
by
εz(Ei) = 0 = εz(Fi), εz(K1) = z1/21 , εz(K˜1) = z−1/21 , εz(K2) = 1, εz(K˜2) = z−12 .
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One can easily check that εz is well-defined.
Lemma 3.8. Let z ∈ ζl × ζl and M be a module over u. Then
Mz ≃ εz ⊗ M1, where 1 = (1, 1).
Proof. It follows from a direct verification. 
From Lemma 3.8, we obtain the following theorem which illustrates the relation between
the module categories of Dϕ and u.
Theorem 3.9. The category DϕM is equivalent to the direct product of |ζl × ζl| copies of
the category uM.
Remark 3.10. (1) For the case l is even, one can also define an algebra homomor-
phism πz for any given z = (z1, z2) ∈ ζl × ζl if z1/21 ∈ ζl.
(2) One can define a skew Hopf pairing ψ : U≥0 ⊗ U≤0 −→ k and form the corre-
sponding Hopf algebra Dψ(U≥0,U≤0), then one can discuss the relation between
the categories of weight modules over Dψ(U≥0,U≤0) and U, which is similar to
the discussion in [11] for the quantized enveloping algebra.
3.2. The representation theory over u. Now let us concentrate on the representation
theory of u. First we list all the simple modules over u.
For any 0 ≤ m1,m2 < l, define an m1+1 dimensional u-module V = span{w0,w1, · · · ,wm1 }
as follows:
K1w j = qm1−2 jw j, K2w j = qm2+ jw j,
E1w j = [m1 + 1 − j]w j−1, F1w j = [ j + 1]w j+1,
E2w j = F2w j = 0,
where 0 ≤ j ≤ m1 and w−1 = 0 = wm1+1. Then one can easily check that V becomes
a u-module, denoted by V(m1,m2), and that V(m1,m2) is simple. Furthermore, for any
0 ≤ n1, n2 < l, V(m1,m2) ≃ V(n1, n2) if and only if m1 = n1,m2 = n2.
Proposition 3.11. Every simple u-module is isomorphic to some V(m1,m2).
Proof. It can be shown by a direct verification. It also follows from Proposition 2.13 and
the fact that u is a quotient of U. 
Let P(m1,m2) be the projective cover of V(m1,m2).
For any pair (m1,m2) of integers with 0 ≤ m1,m2 ≤ l − 1, let V = kv be a 1-dimensional
u
≥0
-module with the action given by E1 · v = 0 = E2 · v, K1 · v = qm1 v and K2 · v = qm2 v.
Define the Verma module M(m1,m2) = u⊗u≥0 V . Since u is a quotient of U, each u-module
naturally becomes a U-module. As a U-module, M(m1,m2) is isomorphic to M(λ)/(I · w),
where λ = (qm1 , qm2) and w , 0 is a weight vector in M(λ) with weight λ such that
M(λ) = U · w. By Proposition 2.11, M(m1,m2) has a unique maximal submodule as U-
module. Consequently, M(m1,m2) has a unique maximal submodule as u-module.
Proposition 3.12. For any pair (m1,m2) of integers with 0 ≤ m1,m2 ≤ l − 1, M(m1,m2) is
isomorphic to some quotient of P(m1,m2).
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Proof. Let f : M(m1,m2) → V(m1,m2), g : P(m1,m2) → V(m1,m2) be the canonical
projections. By the projectivity of P(m1,m2), there is a homomorphism g′ : P(m1,m2) →
M(m1,m2) such that f g′ = g. Take a weight vector v ∈ P(m1,m2) such that g(v) , 0.
Without loss of generality, one may assume that g(v) is a highest weight vector by a suitable
choice of v. Since uv * ker g = radP(m1,m2) and headP(m1,m2) ≃ V(m1,m2) is simple,
uv+ radP(m1,m2) = P(m1,m2). Then uv = P(m1,m2) by the Nakayama Lemma. Similarly,
one can show that g′(v) ∈ M(m1,m2) is a weight vector and ug′(v) = M(m1,m2). Thus g′
is surjective. 
Let (m′1,m′2) be another pair of integers with 0 ≤ m′1,m′2 ≤ l − 1. Then it is easy to check
that Hom(P(m1,m2), P(m′1,m′2)) , 0 if and only if V(m1,m2) is a composition factor of
P(m′1,m′2).
Theorem 3.13. Assume that (l, 3) = 1. Then u is an indecomposable algebra.
Proof. By the discussion above, it suffices to show that each V(m1,m2) is a composition
factor of P(0, 0). If V(m1,m2) is a composition factor of M(0, 0), then it is a composition
factor of P(0, 0). However, V(m1,m2) is a composition factor of M(0, 0) if and only if there
exist 0 ≤ t2, t3 ≤ l − 1 such that
−1 1
−1 −2

t2t3
 ≡
m1
m2
 ( mod l) since F t32 vt2 (0 ≤ t2, t3 ≤
l − 1) (or their linear combination) are the only highest weight vectors.
We claim that the equations−1 1
−1 −2

t2t3
 ≡
10
 ( mod l) and
−1 1
−1 −2

t2t3
 ≡
01
 ( mod l)
have solutions in Z.
In fact, the first equation is equivalent to{ 1 = (2s + t)l + 3(t2 + 1)
1 = (t − s)l + 3t3
for some s, t ∈ Z. Since (l, 3) = 1, there exist p, q ∈ Z such that pl + 3q = 1. Let
t3 = q, t2 = q−1, t = p, s = 0. Then this is a solution of the equation set above. The second
equation can be converted into the equation set{ 1 = (−2s − t)l − 3t2
1 = (s − t)l − 3t3
for some s, t ∈ Z. Let t2 = −q = t3, s = 0, t = −p. This is a solution of the equation set
above. So there exist t′2, t
′
3, t
′′
2 , t
′′
3 ∈ Z such that−1 1
−1 −2

t′2t′3
 ≡
10
 ( mod l) and
−1 1
−1 −2

t′′2t′′3
 ≡
01
 ( mod l)
Let t2, t3 ∈ Z with 0 ≤ t2, t3 ≤ l − 1 such that t2 ≡ m1t′2 + m2t
′′
2 ( mod l) and t3 ≡
m1t′3 + m2t
′′
3 ( mod l). Then−1 1
−1 −2

t2t3
 ≡
m1
m2
 ( mod l)

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For the projective modules P(m1,m2), we hope to give a more detailed description. It is
well known that there is a close connection between the direct sum decomposition of the
regular module and the idempotent element decomposition of unit. Let us go along this
way.
For 1 ≤ i, j ≤ l−1, define ei, j = 1l2
∑l−1
s,t=0 q
is+ jtK s1K
t
2 in u. Then we have e
2
i, j = ei, j, ei, jei′, j′ =
δi,i′δ j, j′ and
∑l−1
i, j=0 ei, j = 1. So u = ⊕l−1i, j=0uei, j is a direct sum decomposition of u as regular
module. Each summand uei, j is a projective module.
Proposition 3.14. For 1 ≤ i, j ≤ l − 1, uei, j are non-isomorphic each other.
Proof. Assume that uei, j is isomorphic to uei′, j′ for some (i′, j′) , (i, j), and let f : uei, j →
uei′, j′ be an isomorphism. Then there are a, b ∈ u such that f (ei, j) = aei′, j′ and f −1(ei′, j′) =
bei, j, and so ei, j = abei, j. Note that K1ei, j = q−iei, j, K2ei, j = q− jei j. Hence a, b < u0, and
we may assume that a =
∑
s,t∈Z3l
αs,tEsFt, b =
∑
s′,t′∈Z3l
βs′,t′Es
′Ft′ , where αs,t, βs′,t′ ∈ k. It
is easy to see that {EsFtei j|s,t ∈ Z3l , i, j ∈ Zl} is a k-basis of u. Hence we deduce ab = 1
from ei, j = abei, j. Comparing the degree of terms on the both sides of ab = 1, we have that
a = α0,0, b = β0,0 in k. It contradicts with a, b < u0. This proved the claim. 
Recall that P(m1,m2) is the projective cover of V(m1,m2) and dim V(m1,m2) = m1 + 1.
From the representation theory of finite dimensional algebra, we know that
(26) u ≃
⊕
0≤m1,m2≤l−1
(m1 + 1)P(m1,m2).
Thus uei j may not be indecomposable, i.e., ei j may not be primitive. It is difficult to give all
the primitive idempotent elements in u. In the following we will turn this into the question
to solve some equation set.
Now we assume that l is odd in the sequel.
Let u1 be the subalgebra of u generated by E1, F1, K1. Then u1 is isomorphic to the quotient
of quantum group Uq(sl(2)) modulo the ideal 〈El, F l, Kl − 1〉. Thus u1 just is the so-called
“small” quantum group(cf. [20]).
From the results in [20], we know that u1 ≃ ⊕l−1i=0(i + 1)Pi as u1-modules, where each Pi
is indecomposable and non-isomorphic. Thus there is a family of primitive orthogonal
idempotent elements f1, f2, · · · , fN(N = l(l + 1)/2) in u1 such that 1 = ∑ fi.
Define e j(K2) = 1l
∑l−1
i=0(q jK2)i. Then 1 =
∑l−1
j=0 e j(K2) is a decomposition of orthogonal
idempotent elements. Obviously, fie j(K2) is an idempotent element, denoted by fi j. One
can check that fi j are pairwise orthogonal and 1 = ∑i, j fi j. By virtue of the decomposition
(26) and the Krull-Schmidt theorem, fi j is a primitive idempotent element in u.
Thus we only need to give all primitive idempotent elements in u1 in order to give all the
primitive idempotent elements in u.
For convenience, write K, E, F, ei for K1, E1, F1 and ei(K1) = 1l
∑l−1
s=0(qiK1)s respectively.
Clearly, {eiE sF t|0 ≤ i, s, t ≤ l − 1} is a basis of u1.
Assume that ei is not primitive. Then there is an idempotent element decomposition ei =∑
r ei,r, where ei,r are orthogonal primitive elements. Since u = ⊕l−1i=0eiu = ⊕
l−1
i=0eiu
+
u
−
, we
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have ei,r ∈ eiu+u−, and so ei,r =
∑l−1
t=1−l eiPr,t, where Pr,t =
∑l−1
s=0 ar,t,sE sF t+s and F t+s = 0 for
t+ s < 0 or t+ s > l−1. Note that ei =
∑
r,t eiPr,t =
∑
r,t Pr,tei−2t. Multiply ei on the equation
from the both sides one gets ei =
∑
r Pr,0ei =
∑
r eiPr,0, here we use the assumption that l is
odd. Hence Pr,t = 0 for t , 0. This means that ei,r = eiPr,0, where Pr,0 =
∑l−1
s=0 ar,sE sF s.
From the discussion above, we only need to give all the idempotent elements of form∑l−1
s=0 aseiE sF s.
Lemma 3.15.
FmE s =
min{m,s}∑
j=0
[ j]q!
mj

q
sj

q
E s− j
2 j−m−s∏
r= j−m−s+1
[K−1; r]qFm− j
Proof. Define an automorphism ϕ of Uυ(sl(2)) by ϕE = F, ϕF = E, ϕK = K, ϕυ = υ−1,
where υ is an indeterminate over k. Then it follows from applying ϕ to the identity in [13,
Lemma1.7] and Uq(sl(2)) = Uυ(sl(2))/(υ− q). 
Then we have the following identity:
eiEmFmeiE sF s =
min{m,s}∑
j=0
[ j]q!2
mj

q
sj

q
m + s + ij

q
eiEm+s− jFm+s− j.
Let ei,r =
∑l−1
p=0 apeiEpF p for a fix r. By using the identity above repeatedly, we have
Theorem 3.16. For some fixed i ∈ Zl, ei,r is an idempotent element if and only if
(a0, a1, · · · , al−1) is a solution of the equation set
ap =
∑
0≤m,s≤l−1,
0≤ j≤min{m,s},
m+s− j=p
am,s, jamas, 0 ≤ p ≤ l − 1,
where am,s, j = [ j]q!2
mj

q
sj

q
m + s + ij

q
.
Let [n] be the residual class of n modulo l and n be the minimal non-negative integer in [n].
It is easy to see that: am,s, j = as,m, j and that
m + s + ij

q
= 0 if and only if m + s + i < j.
If (a0, a1, · · · , al−1) is a solution of the equation set, then a0 = 0 or a0 = 1. Moreover,
(1 − a0,−a1, · · · ,−al−1) is also a solution of the equation set.
Remark 3.17. The equation set in Theorem 3.16 is solvable recursively. For the special
cases l = 3, we will give all the solutions in the below. This result is new for the small
quantum group u1.
Example 3.18. When l = 3, we can get a decomposition of orthogonal primitive idempo-
tents of unity through solving the equation set in Theorem 3.16.
1 =(−e0EF + e0E2F2) + (e0 + e0EF − e0E2F2)
+ (e1 − e1E2F2) + e1E2F2
+ (e2EF − e2E2F2) + (e2 − e2EF + e2E2F2),
where ei = 13
∑2
j=0(qiK) j ∈ u1 for i = 0, 1, 2.
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