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14]．Web カメラは Skype などの PC を使ったテレビ電話システムの流行により普及した．




























































る(図 2-1)．カメラ 1 台で撮影されたプルキニエ像 1 つにつき，像と光源の位置関係から，
角膜球の中心座標候補の平面が 1つ求められる(図 2-2)． 
 
 
2006年に University of British Columbiaの Hennesseyらは，赤外線カメラ 1台，赤外
線光源 2 台を用いて，角膜球中心位置候補を，1 直線に限定する手法を提案した[4]．その
図 2-1 赤外線を用いた手法の眼球モデル 






 2004年にNational Chi Nan Universityの Shihらは，赤外線カメラ 2台と赤外線光
源 2台を使用する手法を提案している[10]．これにより，プルキニエ像は合計 4つ観測され
る．よって，角膜球の中心位置候補平面は 4 つになる．そのうち 3 平面の交点を角膜球の
中心としている．角膜球中心位置が推定できるため，角膜球半径も推定可能である． 




































図 2-3 Wangらの眼球モデル 























表 2-2 Appearance-Based対 Model-Based 
分類 代表手法 特徴 
Appearance-Based Onoら[9] ・Nモード SVDによる視線方向推
定 



















































































図 3-1 観測された瞳円盤の楕円形 
図 3-2 楕円パラメタ 
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図 3-3 に，本手法の眼球モデルを示す．カメラの光軸を z 軸として，左手系の 3 次元座
標空間を定義する．また，y軸は下方向を正とする．z軸と視線が作る角の大きさθ，視線
を xy平面上に射影した半直線と y軸が作る角の大きさφは， 












 本稿では，Webカメラ 2台を用いた視線推定システムを提案する．図 3-4に本システ
ムの概観を示す．本手法における注視対象は PC のディスプレイとし，Web カメラは 2 台
ともディスプレイの上端に取り付ける．ここで，2台のカメラの光軸方向は並行とし，カメ
ラ間の距離( DISTCAM _ )は既知とする． 
 
図 3-4 システム概観 
 



































「目画像取得」では，Haar-Like 特徴量を用いた Ada-Boost 検出器[6]を用いて，2 台の
カメラで撮影された画像中の目を検出する．検出結果をもとに目画像を抽出し，「楕円推定」
処理に渡す．目の検出において，画像全体を探索すると処理時間が増大する．そのため，































































































ここで，   1100 ,,, yxyx は一方の瞳が 2台のカメラそれぞれの画像に映った座標であり，
単位はピクセルである．ここで，カメラは水平方向に並び，光軸が並行であるため 10 yy 
である． DISTCAM _ はカメラ間の距離であり，座標空間の距離単位に合わせる．
DEGRANGECAM __ はカメラの視野角である(図 3-6)．また，図 3-7 に示すように，



























































出したものである(図 3-8)．また，目画像の座標系は，水平方向に x軸，垂直方向に y軸を
取る．左上を原点とし，x軸は右方向を正に，y軸は下方向を正とする． 









図 3-9 楕円推定のプロセス 
  
















































(1) 四隅 10ピクセル角の正方形領域の平均輝度値𝑢𝑟, 𝑢𝑙, 𝑏𝑟, 𝑏𝑙を取る(図 3-11) 
 𝑢𝑟：画像右上の一辺 10ピクセルの正方形領域の平均輝度値 
 𝑢𝑙：画像左上の一辺 10ピクセルの正方形領域の平均輝度値 
 𝑏𝑟：画像右下の一辺 10ピクセルの正方形領域の平均輝度値 
 𝑏𝑙：画像左下の一辺 10ピクセルの正方形領域の平均輝度値 
(2) 水平方向勾配𝑥_𝑑𝑖𝑓𝑓，垂直方向勾配𝑦_ 𝑑𝑖𝑓𝑓を以下のように算出する 
 𝑥_𝑑𝑖𝑓𝑓 =



































(3) 全ての画素の輝度値が 0である画像𝑔𝑟𝑎𝑑_𝑖𝑚𝑔を生成する 
(4) 𝑥_𝑑𝑖𝑓𝑓 < 0であれば𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の全ての画素に𝑥_𝑑𝑖𝑓𝑓 × 𝑤𝑖𝑑𝑡ℎを加算する 
(5) 𝑦_𝑑𝑖𝑓𝑓 < 0であれば𝑔𝑟𝑎𝑑_𝑖𝑚𝑔の全ての画素に𝑦_𝑑𝑖𝑓𝑓 × ℎ𝑒𝑖𝑔ℎ𝑡を加算する 





図 3-11 grad_img 
 
次に，輝度勾配の影響を低減した画像を二値化する閾値を決定する．目画像はその輝度




め，画像の輝度値を最小値が 0，最大値が 255になるように正規化する． 
正規化した輝度値ヒストグラムに 4クラスタ混合 t分布を当てはめると図 3-12のように
なる．平均値が低い順にクラスタに番号をつけると，第 1 クラスタが瞳の輝度値である．














図 3-12 目画像の輝度値ヒストグラムと混合 t分布 



















図 3-14 輪郭追跡と点列番号 














































図 3-16 走査方向 
 
 






   走査方向 
時計回り 反時計回り 






















































輪郭が連続な曲線であった場合(図 3-19)，輪郭曲線上の点 ip における曲がり具合 i は，



































図 3-19 輪郭曲線が連続である場合の曲がり具合 
式(10)は輪郭が連続な曲線である場合の曲がり具合である．これに対し，本手法で扱う輪
郭点列は目画像のピクセルに基づくものであり，離散的な点列である． 
i 番目の輪郭点 ip における輪郭の曲がり具合は，前後の輪郭点を用いて，また，隣接 1
点のみを用いると，局所的なノイズの影響を強く受ける．よって，基準点の前後それぞれ n





























(1) i は基準点を中心とした局所的な曲がり具合を示す 
(2) 曲がり具合が強いほど i は大きくなる 


































輪郭点列：   iNiN ppppp   ,,,, 110 P  
輪郭点列を i

で昇順に並べたもの：  110 ,,,  Nqqq Q  
QとPとの間のインデックス関係：   iqIdxqp jji  QP  
一時的に抽出した点を保持する集合  ,, 10 cctmp C  
抽出された極端に曲がった点の集合：C  
極端に曲がった点が最低限取るべき距離： thdist _  
 
(手順) 
(1) tmpC を空集合， 0j とする 
(2) Nj  であれば(6)へ遷移する 
(3)  jqIdxi  とする 
(4) 全ての  1,,1,0  Ckck について， lk pc  として thdistli _ であ
れば jをインクリメントし(2)へ戻る 





tmpC を空集合， 1 Nj とする 
(8) 0j であれば(12)へ遷移する 
(9)  jqIdxi  とする 
(10) 全ての  1,,1,0  Ckck について， lk pc  として thdistli _ であ
れば jをデクリメントし(7)へ戻る 




(13) 0i とする 
(14) Ni  なら(17)へ遷移する 
(15) 全ての  1,,1,0  Ckck について， lk pc  として thdistli _ であ
れば













































まず，基準点の前後の輪郭の方向を定義する．時計回りに曲がった点を ipcwt  とし， ip
の直前のCの要素を
prec ， ip の直後のCの要素を proc とする． ip と prec と proc とから作ら
れるベクトルを用いることで， ip の前後の輪郭の方向を表現することができる．ここで，
輪郭の方向を扱うに当たり，顔の傾きに頑健である必要があることに留意し，3.3.1 で指定
した左右の目領域それぞれの矩形の中心座標𝐫𝐜l, 𝐫𝐜r ∈ 𝐑
2を用いて顔を基準とした水平方向
ベクトルを𝐡face = 𝐫𝐜r − 𝐫𝐜lとして定義する．ここで，𝒓𝒄𝑙は画像上で左側に存在する目領域
矩形の中心点であり，𝒓𝒄rは画像上で右側に存在する目領域矩形の中心点である(図 3-23)．
以上を元に，以下の手順で ip を基準に領域を切断するか否かを決定する． 
 
図 3-23 目領域矩形中心と水平ベクトル 
  








  0 tiface oph であれば右，   0 tiface oph であれば左とする 
































































































































例えば，78，83の値をもつピクセルが図 * ARABIC ¥s 1SEQ 2121-    図のように並ん
でいるとする．また，閾値を 0.80th とする． 0p は値 78を持つピクセルの中心であり， 1p
は値83を持つピクセルの中心である．p0，p1がそれぞれ値78，83を持っていると考え，p0，p1
の間の値を，図 * ARABIC ¥s 1SEQ 2121-    図内のグラフのように線形補完する．補間









図  * ARABIC ¥s 1SEQ 










































であれば 1, ii hphp を残す 












最小二乗法とは，理想関数  xfy  と，n個の観測点      111100 ,,,,,,  nn yxyxyx  があ
った時，  









kk xfyxf  (8) 





















図 4-1 実験環境に実験環境を示す．本実験では，PC のディスプレイを注視対象とし，
ディスプレイ上に 2台のWebカメラを設置する．推定に使用する PCは 1台である．表 4-1
に性能，被験者の条件などを示す． 
表 4-1 実験条件 
CPU 




















図 4-1 実験環境 
4.2 実験手順 
本実験では，注視対象に表示した正解点を被験者に注視してもらい，提案手法による視
線推定結果を得る．図 4-2 に本実験で用いる正解点を示す．正解点は解像度 1600×1200
ピクセルのディスプレイ上に表示され，その座標はそれぞれ{(50,50) , (800,50) , (1550,50) , 
(50,600) , (800,600) , (1550,600) , (50,1150) , (800,1150) , (1550,1150)}とした．1人の被験










pans = (xans, yans)，推定結果pest = (𝑥𝑒𝑠𝑡, 𝑦𝑒𝑠𝑡)について， 
𝑥𝑎𝑛𝑠 > 𝑥𝑒𝑠𝑡 → 𝜃𝑥 > 0 (9) 
yans > 𝑦𝑒𝑠𝑡 → 𝜃𝑦 > 0 (10) 
となる． 
また，視線推定を行った時のカメラの入力をビットマップ画像として保存した． 













図 4-2 正解点 
0 x 
y 





















































表 4-2 推定誤差角度(Yamazoeらの手法との比較) 
提案手法 Yamazoeらの手法[14] 
被験者 |𝜃𝑥|̅̅ ̅̅ ̅[deg] |𝜃𝑦|
̅̅ ̅̅ ̅[deg] σx σy 被験者 |𝜃𝑥̅̅ ̅|[deg] |𝜃𝑦̅̅ ̅|[deg] 
A 6.9  4.0  8.8  5.0  F 3.7 8.7 
B 8.4  4.7  10.6  4.8  G 4.6 6.1 
C 6.3  4.4  8.3  5.3  H 8.7 9.1 
D 9.0  7.7  9.9  5.3  I 3.8 7.8 
E 7.9  8.5  9.9  5.7  J 5.6 6.6 
平均 7.7  5.9  9.5  5.3  平均 5.3 7.7 
平均誤差は，水平方向に 7.7°，垂直方向に 5.9°を示した．また，誤差の標準偏差の平
均は，水平方向に 9.5，垂直方向に 5.3であった． 






図 4-4 実験結果の凡例 
 
正解点 1 正解点 2 正解点 3 
正解点 4 正解点 5 正解点 6 
正解点 7 正解点 8 正解点 9 




図 4-6 被験者 Bの視線推定結果 





図 4-8 被験者 Dの視線推定結果 
図 4-9 被験者 Eの視線推定結果 
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ここで，図 4-8より，被験者 Dの視線推定結果に一定の傾向が見て取れる．同様に，図 4-9
より被験者Eの視線推定結果にも一定の傾向を見て取れる．誤差の傾向を以下にまとめる． 












 被験者 E 
 垂直方向位置が負方向にずれて推定されている 
これらの誤差は，カメラが固有の歪みを持っていることが原因であると考えられる．こ
れらの誤差に対し，被験者 D,E について眼球 3 次元位置測定に一定の修正をかけたうえで
再び実験を行った．以下に実験条件を示す． 
 推定元データは，本実験時に撮影した被験者 D,Eの画像を用いる 
 被験者 D 
 CAM_DIST=19：距離の測定値を 1.27倍にする 
 眼球の水平座標を 2cm減 
 眼球の垂直座標を 8cm減 
 被験者 E 
 眼球の垂直座標を 10cm減 




表 4-3 再実験結果(Yamazoeらの手法との比較) 
提案手法 Yamazoeらの手法[14] 
被験者 |𝜃𝑥|̅̅ ̅̅ ̅[deg] |𝜃𝑦|
̅̅ ̅̅ ̅[deg] σx σy 被験者 |𝜃𝑥̅̅ ̅|[deg] |𝜃𝑦̅̅ ̅|[deg] 
A 6.9  4.0  8.8  5.0  F 3.7 8.7 
B 8.4  4.7  10.6  4.8  G 4.6 6.1 
C 6.3  4.4  8.3  5.3  H 8.7 9.1 
D 5.4 4.0 6.6  5.0  I 3.8 7.8 
E 8.0 4.4 9.9  5.6  J 5.6 6.6 
平均 7.0 4.3 8.9  5.2  平均 5.3 7.7 
平均誤差は，水平方向に 7.0°，垂直方向に 4.3°を示した．また，誤差の分散の平均は，
水平方向 8.9に，垂直方向に 5.2であった． 








図 4-10 被験者 Dの再実験結果 
 







表 4-4 前手法との比較 
提案手法 前手法[3] 
被験者 |𝜃𝑥|̅̅ ̅̅ ̅ 
[deg] 
|𝜃𝑦|
̅̅ ̅̅ ̅ 
[deg] 
σx σy 被験者 |𝜃𝑥|̅̅ ̅̅ ̅ 
[deg] 
|𝜃𝑦|
̅̅ ̅̅ ̅ 
[deg] 
σx σy 
A 6.9  4.0  8.8  5.0  K 5.4 1.9 25.1 2.4 
B 8.4  4.7  10.6  4.8  L 3.4 2.1 5.9 3.0 
C 6.3  4.4  8.3  5.3  M 3.3 1.5 4.9 1.4 
D 5.4  4.0  6.6  5.0  N 3.5 1.9 5.5 1.8 
E 8.0  4.4  9.9  5.6  O 3.3 1.9 4.5 2.3 





処理にかかる時間が 216.0ms であった．ここで，目検出は 2 枚の画像から目を検出する時
間であり，瞳楕円近似処理時間は 4つの瞳全ての楕円推定に要する処理時間である． 
表 4-5 処理時間 
平均処理時間[ms] 
346.6 
目検出処理時間[ms] 瞳楕円近似処理時間[ms] その他 
119.0 216.0 10.4 












らの手法の x 軸,y 軸両方向の誤差より小さい．よって，統合的に判断し，提案手法の精度
が高いと判断できる． 
(2) 3次元位置測定の誤りとカメラが持つ歪み 
図 4-8，図 4-9 より，被験者 D,E の視線推定結果が一定の傾向を持っていると推測でき
た．これに対し，被験者 D，Eそれぞれに眼球 3次元位置の修正を行ったところ、表 4-2，





図 4-5，図 4-6，図 4-7，図 4-10，図 4-11 より，ディスプレイ上部に近づくほど x 軸
方向の視線推定のばらつきが大きくなっている傾向があることが分かる．ここで，表 4-6













 推定される視線の垂直軸方向角度が 0に近い値を取る 









表 4-6 正解点の位置と水平方向誤差標準偏差 
被験者  1𝑥  2𝑥   𝑥   𝑥   𝑥   𝑥   𝑥   𝑥   𝑥 
A 7.4  12.9  12.5  3.5  2.8  4.8  2.7  4.1  2.5  
B 10.5  7.3  4.1  10.0  7.5  4.7  3.0  3.9  6.5  
C 3.5  5.5  5.5  4.4  5.7  4.2  6.1  2.0  6.3  
D 5.3  7.0  7.3  2.4  8.0  4.1  1.9  3.8  4.9  
E 8.9  13.8  10.4  6.2  10.0  6.3  4.2  1.9  3.8  
平均 7.1  9.3  8.0  5.3  6.8  4.8  3.6  3.1  4.8  
 
表 4-7 正解点の位置と垂直方向誤差標準偏差 
被験者  1𝑦  2𝑦   𝑦   𝑦   𝑦   𝑦   𝑦   𝑦   𝑦 
A 3.3  2.9  5.9  1.9  5.6  3.1  4.4  1.6  2.8  
B 2.6  2.6  2.0  4.9  2.3  2.2  1.7  1.9  3.5  
C 4.8  4.9  5.1  3.9  6.8  2.3  3.7  2.5  2.9  
D 5.2  6.5  3.6  4.4  4.3  3.8  2.1  4.2  3.8  
E 1.6  1.8  3.5  2.7  1.4  4.5  3.8  3.8  3.4  
平均 3.5  3.7  4.0  3.5  4.1  3.2  3.1  2.8  3.3  



































との区別が求められる．saccade と fixiation の判別は，100ms 単位で行われることが望ま
しく，視線推定システムは秒間 10回以上推定が必要となる．よって，提案手法には高速化
が必要である． 





































図 4-15 窓などからの光を受ける被験者 
 













図 4-17 逆光を受けた被験者 
 

















5 人の被験者による実験を行った結果，水平方向誤差が 7.0°，垂直方向誤差が 4.3°で
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