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Resumen
La ecografı´a es hoy en dı´a uno de los me´todos de visualizacio´n ma´s populares para examinar el
interior de cuerpos opacos. Su aplicacio´n es especialmente significativa tanto en el campo del
diagno´stico me´dico como en las aplicaciones de evaluacio´n no destructiva en el a´mbito industrial,
donde se evalu´a la integridad de un componente o una estructura.
El desarrollo de sistemas ecogra´ficos de alta calidad y con buenas prestaciones se basa en
el empleo de sistemas multisensoriales conocidos como arrays que pueden estar compuestos por
varias decenas de elementos. El desarrollo de estos dispositivos tiene asociada una elevada com-
plejidad, tanto por el nu´mero de sensores y la electro´nica necesaria para la adquisicio´n paralela de
sen˜ales, como por la etapa de procesamiento de los datos adquiridos que debe operar en tiempo
real. Esta etapa de procesamiento de sen˜al trabaja con un elevado flujo de datos en paralelo y
desarrolla, adema´s de la composicio´n de imagen, otras sofisticadas te´cnicas de medidas sobre los
datos (medida de elasticidad, flujo, etc).
En este sentido, el desarrollo de nuevos sistemas de imagen con mayores prestaciones (res-
olucio´n, rango dina´mico, imagen 3D, etc) esta´ fuertemente limitado por el nu´mero de canales en
la apertura del array. Mientras algunos estudios se han centrado en la reduccio´n activa de sen-
sores (sparse arrays como ejemplo), otros se han centrado en analizar diferentes estrategias de
adquisicio´n que, operando con un nu´mero reducido de canales electro´nicos en paralelo, sean capaz
por multiplexacio´n emular el funcionamiento de una apertura plena. A estas u´ltimas te´cnicas se las
agrupa mediante el concepto de Te´cnicas de Apertura Sinte´tica (SAFT). Su intere´s radica en que
no so´lo son capaces de reducir los requerimientos hardware del sistema (bajo consumo, portabili-
dad, coste, etc) sino que adema´s permiten dentro de cierto compromiso la mejora de la calidad de
imagen respecto a los sistemas convencionales.
La principal limitacio´n de las te´cnicas de apertura sinte´tica es el elevado coste computacional
que tienen asociado. Disponer del conjunto de datos crudos de la adquisicio´n independiente de las
sen˜ales que componen una apertura de N elementos (conocido como Full Matrix Capture, FMC)
proporciona un conjunto de datos de N ×N sen˜ales (conocido como Full Matrix Array, FMA). Este
conjunto de datos se combina de manera adecuada para generar una imagen de I pı´xeles mediante
un proceso de conformacio´n de haz o beamforming, que compensa los tiempos de propagacio´n
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de todas las sen˜ales a cada uno de los pı´xeles de la imagen. Este proceso es conocido como
Total Focussing Method (TFM) y utilizado en combinacio´n con el FMC ha dado lugar a un nuevo
esta´ndar de calidad, pues proporciona la ma´xima resolucio´n lateral posible para la apertura en todos
los pı´xeles de la imagen. Desafortunadamente, esta te´cnica arrastra por un lado un alto coste
computacional de O(N ·N · I), que supone un difı´cil compromiso entre el paralelismo en hardware
y el coste de la ejecucio´n del FMC; y por otro lado tiene una baja relacio´n sen˜al a ruido como
consecuencia de la baja energı´a acu´stica radiada durante la emisio´n en el medio.
Sobre toda esta problema´tica se desarrolla el trabajo aquı´ presentado, analizando el papel de
los sistemas de procesamiento paralelo y evaluando su capacidad para generar imagen 2D y 3D en
tiempo real, tanto en su configuraciones multi-core (CPUs) como en procesadores gra´ficos (GPUs).
La primera parte de este trabajo se desarrolla sobre la obtencio´n de modelos de campo acu´stico.
Las te´cnicas de modelizacio´n de transductores son muy importantes tanto para el disen˜o de aper-
turas dispersas, una de las estrategias apuntadas para el desarrollo de nuevos sistemas, como el
desarrollo de espacios simulados que permiten modelar situaciones reales y probar nuevos algo-
ritmos. En este sentido este tipo de problemas se adaptan muy bien al modelo de paralelizacio´n
SIMD (Single Instruction Multiple Data), porque son algoritmos que requieren una gran potencia de
ca´lculo, no tanto por la complejidad del modelo sino por el gran nu´mero de puntos sobre los que se
debe realizar de manera independiente el ca´lculo y por los altos requerimientos de resolucio´n.
La segunda parte esta´ centrada en los procesos de conformacio´n de complejidad O(N · N · I)
como es el caso del TFM + FMC. Se han disen˜ado algoritmos con objeto de valorar la posibilidad
de sustituir un conformador hardware tradicional por uno software. Se han analizado diferentes
alternativas que muestran como una planificacio´n adecuada del acceso a los datos y un buen uso
de los recursos permiten mejorar los tiempos de ejecucio´n de los algoritmos. Ası´, se ha demostrado
que es posible conseguir un sistema de imagen en tiempo real de 25 ima´genes por segundo para
un array de N = 64 elementos y una imagen de 512× 512 pı´xeles y hasta 65 ima´genes por segundo
para ima´genes de 256× 256 usando una tarjeta gra´fica Nvidia Quadro K5000. Adicionalmente, esto
ha dado lugar al desarrollo de una librerı´a de procesamiento multiplataforma tanto para imagen 2D
como 3D, que integra gran variedad de te´cnicas SAFT y facilita el prototipado de nuevas te´cnicas de
imagen, permitiendo obtener ima´genes o volu´menes en pocos milisegundos.
La tercera parte estudia aspectos ma´s pra´cticos enfocados a desarrollar sistemas de bajo coste,
alta calidad y alta velocidad de imagen. En este sentido una parte importante del trabajo se centra
en la problema´tica del FMC y en desarrollar te´cnicas alternativas que exploten las soluciones de
mı´nima redundancia del coarray (MRC). Para estas alternativas, que tienen un coste computacional
deO(N ·I), se han desarrollado procedimientos de conformacio´n de haz que implementan la te´cnica
TFM + MRC. Asimismo se propone una nueva te´cnica para la composicio´n del MRC, FAST-SAFT,
que minimiza el nu´mero de nu´mero de disparos y acelera el proceso de captura de las sen˜ales.
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Finalmente se ha estudiado el problema del rango dina´mico a trave´s del empleo de te´cnicas de
compresio´n de pulsos, en particular con el uso de co´digos de Golay.
Como conclusiones, los resultados obtenidos en el momento de las publicaciones han demostrado
que es posible conseguir imagen a alta velocidad de 200 ima´genes por segundo para ima´genes de
256× 256 y un array de N = 64 elementos. Actualmente, debido a mejoras en la organizacio´n de los
datos y a nuevas tarjetas gra´ficas esta cifra se situ´a en 1000 ima´genes por segundo bajo las mismas
plataformas de co´mputo que en el caso del FMC. Esto unido al desarrollo del concepto de FAST-
SAFT que reduce el nu´mero de disparos en funcio´n del paralelismo del sistema. Dado un array de
64 transductores y con 32 canales en recepcio´n esta te´cnica reduce los 64 disparos que se precisan
para un 2R-SAFT a so´lo 5, acelerando el proceso de captura y obteniendo una calidad de imagen
comparable a la obtenida con TFM + FMC. Por tanto, las soluciones propuestas en este trabajo de-
muestran que es posible el desarrollo de sistemas compactos y alta calidad de imagen es algo real
con un gran campo de aplicacio´n en el sector de la medicina y de los ensayos no destructivos.
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Abstract
Ultrasound is nowadays one of the most popular visualization methods to examine the interior of
opaque objects. Its application is particularly significant in the field of medical diagnosis as well as
non-destructive evaluation applications in industry.
The development of high performance ultrasound imaging systems is based on the use of multi-
sensory systems known as arrays, which may be composed by dozens of elements. The develop-
ment of these devices has associated a high complexity, due to the number of sensors and electron-
ics needed for the parallel acquisition of signals, and for the processing stage of the acquired data
which must operate on real-time. This signal processing stage works with a high data flow in parallel
and develops, besides the image composition, other sophisticated measure techniques (measure of
elasticity, flow, etc).
In this sense, the development of new imaging systems with higher performance (resolution, dy-
namic range, 3D imaging, etc) is strongly limited by the number of channels in array’s aperture. While
some studies have been focused on the reduction of active sensors (i.e. sparse arrays), others have
been centered on analysing different acquisition strategies which, operating with reduced number
of electronic channels in parallel, are able to emulate by multiplexing the behavior of a full aper-
ture. These latest techniques are grouped under the term known as Synthetic Aperture Techniques
(SAFT). Their interest is that they are able to reduce hardware requirements (low power, portability,
cost, etc) and also allow to improve the image quality over conventional systems.
The main limitation of synthetic aperture techniques is the high computational cost required.
Working with the raw-data derived from the independent acquisition of the signals which make an
aperture of N elements (known as Full Matrix Capture, FMC) provides a set of N × N data signals
(known as Full Matrix Array, FMA). This dataset is properly combined in order to generate an im-
age of I pixels by a beamforming process, which compensates the propagation times of all signals
to each image pixels. This process is known as Total Focusing Method (TFM) and when used in
combination with the FMC it resulted in a new quality standard, as it provides the maximum possible
lateral resolution in all pixels of the image. Unfortunately, this technique involves on one hand a high
computational cost of O(N · N · I), which supposes a difficult compromise between the hardware
parallelism and the execution cost of FMC; and on the other hand, it has a low signal to noise ratio
xiii
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as a result of the low acoustic energy radiated during the emission in the medium.
Above all these issues the work here presented is developed, analysing the role of parallel pro-
cessing systems and assessing their ability to generate 2D and 3D imaging for real-time, both in
multi-core configurations (CPU) and graphics processors (GPUs).
The first part of this work is focused on the development of acoustic field models. Modelling
transducer techniques are very important for the design of sparse apertures, one of the strategies
aimed to develop new systems, such as the development of simulated spaces to allow modelling
real situations and test new algorithms. In this sense these problems are well suited to SIMD (Sin-
gle Instruction Multiple Data) parallelization mode, because they are algorithms that require a great
power calculation, not by the complexity of the model but for the large number of points on which
must independently calculate and the high resolution requirements.
The second part is focused on the beamforming processes in the order of O(N ·N ·I) as the case
of TFM + FMC. Algorithms are designed in order to assess the possibility of replacing a traditional
hardware beamformer by a software beamformer. We analysed different alternatives which show
how proper planning of access to data and a good use of resources can improve execution times of
the algorithms. Thus, it has been shown it is possible to achieve an imaging system in real time of
25 images per second with an array of N = 64 elements and a 512 × 512 image pixels and up to 65
images per second for 256 × 256 images using an Nvidia Quadro K5000 GPU. Additionally, this has
led to the development of a multi-platform library both 2D and 3D image processing, which integrates
a variety of SAFT techniques and facilitates the prototyping of new imaging techniques, allowing to
obtain images or volumes in few milliseconds.
The third part studies more practical aspects focused on developing low-cost systems, high quality
and frame-rate. In this regard, an important part of the work is focused on FMC problem and to
develop alternative techniques that exploit solutions of minimum redundancy coarrays (MRC). For
these alternatives, which have a computational cost of O(N · I), we have developed procedures that
implement beamforming technique for TFM + MRC. Likewise, a new technique is proposed, FAST-
SAFT, which enables the composition of the MRC minimizing of number of shots and accelerating
the process of capturing signal. Finally, we have studied the problem of dynamic range through the
use of techniques pulse compression, particularly with the use of Golay codes.
In conclusion, the results have shown that it is possible to achieve 200 images per second for
256× 256 image pixels using an array of N = 64 elements. Nowadays, due to new improvements on
data management and new graphics cards this number has reached 1000 ima´ges per second under
same computational platforms used in FMC. This combined with the development of FAST-SAFT
concept which reduces the number of shots depending on the system’s parallelism. Given an array
of 64 transducers and 32 channels in reception this technique reduces the 64 shots that are required
by 2R-SAFT to only 5, accelerating the capture process and obtaining an image quality comparable
xv
to that obtained by TFM + FMC. Therefore, the solutions proposed along this thesis demonstrate that
the development of compact and high image quality systems is possible and real with a large field of
application in the medical and non-destructive testing fields.
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Part I
Ultrasonography
1

1 | Introduction
This chapter briefly introduces the concepts of ultrasound imaging. It can be englobed in three main
sections. The first part introduces the fundamentals of ultrasonic array systems, imaging quality re-
quirements (resolution, signal-to-noise ratio) and the procedures for collecting ultrasound data and
generating (beamforming) images or volumes. The second part presents the state-of-art of the opti-
mization of synthetic aperture beamforming and heterogeneous parallel computing, thus establishing
the starting point of the thesis. The chapter finishes presenting the motivation, goals and main con-
clusions of the work.
1.1 Ultrasonic imaging
Ultrasound denotes mechanical vibrations with a frequency of oscillations above 20KHz, the highest
audible frequency. The term ultrasonic imaging or ultrasonography covers the area of remote sens-
ing, where mechanical vibrations with known properties are generated, sent through a medium, and
consecutively interpreted to characterize the medium. Thus, a classic ultrasound image represents
the amplitude of the echoes produced by the reflectors or scatterers. The image shows the changes
of acoustic impedance Z through the medium, which is defined as the ratio of the acoustic pressure
p applied to a system and the velocity associated to the oscillating particle in the medium v:
Z = p
v
= ρc (1.1)
and it can also be expressed as the product of the density ρ and velocity of propagation c in the
medium. The difference in the impedance at the interface between two materials is commonly re-
ferred to as the impedance mismatch. The greater the impedance mismatch, the greater the percent-
age of energy that will be reflected at the interface or boundary between one medium and another.
The fraction of the incident wave intensity that is reflected or reflection coefficient can be calculated
when the acoustic impedances of the materials on both sides of the boundary are known following
3
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this expression [78]:
KR =
Z2 −Z1
Z2 + Z1 (1.2)
Since the amount of reflected energy plus the transmitted energy must equal the total amount of
incident energy, the transmission coefficient is then calculated by Equation 1.3. Figure 1.1 illustrates
the changes of Z between two different mediums when a pulse is sent. Echo energy can be very low
up to 40 dB below the emitted pulse.
KT =
2Z2
Z2 + Z1 (1.3)
FIGURE 1.1: Acoustic impedance changes between two mediums. The sound energy leaves the transducer,
travels through the water, encounters the front surface of the steel, encounters the back surface of the steel
and reflects back through the front surface on its way back to the transducer. At the water steel interface (front
surface), 12% of the energy is transmitted. At the back surface, 88% of the 12% that made it through the front
surface is reflected. This is 10.6% of the intensity of the initial incident wave. As the wave exits the part back
through the front surface, only 12% of 10.6% or 1.3% of the original energy is transmitted back to the transducer
Ultrasonography is currently one of the most popular visualization methods to examine the in-
side of opaque objects. Its application is especially significant in the medical diagnosis area, as
well as in non-destructive testing (NDT) applications where the integrity of a component or struc-
ture is evaluated. In this sense, biological tissues present subtle changes in acoustic impedance,
because both the density and velocity of propagation are similar in soft tissues, whereas in NDT a
crack within a solid material has a significant change in acoustic impedance. All cases require good
image resolution and contrast in order to facilitate the inspection and localization of multiple defects.
Ultrasounds can generate quality images and, compared to other techniques like X-Ray or Magnetic
Resonance Imaging (MRI), they have several advantages: they are cheap, relatively safe because
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they do not involve ionizing radiation, and they are non-invasive techniques. Moreover, they do not
require expensive and special facilities for their use.
The development of ultrasonography has a long history. In 1928, the detection of defects in
metals is discussed by the soviet physicist Sergei Y. Sokolov who is considered the initiator of non-
destructive ultrasonic evaluation. Thus, early devices were based on simply registering the ultrasonic
attenuation of a wave passing through the material (known as transmission technique), using quartz
crystals with piezoelectric effect1, discovered in 1880 by Pierre and Jacques Curie brothers. A greater
attenuation in a region was indicative of the presence of an internal defect.
Research for medical diagnostic applications continued applying these techniques until, in 1969,
the first ultrasound image generation system in real-time [77] was patented. It was based on a
piezoelectric transducer capable of rotating, located at the focus of a parabolic mirror. In this way, the
ultrasonic beam parallel rays were reflected to the patient’s body. This principle was used by Siemens
Vidoson devices since 1965, with a frame-rate from 15 to 30 frames per second [41]. Thereby, around
mid 70’s there is a complete knowledge-base for quality ultrasound in real-time scenarios [23]. In the
industrial area, ultrasound was used for multiple applications, mainly focused on the A-scan analysis
[86].
Although the physical principles of diffraction, which are the base of ultrasonic imaging, have been
known for centuries (Trait de la Lumire by C. Huygens [46]), electronic technology and materials ad-
vances made possible the popularization of this technique from the 80’s enabling the development
of transducers with multiple elements called arrays [25]. This was a big evolution in ultrasonic imag-
ing, giving rise to the current technology of ultrasound in clinical and industrial areas. Thus, in the
case of medical diagnosis, having sold nearly 3000 Vidoson equipped with a single transducer, in
1980 Siemens waive this technology in favour of a more reliable and better performance array-based
systems [156].
To develop ultrasound imaging systems a number of components is required: the ultrasonic array,
which is in charge of generating pulses and sensing the echoes from the medium and determines
the characteristics of the ultrasonic beam; signal emission and reception electronics; and signal
processing and display subsystems. The purpose of all of them is to produce a high quality image in
the shortest time possible, allowing the visualization of live organs, responding instantly to the action
of the operator on the transducer or decreasing the time of automatic inspection systems in NDT.
1.2 Ultrasonic array systems
The performance of an ultrasonic imaging system is determined by the transducer, and it is reflected
in its radiation pattern [3]. When a mono-element transducer is used the radiation pattern can be
1Piezoelectricity is the electric charge which accumulates in certain solid materials (such as crystals, certain ceramics, and
biological matter such as bone, DNA and various proteins) in response to applied mechanical stress
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only modified by acting physically on the shape of the radiating element.
Generally, the area or volume to be inspected is located in the near-field or Fraunhofer zone of
the transducer [3], [142] until it reaches a depth known as far-field distance (ZL) calculated as:
ZL =
D2
4λ
(1.4)
where D is the aperture of the transducer and λ is the wavelength. Here the far-field or Fresnel
region begins, and the acoustic pressure field will suffer attenuation of 1z due to the wave free space
propagation. Figure 1.2(a) illustrates the acoustic field obtained when a mono-element transducer
is employed, where it can be seen they have a limited field of application. Transducer frequency is
3MHz, propagation medium is water (c = 1480m/s) and its size is D = 10mm, which means far-field
is located at ZL = 50mm. In the figure the depth of the natural focus of the transducer is represented,
which coincides with the far-field distance. For depths below ZL value, the propagation presents an
oscillatory behaviour, and the beam can be focused.
(a)
(b)
FIGURE 1.2: Acoustic field was calculated using MTM method [50], [51] with 1.2(a) mono-element transducer
without focus; 1.2(b) 40 element array with focus at 25mm
In Figure 1.2(a) the acoustic field of a mono-element transducer with spherical surface is shown,
with a focus located at 50mm. Here, to focus the beam at point (R, θ), where R is the distance to the
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center of the transducer and θ the deflection angle, the delay that must be applied to the transducer
in each direction is:
τ =
R−Rx
c
(1.5)
where Rx is the distance from de mono-element transducer to the focus point calculated by the
Cosine Theorem as:
Rx = sqrt(x
2 +R2 − 2xRsin(θ)) (1.6)
Substituting the value of these distances in the Equation 1.5 the final focusing delays are given
by:
τ =
1
c
(R− sqrt(x2 +R2 − 2xRsin(θ))) (1.7)
In order to control the near-field where high resolution beams can be achieved, the solution is to
use transducers composed by multiple radiating elements or arrays. Thus, an array enables to divide
the aperture of the transducer. Figure 1.2(b) shows the acoustic field generated by a linear array of
40 elements spaced half wavelength d = λ2 which has been focused at 25mm. By controlling the time
of activation of the different elements of the array it is possible to deflect and focus the beam without
moving the transducer in the region of interest [88]. It is also possible to modify the gain of each of
the elements (apodization of the array), which allows more control of the radiation characteristics of
the system [142].
Now, the focusing equation 1.5 can be rewritten as:
τi =
R−Ri
c
(1.8)
where Ri is the distance from the ith array element to the focus point calculated as:
Ri = sqrt(x
2
i +R
2 − 2xiRsin(θ)) (1.9)
and the final focusing delays are:
τi =
1
c
(R− sqrt(x2i +R2 − 2xiRsin(θ))) (1.10)
Basically, depending on how the elements are distributed in the aperture, the arrays can be classi-
fied as linear (1D array) or matrix (2D array) [22] as they are presented in Figure 1.3. In linear arrays
the elements are arranged in a row, enabling to obtain an image situated in front of the transducer.
In the case of matrix arrays the elements are arranged in a plane, what allows to deflect and focus
the beam on all directions and generate volumetric images [20], [30], [74], [89].
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FIGURE 1.3: Different arrays configurations linear and matrix along the structure of the acoustic field gener-
ated by each one. Scheme of the geometries for the case of linear and matrix arrays as well as its position in
the respective coordinate systems
For the case of one-dimensional configuration we always assume that the array will consist of
N elements equally spaced at d intervals which results in an aperture of D = N · d size. For the
two-dimensional configuration it will be generally distributed in a matrix structure of N rows and N
columns where the spacing between the elements is constant and equal to d in both directions.
Figure 1.3 shows both schemes.
The control of the coordinated action of the elements grouped in an array to change the acoustic
beam at determined location is known as beamforming.
1.2.1 Beamforming with phased array systems
Considering a linear array with N elements with each array element located at ~xi position and an
ideal reflector located at position ~xp, the signal generated by a phased array (PA) imaging system
can be implemented by two stages. The first stage of the beamforming is executed to compensate the
propagation delay between elements in emission. This operation is called focusing in transmission.
The signal in emission that reaches the focus can be written as:
SE(t, ~xe) =
N−1∑
i=0
X(t) ∗ δ(t− Ti(~xp) ∗ δ(t− τi(~xe)) (1.11)
where X(t) is the ultrasonic emitted pulse, ∗ is the convolution operator, δ(t) is the Dirac delta func-
tion, i is the index referred to the elements in emission of the aperture and Ti(~xp) is the propagation
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time from the ith element to the spatial position defined as:
Ti(~xp) =
|~xp − ~xi|
c
(1.12)
being c the medium sound velocity. Finally, τi(~xe) is the focus delay in emission to focus at
|~xe|(sin θe, cos θe) position, that is described by:
τi(~xp) = Ti(~xp)−max {Tj(~xp)} , for j = 0, . . . , N − 1 (1.13)
By considering all received signals, in the second stage, the reception beamforming process can
be applied according to:
SR(t, ~xe, ~xr) =
N−1∑
j=0
(SE(t, ~xe) ∗ δ(t− Tj(~xp))) ∗ δ(t− τj(~xr)) (1.14)
where the index j is referred to the transducers working in reception and τj(~xr) is the reception
focusing delay. The expression into the parenthesis in (1.14) can be considered as the signal received
by the jth channel. Although ~xe and ~xr can be different, it is a good practice to locate ~xe at the same
steering angle θe where the emitted energy is concentrated. When ~xr = ~xe = ~xp the system produces
at this position the best image possible.
From equation 1.14 an important analysis tool is the Point Spread Function (PSF). The PSF
describes the response of an imaging system to a reflector point. That is, it determines the impulse
response of the imaging system in terms of resolution, contrast and signal-to-noise ratio.
Left side of Figure 1.4 shows three different PSFs of 4 reflectors. Figure 1.4(a) presents the
situation where a fixed focus on emission and reception has been applied at 60mm where amplitude
and resolution of the other reflectors are highly reduced because of the elongation of the pulse
caused by defocusing, whereas in Figure 1.4(b) dynamic focusing in reception has been applied
which then improves the resolution. The Figure also includes enlargements of the fourth reflector’s
PSF obtained in each case. In the right side of Figure 1.4 the angular field values extracted from the
images are presented.
Both beamforming operations perform the same action, by compensating the propagation delays
between elements. However, while the focus on emission is limited to a region determined by the
focusing law, the reception beamforming operates over the acquired data and can be dynamically
adapted, providing dynamic focusing capability and compensating part of the degradation process at
least in the steering angle θe determined by the emission focus. Figure 1.4(b) exposes this situation.
Then, the process can be reformulated from Equation 1.14 as:
I(t, |xe|, θe) = SR(t, ~xe, ~xr = ct(sin θe, cosθe)) (1.15)
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(a)
(b)
(c)
FIGURE 1.4: Images and angular field values obtained with each of the reflectors to apply: 1.4(a) fixed focus
on emission and reception (PA), 1.4(b) fixed focus on emission and dynamic focus in reception (PA) and 1.4(c)
dynamic focus on emission and reception (SAFT) [90]
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This operating mode is known as dynamic focusing on reception, and it yields the maximum
quality that a parallel beamformer (PA) is able to produce.
1.2.2 Beamforming with synthetic aperture systems
From Figure 1.4 and Equation 1.15 it is observed that the image generation process in PA is mainly
determined by the focussing process, and the quality of the image in regions far away from the
emission focus is degraded. To extend the efficiency of the focusing process it is necessary to avoid
the conventional emission focusing in the medium and to find an alternative in order to compensate
the propagation emission delays dynamically.
Equation (1.14) can be rearranged to decompose the emission beamforming process defined by
(1.11). The full beamforming process can now be described as:
SR(t, ~xe, ~xr) =
N−1∑
j=0
N−1∑
i=0
(X(t) ∗ δ(t − Ti(~xp)) ∗ δ(t − Tj(~xp))) ∗ δ(t − τi(~xe)) ∗ δ(t − τj(~xr)) (1.16)
where the term in brackets can be considered the wave acquired in reception by the jth element with
emission by the ith element. In order to provide a more general expression, the reflected wave can
be extended to an undetermined number of reflectors, each one with its own reflectivity coefficient
ak:
Xij(t) = X(t) ∗
∑
k
akδ(t− τi(~xpk)) ∗ δ(t− τj(~xpk)) (1.17)
In essence, this rearrangement means that all signals involved in the beamforming process could
be acquired independently by pairs of emission-reception transducers. Thus, now the focusing pro-
cess is not tied to any particular position and steering angle, and can be solved for any point in the
image. Once all data has been stored, the beamforming operation can be addressed to compensate
for the emission and reception delays simultaneously at any point in the region of interest, synthe-
sizing the performance of a full aperture. This process is known as Synthetic Aperture Focusing
Technique (SAFT) [10], [24], [58], [67] and it has significant implications for the electronic system
and signal processing that has to be designed and performed. By considering a linear array of N
elements and all combinations of transmitter and receiver data Xij(t), the emitted signal by element
i and received by element j, the ultrasonic image at point ~x is obtained by:
I(~x) =
N−1∑
j=0
N−1∑
i=0
Xij
( |x|
c
− (τi(~x) + τj(~x))
)
(1.18)
As the waveforms are delayed by τi(~x) + τj(~x) and summed for every combination of emitter-
receiver, this beamforming technique is also known as delay-and-sum (DAS).
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When all N2 possible combinations of emitter-receiver pairs are used in the image beamforming,
a 3D data structure is created, where one axis corresponds to the emission channel, the second axis
is the reception channel and the third one is the acquisition time. This data structure is known as Full
Matrix Array (FMA) and the procedure to obtain it is usually referred to as Full Matrix Capture (FMC).
The process of obtaining an image by beamforming over this FMA structure, described in (1.16) and
(1.18), is known as the Total Focusing Method (TFM) and it is able to produce an image where all
points scatterers are focused [22], [43]–[45], [98]. Compared to Figures 1.4(a) and 1.4(b), in Figure
1.4(c) this process has been modelled for the different targets, all of them focused dynamically on
emission and reception.
1.2.3 Quality requirements
There is a set of requirements where ultrasonic system technicians and operators agree: an image
is better as higher are its resolution (i.e. axial and lateral resolution), its dynamic range or signal-
to-noise ratio (SNR) and its contrast (ability to detect anechoic areas such as cysts, in a field of
strong echoes). It is generally considered that these aspects determine the quality of an ultrasound
image [64], [139], [151]. Another crucial requirement is the acquisition and display cadences, which
indicates the operability of the ultrasound systems to work in real-time environments.
Resolution
The spatial resolution is defined as the minimum distance at which two reflectors can be po-
sitioned to consider them separated. Its value is essential to quantify the ability of the system to
spatially resolve small structures and to provide a good edge definition in the image. In 2D imaging,
it has two components: the lateral resolution and axial resolution. The first one is measured perpen-
dicular to the beam propagation direction. To calculate the lateral resolution of a system it is possible
to apply different criteria, based on the ratio of the maximum amplitude of the main lobe and the
amplitude at which its angular width is measured [70]. In our case, we will use the Rayleigh criterion
[70], which establishes that two point sources are distinguishable if the maximum response of one of
them is located at the first zero of the response of the other according to this expression:
RL = 2 arcsin
(
λ
D
)
= 2 arcsin
(
λ
λ
2N
)
= 2 arcsin
(
2
N
)
(1.19)
The axial resolution is measured in the ultrasound propagation direction and is proportional to the
signal length, which is determined by the bandwidth of the transducer. Its best value would be λ. In
the case of 3D imaging it must be added a third component which may be considered an extension
of the lateral resolution of 2D images in a direction perpendicular to the image plane.
Extending the distance d between elements increasesD = N ·d and lateral resolution is improved.
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If d is greater than λ2 and the excitation signal is composed by multiple wavelengths, it is produced a
constructive interference within the image field between consecutive cycles of different signals. This
creates a replica of the main lobe and a fake lobe is introduced in specific angular distances. This
interference lobe is known as grating lobe. As a consequence, this results in the appearance of
high-energy areas in the images, which cause a strong reduction of their contrast and quality [142].
(a) (b)
FIGURE 1.5: Beampattern (dB scale) for an steering angle θ = 0◦ in water c = 1480m/s, N = 64 with different
element spacing: 1.5(a) d = λ
2
and 1.5(b) d = 2λ
As an illustrative example, Figure 1.5(a) shows the beampattern for a linear array N = 64 in water
with d = λ2 calculated at far-field distance. A main lobe of 0dB amplitude at θ = 0
◦ and side lobes of
small amplitudes in the other directions are observed. The main lobe is the result of the constructive
interference of N signals, while the side lobes appear due to partial destructive interference between
the signals emitted by each array element.
When the distance between elements is d = 2λ, Figure 1.5(b), in addition to the main lobe at
θ = 0◦, grating lobes appears at θ = ±30◦ of the same amplitude as the main lobe, what makes
impossible to distinguish the origin of the echoes as three beams are generated in different angles.
Respect to the width of the main lobe in Figure 1.5(b) it is smaller than Figure 1.5(a) because the
aperture D is four times bigger in this case, D = N · 2λ versus D = N · λ2 .
TABLE 1.1: Array size, lateral resolution and number of elements needed for the construction of linear and
matrix arrays with different aperture sizes [90]
Array size Small Medium Big
Aperture (D) 8λ 16λ 32λ 48λ 64λ 128λ
Lateral resolution (RL) 7.2◦ 3.6◦ 1.8◦ 1.2◦ 0.9◦ 0.◦5
1D array (N ) 16 32 64 96 128 256
2D array (N2) 256 1024 4096 9216 16384 65536
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Table 1.1 shows the lateral resolution achieved with different arrays sizes as well as the number
of elements required in each case to avoid grating lobes for both 1D and 2D arrays. As it can be
observed, the total number of elements necessary to obtain a good resolution is very high, especially
in the case of matrix arrays [90].
Contrast
The contrast is determined by the ratio between the main lobe amplitude and the sidelobes of
the radiation pattern, which are characteristic of the design of each particular array. The contrast is
defined as the minimum difference of acoustic impedance of the medium which can be displayed with
two different gray-levels in the image [114]. A good contrast is essential in medical imaging where
the impedance differences can be pretty small. The main factors which determine the contrast are
the spatial resolution, the dynamic range of the system, the level of the sidelobes, and the noise.
The detection of objects with high contrast is limited by the spatial resolution while detection of low
contrast objects is limited also by the noise of the image.
Signal-to-noise ratio
Besides contrast, there is noise inherent in an acquisition chain (thermal, electrical) which obvi-
ously has its implications. The signal-to-noise ratio or SNR is the relation between the information
contained in the signal versus the noise which interferes with it. Sometimes it is referred as the dy-
namic range, defined as the ratio between the weakest and the strongest signal which the signal can
provide. SNR improves as the amount of signals which are added in the process of beamforming
is increased or using encoding techniques [14], [28], [97], [102], [111]. The response of a single
transducer with noise can be defined as:
x(t) = s(t) + n(t) (1.20)
where s(t) represents the data and n(t) represents the noise. The noise is mainly of two types:
random electrical noise and grain noise. Electrical noise can be reduced by tending the electronic
design. However, grain noise refers to artefacts that appear in the image in different ways, i.e. small
variations in the brightness scale or small discontinuities produced by specular reflectors. Then, the
SNR is defined as the ratio between the average signal power and the average noise power at the
beamformer output, calculated as:
SNRChannel =
s¯2
n¯2
(1.21)
where s¯2 and n¯2 are, respectively, the mean square values of the signal and the noise measured
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at this point.
1.2.4 Hardware architecture
Two types of ultrasonic beamforming methods with arrays have been presented: Phased Array and
Synthetic Aperture systems. Both are based on the same physical principles, but they differ substan-
tially in the form in which the image is generated. Analysing these two types of imaging systems from
the point of view of the hardware architecture there are significant differences which are necessary
to remark.
FIGURE 1.6: Parallel beamforming description of a phased array ultrasound system. Generic description of a
beamforming system. Two beamforming stages are identified: emission beamforming that introduces delays in
the emitted pulses; and the reception beamforming where the data of each channel can be rearranged in real
time to compensate the delays in reception
Thus, a generic PA picture of the electronic system needed is represented in Figure 1.6 where it
can be seen that it is composed by two processing stages:
1. The emission beamformer which is in charge of delaying the transmitted pulse of each trans-
ducer to compensate the differences in the path from the transmitters to a determined location
or emission focus point according to Equation 1.11.
2. The reception beamformer that introduces at each array element a delay-line to compensate
the differences in the back-path from a determined location or reception focus point as Equation
1.14 suggests.
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FIGURE 1.7: Generic description of a beamforming system for synthetic aperture imaging, with one pulser
multiplexed over N channels and N receiver channels
By contrast, if the Equation 1.16 is applied to the parallel beamforming scheme of Figure 1.6
a significant reduction of the hardware can be achieved as Figure 1.7 shows. Firstly, the net of
emission pulsers and the associated circuits for the focusing synchronization are substituted by only
one emission pulser and a multiplexer system. Secondly, although in Figure 1.7 the receiver net
has been maintained, it can be redesigned to operate with less channels at the cost of increasing
the number of emissions needed to produce the image. In an extreme minimum configuration the
acquisition process can be done by only one channel, multiplexing the transducers in reception, as
it is done in transmission [66]. An illustrative scheme of a general multiplexed SAFT imaging system
can be seen in Figure 1.7 where the parallelism can be observed.
Comparison of beamforming systems
Due to the differences between PA and SAFT systems, it is necessary to summarize the main
advantages and disadvantages of both imaging modalities. With respect to the system hardware, in
the case of PA systems one drawback arises from the need to have an electronic channel for the
emission and another for reception, for every single array element. If the array has a small number
of elements this problem is perfectly affordable with existing electronic systems. However, this is
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not usual, since the total number of elements required for a good quality array is high, usually few
hundred elements (64 to 128 channels). For this reasons, it is still a complex, expensive and costly
task to design an electronic system that allows control of an array with a large number of input-output
channels.
SAFT techniques avoid these inconveniences and propose a compromise between the degree of
hardware parallelism and signal acquisition procedure. This commitment is also linked to the number
of signals used to generate the image. Thus, the simplest case is Conventional-SAFT where the
maximum reduction is achieved [4], [71] because only one single array element is used both, in
transmit and receive. This supposes for a system of N elements a total of N signals to acquire and
process. The complex case is when TFM [43], [44], [67] is used. Here, the minimum reduction is
obtained because reception hardware remains unchanged respect to a PA system, and N2 signals
are needed. In both configurations N firings are needed, and between these two cases, there are
intermediate solutions.
In the case of SAFT systems it is possible to obtain images dynamically focused both on emission
and reception. This is because, by emitting with a single element, it is not necessary to implement
a real lens to regulate activation instants, as it happens in PA systems. In reception one or more
receivers may be employed, but in all cases the received signals contain information for a single
emitter. Once all signals have been acquired, an image can be generated dynamically focused at all
image pixels. This operating principle of synthetic beamforming [17] offers great versatility respect to
PA when composing images. The fact of not being subject to a specific image geometry formed by
sectoral lines is also important. Hence, to form the image, whatever its form, we just need to look for
the correspondence between its pixels and the spatial points. Then, properly offsetting and summing
the signals stored, a focus on emission and reception is achieved in this position, obtaining the image
pixel value. In this way, scan conversion problems relative to phased array systems disappear [5],
[80], [119], [154], [155].
With respect to signal-to-noise ratio, PA systems uses all array elements during emission and
therefore, more energy is used and major penetration capacity is achieved. However, in SAFT only
few elements are used during emission what results in a significant loss of energy. Solutions to these
kind of problems can be resolved using encoding techniques, which allow to increase the energy
radiated to the medium improving image quality without increasing significantly the complexity of the
systems [14], [28], [97], [111].
In ultrasonic imaging the frame-rate depends on the number of firings employed for acquisition.
This fact means that a PA system need as many firings as image lines are desired. For SAFT
systems that it is dependent with the number of elements in the aperture Ne and the number of
reception channels Nr it is Nfirings = Ne ∗ NeNr . In this sense, this compromise allows to accelerate
the acquisition process respect to conventional PA systems.
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Regarding acquisition rates, in the case of PA systems the emission focussing is a physical pro-
cess, where a real wave-front is generated in the medium at a specific depth. However, the reception
focussing is a logical process, because the sum of the contributions of every array element is done by
properly offsetting the stored signals. On reception, the focus can be an off-line process, which can
be on-line if there are electronics capable of delaying and summing the received signal samples as
they are acquired. Therefore, to generate an image in a PA system is necessary to emit and receive
as many times as there are scan lines in the final image. However, in Synthetic Aperture imaging
systems the frame-rate depends on the signal acquisition procedure [17], [82]. Thus, if only one
element is used to emit, the total time required is proportional to the size of the array, and not to the
number of image lines. In this sense, this compromise allows to accelerate the acquisition process
respect to conventional PA systems. As an example, Table 1.2 shows the number of lines and firings
for different array sizes, and the frame-rate achieved supposing a water medium with c = 1.48mm/µs
and a maximum depth of 80mm and Nr = Ne. This means an acquisition time per line of ≈ 108µs.
Nevertheless, despite of the great advantages of synthetic aperture techniques (reduction of the
hardware, maximum image quality, dynamic focusing on emission and reception, acceleration of data
capture), SAFT beamforming process (particularly TFM + FMC) involves a high computational cost.
It is because, once all the signals have been acquired, it is necessary to handle all the data without
introducing additional delays in the system. Thus, computational complexity is increased as more
data/second needs to be processed. In addition, a large amount of physical memory is needed to
store all the signals acquired by the system.
TABLE 1.2: Required lines, firings and acquisition frame-rate achieved for a θ = ±45 scan for linear and
matrix arrays in a PA and SAFT systems respectively
Array size Small Medium Big
Number of elements (N ) 16 32 64 96 128 256
Lateral resolution (RL) 7.2◦ 3.6◦ 1.8◦ 1.2◦ 0.9◦ 0.5◦
2D scanning lines 31 62 125 187 250 450
PA acquisition rate (img/sec) 298 149.3 74 49.5 37 20.5
3D scanning lines 961 3844 15625 34969 62500 202500
PA acquisition rate (vol/sec) 9.6 2.4 0.59 0.26 0.14 0.04
2D firings 16 32 64 96 128 256
SAFT acquisition rate (img/sec) 578 289 144 96 72 36
3D firings 256 1024 4096 9216 16384 65536
SAFT acquisition rate (vol/sec) 36 10 2.26 1 0.56 0.14
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1.3 State-of-art
Until now overall concepts about SAFT imaging have been introduced particularly with the TFM
method description. This section will be focused on the state-of-art of several optimization methods,
and the current situation in terms of synthetic beamforming in ultrasound systems.
1.3.1 Optimization of synthetic aperture beamforming
Synthetic aperture techniques in ultrasound, referred sometimes as Ultrasonic Synthetic Aperture
(SAU), arised as an attempt to apply on ultrasound systems the processing techniques developed in
Synthetic Aperture Radar and Sonar (SAR and SAS) [35], [76], [138]. In such systems, the radar is
located on a plane and is in charge of taking successive images of the same object. Once the data
capture has finished, all snapshots are combined together in order to generate a final image, which
has an equivalent resolution to that obtained with an antenna of size equal to the displacement made
by the plane between the first and the latest acquisition.
To study the optimization of SAFT, the main solutions rely on simplifications in the total number of
signals involved. They propose different acquisition schemes which produce reductions in hardware
and/or the number of firings, thus establishing a trade-off respect to the final quality of the image. Kino
et al. studied in the 80’s [4], [71] the conventional SAFT which uses single-element subapertures that
are activated sequentially to complete the array. Many research groups have worked with it since
then. Mayer et al. [96], Busse [11] or Stepinski [143] presented methods for image reconstruction
in frequency domain from the data obtained with bidimensional arrays; O’Donnell et al. has applied
it to circular arrays to obtain intramuscular ultrasound images [110], and Ylitalo et al. discuss their
possible use on different transducers geometries, analysing the achieved signal-to-noise ratio in each
case [161]–[164]. Some other interesting works were published by Chiao et al. [13] and Passman et
al. [115] and [6], [26], [81], [120], [153] where improvements and new applications were discussed.
However, transmitting and receiving with a single element has the main drawback of a low signal-
to-noise ratio and the presence of grating lobes, and for this reason several authors have proposed
to increase the size of the subapertures in order to have more radiated energy. The first author was
Karaman in 1995 [67] proposing a new technique called Multi-Element Synthetic Aperture or M-SAF,
where a set of overlapping subapertures in emission and reception. In emission, a defocusing lens is
applied, which allows to consider each group of elements as a single virtual element which radiates
energy proportional to the size of the subaperture. The idea was developed by Karaman in later
works [66], [68] and it has been used by many authors, leading to a variety of techniques. Bilge et
al. analysed in [7] a possible technique to correct the distortion introduced in the image during the
acquisition process, due to the displacement of scanned objects; Ucar, et al. present a variant of the
M-SAF [149]; Chiao et al. analyse the possibility of applying codes to improve the signal to noise
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ratio achieved [13]. Later, Tavh continue to develop the technique and in [147] a new method for
correcting phase distortion is presented. More recently, authors like Bae and Jeong [2] or Robinson
and Cooley [121], have been proposed acquisition methods based on the capture of multiple images
with each subaperture, where each is focused at a different depth, achieving the resulting final image
focused at all depths. In 2002, Gammelmark et al. presented in [28] a correction and compensation
for images acquired using this technique. In same years, Johnson et al. published several works
where the procedure to interpolate lines with the subimages acquired M-SAF to obtaining a high
definition image is presented [60]–[63].
Parallel to the development of M-SAF, other authors have proposed several possible synthetic
aperture techniques, each with their particular advantages and disadvantages. Trahey and Nock
described in [108], [148] a new technique called Synthetic Aperture Receive (SRA) which uses all
the elements of the array to emit and a set of subapertures to receive. Following this procedure it is
possible to increase the energy radiated to the environment, improving the signal-to-noise ratio, while
the cost of the system is reduced. As counterpoint to the SRA, in Synthetic Transmit Aperture (STA)
subapertures are used in emission and the entire array is used for reception. Lockwood was the
first to propose this solution in 90’s [82], [84] where a new SAFT technique is presented. Likewise,
Holm and Yao present a variant of this technique in [42]. These authors describe a firing scheme
based on the emission with non-overlapping and pre-focused subapertures which enable to increase
the energy radiated by the system. Nikolov has also published several works presenting a technique
based on the STA, which allows to obtain a complete image after each emission [52], [100], [101].
Gran et al. show in [27], [34] experimental results with this technique and new improvements added
to it.
In Section 1.2.2 it was introduced the denominated Synthetic Focusing (SF) technique by Nikolov
[102], Full Matrix Capture + Total Focusing Method (FMC+TFM) by professors Wilcox and Drinkwater
[43], [45], [98] or Gold-Standard by Jensen [67], which consists on the sequential emission with each
one of the array elements in turn, and the reception in each shot with the full transducer aperture.
The number of signals combined in this case is much higher compared to other SAFT techniques but
it offers the highest quality [58] becoming a standard in ultrasound imaging.
Solutions for two-dimensional arrays and 3D imaging systems have been also proposed. Among
the initial works published, Lockwood and Foster in 1996 [83] presented a detailed method where
sparse apertures in emission and reception are chosen to minimize the number of signals. In [149]
Ucar and Karaman show a possible implementation of the M-SAF for the two-dimensional case, and
Lockwood holds a first approximation to the three-dimensional image [39], [85], applying the STA
to a system composed of a linear array and a rotational mechanical system. Jensen and Nikolov
follow a similar approach in [103] and in successive works [104], [106] both authors propose to apply
STA method to a linear array which rotates over the volume to be inspected. Moreover, in [54]
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they present a new synthetic aperture technique designed to work with matrix transducers. Other
interesting works are from Daher et al, and Yen [18], [19], [69]. Furthermore, Yen and Smith present
in several works [157]–[160] different alternatives and acquisition methods to design an implement a
3D ultrasonography system in real-time.
Coarray as a mathematical model
In order to study the equivalence between the phased array parallel beamforming and the syn-
thetic aperture techniques a narrowband model can be used. This model is very useful because it
allows for a rapid calculation of the far-field Point Spread Function (PSF) of the aperture. For the
case of a linear array of N elements where the distance between them is d, it is well-known that the
one-way response can be computed as the Fourier Transform of the aperture [141]:
FE(θ) =
N∑
i
exp−j
2pi
λ idsin(θ) (1.22)
And the pulse-echo response is determined by the multiplication of emission and reception re-
sponses, and assuming that elements are spaced λ2 (where λ is the wavelength that corresponds to
the excitation frequency) given by the following expression:
FER(θ) =
(
N∑
i
exp−jpiisin(θ)
)(
N∑
l
exp−jpilsin(θ)
)
(1.23)
FIGURE 1.8: Narrowband diffraction pattern and coarray generation in phased array system
Using the relationship between the Fourier transform and the convolution it is possible to demon-
strate that this response is equivalent to the one-way response produced by a linear array obtained
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by the convolution of emission and reception aperture:
c[i] = a[i] ∗ b[i] =
N∑
m=0
a[i−m]b[m] (1.24)
where a[i] and b[i] are functions which describe the distribution of the array elements in a λ2 grid
in emission and reception, and c[i] is the resultant coarray distribution that its diffraction response
is equivalent to the one produced by the original emission and reception aperture. This process is
presented in Figure 1.8.
FIGURE 1.9: Shot sequence of the elements for FMC process and its corresponding generated coarray for
N = 8
If this process is applied in the synthetic aperture scheme proposed by Equation 1.18 the full
coarray described for the phased array case is composed progressively, introducing N new elements
at each new shot. The more interesting relationship that can be obtained from Equation 1.24 is that
the ith position of c[i] is composed by the sum of those elements in a[k] and b[l] that k + l = i. This
relationship can be used to determine how each emission and reception pair [k; l] is collaborating in
the diffraction response of the aperture and, for instance, in the image quality. This can be seen in
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Figure 1.8. A schematically diagram to illustrate the coarray generated by FMC can be observed in
Figure 1.9, where it is also presented the firing sequence of the elements for N = 8.
The FMC beamformer can be seen as a spatial signal processor that exploits the redundancy in
the signals to generate an image. The advantage of dispose of all the independent signals involved
in the process is not limited to the full dynamic focusing. The nature of signals can be studied to
reveal another kind of redundancies that can be used to improve the certainty of the image. This is
the model in which primarily all compromise solutions designed for SAFT studied by different authors
are based.
From the FMC coarray seen in Figure 1.9, it is possible to observe how some of the elements
are formed by a single signal (the boundary elements) while the others increase progressively until
reaching coarray centre with a value of N elements. Martı´n-Arguedas et al. works [90]–[94] intro-
duced the concept of minimum redundancy coarray (MRC). Thus, MRC is defined as that coarray in
which each element is composed of only one signal. Therefore, using the minimum possible num-
ber of signals the apertures diffraction properties can be improved by manipulating the gain of the
elements.
FIGURE 1.10: Shot sequence of the elements for 2R-SAFT technique and its corresponding generated coar-
ray for N = 8
2R-SAFT technique for linear arrays was introduced by Martı´n-Arguedas in [91] and it has some
particular advantages over Conventional-SAFT. 2R-SAFT uses only one element to transmit and
two elements to receive. Therefore, all elements are consecutively activated as single emitters and
at each shot, two consecutive channels are used as receivers requiring to store two signals per
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(a)
(b)
(c)
FIGURE 1.11: Comparative between different SAFT techniques. 1.11(a)Conventional-SAFT with triangular
apodization, 1.11(b) 2R-SAFT with triangular apodization and 1.11(c) FMC
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emission. Figure 1.10 represents this operation mode. This technique has been reflected in several
publications over the years [90], [92]–[94]. Figure 1.11 compares the use of Conventional-SAFT, 2R-
SAFT and FMC imaging techniques on a experimental scenario composed by several wires grouped
in a triangular area. From that it is observed the presence of grating lobes in Figure 1.11(a) when
Conventional-SAFT is employed and how these artefacts are completely removed when the coarray
is fully populated as it happens in the case of 2R-SAFT and TFM.
However, MRC techniques have as a main drawback the low dynamic range and signal to noise
ratio, which can seriously limit the image contrast due to the low acoustic energy radiated during
emission in the medium. This can be seen in Figures 1.11(b) and 1.11(c).
Finally, in Table 1.3 previously described strategies and their operate mode are summarized.
Importantly, this refers to acquisition strategies and this lays constraints on how the hardware must
be designed. With all these configurations it is possible to obtain both FMA (with enough firings) or
MRC datasets.
TABLE 1.3: Description of SAFT acquisition strategies
SAFT strategy Acquisition operating mode
Conventional-SAFT One element emits - One element receives (the same)
2R-SAFT One element emits - Two consecutive elements receive
nR-SAFT One element emits - n consecutive elements receive
FMC One element emits - All elements receive
1.3.2 Development of synthetic aperture imaging systems
In the last years, several studies have been done in parallel computing for ultrasound area, developing
different types of solutions both in terms of hardware and/or software for simulation and imaging
algorithms.
On one hand, solutions for TFM + FMC imaging algorithm by hardware using Field Programmable
Gate Arrays (FPGAs)[8], [87], [102] have been published. Concretely, this has been materialized in
2014 by M2M company, which has launched a real-time TFM system with 64 sensors (4096 signals
FMC) capable of achieving, using a set of pre-calculated delays, up to 25 images per second for an
image of 256× 256 pixels.
The main limitation of synthetic aperture techniques is the high computational cost associated
in the order of O(N · N · I). In this sense, these algorithms are well suited for the SIMD (Single
Instruction Multiple Data) parallelization model and therefore, alternatively to FPGA’s works, there
are an extensive number of studies which are focused on developing solutions for other computing
platforms such as multi-core CPUs and many-core GPUs.
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A brief introduction to heterogeneous computing. Microprocessors based on central processing
units (CPUs), e.g. Intel Pentium or AMD families, allowed to reduce the cost and increase the perfor-
mance in computer applications bringing billions of floating-point operations per second (GFLOPS)
to consumer desktops and workstations in last decades. Consequently, software can be more func-
tional and generate more useful results. Since 2003 the increase of the clock frequency within a
single CPU has been limited because of energy consumption and heat dissipation issues. Thus, all
microprocessor vendors switched to models with multiple processing units or processor cores, which
are used in the chip in order to increase the computing power.
Traditionally, as von Neumman described in his report in 1945 [99], most of software applications
are written as sequential programs. In order to increase their performance and speed, most develop-
ers have relied on the advances in hardware, i.e. running the same software in the new generation
of processors. However, a sequential program will only run on one of the processor cores which will
not become significantly faster, what results in making parallel programs in which multiple threads
of execution cooperate to complete the work more efficiently. This has been referred in 2005 as the
concurrency revolution [145] something which was associated to expensive computers in the past.
FIGURE 1.12: Theoretical GFLOPS achieved by NVIDIA GPUs in single (red) and double (dark red) precision
and Intel CPUs in single (green) and double (dark green) precision
Since 2003, the semiconductor industry has settled on two trajectories for designing micropro-
cessors [47]. On one hand the multi-core trajectory, focused in maintaining the execution speed of
sequential programs while moving into multiple cores. On the other hand, the many-thread trajectory
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focuses more on the execution throughput of parallel applications.
Many-threads processors, especially the graphics processing units (GPUs), have led the race of
floating-point performance. The ratio of peak floating-point calculation throughput between many-
thread GPUs and multi-core CPUs is remarkable as we can observe in Figure 1.12. These are not
necessarily application speeds, but are merely the raw speed that the execution resources can po-
tentially support in these chips. This peak-performance gap between these two types of processors
is due to the differences in the design philosophies between GPUs and CPUs as illustrated in Figure
1.3.2.
(a) (b)
FIGURE 1.13: Multi-core CPUs 1.13(a) and many-thread GPUs 1.13(b) have fundamentally different design
philosophies
A CPU is optimized for sequential code performance making use of sophisticated control logic
to allow instructions from a single thread to execute in parallel or even out of their sequential order.
Moreover, large last-level on-chip caches memories are provided in order to reduce the instruction
and data access latencies for large complex applications. This design style is commonly referred to
as latency-oriented design. Nowadays, it is typically to have multi-core microprocessors from eight
to twelve processor cores and multiple megabytes of on-chip cache memories. Therefore, CPUs are
designed to minimize the execution latency of a single thread.
On other hand, the design philosophy of GPU is shaped by the fast-growing video game industry
which needs to perform a massive number of floating-point calculations per video frame. This de-
mand motivated GPU vendors to maximize the chip area and power, and optimize for the execution
throughput of massive numbers of threads. Small cache memories are provided to help control the
bandwidth requirements of these applications so that multiple threads that access the same memory
data do not need to all go to the DRAM. This design style is usually referred to as throughput-oriented
design since it is focus on maximizing the total execution throughput of a large number of threads
while allowing individual threads to take a potentially much longer time to execute.
Until 2006, graphics chips were very difficult to use, and OpenGL or Direct3D techniques were
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needed to program these chips. Thus, a computation had to be expressed as a function that paints a
pixel in some way to be executed on these early GPUs. This technique was called GPGPU (General-
Purpose Programming using Graphics Processing Units). Even with a higher-level programming
environment, the underlying code still needs to fit into the APIs that are designed to paint pixels lim-
iting the applications could be developed. In 2007, NVIDIA introduced the CUDA (Compute Unified
Device Architecture) programming model, designed to support joint CPU-GPU execution of an ap-
plication. This demand is further reflected in more recent programming models such as OpenCL,
OpenACC, and C11AMP [49]. CUDA allows GPUs to be programmed directly in C [9], [48], [49],
[109], and includes a unified shader pipeline, allowing each and every arithmetic logic unit on the
chip to be used by a program intending to perform general-purpose computations.
These platforms can provide solutions in modelling systems and techniques, and the implemen-
tation of real-time imaging algorithms.
Parallelization in the development of simulation models
Works on transducer modelling and image simulators have also benefited from these technolo-
gies. In this way, ultrasonic techniques make use of different simulation models to obtain some image
patterns. Several computational methods have been applied to obtain the response of targets in com-
plex systems. These methods are based on the impulse response (IR) method [15], [55], [59], [116],
[117], the finite element analysis [72], [118], optical geometry studies [112], [113] or multi-Gaussian
beam models [36]. Using some of them, simulation tools have been developed for evaluation assess-
ment in medical applications or other sophisticated software packages, such as the CIVA program
[16] for industrial NDE, or FIELD II simulation library [56].
Parallelization in the optimization of beamforming processes
Some research has been focused in exploring parallel computing strategies both on CPUs and
GPUs for the optimization of beamforming processes. CPU beamforming parallelization study began
in the 2000 where J. A. Jensen et. al describes in [57] a DAS library for beamforming. With the boom
and standardization of the cluster computing also Zhang et. al presents in [165] software processing
to improve 2D/3D real-time ultrasound systems. All these previous works were implemented for a
single core of CPU and, subsequently, they have still working to develop parallel versions of these
libraries to exploit multicore CPUs [37], [75].
With respect to GPU based implementations, they were centred on the use of minimum redun-
dancy coarray [90] for an array of 128 elements (255 signals) and 256 image points, producing a
frame-rate of 30 TFM images per second in real time [125]. In succeeding works the frame-rate was
increased until 160 img/s [127]. Furthermore, in [38] FMC (16 emision and 64 receptor elements) is
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considered at fixed focus, achieving 40 images per second for 512×512 pixels using an NVIDIA Fermi
with 512 cores. Sutcliffe et. al, shows in [144] a system working in real time (acquisition through an
Ethernet connection) with a frame rate of 8 images per second of 120 × 120 pixels for an array of
64 elements. In 2013 [137] several systems are compared (Xeon X5690 with 6 cores, GPU NVIDIA
Fermi with 512 and 448 cores, and GPU ATI 1536 cores) using different developing programming
languages (OpenCL, CUDA) achieving up to 5 images per second for 128 elements array. Finally,
other works have used GPGPU techniques to implement more complex beamforming techniques,
such as Capon Beamforming [1].
1.4 Motivation of the work
This work is a continuation of work done by Martı´n-Arguedas in [90]. This previous work develops
a planning tool for the acquisition signal process for 2D and 3D imaging systems which reduces the
cost of acquisition time by the selective reduction of signals. Although his solution opened the door
to the development of low-cost portable systems and excellent image definition (resolution), several
problems were left for future work. These issues are the high computational cost of generating the
image that precludes its development in real-time and the loss of signal to noise ratio which reduced
the contrast in the images.
On the basis of the above the motivation of this thesis is to evaluate whether the use of conven-
tional technology (CPUs and GPUs) for the design and development of SAFT systems is possible for
commercial environments. This work began in 2009 with the publication in IEEE Ultrasonics Sym-
posium [125], proposing the use of a graphic processing unit to accelerate minimum redundancy
beamformers in time domain. Since then, there is an active research line with great potential as it
has been evidenced by many researchers in several papers [8], [37], [38], [107], [127], [136], [140].
In this thesis the TFM computational problem is analysed, and subsequently the compromise
between hardware, frame-rate and quality of SAFT methodology will be studied in order to improve
imaging processes. To summarize this will be addressed by two main objectives:
• Improve ultrasonic imaging generation for real-time applications. This involves three issues: to
optimize the acquisition processes minimizing the number of firings and maintaining a reduced
hardware commitment; decreasing the number of signals involved in the beamforming process;
and to increase the processing speed associated to the SAFT beamforming. The beamforming
stage will be focused on exploiting the Delay-and-Sum procedure in time domain. To this end,
the capabilities of current parallel processing systems (HPC) are studied in order to develop
real-time SAFT beamformers. Several strategies to implement the beamformer in software are
studied, both in multi-core CPUs and many-core GPUs.
• Improving the quality of SAFT images. The main objective is to increase the dynamic range of
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the images and the signal to noise ratio. In order to obtain a compromise between the dynamic
range and frame-rate, in this thesis the use of Golay’s complementary series [79] and active
sensing is evaluated and their integration in the coarray acquisition architectures in order to
maintain the same performance and improve image quality.
The work is organized into three sections:
1.4.1 Development of models and simulation tools
This is aimed at developing efficient computational models to allow the development of simulated
spaces (phantoms) in order to be capable of modelling real situations in a controlled environment for
testing new imaging algorithms. Several methods to simulate ultrasound images have already been
published, some aim to obtain the best accuracy possible without solving the full wave equation, like
Abersim [150], which can accurately simulate an ultrasonic beam through heterogeneous tissues.
Other well-known simulation methods are based on linearly calculating the impulse response at all
scatterer positions, as is done by Field II [59], although they suffer from significant computational
demands and memory intensive, particularly for dynamic images where the simulation grid must be
very fine. To overcome these inconveniences, some approaches are based on diverse approxima-
tions and the use of parallel computing techniques to accelerate the simulation processes.
We have highlighted [126] and [131] as full-text publications in Chapter 1.4.1 but it also has the
following list of related publications in journals and conference proceedings [124], [126], [128], [131],
[152].
1.4.2 Parallelization of beamforming methods
The use of parallelism in the ultrasonic generation systems is discussed with a performance evalua-
tion, and several tools are developed for 2D and 3D imaging cases. We describe the main guidelines
on how to accomplish the implementation of the fundamental parts of a Synthetic Aperture Beam-
former using parallel computing techniques. From an architectural analysis viewpoint, the beam-
forming algorithm is pretty interesting because it can be seen as a data parallel process, making its
implementation on machines with diverse computational and I/O capabilities possible.
We have highlighted [134] and [122] as full-text publications in Chapter 1.4.2 but it also has the
following list of related publications in journals and conference proceedings [127], [133], [135].
1.4.3 Strategies for hardware reduction on ultrasound imaging systems
The development of beamforming techniques in GPU is opening two new research fields for ultrasonic
imaging. On one hand, the ability to implement in real-time more advanced processing techniques
and complex beamforming [1], [12] and on other hand, a new type of imaging techniques is emerging
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based on what it has been named as Ultrafast Imaging [31], [146]. Here, dynamic range problems are
studied and our own solutions are proposed to increase acquisition signal procedure and to improve
capture frame-rates.
We have highlighted [125], [129] and [133] as full-text publications in Chapter 1.4.3 but it also has
the following list of related publications in journals and conference proceedings [32], [73], [95], [123],
[130], [132].
1.5 Conclusions and future work
This work has been focused on analysing the role of parallel processing systems and evaluate their
ability to generate 2D and 3D images in real-time, both in multi-core configurations (CPU) and graph-
ics processors (GPUs) for synthetic aperture techniques.
The advantages of Total Focusing Method have been clearly exposed along this thesis. Thus, a
parallel beamformer design and a performance evaluation has been carried out in both architectures
in order to accelerate the image processing. Different parallel schemes have been designed, showing
how a proper planning data access and a good use of the resources can improve execution times of
the algorithms.
However, the main problem is related to the tremendous amount of data which has to be acquired,
transferred and manipulated. If the FMC process is used to obtain the complete set of signals it
means we have to process N2 signals with a computational cost of O(N · N · I). Thus, it requires
more storage resources and processing capability than other techniques, since the data transfer
accounts for 60% of the beamforming process. With respect to CPUs, computational times show that
CPU parallel algorithms are not yet enough to reach an acceptable frame-rate suitable for real-time
use [127], [133]–[135]. In contrast, GPU results in image composition process are promising, as they
have proved that it is possible to achieve 25 frames per second for an array of N = 64 elements for
an image of 512× 512 pixels and 65 fps for images of 256× 256, what equals or exceeds the results
obtained with a commercial FPGA system [87]. The GPU is a cheap and flexible processor which can
be easily integrated in current ultrasonics systems. Respect to 3D case in TFM + FMC, the design
and implementation process is an extension from 2D case. On a standard PC equipped with a single
NVIDIA Quadro 4000 (256 cores), the library is able to calculate 2, 097, 152 voxels in ≈ 5 seconds
using a matrix transducer with 121 elements when TFM + FMC is applied. Therefore, although
the use of HPC techniques help greatly to reduce the computation time respect to conventional
implementations the bottleneck is still in the signal acquisition and data transfer procedures.
As the years progressively pass, the development of new protocols and standards for ultra high
speed will help to decrease the existing gap between data transferences, trying to reach the limit
imposed by physical systems takeover. But it is clear that a reduction of data volume would be
desirable.
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Therefore, in order to address these issues and to obtain higher image rates without an impact into
the image quality, we have developed our own solutions based on coarray model analysis. Therefore,
the core of our discussion is focused on how Minimum Redundancy Coarrays are composed and the
commitment that remains between acquisition speed and hardware complexity. In this sense, the
work has been focused in resolve three issues.
In this regard, an important part of the work has been focused on the problem of FMC and to
develop alternative techniques for MRC solutions. These alternatives have a computational cost of
O(N ·I) and we have developed procedures to implement beamforming technique TFM + MRC. This
has allowed to go from 65 img/sec [122], [134], [135] in FMC to 200 img/sec [32], [95], [123], [125],
[130] for a 256 × 256 under the MRC formula using a Nvidia Quadro K5000 GPU. Nowadays this
number is even high, reaching frame-rates of 1000 images per second when MRC techniques are
employed.
By other hand, several MRC composition mechanisms has been studied in order to reduce the
number of firings at the cost of increase the parallelism. We have named these techniques as FAST-
SAFT [73], [133] and they allow to reduce the acquisition time in proportion to the number of channels
in reception. As an example, in an concrete configuration, it is possible to acquire a complete image
(MRC) with only two firings.
Finally, we have analysed one of the main problems of these techniques, which is the low level
of the transmitted signals and the signal losses through the material which implies a reduction in
the dynamic range in the images. As a solution, we have introduced pulse compression techniques
based on complementary Golay codes has been proposed that requires the use of two different
codes in emission, what doubles acquisition time. The conclusions drawn from the coarray study
have allowed to design an implementation system which avoids double firing maintaining the frame
rate and increasing considerably the quality of the images [129], [132], [133] compared with the TFM
+ FMC standard and verifying that the results are equivalent.
As future work lines, from a purely technological point of view, research lines are focused on the
potential and capabilities of new ARM multi-core systems to run these algorithms. This would open
the possibility of implementing low-cost imaging systems taking advantage of the current portable
systems (such as tablets).
With respect to ultrasonic imaging issues there are several open research lines. On one hand it
is necessary to shift these results to the 2D arrays case with the intention of developing algorithms
for 3D imaging. On the other hand, this thesis opens the way for the implementation of ultrafast
imaging systems, which is a new application field of great potential in medical imaging. Finally, the
development of real-time solutions for complex beamforming algorithms with high computational cost
in order to develop new image methods.
To sum up, the solutions proposed along this thesis demonstrate that the development of high
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image quality and compact systems for ultrafast imaging is a real option. They have a great potential
and a large field of application in the medical field as well and non-destructive testing area.
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2 | Related publications associated
to Section 1.4.1
2.1 Introduction
Ultrasound simulation models are an important tool for testing and validating imaging techniques.
Several methods to simulate ultrasound images have already been published, some aim to obtain
the best accuracy possible without solving the full wave equation, like Abersim [150], which can
accurately simulate an ultrasonic beam through heterogeneous tissues. Other well-known simula-
tion methods are based on linearly calculating the impulse response at all scatterer positions, as
is done by Field II [59], although they suffer from significant computational demands and memory
intensive, particularly for dynamic images where the simulation grid must be very fine. To overcome
these inconveniences, some approaches are based on diverse approximations and the use of paral-
lel computing techniques to accelerate the simulation processes. [21], [29], [33] are some of them,
where fast simulation of ultrasound images (even for deformable mediums) is presented for 3D sim-
ulations and their results are compared with exact solutions using Field II. Some other works like
the proposed by T. Hergum [40] are not based in the spatial impulse response approach and they
performs the convolution of the PSF and an object of sparsely distributed scatterers to simulate the
ultrasound images.
Here, we have developed our own simulation model [65], [124], [126], [128], [131], [152] for the
problem of diffraction, based on Piwakowski’s impulse response method [117]. The solution is based
primarily on the direct computation of the impulse response, which can be applicable to transducers
and targets with arbitrary geometry and the use of GPUs to increase the speed of the algorithms
as it is described in Papers 2.2 and 2.3. The computing time problem is especially important in the
case of two-dimensional arrays which may contain hundreds or thousands of elements and have to
be characterized in a three dimensional space.
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RELATED PUBLICATIONS ASSOCIATED TO SECTION 1.4.1: DEVELOPMENT OF MODELS AND
SIMULATION TOOLS
2.1.1 Related publications
Apart from the full-text publications included in this chapter, in this section it is summarized all the
contributions to this research topic published in journals and conference proceedings.
[124] D. Romero-Laorden, O. Martı´nez-Graullera, C. J. Martı´n-Arguedas, and L. Go´mez-Ullate,
“Gpgpu techniques to accelerate modelling in nde,” in 36th Annual Review of Progress in
Quantitative Nondestructive Evaluation, Kingston (Rhode Island), 2009, pp. 1991–1998, ISBN:
978-0-7354-0748-0. DOI: 10.1063/1.3362356. [Online]. Available: http://link.aip.org/
link/APCPCS/v1211/i1/p1991/s1\&Agg=doi.
[126] D. Romero-Laorden, O. Martı´nez-Graullera, C. J. Martı´n-Arguedas, M. Pe´rez-Lopez, and L.
Go´mez-Ullate, “Field modelling acceleration on ultrasonic systems using graphic hardware,”
Computer Physics Communications, vol. 182, no. 3, pp. 590–599, Oct. 2010, ISSN: 00104655.
DOI: 10.1016/j.cpc.2010.10.032. [Online]. Available: http://linkinghub.elsevier.com/
retrieve/pii/S0010465510004339.
[128] D. Romero-Laorden, O. Martı´nez-Graullera, C. J. Martı´n-Arguedas, M. Pe´rez-Lopez, and L.
Go´mez-Ullate, “Te´cnicas gpgpu para acelerar el modelado de sistemas acu´sticos,” in 42 Con-
greso Espan˜ol de Acu´stica (TECNIACUSTICA), Ca´ceres, Spain, 2011, ISBN: 978-84-87985-
20-1.
[131] D. Romero-Laorden, O. Martı´nez-Graullera, C. J. Martı´n-Arguedas, M. Pe´rez-Lopez, and L.
Go´mez-Ullate, “Te´cnicas gpgpu para acelerar el modelado de sistemas ultraso´nicos,” Re-
vista Iberoamericana de Automa´tica e Informa´tica Industrial, vol. 9, no. 3, pp. 282–289, Jul.
2012, ISSN: 16977912. DOI: 10.1016/j.riai.2012.05.002. [Online]. Available: http:
//linkinghub.elsevier.com/retrieve/pii/S1697791212000325.
[152] J. Villazo´n-Terrazas, A. Iba´n˜ez, D. Romero-Laorden, and M. Parrilla, “A fast acoustic field
simulator,” in 43 Congreso Espan˜ol de Acu´stica (TECNIACUSTICA), E´vora, Portugal, 2012,
pp. 1–9, ISBN: 978-989-20-3284-9. [Online]. Available: http://www.sea- acustica.es/
index.php?id=567.
2.2 Field modelling acceleration on ultrasonic systems using
graphic hardware
Computer Physics Communications 182 (2011) 590–599
Contents lists available at ScienceDirect
Computer Physics Communications
www.elsevier.com/locate/cpc
Field modelling acceleration on ultrasonic systems using graphic hardware
D. Romero-Laorden ∗, O. Martínez-Graullera, C.J. Martín, M. Pérez, L.G. Ullate
Centro de Acústica Aplicada y Evaluación No Destructiva (CAEND) CSIC-UPM, Spain
a r t i c l e i n f o a b s t r a c t
Article history:
Received 8 February 2010
Received in revised form 19 August 2010
Accepted 30 October 2010
Available online 5 November 2010
Keywords:
Field modelling
GPGPU
Ultrasonics
NDE
Field modelling is a common practice in the area of ultrasonic non-destructive evaluation (NDE)
because it is a useful tool for assessing NDE imaging. However, it is a very time consuming task
because of its complexity and data volume, making difficult its use in systems demanding real time
responses. Recently, graphics processing units (GPUs) have experienced an extraordinary evolution in
both computing performance and programmability, leading to greater use on non-rendering applications.
This work shows that the use of GPU technology, which has a high level of parallelism, accelerates the
ultrasonic field simulation, reducing the computing time in more than one order of magnitude respect to
CPU implementations.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Nowadays, non-destructive evaluation (NDE) techniques have
an important role in both the detection and characterization of
flaws in materials and structures. Ultrasonic NDE techniques are
based on a basic principle: an electronic system excites one or
more ultrasonic transducers to generate high frequency mechan-
ical waves, which propagate in the material under inspection. The
reflected waves are again received by the transducers and they are
digitally processed in order to extract several characteristics, such
as the presence of discontinuities that can be identified as flaws
[1,2].
The trend nowadays is focused on the inspection of structures
with complex geometries using transducers arrays with hundreds
of elements. In order to resolve the difficulties associated to the
analysis of the data in the evaluation, it is necessary to use diverse
simulation techniques in order to obtain a reference of the result.
In this way, ultrasonic NDE techniques make use of different sim-
ulation models to obtain some image patterns, which are used as
a base to determine the state of the component under analysis.
In this sense, several computational methods have been applied to
obtain the response of targets in complex systems. These methods
are based on the impulse response (IR) method [3–10], the angu-
lar spectrum technique [11–13], the finite element analysis [14,15],
optical geometry studies [16,17], multi-Gaussian beam models [18]
and so on. Using some of them, simulation tools have been de-
veloped for evaluation assessment in medical applications [19] or
* Corresponding author at: Carretera de Campo Real, km 0.200, Arganda del Rey,
Madrid E-28500, Spain. Tel.: +34 91 871 19 00.
E-mail address: dromerol@caend.upm-csic.es (D. Romero-Laorden).
other sophisticated software packages, such as the CIVA program
[20] for industrial NDE. Furthermore, modelling methods are also
useful to design new inspections in ultrasonic imaging [21] and
they present a common feature: the computing algorithm is itera-
tively applied to a huge amount of points, increasing the execution
time and therefore preventing its use on real time systems. How-
ever, as every point can be handled independently, these modelling
processes are perfect candidates and suitable for parallel comput-
ing.
In last years, one of the dominant trends in microprocessor ar-
chitectures has been the continuous increment of the chip-level
parallelism. Multicore CPUs providing 2–4 scalar cores are now
commonplace, and there is no doubt that the trend towards in-
creasing the parallelism will continue on “manycore” chips. In
contrast, GPUs (Graphics Processor Units) have been at the lead-
ing edge of this drive towards increased chip-level parallelism, and
nowadays they mainly are manycore processors. In fact, the cur-
rent NVIDIA GPUs contain up to 240 scalar processing elements
per chip [22] and, in contrast to earlier generations of GPUs, they
can be programmed directly in C using CUDA [23–25].
In this paper, the application of GPU computation techniques to
field modelling in ultrasonic NDE is investigated, with the objec-
tive of facilitating their implementation in real time systems. To do
that, we have employed one of the most known approaches based
on the impulse response method [5], which can be applicable to
transducers and targets with arbitrary geometry. Two examples
of calculus are presented: the first one based on a linear array
transducer of 128 elements (A1 array); the second one using a
two-dimensional square array transducer with 128× 128 elements
(A2 array). In both cases, a 3 MHz transducer with 50% of relative
bandwidth has been used. The pitch is d = λ/2 (λ = 0.5 mm in
0010-4655/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
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Fig. 1. Example of the aperture discretization. Number of cells that integrate an element.
Fig. 2. Comparative between exact and discrete impulse responses for the A2 array.
water) and the size of the elements is a = λ/2, b = 16λ in the lin-
ear array, and a = b = λ/2 in the squared array. The kerf has been
neglected.
2. Field modelling algorithm
The general expression of the acoustic pressure generated by an
array working in emission-reception is given by [8]:
p(x, t) = 1
c2
∗ ∂
2v(t)
∂t2
∗ hE(x, t) ∗ hR(x, t) (1)
where hE and hR are, respectively, the impulse responses in emis-
sion and reception of the array:
hE(x, t) =
N∑
i=1
aEi hi
(x, t − T Ei ) (2)
hR(x, t) =
N∑
i=1
aRi hi
(x, t − T Ri ) (3)
In the former expressions hi is the impulse response of the ith
array element and ai is its gain. T Ei and T
R
i are, respectively, the
focusing delays in emission and reception. For a single point P (x),
they are given by the following expression:
T p(i) = |x− xi| − |x|
c
(4)
where c is the speed of sound, and xi the position vector of the
ith array element. In order to calculate the acoustic field it has
been followed the Piwakowski method [5], which makes a direct
computation of the Rayleigh integral by mean of transducer surface
discretization into squared cells of elemental area S , and time
sampling with intervals of t (Fig. 1). Hence, the contribution of
every element to the array impulse response at a given instant
tS is obtained by adding the contributions of the cells contained
between two concentric spherical waves, which are separated by
the discretization interval ct [5]. Thus, the contribution of the
ith array element at the instant t = ts is given by:
Fig. 3. PSF of A1 array focusing at the distance R = 52 mm.
hi(t = tS) = 1
t
∑
j
b j, tS − t2 6 t j 6 tS +
t
2
(5)
b j = aiS2π(R j − Ti) and R j = ct j (6)
where Ti denotes the focusing delay in emission or reception and
R j is the distance from each cell to the field point P (x). An exam-
ple of discretization of a 2D squared array is presented in Fig. 1.
One element of the array will integrate all the cells falling within
its silhouette. The increment of the spatial and temporal reso-
lutions contributes to reduce the discretization error but, at the
same time the computational cost is heavily increased. The dif-
ferences between the exact impulse response and the impulse
responses obtained with the Piwakowski method, considering 16
or 64 cells per element, are also shown in Fig. 2. The computing
error between the discrete pattern and the exact analytic solu-
tion was studied in [5], concluding that there is very high accu-
racy when spatial and temporal sampling rates are in the order
of x/λ = 0.01 and t f = 0.01 respectively. Figs. 3 and 4 show
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Fig. 4. PSF of A2 array focusing at the distance R = 52 mm.
the two-way pressure field generated by the linear array (A1)
and the 2D squared array (A2) respectively. Simulations have been
done for 12900 field points between −16 mm 6 x 6 16 mm and
5 mm6 z 6 105 mm. In both cases a fixed focus on emission and
reception has been implemented at xF = 0 and zF = 52 mm.
2.1. Computational algorithm
Fig. 5 shows the computational algorithm based on Piwakowski
method, which has been used for acoustic field computation. More
in detail, the figure presents the necessary steps to calculate the
field at a single point P . It is important to remark that the algo-
rithm is an iterative process that is applied to all the field points.
These are the computation steps for every point:
1. In the first step, the distances from the emission aperture cells
to every field point P are calculated. Moreover, other data,
such as focusing delays (Eq. (4)) and apodization weights, are
calculated and associated to their respective cells (Eq. (6)).
2. In the second step the same procedure is applied to the recep-
tion aperture if it is different from the emission.
3. Then, the array impulse response in emission hE (P , t) is cal-
culated (Eqs. (2) and (5)).
4. In the fourth step, the array impulse response in reception
hR(P , t) is obtained (Eqs. (3) and (5)).
5. Later on, the convolution between hE and hR is computed, ob-
taining the two-way impulse response of the array aperture
hER(P , t) (Eq. (1)).
6. Finally, the convolution between hER(P , t) and the emitted
signal is done, obtaining the two-way acoustic field value
(Eq. (1)).
3. Parallel computing
Before discussing the design of the algorithm, we shall com-
ment briefly some details about NVIDIA’s GPU architecture and
CUDA parallel programming model. As their name implies, GPUs
came about as accelerators for graphic applications, predominantly
those using OpenGL and DirectX programming interfaces. Due to
the huge parallelism inherent to the graphics, GPUs have long
been massively parallel machines. Although originally they were
pure fixed-function devices, the market demand for real time and
3D graphics made themshelves to evolve into increasingly flexi-
ble highly parallel, multithreaded, manycore processors, with ex-
tremely high computational power and very high memory band-
width.
Modern NVIDIA GPUs, beginning with the GeForce 8800 GTX,
are nowadays fully programmable manycore chips built around an
array of parallel processors. In this sense, a comparison between
CPU and GPU architectures is shown in Fig. 6. As it can seen,
both CPU and GPU manage their own memory, which is known as
host and device memory respectively. In fact, a GPU is composed
by N multiprocessors (MPs), from 1 to 30 in the current NVIDIA
architecture, each one composed by 8 scalar processor (SPs). Fur-
thermore, it is equipped with an on-chip memory with a very low
access latency and high bandwidth, similar to the “level one” CPU
cache.
In order to provide to the developers the means to execute par-
allel programs on the GPU, NVIDIA has developed an API called
CUDA (Compute Unified Device Architecture) [23,24]. The main con-
cept of CUDA parallel programming model is to operate with thou-
sands of lightweight threads, which execute the same function
with different data. All thread management, including creation,
scheduling and barrier synchronization, is performed entirely in
hardware using a SIMT (Single Instruction, Multiple Thread) archi-
tecture. Threads are executed in groups of 32, called warps, that
are executed on separate scalar processors, which share a single
multithreaded instruction unit. This SIMT architecture allows the
hardware to achieve substantial efficiencies during the execution
of non-divergent dataparallel codes. Therefore, an application is
organized as a sequential host program that can execute parallel
functions, known as kernels, in a parallel device (Fig. 7). A kernel is
a SPMD style (Single Program, Multiple Data) computation, executing
a scalar sequential program across a set of parallel threads. Basi-
cally, the programmer organizes these threads into thread blocks
Fig. 5. Iterative algorithm of Piwakowski method. The calculus of acoustic field on emission-reception require six steps for each point.
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Fig. 6. Four-cores CPU versus GeForce GTX 295 GPU with 240 SPs organized in 30 MPs.
Fig. 7. Threads configuration (blocks and grids). Serial code executes on CPU, while
parallel code (kernels) executes on GPU.
(B0, B1, . . . , BN ) and grids of one or more blocks (NBx × NBy),
which are identified with a unique identifier (id) inside the ker-
nel (Fig. 7). A thread block is a group of concurrent threads that
can cooperate among themselves through barrier synchronization
and a per-block shared memory space. When a kernel is invoked, it
is necessary to specify both the number of blocks and the number
of threads per block.
The optimum usage of the GPU resources is partly conditioned
by some parameters: the number of threads per block, the number
of registers and the amount of shared memory used by a kernel.
These parameters determine the occupancy of the multiprocessors.
The programmer has to deal with these parameters to maximize
the parallelism as much as possible, taking advantage of the power
of the graphic hardware (the use of some type of profiling tools
such as CUDA Occupancy Calculator [24] for example can help).
There are several types of memory defined in CUDA, each one
designed for different uses in kernels. In that way, the computation
performance can been increased. The global memory is essentially
the random access video memory of the GPU. It can be read or
written at any time and any location by any thread. The access
to global memory should be coalesced in order to achieve high
performance. This means that the threads must follow a specific
memory access pattern [23]. A kernel has access to two cached,
memories: the constant memory, used to store constants during
kernel execution; and the texture memory, used to store program
data in one, two, or three dimensions. There is also a parallel
data cache available for reading and writing. This is the shared
memory, which is divided into banks. This memory makes pos-
sible the cooperative work of threads in a block. Different kernels
should be written in a way to avoid bank conflicts. This means that
the threads executed physically at the same time should access to
different banks. More information about how to achieve this and
other resources can be found in the Programming Guide [23].
3.1. Considerations
The notable differences between CPU and GPU architectures
and CUDA programming model make necessary to discuss some
considerations about the GPU computing. It is important to em-
phasize that memory transactions between CPU and GPU are
pretty slow and they must be minimized as much as possible in
order to improve the general performance. Furthermore, the de-
vice memory is limited. Hence, it could be necessary to reduce the
volume of data to be processed in parallel. The reading time from
global memory is very slow, so it is recommendable to use some
other mechanisms: texture, shared or constant memories. Finally,
it is necessary to simplify the thread operations, in order to ho-
mogenize the execution time of all threads, and to limit the write
access to GPU memory. Unfortunately, the direct implementation
on GPU of the original algorithms designed for CPU usually is not
the best option.
4. Parallel algorithms
Executed functions many times on different data are prime can-
didates for GPU computing and, in this way, the features of the
ultrasonic image modelling algorithms (that usually imply the op-
eration with a huge amount of data and the calculus of diverse
results in a repetitive way) make them to be excellent candidates
for parallel computing. Furthermore, maximizing the parallelism to
obtain an efficient algorithm on this kind of architectures is fun-
damental, because using a small number of threads to execute a
kernel is very inefficient. For these reasons, the major problem of
GPU computing is to find the best strategy to parallelize the algo-
rithms in order to obtain the maximum benefit.
In this work several alternatives have been evaluated. Due to
the fact that the computational algorithm is applied per space
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Fig. 8. Schemes of the three strategies followed in this work: (A) One thread per field point, convolution in the time domain, (B) One thread per field point, convolution in
frequency domain, (C) Threads adapted to each step.
point, the trivial parallelization method could be by points, using
one thread for each point and calculating the maximum of their
values simultaneously. Nevertheless, there are other possibilities
that must be taken into account. The different stages of the al-
gorithm imply different computational requirements, so it should
be tried to parallelize by spatial cells in the aperture, sampling the
emission-reception responses, or maybe others. We have to con-
sider that the set of spatial points must be divided into groups,
adapting the volume of data stored in the GPU memory and calcu-
lating the acoustic field by groups of points.
4.1. Parallelization strategies
We have analyzed three strategies. They are schematically pre-
sented in Fig. 8. For the development of the parallel algorithms
several kernels are defined, which are associated with a specific
stage of the computational algorithm.
4.1.1. A strategy
The first strategy is a direct implementation of the computa-
tional algorithm seen in Section 2.1. Four kernels are defined to
cover each step of the algorithm. It consists on launching an exe-
cution thread in GPU (drawn as a wavy arrow in Fig. 8) for every
field point and step of the algorithm. Therefore, each kernel is
Fig. 9. Common structure of threads blocks and grid defined for strategies A and B.
made up by a grid of ceil(np/tb) × 1 blocks, where tb is the block-
size and np the number of points. In this particular case tb = 128
and np = 12900 (Fig. 9). All partial results, such as distances, de-
lays and impulse responses, are copied to texture memory. Despite
of doubling the velocity achieved with the CPU, this strategy is
too slow, due to the huge memory requirements and the very
large time consumed for the convolution functions in the two last
stages.
4.1.2. B strategy
This second strategy tries to accelerate the calculus of the con-
volutions. As the previous one, it also launches one thread per field
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Fig. 10. Thread blocks and grid used in strategy C.
point to calculate the stages 1, 2, 3 and 4 (kernels 1 and 2), us-
ing the texture memory to store the results, and maintaining the
same configuration of grids and blocks (Fig. 9). Instead of doing
convolutions in time domain, it uses the NVIDIA CUFFT library,
which provides specific functions to do convolutions in frequency
domain. Despite FFTs are optimized in GPU, it is required a huge
amount of memory to calculate them and store the results, de-
creasing the global performance. Hence, the velocity is near five
times faster than conventional implementations. Moreover, the ho-
mogenization required by FFTs is inefficient, because the spatial
impulse responses have diverse lengths.
4.1.3. C strategy
In this third strategy, we improve the use of memory and ac-
celerate the computing time of each kernel, developing a specific
solution for each step and a new data structures to increase the
use of hardware resources. Thus, the algorithm is fitted to the
power of the GPU. The optimized procedure is as follows:
• Stages 1 and 2 (Kernel 1). The strategy of parallelization by
points is changed by other one that consists on parallelizing
per points and cells (Fig. 8). Now, the kernel is made up by
a grid of ceil(np/tb) × nc blocks, where nc is the number of
cells and tb and np have the same values as before (Fig. 10).
In this way, the distances and delays are calculated very fast
(square root, sums and multiplications), and are stored in a
data structure of pairs (distance, delay) in texture memory.
• Stages 3 and 4 (Kernel 2). With the goal of reducing the
amount of memory required to store the array impulse re-
sponses (hE , hR ), the second kernel was divided into two parts.
The first one (Kernel 2A) sorts the structure of pairs from mi-
nor to major distance, evaluating the first field of the pair and
creating a new data structure defined as proto_response, which
contains only essential information of hE (null values are ex-
cluded). This is a great advantage, because impulse responses
usually are extremely long and they could contain hundreds
of gaps (zeros), forcing to allocate more memory than avail-
able. In this way, the proto_response in emission is calculated
very fast and with minimum resources. The second part (Ker-
nel 2B) calculates the complete response in reception, launch-
ing a thread per point and sample of hR (Fig. 10) and storing
the result in texture memory.
• Stage 5 (Kernel 3). In this step, the kernel uses the proto_re-
sponses in emission and reception calculated in the previous
one to calculate the first convolution (hE ∗ hR ). To do that,
a parallel convolution algorithm based on the Input Side type
[27] has been developed. It consist on launching a thread per
field point and sample of the convolution result. This stage
is very efficient because data structures are sorted, facilitating
thus the search of samples.
• Stage 6 (Kernel 4). For the last convolution between hER and
the wideband signal it has been developed an optimized par-
allel algorithm based on the Output Side type [27]. It allows to
obtain the final value of the sample at the end of the kernel
execution. This means it is not necessary to store the full re-
sult of the convolution, only the maximum. Instead of storing
the whole convolution and making a search for the maximum,
like the strategies A and B, in this case a thread per point
and sample of the convolution structure is launched (Fig. 10).
The value for this sample is stored in shared memory. Once
all threads of a block have calculated the value for the sample,
the maximum per block is obtained. Thus, after all maximums
per block have been obtained, a reduction process looking for
the global maximum per point is carried out. Finally, the result
is copied back to global memory, and then it is transferred to
the host.
5. Modelling results
To test our parallel algorithms a NVIDIA GeForce GTX 295
graphic card has been used. This card has 2 GPUs inside altough
only one has been used. There are 240 cores per GPU with 1 GB
of global memory each. It has been installed in a computer with
a four-core 2.66 GHz Intel Q9450 processor and 4 GB of RAM. In
summary, GPU resources exceed CPU resources in approximately
60 times.
Two different implementations in CPU have been tested. Both
optimize the calculus of convolutions. The first implementation
(CPU_TEMP) computes the convolutions in time domain using the
same type of algorithms as in GPU (convolutions Input and Out-
put Side). The second implementation (CPU_FREC) uses the FFTW
library [26] to make the convolutions in frequency domain. Both
applications are compared with the implementation of the C strat-
egy (GPU_TEMP) because it is the most interesting.
5.1. Computational cost
Therefore, a comparison between the computing speed with
GPU and CPU has been evaluated, considering several examples
and using simple floating precision. The times given in Tables 1
and 2 are the total computation times from the start to the end of
the entire program in all cases.
A linear array with 128 elements separated λ/2 and 16λ of
height for a set of 12900 field points has been used in the first
example. The second example includes a two-dimensional array of
128 × 128 elements with the same parameters. The spatial and
temporal resolutions have been varied from 16 to 4096 and from
1 to 256 cells per element respectively.
Table 1 shows a comparison between CPU and GPU comput-
ing time for the first case. CPU_TEMP implementation is obviously
the slowest (first column). The computing time is more or less in-
creased linearly with the temporal resolution and with the number
of cells. The second implementation (CPU_FREC) appears in the
second column of the Table 1. As it can be observed, there are
not significant differences when the sampling intervals are modi-
fied, due to CPU algorithms make use of FFTs and normalizes the
62
RELATED PUBLICATIONS ASSOCIATED TO SECTION 1.4.1: DEVELOPMENT OF MODELS AND
SIMULATION TOOLS
596 D. Romero-Laorden et al. / Computer Physics Communications 182 (2011) 590–599
Table 1
Time in μseconds per field point for computing the acoustic field in CPU and GPU for the A1 array of 128 elements.
Spatial resolution CPU_TEMP CPU_FREC GPU_TEMP
Cell
size
Cells per
element
Temporal resolution Temporal resolution Temporal resolution
λ
32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
2 16 10759.6 21407.7 42815.5 6678.2 7183.7 13866.6 215.5 376.7 804.6
λ
4 64 27331.1 54662.1 109324.2 31223.25 31938.7 32901.2 720.1 996.9 1840.3
λ
8 256 95023.5 190046.5 380093.1 80651.1 81325.8 82271.3 1711.8 2096.2 3226.3
λ
16 1024 387248.5 774519.3 1549038.7 302751.9 303937.9 305054.26 7293.2 7676.4 8807.7
λ
32 4096 1665829.4 3331658.8 6663317.7 1218232.5 1218302.3 1230596.8 45123.25 45506.97 46637.9
Fig. 11. Speed up achieved in the calculus of the acoustic field for the A1 array of 128 elements (12 900 field points).
Table 2
Time in μseconds per field point for computing the acoustic field in CPU and GPU for the A2 array of 128× 128 elements.
Spatial resolution CPU_TEMP CPU_FREC GPU_TEMP
Cell
size
Cells per
element
Temporal resolution Temporal resolution Temporal resolution
λ
32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
2 1 39273.2 78138.3 156276.5 24440.3 25358.1 26827.2 787.6 1151.9 2296.8
λ
4 4 99758.1 199516.6 399033.3 120976.7 121782.9 123705.4 3365.8 3824.1 5386.8
λ
8 16 346835.7 693669.7 1425348.7 313720.6 316279.1 317674.4 7304.6 8127.9 10079.1
λ
16 64 1413455.2 2826994.3 5731443.1 1191007.7 1192403.1 1195038.7 32188.7 34252.7 36683.7
λ
32 256 6080275.8 12160554.6 23987943.7 4787906.9 485348.8 4846976.7 212031.1 213023.25 220232.5
lengths of h to the nearest power of two value. By contrast, if the
cells per element increases, the computing time is incremented.
The third column shows the time achieved using GPU. Here,
differences in computing time are more evident respect to CPU
implementations. All the results include transactions time to global
memory of GPU and the time required to copy the results to the
CPU. The relation between temporal rates decreases as the number
of cells per element increases, due to the major use of the GPU
power.
Fig. 11 also presents a graphic with the total speed up achieved
(CPU_FREC vs GPU_TEMP). The right and left parts of the graphic
correspond with a high number (spatial oversampling) and a small
number (spatial undersampling) of cells per element respectively,
which produces a small reduction of the computation efficiency.
Considering a temporal resolution of λ/128c (triangular marker),
which corresponds with very short time intervals (time oversam-
pling), the demand of memory is very high. Therefore, it forces to
divide the set of points into smaller groups, decreasing the com-
putation efficiency (about 10 times faster). However, in most cases
the performance of the algorithm on GPU is above 30 times faster
than the performance on CPU, reaching in some cases a speed up
near 50×.
The computing time obtained with CPU and GPU for the 2D ar-
ray case is shown in Table 2. If we compare these results with the
linear array case, a rate of around 4 can be observed, which match
with the rate of the area of both arrays. On the other hand, the ef-
fect of increasing the temporal and spatial resolutions is similar in
both examples, demanding a higher volume of memory. Therefore,
it forces to divide the set of points into smaller groups, decreasing
the computation efficiency.
If the spatial resolution is λ/2, element impulse responses only
have a single sample facilitating the calculations. However, when
the spatial resolution is increased, the effect of the very high num-
ber of cells per element (N2) presents difficulties for the memory
management and the computing time increases (Fig. 12).
Despite of this, a remarkable aspect in both examples is that
GPUs efficiency is notably higher than CPU, being more than 20
times faster in all cases.
5.2. Quality of results
Once the comparison between the execution times obtained
with CPU and GPU methods has been exposed, it is necessary to
verify the results of both implementations. Thus, to measure prop-
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Fig. 12. Speed up achieved in the calculus of the acoustic field for the A2 array of 128× 128 elements (12 900 field points).
Fig. 13. Pressure field obtained with CPU and GPU implementations (blue and red lines, respectively) and its associated error. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
erly the errors, CPU results have been taken as a reference using
the following equation:
error = 20 ∗ log10
(∣∣∣∣CPUresult − GPUresultCPUresult
∣∣∣∣
)
(7)
Fig. 13a shows the pressure field obtained using CPU and GPU
implementations. As we can see, both curves do not present rel-
evant differences, being the maximum error around −50 dB and
tending to stabilize around −60 dB. More in detail, we can observe
that there is a great fluctuation in the initial area, which corre-
sponds with the near field zone. Here, the differences between the
various wave fronts in which the aperture has been decomposed
are more significant and higher than half wavelength.
Due to the differences in the data precision (CPU and GPU
use double and single precision respectively) we have evaluated
its effects in the quality of the results as a cause of these er-
rors. Because of the particularities of the GPU implementation, the
CPU algorithm has been rewritten to be able to run the same op-
erations in a similar way to the parallel algorithm designed for
GPU. This new implementation is not optimal and its computation
time has not been taken into account in the comparison of the re-
sults.
We have been detected some singularities in a small percentage
of situations which produce errors in the partial results. How-
ever, there are not significant differences in the final result. Fig. 14
shows an example of one of these singularities for a 2D transducer
array with 10 × 10 elements. Figs. 14a, 14c and 14e, corresponds
to the one-way impulse response, two-way impulse response and
pressure wave, respectively. The associated errors, according to
Eq. (7), are shown on the right side of the figure.
We can conclude that these errors are introduced in the round-
ing process during the calculation of the one-way impulse re-
sponse. These singularities produce a variation of only one sample
up or down respect to the implementation in CPU. In Fig. 14a we
can appreciate the ripple effect in the impulse response due to the
Piwakowski approximation. As we see in the detail, there are two
minor errors (samples 92 and 230) which are accumulated when
the remaining computations are done (calculus of the two-way im-
pulse response and pressure wave). However, these rounding errors
have no importance in relation to the calculation of the acoustic
field (Fig. 13).
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Fig. 14. Example of singularities and associated errors: one-way impulse response (figures a and b); two-way impulse response (figures c and d) and pressure wave (figures
e and f).
6. Conclusions
This work is focused on exploring the GPU parallelism for
NDE modelling algorithms. Using a simple graphics card equipped
with NVIDIA CUDA technology, the experimental results demon-
strate that the field computing time can be drastically reduced
in relation to the CPU implementations, achieving in some cases
a performance near fifty times faster than the conventional CPU.
Furthermore, it has been demonstrated that the designed parallel
algorithms are faster. Therefore, this is a very cheap solution with
a good relation between computational power and price, and it is
a scalable solution that can be used in most cases to accelerate
modelling problems in the area of ultrasonic NDE. Similar strate-
gies can be applied to other cases of study in order to increase
the performance. In summary, shifting the computation of acoustic
fields from CPU to programmable GPU can be a very good solution
for field computing in ultrasonic NDE.
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3 | Related publications associated
to Section 1.4.2
3.1 Introduction
As a case of study the technique known as Total Focusing Method has been chosen due to its high
quality and the requirement of a huge volume of data which is necessary to process. It consists on
the sequential emission with each one of the array elements in turn, and the reception in each shot
with the full transducer aperture. The area under inspection is defined as the array elements are
activated one by one, and all received signals need to be stored in a memory buffer. This dataset
has a total size of N2×L, being N the number of array elements and L the signal’s length. Likewise,
this method enables to obtain images perfectly focused at all points in the region of interest because
of the implementation of dynamic focusing in emission and reception [43]–[45], [58].
In this sense, these papers describe the main guidelines on how to accomplish the implemen-
tation of the fundamental parts of a Synthetic Aperture Beamformer using parallel computing tech-
niques. From an architectural analysis viewpoint, the image generation algorithm is pretty interesting
because it can be seen as a data parallel process, making its implementation on machines with di-
verse computational and I/O capabilities possible. Thereby, in Paper 3.2 a detailed description about
the fundamentals of Full Matrix Capture + Total Focusing Technique are presented followed by a
thorough analysis about how to accomplish the parallelization on multi-core CPUs and many-thread
GPUs in order to analyse whether the technology is mature for implementation of SAFT imaging
systems in real time scenarios. On other hand, Paper 3.3 describes a GPU library where TFM with
different acquisition schemes (FMC, MRC, etc) have been implemented for the fast generation of ul-
trasound SAFT images in order to assist on development of new ultrasound beamforming strategies
for 2D and 3D imaging.
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Abstract
This work analyses the use of parallel processing techniques in synthetic aperture ultrasonic
imaging applications. In particular, the Total Focussing Method, which is a O(N2 × P ) problem,
is studied. This work presents different parallelization strategies for multicore CPU and GPU
architectures. The parallelization process in both platforms is discussed and optimized in order
to achieve real-time performance.
Index Terms
Ultrasound imaging, GPGPU, multicore, signal processing, parallel computing, CUDA
F
1 INTRODUCTION
Ultrasonic imaging is currently one of the most popular visualization methods to examine the
inside of opaque objects. It is mainly based on the pulse-echo response, where the propagation
of an induced mechanical perturbation inside an object is analysed from the received echoes,
that are caused by discontinuities in the material. Its application is especially relevant in the
medical diagnosis area, as well as in non-destructive testing (NDT).
Most of ultrasonic imaging systems are based on array of transducers and they have to
manage hundreds of independent elements that yield multiple input data signals which are
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processed, to form images, using some of the several known modalities of beamforming [1].
This is, in general, a computationally demanding task, so almost all commercial systems em-
ploy expensive tailored hardware designs, with parallel processing capabilities, to attain the
framerate required by each application. Nevertheless, real time applications of some computa-
tionally intensive techniques, as Synthetic Aperture Focusing Techniques (SAFT) with the Total
Focussing Method (TFM), which are object of interest, push systems to the limit. However
nowadays due to the popularization of multicore systems and General-Purpose Computing on
Graphics Processing Units (GPGPU) techniques, parallel signal processing can be developed in
these platforms at very affordable prices. Several works have been published addressing the
possibility of using conventional hardware for ultrasonic beamforming, such as CPU cluster
[2] or as GPU [3], [4].
Synthetic Aperture Focusing Techniques are based on the independent acquisition of signals
from pairs of emission-reception array elements to apply beamforming on them. For an array
of N elements this set of signals can be composed at most of N x N signals, which is referred to
as the Full Matrix Capture (FMC). For its part, the TFM performs beamforming at each image
point with every signal in the FMC. Although this process produces high quality images whit
all its points focussed both in emission and reception[5], it also has a very high computational
cost. For a P points image TFM is an O(N2 × P ) algorithm, so it is mainly used as a research
tool.
In the last years, some research has been addressed to implement FMC + TFM by hardware
using Field Programmable Gate Array (FPGA)[6], [7], [8]. This work has been recently materi-
alized by M2M company, which has launched a real-time TFM system with 64 sensors (4096
signals FMC) capable of achieving, using a set of pre-calculated delays, up to 25 images per
second for a 256× 256 image.
Other studies have been centred in exploring parallel computing strategies on CPUs and
GPUs to address this problem. Thus, CPU beamforming parallelization is a study area that
began in the 2000, with the boom and standardization of the cluster computing [2] in order to
improve real-time 2D as well as 3D ultrasound imaging systems. Moreover, with the advent
of faster and more powerful PCs the requirements in dedicated hardware were reduced being
replaced by software processing. J. A. Jensen et. al describe in [9] and [10] a DAS library
that implements specific functions for the beamforming. All these previous works were imple-
mented for a single core of CPU and, subsequently, they have still working to develop parallel
versions of these libraries to exploit multicore CPUs. Thus, Munk et al. shows in [11] toolboxes
for beamforming computation over multi-core CPUs, where the time consumption takes around
142.3 seconds for a 300, 000 pixels TFM image from an array of 192 sensors (35, 000 signals)
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running in a 16-core high standard workstation.
Initial work on GPGPU based implementations of SA were centred on the use of minimum
redundancy coarray [12] for an array of 128 elements (255 signals) and 256 image points,
producing a frame-rate of 30 TFM images per second in real time [13]. In succeeding works the
frame-rate was increased until 150 img/s [14]. More recently some works have been presented
working with FMC in post-processing but without TFM. Then in [15] FMC (16 emision and 64
receptor elements) is considered at fixed focus, it achieves a frame rate of 40 for a 512×512 image
(NVIDIA Fermi with 512 cores). Other works have presented the GPGPU use to implement
more complex beamforming techniques, such as Capon Beamforming [16].
Also, more specific works centred in FMC + TFM can be found. In [17] several systems are
compared (Xeon X5690 with 6 cores, GPU NVIDIA Fermi with 512 and 448 cores, and GPU
ATI 1536 cores) using different developing systems (OpenCL, CUDA) achieving up to 5 images
per second for a 200 × 200 image with an array of 128 elements. Also, in [18] working now
in real time (acquisition through an Ethernet connection) a frame rate of 8 is achieved for a
120× 120 image (NVIDIA Fermi with 384 cores) were obtained for an array of 64 elements.
Following these works this paper analyses the implementation of the TFM in multi-core CPUs
and many-thread GPUs. For both cases an incremental improve implementation of the basic
algorithm is followed, helping us to identify bottlenecks. In the next section, we review the
theory behind of the Total Focusing Method algorithm and how the beamforming is applied in
SAFT systems. Next, a parallel beamformer design is carried out in both architectures. Finally,
experimental results are presented along with a performance evaluation of both platforms to
establish the main conclusions of this work.
2 TOTAL FOCUSSING METHOD
Figure 1 describes the general procedure to compose an image by the FMC + TFM technique.
Here it is presented the linear transducer array of N elements, the Region of Interest (ROI) that
has been discretized in a grid of points x[k, l], and the final image a[k, l], and an ideal reflector
located at ~xp (x[kp, lp] in the discretized space).
Thus, assuming that ei is the emitter transducer and ej and ej+1 are two of the receivers
transducers, the presence of a reflector at ~xp introduces an echo at time ti + tj for the signal
si,j(t) (echo-pulse response where i-index is the emitter element and the j-index is the receiver),
and at time ti+tj+1 for the signal si,j+1(t). Then, for any x[k, l] space point, we can obtain from
each signal si,j(t) the echo response originated at this point, and sum all together to the image
point a[k, l]. If this value becomes significant compared to other image points it is possible to
assure the presence of a reflector on it.
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Fig. 1. Schematic diagram illustrating the TFM with a FMC acquisition procedure. An linear array
of N elements, a reflector point ~xp and the travel time to several elements array ei, ej and ej+1
from this point is presented. The echo signals received at both elements is also presented. The
FMC is composed through the acquisition process were for each emision element a matrix of N
received signal is obtained. In order to focus the data at x[kp, lp] a slice of data from the FMC can
selected and summed to compose the a[k, l] value in the image.
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2.1 The Beamformer
Based on this description, and assuming that the acquisition system has produced the a FMC
of sampled signals, a generic signal can de described as:
si,j [n] = si,j(t) · δ(t− nτs) (1)
where si,j [n] is the signal which corresponds to the ei emitter and ej receiver and 1/τs is the
sampling rate.
Then if we want to obtain the echo response of a virtual reflector at x[k, l] point, the time of
flight from ei to ej is
ti,j [k, l] = ti[k, l] + tj [k, l]− t0 = |~xi − x[k, l]|+ |~xj − x[k, l]|
c
− t0 (2)
being c the medium velocity, ~xi and ~xj the locations of elements ei and ej , and t0 the initial
acquisition time. To fit this value in the sampled signal si,j [n] they should be mapped to memory
by decomposing in to factor
m[i, j, k, l] = floor
(
ti,j [k, l]
τs
)
(3)
∆m[i, j, k, l] =
ti,j [k, l]
τs
− floor
(
ti,j [k, l]
τs
)
(4)
where m[i, j, k, l] is an index value and the ∆m[i, j, k, l] corresponds to an interpolation factor.
So the echo response for the x[k, l] point in the signal si,j can be obtained by linear interpolation
as:
S[i, j, k, l] = si,j [m[i, j, k, l]] + ∆m[i, j, k, l] (si,j [m[i, j, k, l] + 1]− si,j [m[i, j, k, l]]) (5)
If all si,j are considered the image value at the point of interest is obtained as:
a[k, l] =
N∑
i=1
N∑
j=1
bi,jS[i, j, k, l] (6)
where bi,j are the coefficients of the spatial filter that is implemented by the array.
The beamformed points a[k, l] are computed in radiofrequency, so in order to smooth the
image it should be rectified by envelope filtering. This process can be done by means of the
Hilbert Transform [19] to obtain the analytic representation of a[k, l]:
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a[k, l]→ aI [k, l] + jaQ[k, l] (7)
where aI [k, l] and aQ[k, l] are the phase and quadrature components. Then the envelope can
be computed as:
A[k, l] =
√
a2I [k, l] + a
2
Q[k, l] (8)
and use this value to determine the colour of each pixel in the image.
2.2 Practical implementation
Before to proceed to study the implementation of the equation 8 some practical issues should
be addressed.
The first question is addressed to reduce the size FMC. This is achieved through a technique
known as half-matrix [20], [21], [18]. Analysing the times of flight for two reciprocal signal it
easy to show that both signals are beamformed by the same time, that is ti,j [k, l] = tj,i[k, l].
Then, due to bi,j = bj,i, instead of maintain both signals it is posible to build a new one sˆi,j [n]
as:
sˆi,j [n] = si,j [n] + sj,i[n] (9)
to obtain a new data set formed by N(N + 1)/2 signals that is almost a half of FMC. If 9 is
performed by the system front end or, in the case of a GPU beamformer, by the CPU in addition
to reduce data movements, the operations for beamforming are also reduced by two.
The second issue is referred to the envelope computation. Due to periodicity condition
assumed by the FFT, the Hilbert Transform may introduce artifacts in the border of the image
[19]. In order to avoid these artifacts the analytic decomposition can be done in the acquired
signals (now sˆi,j [n]). Then, the distortion is produced in the extreme of the signals, that usually
is far away from the ROI or if it is not the case they are smoothed by the beamforming process.
Then, in terms of data size, a complex data matrix is created and si,j(t) can now be expressed
by its analytic form:
sˆi,j [n]→ sˆIi,j [n] + jsˆQi,j [n] (10)
Then the echo values at x[k, l] point for each signal in the analytic decomposition is:
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Ivi,j [k, l] = sˆIi,j [mi,j [k, l]] + ∆mi,j [k, l] (sˆIi,j [mi,j [k, l] + 1]− sˆIi,j [mi,j [k, l]]) (11)
Qvi,j [k, l] = sˆQi,j [mi,j [k, l]] + ∆mi,j [k, l] (sˆQi,j [mi,j [k, l] + 1]− sˆQi,j [mi,j [k, l]]) (12)
The ultrasonic image is now obtained as:
AI [k, l] =
N∑
i=1
N∑
j=i
bi,jIvi,j (13)
AQ[k, l] =
N∑
i=1
N∑
j=i
bi,jQvi,j (14)
A[k, l] =
√
AI [k, l]2 +AQ[k, l]2 (15)
Although this solution forces to double the processing chain in practice
its cost is mainly measured in memory resources. However, the additional memory resources
needed are allocated in the beamformer no transferred to it, which is especially relevant for
GPU beamformers.
2.3 The algorithm.
The box Algorithm 1 describes the process and presents the first implementation CPU1. As we
can appreciate, there are massive data-read operations from memory, computation operations
for the delays, convert them to indexes, index into FMC matrix to recover signal values,
interpolate, sum and write to memory every pixel value for every combination of emitter
and receiver, etc. Two parts of this process are subject of being parallelized: in the analytic
decomposition (pre-processing) and the beamforming itself.
3 EXPERIMENTAL SET-UP
To illustrate the process a medical phantom (physical model which approximates the scattering
and attenuation properties of biological tissue) has been used. Concretely, the 040GSE model
from CIRS Inc. company (Figure 2(a)). Also, in the figure 2(a) an area that has been chosen to
compose our reference image has been delimited (figure 2(b)). The image has been composed
with three different image sizes: 256× 256, 512× 512 and 1024× 1024.
The array transducer used is a PA 2.75/64-1093 model from VERMON company. It is a linear
array of 64 elements with an elementary pitch of d = 0.28mm. Each element emits a Gaussian
pulse with a center frequency of 2.6MHz and a relative bandwidth of 65%. The acquisition
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Algorithm 1 CPU Beamforming. CPU1
1: Pre-processing
2: sˆi,j [n]← si,j [n] + sj,i[n] Data reduction
3: sˆIi,j [n] + jsˆQi,j [n]← sˆi,j [n] Analytic signal
4: Beamforming
5: for k = 0 to RH do
6: for l = 0 to RV do
7: AI = 0, AQ = 0 Initialize pixel
8: for i = 1 to N do
9: for j = i to N do
10: m, ∆m Compute index
11: if 0 ≤ m ≤ L then
12: I ← (1−∆m)sˆIi,j [m] + ∆msˆIi,j [m+ 1] Interpolated sample
13: Q← (1−∆m)sˆQi,j [m] + ∆msˆQi,j [m+ 1] Interpolated sample
14: AI ← AI + bi,jI Multiply by bi,j and accumulate sum in AI pixel
15: AQ ← AQ + bi,jQ Multiply by bi,j and accumulate sum in AQ pixel
16: end if
17: end for
18: end for
19: A[k, l]←
√
A2I +A
2
Q Envelope calculation
20: end for
21: end for
22: return A Final image
equipment utilized is a SITAU system [22] from DASEL S.L. company (www.daselsistemas.es).
The data sets of 64× 64× 4096 that form the FMC have been acquired with a data resolution
of 12 bits and transferred. The results givens in the following only consider processing time.
Time for data transference from the acquisition system has not been considered.
As imaging system we have chosen a diversity of computing platforms which are presented
in Table 1. Platform # 1 is a notebook, platform #3 and #4 are low-level workstation and
platform #2 and #5 are medium-level workstations. GPUs of platforms #1, #2 and #3 are based
on Fermi architecture [23] (GeForce 540M, Quadro 2000 and Quadro 4000 with 96, 192 and 256
cores respectively). Platforms #4 and #5 are based on latest Nvidia’s arquitecture, Kepler [23]
(Quadro K2000 and Quadro K5000 equipped with 384 and 1536 cores each).
All platforms are running Microsoft R© Operating System Windows R© 7. In all cases the FMC
data and the output ultrasonic image are stored as single-precision floating-point numbers (4
bytes). The CUDA tools are used for GPGPU development.
Although our final analysis involves several platforms, in order to improve legibility we
have focused this section in computing platform #3. This is a low-level workstation (Intel Core
2 Quad Q9450 with 4 cores) with a professional an NVIDIA GPU (Quadro 4000 graphics card
with 256 cores, the best of our Fermi boards).
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(a)
(b)
Fig. 2. 2(a) Multi-Tissue ultrasound phantom scenario 2(b) TFM image from Multi-Tissue
ultrasound phantom
TABLE 1
Imaging computing platforms. *DDR: Double Data Rate; GDDR: Graphics Double Data Rate
Computing Platform CPU & GPU Memory* # Cores
1
Intel Core i7 3632QM DDR3, 6 Gbytes 8
GeForce 540M (Fermi optimus) GDDR3, 1 Gbytes 96
2
Intel Xeon E51650v2 DDR3, 32 Gbytes 12
Quadro 2000 (Fermi) GDDR5, 1 Gbytes 192
3
Intel Core 2 Quad Q9450 DDR3, 4 Gbytes 4
Quadro 4000 (Fermi) GDDR5, 2 Gbytes 256
4
Intel Core 2 Quad Q9450 DDR3, 4 Gbytes 4
Quadro K2000 (Kepler) GDDR5, 2 Gbytes 384
5
Intel Xeon E51650 DDR3, 8 Gbytes 12
Quadro K5000 (Kepler) GDDR5, 6 Gbytes 1536
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4 ANALYTIC DECOMPOSITION
The parallelization of the analytic decomposition is tied to the paralellization of the FFT through
the Hilbert transformation. This is a very well studied process whose implementation has been
optimized in several libraries. For this work, in order to implement it in the CPU the FFTW3 [24]
in float type variable has been chosen. In this case the parallelization has been done creating as
many threads as available cores and dividing the whole number of signal btween them. Single
core implementation has also computed as a reference.
In the case of the GPU the Hilbert Transform use the fastest FFT algorithm provided by
CUFFT libraries [23]. Furthermore, CUDA provides fast intrinsic maths routines which provide
better performance at the price of IEEE compliance. In our case, because our data is 12 bit
integer type and current converters handle up to 16 bits, the use of these routines causes an
insignificant numerical difference who has no influence on the final output ultrasound image
quality. However the performance is increased by 150%. So we decided to use them throughout
all the algorithms implemented for GPU.
TABLE 2
Computing times in x64 OS measured in seconds for the FFT in CPU and GPU over the all
platforms
Computing Platform FFT Single CPU FFT Multi CPU FFT Multi GPU
# 1 0.234 0.056 0.016
# 2 0.185 0.025 0.011
# 3 0.312 0.081 0.006
# 4 0.324 0.095 0.009
# 5 0.187 0.026 0.003
The Table 2 shows the computing time of these analytic decomposition based on the three
FFT implementation in all the platforms. Although these times are not indicative of the final
performance, they show the upper limits that each platform can achieve.
The improvement in the CPU due to the parallelization is clearly shown, increasing the limit
to the maximum frame rate from 5 to 40. For those platforms that have four cores (#3 and #4) the
speed-up due to parallelization is almost 4 times, close to the number of cores. However when
the number of cores grows this improvement is not so good. In fact, platform # 1 (increasing
from 1 to 8 cores) shows a similar seed-up than the obtained for platforms # 3 and #4 (4 cores);
and for 12 cores (platforms #5, #2) the improvement achieved is only 7.4 times faster.
In the case of GPU, analytic decomposition limits the frame rate to 333 in the best platform (#5,
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Kepler ) and to 65 in the worst case (#1, Fermi Optimus). However some considerations should
be done due to the differences between both GPU architectures. For instance, although it has
been claimed that there is no difference in the device compute capability from Fermi to Kepler,
when the number of cores is comparable (256 in #3 and 384 in #4) the Fermi platforms shows
better performance than Kepler (1.5 times faster). Also, meanwhile in Fermi Quadro platforms
the increment in performance is proportional to the number of cores, in Kepler architecture the
increment is lower.
As it was awaited, better results are obtained by GPU platforms, that are at least 8 times
faster than the CPUs.
In next tables the cost of this operation is always included in the figures.
5 CPU BEAMFORMING
The implementation of the beamforming algorithm in a multicore CPU is based in a common
multi-threading scheme described in Figure 3. This is a pixel-oriented parallelization where each
CPU thread is responsible to calculate the value of a set of pixels. Thus, image pixels are
divided among the number of CPU cores NCPU establishing a total of NSP pixels per CPU
thread, where:
NSP =
NH ×NV
NCPU
(16)
being NH and NV are the number of pixels in both dimensions of the image (NI = NH ×NV ).
Fig. 3. CPU multi-threading implementation scheme
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5.1 First implementation
The first implementation follows the guidelines of Algorithm 1. That means that each pixel
[k, l] of the image can be solved by one isolated thread that iterates over all the array elements,
jumping from signal to signal over the FMC structure following the sample index provided
by m[i, j, k, l]. Two separate variables are maintained to beamform in phase and in quadrature
values that finally are used to obtain A[k, l] is obtained.
The time consumption (Table 3) of this implementation for different images sizes, 256× 256,
512 × 512 and 1024 × 1024 pixels, are respectively 3.638, 8.68 and 23.262 second. That is far
away from the real time requirements.
The main advantage of this process is that each pixel is solved using a register-oriented
implementation. Then, writing of temporary results memory is avoided. Its main drawback is
that read memory accesses to data are not coalesced due to sample values are retrieved from
non-contiguous memory spaces. This fact has been considered as the main reason of this poor
performance.
5.2 Second implementation
The solution to this problem is to change the direction of the DAS beamformation process.
Thus, the second implementation iterates first over the array elements and then over every
image pixel as it is shown in the Implementation 2. Each core solves different set of NSP
points of the image.
Implementation 2 CPU Beamforming. CPU2/CPU2SSE Notes
1: AI [k, l] = 0, AQ[k, l] = 0 Initialize subimage region
2: for i = 1 to N do
3: for j = i to N do
4: for [k, l] = 0 to NSP do
5: m, ∆m
6: if 0 ≤ m ≤ L then
7: I ← (1−∆m)sˆIi,j [m] + ∆msˆIi,j [m+ 1]
8: Q← (1−∆m)sˆQi,j [m] + ∆msˆQi,j [m+ 1]
9: AI [k, l]← AI [k, l] + bi,jI
10: AQ[k, l]← AQ[k, l] + bi,jQ
11: end if
12: end for
13: end for
14: end for
15: A[k, l] =
√
AI [k, l]2 +AQ[k, l]2
16: return A[k, l] Final subimage region
The results of the computational cost of the different implementations are compared in the
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Table 3. The CPU2 reduce the computing time to by two respect to CPU1, achieving 0.869, 4.576
and 12.062 seconds respectively for the different image sizes but maintains the same dependence
with the number of image points than CPU1. Although now each AI [k, l] and AQ[k, l] have to
be written and read several times, the cost is less than in the direct implementation of Algorithm
1. This is because now we can achieve benefit from cache memory and spatial locality what
improves substantially the computational time.
In order to make a faster implementation, the use of Streaming SIMD Extensions 2 (SSE2)
[25] have been considered. Using SSE2 instructions an optimized version of CPU2, CPU2SSE,
has been designed. In this case, at each cicle the operation register works with in phase and in
quadrature components of two pixels at the same time .
TABLE 3
Parallelization of TFM algorithm running on Platform #3. CPU strategies comparison for different
image sizes
#3 256 × 256 512 × 512 1024 × 1024
CPU1 3.63 8.68 23.26
CPU2 0.86 4.57 12.06
CPU2SSE 0.46 2.245 5.95
With the use of the SSE instructions the results are improved drastically. CPU2SSE obtains
0.469, 2.245 and 5.95 seconds respectively for each case, what is ≈ 5 times faster than CPU1
implementation.
5.3 Third implementation
In order to improve performance another consideration can be made. If our platform has enough
memory resources and the region of interest is well defined, time-delay computation and index
transformation can be done as a previous stage and stored as a table rather than computed on
the fly. The total space needed is NX ×Ny×N2, which in case of big images it can be over the
system memory capacity, so it has only been tested in platform # 2 (with 32GB of memory).
This new implementation is described in Implementation 3 and only the CPU3SSE has been
studied. In order to obtain a measurement of the performance, previous implementations CPU1,
CPU2 and CPU2SSE have also been computed.
Results are presented in Figure 4. The most significant result is that CPU3SSE is able to
produce more than 13 images per second for the 256 case, increasing the performance to 168%
from CPU2SSE. In the case of 512 the performance has been increased to 140%. However for
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Implementation 3 CPU3/CPU3SSE Notes
1: AI [k, l] = 0, AQ[k, l] = 0 Initialize subimage region
2: for i = 1 to N do
3: for j = i to N do
4: for [k, l] = 0 to NSP do
5: m, ∆m
6: if 0 ≤ m ≤ L then
7: I ← (1−∆m)sˆIi,j [m] + ∆msˆIi,j [m+ 1]
8: Q← (1−∆m)sˆQi,j [m] + ∆msˆQi,j [m+ 1]
9: AI [k, l]← AI [k, l] + bi,jI
10: AQ[k, l]← AQ[k, l] + bi,jQ
11: end if
12: end for
13: end for
14: end for
15: A[k, l] =
√
AI [k, l]2 +AQ[k, l]2
16: return A[k, l] Final subimage region
the case of 1024 it has only been improved a slightly 8%. This degradation of the performance
is due to the increase of transactions with the memory that use a maximum of 4 access channels
to serve the 12 threads.
#2 256 × 256 512 × 512 1024 × 1024
CPU1 0.42 1.27 4.75
CPU2 0.26 0.95 3.64
CPU2SSE 0.12 0.36 1.35
CPU3SSE 0.07 0.26 1.24
TABLE 4
Parallelization of TFM algorithm running on Platform #2. CPU strategies comparison for different
image sizes
6 GPU BEAMFORMING
The GPGPU development involves a paradigm shift due to the many-thread SIMD model of
GPUs. Furthermore, the integration of different memory access allows to develop alternative
implementations for the Algorithm 1 that are not feasible for CPU case. However the amount
of memory is more limited in GPU than in CPU, so the delay precomputation would be only
posible for small images and it is not considered for this platform.
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6.1 First implementation
The starting point to improve the performance of the beamforming is the Algorithm 1. Then,
Implementation 4 shows how it can be adapted to the GPU architecture. GPU1 is carried out
by launching a thread per image pixel. To this end, a computational grid with BX = d NHTBX e and
BY = NV blocks of TBX threads is defined to launch the kernel. This implementation maintains
all the intermediate results in registers of the scalar processors avoiding write operations to
memory.
Implementation 4 GPU1 kernel GPU optimization resources and notes. GPU1op
sIi,j [n], sQi,j [n] Signal stored in textures memory
x[k, l] Space coordinates stored in textures memory
bi,j Spatial filter stored in constant memory
xi Sensor coordinates stored shared memory
k ← threadIdx.x+ blockIdx.x ∗ blockDim.x Calculate k coordinate by thread index
l← blockIdx.y Calculate l coordinate by block index
1: for i = 1 to N do
2: for j = i to N do
3: mˆ = (tj [k, l] + ti[k, l]− t0)/τs Compute interpolation factor
4: if 0 ≤ m(x, z) ≤ L then
5: Iv ← texture{sˆIi,j , mˆ} Interpolation by GPU texture hardware
6: Qv ← texture{sˆQi,j , mˆ} Interpolation by GPU texture hardware
7: AI ← AI + bi,jIv
8: AQ ← AQ + bi,jQv
9: end if
10: end for
11: end for
12: A[k, l]←
√
A2I +A
2
Q
13: return A[k, l]
In Figure 5, computing times achieved for this implementation are presented. Concretely, it
can be appreciated that this strategy GPU1, where resource optimization has not been done,
achieves 0.325, 0.68 and 1.95 seconds respectively for images of 256 × 256, 512 × 512 and
1024×1024 pixels. Although it shows non-coalescing data reads and it does not maximizes the
occupancy of the multiprocessors, it produces better performance than the CPU implementa-
tion.
If the application is aimed at optimizing the resources of the GPU, the performance can be
improved. Once identified the data elements of the process, they can be arranged between
the different memory resources according to their use. Generally, this task can be approached
using different mechanisms: shared memory which is small in size but it has fast access speed
because it is on-chip; texture memory which is cached and can be used for write and read
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operations ensuring all data reads are coalesced; and constant memory which is fast but only
can be used for data read operations [23].
Attending to these memory considerations, the first implementation can be optimized in
GPU1op, where the use of texture memory to store the data matrix and the space coordinates,
and constant memory has been used to store the apodization values. Likewise, the interpolation
operation is no longer needed explicitly, because texture mechanisms provide linear interpola-
tions at no cost directly by hardware when the sample value is retrieved. All the changes are
reflected in GPU1op (see Implementation 4). As we can see in Figure 5 this data organization
improves processing time. Now, the running times are 0.18, 0.36 and 1.10 seconds respectively
for each image size.
6.2 Second implementation
However, despite the good result of the previous implementation there is another approach
which is more suitable for the GPU model. This is based on the Nikolov SAFT implemen-
tation proposed to be implemented in multiple FPGA [7]. This implementation can be easily
parallelized and optimized to GPU.
The basic principle is simple. The data which belongs to any single element (the emitter)
and all the receivers can be used for making a low resolution image (LRI). Then, combining
(adding together) the N low resolution images obtained, a high resolution image (the final
image) is obtained with fully dynamic focusing at all points in the image. Although it forces
to increase the memory needed to store the results in N times, it also solves the coalescence
problem identified in previous implementation. The process is illustrated in Figure 4.
Therefore, the parallelization strategy in GPU2, is composed of two different kernels (see
Implementation 5). The first one is responsible of creating the low resolution image for each
element. To this purpose, a thread per image pixel an array element is launched, and a three-
dimensional computational grid is defined in the kernel, with BX = d NHTBX e, BY = d
NV
TBY
e and
BZ = N blocks of TBX×TBY threads in each dimension. It is important to remark, that now we
are creating 3D blocks in that way less blocks are launched per multiprocessor what increase
performance. The block size must be equal to the number of elements in the array in order
to cover each element on emission. Each thread within a block is charged of calculating the
partial sum of each emission-reception combination.
Once all low resolution images have been computed, the second kernel is responsible to
combine all LRI images together (implementation 5). To achieve this, a second grid with BX =
d NHTBX e and BY = d
NV
TBY
e blocks of TBX × TBY is defined where each thread is responsible of
calculate the sum for a given pixel across the multiple LRI images.
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Fig. 4. Each combination of emitter and all the receivers is used to create N LRI images which
are combined to compose the final high resolution image. One thread is responsible for a pixel
and an element of the array producing a set of low resolution images which belongs to each array
element
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Implementation 5 GPU2 kernel one
sIi,j [t], sQi,j [t], x[k, l] Store in textures memory
bi,j Store in constant memory
k ← threadIdx.x+ blockIdx.x ∗ blockDim.x Calculate k coordinate by thread/block index
l← threadIdx.y + blockIdx.y ∗ blockDim.y Calculate l coordinate by thread/block index
i← threadIdx.z + blockIdx.z ∗ blockDim.z Calculate l coordinate by thread/block index
1: LRII [i, k, l] = 0, LRIQ[i, k, l] = 0 Initialization
2: for j = 1 to N do
3: mˆ = (tj [k, l] + ti[k, l]− t0)/τs Compute interpolation factor
4: if 0 ≤ m(x, z) ≤ L then
5: Iv ← texture{sˆIi,j , mˆ} Interpolation by GPU texture hardware
6: Qv ← texture{sˆQi,j , mˆ} Interpolation by GPU texture hardware
7: LRII [i, k, l]← LRII [i, k, l] + bi,jIv Store as GPU texture
8: LRIQ[i, k, l]← LRIQ[i, k, l] + bi,jQv Store as GPU texture
9: end if
10: end for
11: return LRII , LRIQ Low resolution images
Implementation 5 GPU2 kernel two
k ← threadIdx.x+ blockIdx.x ∗ blockDim.x Calculate k coordinate by thread/block index
l← threadIdx.y + blockIdx.y ∗ blockDim.y Calculate l coordinate by thread/block index
1: AI [k, l] = 0, AQ[k, l] = 0 Initialization
2: for i = 1 to N do
3: AI [k, l]← AI [k, l] + texture{LRI [i, k, l]} Read from texture memory
4: AQ[k, l]← AQ[k, l] + texture{LRQ[i, k, l]} Read from texture memory
5: end for
6: A[k, l]←√AI [k, l]2 +AQ[k, l]2
7: return A Final image
The Figure 5 show the evolution in performance for platform #3 in all the considered im-
plementations. Although the optimization of the resources can double the performance, the
most significant increase is achieved when the coalescence problem is solved. In fact, for the
last implementation the computing times are 0.028, 0.09 and 0.355 seconds for each image size.
These results, depending on the image size, are between 6 and 3 times better than previous
results.
7 PERFORMANCE EVALUATION
In order to maintain the comparative between platforms, the implementation CPU2opt and
GPU2 are considered. The time needed for generating each image at each platform is presented
in Table 1. they have been computed using an average of 16 measurements. It should be
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Fig. 5. Parallelization of TFM algorithm running on Platform #3. GPU strategies comparison for
different image sizes
mentioned that GPU times also includes the copy time from CPU RAM to GPU RAM. The
analysis of the performance of the GPGPU algorithm with NVIDIA profiler has shown that
almost the 40% of the computational cost is due to the data transfer from the acquisition
system to the GPU through the CPU.
As it can be observed, in all cases the time consumed by the GPU is less than the time
required by the CPU. If the best CPU performance (platform # 2) is compared with the best
GPU (platform # 5), GPU performance is about 9 times better than the CPU for all image sizes.
If the different combinations between GPU and CPU platforms are considered, the Table reveals
that move the beamforming process from CPU to GPU depending on the platform can improve
the performance between 1.6 to 60 times. This reveals the diversity of the platforms and the
need of a previous analysis of the hardware capabilities before to proceed to any optimization.
If frame rate is considered (Figure 6), it is noticeable that the CPU frame rates are up to 8
img/s (remember it achieves 13 for CPU3opt in #3), whereas in GPU-based systems all of them
are able to obtain rates above 12 frames per second. The platforms #3 GPU and #5 GPU can be
highlighted due to both are capable for real-time generating 35 and 65 frames per second for
images of 256 × 256. For CPU it is interesting to remark, that when platforms with the same
number of cores are used (#2 CPU and #5 CPU) changes in the SSE instructions provide a more
efficient improvements (Ivy vs Sandy Intel architectures). This fact is more noticeable when the
size of the images increases.
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TABLE 5
Computing times in x64 OS measured in seconds
Platform 256 × 256 512 × 512 1024 × 1024
#1
CPU 0.29 1.02 3.94
GPU 0.072 0.23 0.851
#2
CPU 0,13 0,37 1,35
GPU 0.046 0.133 0.479
#3
CPU 0.45 2.25 5.95
GPU 0.028 0.09 0.355
#4
CPU 0.49 2.35 5.99
GPU 0.042 0.103 0.420
#5
CPU 0.15 0.51 1.72
GPU 0.015 0.038 0.14
Fig. 6. Frame-rate in GPU an CPU
8 CONCLUSIONS AND FUTURE WORK
This work has been focused on evaluating whether the CPU/GPU technology is mature for
the implementation of a generic/scalable TFM imaging system in real-time. Thus, a parallel
beamformer design and a performance evaluation is carried out in both architectures. Differ-
ences in the parallelization process between both platforms have been shown. Rather than in
the computational process itself, the optimization of the basic algorithm has shown that the
bottlenecks are mainly produced by data transference and the memory used. In particular,
memory access has been identified as the main problem in both implementations.
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The results are encouraging because they show that conventional hardware is able to execute
high computational demand signal processing algorithms in order to compose high quality
ultrasonic image in real time. This result shows that the acquisition system could be simplified
avoiding the implementation of complex signal processing systems. In fact, the results for
GPGPU show that in the same conditions the GPU is able to obtain grater frames rates than
those obtained with an FPGA. For the most powerful GPU boards, depending on the considered
application, frame rate could also be several times higher than the acquisition rate.
In our opinion, the developed model for the GPU is better than the multicore CPU because
it provides a more accurate control of the resources. We also believe that the use of CUDA and
the special libraries provided by the manufactures help to increase the performance. In this
sense the performance of #3 (Fermi 256 cores), similar to the boards cited in the literature if
not worse, is able to improve the performance in 4 times over other published solutions for a
256 × 256 image. In addition, it is interesting to remark that our best result in CPU is better
than some of the results that have been found in the literature for GPU.
These results show that the development of systems oriented to FMC acquisition is interesting
and possible, even for real time applications. This fact, in the signal processing field, allows
to develop new real time algorithms based on the FMC to improve the quality of ultrasonic
imaging.
ACKNOWLEDGMENTS
This work has been supported by the Spanish Government under projects DPI2010-19376 and
FIS2013-46829R.
REFERENCES
[1] T. L. Szabo, Diagnostic Ultrasound Imaging. Elsevier, 2004.
[2] F. Zhang, A. Bilas, A. Dhanantwari, K. N. Plataniotis, R. Abiprojo, and S. Stergiopoulos, “Parallelization and
Performance of 3D Ultrasound Imaging Beamforming Algorithms on Modern Clusters,” in Proceedings of the 16th
international conference on Supercomputing, 2002, pp. 294–304.
[3] C.-I. C. Nilsen and I. Hafizovic, “Digital beamforming using a GPU,” in IEEE International Conference on Acoustics,
Speech and Signal Processing. Ieee, Apr. 2009, pp. 609–612.
[4] H. K. H. So, J. Chen, B. Y. S. Yiu, and A. C. H. Yu, “Medical Ultrasound Imaging: To GPU or not to GPU,” IEEE
Micro, vol. 31, no. 5, pp. 54–65, 2011.
[5] C. Holmes, Bruce W. Drinkwater, and P. D. Wilcox, “Post-processing of the full matrix of ultrasonic transmitreceive
array data for non-destructive evaluation,” NDT & E International, vol. 38, no. 8, pp. 701–711, Dec. 2005.
[6] “Gekko: Advanced phased-array ut by m2m.” [Online]. Available: http://www.m2m-ndt.com/products/Gekko
features.htm
[7] S. I. Nikolov, “Synthetic aperture tissue and flow ultrasound imaging,” Ph.D. dissertation, Technical University
of Denmark, 2001.
DRAFT
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
3.2 ANALYSIS OF PARALLEL COMPUTING STRATEGIES TO ACCELERATE ULTRASOUND IMAGING
PROCESSES 99
IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. X, NO. X, JULY 2015 22
[8] M. Birk, A. Guth, M. Zapf, M. Balzer, N. Ruiter, M. Hu¨bner, and J. Becker, “Acceleration of image reconstruction
in 3D ultrasound computer tomography: An evaluation of CPU, GPU and FPGA computing,” in Conference on
Design and Architectures for Signal and Image Processing (DASIP), Tampere, 2011, pp. 1–8.
[9] J. r. A. Jensen and S. I. Nikolov, “Fast simulation of ultrasound images,” 2000 IEEE Ultrasonics Symposium.
Proceedings. An International Symposium (Cat. No.00CH37121), vol. 2, pp. 1721–1724, 2000.
[10] J. Kortbek, S. I. Nikolov, and J. r. A. Jensen, “Effective and versatile software beamformation toolbox Jacob,” in
Medical Imaging 2007: Ultrasonic Imaging and Signal Processing, S. Y. Emelianov and S. A. McAleavey, Eds., Mar.
2007.
[11] J. M. Hansen, M. C. Hemmsen, and J. r. A. Jensen, “An object-oriented multi-threaded software beamformation
toolbox,” in SPIE Medical Imaging: Ultrasonic Imaging, Tomography, and Therapy, J. D’hooge and M. M. Doyley, Eds.,
Mar. 2011, pp. 79 680Y–79 680Y–9.
[12] C. J. Martı´n-Arguedas, “Te´cnicas de apertura sinte´tica para la generacio´n de imagen ultraso´nica,” Ph.D.
dissertation, Universidad de Alcala´, 2010.
[13] D. Romero-Laorden, O. Martı´nez-Graullera, C. J. Martı´n-Arguedas, R. Tokio Higuti, and A. Octavio, “Using GPUs
for beamforming acceleration on SAFT imaging,” in IEEE International Ultrasonics Symposium. Rome, Italy: IEEE,
2009, pp. 1334–1337.
[14] D. Romero-Laorden, O. Martı´nez-Graullera, C. J. Martı´n-Arguedas, M. Pe´rez-Lopez, and L. Go´mez-Ullate,
“Paralelizacio´n de los procesos de conformacio´n de haz para la implementacio´n del Total Focusing Method,”
in 12 Congreso Espan˜ol de END, Valencia, 2011.
[15] J. M. Hansen, D. Schaa, and J. r. A. Jensen, “Synthetic Aperture Beamformation using the GPU,” in IEEE
International Ultrasonics Symposium, Orlando, Florida, 2011.
[16] J. Asen, J. Buskenes, C.-I. C. Nilsen, A. Austeng, and S. Holm, “Implementing capon beamforming on a GPU for
real-time cardiac ultrasound imaging.” IEEE Transactions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 61,
no. 1, pp. 76–85, Jan. 2014.
[17] G. Rougeron, J. Lambert, E. Iakovleva, L. Lacassagne, and N. Dominguez, “Implementation of a GPU Accelerated
Total Focusing Reconstruction Method within CIVA Software,” 40th Annual Review of Progress in Quantitative
Nondestructive Evaluation, vol. 1581, no. 1, pp. 1983–1990, 2013.
[18] M. Sutcliffe, M. Weston, B. Dutton, P. Charlton, and K. Donne, “Real-time full matrix capture for ultrasonic non-
destructive testing with acceleration of post-processing through graphic hardware,” NDT & E International, vol. 51,
pp. 16–23, 2012.
[19] A. V. Oppenheim, W. R. Schafer, R. W. Schafer, and J. R. Buck, Discrete-Time Signal Processing, 2nd ed. Upper
Saddle River, New Jersey: Prentice-Hall, 1989, vol. 23, no. 2.
[20] C. Holmes, B. W. Drinkwater, and P. D. Wilcox, “Advanced post-processing for scanned ultrasonic arrays:
application to defect detection and classification in non-destructive evaluation,” Ultrasonics, vol. 48, no. 6-7, pp.
636–42, Nov. 2008.
[21] A. J. Hunter, B. W. Drinkwater, and P. D. Wilcox, “The wavenumber algorithm for full-matrix imaging using an
ultrasonic array.” IEEE Transactions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 55, no. 11, pp. 2450–62,
Nov. 2008.
[22] J. Camacho, O. Martinez, M. Parrilla, R. Mateos, and C. Fritsch, “A strict-time distributed architecture for digital
beamforming of ultrasound signals,” in Intelligent Signal Processing, 2007. WISP 2007. IEEE International Symposium
on, Oct 2007, pp. 1–6.
[23] NVIDIA, CUDA C Programming Guide 6.0, 2014, no. February 2014. [Online]. Available: www.nvidia.com
[24] “Fftw website.” [Online]. Available: www.fftw.org
[25] “Intel intrinsics guide - sse instructions.” [Online]. Available: https://software.intel.com/sites/landingpage/
IntrinsicsGuide/
DRAFT
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
100
RELATED PUBLICATIONS ASSOCIATED TO SECTION 1.4.2: PARALLELIZATION OF BEAMFORMING
METHODS
IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. X, NO. X, JULY 2015 23
PLACE
PHOTO
HERE
David Romero-Laorden was born in Talavera de la Reina, Toledo, Spain, in 1984. He received
the M.S. degree in computer science from the Complutense University of Madrid, Spain, in 2008.
He is currently pursuing a Ph.D. degree at the Instituto de Tecnologias Fisicas y de la Informacion
of the Spanish National Research Council (ITEFI-CSIC), Madrid, Spain. His research interests
include ultrasonic imaging systems, synthetic aperture systems, digital signal processing and
parallel programming on heterogeneous architectures.
PLACE
PHOTO
HERE
Javier Villazon-Terrazas was born in Cochabamaba (Bolivia). He belongs to Ultrasonic Evalu-
ation Group of the Applied Acoustic and Nondestructive Evaluation Department of the Spanish
National Research Council (CSIC). He graduated with honours in Electronic Engineering from
Universidad Del Valle Bolivia in 2002. He is currently a PhD. Student in the Signal, System and
Radio communications Department at Universidad Politcnica de Madrid. His research activities
include Evolutionary Algorithms, Acoustic Field, Ultrasonic Array design and Computer Science.
PLACE
PHOTO
HERE
Oscar Martı´nez-Graullera was born in Valencia, Spain. He received the Telecommunication
Engineer degree in 1995 from the Polytechnic University of Valencia, and his Ph.D. degree from
the Polytechnic University of Madrid in 2000. Since 2004, he is working at the Spanish National
Research Council (CSIC, Madrid) as a Tenured Scientist. He is involved with ultrasonic imaging,
ultrasonic arrays, digital signal processing, and real-time architectures.
PLACE
PHOTO
HERE
Alberto Iban˜ez-Rodriguez was born in Benavente, Zamora (Spain). In 1984 he becomes Degree
in Physics from the University of Valladolid in the field of Electronics and then Ph.D. in Electronics
from the Complutense University of Madrid (Spain). Since 1984, he is working at the Spanish Na-
tional Research Council (CSIC, Madrid) as a Tenured Scientist. His reseach interests are centered
in the area of integration of sensors, real-time systems, signal processing and its applications in
nondestructive evaluation.
DRAFT
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
3.2 ANALYSIS OF PARALLEL COMPUTING STRATEGIES TO ACCELERATE ULTRASOUND IMAGING
PROCESSES 101
IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. X, NO. X, JULY 2015 24
PLACE
PHOTO
HERE
Montserrat Parrilla Romero was born in Ciudad Real, Spain. She obtained the Universidad
Politcnica de Madrid B. Tech. and M.S. degrees in information technology in 1990 and 1992,
respectively. She has also received a degree in computing from the same university. She ob-
tained a Ph.D. degree in computer science from the Departmento de Arquitectura y Tecnologa de
Sistemas Informticos (Computer Architecture and Information Technology Department) in 2004
from the same university. Her research interests include 2-D and 3-D real-time ultrasonic imag-
ing for clinical and industrial applications and automatic defect detection and characterization in
ultrasonic nondestructive testing applications.
PLACE
PHOTO
HERE
Matilde Santos Pen˜as was born in Madrid, Spain. She received her B.Sc. and M.Sc. degrees
in Physics (Computer Engineering) and her Ph.D in Physics in 1994, from the University Com-
plutense of Madrid (UCM). Since 1986 she has been with the Department of Computer Archi-
tecture and Systems Engineering at the UCM, where she currently is a Full Professor in System
Engineering and Automatic Control. Her major research interests are: Intelligent Control, Signal
Processing, Modelling and Simulation.
DRAFT
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
102
RELATED PUBLICATIONS ASSOCIATED TO SECTION 1.4.2: PARALLELIZATION OF BEAMFORMING
METHODS
3.3 CHEETAH: A LIBRARY FOR PARALLEL ULTRASOUND BEAMFORMING IN MULTI-CORE SYSTEMS103
3.3 Cheetah: A library for parallel ultrasound beamforming in
multi-core systems
Journal of Applied Mathematics and Physics, 2015, 3, 1056-1061 
Published Online August 2015 in SciRes. http://www.scirp.org/journal/jamp 
http://dx.doi.org/10.4236/jamp.2015.38131  
How to cite this paper: Romero-Laorden, D., Martín-Arguedas, C.J., Villazón-Terrazas, J., Martinez-Graullera, O., Peñas, 
M.S., Gutierrez-Fernandez, C. and Martín, A.J. (2015) Cheetah: A Library for Parallel Ultrasound Beamforming in Multi-Core 
Systems. Journal of Applied Mathematics and Physics, 3, 1056-1061. http://dx.doi.org/10.4236/jamp.2015.38131  
 
 
Cheetah: A Library for Parallel Ultrasound 
Beamforming in Multi-Core Systems 
David Romero-Laorden1, Carlos Julián Martín-Arguedas2, Javier Villazón-Terrazas1,  
Oscar Martinez-Graullera1, Matilde Santos Peñas3, César Gutierrez-Fernandez2,  
Ana Jiménez Martín2 
1ITEFI, Spanish National Research Council, Madrid, Spain  
2Department of Electronics, University of Alcalá, Alcalá de Henares, Spain  
3Department of Computer Architecture and Automation, Complutense University of Madrid, Madrid, Spain 
Email: cj.martin@uah.es  
 
Received 15 August 2015; accepted 19 August 2015; published 26 August 2015 
 
 
 
Abstract 
Developing new imaging methods needs to establish some proofs of concept before implementing 
them on real-time scenarios. Nowadays, the high computational power reached by multi-core 
CPUs and GPUs have driven the development of software-based beamformers. Taking this into ac-
count, a library for the fast generation of ultrasound images is presented. It is based on Synthetic 
Aperture Imaging Techniques (SAFT) and it is fast because of the use of parallel computing tech-
niques. Any kind of transducers as well as SAFT techniques can be defined although it includes 
some pre-built SAFT methods like 2R-SAFT and TFM. Furthermore, 2D and 3D imaging (slice- 
based or full volume computation) is supported along with the ability to generate both rectangu-
lar and angular images. For interpolation, linear and polynomial schemes can be chosen. The ver-
satility of the library is ensured by interfacing it to Matlab, Python and any programming language 
over different operating systems. On a standard PC equipped with a single NVIDIA Quadro 4000 
(256 cores), the library is able to calculate 262,144 pixels in ≈105 ms using a linear transducer 
with 64 elements, and 2,097,152 voxels in ≈ 5 seconds using a matrix transducer with 121 ele-
ments when TFM is applied. 
 
Keywords 
GPGPU, Ultrasound Image, Beamforming, Array Transducer 
 
 
1. Introduction 
During recent years, computing industry has opened a way to parallel computing. First, dual-core processors 
(CPUs) were introduced in personal systems at the beginning of 2005, and it is currently common to find them 
in laptops as well as 8 and 16-core workstation computers, which means that parallel computing is not relegated 
to big supercomputers. On the other hand, Graphics Processor Units (GPUs), as their name suggests, came about 
as accelerators for graphics applications, predominantly those using the OpenGL and DirectX programming in-
terfaces. Although originally they were pure fixed-function devices, the demand for real-time and 3D graphics 
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made them evolve into small computational units, multithreaded processors with extremely high computational 
power and very high memory bandwidth that are now available to anyone with a standard PC or laptop. 
Since 2006 GPUs can be programmed directly in C/C++ using CUDA or OpenCL [1], allowing each and 
every arithmetic logic unit on the chip to be used by programs intended for general-purpose computations 
(GPGPU). A CUDA program consists of one or more stages that are executed on either the host (CPU) and a 
NVIDIA GPU. The stages that exhibit little or no data parallelism are implemented in CPU code whereas those 
that exhibit rich amount of data parallelism are implemented in the GPU code. These parallel functions are 
called kernels, and typically generate a large number of threads to exploit data parallelism 
From an architectural analysis viewpoint, beamforming techniques are pretty interesting in particular because 
they can be seen as a data parallel process, making possible its implementation on machines with diverse com-
putational and I/O capabilities. Some previous works as [2] show toolboxes for beamforming computation over 
CPUs and multi-core CPUs obtaining very good timing results. Our research group has been working on GPUs 
applied for field modeling acceleration [3] [4] as well as for fast beamforming [5]-[7] achieving speed ups of 
150× over conventional CPU beamforming. Nowadays, GPU beamformers are a reality and there are lot of re-
search groups working on solutions for NDT and medical applications [8]. 
The aim of this work is to present CHEETAH, a fast ultrasonic imaging library to assist on fast development 
of new ultrasound beamforming strategies (currently, only SAFT methods are supported) making possible to 
generate 2D and 3D images on a standard PC or laptop in just few milliseconds. The input data can originate 
from either a simulation program or from an experimental setup. The library is composed by several routines 
written in CUDA for fast execution, thus a NVIDIA© GPU is required at the present time. Nowadays, the 1.0 
version (Windows and Linux OS) will be soon available. 
2. CHEETAH Core Features 
CHEETAH has been designed as a free multi-platform library written in C++ and CUDA which can handle 
multitude of focusing methods, interpolation schemes and apodizations, to generate images from real RF signals 
obtained from any application and any acquisition process. The main features currently supported are: 
 Custom transducers. Commands for defining linear and matrix arrays are given. Likewise, arbitrary geo-
metry transducers such as sparse arrays can be also specified. Thereby different transducers can be used de-
pending of the concrete application. 
 Custom SAFT techniques. Commands for easily defining specific SAFT sequences of emission/reception 
are given. Anyway, the library comes with some predefined techniques, like 2R-SAFT [6], and TFM [9]. 
 2D/3D imaging. Commands for composing bidimensional and volumetric images (also C-Scan images) are 
given what makes possible to span a wide range of applications. 
 Coherence factor. Commands for the application of coherence factors are given [10]. 
 Matlab©/Python bindings. As the library is written in C++ and CUDA, its functionality is available in 
Windows or Linux OS. Likewise, we have developed specific bindings to connect it to Matlab© what allows 
to reuse existing code or utilize specific toolbox functionalities. 
3. TFM Design on Cheetah Library 
In this section, TFM method has been chosen as the case of study to analyze the main implementation aspects of 
the beamforming algorithm on the library. 
3.1. TFM Imaging Principles 
Synthetic Aperture Focusing Techniques (SAFT) are based on the sequential activation of the array elements in 
emission and reception, and the separate acquisition of all the signals involved in the process. Then, a beam-
forming algorithm is applied to focus the image dynamically in emission and reception obtaining the maximum 
quality at each image point. One of the most common beamforming methods is Total Focusing Method (TFM) 
[9] [11] and it is based on Full Matrix Array (FMA), which is the complete data matrix X(t) created by any 
transmitter-receiver combination: 
{ },( ) ( ) | 1 ( , )tx rxt X t tx rx N= ∀ ≤ ≤X                                   (1) 
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where Xtx,rx(t) is the corresponding signal to tx transmitter and rx receiver, and N is the number of array elements. 
For ease the envelope computation, acquired signals are decomposed into their analytic signals form (in-phase I 
and quadrature components Q) applying the Hilbert Transform being now expressed as: 
( ) ( ) ( )t t j t= +X I Q                                          (2) 
According to the Hilbert transformation applied in Equation (2), a complex data matrix has been created. 
Then, for the case of a 2D scenario 2 a Delay-and-Sum (DAS) beamforming process is used to calculate two 
images in the following way: 
( ),
1 1
( , ) ( , )
i k
N N
I tx rx
i k
A x z I D x z
= =
= ∑∑                                   (3) 
( ),
1 1
( , ) ( , )
i k
N N
Q tx rx
i k
A x z Q D x z
= =
= ∑∑                                   (4) 
where AI(x, z) and AQ(x, z) are the in-phase and quadrature images respectively, and D(x, z) is the delay corres-
ponding to the focus point (xfp, zfp) in the space which is calculated as follows: 
2 2 2 2( ) ( )
( , ) fp tx fp fp rx fp
x x z x x z
D x z
c
− + + − +
=                             (5) 
being xtx and xrx the coordinates of the transducer elements tx and rx, respectively. Over this general scheme it is 
possible to introduce any type of apodizations. 
2 2
I QA A A= +                                         (6) 
Finally, the envelope is calculated according to the equation6 to obtain the final image. 
3.2. Parallel GPU Implementation 
The background behind CHEETAH library comes from the knowledge that our group has on beamforming ac-
celeration using GPUs [5]-[7]. Nevertheless, it has been considered to briefly review the main concepts involved 
in the parallel implementation of the TFM process on the library. 
During the processing the input raw data and the output image pixels are stored as single-precision floating- 
point numbers (4 bytes). We have also used fast intrinsic math routines which provide better performance at the 
price of IEEE compliance (the precision is slightly reduced). In our case, this causes a minimal numerical dif-
ference who has little influence on the final output ultrasound image quality. 
Designed parallel strategies perfectly fit the SIMD (Single Instruction Multiple Data) model of GPU archi-
tecture [1]. The general parallelization scheme can be resumed as Figure 1 suggests: 
a) The process starts when the Full Matrix Array X(t) defined in Equation (1) is transferred from CPU memo-
ry to GPU global memory via PCI Express bus. 
b) According to Equation (2) the Hilbert Transform is applied to every signal using CUFFT libraries [1]. The 
parallelism strategy is signal-oriented which properly splits the algorithm and computes the FFT of the data. 
This means that NxN threads work concurrently. The result of these operations is a complex data matrix I(t) and 
Q(t) which is stored in GPU texture memory. 
c) DAS kernel is applied to the complex data matrix to calculate N low resolution images (LRII and LRIQ) 
each one corresponding to an emitter-all receivers [8] as Equations (3) and (4) suggest. The parallelization is 
performed launching as many threads as image pixels what, supposing image dimensions of SX × SZ, means N × 
SX × SZ threads. Several optimizations (reuse computed values, symmetries, shared/constant memories [7]) have 
been used to maximize performance. The focusing delay is calculated on-the-fly and it is indexed in the I(t) and 
Q(t) complex signals interpolating real and imaginary parts. Finally, the complex samples are multiplied by the 
corresponding apodization gains and added together to beamform each of the images. 
d) A new kernel is defined to calculate the final AI and AQ images performing the sum of the (LRII and LRIQ) 
images respectively. Once the final values for both images are computed, the envelope calculation is carried out. 
This strategy follows a pixel-oriented parallelism launching SX × SZ threads. 
We must mention that, this scheme has been further optimized for those SAFT strategies based on the coarray  
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Figure 1. Parallel scheme for beamforming acceleration. 
 
model and their particular characteristics as well as for 2D and 3Dimaging, in order to squeeze the maximum 
performance and speed [6] [7]. 
4. Library Performance Evaluation 
To evaluate the performance of the library we have chosen two experimental scenarios, a Multi-Tissue ultra-
sound phantom (040 GSE model by CIRS Inc. company) to evaluate the 2D-imaging; and a methacrylate piece 
with five drills for 3D imaging.TFM has been chosen as the beamforming method for both cases. Details are 
given in Table 1. 
As a 2D imaging example, we use a linear 64 elements transducer which results in a FMA matrix of 4096 
signals. The result of the processing is shown in Figure 2(a). 
In Table 2 and Table 3 computing times can be observed for several CPUs (testing in mono-core and multi- 
core). Respect to GPUs, they are equipped with different number of cores. 
Given that a standard PC cannot use a NVIDIA Tesla, we underline the results of NVIDIA Quadro 4000, 
which has 256 cores and 2 GB RAM and took around 105 ms for an image of 512 × 512 pixels, as well as, the 
results of the NVIDA QuadroK5000, which took less than 50 ms. 
As a 3D imaging example we use a matrix array of 11 × 11 elements. 3D-TFM method has been applied, us-
ing an FMA of 14,641 signals and the same GPUs to generate a volume of 128 × 128 × 128 pixels which is 
shown in Figure 2(b). The results of the imaging generation took less than 5 seconds in the NVIDA Quadro 
4000, and less than 2 seconds in the NVIDA Quadro K5000, more details are described in Table 4. 
5. Conclusions and Future Work 
A fast and versatile library for the generation of ultrasound images has been created which exploits GPU tech-
nology to implement the beamformer via software. We have made a detailed description of the library features 
and it has been quantified the benefits of using the GPU as a processing tool. So by using a simple graphics card 
equipped with NVIDIA CUDA technology now is possible to accelerate the development of new imaging tech-
niques. 
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(a)                                                     (b) 
Figure 2. (a) TFM image from Multi-Tissue ultrasound phantom; (b) Volumetric image from 5 drills using 3D- 
TFM method. 
 
Table 1. Beamformation scenarios tested for 2D and 3D imaging. 
Parameters 
Image 
2D Imaging 3D Imaging 
Scenario Multi-Tissue Phantom Methacrylate piece 
Medium velocity 1540 [m/s] 2690 [m\s] 
Array size 64 elements 121 elements 
Array pitch 0.28 [mm] 1.0 [mm] both directions 
Imaging frequency 2.6 [MHz] 3.16 [MHz] 
Sample frequency 40 [MHz] 40 [MHz] 
 
Table 2. Performance of CPU-based TFM algorithm. 
CPU processor RAM # Cores TFM time [seg] 
Intel Core 2 Quad Q9450 4 GB 1 4 
24.13 
6.96 
Intel Core i7 3632Q M 8 GB 1 8 
6.91 
2.08 
Intel Xeon E51650 30 GB 
1 
4 
8 
12 
6.84 
2.23 
1.80 
1.64 
 
Table 3. Performance of GPU-based TFM algorithm using CHEETAH. 
NVIDIA GPU RAM # Cores TFM time [mseg] 
GeForce 540 M 1 GB 96 265.57 
GeForce 9800 GTX+ 512 MB 128 215.01 
GeForce 635 M 1 GB 144 239.27 
Quadro 4000 2 GB 256 105.07 
Quadro K2000 2 GB 384 119.23 
Quadro K5000 6 GB 1536 45.11 
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Table 4. Performance of GPU-based TFM-3D algorithm using CHEETAH.  
NVIDIA GPU RAM # Cores TFM time [mseg] 
GeForce 540 M 1 GB 96 7972.70 
GeForce 9800 GTX+ 512 MB 128 7056.01 
GeForce 635 M 1 GB 144 7587.25 
Quadro 4000 2 GB 256 4874.28 
Quadro K2000 2 GB 384 6697.05 
Quadro K5000 6 GB 1536 1929.13 
 
We are currently working on the implementation of more beamforming algorithms (e.g. adaptative beam-
forming and PA), on supporting CPU capabilities for parallel computing (OpenACC, OpenMP, MPI) and multi- 
GPU processing and on improving the overall performance. We are open to receive collaboration/feedback of 
any group that will be interested in using our library in their own research. 
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4.1 Introduction
The development of beamforming techniques in GPU is opening two new research fields for ultrasonic
imaging. On one hand, the ability to implement in real-time more advanced processing techniques
and complex beamforming (Capon [1], phase coherence imaging [12], etc) which are opening new
applications and their implementation in real scenarios. On the other hand, a new type of imaging
techniques is emerging based on what it has been named as Ultrafast Imaging. Its aim is to reach
1000 images/second and it is expected to be the basis of new type of applications especially in
the biomedical field (ultrasound-based screening, diagnosis, and therapeutic monitoring). Thus, the
work of Tanter [31], [146] makes a detailed analysis of these techniques basing their work on the
plane-wave imaging and plane-wave compounding, while other studies are based on conventional
techniques as Jensen [53], [102], [105] and Lockwood [39], [85].
This chapter is focused in resolve three key problems: MRC signals reduction and the speed-up
in image generation process extending the parallel beamforming scheme applied in TFM + FMC, as
explained in Paper 4.2; a new technique for synthetic aperture called FAST-SAFT which is based on
the coarray model and uses a single element in emission and a set of subapertures in reception in
order to reduce the acquisition time to at least in Nk firings presented in Paper 4.3; and the improve-
ment of dynamic range described in Book Chapter 4.4, a solution based on Golay pulse encoding
with its integration in the FAST-SAFT imaging architecture.
4.1.1 Related publications
Apart from the full-text publications included in this chapter, in this section it is summarized all the
contributions to this research topic published in journals and conference proceedings.
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Abstract—SAFT techniques are based on the sequential
activation, in emission and reception, of the array elements and
the post-processing of all the received signals to compose the
image. Thus, the image generation can be divided into two stages:
(1) the excitation and acquisition stage, where the signals received
by each element or group of elements are stored; and (2) the
beamforming stage, where the signals are combined together
to obtain the image pixels. The use of Graphics Processing
Units (GPUs), which are programmable devices with a high
level of parallelism, can accelerate the computations of the
beamforming process, that usually includes different functions
such as dynamic focusing, band-pass filtering, spatial filtering or
envelope detection. This work shows that using GPU technology
can accelerate, in more than one order of magnitude with respect
to CPU implementations, the beamforming and post-processing
algorithms in SAFT imaging.
I. INTRODUCTION
The use of synthetic aperture techniques (SAFT) to
reduce the volume and complexity of the imaging systems
has been a topic profusely studied in several application
areas, such as radar [1], sonar [2] or ultrasonic imaging [3],
[4]. These techniques are based on sequentially activating,
one by one, the array elements in emission-reception. Once
all signals have been stored, they are combined together to
obtain the image pixels [5]. The complexity of the algorithms
and the high number of signals and image points involved,
justify that the processing stage can result too slow when a
typical PC-based system is used.
In last years, one of the dominant trends in
microprocessor architectures has been the continuous
increment of the chip–level parallelism. Multicore CPUs
providing 2–4 scalar cores are now commonplace, and there
is no doubt that the trend towards increasing the parallelism
will continue on “manycore” chips. However, Graphics
Processor Units (GPUs) have been at the leading edge of
this drive towards increased chip–level parallelism, and
nowadays they mainly are manycore processors. As their
name implies, GPUs came about as accelerators for graphic
applications, predominantly those using the OpenGL and
DirectX programming interfaces. Due to the tremendous
parallelism inherent in graphics, GPUs are massively parallel
machines. Although originally they were pure fixed-function
devices, the demand for real time and 3D graphics made
them to evolve into increasingly flexible highly parallel,
multithreaded, manycore processors with extremely high
computational power and very high memory bandwidth. In
fact, the current NVIDIA GPUs contain up to 240 scalar
processing elements per chip [6] and, in contrast to earlier
generations of GPUs, they can be programmed directly in C
using CUDA [7], [8].
CUDA (Compute Unified Device Arquitecture) is an API
(Application Programming Interface) where an application is
organized into a sequential host program that may execute
parallel programs, referred as kernels, on a parallel device.
It provides to the developers the means to execute parallel
programs on the GPU.
In this paper it is presented an approach to beamform-
ing acceleration using GPGPU techniques. The GPU is able
to support several thousands of concurrent threads, being
necessary to maximize the parallelism to obtain an efficient
algorithm on this kind of architectures. This solution is a good
compromise between price and performance for ultrasonic
imaging.
II. SYSTEM OVERVIEW
The proposed hardware/software solution for real time
SAFT imaging system consists mainly of two subsystems, as
it is shown in figure 1.
A) The first subsystem, dedicated to the excitation and the
data acquisition, is schematically represented on the
left side of figure 1. Essentially, it requires a reduced
hardware: multiplexer, pulser, analog/digital converters,
FPGA and memory components. The pulser excitation,
multiplexer control, acquisition of the signals and pre-
processing are some of the actions that take place in this
part. The acquisition strategy is based on the coarray
tool, concretely in the 2R-SAFT method [9], which
requires only one emission channel and two parallel
receiving channels. This technique is explained in detail
in the section III. All the received signals are stored and
then they are transferred to the host by means of a USB
connector.
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Figure 1: Proposed hardware/software solution: (left) UT SYSTEM 2R-SAFT and (right) CUDA-ENABLED PC
B) The second subsystem, which is shown in the right side
of figure 1, is centered in the image generation. It makes
use of the great parallel potential of a GPU in order to
develop the beamforming, post-processing and display
stages. These are computationally expensive algorithms
which require a high capacity of processing.
III. COARRAY SAFT: ACQUISITION
The coarray is a mathematical tool used to study the
beam pattern generated by pulse-echo systems. Basically, it
is the virtual aperture of a system that produces, in one way,
the same beam pattern than the original system working on
emission and reception.
Suppose a linear array with N elements, being an the
complex weights of the transducers. In far-field, and assuming
very narrow band signals, the radiation pattern could be written
f(u) =
N−1∑
n=0
ane
jkxnu =
N−1∑
n=0
ane
jkndu =
N−1∑
n=0
an(e
jkdu)n
where u = sin(θ), and θ is the angle measured from the
perpendicular to the array. Substituting ejkdu by the complex
variable z, the radiation pattern can be expressed as a polyno-
mial, that corresponds with the Z-Transform of the sequence
an. Thus, considering a pulse-echo system, the complex ra-
diation pattern will be the product of two polynomials with
degree N − 1.
ftotal(z) = Z{cn} =
2N−2∑
n=0
cnz
n =
N−1∑
n=0
anz
n .
N−1∑
n=0
bnz
n
where an and bn are the gains applied to the transducers
in emission and reception, and cn is the coarray (Z{cn}
represents the Z-Transform of the sequence cn). Thus, the
radiation pattern of the system in continous wave is directly
the DFT of the coarray [10].
In synthetic aperture systems, each scanned image is
obtained after several firing sequences of the elements as
it shown in Figure 2. According to this, the coarray may
be expressed like a sum of several sub-coarrays, each one
obtained as the convolution of two sub-apertures that represent
the weights of the active elements used to emit and receive
the signals each time.
Figure 2: Firing sequences of the elements in 2R-SAFT
The 2R-SAFT method [9] has some advantages that
are particularly useful to the aims of the present work. With
this configuration, 2N − 1 signals are received, which are
associated, one by one, to every virtual element of the coarray,
producing thus a dense coarray of 2N-1 elements as it is
observed in figure 3. As a consecuence, 2R-SAFT reduces the
hardware cost (only one channel in emission and two channels
in reception are needed) and generates a complete coarray,
allowing to obtain images with good performance, high lateral
resolution and grating lobes free [9].
Figure 3: Coarray synthesized by 2R-SAFT
IV. GPU BEAMFORMING
Shifting an algorithm from CPU to be executed in
GPU is not an easy task. Functions that are executed many
times independently on different data are prime candidates.
Essentially, the algorithms used in beamforming usually imply
the operation with a big volume of signals to calculate diverse
results in a repetitive way and, therefore, they are good
candidates for GPU computation. The major problem of the
GPU computing is to find the best strategy to parallelize the
algorithms, in order to obtain the maximum benefit.
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Figure 4: Schemes of the strategy followed: (1) One thread
per signal, (2) One thread per image pixel, (3) One thread per
image line, (4) Display using OpenGL
In the present work we have designed a specific
solution for every different stage of the algorithm, in order
to maximize GPUs efficiency. To understand the problem in
detail we analyze the strategy followed, which is schematically
presented in Figure 4. These are the computation steps on
GPU:
¬ On the first step, a pass band filter is applied to all
the signals received in the acquisition stage. This step
is fundamentally beneficial to remove the different off-
sets introduced by the capture stage and to reduce the
noise. In this case, the strategy of parallelism consists on
launch one thread of execution on GPU (drawn as wavy
arrows in figure 4) per store signal, applying the filtering
in parallel.
­ The second step is focused on the beamforming algorithm
to generate the image. In this case, the parallelization have
been carried out launching a thread per image pixel. This
thread calculates the corresponding value for this point
of the image, allowing a very good parallelization and
getting the result very fast. The beamforming stage is
composed of several sub-steps:
a) Calculate the focusing times. Here, dynamic focus-
ing on emission and reception are applied.
b) Image composition. An interpolation function is
applied to calculate the value of the pixel, being able
to choose between linear or polynomic interpolation
with no differences in computational cost between
both options. After that, several spatial filters can be
applied, such as blackman-harris, triangular, ham-
ming or boxcar apodizations.
® Later on, the Hilbert Transform is applied to every line
of the image, in order to detect the envelope, launching
one thread per image line and using very fast optimized
algorithms (GPU FFTs provided by a NVIDIA library).
¯ Finally, the generated image is displayed directly using
the OpenGL libraries, which provides specific function-
ality for graphics representation.
Due to the notable differences between CPU and GPU ar-
chitectures, it is necessary to do some considerations about
the GPU computing. It is important to emphasize that the
memory transactions between CPU and GPU are pretty slow
and they must be minimized as much as possible in order
to improve the general performance. Furthermore, the device
memory is limited so, in most cases, it could be necessary
to reduce the volume of data to be processed in parallel. The
reading time from global device memory is very slow so it is
recommendable to use some other mechanisms, such as the
texture memory or the shared memory. Finally, it is necessary
to simplify the thread operations, in order to homogenize the
execution time of the threads and to limit the write access
to GPU memory. Unfortunately, the direct implementation on
GPU of the algorithms originally designed by CPU usually is
not the best option.
V. RESULTS
To test our parallel algorithms a NVIDIA GeForce
GTX 295 graphic card has been used. This card has 2
GPUs inside but, at the moment, only one of them has been
employed. There are 240 cores per GPU with 1GB of global
memory. It has been installed in a computer with a four-core
2.66 GHz Intel Q9450 processor and 4GB of RAM. An
evaluation about the times measured on GPU in the image
reconstruction stage was made using simple floating precision.
Table I shows the times obtained using the GPU. The
differences between the diverse image sizes are evident
because of a mayor use of GPU resources. The first row
shows the acquisition time plus the transmission time of 255
signals with 1000 samples through a bus of 26MB/s. In the
second row, the pass-band filter presents a homogenous time
in all the cases because it is applied to the same amount
of signals. By contrast, in the beamforming step, which is
the kernel of the image reconstruction stage (third row), a
high increment of the computing time is appreciated as the
image size grows up. The envelope detection makes use of
GPUs FFTs and normalizes the length of the lines to the
nearest value power of two, in order to increase the global
performance; for this reason, the computed times are very
similar. Finally, the time used to display the results is very
fast, being not necessary to copy the image from GPU to
CPU because OpenGL provides mechanisms to use the GPU
directly for displaying.
The framerate achieved, supposing that acquisition and
beamforming stages are executed sequentially, is shown in
the last row. Otherwise, considerating a parallel execution of
both stages the framerate would be determined by the slowest
task (usually the acquisition), being about 50 images/second.
Figure 5 shows several snapshots of images calculated
on GPU at different instants. As it can be observed on the
top of the figure, the active zone of analysis is a region of
300x300 pixels, which is calculated dynamically each time.
It is important to remark that is possible to make scroll over
the whole image to change the active zone and explore more
in detail. Furthermore, the zoom function is able to increase
the detail of the images without resolution loss and without
1336 2009 IEEE International Ultrasonics Symposium Proceedings
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Table I: Times achieved on GPU by 2R-SAFT imaging system
Actions Image size (pixels)
100x100 200x200 300x300 500x500
Acquisition and copy to host 20 ms
Pass-band filtering 1.05 ms 1.03 ms 1.07 ms 1.06 ms
Beamforming 0.69 ms 2.52 ms 4.47 ms 10.92 ms
Envelope detection 0.45 ms 0.58 ms 0.84 ms 2.05 ms
Displaying 0.07 ms 0.10 ms 0.13 ms 0.20 ms
Global beamforming time 2.70 ms 4.53 ms 6.51 ms 14.23 ms
Framerate 44 img/s 41 img/s 38 img/s 30 img/s
increasing the computational time, operating always in real
time.
Figure 5: Images obtained with the 2R-SAFT system. Size of
images: 300x300 pixels. Dynamic change of the representation
range: zoom and scroll functions allow obtaining images
with more detail without resolution loss and no increment
of computational time. Dynamic focusing on emission and
reception is applied
VI. CONCLUSION
One of the characteristics of the ultrasonic imaging
generation is the requirement of high parallelism, as it needs
applying a set of processing algorithms to a great amount of
digitized signals and a dense grid of spatial points. In this work
we have explored the GPU parallelism, in order to reduce pro-
cessing time during the beamforming process. Using a simple
graphics card equipped with NVIDIA CUDA technology, the
experimental results show that the beamforming computing
time per pixel (dynamic focussing, interpolation, apodization,
envelope) is 0.53 µs. That supposes 14 ms for an image of
500x500 pixels. Thus, the framerate of the beamforming pro-
cess in this case is 70 img/s. Therefore, GPUs parallelization
constitutes an excellent method of accelerating the imaging
formation at very low cost and complexity, and it can be
applied to more cases of study. It has been demonstrated that
shifting the beamforming process from CPU to programmable
GPU is a very good solution for beamforming acceleration on
SAFT imaging.
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Abstract—Minimum redundancy synthetic aperture solutions
(based on the coarray concept) are usually limited by poor signal
to noise ratio. The use of pulse coding based on Golay codes can
help in order to improve the signal to noise-ratio. Two solutions
(2R-SAFT and 4R-SAFT) for data reduction in the beamforming
process of multi-element synthetic aperture imaging are used
here to reduce the system’s architecture, cost and requisites.
Alongside with the application of Golay codes it is experimentally
demonstrated the improvement of the dynamic range and SNR,
achieving an image quality comparable to the Total Focusing
Method and establishing its use for suitable real-time medical
applications.
I. INTRODUCTION
Phased array techniques are commonly used for ultrasonic
imaging applications. The use of arrays with a high number of
elements significantly increase the quality of the images (both
resolution and contrast), and consequently also the complexity
and cost of the imaging system. Synthetic Aperture Focusing
Techniques (SAFT) have been a topic deeply applied in several
areas such as radar, sonar or ultrasonic imaging. These tech-
niques are a suitable solution to reduce the hardware requisites
and therefore the consumption and cost of the systems, making
possible their miniaturization and portability [1], [2].
SAFT techniques are based method on the sequential acti-
vation in emission and reception of every array element. Once
all the RF signals has been stored in memory, a beamforming
process is applied to focus the image dynamically in emission
and reception, thus obtaining the maximum quality at each
image point. According to the description of teachers Wilcox
and Drinkwater in the literature [3], a Full Matrix Array
capture (FMA) is used to obtain the complete set of signals,
and after the acquisition stage, a Total Focusing Method
(TFM) is applied to generate an image [3]. Supposing an
array of N elements it means to process N2 signals. Thereby,
TFM requires a high number of signals which increase the
cost involved in the acquisition system, the data transfer and
the computational cost.
In order to develop real-time imaging systems, the solution
relative to this problem is to employ acquisition methods
based on solutions of minimum redundancy (coarray-based).
Coarray-based implementations with GPGPU techniques have
been proposed [4] achieving an speed up of 150x over CPU
beamforming thus establishing the basis for their use in-vivo
medical systems.
The simplest coarray-based technique is known as 2R-SAFT
(two receivers SAFT [5]) and it uses one emitter and two
receivers, thus reducing the number of electronic channels
and providing images with good quality and grating lobes
free [5]. One of its main drawbacks is the low signal-to-noise
ratio. The technique 4R-SAFT [6] is also based on the coarray
principle, although in this case one emitter and four receivers
centred around the active element are used improving the SNR,
because two signals per coarray element are used instead of a
signal as it happens in 2R-SAFT method.
However, signal-to-noise ratio is also compromised both 2R-
SAFT and 4R-SAFT methods because they involve only 2N−
1 and 4N − 3 signals (which can be reduced to 2N − 1 in
the acquisition system [6]) respectively, compared to the TFM
which uses N2. The signal level decreases not only due to
the tissue attenuation but also because of the nature of the
emissions. This problem can be addressed in several ways:
(1) using multiple elements to create virtual sources and (2)
generating long pulses with temporal encoding. The use of
a long waveform is a well known and used technique in the
radar systems involving either sending series of short pulses
with phase encoding. There are numerous binary sequences
that can be used for encoding ultrasonic signals, like Barker
or Chirp codes [7].
This work is focused on the use of Golay complementary
pairs [8], [9] in conjunction with minimum redundancy solu-
tions in order to enhance the dynamic range and SNR, reaching
the image quality of the TFM method. At the end of the paper
B-mode images from measurements on a clinical phantom will
be presented.
II. GOLAY ENCODING FOR ULTRASONIC EXCITATION
Golay complementary pairs have been deeply used for
transducer excitation because the sum of its auto-correlation
function has a main peak and zero side-lobes [8]. A pair is
composed of two binary sequences, A[n] = [a0, a1, . . . , aN−1]
and B[n] = [b0, b1, . . . , bN−1], of the same length N such
that ai, bi ∈ {−1,+1}. The auto-correlation functions of A[n]
and B[n] have side lobes equal in magnitude but opposite in
sign. The sum of these independent auto-correlation functions
provides an ideal delta function according to:
CA[n] + CB [n] =
{
0, n = 0
2N, otherwise
(1)
where CA[n] and CB [n] are the auto-correlation functions
of A[n] and B[n], respectively, for any integer n satisfying.
The construction of Golay code pairs is done by recursively
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operating on shorter Golay code pairs with the “negate and
concatenate” method, a technique used by Golay [8] to
create longer pairs from the shorter, hand-constructed pairs
given. Specifically, if A[n] and B[n] are the N -digit binary
representations of a complementary pair of codes, then a new
pair of complementary codes A′[n] and B′[n] of length 2N can
be formed by concatenating B[n] to A[n] and concatenating
∼ B[n] to A[n] where ∼ B[n] is the complement of B[n].
Thus, A′[n] = A[n] | B[n], and B′[n] = A[n] |∼ B[n].
One of the major drawbacks of Golay codes is associated
with the firings of the array elements. Using this approach,
two shots are needed for each element in order to complete
both A and B codes respectively. In our work, Golay codes of
length equal to 8 bits have been used, being A[8] = [+1+1+
1+1+1−1−1+1] and B[8] = [+1−1+1−1+1+1−1−1],
producing consequently a gain of 16dB according to equation
1. Figures 3 and 5 shows the results for an experimental test
using the Golay codes of 8 bits which have been previously
mentioned, and their corresponding images (with and without
encoding) are analysed in section IV.
III. COARRAY BASED SAFT METHODS
The simplest SAFT method is based on the sequential
activation in emission and reception of every array element.
Although this method requires very few resources, its main
drawbacks are the low signal-to-noise ratio (SNR) and the
existence of grating lobes which can seriously limit the image
contrast.
As we previously introduced, the two techniques used in
this work are based on the coarray concept, which is also
usually known as “effective aperture” in ultrasonic literature
[10]. The first technique is used here (2R-SAFT) [5] utilizes
only a transmitter and two receivers for each shot. The system
is very similar to the single-SAFT, being the main difference
the increment of the number of receiving channels (from one
to two), and the size of the memory buffer to 2N − 1 signals
(derived from the sequence of activation receivers). Thus, a
full coarray grating lobes free is obtained and signal to noise
ratio is improved in 3dB, because it doubles the total number
of signals involved in the image generation (2N − 1 against
N in single-SAFT).
A second reduction method called 4R-SAFT [6] is also
used in this work, where one element is utilized to transmit
and a sub-aperture of 4 elements, centred around the active
element, to receive. Therefore, two signals per coarray element
are now obtained at different shots, thus doubling the number
of signals of 2R-SAFT. In [6], it has been mathematically
demonstrated that if far field is assumed, the signals involved
in the formation of the same element of the coarray can be
considered practically in phase, being no needed to separately
transmit them to the beamformer. Thus, the signals which
belong to the same element of the coarray can be added
directly without focusing in the acquisition stage [6]. This
fact reduces to 2N − 1 the total number of signals to be
transferred from the acquisition stage to the buffer memory
when 4R-SAFT is employed.
Fig. 1. Schematic electronic architecture of the 4R-SAFT system
Figure 1 shows how is the electronic architecture necessary
to implement 4R-SAFT. As we observe, it includes blocks for
analog multiplexing (AMUX), electronic circuits for analog
processing and four analog to digital conversion (ADi) and
pulse generation (PG). Later on, a data reduction block (DRB)
has been inserted into the architecture, where the signals of
identical spatial frequency are added in phase just when they
are acquired.
Fig. 2. Schematic architecture of the DRB and coarray memory block (CMB)
Detailed DRB block is shown in figure 2 and as we see, it
has four data inputs, which are connected to the ADCs. The
addition in phase of the signals is made by two data-reducing
circuits (DRC), which are formed by an adder and a FIFO
memory, where the data produced in the previous acquisition
are stored. The DRCs are the output ports of the block, which
produce the data for the coarray memory block (CMB), where
only 2N−1 signals are stored. CMB is divided into two parts,
where the signals corresponding to the even and odd coarray
elements are stored separately. It is not difficult to prove
that the data reduction architecture here exposed executes the
additions of the signals and stores the results in the coarray
memory block, from which the data can be transmitted to a
conventional computer for fast digital beamforming using a
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Fig. 3. Experimental results without Golay coded excitation for (a) TFM, (b) 2R-SAFT, (c) 4R-SAFT and (d) Lateral profiles in depth (50mm to 122mm).
Dynamic range in all images is -70dB
A. Application of Golay codes to increase signal-to-noise ratio
The application of the Golay codes described in section
II in conjunction with 4R-SAFT method can be easily in-
tegrated considering the electronic architecture presented in
the previous section. Taking into account, as we have seen,
that Golay encoding needs to fire twice, 2R-SAFT and 4R-
SAFT architectures allow to make the deconvolution process
inside the DRC integrating the excitation codes into it. For
this purpose, figure 4 shows the new data-reducing circuit
(DRCG) proposed in this work. Two FIR filter blocks have
been added in each one of the channels to perform the Golay
code deconvolution which is alternated between each shot:
Fig. 4. DRCG block proposed for Golay encoding in 4R-SAFT
This process is mathematically identical both 2R-SAFT and
4R-SAFT being the system traffic data different in each case,
2N − 1 and 4N − 3 respectively. The main difference in 4R-
SAFT method is relative to the number of firings which have
been reduced from 2N to N considering N the number of
array elements.
IV. EXPERIMENTAL RESULTS
We present a demonstration about the use of codes and
synthetic aperture techniques, being possible to obtain images
with higher penetration depth and suitable for medical imag-
ing. The measurements were done on a tissue phantom (Model
040GSE - CIRS Inc.) with a 0.5dB/cm attenuation, where
wires of 0.1mm diameter were examined using a 2.6MHz
phased array transducer of N = 64 elements, 0.28mm of pitch
(Vermon Inc.). We will use the Total Focusing Method (TFM)
as a reference model to examine a line of wires in order to
evaluate the effects of attenuation (covering an area starting
at 50 to 122mm depth) compared to 2R-SAFT and 4R-SAFT
techniques without and with encoding. The dynamic range is
70dB in all cases. Therefore, the experiments were intended to
try two different combinations of encodings: Figure 3 shows
the images with no encoding and figure 5 presents temporal
encoding using Golay codes.
The TFM image was composed for the DAS algorithm using
the complete set of signals N2 = 4096. Next, 2R-SAFT and
4R-SAFT were calculated using 2N − 1 = 127 signals. The
selected region is composed by a line of 8 wires situated in
near field.
Corresponding images with no encoding and relative to
TFM, 2R-SAFT and 4R-SAFT are represented in figures
3a,3b,3c respectively. As we can see, the TFM image shows
the 8 wires and it has an SNR of 20dB in the nearest zone
(50mm) which decreases to 5dB at maximum depth (120mm),
where the background noise has decreased from the initial -
20dB to -40dB. The test for 2R-SAFT and 4R-SAFT methods
has achieved similar results. Only 6 of the 8 wires are clearly3274.3 APPLICATION OF GOLAY CODES TO IMPROVE SNR IN COARRAY BASED SYNTHETIC APERTUREIMAGING SYSTEMS 121
Fig. 5. Experimental results with Golay coded excitation for (a) TFM, (b) 2R-SAFT, (c) 4R-SAFT and (d) Lateral profiles in depth (50mm to 122mm).
Dynamic range in all images is -70dB
distinguished and also SNR is worse compared to the previous
case, with a background noise that is maintained in -30dB at
60mm depth.
Most interesting are the images using Golay coding excita-
tion relative to 2R-SAFT and 4R-SAFT which are represented
in figures 5b and 5c respectively. TFM image here presented
has been calculated with no encoding as the previous experi-
ment. Thus, if we analyse the results of the images generated
using Golay codes, we can easily observe that the level of
detection has been improved substantially. Now, both 2R-
SAFT and 4R-SAFT techniques distinguish the complete line
of wires. Moreover, the results obtained with 4R-SAFT are
specially relevant because of two main factors: (1) the SNR
achieved is comparable to TFM’s method, which means a great
improvement of the image quality in all the inspected region;
and (2) the number of signals is drastically reduced from N2
to 2N − 1, accelerating acquisition and processing velocities
and therefore, producing an increment of the system’s frame
rate.
V. CONCLUSION
This work has presented two synthetic aperture techniques
which in conjunction with the application of Golay encoding
allow to optimize the relation between resources, velocity
and image quality. Architecturally, we have described the
integration of excitation codes into the acquisition system
using 2R-SAFT and 4R-SAFT coarray-based techniques. In
particular, with a limited increase of hardware complexity, 4R-
SAFT technique makes possible to halve the number of firings,
avoiding the double shot process of Golay codes. Therefore,
this solution allows the development of high quality imaging
systems with low requirements in a compact architecture.
The experimental results have shown that the image quality
obtained with this union is comparable to the Total Focusing
Method.
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1. Introduction
In the last decade, ultrasonic imaging systems have been an essential tool for diagnosis in
medical and industrial applications, especially in the Non Destructive Testing area (NDT).
Conventional ultrasonic imaging devices produce high quality images with good resolution
and contrast. However, these machines are usually associated to a high cost in hardware
resources, as well as in the time required for the data acquisition and processing stages.
This fact hinders the development of good quality, compact and low-power systems that can
operate in a wide range of real-time applications.
In this sense, the Synthetic Aperture techniques (SAFT) have demonstrated to be an effective
method to achieve these goals, minimizing the size of the systems and accelerating the
image acquisition processes. Consequently, both power consumption and overall cost of the
systems can be reduced making possible their miniaturization and portability. Conventional
SAFT techniques are based on the sequential activation in emission and reception of every
transducer element. Once all acoustic signals have been stored in memory, a beamforming
process is applied in a post-processing stage in order to focus the image dynamically in
emission and reception, obtaining the maximum quality at each image pixel. Despite of this,
conventional SAFT techniques present some inconveniences which are summarized in the
following points:
1. Artifacts. Conventional SAFT techniques produce grating lobes in the images due to the
acquisition processes.
2. Low contrast. As a consequence of firing only one element at time the received signals
have low signal-to-noise ratio, which results in low contrast images that are not feasible
for regular imaging visualization (e.g. echography imaging needs very good images in
order to reduce the fails in the diagnostic).
©2012 Romero-Laorden et al., licensee InTech. This is an open access chapter distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.© 2013 Romero-Laorden et l.; licensee InTech. This is an open acc ss article distributed under the rms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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3. Medium penetration. And for the same reason, the penetration deep of ultrasound in
the region of interest is smaller than the achieved using conventional imaging techniques
(e.g. needed by cardiac imaging or industrial inspections).
In order to reduce some of these drawbacks, more sophisticated SAFT techniques have been
proposed. Total Focusing Method (TFM) [1] is one of them, where each array element is
sequentially used as a single emitter and all array elements are used as receivers. Thus, it is
possible to obtain a set of N × N signals (Full Matrix Array capture, FMA) that is used to
form the image. According to the description of professors Drinkwater and Wilcox [1–3], its
name refers to the possibility of implementing dynamic focusing in emission and reception,
which enables to obtain images perfectly focused at all points in the region of interest.
However, the complexity of the acquisition process and the computational requirements
of the beamforming make this method not appropriate for real-time purposes [1]. Other
solutions that use an emission and reception sub-aperture have been also proposed [4–6],
although they maintain a certain degree of hardware complexity (focussing is needed in
emission and reception) and also require intensive computational capabilities to produce a
real-time ultrasonic image.
To overcome the last inconveniences we propose a SAFT methodology based on a new
paradigm, known as coarray [5, 6], which allows to use only one element in emission and a
limited number of parallel channels in reception at each time. With the proposed solution, a
strategy for a hardware reduction in ultrasonic imaging systems is possible, and it involves
the following aspects:
• Optimization of the acquisition strategies to achieve the completeness of the coarray with
a minimum number of hardware elements. In this sense, our objective is to establish
a trade-off between the number of electronic channels, image quality and acquisition
velocity [6].
• The use of pulse compression techniques to overcome the reduced capability of
penetration when emission is limited to one element [5].
• The development of GPGPU1 parallel beamforming techniques to achieve real time
imaging [7].
This chapter is divided into two main sections. The first one is dedicated to analyse the use
of the coarray paradigm as a tool for the design of ultrasonic imaging systems and to present
several minimum redundancy coarray techniques. Moreover, Golay codes are presented
and their integration within the presented SAFT methods is described. The second section
presents the general ultrasonic imaging system’s overview, its architecture and the parallel
beamforming as a solution for ultrafast beamforming. Finally, we expose our conclusions
and future research developments.
1 General-purpose computing on Graphics Processing Units is the utilization of a graphics processing unit (GPU),
which typically handles computation only for computer graphics, to perform computation in applications
traditionally handled by the central processing unit (CPU). http://gpgpu.org
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2. Coarray: New paradigm for the design of imaging systems
This section is focused on the development of ultrasonic imaging systems based on the
pulse/echo aperture model which is known as coarray. In order to clarify this point, we
are going to briefly review this mathematical concept and its principal implications.
The coarray is a mathematical tool that is often used by several authors as a way to quickly
study the radiation properties of an imaging system [5, 6, 8, 9]. This concept is frequently
referred to as effective aperture in ultrasound literature, and it basically is the virtual aperture
which produces in one way the same beam pattern as the real aperture working in emission
and reception as Figure 12 suggests.
Suppose a linear array with N elements. In far-field and assuming very narrow band signals,
the radiation pattern could be written as:
f (u) =
N−1
∑
n=0
ane
jkxnu =
N−1
∑
n=0
ane
jkndu =
N−1
∑
n=0
an(e
jkdu)n (1)
where an are the complex weights of the transducers and u = sin(θ) being θ the angle
measured from the perpendicular to the array. Substituting ejkdu by the complex variable
z, the radiation pattern can be expressed as a polynomial, which corresponds with the
Z-Transform of the sequence an. Thus, considering a pulse-echo system, the complex
radiation pattern will be the product of two polynomials with degree N − 1:
ftotal(z) = Z{cn} =
2N−2
∑
n=0
cnz
n =
N−1
∑
n=0
anz
n .
N−1
∑
n=0
bnz
n (2)
where an and bn are the gains applied to the transducers in emission and reception, and cn
is the coarray (Z{cn} represents the Z-Transform of the sequence cn). Returning to the unit
circle (|z| = 1 , z = ejkdu) and considering equation 1 then the radiation pattern of the system
in continuous wave is directly the DFT of the coarray [10].
In synthetic aperture systems, each scanned image is obtained after several firing sequences
of the elements. According to this, the coarray can then be expressed as a sum of several
sub-coarrays. Each of these sub-coarrays will be obtained as the convolution of two
sub-apertures that represent the weights of the active elements used to emit and receive
the signals each time.
Figure 1 illustrates the coarray generated by TFM method, which has been applied in
ultrasound area since the late 60’s and early 70’s [11, 12]. As we briefly introduced in Section
1, it consists on the sequential emission with each one of the array elements in turn, and the
reception in each shot with the full transducer aperture. As we can see, its coarray is fully
populated what ensures a grating-lobe free radiation pattern.
The image quality achieved when TFM is employed is the highest possible, but it has, as its
counterpart, the huge volume of data which is necessary to acquire. Thus, it requires more
storage resources and processing capability than other techniques, which makes difficult its
Strategies for Hardware Reduction on the Design of Portable Ultrasound Imaging Systems
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Figure 1. Firing sequences of the elements in TFM, and its corresponding generated coarray
practical implementation with todays’ technology. To illustrate this, consider the following
example: a 15 cm depth image, 40 MHz sampling rate, 64 channels, 1500 m/s medium
velocity and 2 bytes per sample. Each firing generates approximately 1 MB of pulse-echo
data, what supposes 64 MB of data to generate a single image frame when TFM is applied.
For a frame rate of 20 images per second, it would be necessary to acquire and process 1.2
Gbytes of data per second.
The bandwidth of most I/O standards available today put in evidence that any of current
data protocols can not deal with TFM requirements. Supposing a good efficiency and use of
the resources (around 80)%, USB 2.0 port (released in April 2000) would be able to transfer
less than one image per second (48 MB/s). A similar situation occurs if USB 3.0 (released
in November 2008) is employed, being the maximum transmission speed up to 480 MB/s
allowing to transfer around 7 images per second, even far respect to the maximum number
of images which could be theoretically achieved. Finally, the most recent standard released
in February 2011, known as Thunderbolt port and developed by Intel [13], combines PCI
Express and DisplayPort into a new serial data interface that can be carried over longer and
less costly cables. Thunderbolt has twice the transfer speed of USB 3.0 over copper wire (960
MB/s) giving us transferences of 14 images per second.
Therefore, it is clear that a reduction of data volume is desirable. In this sense, applying the
coarray concept permits us to propose system designs that use less channels simultaneously
working in emission and reception, but maintaining the same level of image quality. The
key point for this is to use the coarray to search for solutions of minimum redundancy.
This approach in conjunction with parallel computing techniques will offer an increment of
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acquisition velocity maintaining the highest quality and producing high frame rates with low
power consumption. This topic will be the main focus of next two sections.
2.1. Minimum redundancy coarray solutions
Coarray analysis identifies which emitter-receiver combination completes each of its
elements. In the TFM method seen before, we find that some of the elements are formed
by a single signal (in concrete boundary elements) while the others increase progressively
until reaching coarray centre with a value of N elements (Figure 1). Thus, we can consider
as a minimum redundancy coarray that in which each element is composed of only one
signal. Therefore, using the minimum possible number of signals the aperture’s diffraction
properties can be improved by manipulating the gain of the elements. With this goal in mind,
it is possible to establish several strategies which maintain a balance between the number of
parallel channels and the number of shots during acquisition processes.
2.1.1. 2R-SAFT acquisition strategy
2R-SAFT technique [14] has some particular advantages that make it very useful for
ultrasonic imaging systems. 2R-SAFT uses only one element to transmit and two elements to
receive. As it is shown in Figure 2, all elements are consecutively activated as single emitters,
without the use of any beamformer in emission. At each shot, two consecutive channels are
used as receivers requiring to store two signals per emission.
Figure 2. Firing sequences of the elements in 2R-SAFT
Thus, when the ith element is used to emit a waveform, i and i + 1 elements are used for
receiving signals. For the last element of the array, only one signal is recorded. By employing
an emitter in each shot all the received signals are completely uncorrelated, containing only
information of a single transmitter-receiver pair.
Figure 3 shows the coarray generated when 2R-SAFT is employed. As we can observe, the
coarray is fully populated ensuring the suppression of grating lobes in the radiation pattern
which produces good quality images [14, 15].
2.1.2. Accelerated-SAFT acquisition strategy
Here we present a minimum-redundancy technique we have denominated Accelerated-SAFT
or, in its short form, kA-SAFT. The k subscript refers to the acceleration factor carried out
during the acquisition stage which can go from 2x to Nx depending on the number of
Strategies for Hardware Reduction on the Design of Portable Ultrasound Imaging Systems
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Figure 3. Coarray sequences for 2R-SAFT
channels used for the reception. This strategy increases a little bit the cost involved in the
acquisition system respect to 2R-SAFT, but at the same time, reduces the number of shots by
k times.
The kA-SAFT uses nA consecutive elements to receive and a single element to emit which
is centred in the active subaperture. As shown in Figure 4, the elements on emission are
sequentially activated with a shift of nA2 elements. At each shot nA consecutive channels are
used as receivers, needing to store nA signals per emission except for the first and the last
array elements where half of the signals is acquired.
Figure 4. Firing sequences of the elements in kA-SAFT being k = 2x and nA = 4
In this sense, when the ith element is used to emit the elements that are going to use as
receivers are given by:
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Elementsrx =
{
i −
nA
2
+ j
}
0 ≤ j ≤ nA (3)
Figure 5 shows the coarray generated when kA-SAFT is employed for the case of nA = 4. As
we can observe, the coarray is identical to that obtained with 2R-SAFT (Figure 3) preserving
all its advantages but multiplying by 4 the frame rate in acquisition.
Figure 5. Coarray sequences for kA-SAFT being k = 2x and nA = 4
2.1.3. Experimental results
We present some experimental results that have been done on a tissue phantom (Model
040GSE - CIRS Inc.) with 0.5dB/cm attenuation, where several cysts and wires of 0.1mm
diameter are located at different depths (Figure 6). We have used a 2.6MHz phased array
transducer with N = 64 elements, 0.28mm of pitch (Vermon Inc.) for the measurements.
We will use the Total Focusing Method as a reference model to examine the cysts and wires
in the tissue covering an area starting from 25mm to 80mm depth, and we will compare it
to 2R-SAFT and kA-SAFT techniques. All images have been obtained by applying the DAS
algorithm. TFM uses the complete set of signals N2 = 4096 while 2R-SAFT and kA-SAFT
images have been calculated using 2N − 1 = 127 signals.
In Figure 7, images for all strategies are presented. It is easily observed how Figures
7(a,b,d,e,g) are very similar in terms of quality. Consequently, the strategy to be chosen
relies fundamentally on the hardware requisites.
Nevertheless, at a depth greater than 60 mm none reaches the same contrast level as
TFM (Figure 7(h)), highlighting the limited signal to noise ratio suffered by all minimum
Strategies for Hardware Reduction on the Design of Portable Ultrasound Imaging Systems
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Figure 6. Region of interest analysed from tissue phantom model 040GSE by CIRS Inc.
redundancy techniques. In table 1, a comparison between the number of channels in emission
and reception, number of firings, acquisition frame rates and memory buffers needed is
performed for the different strategies presented. As we can see, TFM is the technique which
more storage as well as more hardware channels needs. By contrast, minimum redundancy
techniques requisites are more affordable and suitable for applications where size matters.
Strategy Channels (tx,rx) Firings Framerate Buffer
2R-SAFT (1,2) N f irings = N f f rame =
fpr f
N
2N − 1× L
2xA-SAFT (nA = 4) (1,4) N f irings =
N
2 f f rame = 2
fpr f
N
2N − 1× L
4xA-SAFT (nA = 8) (1,8) N f irings =
N
4 f f rame = 4
fpr f
N
8xA-SAFT (nA = 16) (1,16) N f irings =
N
8 f f rame = 8
fpr f
N
16xA-SAFT (nA = 32) (1,32) N f irings =
N
16 f f rame = 16
fpr f
N
TFM (1,N) N f irings = N f f rame =
fpr f
N N
2
× L
Table 1. Comparison of the several acquisition strategies presented
2.2. Golay Codes
As we have seen, synthetic aperture images have low contrast due to the poor signal to noise
ratio (SNR). Along this section, we will study how the use of pulse coding based on Golay
codes [16, 17] can help to improve the dynamic range and SNR, in order to achieve an image
quality comparable to that of Total Focusing Method.
2.2.1. Golay encoding for ultrasonic excitation
Golay complementary pairs have been widely used for transducer excitation because
the sum of its auto-correlation function has a main peak and zero side-lobes [16].
A complementary pair is composed of two binary sequences, A[n] = [a0, a1, . . . , aN−1]
and B[n] = [b0, b1, . . . , bN−1], of the same length N such that ai, bi ∈ {−1,+1}.
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Figure 7. Experimental images from tissue phantom. (a) 2R-SAFT, (b) 2xA-SAFT, (c) Lateral profiles comparison between
2R-SAFT and 2xA-SAFT, (d) 4xA-SAFT, (e) 8xA-SAFT, (f) Lateral profiles comparison between 4xA-SAFT and 8xA-SAFT, (g)
16xA-SAFT, (h) TFM, (i) Lateral profiles comparison between 16xA-SAFT and TFM
The auto-correlation functions of A[n] and B[n] have side lobes with equal magnitude but
opposite sign. The sum of these independent auto-correlation functions provides an ideal
delta function according to:
CA[n] + CB[n] =



0, n = 0
2N, otherwise
(4)
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where CA[n] and CB[n] are the auto-correlation functions of A[n] and B[n], respectively,
for any integer n satisfying the equation 4. The construction of Golay code pairs is done
recursively with the “negate and concatenate” method, a technique used by Golay [16] to create
longer pairs from shorter hand-constructed given pairs. Specifically, if A[n] and B[n] are
the N-digit binary representations of a complementary pair of codes, then a new pair of
complementary codes A′[n] and B′[n] of length 2N can be formed by concatenating B[n]
to A[n] and concatenating ∼ B[n] to A[n] where ∼ B[n] is the complement of B[n]. Thus,
A′[n] = A[n] | B[n], and B′[n] = A[n] |∼ B[n].
One of the major drawbacks of Golay codes is that two shots are needed for each emitting
element in order to complete both A and B codes respectively. In our work, Golay codes
of length equal to 8 bits have been used, being A[8] = [+1+ 1+ 1+ 1+ 1− 1− 1+ 1] and
B[8] = [+1− 1+ 1− 1+ 1+ 1− 1− 1], producing a gain of 24dB according to equation 4.
Figure 8. Golay encoding integration example
2.2.2. Coarray for Golay encoding
Golay codes, described previously, and minimum redundancy techniques can be combined.
In order to illustrate how this can be done, Figure 8 shows an example using a 4R-SAFT
(four receivers) [15] plus Golay codes. Here, two signals per coarray element are acquired
and because Golay encoding needs to fire twice, A or B codes are alternated between shots.
This process is mathematically identical for the formerly presented strategies 2R-SAFT and
kA-SAFT but with some particularities:
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1. The number of channels in reception (sensors) must double the original number, in order
to have two signals per coarray element for A and B codes.
2. The amount of acquired data signals also doubles the original, because of the first point.
3. The original firing rate is preserved, which means achieving identical performance at the
expense of doubling the hardware involved in the reception process.
2.2.3. Experimental results
With the use of Golay codes to image the same area than in previous results, the panorama
has changed. As before, TFM image has been composed from the complete set of signals N2
= 4096, but now 2R-SAFT and kA-SAFT have been calculated using 4N − 2 = 254 signals.
From Figure 7 in section 2.1.3, where the corresponding images with no encoding were
analysed, it can be seen how the reduction in the number of signals employed produces a
loss of dynamic range respect to TFM method. Thus, with the use of Golay codes in Figure
9 we can observe how the contrast and level of detection have substantially increased. Now,
both 2R-SAFT and kA-SAFT techniques distinguish the complete set of defects. Thus, in
relation to TFM the number of signals is drastically reduced from N2 to 4N − 2, accelerating
acquisition and processing velocities and the system’s frame rate.
3. Ultrasonic imaging system
3.1. General system’s overview
As we have said, our goal is centred in the design of ultrasonic imaging systems based on
solutions which require fewer resources and storage capacity than conventional systems.
Thus, in Figure 10 is schematically represented our vision of the system, which is composed
by three parts:
1. The array or probe. It is usually composed by 64, 96, 128 or even more transducers
depending on the type of application.
2. Acquisition subsystem. The hardware subsystem used for transducer excitation and
data acquisition (represented by the box in the center). Nowadays, several electronic
manufacturers have in their catalogues electronic boards and systems, which are small
and can be easily used for our purposes. For example, National Instruments has
32-channel digitizer module capable of sampling on all channels at 50 MS/s with 12-bit
resolution. The module is optimized for ultrasound applications [18]. Additionally,
both multiplexer and bipolar programmable pulser are required. Specific architectures
depending on the type of acquisition strategy will be studied in the next section.
3. Image generation subsystem. It is the software system which can take place in any
computational device (PC, laptop, . . . ) shown on the right side of Figure 10. These
processes include the digital signal pre-processing of the received signals and filtering;
beamforming of the image, delaying and adding signals according to emission and
reception lenses, post-processing the image and its representation to properly show data
on the screen. To achieve these tasks, the use of GPU’s great power for parallel computing
will allow us to quickly and efficiently accelerate the algorithms.
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Figure 9. Experimental images from tissue phantom. (a) 2R-SAFT + Golay, (b) 2xA-SAFT + Golay , (c) Lateral profiles comparison
between 2R-SAFT + Golay and 2xA-SAFT + Golay, (d) 4xA-SAFT + Golay, (e) 8xA-SAFT + Golay, (f) Lateral profiles comparison
between 4xA-SAFT and 8xA-SAFT + Golay , (g) 16xA-SAFT + Golay, (h) TFM , (i) Lateral profiles comparison between 16xA-SAFT
and TFM
3.2. Acquisition subsystem
In this section, two acquisition architectures are exposed. On one hand, a minimal system for
2R-SAFT strategy which allows a low-cost and small imaging system and, in the other hand,
the architecture which implements 8xA-SAFT plus Golay encoding strategy and uses more
hardware but yields better quality images. Which strategy to use depends on the concrete
application. Any of these configurations can be carried out using boards systems available
in the market.
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Figure 10. Hardware/Software system proposed
3.2.1. 2R-SAFT architecture
As we study in section 2.1.1, it is basically composed of one channel in emission and
two channels in reception. Figure 11 shows the complete architecture for 2R-SAFT
implementation. As we can see, a multiplexer is connected to the transmission channel for
sequentially activate each element as an emitter, and a second multiplexer will be on charge
of connecting the selected elements to both reception channels.
All the acquisition process is managed by a hardware control system which is located in
a field-programmable gate array (FPGA). In addition, a local memory is also used to store
every received signal. Finally, the signals are transferred to the imaging system using any
communication interface (USB, Ethernet, PCI Express). In the imaging system, raw data is
stored in a RAMmemory of 2N − 1 signals of capacity to be used for compose and beamform
the ultrasonic images using a GPU.
3.2.2. 8xA-SAFT with Golay encoding architecture
As we see in sections 2.1.2 and 2.2, and in order to combine 8xA-SAFT with Golay codes, we
will double the number of channels in reception to maintain the number of original firings.
Thus, in this case the system is composed of one channel in emission and 32 channels in
reception as Figure 12 suggests. A multiplexer connects the transmission channel to elements
for sequentially activate one of them, in steps of 8 elements, to transmit an A or B code for
odd or even shots respectively. A second multiplexer will be on charge of connecting the 32
reception channels to the receiving aperture ensuring that every coded signal is stored in a
local memory. Therefore, two signals per coarray element are overlapped, each one belonging
to an A or B code respectively. Additionally, an offset is added to the coarray structure in
order to centre its elements, and the boundary coarray elements are removed from it as we
illustrated in section 2.2.2.
Now the software imaging system requires a bigger memory and an additional decoding
stage, where the complete set of signals is deconvolved, generating a 2N − 8 data set. Later
on, as usual, the data will be beamformed using the graphics processing unit.
3.3. Image generation subsystem: Parallel beamforming
In recent years, computing industry has been opened a way to parallel computing.
Nowadays, all consumer computers ship with multi-core processors. Dual-core processors
(CPUs) were introduced in personal systems at the beginning of 2006, and it is currently
common to find them in laptops as well as 8 and 16-core workstation computers, which
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Figure 11. 2R-SAFT Minimal Architecture
means that parallel computing is not relegated to big supercomputers or mainframes
computers. However, Graphics Processor Units (GPUs), as their name suggests, came about
as accelerators for graphics applications, predominantly those using the OpenGL and DirectX
programming interfaces. Although originally they were pure fixed-function devices, the
demand for real time and 3D graphics made them evolve into increasingly flexible highly
parallel, multithreaded processors with extremely high computational power and very high
memory bandwidth converting them into massively parallel machines.
Unlike earlier GPU generations, where computing resources were partitioned into vertex
and pixel shaders, nowadays they can be programmed directly in C using CUDA or OpenCL
[19], APIs which include a unified shader pipeline, allowing each and every arithmetic logic
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Figure 12. 8xA-SAFT Architecture with 32 channels in reception needed for Golay encoding
unit on the chip to be used by a program intending to perform general-purpose computations
(GPGPU). Furthermore, the execution units on the GPU allow arbitrary read and write access
to memory as well as access to a software-managed cache known as shared memory. A
CUDA program consists of one or more phases that are executed on either the host (CPU) or
a device such as a GPU. The phases that exhibit little or no data parallelism are implemented
in CPU code. The phases that exhibit rich amount of data parallelism are implemented in
the GPU code. The parallel functions (called kernels) typically generate a large number of
threads to exploit data parallelism. It is worth noting that CUDA threads are of much lighter
weight than the CPU threads. CUDA programmers can assume that these threads take very
few cycles to generate and schedule due to efficient hardware support. This differs from
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CPU threads which typically require thousands of clock cycles for their generation and their
scheduling.
Figure 13. CUDA program execution diagram
The execution of a typical CUDA program is illustrated in Figure 13 where it is observed
that the execution starts with host (CPU) execution. When a kernel function is invoked (or
launched), the execution is moved to a device (GPU), where a large number of threads are
generated to take advantage of huge data parallelism. All the threads generated by a kernel
during an invocation are collectively called a grid. Figure 13 shows the execution of two
grids of threads. A grid is a 1D, 2D or 3D structure of blocks, and a block is a 1D, 2D or 3D
structure of threads. Thus, the program code is composed by classical functions, which run
on CPU using only one thread of execution; and kernels, which run on GPU using multiple
parallel threads. When all threads of a kernel complete their execution, the corresponding
grid terminates, and the execution continues on the host until another kernel is invoked.
It is not our purpose to fully cover all the aspects involved in CUDA Architecture. Thus,
an extended discussion about the CUDA hardware and programming model is available in
multiple sources in the literature [19–21].
Therefore, in this section we will examine different ways to implement the beamforming
process on the GPU using the CUDA programming model. From the model, it is extracted
that functions which are executed many times independently over different data are the
ideal candidates for this kind of computing. In this sense, several algorithms have been
implemented to cover the fundamental parts of a conventional Delay-and-Sum Beamformer
(DAS) and they have been also evaluated for their performance. This analysis helps to give a
better understanding of the GPU architecture and how to write applications for it.
Schematically, Figure 14 show the main stages of a general beamformer. As we can appreciate
there are three main operations to be done: pre-processing of signals, beamforming and
post-processing. In the software system we propose (Figure 10) all beamforming procedures
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Figure 14. Schematic diagram main parts of a general SAFT beamformer
Implementing the imaging algorithm on GPU systems primarily involves the parallelization
of the core algorithm into small independent threads which can be executed by the GPU
in runtime. Thus, the imaging process occurs in multiple stages, which follows closely to
that has been detailed in Figure 14. Thus, in order to maximize GPUs efficiency and reduce
image generation time as much as possible, a specific solution for every different task have
been designed. Figure 15 shows how these tasks have been parallelized on the GPU.
The first step consists on copying the complete set of acquired signals from CPU memory
to GPU memory. We already know that this transaction is slow, and therefore it is
recommended to copy all signals at the same time rather than doing it signal by signal.
3.4. Pre-processing
The pre-processing of the complete set of signals is a fundamental part of the image
generation process. Supposing Xtx,rx(t) the received signal from any emitter tx and receiver
rx pair, a function H(t) is applied to every signal as the following expression suggests:
Ytx,rx(t) = Xtx,rx(t) · H(t) (5)
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Figure 15. System beamforming loop parallelized on GPU for SAFT implementation
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and
H(t) = HF(t) · HIQ(t) (6)
where HF(t) is a signal conditioning process where a filter is applied in order to remove the
offset level introduced during the acquisition system and to reduce the noise.
Additionally and for convenience, the acquired signals can be decomposed into their analytic
signals form [22] (in-phase I and quadrature components Q) . Thereby, the second function
HIQ(t) is the Hilbert Transform in order to reduce errors and artefacts which appear at the
envelope detection stage. Then, the signals Xtx,rx(t) can now be expressed as:
Xtx,rx(t) = Itx,rx(t) + jQtx,rx(t) = Xtx,rx(t)e
jφtx,rx(t) (7)
where Xtx,rx(t) is the modulus and φtx,rx(t) its corresponding signal phase.
3.4.1. Parallel implementation
In order to carry out a parallel implementation of these operations, the proposed parallelism
strategy lies in a signal-oriented parallelization. This means that a GPU computational thread
will be associated to each stored signal sample. Thus, considering signals with L samples,
the computational grid of the kernel will be formed as shown in Figure 15 being the number
of blocks in x-dimension BX = ⌈ LTBX ⌉ and the number of blocks in y-dimension BY = 2N − 1.
As we know, the number of threads per block TBX is an empirical value and the designer
should evaluate what is the best according to the GPU resources. Typical values are 32, 64 or
128 threads per block, generally any power of two, and attending to our tests we have chosen
256 as the optimal value.
There is no limitation on filter length because its coefficients are stored in texture memory,
which resides in the device memory and is cached in texture cache to optimize read accesses.
Thus, each thread reads from memory the filter coefficients and L samples of a signal,
convolving them to obtain a filtered sample.
Later on, the Hilbert Transform is applied to every filtered signal so we can obtain their
analytic signals. In this case, FFT algorithms provided by CUDA (CUFFT libraries [20])
are used to compute the IFFT of the product of the corresponding signal and the Hilbert
Transformer FFTs, as it is defined in [23]. With these libraries, there is no need to define a
new kernel nor specify grid and block dimensions, since they are responsible for properly
parallelizing and splitting the algorithm, computing the FFT of the data set directly on the
GPU. In our particular case, a total of 2N − 1 FFTs of L points are calculated in parallel.
The whole resultant I/Q (in-phase/quadrature-phase) signals pairs (Figure 15) are stored in
texture memory, and they are passed to the next stage via global device memory.
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3.4.2. Optional stage: Decoding
When Golay encoding is used during acquisition, it is necessary to first merge and
deconvolve the 4N − 16 received signals, where 50% of signals belong to A and B codes
respectively. This can be done very fast making a parallel implementation where the
parallelism strategy is also signal-oriented. In this sense, the previous kernel can be modified
in order to include the sum of both signals in parallel before the application of the filters
coefficients to finally obtain 2N − 8 signals.
3.5. Beamforming: Delay and Sum
All time-domain imaging algorithms are based on the principle of delay-and-sum
beamforming. Typically, these algorithms emulate an acoustic lens by applying appropriate
time delays to the array elements in order to focus or steer the beam as desired. SAFT
beamformers focus the beam at every point in the image, giving better defect detectability as
we mentioned [2, 4, 5, 7]. DAS beamforming is not difficult to implement and permits the
use of arbitrary array geometries what makes suitable for a wide range of applications.
According to the Hilbert transformation of the first step, two processing streams have been
created where two parallel images will be calculated following these equations:
AI(x, z) =
N
∑
i=1
N
∑
k=1
Itxi ,rxk (D(x, z)) (8)
AQ(x, z) =
N
∑
i=1
N
∑
k=1
Qtxi ,rxk (D(x, z)) (9)
where AI(x, z) and AQ(x, z) are the in-phase and quadrature images respectively, and D(x, z)
is the focussing delay for the spatial point (xp, zp) in the grid which is calculated as follows:
D(x, z) =
√
(xp − xtx)2 + z2p +
√
(xp − xrx)2 + z2p
c
(10)
being xtx and xrx the coordinates of the transducer elements tx and rx, respectively.
Henceforth, we will focus on the all the operations involved in Delay-and-Sum algorithm,
studying the diverse alternatives and their parallel implementation as well as the best way
of their optimization.
• Lens calculation. A fundamental part of beamforming is calculating the differences
in wave arrival time between array elements. Therefore, each signal sample has to be
properly delayed according to the distance from the spatial point to the emitter or receiver
array elements. The calculation of delays is achieved using equation 10. Although in a
conceptual form is a delay, what is actually done is a mapping to the memory buffer (at
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the sampling frequency) where the corresponding sample value of the signal is retrieved.
Therefore, the number of delays to be calculated is usually large and it is given by:
Memory|lens= RH × RV × 2N − 1 (11)
where RH × RV are the dimensions of the desired ultrasonic image. Thus, the lens
calculation can be afforded using two different approaches:
• Load pre-calculated delays. The delays are pre-calculated before beamforming and they
are recovered from a look-up table inside the image generation process. The necessary
memory to store all the delays is not a significant problem, but the main drawback is
the requirement of high bandwidth to make the process faster as well as the fact of
updating the table each time. Thereby, this would be a good solution for no in-vivo
inspections, where the scenario is known and the delays are calculated only once for
the complete acquisition.
• Calculate delays on-the-fly. The delays are dynamically calculated inside the
beamforming process. This task, which can be at first computationally more expensive
than the first alternative, is however not a heavy computational problem because of the
great power of actual systems. In this regard, dynamic calculation of the lenses inside
the threads will simplify other operations on images, such as scrolling and zooming.
Which approach to choose relies on the rest of the beamformer implementation. Thus, in
order to take full advantage of the GPU it is needed to have a balance between bandwidth
use and arithmetic operations. In this regard, it has been proved that it is faster to obtain
the values for the lenses inside the kernels instead of having them stored in the device
memory. Therefore in our proposal, it makes sense to calculate the delays on-the-fly.
• Filtering. In a real implementation, we sample the elements at a rate just above the
Nyquist criteria. Although this preserves the frequency content of the signal, this does not
give enough steering delay resolution. The solution is to perform a digital interpolation,
increasing the steering-delay resolution. In this particular case, linear interpolation and
polynomial interpolation can be easily implemented. The results obtained are practically
identical, although the cost associated to each solution differs being the polynomial
interpolation time the double of linear interpolation. For this reason, we decided to
simply interpolate across two consecutive samples. The penultimate operation is the
application of a window function which is multiplied with the data from each channel in
order to reduce mainly the level of sidelobes.
• Sum. The final step in the ultrasonic generation process is to obtain the accumulated sum
of all the signals samples which contribute to a given spatial point.
3.5.1. Parallel implementation
The delay-and-sum process is applied to the complex signals obtained in the previous stage.
We have identified different strategies to implement the ultrasonic image generation process
in a GPU depending on how the algorithm is parallelized with respect to threads and blocks
and relative to the use of GPU resources.
As Figure 16 shows, the parallelization is carried out by launching a thread per image pixel.
To this end, a computation grid (GRID1) with BX = ⌈
RH
TBX
⌉ and BY = ⌈ RVTBY ⌉ blocks of TBX ×
TBY threads is defined on the kernel, where RH and RV are the desired image resolution in
horizontal and vertical directions, respectively. Each thread is responsible then for calculating
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the coordinates for the spatial point (xp, zp) of a specific image pixel and calculating the lens
to focus at this point.
Figure 16. One thread is responsible for a image pixel
In this case, the lens is formed by the 2N − 1 times of flight of each emission-reception
pair combination. Thus, in order to accelerate all these calculations, the transducer elements
coordinates are stored in constant memory in each GPU multiprocessor. In addition, the
computed distances from an array element to an image pixel are reused to save time avoiding
duplicate calculations. The lens obtained allow us to index in the complex signals stored
in texture memory, and real and imaginary parts are interpolated when needed. To this
respect, lineal interpolation was implemented obtaining good performance. Then, the 2N − 1
resultant complex samples are multiplied by the corresponding apodization gains and added
together. Finally, the resultant image (final image in Figure 15) is also stored in texture
memory, for a quick data access to the post-processing stage.
3.6. Post-processing
The post-processing stage involves firstly calculate the envelope (in essence the modulus) of
the beamformed images, according to the following expression:
A =
√
AI
2 + AQ
2 (12)
where AI and AQ are the In-phase and Quadrature images derived from the beamforming
process. This operation prevents the appearance of diverse artefacts associated with the
Hilbert Transform.
Likewise, (an optional) stage in the process is in charge of normalizing and converting the
image to decibels scale. Although this is not a complex task, it cannot be carried out in the
previous stage because we need to know what the maximum value for the image:
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A|decibels = 20 log10
(
A
max(A)
)
(13)
Finally, the generated ultrasonic image (Final image (dB) referenced in Figure 15) is directly
displayed on the screen using the OpenGL libraries, which provide specific functionality for
graphics representation.
3.6.1. Parallel implementation
The parallel implementation of the envelope calculation is carried out inside the
beamforming kernel. This is because at the end of the pixel calculation, we have the final
output values for both I and Q components. Thus, we avoid writing twice and we only
obtain a single image. For the optional conversion to decibels scale, a new kernel (Kernel 3
in Figure 15) is defined which uses a grid with ⌈ RHBx ⌉ and ⌈
RV
By
⌉ blocks of TBX threads having
a thread per image pixel as before.
Figure 17. Computing times for TFM and MR solutions using GPU in µseconds
3.7. Performance
A NVIDIA Quadro 4000 graphics card was used to test the beamforming time achieved
with the system proposed here. This card has 256 cores and 1GB global memory. It was
installed in a computer with a four-core 2.66GHz Intel Q9450 processor and 4GB RAM.
GPU-based implementation of the beamformer was done and tested for all acquisition
strategies exposed along this chapter. In Figure 17 computing times considering image
sizes starting from 200×200 to big size 800×800 for both TFM and minimum redundancy
solutions are presented where it is evident than despite using the great power of GPU’s the
TFM solution is a very intensive procedure.
In Figure 18, the frame rate obtained for different image sizes when 2R-SAFT and kA-SAFT
are employed is presented. In particular, attending to the case of an image with 500×500
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Figure 18. Images per second achieved using GPU for different image sizes for 2R-SAFT and kA-SAFT
pixels, the GPU is able to get 135 images per second, which is in nearly to the acquisition
system’s rate. The evidence here is that we are using a smaller dataset than that obtained
with TFM method but preserving the image quality with all GPU cores completely dedicated
to fast computation.
4. Conclusion and future developments
This work has presented how the use of coarray paradigm makes possible the design of
ultrasonic imaging systems with reduced hardware requirements. The system is divided
into two subsystems, hardware and software respectively. The first one is focused on the
development of the data acquisition system, whose design is done analysing the compromise
between parallel electronic resources and acquisition time. The second one exploits GPU
technology to implement the beamformer via software, compensating the emission and
reception distances to each image point, providing the maximum possible quality at each
image pixel.
Two solutions, based on the availability of instrumentation in the market, are presented
attending to this design following the minimum redundancy coarray model. In one case,
it has been emphasized the miniaturization of the hardware (with only two channels in
reception), and in the second case the focus has been the reduction of the acquisition time at
the expense of increasing and parallelize reception channels (up to a maximum of 32). From
the point of view of image quality, both beamforming techniques present similar results.
Consequently it is possible to adapt the design of our system to several implementation
models depending on the final application requirements.
The problems associated to the low level of the transmitted signals and the signal losses
through the material have been analysed. As a solution, we have introduced pulse
compression techniques in order to increase the signal to noise ratio. In addition, we have
studied the implementation cost of this technique and it has been compared with the TFM
technique (based on the FMA capture), verifying that the results are very similar.
Finally, we have made a detailed description of the beamforming process in GPU and it
has been quantified the advantage of using the GPU as a processing tool from the image
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frame rate point of view. So by using a simple graphics card equipped with NVIDIA CUDA
technology, rates that go up to 200 images per second were obtained depending on the image
size chosen. Therefore, this solution allows the development of high quality imaging systems
with low requirements and excellent capabilities in a compact architecture.
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