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The effect of the dipole polarization on the quantum dipole-dipole interaction near an Ag
nanosphere (ANS) is investigated. A theoretical formalism in terms of classical Green function
is developed for the transfer rate and the potential energy of the dipole-dipole interaction (DDI) be-
tween two polarized dipoles. It is found that a linear transition dipole can couple to a left circularly
polarized transition dipole much stronger than to a right circularly polarized transition dipole. This
polarization selectivity exists over a wide frequency range and is robust against the variation of the
dipoles position or the radius of the ANS. In contrast, a right circularly polarized transition dipole,
can change sharply from coupling strongly to another right circularly polarized dipole to coupling
strongly to a left circularly polarized dipole with varying frequency. However, if the two dipoles
are placed in the same radial direction of the sphere, the right circularly polarized transition dipole
can only couple to the dipole with the same polarization while not to the left circularly polarized
transition dipole. These findings may be used in solid-state quantum-information processing based
on the DDI.
Introduction. Dipole-Dipole interaction (DDI) be-
tween atoms is one of the most fundamental two-body
interactions in quantum electrodynamics[1–9]. It stems
from photon exchange where a photon, both real and vir-
tual, emitted by one atom could be absorbed by the other
atom. The transfer rate (incoherent part) and the DDI
potential energy (coherent part) are determined by the
rates of photon emission, transmission and absorption.
Much effort has been devoted to controlling or changing
the DDI by the electromagnetic environment[10–26] (e.g.,
cavity, waveguide and plasmonic nanostructure). Many
novel quantum phenomena have been predicted[27–51],
such as controlled reaction for two atoms to form one
molecule, visualize coherent dipole coupling in real space
at the single-molecular level, quantum entanglement
preparation and quantum information processing, dipole
blocked, cooperative radiation, enhanced and inhibited
Fo¨rster energy transfer and so on.
In the previous investigations, the matrix element of
the transition dipole moment has been chosen to be real
vector. In addition to the strength, its orientation has
also been investigated[52, 53]. On the other hand, the
dipole can be elliptically polarized (e.g., quantum dot
or atom with transition dipole moment element between
the Zeeman levels with different magnetic quantum num-
ber), where the matrix element is a complex vector (see
a recent review [54]). Very recently, this has been exten-
sively investigated in the area of photon-emitter coupling,
many novel phenomena associated with complex transi-
tion dipole moment element have been demonstrated[55–
67]. For example, unidirectional emission, macroscopic
rotation of photon polarization, photon-photon interac-
tion mediated by spin, trapping atoms by vacuum forces
and so on. Thus, it is necessary and important to take
the dipole polarization into account.
In this work, we demonstrate the effect of the dipole
polarization on the DDI between two atoms locating
around an ANS. Within the framework of quantization of
the macroscopic electromagnetic field, we develop a gen-
eral formalism that the transfer rate and the potential
energy of the DDI are expressed by the classical photon
Green tensor. In contrast with the real matrix element
of the transition dipole moment, both the transfer rate
and the DDI potential energy are a mixture of the imag-
inary part and the real part of the photon Green tensor
for complex matrix element of transition dipole moment.
Since the real part and the imaginary part of the pho-
ton Green function exhibit quite different characteristics,
this mixing is vital and brings us a new degree of freedom
to tailor the DDI, which is forbidden for real transition
dipole matrix element. To show this, we keep the polar-
ization of one atom (atom B) invariant and consider two
different kinds of polarization for the other atom (i.e.,
right circularly polarization and left circularly polariza-
tion). It is found that there is a huge difference between
the two kinds of polarization over a wide frequency range
for both of the transfer rate and the DDI potential en-
ergy. We also find that this polarization selective DDI
is robust against the fine tuning of the position of the
atom or the radius of the ANS. Besides, other interesting
phenomena such as polarization dependent switch effect
and deterministic coupling are demonstrated. In addition
to the implications in fundamental studies, this sensitive
polarization-dependent characteristic of the DDI should
lead to important applications (e.g., quantum informa-
tion processing).
2Theory. By macroscopic QED formalism, the
multipolar-coupling Hamiltonian in the electric dipole
approximation, for two two-level ‘atoms’ located in the
presence of dispersing and absorbing bodies, reads [9]
H = H0 +HI
H0 =
∫
dr
∫ ∞
0
dω~ω fˆ† (r, ω) · fˆ (r, ω) +
∑
i=A,B
~ωi|ei〉〈ei|,
HI = −
∑
i=A,B
∫ ∞
0
dω[(diσ
−
i + d
∗
i σ
+
i ) · Eˆ (ri, ω) +H.c.].
(1)
Here, H0 is the noninteracting Hamiltonian for the
field and the two ‘atoms’. HI is the atom-field inter-
action part, which includes the counter-rotating term.
ωA (ωB) and rA (rB) are the transition frequency and
position of atom A (B) , respectively. |eA〉 (|eB〉) and
|gA〉 (|gB〉) are the excited and ground states of atom
A(B). di = 〈gi|dˆi|ei〉 is the element of the transi-
tion dipole moment, which is complex vector in gen-
eral. fˆ(r, ω) is the bosonic vector field annihilation oper-
ator for the elementary excitations of the environment,
which obeys [fˆi(r, ω), fˆ
†
j (r
′
, ω
′
)] = δijδ(r − r′)δ(ω − ω′),
[fˆi(r, ω), fˆj(r
′
, ω
′
)] = [fˆ †i (r, ω), fˆ
†
j (r
′
, ω
′
)] = 0. The elec-
tric field operator at the position of the atom is given
by Eˆ(r, ω) = i
√
~/piε0
∫
dr′
√
εI(r′, ω)G(r, r
′, ω) · fˆ (r′, ω)
with εI(r
′, ω) the imaginary part of the complex dielectric
function ε(r, ω) = εR(r
′, ω) + iεI(r
′, ω). Further more,
the Green tensorG(r, r′, ω) satisfies∇×∇×G(r, r′;ω)−
ε(r, ω)ω2/c2G(r, r′;ω) = ω2/c2Iδ(r − r′), which can be
solved semi-analytically or numerically (see Ref. [68] and
references therein).
Similar to Ref. [7, 20, 59, 69], we assume ini-
tially that atom A is in the excited state, atom B is
in the ground state and the field is in vacuum. In
this case, the states of interest are |a〉 = |eA, gB, 0〉,
|b〉 = |gA, eB, 0〉, |C (r, ω)〉 = fˆ† (r, ω) |gA, gB, 0〉 and
|D(r, ω)〉 = fˆ† (r, ω) |eA, eB, 0〉, which form an approx-
imate complete set of states [7]. We will see later that
this approximation is equivalent to the perturbative ex-
pansion of the level shift operator in powers of HI to the
second order which neglects the two-photon and many-
photon process ( see Eq. (3) ).
The initial state is denoted as |a〉 and the state vector
of the system evolves as |Ψ(t)〉 ≡ U(t)|a〉, where U(t) is
the evolution operator and reads
U(t) =
1
2pii
∫ +∞
−∞
dω
[
G−(ω)−G+(ω)] exp(−iωt). (2)
Here, G±(ω) = limη→0+ G(z = ω ± iη), with the re-
solvent operator defined by G(z) = (z−H/~)−1 [70, 71],
which can be resolved by the projection operator method.
Let α be a subspace subtended by the eigenvector of
H0 {|a〉 |b〉}, then P = |a〉〈a| + |b〉〈b| is the projec-
tor on to this subspace and Q = I − P is the projec-
tor on to the supplementary subspace of α. By using
the identity (z − H/~)G(z) = 1, we find PG(z)P =
~
P
~z−PH0P−~PR(z)P
with the level shift operator defined
by ~R(z) = HI +HI
Q
~z−QH0Q−QHIQ
HI . The perturba-
tive expansion for the level shift operator in powers of
HI reads
~R(z) = HI +HI
Q
~z −H0HI+
+HI
Q
~z −H0HI
Q
~z −H0HI .... (3)
Thus, for our system (see Eq. (1) with initial state
|eA, gB, 0〉), to restrict the state of the system in the space
spanned by {|a〉, |b〉, |C (r, ω)〉, |D (r, ω)〉} is equivalent to
take the first two terms in Eq. (3). It should be noted
that the single photon effect is completely included by
this method.
With some calculation, the matrix elements for the
resolvent operator can be solved. Explicitly, Gaa(z) =
(z − ωB − Rbb(z))/Ξ and Gba(z) = Rba(z)/Ξ, where
Ξ = [z − ωA −Raa(z)] [z − ωB −Rbb(z)] − Rab(z)Rba(z)
with Fij(z) defined by 〈i|F (z)|j〉. Rii(z) and Rij(z) are
the local coupling between the atom and the field and
the dipole-dipole coupling between atoms i and j, re-
spectively. The transfer rate Γij(z) and the potential en-
ergy ∆ij(z) of the DDI are related to the imaginary part
(incoherent) and the real part (coherent) of the matrix
element of the level shift operator limη→0+ Rij(z± iη) =
∆ij(z)∓ iΓij(z)/2, respectively.
By utilizing the Kramers-Kronig relation of the Green
function, one obtains
~Rba(z + iη) =
1
piε0
d
∗
B ·Mba · dA, (4)
where
3Mba =
∫ ∞
−∞
dω
ImG(rB , rA, ω)
z − ω + iη +
∫ ∞
0
dω ImG(rB , rA, ω)(
1
z + ω + iη
+
1
z − ωA − ωB − ω + iη )
= −piG(rB , rA, z) +Rc1(z) +Rc2(z) +Rc3(z), (5)
with the three correcting parts written by
R
c
1(z) = −ipi
∫ ∞
0
dω ImG(rB , rA, ω)δ(z + ω), (6a)
R
c
2(z) = −ipi
∫ ∞
0
dω ImG(rB , rA, ω)δ(z − ωA − ωB − ω),
(6b)
R
c
3(z) = −2℘
∫ ∞
0
dω ImG(rB , rA, ω)[
z − Ω
(Ω + ω)2 − (z − Ω)2 ].
(6c)
Here, Ω = 0.5(ωA + ωB) is the average transition fre-
quency for the two ‘atoms’ and ℘ stands for the principle
integration. This is the general results for the matrix el-
ement of the level shift operator. If ωA = ωB = Ω, the
above three correction parts vanish at z = Ω, Rc1(Ω) =
R
c
2(Ω) = R
c
3(Ω) = 0 and Equation (4) is the same as
that found in the literature ( for example, Eq. (39) in
Ref. [38]). Except for the case of ultra-strong coupling,
where the real parts of the zeros for equation Ξ = 0 (
the denominator for matrix element of the resolvent op-
erator Gij ) may be negative, the three correction parts
( Rc1(z), R
c
2(z) and R
c
3(z) ) are small and can be ne-
glected. For our ANS system, which is also investigated
in Ref. [51, 68, 72], the energy level shift and dipole-
dipole shift are much more less than the transition fre-
quency where the dipole strength is d = 24D and its
distance to the sphere surface is 2nm. In this case, the
real parts of the zeros of equation Ξ = 0 are around Ω
and the matrix elements of the resolvent operator Gaa(z)
and Gba(z) are peaked around Ω. Thus, only the posi-
tive z should be considered and we get Rc1(z) = 0 and
R
c
2(z) = 0. For R
c
3(z), the integrand in the bracket of
Eq. (6c) is very small for z around Ω and ImG(rB , rA, ω)
can be described by the sum of many Lorentzian func-
tions [73, 74]. Thus, Rc3(z) is very small and can be
neglected in our nanosphere system, which has been nu-
merically verified by us. Then the transfer rate and the
DDI potential energy reads
Γij(ω) =
2
~ε0
Im[d∗i ·G(ri, rj , ω) · dj ], (7a)
∆ij(ω) = − 1
~ε0
Re[d∗i ·G(ri, rj , ω) · dj ]. (7b)
The above equations are the main results of our the-
ory. Following the similar procedure, we can extend the
above results to the case for i = j with the Green func-
tion in Eq.(7b) being replaced by the scatter Green ten-
sor. The divergent part of the homogeneous-medium con-
tribution can be absorbed into the transition frequency
ωi. For i = j, Γii(ωi) and ∆ii(ωi) are the spontaneous
emission rate and Lamb shift for atom i in the weak
coupling regime. Γii (∆ii) is related to the imaginary
(real) part of the Green function and there is no mix
between the real part and the imaginary part. For ex-
ample, different polarizations of the dipole moment mix
different components of the imaginary part of the Green
function for Γii. The same is true for ∆ii. However,
for i 6= j and complex transition dipole moment ele-
ment, both the transfer rate Γij(ω) and the potential
energy ∆ij(ω) are a mix of the real part and the imag-
inary part of the Green function. For example, if the
dipole moment of atom j is linear polarized along the x
axis (dj = eˆx) and atom i is right circularly polarized
(di = eˆx + ieˆy), where eˆx, eˆy and eˆz are the unit vectors
along the x -axis, y-axis and z -axis respectively, Γij(ω) =
2/(~ε0)[eˆx · ImG(ri, rj , ω) · eˆx − eˆy · ReG(ri, rj , ω) · eˆx]
, which is different from the real dipole moment case or
the i = j case. Since the real part and the imaginary
part of the Green function exhibit very different charac-
teristics in nano-structures, the polarization of the dipole
will take great effect in the DDI.
We emphasize that Eq. (7) is the general quantum
description of the DDI, even though the Green tensor is
classical. They can be applied for atoms located in any
lossy and inhomogeneous structure. In addition, they
provide suitable description of the DDI for any type of
electric transition dipole moment, either complex or real.
Model. The schematic diagram of the system is illus-
trated in Fig. 1. There is an ANS with radius a at the
coordinate origin. The permittivity of the ANS is given
by the Drude model, εm = ε∞ − ω2m/(ω2 + iγmω) with
ε∞ = 6, ωm = 7.90eV and γ = 51meV [72, 74]. The two
atoms are located on the xoy-plane and their positions
are denoted by rA and rB . Except for special statement,
we set a = 20nm, rB = (22nm, 0) and denote the posi-
tion of atom A as rA = (xA, yA). The transition dipole
moment for atom i is di = uiuˆi, with uˆi the complex
unitary vector. Since we are much interest in the polar-
ization effect, we set uA = uB = u. The transfer rate
and the potential energy of the DDI are normalized by
the vacuum radiation rate Γ0(ω) = u
2ω3/3piε0~c
3. For
simplicity, we use Γij and ∆ij for Γij(ω) and ∆ij(ω),
respectively.
Results. Owing to the inversion symmetry of the
4FIG. 1. (Color online). Schematic diagram of the system. An
ANP with radious a is located at the origin in vacuum. Atoms
A and B are around the ANS in the xy-plane and can interact
with each other mediated by the ANS. Their transition dipole
moment are dA and dB. The positions of atoms A and B are
rA and rB .
ANS about the xy-plane, we find Gzj = Gjz = 0 with
Gzj = eˆz ·G·eˆj (j = x, y). This means that a z-polarized
dipole will only interact with a dipole containing z-
component and not interact with any dipoles polarized
in the xy-plane, which is simple. Thus, we first consider
the case that both dipoles are polarized in the xy-plane.
Figure 2 shows the polarization-dependent characteris-
tics for the potential energy ∆AB and the transfer rate
ΓAB between a linear polarized transition dipole uˆB = eˆx
and a circularly polarized transition dipole uˆA = uˆ
±
A =
(eˆx ± ieˆy)/
√
2. In order to describe the different cou-
pling property for the two polarization state of atom A,
we define the contrast of the transfer rate and the po-
tential energy as Γcontrast ≡ (|Γ+| − |Γ−|)/(|Γ+|+ |Γ−|)
and ∆contrast ≡ (|∆+| − |∆−|)/(|∆+|+ |∆−|), where Γ±
and ∆± are ΓAB and ∆AB for uˆA = uˆ
±
A. They de-
scribe the polarization dependent property for the DDI.
If Γcontrast is close to 1 or -1, there is a huge difference
for the transfer rate between uˆA = uˆ
+
A and uˆA = uˆ
−
A.
The same is true for ∆contrast. Figure 2(a) and 2(b)
show ∆contrast and Γcontrast. The insets show that over a
broad frequency range, ∆contrast and Γcontrast are nearly
-1, which mean that atom B with the x-polarized tran-
sition dipole is much more strongly coupled to atom A
with the left hand circularly polarized dipole uˆ−A than
with the right hand circularly polarized dipole uˆ+A. This
can be seen clearly in Fig. 2 (c) and Fig. 2 (d). For
example, |Γ+|/|Γ−| = 3.34 × 10−6 with |Γ−| = 8987Γ0
and |Γ+| = 0.03Γ0 for ω = 2.937eV .
The above results clearly demonstrate that both of the
transfer rate and the potential energy have the great po-
larization selectivity and deterministic coupling can take
place over a wide frequency range for atoms located at
some certain spatial positions. However, in practice,
there will be some degree of indeterminacy for the po-
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FIG. 2. (Color online). Polarization-dependent characteris-
tics for the potential energy ∆AB and the transfer rate ΓAB
with uˆB = eˆx and uˆA = uˆ
±
A = (eˆx ± ieˆy)/
√
2. (a) The con-
trast of ∆AB and (b) ΓAB for the two different polarizations
of atom A, with ∆contrast = (|∆+|−|∆−|)/(|∆+|+ |∆−|) and
Γcontrast = (|Γ+| − |Γ−|)/(|Γ+|+ |Γ−|). ∆± and Γ± are ∆AB
and ΓAB with uˆA = uˆ
±
A. The insets show that over a broad
frequency range, ∆contrast and Γcontrast are nearly -1 which
means that the resonance DDI is much stronger for uˆA = uˆ
−
A
than for uˆA = uˆ
+
A. This can be clearly seen in (c) and (d)
where the normalized ∆AB and ΓAB are shown for uˆA = uˆ
±
A.
The position of atom A is rA = (19nm, 11nm).
sitions of the atoms or the radius of the ANS. In order to
show these in greater detail, we make a slight change to
both the position of atom A and the radius of the ANS.
Figure 3(a) and 3(b) show ∆contrast and Γcontrast for
a = 18nm. Results for four slightly different positions are
shown, where the blue (solid) is for rA = (17nm, 12nm),
the red (dot) is for rA = (17nm, 11nm), the black (short
dash dot) is for rA = (16nm, 11nm), and the dark cyan
(short dash) is for rA = (17nm, 13nm). We find that de-
terministic coupling can take place over a wide frequency
range (about 0.03eV ) with some variation for the posi-
tions of the atoms and the radius of the ANS. Figure 3(c)
and 3(d) are for a = 20nm and show similar results.
Besides of the above deterministic coupling where only
one kind of the two polarized transition dipole of atom A
takes effect over a wide frequency range, there is another
interesting phenomenon where a sudden change takes
place within a narrow frequency range for two different
types of transition dipole (uˆ±A = (eˆy±ieˆz)/
√
2). This can
be clearly seen in Fig. 4(a), where Γcontrast = 1 for ω =
2.936eV and Γcontrast = −1 for ω = 2.95eV . Figure 4(b)
shows the normalized transfer rate for uˆA = uˆ
±
A. We get
Γ+/Γ0 = 6520 and Γ−/Γ0 = 0 for ω = 2.936eV . Accord-
ingly, Γ+/Γ0 = 0 and Γ−/Γ0 = −3883 for ω = 2.95eV .
This means that atom B can couple to atom A with the
polarization changing from uˆA = uˆ
+
A to uˆA = uˆ
−
A by fine
tuning the transition frequency. Different from the previ-
ous results where |Γ+| (|∆+|) are much more weak than
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FIG. 3. (Color online). The stabilization of the nearly one
∆contrast and Γcontrast for different positions of atom A and
the radius of the ANS a. (a) and (b) are for a = 18nm.
The blue (solid) is for rA = (17nm, 12nm), the red (dot)
is for rA = (17nm, 11nm), the black (short dash dot) is for
rA = (16nm, 11nm), and the dark cyan (short dash) is for
rA = (17nm, 13nm). At a wide frequency range, ∆contrast
and Γcontrast are nearly -1. Similar phenomenon are found
in (c) and (d) for a = 20nm where the black (short dash
dot) is for rA = (18nm, 12nm), the red (dot) is for rA =
(19nm, 11nm), the blue (solid) is for rA = (19nm, 13nm),
and the dark cyan (short dash) is for rA = (19nm, 12nm).
|Γ−| (|∆−|), here, both |Γ+| and |Γ−| can be large de-
pending on the transition frequency. This flip-flop prop-
erty can be utilized in the quantum control of the DDI.
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FIG. 4. (Color online). Switch from uˆA = uˆ
+
A to uˆA = uˆ
−
A
for atom A to couple with atom B with uˆB = (eˆx + ieˆz)/
√
2
by fine tuning the transition frequency. (a) Γcontrast and (b)
ΓAB/Γ0 versus frequency for uˆA = uˆ
±
A = (eˆy ± ieˆz)/
√
2. The
conversion takes place within a narrow frequency range. The
position of the atom A is rA = (19nm, 9nm).
Even though the above results are got for some cer-
tain position of atom A, our numerical tests show that
there are other positions to demonstrate the similar phe-
nomena. Another interesting case is for atom A locat-
ing on the x-axis as well. In this situation, owing to
the symmetry of our system about the x-axis, we get
(Gij = 0) (i, j = x, y, z) for i 6= j and Gyy = Gzz.
Thus, a linearly polarized transition dipole can only in-
teract with another dipole which has component along
the same direction. This is simple and we consider cir-
cularly polarized transition dipole moment. Figure 5(a)
and 5(b) show that Γcontrast and ∆contrast are always
1 regardless of the transition frequency, where we set
uˆA = uˆ
±
A = (eˆy ± ieˆz)/
√
2 and uˆB = (eˆy + ieˆz)/
√
2
with rA = (−25nm, 0) and rB = (22nm, 0). The origin
of this character stems from the fact that Gyy = Gzz . If
we substitute uˆA and uˆB into Eq. (7) and make use of
the result that Gyy = Gzz , we get Γ− = 0 and ∆− = 0 .
This effect has been numerical verified in Fig. 5(c) and
5(d). By the same procedure, we can easily prove that
atom A can couple to atom B only when uˆ∗A · uˆB 6= 0
for both transition dipole moments polarized in the yz-
plane.
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FIG. 5. (Color online). The transfer rate and potential energy
for both atoms located on the x-axis with uˆA = uˆ
±
A = (eˆy ±
ieˆz)/
√
2 and uˆB = (eˆy+ieˆz)/
√
2. (a) and (b) are for ∆contrast
and Γcontrast . (c) and (d) are for ∆AB/Γ0 and ΓAB/Γ0. Here
rA = (−25nm, 0) and rB = (22nm, 0).
Conclusion. In this work, we have shown that the po-
larization takes great effect on the DDI. Theoretically,
we have proposed a formalism to treat the DDI between
two polarized dipoles, where the transfer rate and the po-
tential energy are expressed by the Green function (Eq.
(7)). Different from the real dipole case where the co-
herent part Γij (incoherent part ∆ij) is related to the
imaginary (real) part of the Green function, Γij (∆ij)
is related to both the real part and the imaginary part
of the Green function for complex transition dipole mo-
ment. By utilizing this general expression and the ana-
lytic Green function of the ANS, we have found that an
atom with linear transition dipole couples much stronger
to the other atom with left circularly polarized transi-
tion dipole than with right circularly polarized transition
dipole. We have shown that the above polarization se-
lective DDI can take place over a wide frequency range
(about 0.03eV ) and it is robust against variation of the
atom’s position and the radius of the ANS. Besides the
stable deterministic coupling, we have also found that
6a sudden change takes place within a narrow frequency
range (about 0.014eV ), where the contrast of the transfer
rate for uˆA = (eˆy±ieˆz)/
√
2 changes from 1 to -1. We have
also investigated the case where both of the two dipoles
are locating on the x -axis and found that an atom with
right circularly polarized transition dipole couples to the
atom with the same polarization and not to the left cir-
cularly polarized transition dipole. We have proved that
this deterministic polarization selective characteristic for
DDI is symmetry protected.
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