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Zusammenfassung
Workow{Management{Systeme (WFMS) erobern sich neue Anwendungsgebiete mit jeweils
spezischen Anforderungen an die Leistungsf

ahigkeit dieser Systeme. Neben den Anfor-
derungsprolen an WFMS aus verschiedenen Anwendungsgebieten werden hier besonders
die Anforderungen aus dem Bereich des Concurrent Engineering aufgezeigt. Die jeweiligen
anwendungsspezischen Anforderungen f

uhren nicht nur zu einer groen Zahl unterschied-
lich m

achtiger Modellierungskomponenten, sondern auch zu verschiedenen Alternativen f

ur
m

ogliche Laufzeitumgebungen der WFMS. Der Bericht zeigt die Probleme auf, die sich daraus
f

ur WFMS{Anwender und {Entwickler ergeben, und leitet praxisrelevante Fragestellungen
ab, die aus wissenschaftlicher Sicht zu bearbeiten sind.
1 Einleitung
In vielen Gesch

aftsbereichen wird ein komplexer Vorgang (Gesch

aftsproze, Ablauf) nicht von
einem Mitarbeiter allein, sondern in Zusammenarbeit mit Mitarbeitern der eigenen oder ande-
rer Abteilungen und Unternehmen durchgef

uhrt, die im Rahmen dieses Vorgangs Teilauftr

age
erf

ullen. Beispiele hierf

ur sind Reiseplanung und {abrechnung, Untersuchungszyklen in Kliniken
[36, 16], Kreditantr

age und {anpassungen, Versicherungsantragsbearbeitung oder Fertigungs-
prozeplanung und {steuerung [64]. Die Koordination dieser zum Teil komplexen und r

aumlich
weit verteilten Abl

aufe wird von klassischen Informationssystemen (datenbankbasierten Anwen-
dungen) nur sehr unzureichend unterst

utzt, da sie zur statischen Verwaltung von Informatio-
nen entwickelt wurden. Der dynamische Teil dieser Abl

aufe, wie das Zuteilen neuer Auftr

age,
der Austausch von Informationen zwischen Mitarbeitern oder die Festlegung und

Uberwachung
zeitlicher Beschr

ankungen, erfolgt deshalb h

aug informell zwischen den einzelnen beteiligten
Personen und verursacht einen nicht unerheblichen Zusatzaufwand.
Will man mit konventionellen Programmiermethoden auch beim dynamischen Teil der Abl

aufe
EDV{Unterst

utzung bieten, so f

uhrt dies zu sehr komplexen Anwendungsprogrammen: Der ge-
samte Informations{ und Kontrollu, einschlielich die in verteilten Anwendungen sehr aufwen-
dige Fehlerbehandlung, mu explizit ausprogrammiert werden. Hinzu kommt, da diese
"
hart
verdrahteten\ Abl

aufe nur schwer zu validieren, zu warten sowie an organisatorische oder funk-
tionale

Anderungen anzupassen sind.

Diese Arbeit entstand im Rahmen eines von der Daimler-Benz-Forschung Ulm gef

orderten Forschungsprojekts.
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WFMS [23, 30] bieten hier durch Trennung von Ablauogik (dynamisch) und eigentlichem An-
wendungscode (statisch) einen vielversprechenden Ansatz. Durch
"
Herausziehen\ der Ablauo-
gik aus dem Anwendungscode kann ein Ablauf schnell speziziert,

uber Analyse beziehungsweise
Animation validiert und gegebenenfalls rasch an neue oder ver

anderte Anforderungen angepat
werden.
Ein WFMS
1
besteht aus einer Buildtime{Komponente zur Modellierung und Validierung von
Abl

aufen, sogenanntenWorkows, und einer Runtime{Komponente f

ur deren Ausf

uhrung (Lauf-
zeitumgebung). Die Runtime{Komponente eines WFMS besteht wiederum aus einer oder mehre-
renWF{Engines , welche die eigentliche Ausf

uhrung der Workows

ubernehmen. Die Architektur
eines WFMS legt die Zahl und das Zusammenspiel der f

ur eine Workow{Ausf

uhrung ben

otigten
WF{Engines, ihre funktionale Aufgliederung in Komponenten (Kontrollusteuerung, Organi-
sationsverwaltung) sowie ihre physikalische Verteilung auf Rechnerknoten fest.
Aufgrund ihres generischen Ansatzes k

onnen WFMS im Prinzip zur Modellierung und
Ausf

uhrung von Abl

aufen aus beliebigen Anwendungsgebieten eingesetzt werden. Neben
"
klas-
sischen\ Bereichen, wie zum Beispiel der B

uroautomatisierung [27, 63, 40] oder der Software{
Entwicklung [1, 46], werden in letzter Zeit WFMS auch in anderen Gebieten eingesetzt. Beispiele
hierf

ur sind medizinisch{organisatorische Abl

aufe [17, 16, 57, 43] oder Concurrent{Engineering{
Anwendungen [48, 47, 2, 53, 45, 56, 35].
Durch diese breitgef

acherten Einsatzgebiete entstehen jedoch zus

atzliche anwendungsspezische
Anforderungen an WFMS, die im Rahmen dieses Berichts skizziert werden sollen (Abschnitt 3).
Dabei wird neben Anforderungen aus anderen Anwendungsgebieten (Abschnitt 3.2) insbesondere
auf Anforderungen aus dem Bereich des Concurrent Engineering (Abschnitt 3.1) eingegangen.
Hierf

ur wird in Abschnitt 2 ein Beispiel beschrieben, das typisch f

ur viele Abl

aufe des Concurrent
Engineering ist. Abschnitt 4 beschreibt die Probleme, die sich aus den anwendungsspezischen
Anforderungen f

ur Anwender und Entwickler vonWFMS ergeben. Im darauffolgenden Abschnitt
werden Herausforderungen an die Forschung formuliert, welche auf noch oene Fragestellungen
hinweisen. Der Bericht endet mit

Uberlegungen bez

uglich einer WFMS{Architektur, welche die
zu Beginn aufgestellten Concurrent{Engineering{spezischen Anforderungen umsetzen kann.
2 Anwendungsbeispiel: Concurrent Engineering
Wie es der Begri Concurrent Engineering schon andeutet, werden komplexe Entwicklungspro-
zesse in der Regel gemeinsam von mehreren Personen durchgef

uhrt, deren zum Teil gleichzeitig
stattndende Einzelt

atigkeiten geeignet koordiniert werden m

ussen. Ein popul

ares Beispiel daf

ur
ist die Konstruktion und der Bau von Fahrzeugen. Auch die Dauer eines Entwicklungsprozesses
und die h

aug anzutreende r

aumliche Trennung der involvierten Personen sind Indizien daf

ur,
da sich der Einsatz von WFMS im Bereich des Concurrent Engineering lohnt.
Die prinzipielle Eignung von WFMS soll anhand des im folgenden beschriebenen vereinfach-
ten Beispiels
"
Konstruktion und Fertigung von Leitungsb

undeln\ [56, 35] gezeigt werden. Im
Abschnitt 3.1 werden dann einige Anforderungen an WFMS formuliert, welche spezisch f

ur
Concurrent{Engineering{Anwendungen sind.
1
Im Bereich der WFMS existiert eine verwirrend hohe Zahl verschiedener Terminologien (siehe [67] f

ur eine
Gegen

uberstellung der Begrie). Die hier verwendeten Begrie orientieren sich am Referenzmodell der Work-
ow Management Coalition (WfMC), einem Standardisierungsgremium bestehend aus f

uhrenden Herstellern von
WFMS [68].
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Beim elektrischen Anlagenbau in Flugzeugen werden Einzelleitungen elektrischer Anlagen mit
gleichem oder

ahnlichem physikalischem Verlauf zu Leitungsb

undeln zusammengefat.
Das Zusammenspiel der bei diesem Proze involvierten Einzelschritte l

at sich am besten

uber
einen anlagenbezogenen und einen b

undelbezogenen Ablauf beschreiben, zwischen denen Daten-
abh

angigkeiten existieren (siehe Abbildung 1 a und 1 b)
2
.
Zuerst wird von (verschiedenen) Mitarbeitern der Organisationseinheit Systemdenition die
prinzipielle Funktionsweise jeder im Flugzeug einzubauenden elektrischen Anlage durch jeweils
einenWirkschaltplan (principal diagram) beschrieben (CAD{Zeichnung, Teilschritt
"
Wirkschalt-
plan erstellen\). Da dieser Teilschritt f

ur jede Anlage einmal aufgerufen wird, werden mehre-
re Instanzen des anlagenbezogenen Ablaufs gestartet. Der darauffolgende Teilschritt
"
Wiring
Diagram erstellen\ ben

otigt als Eingabeparameter VKE{Blockschaltbilder
3
, so da die ent-
sprechenden anlagenbezogenen Abl

aufe solange blockiert sind, bis diese Schaltbilder vorliegen.
Diese Daten werden im b

undelbezogenen Ablauf durch den Teilschritt
"
VKE{Blockschaltbild
erstellen\ erzeugt (Interworkow{Abh

angigkeit). Um sp

atere Modikationen an den VKE{
Blockschaltbildern durch nachtr

aglich eintreende Wirkschaltpl

ane m

oglichst auszuschlieen,
wird in der Regel eine gr

oere Zahl an Wirkschaltpl

anen angesammelt, bevor der Teilschritt
"
VKE{Blockschaltbild erstellen\ im b

undelbezogenen Ablauf durch einen Mitarbeiter aus dem
Bereich Konstruktion bearbeitet wird.
Nach Fertigstellung der ben

otigten VKE{Blockschaltbilder werden im Teilschritt
"
Wiring Dia-
gram erstellen\ die Wirkschaltpl

ane ebenfalls im Bereich Konstruktion durch die in den Schalt-
bildern enthaltenen Informationen (Leitungsnummern, Zwischenstecker, . . . ) zu Wiring Dia-
grams erweitert.
Die automatischen Teilschritte
"
Ger

ateliste erstellen\ beziehungsweise
"
Leitungsliste erstellen\
extrahieren aus den einzelnen Wiring Diagrams (CAD{Zeichnungen) eine Liste der ben

otigten
Ger

ate beziehungsweise Leitungen, die wiederum im b

undelbezogenen Ablauf zu b

undelspezi-
schen Listen zusammengefat werden (Organisationseinheit Fertigungsunterlagen{Erstellung).
Die f

ur die b

undelspezischen Leitungslisten ben

otigten L

angenangaben werden im Teilschritt
"
Leitungsb

undel Schemazeichnung erstellen (VKM)\ (Bereich Konstruktion) anhand genauer
Mockup
4
{Messungen festgelegt. Dieser Bearbeitungsschritt erfolgt meist parallel zur Erstellung
der Wiring Diagrams. Die VKM{Schemazeichnungen dienen auch als Vorlage f

ur die Konstruk-
tion des Verlegebretts, auf dem dann im Fertigungsbereich das Leitungsb

undel manuell erstellt
wird.
3 Anwendungsspezische Anforderungen an WFMS
Dieser Abschnitt beschreibt anwendungsspezische Anforderungen aus dem Bereich des Con-
current Engineering (Abschnitt 3.1) sowie aus anderen Einsatzgebieten von WFMS (Abschnitt
3.2). Auerdem werden in Abschnitt 3.3 allgemeine Anforderungen an eine WFMS{Architektur
formuliert.
2
Auf die Bedeutung der unterschiedlichen Knotenformen in Abbildung 1 (4/6-eckig) wird sp

ater n

aher
eingegangen.
3
In einem VKE{Blockschaltbild werden die Einzelleitungen verschiedener elektrischer Anlagen zu (vorl

augen)
Leitungsb

undeln zusammengefat.
4
Ein Mockup ist ein mastabsgetreues Modell des Flugzeug(abschnitt)s.
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Abbildung 1: Beschreibung der Abl

aufe zur Konstruktion und Entwicklung von Leitungsb

undeln
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3.1 Concurrent{Engineering{spezische Anforderungen
Das Beispiel aus Abschnitt 2 zeigt die folgenden anwendungsspezischen Anforderungen, die
typisch f

ur viele Abl

aufe im Bereich des Concurrent Engineering sind:
Wie aus den den bisher beschriebenen Abl

aufen ersichtlich, erfolgt die Konstruktion
und Entwicklung eines Leitungsb

undels stark sequentiell. Beispielsweise beginnt ein VKE{
Blockschaltbild{Designer meist erst dann mit der Konstruktion eines neuen Leitungsb

undels,
wenn alle Wirkschaltpl

ane erstellt worden sind. Damit verz

ogert er viele anlagenbezogene
Abl

aufe, da diese die Blockschaltbilder als Eingabedaten f

ur Folgeschritte ben

otigen. Diese
Verz

ogerungen sind unn

otig, da ein Leitungsb

undel nie Leitungen aus allen Anlagen enth

alt.
Zur Reduzierung der Konstruktionskosten und {zeiten sollte ein Blockschaltbild{Designer des-
halb m

oglichst mit dem Eintreen der ersten Wirkschaltpl

ane mit der Erstellung von Block-
schaltbildern beginnen und diese f

ur wartende Folgeschritte freigeben.
Damit besteht jedoch die Gefahr, da der Designer beim Eintreen weiterer Wirkschaltpl

ane die
bereits fertiggestellten Blockschaltbilder modizieren mu. Aus Konsistenzgr

unden m

ussen die
Resultate von Folgeschritten, welche die
"
alten\ Blockschaltbilder direkt oder indirekt als Einga-
bedaten verwendet haben, r

uckg

angig gemacht werden (kaskadierendes semantisches Rollback),
und die Schritte erneut mit den aktuellen Daten wiederholt werden. Dies verursacht insbeson-
dere bei interaktiven Schritten Mehrarbeit. Erschwerend kommt hinzu, da die Bestimmung
der von Daten

anderungen betroenen Teilschritte aufwendig und fehleranf

allig ist, da sie h

aug
manuell erfolgt. Die Konsistenthaltung stellt deshalb in der Praxis ein schwerwiegendes Problem
dar [35].
Durch den Einsatz eines WFMS kann trotz der skizzierten Probleme ein h

oherer Parallelit

ats-
grad erreicht werden, wenn das WFMS die
"
Aufr

aumungsarbeiten\ m

oglichst selbst

andig

uber-
nimmt: Dazu mu das WFMS eine explizite Datenumodellierung und Protokollierung die-
ser Daten

usse zur Laufzeit anbieten, um dann alle von einer Datenmodikation betroen
Folgeschritte automatisch bestimmen zu k

onnen. Erm

oglicht das WFMS auch die Modellie-
rung von Interworkow{Datenabh

angigkeiten (siehe unten und Abbildung 1), so k

onnen auch
betroene Folgeschritte anderer Abl

aufe erkannt werden. Ein geeignetes Versionierungskon-
zept [33, 53, 42], das auch verschiedene Qualit

atsstufen [31, 53] unterst

utzt, kombiniert mit
einem durch die Anwendung spezizierten Korrektheitsbegri [21, 18], erm

oglicht auerdem
eine (teil{) automatische R

ucksetzung der
"
veralteten\ Bearbeitungsschritte.
Interworkow{Datenabh

angigkeiten lassen sich mittels Interworkow{Abh

angigkeitsknoten
(Interworkow{Dependency{Knoten, ID-Knoten) analog der untenstehenden Abbildung be-
schreiben, die als graphische Variante von ECA{Regeln angesehen werden k

onnen.
E
v
e
n
t
Condition
Entry
Activity
ID-Knoten wurden auch in Abbildung 1 zur Beschreibung der schon erw

ahnten
Datenabh

angigkeiten zwischen den anlagenbezogenen und den b

undelbezogenen
Abl

aufen verwendet. Ein ID{Knoten besteht aus drei Teilen: Die Eingangsbe-
dingung (Entry Condition) ist ein boolescher Ausdruck

uber die Eingabepara-
meter des ID{Knotens und wird bei jedem eintreenden Ereignis (Event) neu
berechnet. Liefert sie
"
true\, so wird der mit Activity bezeichnete Teilschritt
aktivierbar. Dieser Teilschritt entscheidet dann

uber die Fortsetzung dieses
Workows. Ein solcher Teilschritt mu sich dabei nicht von anderen im Work-
ow modellierten Aktivit

aten unterscheiden. Insbesondere kann er beliebige
Eingabe{ und Ausgabeparameter besitzen sowie ein interaktiver oder automatischer Teilschritt
sein. Es mu allerdings eine Abbildung seiner R

uckgabewerte auf eine der Fortsetzungsaktionen
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m

oglich sein. Als Fortsetzungsaktionen sind denkbar:
 continue: Das neu eingetroene Ereignis erm

oglicht ein Fortsetzen dieses Workows.
 reevaluate: Das Ereignis reicht (noch) nicht zum Fortsetzen dieses Workows aus.
 regainControl: Die Teilschritte, die bei fr

uheren Fortsetzungen dieses Ablaufs bearbeitet
wurden, m

ussen zur

uckgesetzt werden, weil sie auf veralteten Daten beruhen. Dies gilt
auch f

ur alle Teilschritte von \interworkow{abh

angigen\ Abl

aufen.
Der Abschnitt 6 diskutiert verschiedene Architektur{Ans

atze, wie die hier aufgestellten
Concurrent{Engineering{spezischen Anforderungen umgesetzt werden k

onnen.
3.2 Anwendungsspezische Anforderungen aus anderen Bereichen
Auch in vielen anderen Einsatzgebieten existiert eine Reihe von anwendungsspezischen Anfor-
derungen, die sich sowohl auf die Modellierungsebene als auch auf die WFMS{Architektur aus-
wirken. Im einzelnen werden skizziert: ben

otigte Strukturierungskonstrukte f

ur den Kontrollu,
Flexibilit

at in Ausnahmef

allen, Datenumodellierung, Korrektheitsbedingungen sowie Zeitbe-
schr

ankungen. Manche dieser Anforderungen, wie zum Beispiel Strukturierungskonstrukte f

ur
den Kontrollu oder die Einhaltung von Korrektheitsbedingungen sind in vielen Anwendungs-
bereichen (Banken, Versicherungen, medizinisch{organisatorischer Bereich, Fertigung) zu nden.
Anforderungen wie Flexibilit

at (medizinisch{organisatorische Abl

aufe, Decision Support) oder
Zeitbeschr

ankungen (medizinisch{organisatorische Vorg

ange, Fertigungsprozesse) werden dage-
gen nur in einzelnen Bereichen gestellt.
Bei schwach strukturierten Prozessen erfolgt die Koordination und letztendlich auch die Spezi-
kation der Abl

aufe durch die Anwender zur Laufzeit (Ad-hoc Workows [23]). Bei diesen relativ
kurzdauernden und nur wenige Teilschritte umfassenden Workows ist nur eine kleine Gruppe
von Personen beteiligt. Ad-hoc Workows werden in der gleichen Form meist nicht wiederholt.
Der Datenaustausch zwischen den einzelnen Teilschritten erfolgt h

aug

uber den Austausch von
anwendungsspezisch strukturierten Dokumenten. Durch die fehlende (Vor{)Modellierung von
Ad-hoc Workows und die benutzergesteuerte Ablaufkoordination wird weder eine Ablaufmodel-
lierungskomponente noch eine systemseitige Steuerung des Kontroll{ und Datenusses ben

otigt.
Es gen

ugen Komponenten zur Modellierung der Organisationsstruktur sowie benutzerfreundli-
che Mechanismen f

ur den Informationsaustausch und f

ur die dynamische Auswahl der n

achsten
Bearbeiter, wie sie zum Beispiel von Groupware{Systemen [29] geboten werden.
Stark strukturierte, sich h

aug wiederholende Abl

aufe werden dagegen vor ihrer Ausf

uhrung
modelliert. Abh

angig von der Komplexit

at der Strukturierung mu deshalb die Buildtime{
Komponente des WFMS verschiedene und zum Teil recht komplexe Kontrollkonstrukte (Paralle-
lit

at n{aus{m{Verzweigungen, Schleifen, Reihen, . . . [30, 43]) anbieten. Die automatische Koor-
dination und

Uberwachung des vormodellierten Workows zur Laufzeit ist bei diesen Workow{
Typen eine der Aufgaben des WFMS. Eine benutzerinitiierte

Anderung des modellierten Ab-
laufs zur Laufzeit wird dagegen hier weniger gefordert beziehungsweise teilweise sogar explizit
verboten (Beispiel:

Uberspringen/Auslassen des Gegenzeichnens einer weiteren Person bei der
Kreditvergabe).
Dagegen ist bei medizinisch{organisatorischen Anwendungen diese Flexibilit

at zur Laufzeit eine
existentielle Anforderung f

ur die Einsatzf

ahigkeit eines WFMS [36, 57, 43]. Das WFMS mu
es | in Ausnahmef

allen | erm

oglichen, Schritte auszulassen, zu vertauschen oder zu einem
fr

uheren Bearbeitungszustand im Ablauf zur

uckzukehren. Hierbei kann man zwei Arten von
Ausnahmen unterscheiden: vorhersehbare, und damit vormodellierbare, Ausnahmen sowie nicht
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vorhersehbare Ausnahmen. Die Modellierung der vorhersehbaren Ausnahmef

alle kann prinzipi-
ell zusammen mit der Modellierung des
"
Normalablaufs\ sowie mit den gleichen Konstrukten
erfolgen. Um die Modellierungskomplexit

at zu reduzieren [30] und um auch zur Laufzeit zwi-
schen Ausnahme{ und Normalfall unterscheiden zu k

onnen [16], ist jedoch eine Modellierung
in mehreren Sichten beziehungsweise mittels unterscheidbaren Konstrukten sinnvoll. Bei beiden
Arten von Ausnahmen ist es Aufgabe des Systems, auf das Fehlen von Eingabedaten geeig-
net zu reagieren und die Datenkonsistenz zu sichern [16]. In manchen Anwendungsgebieten, so
zum Beispiel bei medizinisch{organisatorischen Abl

aufen, werden auerdem M

oglichkeiten zur
Beschreibung von Interworkow{Abh

angigkeiten gefordert [37].
Bei sehr datenintensiven Anwendungen (Bilder, Video{Sequenzen, CAD{Zeichnungen) oder
bei weit verteilten Abl

aufen (large workows [44]) sind zus

atzlich Konstrukte zur expliziten
Datenumodellierung erforderlich, um nicht unn

otig Daten zwischen den einzelnen Bearbei-
tungsschritten austauschen zu m

ussen (need{to{know Prinzip, [32, 52]).
Langdauernde Abl

aufe mit hohen Konsistenzanspr

uchen ben

otigen Konstrukte zur Beschrei-
bung von Korrektheitsbedingungen [13, 39] und eine entsprechende Laufzeitumgebung zur Rea-
lisierung der modellierten Konsistenzanforderungen (transactional workows) [18, 21]. Bei eng
gekoppelten oder integrierten Systemen erfolgt die Einhaltung der geforderten Korrektheitsbe-
dingungen in der Regel mit herk

ommlichen Methoden (Two{Phase{Commit, Persistent Queues,
TP{Monitore) [26]. Sollen auch autonome Teilschritte mit eventuell eigener persistenter Daten-
haltung eingebunden werden, so ist die Gew

ahrleistung von Konsistenzbedingungen mit erheb-
lich h

oherem Aufwand verbunden (Kompensationsschritte, . . . ) [23, 39, 13].
Zeitbeschr

ankte Abl

aufe ben

otigen Konstrukte, um relative (minimaler/maximaler zeitlicher Ab-
stand zwischen Teilschritten) und absolute (Start am . . . , Ende bis . . . ) Zeitgrenzen modellieren
zu k

onnen.
3.3 Allgemeine Anforderungen an eine WFMS{Architektur
Die Eignung eines WFMS f

ur ein Anwendungsgebiet h

angt nicht nur von der Modellie-
rungsm

achtigkeit seiner Buildtime{Komponente, sondern auch von den Eigenschaften seiner
System{Architektur (Systemeigenschaften) ab:
 Fehlertoleranz: Unternehmenskritische Workows [23] ben

otigen eine Systemverf

ugbarkeit
von m

oglichst 100 %. Zentralistische WFMS{Architekturen [27, 40, 63, 20, 62] mit ih-
rem
"
single point of failure\ sind hierf

ur nur in Verbindung mit zus

atzlichen Manahmen
(Backup{Server [44]) geeignet. Dagegen stellen Ad-hoc Workows aufgrund ihrer relativ
kurzen Dauer sowie ihrer

Ubersichtlichkeit (wenige Teilschritte und beteiligte Personen)
in der Regel nicht so hohe Anforderungen an Verf

ugbarkeit und Konsistenz.
 Skalierbarkeit: Da die Zahl der gleichzeitig aktiven Workows im voraus nur sehr schwer
abzusch

atzen ist, sollte die Koexistenz mehrerer WF{Engines m

oglich sein, die jeweils
einen (disjunkten) Teil der Workows bearbeiten [44, 5, 6, 59, 55]. Insbesondere bei weit
verteilten Workows [44, 5] mu die Ausf

uhrungskontrolle von einer WF{Engine zu ei-
ner anderen weitergereicht werden k

onnen, wenn die zweite Engine f

ur die als n

achstes
zu aktivierenden Teilschritte besser geeignet ist (z.B. lokale Ausf

uhrung m

oglich). Diese
F

ahigkeit zur Migration der Ausf

uhrungskontrolle mu auch zwischen WF{Engines ver-
schiedener WFMS{Hersteller m

oglich sein (Interoperabilit

at [68]).
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 Antwortzeiten: Bei Interaktionen mit dem WFMS zur Laufzeit werden in der Regel Ant-
wortzeiten von weniger als 1 Sekunde gefordert. Die Antwortzeiten werden dabei wesentlich
vom Synchronisationsaufwand bestimmt
5
, der wiederum von zwei Aspekten abh

angt:
{ Zahl der gleichzeitig aktionsberechtigten Personen: Bei strikten Synchronisationsan-
forderungen mu jede Bewegung im Ablaufgraphen mit allen (vorher und nachher)
aktionsberechtigten Personen abgestimmt werden. Oftmals wird es jedoch gen

ugen,
(Zustands{)

Anderungen im Ablauf zeitverz

ogert, eventuell erst auf Anforderung, an
aktionsberechtigte Personen weiterzuleiten. Diese Personen besitzen dann nicht im-
mer die aktuellsten Informationen

uber einen Proze.
{ Zahl der beteiligten Workow{Engines: Erfolgt aus Fehlertoleranzgr

unden die Ablauf-
koordination von mehreren Workow{Engines gemeinsam, so ben

otigen sie zus

atzli-
che Synchronisationsmechanismen [11].
 API{Funktionen:

Uber die vom Laufzeitsystem angebotene Schnittstelle kann ein An-
wender Einu auf die Durchf

uhrung von Workows nehmen (API{Funktionen). Diese
Schnittstelle mu mindestens das Starten von Abl

aufen beziehungsweise von darin enthal-
tenen (interaktiven) Teilschritten umfassen. H

aug werden jedoch auch Funktionen zum
Stoppen, Unterbrechen und Zur

ucksetzen von Prozessen sowie verschiedene Anfrage{ und

Uberwachungsoperationen (Status, History, Monitoring eines Workows) gefordert. Kon-
trollorientierte WFMS [58], die das Aufrufen externer Teilschritte erm

oglichen, ben

otigen
zus

atzliche API{Funktionen zur Interaktion mit diesen externen Programmbausteinen [16].
Diese Systemeigenschaften bilden zusammen mit den geforderten Modellierungskonstrukten das
anwendungsspezische Anforderungsprol.
4 Ber

ucksichtigung anwendungsspezischer Anforderungen
Aufgrund der oben skizzierten unterschiedlichen Anforderungsprole ist bisher keines der auf
dem Markt bendlichen beziehungsweise in der wissenschaftlichen Literatur vorgeschlagenen
WFMS in allen Anwendungsgebieten (gleich gut) geeignet. Die heutige Situation ist vielmehr
durch eine Vielzahl an die jeweiligen Anwendungsbereiche angepaten WFMS mit unterschiedli-
chen Funktionalit

aten und Systemeigenschaften gekennzeichnet [60, 58]. Das Hinzukommen wei-
terer Anwendungsgebiete und damit zus

atzlicher Anforderungsprole wird diese Situation eher
noch versch

arfen, weshalb ein in allen Anwendungsbereichen gleich gut geeignetes
"
General{
Purpose{WFMS\ auch in Zukunft mehr Wunschdenken als Realit

at bleiben wird. Die Unter-
schiede in den WFMS beschr

anken sich dabei nicht nur auf die Buildtime{Komponente, sondern
f

uhren h

aug auch zu unterschiedlichen WFMS{Architekturen mit jeweils spezischen Vor{ und
Nachteilen (z.B. bzgl. Skalierbarkeit, Fehlertoleranz). Anwender und Entwickler von WFMS
stehen deshalb vor den folgenden zwei Problemen:
1. Welche Laufzeitumgebung ist bei gegebenem Anforderungsprol am besten geeignet? Wie
bestimmt man diese
"
optimale\ WFMS{Architektur? Anhand welcher Kriterien kann man
verschiedene Laufzeitumgebungen (quantitativ) vergleichen?
Diese Fragen stellen sich WFMS{Entwickler, wenn sie die Architektur eines vorhandenen
WFMS restrukturieren beziehungsweise ein neues WFMS entwerfen m

ochten.
5
Bei sehr datenintensiven Abl

aufen beeinut auch die Bereitstellung der notwendigen Eingabedaten f

ur einen
Teilschritt das Antwortzeitverhalten (siehe Abschnitt 6.1).
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F

ur WFMS{Anwender ist eine Antwort auf diese Frage interessant, wenn sie bei der Fest-
legung des Anforderungsprols die Folgen f

ur die Workow{Ausf

uhrungen absch

atzen wol-
len: Welche Konsequenzen auf die Komplexit

at der Workow{Ausf

uhrung hat die Hinzu-
nahme eines weiteren Modellierungskonstrukts oder einer zus

atzlichen Systemeigenschaft?
Kann durch den Verzicht auf einen Teil der Anforderungen eine einfacher realisierbare
Laufzeit{Umgebung verwendet werden?
2. Welche Klasse von Workows (bzgl. Modellierungsm

achtigkeit, Skalierbarkeit, Konsistenz,
Antwortverhalten, . . . ) kann eine gegebene WFMS{Architektur (maximal) unterst

utzen?
F

ur Anwender stellt sich diese Frage insbesonders dann, wenn ein schon im Einsatz be-
ndliches WFMS weitere oder modizierte Abl

aufe unterst

utzen soll. Neben der Frage, ob
sich die weiteren Abl

aufe geeignet modellieren lassen, mu insbesondere m

oglichst fr

uh ent-
schieden werden k

onnen, ob die gegebene WFMS{Architektur die zus

atzlichen Workows
zur Laufzeit bew

altigen kann.
Ein WFMS{Anbieter steht vor diesem Problem, wenn sein WFMS um zus

atzliche Model-
lierungskonstrukte oder Systemeigenschaften erweitert werden soll, um zum Beispiel f

ur
weitere Anwendungsgebiete eingesetzt zu werden [30]. Er mu dann m

oglichst fr

uh pr

ufen,
ob beziehungsweise welche Modikationen an der WFMS{Architektur notwendig sind.
Vergleichende Ver

oentlichungen von WFMS beschr

anken sich in der Regel auf eine Beurtei-
lung der jeweiligen Buildtime{Komponenten [60, 58, 23]. Damit sind R

uckschl

usse auf die Lauf-
zeitumgebung, wie sie zur Beantwortung der obigen Fragen zwingend erforderlich sind, nicht
m

oglich. Deshalb ist beispielsweise ein Anwender, hat er sich bez

uglich der gew

unschten Mo-
dellierungsm

achtigkeit festgelegt, auf aufwendige Vergleichstest angewiesen, um aus der Menge
"
gleich{m

achtiger\ WFMS dasjenige mit der geeignetesten Laufzeitsystem{Architektur heraus-
zunden. Der Aufwand resultiert im wesentlichen daraus, da repr

asentative Workows in meh-
reren WFMS vollst

andig modelliert und unter realen Bedingungen ausgef

uhrt werden m

ussen.
Damit kann man sich in der Praxis immer nur auf den Vergleich weniger Systeme beschr

anken.
5 Herausforderungen an die Forschung
Aus den oben genannten Gr

unden sind deshalb Untersuchungen w

unschenswert, welche die
praxisrelevanten WF{Klassen durch Festlegung der Modellierungskonstrukte und Systemeigen-
schaften beschreiben und f

ur diese die
"
optimale\ WFMS{Architektur bestimmen. Die Suche
nach der optimalen WFMS{Architektur reduziert sich damit auf die Bestimmung der geeig-
neten WF{Klasse, welche die geforderten Modellierungskonstrukte und Systemeigenschaften
umfat (Abbildung des geforderten Anforderungsprols auf das Anforderungsprol der WF{
Klasse). Auch der durch Frage 2 geforderte
"
R

uckweg\ w

are dadurch m

oglich: Bei gegebener
WFMS{Architektur k

onnen alle WF{Klassen und damit die Menge der m

oglichen Konstrukte
und Systemeigenschaften bestimmt werden, die f

ur diese Laufzeitumgebung geeignet sind.
Unseres Wissens existieren bisher jedoch noch keine Arbeiten, welche die Abh

angigkeiten zwi-
schen Modellierungsm

achtigkeit und Systemeigenschaften auf der einen Seite sowie der dazu
m

oglichen WFMS{Architekturen auf der anderen Seite untersucht haben.
Als Ergebnis einer wissenschaftlich fundierten Untersuchung dieser Abh

angigkeiten sind folgende
L

osungen denkbar:
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Es existiert die General{Purpose{WFMS{Architektur, die optimal f

ur alle WF{Klassen und
damit f

ur alle Anwendungsgebiete ist. Aufgrund der sich zum Teil widersprechenden Anforde-
rungsprolen ist dieses Ergebnis nicht zu erwarten.
Es ist wahrscheinlicher, da f

ur eine (hoentlich) gr

oere Zahl von WF{Klassen eine gemeinsame
WFMS{Architektur gefunden werden kann, die sehr viele Anwendungsgebiete abdeckt. Da ein
Multi{Purpose{WFMS nicht alle Anforderungsprole erf

ullen kann, werden aus einer solchen
Untersuchung mehrere Multi{Purpose-WFMS resultieren, die jeweils f

ur andere Anwendungs-
bereiche konzipiert sind. Multi{Purpose{WFMS{Architekturen werden allerdings immer einen
mehr oder weniger guten Kompromi f

ur das jeweilige konkrete Einsatzgebiet darstellen.
Deshalb wird eine solche Untersuchung auch
"
Nischen{WFMS\ mit speziell f

ur das jeweilige An-
wendungsgebiet zugeschnittenen Architekturen hervorbringen.
6
Nischen{WFMS sind sinnvoll:
 bei
"
einfachen\ Anwendungen (z.B. einfach strukturierte Abl

aufe mit kurzen
Ausf

uhrungszeiten, vgl. Abschnitt 3.2), die nur wenige Modellierungsm

oglichkeiten und
nur geringe Systemunterst

utzung zur Laufzeit ben

otigen. Der Einsatz eines weit m

achti-
geren Multi{Purpose{WFMS w

are hier viel zu aufwendig.
 bei sehr anwendungsspezischen und schwierig umsetzbaren Anforderungen an ein WFMS.
Eine hochspezialisierte und darauf abgestimmte WFMS{Architektur ist hier dann sogar
die einzige M

oglichkeit, die gestellten Anforderungen umzusetzen. WFMS{Architekturen,
die f

ur large workows (siehe Abschnitt 3.2) geeignet sein m

ussen, k

onnen beispielsweise
eine solche Spezialisierung erfordern.
Bei der Suche nach geeigneten WFMS{Architekturen f

ur die jeweiligen WF{Klassen ist ein
Vorgehen nach folgenden Schritten sinnvoll:
1. Festlegung von praxisrelevanten WF{Klassen
Eine WF{Klasse besteht aus einer maximalen Menge von Modellierungskonstrukten und
Systemeigenschaften. Maximalit

at bedeutet in diesem Zusammenhang, da durch die Hin-
zunahme eines weiteren Modellierungskonstrukts beziehungsweise einer zus

atzlichen Sy-
stemeigenschaft eine grundlegende Ver

anderung der System{Architektur erforderlich wird.
Eine praxisorientierte Klasseneinteilung wird dabei die verschiedenen anwendungsspezi-
schen Anforderungen ber

ucksichtigen.
2. Erarbeitung verschiedener WFMS{Architektur{Alternativen f

ur die WF{Klassen
Die Beschreibung einer WFMS{Architektur mu neben der physikalischen Verteilung der
WF{Engines und ihrer funktionaler Komponenten im Netzwerk auch ihre Art der Zusam-
menarbeit (autonom, kooperativ) sowohl im fehlerfreien Fall als auch w

ahrend Knoten{
und Netzausf

allen beinhalten. Zus

atzlich mu auch die Einbindung externer Anwendungen
(Klienten/Teilschrittprogramme) festgelegt werden, wobei hier insbesondere bez

uglich der
Konsistenzanforderungen der externen Anwendungen verschiedene Qualit

atsstufen vor-
stellbar sind. F

ur die WF{Klasse
"
Concurrent Engineering\ wird im folgenden Abschnitt

uberlegt, wie sich die in Abschnitt 3.1 aufgestellten Anforderungen umsetzen lassen.
3. Entwicklung eines Kriterienkatalogs zur systematischen und quantitativen Beurteilung ver-
schiedener Laufzeitumgebungen f

ur eine WF{Klasse
Der Kriterienkatalog mu mindestens die in Abschnitt 3.3 beschriebenen Systemeigen-
schaften umfassen. Quantitative Analysen sind unter anderem bei den Kriterien
"
Fehler-
toleranz\ [10] und
"
Antwortzeiten\ (z. B.

uber Warteschlangenanalyse [54, 9, 61, 49, 8, 12],
6
Diese Nischen{Systeme sind auch in anderen Bereichen der DV{Welt zu nden. Man denke hierbei nur
an Echtzeitbetriebssysteme, die nur f

ur besonders zeitkritische Anwendungen ben

otigt werden, an Single{User{
Betriebssysteme f

ur einfache Einzelplatzsysteme oder an Hochleistungstransaktionssysteme (z.B. Transaction
Processing Facility (TPF) von IBM), die optimiert auf maximalen Transaktionsdurchsatz sind.
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zeitbehaftete Petri{Netze [51, 9, 49, 34, 8, 65] oder stochastischer Graphen [9, 28]) m

oglich.
Eine
"
Antwortzeiten\{Analyse kann dabei f

ur jede vom Laufzeitsystem angebotene API{
Funktion getrennt erfolgen. Hiermit lassen sich dann beim Vergleich verschiedener WFMS{
Architekturen (siehe Punkt 4) die H

augkeiten der Funktionsaufrufe mit ber

ucksichtigen.
4. Bestimmung der optimalen Laufzeitumgebungen mittels des Kriterienkatalogs
Da die optimale WFMS{Architektur immer einen Kompromi zwischen den verschiedenen
Anforderungen an eine Klasse darstellen wird, k

onnen je nach Priorisierung dieser Anfor-
derungen unterschiedliche optimale WFMS{Architekturen resultieren. Alternativ ist auch
denkbar, da eine

Anderung der Priorisierung zu weiteren WF{Klassen f

uhrt, wobei dann
die Gefahr der
"
WF{Klassen{Explosion\ besteht.
Zu beachten ist hierbei, da sich die M

achtigkeit einer WF{Klasse (Punkt 1) und die opti-
male Laufzeitumgebung (Punkt 4) gegenseitig beeinussen. Deshalb stellt die Bestimmung der
Klassikationsgrenzen einen iterativen Proze dar. Auch kann es f

ur die Bildung von Multi{
Purpose{WFMS sinnvoll sein, WF{Klassen mit

ahnlichen Architekturen zusammenzufassen,
um das Einsatzgebiet des WFMS zu vergr

oern.
6

Uberlegungen zu einer Concurrent{Engineering{geeigneten
WFMS{Architektur
Dieser Abschnitt enth

alt

Uberlegungen zu einer WFMS{Architektur, die den Concurrent{
Engineering{spezischen Anforderungen aus Abschnitt 3.1 gen

ugt. Dabei werden aus den Anfor-
derungen resultierende Probleme zur Laufzeit skizziert und m

ogliche L

osungsans

atze beschrie-
ben. Auerdem wird dieser Abschnitt aufzeigen, in welchen Bereichen noch weiterer Forschungs-
bedarf besteht.
6.1 Zeitgerechte Bereitstellung der ben

otigten Eingabedaten
Eine bei interaktiven Teilschritten zeitkritische Aufgabe eines WFMS ist die Bereitstellung der
notwendigen Eingabedaten f

ur die einzelnen Bearbeitungsschritte. Entscheidet sich ein Anwen-
der, einen ihm in seiner Worklist angebotenen Teilschritt (in der Regel durch
"
Anklicken\ des
entsprechenden Items) durchzuf

uhren, so m

ussen diesem Teilschritt innerhalb weniger Sekun-
den die von ihm ben

otigten Daten zur Verf

ugung gestellt werden. Diese Daten{Bereitstellung ist
insbesondere bei Concurrent{Engineering{Abl

aufen aus den folgenden Gr

unden problematisch:
1. Die bereitzustellenden Datenmengen sind in der Regel gro.
2. Die Daten weisen unterschiedliche Formate auf.
3. Die Daten m

ussen teilweise

uber groe Entfernungen transferiert werden, da bei typi-
schen Concurrent{Engineering{Abl

aufen h

aug Mitarbeiter aus anderen, r

aumlich weit
verteilten Abteilungen, Niederlassungen oder kooperierenden Firmen beteiligt sind (large
workows [44]).
7
4. Die Eingabedaten eines Teilschritts m

ussen an verschiedenen Orten bereitgestellt werden,
da der Schritt oftmals mehreren Mitgliedern (eines Teams) zeitgleich zur Durchf

uhrung
angeboten wird.
7
Beispielsweise erfolgt die Airbus{Entwicklung

uber mehrere europ

aische L

ander verteilt.
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Unter Verwendung eines geeigneten Kommunikationsstandards zum Datenaustausch l

at sich
die Datenkonvertierungsproblematik (Punkt 2) weitgehend l

osen. F

ur den im Concurrent{
Engineering{Bereich ben

otigten Austausch von Produktdaten eignet sich hierbei insbesondere
die von der ISO entwickelte Norm STEP (STandard for the Exchange of Product model data)
[41], die bei technischen Anwendungen eine immer gr

oere Verbreitung ndet.
F

ur die Speicherung der groen Datenmengen (Punkt 1) gibt es f

ur ein WFMS drei prinzipielle
M

oglichkeiten: beim Erzeuger der Daten, bei den potentiellen Verbraucher{Teilschritten
8
oder
an einer unabh

angigen Zwischenstelle. Die Ber

ucksichtigung der Punkte 3 und 4 deckt jedoch
bei jedem dieser Ans

atze Schwachstellen auf:
Bei einer Speicherung auf dem Knoten des Erzeuger{Teilschritts beziehungsweise an einer Zwi-
schenstelle lassen sich tolerierbare Zugriszeiten nur dann realisieren, wenn eine schnelle und
ausfallsichere Verbindung zwischen den Daten und den entfernten Verbraucher{Teilschritten
gew

ahrleistet werden kann. Diese Anforderung wird bei den heutigen Netzinfrastrukturen in der
Regel nur im LAN{Bereich beziehungsweise bei einigen Hochleistungs{MAN [14] erf

ullt. Bei
einer gr

oeren geographischen Verteilung der an einem Ablauf beteiligten Personen (Punkt 3)
stoen diese Ans

atze an ihre Grenzen. Die Speicherung an einer zentralen Zwischenstelle birgt
zus

atzlich die Gefahr eines Flaschenhalses.
Zur Vermeidung dieser Verf

ugbarkeits{ und Zugriszeitenprobleme bietet sich bei einer gr

oe-
ren

ortlichen Verteilung eine Speicherung der Daten auf allen Verbraucherknoten an (Daten{
Prefetching). Verbraucherknoten sind alle Knoten, auf denen Teilschritte, die diese Daten als Ein-
gabeparameter ben

otigen, potentiell ausgef

uhrt werden k

onnen. Dadurch kann die Daten

uber-
tragung erfolgen, bevor die entsprechenden Teilschritte ihren potentiellen Bearbeitern angeboten
und damit ausgef

uhrt werden k

onnen [52, 32]. Diese

Ubertragung ist deshalb nicht zeitkritisch.
Problematisch bei dieser L

osung ist jedoch, da die Daten auf viele Knoten kopiert werden
m

ussen, da diese Rechner alle f

ur die Durchf

uhrung von Folgeschritten in Frage kommen. Dies
ist immer dann der Fall, wenn ein Folgeschritt mehreren Anwendern angeboten wird (Punkt 4)
und/oder wenn es mehrere verschiedene Folgeschritte gibt (vergleiche Flexibilit

at in Abschnitt
3.2). Eine groe Zahl von potentiellen Anwendern erh

oht somit die Zahl der zu versendenden
Datenkopien und reduziert damit die Praxistauglichkeit dieser L

osung. Die aktuelle Zahl der
geeigneten Anwender steht dabei erst zur Laufzeit fest, da sie von der Anzahl der gerade im
WFMS angemeldeten Anwender f

ur die jeweilige Rolle abh

angt.
Um die skizzierten Nachteile der verschiedenen Ans

atze abzuschw

achen, m

ussen die bisherigen
Modelle sicherlich noch verfeinert und mit mehr Anwendungssemantik versehen werden. Hierbei
sind unter anderem folgende Verbesserungen auf ihre Eignung zu untersuchen:
1. Daten{Clusterung: Geographisch benachbarte Bearbeiter teilen sich eine Datenkopie. Ein
Cluster besteht aus allen Rechnerknoten, die

uber ein schnelles und zuverl

assiges Netzwerk
(LAN/MAN) verbunden sind. Jeder Cluster erh

alt dann eine Datenkopie. Damit h

angt
die Zahl der zu versendenden Kopien von der Anzahl der Cluster und nicht von der im
allgemeinen gr

oeren Zahl der potentiellen Benutzer ab (Lokalit

atsprinzip). Dieser hybride
Ansatz erm

oglicht eine Datenverf

ugbarkeit und Zugriszeiten, die vergleichbar zur L

osung
der Datenspeicherung auf allen Verbraucherknoten sind, ohne den Nachteil dieser L

osung,
den hohen Kopieraufwand, im vollen Umfang zu

ubernehmen. Durch eine entsprechende
Wahl der Clustergr

oe sind dabei die Speicherung an einer Zwischenstelle (Cluster umfat
alle Knoten) und die Speicherung auf allen Verbraucherknoten (jeder Verbraucherknoten
8
Mit Verbraucher{Teilschritten werden Schritte bezeichnet, die diese Daten als Eingabeparameter ben

otigen.
Ein Verbrauchen im eigentlichen Sinn ndet nat

urlich nicht statt.
6 EINE CONCURRENT{ENGINEERING{GEEIGNETE WFMS{ARCHITEKTUR 13
bildet einen eigenen Cluster) als Spezialf

alle enthalten.
2. Reservierung von Teilschritt{Durchf

uhrungen: Den potentiellen Bearbeitern eines Teil-
schritts wird als weitere Operation eine Reservierungsfunktion angeboten. Durch das
Anstoen dieser Operation verpichtet sich der Bearbeiter, die T

atigkeit zu

uberneh-
men. Der Aufruf des Teilschritts zur Durchf

uhrung der entsprechenden T

atigkeit er-
folgt jedoch erst zu einem sp

ateren Zeitpunkt. Damit kann auf ein bei vielen potenti-
ellen Bearbeitern kostspieliges Prefetching der Daten verzichtet werden, da in der Regel
| entsprechende Arbeitsorganisation der Benutzer vorausgesetzt | zwischen Reservie-
rung und Durchf

uhrung eines Teilschritts gen

ugend Zeit zur Daten

ubertragung bleibt.
Auch kurze Verbindungsausf

alle k

onnen dadurch toleriert werden. Nach der Daten

uber-
tragung kann dann der Mitarbeiter autark den Teilschritt durchf

uhren. Dieses Vorge-
hen eignet sich deshalb auch f

ur die Bearbeitung eines Teilschritts auf mobilen Rech-
nern, die nur zeitweise mit dem WFMS verbunden sind [3]. Eine Reservierung sollte
jedoch zeitlich begrenzt werden, um den Teilschritt nach Ablauf dieser Frist anderen
Bearbeitern erneut zur Durchf

uhrung anzubieten. Dadurch wird einer unn

otig langen
Verz

ogerung eines Workows vorgebeugt, wenn der Mitarbeiter, der einen Teilschritt re-
serviert hat, daran gehindert wird, den Schritt fristgerecht durchzuf

uhren (z.B. wegen
Krankheit, Rechnerausfall). Andererseits sind hiermit Inkonsistenzen durch Mehrfachbe-
arbeitungen m

oglich, wenn aufgrund von Verbindungsunterbrechungen die Beendigungs-
meldung eines Teilschritts nicht an das WFMS

ubermittelt werden kann. Replikations-
verfahren [11] k

onnen solche Inkonsistenzen erkennen und gegebenenfalls automatisch
au

osen. Bei einer automatischen Inkonsistenzaufl

osung ist auch der Einsatz der Kon-
zepte aus dem Bereich erweiterter Transaktionsmodelle (z.B.: Kompensation [21], accep-
table state set [38]) sinnvoll. Jedoch m

ussen alle diese Vorschl

age bez

uglich ihrer Anwend-
barkeit f

ur den Concurrent{Engineering{Bereich untersucht und entsprechend angepat
werden.
3. Zeitverz

ogerte Versorgung mit Eingabeparametern: Die Durchf

uhrung von Teilschritten im
Concurrent{Engineering{Bereich (z.B.
"
VKE{Blockschaltbild erstellen\, siehe Abschnitt
2) ist h

aug eine l

angere T

atigkeit, die beim Start nicht sofort alle Eingabedaten ben

otigt.
Entsprechende Schl

usselworte (immediate, deferrable) bei der Deklaration der Einga-
beparameter eines Teilschritts erm

oglichen eine Reduzierung der Eingabedaten, die beim
Start des Teilschritts vom WFMS zur Verf

ugung gestellt werden m

ussen.
4. Datenversionierung: Ist es aus Anwendungssicht tolerierbar, da ein Teilschritt beim Auf-
ruf mit einer veralteten Datenversion versorgt wird, so kann auch damit eine Reduzierung
des ben

otigten Datenvolumens erreicht werden. Auch dieses anwendungsspezische Wis-
sen kann

uber geeignete Schl

usselattribute dem WFMS mitgeteilt werden. Hier stellt sich
die Frage, welche Klasse von Teilschritten welche H

ohe der dadurch m

oglichen Inkonsi-
stenzen toleriert. Welches Korrektheitskriterium eignet sich deshalb zur Beschreibung der
erlaubten Inkonsistenzen (z.B.: {Serialisierbarkeit [50])?
Bei allen skizzierten Verbesserungsvorschl

agen mu untersucht werden, welche
"
Stellschrauben\
(z.B.: Anzahl und Gr

oe der Cluster, Zeitraum einer Reservierung, H

ohe der erlaubten In-
konsistenzen) in der Praxis sinnvoll sind und welche durch Ablauf{Modellierer oder Bearbeiter
modiziert werden d

urfen.
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6.2

Uberwachung der Interworkow{Abh

angigkeiten
Interworkow{Abh

angigkeiten, wie sie in Abschnitt 3.1 beschrieben worden sind, ergeben
sich erst zur Laufzeit. Eine systemseitige Unterst

utzung dieser Interworkow{Abh

angigkeiten
kann deshalb nur

uber eine allen Workow{Instanzen bekannte Vermittlerstelle, beispielsweise

uber einen allgemein zug

anglichen aktiven Daten{Pool (shared data pool, siehe auch Abbil-
dung 2) erfolgen. Im wesentlichen besteht die Aufgabe der Vermittlerstelle darin, datenerzeugen-
de Workow{Instanzen und datenverbrauchende Workow{Instanzen

uber ihre Interworkow{
Abh

angigkeiten zu informieren. Dazu m

ussen in der Vermittlerstelle jedoch nicht die auszu-
tauschenden Datenobjekte selbst, sondern nur Informationen

uber die auszutauschenden Ob-
jekte, sogenannte Metadaten, gespeichert werden. Der eigentliche Datenaustausch kann dadurch
weiterhin ohne Zwischenspeicherung in der Vermittlerstelle direkt zwischen den involvierten
Workow{Instanzen erfolgen.
based on:
data flow, 
time of exchange,
level of quality, and
version specification
Service
Provider
Service
Provider
Service
Requestor
Service
Requestor
shared
data pool
based on:
data flow, 
time of exchange,
level of quality, and
version specification
control flow 
data propagation
checkIn/Out, 
version merge
compensation
Workflow
Runtime Info
rollback
data pool
workflow local 
data pool
workflow local 
sha
red
 da
ta 
pro
p.
mo
dif
y d
ata
pro
p. 
inf
o
data propagation
control flow 
data propagation
checkIn/Out, 
version merge
compensation
Workflow
Runtime Info
rollback
wait for
notify
Abbildung 2:

Uberwachung der Interworkow{Abh

angigkeiten
Im einzelnen mu eine solche Vermittlerstelle die folgenden Operationen anbieten:
Mit der Operation wait for kann eine Workow{Instanz ihr Interesse an bestimmten Daten-
objekten anmelden. Treen die entsprechenden Metadaten bei der Vermittlerstelle ein (Opera-
tion shared data propagation), so werden von ihr die darauf wartenden Workow{Instanzen
benachrichtigt (Operation notify) und die entsprechenden datenerzeugenden Workows beauf-
tragt, diese Daten auch an die wartenden Instanzen weiterzuleiten (Operation modify data
propagation info).
Der Vorteil dieses publish{and{subscribe{Prinzips [66, 24] liegt in der Entkoppelung von Da-
tenerzeuger und {verbraucher. Damit ist die Bestimmung, an welche Workow{Instanzen die
Daten weitergeleitet werden m

ussen, nicht Aufgabe des
"
Erzeuger{Workows\, sondern erfolgt
durch die Vermittlerstelle.
Bei diesem zentralistischen L

osungsansatz mu sicherlich noch untersucht werden, ob er sich auch
f

ur Interworkow{Abh

angigkeiten zwischen geographisch weit verteilten Workow{Instanzen
eignet (vergleiche Kritikpunkte an zentralistischen L

osungen bei weit verteilten Workows
in [4]). Im Gegensatz zu einer zentralen Verwaltung der Daten

usse innerhalb eines weit verteil-
ten Workows ist ein zentraler Ansatz bei Interworkow{Datenabh

angigkeiten jedoch aus drei
Gr

unden weniger kritisch:
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 Die Zahl von Interworkow{Datenabh

angigkeiten ist geringer als die Datenabh

angigkeiten
von Teilschritten innerhalb eines Workows.


Uber die Vermittlerstelle werden nur Informationen

uber die auszutauschenden Daten
(Metadaten) und nicht die Daten selbst ausgetauscht. Die auszutauschende Datenmenge
ist dadurch weit geringer.
 Der Datenaustausch kann erfolgen, bevor den Anwendern der aufgrund von Interworkow{
Abh

angigkeiten blockierte Schritt angeboten wird (vergleiche Abschnitt 6.1).
6.3 Einbindung autonomer Teilschritt{Programme
Bei Workows im Concurrent{Engineering{Bereich werden Teilschritte h

aug mit bereits fr

uher
entwickelten Anwendungssystemen (z.B.: CAx{Systeme) verkn

upft. Diese Anwendungssysteme
werden meist als autonome Stand{alone{Applikationen entwickelt. Eine Integration dieser au-
tonomen Teilschritt{Programme in ein

ubergeordnetes externes System, wie zum Beispiel ein
WFMS, ist deshalb meist nicht vorgesehen.
Dies erschwert die Realisierung der in Abschnitt 3.1 geforderten automatisch durchzuf

uhren-
den Aufr

aumungsarbeiten, weil aufgrund der fehlenden Integrationsm

oglichkeiten ein atoma-
res Zur

ucksetzen der vom WFMS verwalteten Daten und der (persistenten) Daten der ent-
sprechenden Teilschritt{Programme verhindert wird (keine globale Transaktion m

oglich, wel-
che
"
WFMS{Daten\ und
"
Teilschritt{Programm{Daten\ umfat) [7]. Das Zur

ucksetzen der
Teilschritt{Programm{Daten erfolgt deshalb

ublicherweise durch den Aufruf eines entspre-
chenden Kompensationschritts
9
, der unabh

angig zu den WFMS{internen Aufr

aumungsarbei-
ten erfolgt. Bei Auftreten von Kommunikations{ oder Knotenfehlern sind damit Inkonsistenzen
m

oglich. Beispielsweise k

onnen die WFMS{Daten schon auf einen fr

uheren Bearbeitungszu-
stand zur

uckgesetzt worden sein, der Aufruf des Kompensationsschritts zum Zur

ucksetzen der
Teilschritt{Programm{Daten schlug dagegen fehl.
Um die daraus resultierenden Inkonsistenzen zu verhindern, mu es dem WFMS erm

oglicht
werden, den konkreten Bearbeitungszustands eines Teilschritts (kompensiert, erfolgreich been-
det, . . . ) beim zugeordneten Anwendungssystem zu erfragen, wozu das entsprechende Schritt{
Programm jedoch einen Teil seiner Autonomie aufgeben mu. Ein alternativer Ansatz besteht in
einer idemponenten Realisierung der Kompensationsschritte, damit auch mehrmaliges Aufrufen
der Kompensation keine weiteren Inkonsistenzen verursacht [6].
Wann sich welche Alternative besser eignet, h

angt im wesentlichen von den Eigenschaften des
jeweiligen Teilschrittprogramms ab. Diese Eigenschaften k

onnen stark unterschiedlich sein: Be-
reitschaft zum Two{Phase{Commit, Abfragem

oglichkeiten bestimmter interner Bearbeitungs-
zust

ande, M

oglichkeit zum Abbrechen eines Auftrags, usw. Sind diese dem WFMS bekannt, so
k

onnen sie zur Konsistenzsicherung geeignet ausgen

utzt werden. Dazu m

ussen jedoch Kriteri-
en erarbeitet werden, nach denen die verschiedenen Teilschrittprogramme entsprechend ihrer
Eigenschaften eingeteilt werden k

onnen.
9
Kompensation ist auch aufgrund der langen Workow{Bearbeitungsdauer notwendig [22], da diese eine Kon-
sistenzsicherung mittels (Zwei{Phasen{) Sperren

uber den gesamten Zeitraum aus Ezienzgr

unden unm

oglich
macht.
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7 Fazit
WFMS erobern sich neue Anwendungsgebiete mit jeweils spezischen Anforderungen an die
M

achtigkeit dieser Systeme. Neben den Anforderungsprolen aus unterschiedlichen Anwen-
dungsgebieten wurden hier die spezischen Anforderungen aus dem Bereich des Concurrent
Engineering exemplarisch aufgezeigt und die daraus resultierenden Folgen f

ur eine geeigne-
te WFMS{Architektur beschrieben. Hierbei wurde deutlich, da bei der Realisierung einer
Concurrent{Engineering{geeigneten WFMS{Architektur noch viele oene Probleme existieren,
die weiterer Forschung bed

urfen.
Allgemein l

at sich sagen, da die Ber

ucksichtigung anwendungsspezischer Anforderungen nicht
nur zu einer groen Zahl unterschiedlich m

achtiger Buildtime{Komponenten f

uhrt, sondern auch
zu verschiedenen Alternativen f

ur m

ogliche Laufzeitumgebungen (Runtime{Komponenten).
Bisher fehlen jedoch fundierte Untersuchungen, wie die geeignete WFMS{Architektur f

ur
ein vom Anwendungsbereich vorgegebenes Anforderungsprol auszusehen hat beziehungswei-
se anhand welcher Kriterien verschiedene alternative WFMS{Architekturen verglichen werden
k

onnen. Neben einem Kriterienkatalog zur Beurteilung von WFMS{Architekturalternativen
m

ussen solche Untersuchungen eine Klassikation verschiedener Laufzeitumgebungen liefern.
Jeder WF{Klasse (Menge von Konstrukten und Systemeigenschaften) sollen dabei eine oder
mehrere WFMS{Architekturen zugeordnet sein, die f

ur diese Klasse am besten geeignet sind.
Der praktische Nutzen solcher Untersuchungen w

are vielf

altig: Ein WFMS{Anwender ist bei der
Auswahl eines geeigneten WFMS nicht mehr auf aufwendige Vergleichstests angewiesen, sondern
kann mit Hilfe der Kriterien die unterschiedlichen WFMS{Architekturen vergleichen und so das
am besten geeignete WFMS bestimmen. Durch Abbilden seiner Anforderungen auf eine geeignete
WF{Klasse ist er auerdem in der Lage, den Realisierungsaufwand und die Ausf

uhrungskom-
plexit

at des ben

otigten WFMS abzusch

atzen. Entwickler von WFMS k

onnen einerseits anhand
der Klassikation die optimale Architektur f

ur eine vorgegebene Menge von Anforderungspro-
len bestimmen und anderseits feststellen, um welche Konstrukte und Systemeigenschaften ihr
bisheriges WFMS erweitert werden kann, ohne die Laufzeitumgebung grundlegend ver

andern zu
m

ussen.
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