The parameters of the multiple linear regression are estimated using least squares ( LS B ) and unbiased ridge regression methods ( ( )
and many different methods have been proposed to control multicollinearity (Hoerl & Kennard, 1970 
Unbiased Ridge Estimator Ridge regression, which was proposed by Horel and Kennard (1970) and, using eigenvalues and eigenvectors, ) ( k B can be expressed as
Swindle ( (Pliskin, 1987) .
for all J , thereby implying that all three estimators have the same risk. In this study, it was found that the vector of prior information J depends on the arithmetic mean of the least squares estimators multiplying by a vector whose elements are ones, that is 
, where I is the P P× identity matrix and C is a P P× matrix. The optimal C in terms of minimum MSE is
Corollary (1) 
Theorem (2): Unbiased Ridge Estimate of B (Crouse, et al., 1995) Let 
Simplifying the above results in: Swindle (1976) did not propose a method for estimating the parameter k , however, Crouse, et al. (1995) proposed a procedure to estimate k, as follows: 
Properties of the Unbiased Ridge Estimators 1. Unbiasedness: This research used a Monte Carlo study to examine the properties of least squares and unbiased ridge methods. The properties were then compared in the sense of the MSE, which was evaluated using equations (2.2) and (3.12) respectively. Thirty observations (n=30) were generated for each of fourteen (p=14) explanatory variables; the explanatory variables were generated using the device: Results The primary purpose of this research was to compare the MSE of the considered estimators, thus, the MSE for all estimators was evaluated. In addition, the efficiency of each estimator was evaluated. Thirteen experiments using Monte Carlo methods were conducted. The results of each experiment consist of five tables. The tables display the MSE of each estimator under one of five levels of correlation between explanatory variables. One set of experimental results is presented and consists of tables displaying the MSE of the least square and unbiased ridge methods for the desired correlation coefficients.
Conclusion
As shown in Tables 1-5, based on the thirteen experiments, it is concluded that the unbiased ridge method is preferable to the least square method because it results in smaller MSE values. 
