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We study the asymptotic convergence of the partial averaging method, a technique used in con-
junction with the random series implementation of the Feynman-Kac¸ formula. We prove asymptotic
bounds valid for most series representations in the case when the potential has first order Sobolev
derivatives. If the potential has also second order Sobolev derivatives, we prove a sharper theorem
which gives the exact asymptotic behavior of the density matrices. The results are then specialized
for the Wiener-Fourier series representation. It is found that the asymptotic behavior is o(1/n2) if
the potential has first order Sobolev derivatives. If the potential has second order Sobolev deriva-
tives, the convergence is shown to be O(1/n3) and we give the exact expressions for the convergence
constants of the density matrices.
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I. INTRODUCTION
Path integral methods1 are perhaps the most impor-
tant techniques utilized to account for quantum contri-
butions in equilibrium statistical simulations for many-
body systems. They are based on the Feynman-Kac¸
formula,2,3 which represents the density matrix and
hence the partition function of a canonical quantum sys-
tem as an infinite dimensional stochastic integral of a
Brownian bridge functional.4 This stochastic integral is
then approximated by a sequence of finite dimensional in-
tegrals, which in turn are evaluated by Monte Carlo tech-
niques. The two most important families of discretization
techniques, while not unrelated, can be distinguished by
the way the paths are parameterized. The discrete path
integral (DPI) methods5,6,7 utilize the Trotter product
rule8 and appropriate short-time approximations to con-
struct a more accurate finite-dimensional approximation
of the quantum-mechanical density matrix. The random
series implementations4,9 utilize the Ito-Nisio theorem10
to construct the Brownian bridge in the Feynman-Kac¸
formula. Independent of which method is used, a major
concern in the practical applications is the asymptotic
rate of convergence as measured against the number of
variables used to parameterize the paths n as well as
the computational time necessary to evaluate the vari-
ous quantities involved.
The asymptotic behavior of the discrete methods is
well studied7,11,12,13 and is known to be O(1/n2) if the
expressions of the short-time approximations are func-
tionals of the potential only. In contrast, the relative
merits of the random series techniques are poorly un-
derstood. There are two basic implementations of the
random series techniques that are important for practical
applications: the partial averaging4,14 and the reweighted
methods.4 In this paper, we shall study the asymptotic
rates of convergence of the partial averaging method for
different classes of basis entering the Ito-Nisio theorem
as well as for different classes of potentials. We obtain
surprisingly powerful convergence theorems and, most of
the time, we provide not only the convergence order of
different methods, but also the convergence constants. In
the remainder of the introduction, we try to convince the
reader that such an analytical study is important both
theoretically and practically.
The partial averaging method has been rarely utilized
in practical applications because it requires the Gaussian
transform of the potential for its implementation. For
real life potentials, this is a difficult but not impossible
task. However, it was generally considered that the im-
provement the technique brings in does not warrant the
effort of computing the Gaussian transform of the poten-
tial and the so-called gradient corrected partial averaging
method was used instead. It has been shown that this lat-
ter method has general O(1/n2) asymptotic behavior for
sufficiently smooth potentials and it has been argued that
there is not much reason to suspect a better convergence
rate for the full partial averaging method.15 However,
more accurate numerical evidence recently presented in
Ref. (4) suggests that the full partial averaging method
does have in fact a better behavior: if the technique is
used in conjunction with the Fourier path integral ap-
proach (FPI)14,16 and if the potential is smooth enough,
the asymptotic convergence is O(1/n3).
Consistent with these observations, in this paper we
show that the asymptotic rate of convergence for the
FPI partial averaging approximation (PA-FPI) is indeed
O(1/n3) whenever the potential has second order deriva-
tives in a sense that will be made clear in the text. While
we shall prove quite general convergence results valid for
almost all series representations, the PA-FPI approach,
which is based on the Wiener-Fourier basis, will receive
a special treatment. This is motivated by the fact that
the Wiener-Fourier series representation is the optimal
2representation as to the minimization of the number of
variables used to parameterize the paths.4
The importance of the partial averaging method re-
sides also in the fact that it acts as a prototypical strat-
egy for improving the asymptotic rate of convergence of
the random series path integral methods. As such, the
reweighted random series technique4 achieves superior
asymptotic convergence by simulating the partial aver-
aging approach. For this reason, there is a close re-
lation between the asymptotic rates of convergence of
the two methods. While the asymptotic behavior of the
reweighted method will be the object of a separate paper,
we mention that such a study is greatly simplified once
the convergence rates of the partial averaging method are
known.
The practical importance of the convergence theorems
that will be established in the present paper consists in
the fact that they give a priori knowledge about the
asymptotic order of convergence based only on readily
verifiable properties of the potential. These theorems
also provide useful estimates of the absolute error in the
evaluation of the density matrices and, by integration, of
the partition functions. Moreover, if the potential has
second order derivatives, the estimates for the density
matrix are asymptotically exact and they can be used to
derive the convergence constants for many other prop-
erties, as for instance the convergence constants for the
H-method and T-method energy estimators.4,15 However,
such applications require careful analytical work that is
beyond the scope of the present paper.
The content of the remainder of this paper is organized
as follows. In the next section, we give a short review of
the partial averaging method with the purpose of estab-
lishing the notation. We also provide a description of
the main classes of potentials for which the asymptotic
convergence will be studied. In Section III, we prove the
main convergence theorems, which are valid for most se-
ries representations. We prove some asymptotic bounds
for the density matrix in the case when the potential has
first order Sobolev derivatives and then we give the exact
asymptotic behavior for the potentials having second or-
der Sobolev derivatives. In Section IV we specialize the
results of Section III for the case of the Wiener-Fourier
series representation. We prove that if the potential has
first order Sobolev derivatives, then the convergence is
o(1/n2). Then, we show that if the potential has sec-
ond order Sobolev derivatives, then the convergence is
O(1/n3) and we also provide the exact expression for the
corresponding convergence constant. We illustrate the
derived asymptotic convergence constants for the sim-
ple case of the harmonic oscillator and, in Section V, we
summarize and discuss our results.
II. THE PARTIAL AVERAGING STRATEGY
A. Description of the method
In this section, we shall give a short review of the par-
tial averaging method with the sole purpose of estab-
lishing the notation. For a more complete discussion, the
reader should consult Ref. (4) and the cited bibliography.
The starting point is the Feynman-Kac¸ formula
ρ(x, x′;β)
ρfp(x, x′;β)
= E exp
{
−β
∫ 1
0
V
[
xr(u) + σB
0
u
]
du
}
,
(1)
where ρ(x, x′;β) is the density matrix for a monodimen-
sional canonical system characterized by the inverse tem-
perature β = 1/(kBT ) and made up of identical particles
of mass m0 moving in the potential V (x). The stochas-
tic element that appears in Eq. (1), {B0u, u ≥ 0}, is a
so-called standard Brownian bridge defined as follows:
if {Bu, u ≥ 0} is a standard Brownian motion starting
at zero, then the Brownian bridge is the stochastic pro-
cess {Bu|B1 = 0, 0 ≤ u ≤ 1} i.e., a Brownian motion
conditioned on B1 = 0. In this paper, we shall reserve the
symbol E to denote the expected value (average value) of
a certain random variable against the underlying proba-
bility measure of the Brownian bridge B0u. To complete
the description of Eq (1), we set xr(u) = x + (x
′ − x)u
(called the reference path), σ = (~2β/m0)
1/2, and let
ρfp(x, x
′;β) denote the density matrix for a similar free
particle.
The generalization of the Eq. (1) to a d-dimensional
system is straightforward. The symbol B0u now denotes
a d-dimensional standard Brownian bridge, which is a
vector (B0u,1, B
0
u,2, . . . , B
0
u,d) with the components being
independent standard Brownian bridges. The symbol σ
stands for the vector (σ1, σ2, . . . , σd) with components de-
fined by σ2i = ~
2β/m0,i, while the product σB
0
u is inter-
preted as the d-dimensional vector of components σiB
0
u,i.
Finally, x and x′ are points in the configuration space Rd
while xr(u) = x + (x
′ − x)u is a line in Rd connecting
the points x and x′. In this paper, we shall conduct the
proofs for monodimensional systems and only state the
easily obtainable d-dimensional results.
The most general series representation of the Brownian
bridge is given by the Ito-Nisio theorem,10 the statement
of which is reproduced below. Assume given {λk(τ)}k≥1
a system of functions on the interval [0, 1], which, to-
gether with the constant function λ0(τ) = 1, makes up
an orthonormal basis in L2[0, 1]. Let
Λk(t) =
∫ t
0
λk(u)du.
If Ω is the space of infinite sequences a¯ ≡ (a1, a2, . . .) and
P [a¯] =
∞∏
k=1
µ(ak) (2)
3is the probability measure on Ω such that the coordi-
nate maps a¯→ ak are independent identically distributed
(i.i.d.) variables with distribution probability
µ(ak ∈ A) = 1√
2π
∫
A
e−z
2/2 dz, (3)
then
B0u(a¯) =
∞∑
k=1
akΛk(u), 0 ≤ u ≤ 1 (4)
is equal in distribution to a standard Brownian bridge.
Moreover, the convergence of the above series is almost
surely uniform on the interval [0, 1].
Using the Ito-Nisio representation of the Brownian
bridge, the Feynman-Kac¸ formula (1) takes the form
ρ(x, x′;β)
ρfp(x, x′;β)
=
∫
Ω
dP [a¯] exp
{
− β
∫ 1
0
V
[
xr(u)
+ σ
∞∑
k=1
akΛk(u)
]
du
}
. (5)
The independence of the coordinates ak, which physically
amounts to choosing those representations in which the
kinetic energy operator is diagonal, is the key to the use
of the partial averaging method. Denoting by En the av-
erage over the coefficients beyond the rank n, the partial
averaging formula reads
ρPAn (x, x
′;β)
ρfp(x, x′;β)
=
∫
R
dµ(a1) . . .
∫
R
dµ(an)
× exp
{
− β En
∫ 1
0
V
[
xr(u) + σ
∞∑
k=1
akΛk(u)
]
du
}
. (6)
To make more sense of the above formula, it is conve-
nient to use the notation introduced in Ref. (4)
Snu (a¯) =
n∑
k=1
akΛk(u) and B
n
u (a¯) =
∞∑
k=n+1
akΛk(u),
which denote the nth order partial sum and and nth or-
der tail series, respectively. By construction, the random
variables Snu (a¯) and B
n
u (a¯) are independent and
B0u(a¯) =
∞∑
k=1
akΛk(u) = S
n
u (a¯) +B
n
u (a¯).
Moreover, the variables Bnu and B
n
τ have a joint Gaussian
distribution of covariances
En(B
n
u )
2 =
∞∑
k=n+1
Λk(u)
2, En(B
n
τ )
2 =
∞∑
k=n+1
Λk(τ)
2,
and γn(u, τ) = En(B
n
uB
n
τ ) =
∞∑
k=n+1
Λk(u)Λk(τ). (7)
Equivalently, by using the fact that Snu (a¯) and B
n
u (a¯) are
independent and their sum is B0u(a¯), one may evaluate
the above series to be
En(B
n
u )
2 = E(B0u)
2 −
n∑
k=1
Λk(u)
2 = u(1− u)−
n∑
k=1
Λk(u)
2,
En(B
n
τ )
2 = E(B0τ )
2 −
n∑
k=1
Λk(τ)
2 = τ(1 − τ)−
n∑
k=1
Λk(τ)
2,
and
γn(u, τ) = E(B
0
uB
0
τ )−
n∑
k=1
Λk(u)Λk(τ)
= min(u, τ)− uτ −
n∑
k=1
Λk(u)Λk(τ).
The computation of E(B0u)
2, E(B0τ )
2, and E(B0uB
0
τ ) is
straightforward and is performed in Appendix A.
Going back to Eq. (6), one inverts the order of inte-
gration in the exponent and computes
En
∫ 1
0
duV [xr(u) + σB
0
u(a¯)]
=
∫ 1
0
duEnV [xr(u) + σS
n
u (a¯) + σB
n
u (a¯)] (8)
=
∫ 1
0
V u,n[xr(u) + σS
n
u (a¯)]du,
where
V u,n(y) =
∫
R
1√
2πΓ2n(u)
exp
[
− z
2
2Γ2n(u)
]
V (y + z)dz,
(9)
with Γ2n(u) defined by
Γ2n(u) = σ
2
En(B
n
u )
2 = σ2
[
u(1− u)−
n∑
k=1
Λk(u)
2
]
.
(10)
In deducing Eq. (8), one uses the fact that the variable
Bnu has a Gaussian distribution of variance En(B
n
u )
2. To
summarize, we define the nth order partial averaging ap-
proximation to the diagonal density matrix by the for-
mula
ρPAn (x, x
′;β)
ρfp(x, x′;β)
=
∫
R
dµ(a1) . . .
∫
R
dµ(an)
× exp
{
− β
∫ 1
0
V u,n
[
xr(u) + σ
n∑
k=1
akΛk(u)
]
du
}
. (11)
It has been shown4 that the rate of convergence of the
partial averaging method is controlled to a first approx-
imation by the rate of decay of Γ2n(u) to zero. More
precisely, the value
∫ 1
0 Γ
2
n(u)du may be taken as a mea-
sure of the efficiency of different basis sets {λk(τ)}k≥1. It
4was found that
∫ 1
0 Γ
2
n(u)du attains its unique minimum
σ2
(
1
6
−
n∑
k=1
1
π2k2
)
on the cosine-Fourier basis {λk(τ) =
√
2 cos(kπτ); k ≥
1}. The corresponding series representation for the
Brownian bridge is the Wiener-Fourier construction
B0u(a¯)
d
=
√
2
π2
∞∑
k=1
ak
sin(kπu)
k
, 0 ≤ u ≤ 1
and was used by Doll and Freeman16 in their definition
of the Fourier Path Integral method. Though their work
was based on arguments other than those presented here,
we consider that the name of Wiener-Fourier Path Inte-
gral (WFPI) method is more appropriate because the
random series
a0u+
√
2
π2
∞∑
k=1
ak
sin(kπu)
k
, 0 ≤ u ≤ 1
was historically the first explicit construction of a stan-
dard Brownian motion and was due to Wiener.17
B. Mathematical considerations
In this subsection, we discuss the classes of basis
{λk(u)}k≥1 as well as the classes of smooth enough po-
tentials for which we study the asymptotic convergence.
Anticipating later results from this paper, the rate of
convergence of the partial averaging sequence of approx-
imations of the density matrix will be shown to depend
solely on the properties of the function γn(u, τ) defined
by Eq. (7). Regarded as an integral kernel, the func-
tion γn(u, τ) defines a positive definite quadratic form
on L2([0, 1]), that is
∫ 1
0
∫ 1
0
γn(u, τ)f(u)f(τ)dudτ ≥ 0, ∀f ∈ L2([0, 1]).
It is but a simple exercise to verify that in general
γn(u, τ)
k defines such a positive definite quadratic form
for all integers k ≥ 1. In particular, we are interested in
the convergence properties of γn(u, τ)
2.
In this paper, we shall restrict our discussion to those
basis {λk(u)}k≥1 for which there is a distribution g2(u, τ)
such that (i)
lim
n→∞
γn(u, τ)
2∫ 1
0
∫ 1
0
γn(u, τ)2dudτ
= g2(u, τ) (12)
in the sense of distributions and (ii) g2(u, τ) defines an
integral kernel on L2([0, 1]) that is strictly positive def-
inite. By convergence in the sense of distributions, we
understand
lim
n→∞
∫ 1
0
∫ 1
0 γn(u, τ)
2h(u, τ)dudτ∫ 1
0
∫ 1
0
γn(u, τ)2dudτ
=
∫ 1
0
∫ 1
0
g2(u, τ)h(u, τ)dudτ
for all continuous functions h(u, τ), while the strictly pos-
itive definiteness of g2(u, τ) is the statement∫ 1
0
∫ 1
0
g2(u, τ)f(u)f(τ)dudτ = 0 ⇐⇒ f = 0 a.s.
We mention that it is not clear if in fact these two
conditions are satisfied for all basis {λk(u)}k≥1. How-
ever, the reader may always verify them for the problem
at hand. We prove in Appendix B that for the Wiener-
Fourier basis
lim
n→∞
γn(u, τ)
2∫ 1
0
∫ 1
0
γn(u, τ)2dudτ
= δ(u − τ) (13)
in the sense of distributions. Moreover, δ(u−τ) is indeed
strictly positive definite because
∫ 1
0
∫ 1
0
δ(u − τ)f(u)f(τ)dudτ =
∫ 1
0
f(u)2du
is zero if and only if f = 0 a.s.
A special category of basis {λk(u)}k≥1 are those for
which the primitives Λk(u) do not change sign. An
example is furnished by the Haar wavelet basis, which
generates the so called Le´vy-Ciesielski representation of
the Brownian bridge.13,18 For such basis, the functions
γn(u, τ) are positive and we shall further assume that
there is a distribution g1(u, τ) such that (i)
lim
n→∞
γn(u, τ)∫ 1
0
∫ 1
0 γn(u, τ)dudτ
= g1(u, τ) (14)
in the sense of distributions and (ii) g1(u, τ) defines an
integral kernel on L2([0, 1]) that is strictly positive defi-
nite. We analyze this category of basis separately because
there are more general convergence results available for
them.
In the second part of this subsection, we shall dis-
cuss the class of potentials for which the convergence
is analyzed. For sure, the analysis must be restricted
to those potentials for which the Feynman-Kac¸ formula
holds and for which the method does in fact converge.
The Feynman-Kac¸ formula (1) is known to hold for a
quite large class of potentials which is called the Kato
class. On the other hand, it has been proven19 that the
partial averaging method is convergent for all series rep-
resentations and for all Kato-class potentials that have
finite Gaussian transform. We provide below the mathe-
matical definition of this class. The readers who find this
definition meaningless might get a better insight about
5the nature of the potentials in this class by studying the
examples we later provide. To arrive at the definition of
the Kato class,20 we let
g(y) =


|y| d = 1,
ln(‖y‖−1) d = 2,
‖y‖2−d d ≥ 3,
and define the Kato class Kd as the set of all measurable
functions f : Rd → R such that
lim
α↓0
sup
x∈Rd
∫
‖x−y‖≤α
|f(y)g(x− y)|dy = 0. (15)
We also say that f is in K locd if 1Df ∈ Kd for all bounded
domains D ⊂ Rd. We say that V (x) is a Kato-class
potential if its negative part V− = max{0,−V } is in Kd
while its positive part V+ = max{0, V } is in K locd .
Roughly speaking, Eq. (15) imposes a restriction on
the singularities of the potentials. As far as the chemical
physicist is concerned, the standard prototype as to the
nature of the singularities is the general n-body potential
V (r¯1, . . . , r¯n) =
n∑
i=1
ai
‖r¯i − R¯i‖q
+
n∑
i,j
bi,j
‖r¯i − r¯j‖q , (16)
where the individual particles are assumed to move in
the usual tridimensional space. Using the observation
that both Kd and K
loc
d classes are linear spaces and also
using Proposition 4.3 of Ref. (20), the reader may prove
that the potentials of the form given by Eq. (16) are
in the class Kd for all q < 2. Such potentials include
for instance the coulombic potentials as they appear in
electronic structure calculations and for which q = 1.
Remark that the singularities in Eq. (16) can be oriented
upward or downward. It does not make any difference
as to the validity of the Feynman-Kac¸ formula as well as
the convergence of the partial averaging method.
Another important example of Kato-class potentials
are the functions V (x) that are continuous and bounded
from below. It is trivial to verify that if c1 ≥ 0 and
c2 ≥ 0 are some nonnegative numbers and V1(x) and
V2(x) are Kato-class potentials, then c1V1(x) + c2V2(x)
is also a Kato-class potential. Using this observation, one
may argue that any ab initio potential obtained at the
level of the Born-Oppenheimer approximation must be
a Kato-class potential. This is so because it can usually
be written as a sum between a Kd potential of the type
given by Eq. (16) (the internuclear repulsion term) and a
continuous and bounded from below potential (this term
arises from the electron-nuclear and electron-electron in-
teractions). More generally, even for strongly ionic sys-
tems, one notices that the Born-Oppenheimer potential
can have at most coulombic negative singularities and
therefore it is of Kato-class.
Many of the properties of the Kato-class potentials
were enumerated by Aizenman and Simon.20 As argued
by them, the Kato-class is the natural and in many as-
pects maximal class of potentials for which the Feynman-
Kac¸ formula holds. It is known for instance that any
Kato-class potential is locally integrable. That is,∫
D
|V (x)|dx =
∫
Rd
1D|V (x)|dx <∞
for all bounded domains D ∈ Rd. Because of this re-
striction, the Leonard-Jones potential as well as some
other empirical potentials are not included in the Kato-
class due to the r−12 singularity. Even if the Feynman-
Kac¸ formula may be well defined for such potentials with
positive non-integrable singularities, it is not clear if the
computed answer is the Green’s function of the corre-
sponding Bloch equation. However, as far as the chem-
ical physicist is concerned such issues are hardly of any
relevance because the Kato class comprises all potentials
of physical interest. The Leonard-Jones potential can be
brought into the Kato-class by truncation or other ap-
proximations.
The condition that the potentials have finite Gaussian
transform can be formulated as follows. For all vectors
α = (α1, . . . , αd) ∈ Rd+ of strictly positive components,
we consider the Gaussian measure
dµα(z) =
(
d∏
i=1
1
2πα2i
)1/2
exp
(
−
d∑
i=1
z2i
2α2i
)
dz1 · · ·dzd.
(17)
Then, a potential is said to have finite Gaussian trans-
form if
|V |α(x) =
∫
Rd
|V (x+ z)| dµα(z) <∞, (18)
for all x ∈ Rd and α ∈ Rd+. Let us notice that from the
practical point of view, this additional condition is hardly
a restriction. The potentials used in actual simulations
are usually a sum between the Born-Oppenheimer inter-
atomic potential and a constraining potential. The first
one always has a finite Gaussian transform. The second
one is added in order to ensure that the partition function
is finite
Z(β) <∞, ∀β > 0
and is intended to simulate, for example, the effect of
the container in which a reaction takes place. For this
purpose one usually uses a continuous and bounded from
below potential, which is, of course, a Kato-class poten-
tial. If, for instance, the potential increases to infinity
slower than any exponential exp(c‖x‖2) with c > 0, then
it has a finite Gaussian transform. But this is hardly a
restriction since the typical constraining potentials are
polynomials.
Under these conditions, it was shown19 that the partial
averaging sequence of approximations is convergent to
the correct Feynman-Kac¸ result (which by itself is prop-
erly defined) at least as far as the convergence of the
6density matrix and the partition function is concerned.
However, we expect that the rate of convergence depends
on the smoothness of the potential. As mentioned in the
introduction, we are interested in establishing the class of
potentials for which the fastest convergence is achieved.
While the maximal class depends upon the specific series
representation, we shall see that there is a sufficiently
large class of potentials for which all series representa-
tions achieve their fastest asymptotic convergence.
Theorem 3.b) of Ref. (19) says that in order to verify
that a potential has a finite Gaussian transform, it is
enough to verify that
|V |α(x0) =
∫
Rd
|V (x0 + z)|dµα(z) <∞, (19)
for all α ∈ Rd+ and an arbitrarily given x0 ∈ Rd. If we
choose x0 = 0, then the set of potentials having finite
Gaussian transform is the set ∩αL1α(Rd), where L1α(Rd)
is the space of functions f for which the weighted norm
‖f‖1,α =
∫
Rd
|f(z)| dµα(z) (20)
is finite. By Theorem 3.a) of Ref. (19), L1α(R
d) ⊂
L1loc(R
d) and conversely, one may argue that a function
has finite Gaussian transform if it is locally integrable
and its modulus increases slower than any Gaussian at
infinity.
However, in this paper we shall assume that the po-
tential V (x) lies in the set ∩αL2α(Rd), where L2α(Rd) is
the space of functions f for which the weighted norm
‖f‖2,α =
[∫
Rd
f(z)2dµα(z)
]1/2
(21)
is finite. Since the measure dµα(z) is a probability mea-
sure, one may apply the Cauchy-Schwartz inequality and
see that ‖f‖1,α ≤ ‖f‖2,α, so that L2α(Rd) ⊂ L1α(Rd)
and ∩αL2α(Rd) ⊂ ∩αL1α(Rd). Therefore, the class of
potentials discussed in the present paragraph have fi-
nite Gaussian transform. We remind the reader that
L2α(R
d) ⊂ L2loc(Rd) and that the spaces L2α(Rd) are
Hilbert spaces.
Still, the class of potentials introduced in the previous
paragraph is not smooth enough for the purpose of study-
ing the asymptotic convergence. Later in the paper, we
shall see that natural classes of smooth enough potentials
are intersections of weighted Sobolev spaces ∩αWm,2α (Rd)
for m = 1 or m = 2. Since the functions f(x) ∈ L2α(Rd)
are locally integrable, they have partial distributional
derivatives of any order. The weighted Sobolev space
Wm,2α (R
d) is the space of all functions f ∈ L2α(Rd) whose
partial distributional derivatives up to the order m are
also L2α(R
d) functions. In an equivalent definition, one
may argue that f ∈ ∩αWm,2α (Rd) if and only if
f(x) exp
(
−
d∑
i=1
x2i
2α2i
)
∈ Wm,2(Rd),
for all α ∈ Rd+, where Wm,2(Rd) is the usual Sobolev
space on Rd.
There are two main categories of Kato-class poten-
tials which we study in this paper: those that also lie
in ∩αW 1,2α (Rd) and, more restrictively, those that lie
in ∩αW 2,2α (Rd). For the first class of potentials, the
weighted Sobolev norms
∫
Rd
{
V (x)2 +
d∑
i=1
[∂iV (x)]
2
}
dµα(x)
are finite, while for the second class of potentials, the
norms
∫
Rd

V (x)2 +
d∑
i=1
[∂iV (x)]
2 +
d∑
i,j
[∂i,jV (x)]
2

 dµα(x)
are finite. These requirements imposes further restric-
tions on the singularities of the Kato-class potentials. We
leave it for the reader to show by explicit computation
that the potentials of the form given by Eq. (16) lie in
the ∩αW 1,2α (R3n) space if and only if q < 1/2 and in
the ∩αW 2,2α (R3n) space if and only if q < −1/2. For an-
other example, a general 3n-body potential of the form
given by the Eq. (16) but where the inter-particle poten-
tial is replaced with the Morse potential lies also in the
∩αW 2,2α (R3n) space.
III. ASYMPTOTIC CONVERGENCE OF THE
PARTIAL AVERAGING METHOD
In this section, we shall establish several general con-
vergence theorems valid for all series representations and
for smooth potentials. While for most of the paper we
adopt a rigorous mathematical style, we shall not pro-
vide a formal proof of the key conjecture expressed by
Eqs. (26) and (27). Instead, we shall try to present argu-
ments to support this plausible assertion within reason-
able doubt and then explore its implications.
We start by defining
Un(x, x
′, β; a¯) =
∫ 1
0
V u,n[xr(u) + σ
n∑
k=1
akΛk(u)]du
and
U∞(x, x
′, β; a¯) =
∫ 1
0
V [xr(u) + σ
∞∑
k=1
akΛk(u)]du.
The variables x, x′, and β are interpreted here as pa-
rameters and, just as a reminder, we separate them from
the “true” variable a¯ by a semicolon. We notice that
Un(x, x
′, β; a¯) as a function of a¯ depends only on the
first n coefficients a1, . . . , an. Moreover, in terms of these
functions, the relation (8) reads
Un(x, x
′, β; a¯) = En [U∞(x, x
′, β; a¯)] (22)
7and in fact,
lim
n→∞
Un(x, x
′, β; a¯) = U∞(x, x
′, β; a¯), (23)
as shown by Theorem 1 of Ref. (19). To continue with
the introduction of the notations, we define
Xn(x, x
′, β; a¯) = ρfp(x, x
′;β) exp[−β Un(x, x′, β; a¯)]
and
X∞(x, x
′, β; a¯) = ρfp(x, x
′;β) exp[−β U∞(x, x′, β; a¯)].
Then, we have
ρ(x, x′;β) = E [X∞(x, x
′, β; a¯)] (24)
and
ρPAn (x, x
′;β) = E [Xn(x, x
′, β; a¯)], (25)
respectively.
A little algebra shows that
EnX∞(x, x
′, β; a¯)−Xn(x, x′, β; a¯) = Xn(x, x′, β; a¯)
×En
{
e−β[U∞(x,x
′,β;a¯)−Un(x,x
′,β;a¯)] − 1
}
.
However, for large n, we can expand the exponential in a
Taylor series and retain the first non-vanishing positive
term in the series, which is also the one that controls the
asymptotic convergence. We have:
EnX∞(x, x
′, β; a¯)−Xn(x, x′, β; a¯) ≈ Xn(x, x′, β; a¯)
×β
2
2
En [U∞(x, x
′, β; a¯)− Un(x, x′, β; a¯)]2 . (26)
From now on, if An > 0 and Bn > 0, we interpret An ≈
Bn to mean
lim
n→∞
An/Bn = 1,
while An / Bn is interpreted to mean
lim sup
n→∞
An/Bn ≤ 1.
The error in the equation (26) is of the order
β3
3!
En |U∞(x, x′, β; a¯)− Un(x, x′, β; a¯)|3 ,
which decays at a faster rate than the local variance
En [U∞(x, x
′, β; a¯)− Un(x, x′, β; a¯)]2 .
Therefore, the use of the symbol ≈ is justified any time
the local variance is not zero. However, this property is
true for almost all a¯ whenever the potential is not con-
stant. In Eq. (26), the term of order one in the Taylor
expansion cancels because of the identity (22), so the
asymptotic behavior is dictated by the local variance of
the function U∞(x, x
′, β; a¯). The Eq. (26) is expected
to be true for all potentials V (x) ∈ ∩αL2α(R) which are
not constant and, from now on, we shall assume that the
potential satisfies these criteria. Taking the total expec-
tation E in Eq. (26) and remembering that Xn(x, x
′, β; a¯)
does not depend upon the coefficients beyond the rank
n, we obtain
ρ(x, x′;β)− ρPAn (x, x′;β) ≈
β2
2
E
{
Xn(x, x
′, β; a¯)
× [U∞(x, x′, β; a¯)− Un(x, x′, β; a¯)]2
}
. (27)
A. Potentials having first order Sobolev derivatives
If V (x) ∈ ∩αW 1,2α (R), Eq. (C7) and Eq. (C9) of Ap-
pendix C show that
EnT
′
n(x, x
′, β; a¯) ≤ En [U∞(x, x′, β; a¯)− Un(x, x′, β; a¯)]2
≤ EnTn(x, x′, β; a¯), (28)
where Tn(x, x
′, β; a¯) and Tn(x, x
′, β; a¯) are positive func-
tions defined by the equations
T ′n(x, x
′, β; a¯) = σ2
∫ 1
0
du
∫ 1
0
dτ γn(u, τ)V
′
u,n[xr(u)
+σSnu (a¯)]V
′
τ,n[xr(τ) + σS
n
τ (a¯)] (29)
and
Tn(x, x
′, β; a¯) = σ2
∫ 1
0
du
∫ 1
0
dτ γn(u, τ)V
′[xr(u)
+σB0u(a¯)]V
′[xr(τ) + σB
0
τ (a¯)], (30)
respectively. Here, V ′(x) denotes the first order deriva-
tive of V (x), while V
′
u,n(x) is the first order derivative of
V u,n(x).
With the help of the functions T ′n(x, x
′, β; a¯) and
Tn(x, x
′, β; a¯) and of the equation (26) one may write
β2
2
En [Xn(x, x
′, β; a¯)T ′n(x, x
′, β; a¯)]
/ EnX∞(x, x
′, β; a¯)−Xn(x, x′, β; a¯) (31)
/
β2
2
En [Xn(x, x
′, β; a¯)Tn(x, x
′, β; a¯)] ,
where we used the fact that the function Xn(x, x
′, β; a¯)
does not depend upon the coefficients beyond the rank
n and thus, it can be placed inside the En sign. Now,
taking the total expectation E in the above equation, we
obtain
β2
2
E [Xn(x, x
′, β; a¯)T ′n(x, x
′, β; a¯)]
/ ρ(x, x′;β)− ρPAn (x, x′;β) (32)
/
β2
2
E [Xn(x, x
′, β; a¯)Tn(x, x
′, β; a¯)] .
8Moreover, due to the relation (23), we have
∆Xn(x, x
′, β; a¯) = Xn(x, x
′, β; a¯)−X∞(x, x′, β; a¯)→ 0
as n→∞ and we expect that
lim
n→∞
E [∆Xn(x, x
′, β; a¯)Tn(x, x
′, β; a¯)]
E [X∞(x, x′, β; a¯)Tn(x, x′, β; a¯)]
= 0,
because the function Tn(x, x
′, β; a¯) is positive while
X∞(x, x
′, β; a¯) is strictly positive. Therefore, the decay
of ∆Xn(x, x
′, β; a¯) to zero makes the numerator converge
to zero at a faster rate than the denominator. A re-
lation similar to the one above holds for the function
T ′n(x, x
′, β; a¯) and consequently, we may replace the esti-
mate (32) with
β2
2
E [X∞(x, x
′, β; a¯)T ′n(x, x
′, β; a¯)]
/ ρ(x, x′;β)− ρPAn (x, x′;β) (33)
/
β2
2
E [X∞(x, x
′, β; a¯)Tn(x, x
′, β; a¯)] .
With these preparations, we are able to state the fol-
lowing theorem:
Theorem 1 Assume V (x) is a Kato-class potential that
lies in ∩αW 1,2α (R). Then,
ρ(x, x′;β)− ρPAn (x, x′;β)
/
β2
2
∫ 1
0
du
∫ 1
0
dτγn(u, τ)K
β
x,x′(u, τ), (34)
where
Kβx,x′(u, τ) = σ
2
E
{
X∞(x, x
′, β; a¯)V ′[xr(u) + σB
0
u(a¯)]
×V ′[xr(τ) + σB0τ (a¯)]
}
. (35)
If in addition γn(u, τ) ≥ 0, then the following stronger
result holds
ρ(x, x′;β)− ρPAn (x, x′;β) ≈
β2
2
[∫ 1
0
du
∫ 1
0
dτγn(u, τ)
]
×
[∫ 1
0
du
∫ 1
0
dτg1(u, τ)K
β
x,x′(u, τ)
]
. (36)
Proof. The first part of the theorem follows directly
from Eqs. (29) and (33), by mere substitution. In order
to prove the second part of the theorem, one divides the
terms in Eq. (33) by
∫ 1
0
du
∫ 1
0
dτγn(u, τ)
and then uses Eq. (14) as well as the expressions (29) and
(30) to show that
β2
2
lim
n→∞
E [X∞(x, x
′, β; a¯)T ′n(x, x
′, β; a¯)]∫ 1
0
du
∫ 1
0
dτγn(u, τ)
= lim
n→∞
ρ(x, x′;β)− ρPAn (x, x′;β)∫ 1
0
du
∫ 1
0
dτγn(u, τ)
=
β2
2
lim
n→∞
E [X∞(x, x
′, β; a¯)Tn(x, x
′, β; a¯)]∫ 1
0 du
∫ 1
0 dτγn(u, τ)
=
∫ 1
0
du
∫ 1
0
dτg1(u, τ)K
β
x,x′(u, τ). (37)
In this respect, one should notice that the use of Eq. (14)
is justified by the fact that Kβx,x′(u, τ) is a continu-
ous function in the arguments (u, τ). By construction,
Kβx,x′(u, τ) is symmetric under the change of variables u
and τ , so it is enough to restrict its analysis to the case
τ ≤ u. However, if τ ≤ u, we have
Kβx,x′(u, τ) = σ
2
∫
R
∫
R
ρ(x, y; τβ)ρ[y, z; (u− τ)β]
×ρ[z, x′; (1− u)β]V ′(y)V ′(z) dy dz. (38)
The continuity of Kβx,x′(u, τ) then follows from the con-
tinuity of the density matrix ρ(x, x′;β) in all arguments
and from the fact that the integrals appearing in Eq. (38)
are finite if V (x) ∈ ∩αW 1,2α (R).
Equation (37) implies the relation (36) provided that
the common limit is not zero or infinity. We have
∫ 1
0
du
∫ 1
0
dτg1(u, τ)K
β
x,x′(u, τ) ≤ sup
u,τ
Kβx,x′(u, τ) <∞,
where we used the fact that the integral of g1(u, τ) on the
set [0, 1] × [0, 1] is 1 as well as the fact that Kβx,x′(u, τ)
is continuous on the same (compact) set, thus bounded.
On the other hand, using Eq. (35) and the fact that the
9kernel g1(u, τ) is strictly positive definite, the equality∫ 1
0
du
∫ 1
0
dτg1(u, τ)K
β
x,x′(u, τ) = σ
2
E
{
X∞(x, x
′, β; a¯)
×
∫ 1
0
du
∫ 1
0
dτg1(u, τ)V
′[xr(u) + σB
0
u(a¯)]
×V ′[xr(τ) + σB0τ (a¯)]
}
= 0
implies V ′[xr(u)+σB
0
u(a¯)] = 0 for almost all a¯. However,
this is not possible because it contradicts the fact that
the potential V (x) is not constant. Therefore, the limit
in Eq. (37) is finite and non-zero and the proof of the
theorem is concluded. ✷
Let us notice that the asymptotic rate of convergence
for the partial averaging method depends upon the na-
ture of the basis {λk(u)}k≥1 solely through the behavior
of the kernels γn(u, τ). The kernel K
β
x,x′(u, τ) is inde-
pendent of the particular basis and has the important
property
Kβx,x′(1− u, 1− τ) = Kβx′,x(u, τ). (39)
The relation (39) can be proven as follows (without loss
of generality, one may assume τ ≤ u):
Kβx,x′(1− u, 1− τ) = σ2
∫
R
∫
R
ρ[x, y; (1− u)β]
×ρ[y, z; (u− τ)β]ρ(z, x′; τβ)V (1)(y)V (1)(z) dy dz
= σ2
∫
R
∫
R
ρ(x′, z; τβ)ρ[z, y; (u− τ)β]ρ[y, x; (1 − u)β]
×V (1)(y)V (1)(z) dy dz = Kβx′,x(τ, u) = Kβx′,x(u, τ),
where we used the symmetry of the various density ma-
trices appearing in the above formula.
The relation (35) remains true for d-dimensional sys-
tems provided that we set σ2i = ~
2β/(2m0,i) and redefine
the kernel Kβx,x′(u, τ) to be
Kβx,x′(u, τ) =
∫
Rd
∫
Rd
ρ(x, y; τβ)ρ[y, z; (u− τ)β]
×ρ[z, x′; (1− u)β]
{
d∑
i=1
σ2i [∂iV (y) ∂iV (z)]
}
dy dz.(40)
B. Potentials having second order Sobolev
derivatives
Theorem 1 provides a useful bound for the asymptotic
rate of convergence, but gives the exact asymptotic con-
vergence only if γn(u, τ) ≥ 0. In general, if these last
functions are not positive, additional cancellations might
occur if the potential is smooth enough. In this case,
we need to establish lower and upper bounds that are
sharper than those offered by Eq. (28).
It turns out that the natural class of potentials on
which all series representations attain their fastest con-
vergence is the class ∩αW 2,2α (R). For potentials V (x) in
this class, Eqs. (C8) and (C10) of Appendix C provide
the following bounds
EnY
′
n(x, x
′, β; a¯) / En [U∞(x, x
′, β; a¯)− Un(x, x′, β; a¯)]2
/ EnY
′′
n (x, x
′, β; a¯), (41)
where Y ′n(x, x
′, β; a¯) and Y ′′n (x, x
′, β; a¯) are positive func-
tions defined by the equations
Y ′n(x, x
′, β; a¯) = T ′n(x, x
′, β; a¯) +
σ4
2
∫ 1
0
du
∫ 1
0
dτ γn(u, τ)
2
×V ′′u,n[xr(u) + σSnu (a¯)]V
′′
τ,n[xr(τ) + σS
n
τ (a¯)] (42)
and
Y ′′n (x, x
′, β; a¯) =
1
2
[T ′n(x, x
′, β; a¯) + Tn(x, x
′, β; a¯)] ,
(43)
respectively. Here, V
′′
t,n(x) denotes the second derivative
of the averaged potential V t,n(x). By replacing the func-
tions Y ′n(x, x
′, β; a¯) and Y ′′n (x, x
′, β; a¯) in Eq. (26) and
taking the total expectation E, one deduces the following
sharper version of Eq. (32)
β2
2
E [Xn(x, x
′, β; a¯)Y ′n(x, x
′, β; a¯)]
/ ρ(x, x′;β)− ρPAn (x, x′;β) (44)
/
β2
2
E [Xn(x, x
′, β; a¯)Y ′′n (x, x
′, β; a¯)] .
In deducing Eq. (44), one should remember that the
functions Xn(x, x
′, β; a¯) do not depend upon the coef-
ficients ak with k ≥ n + 1 and, therefore, E [XnY ′n] =
E{Xn En[Y ′n]} and E [XnY ′′n ] = E{Xn En[Y ′′n ]}.
In the next few paragraphs we prove that the signs /
in Eq. (44) can be replaced by ≈ and then we prove an
analog of Eq. (33). As shown by Eqs. (C11) and (C12)
of Appendix C,
EnY
′′
n (x, x
′, β; a¯)− EnY ′n(x, x′, β; a¯) ≤
σ4
2
∫ 1
0
du
∫ 1
0
dτ
×γn(u, τ)2
{
En
{
V ′′[xr(u) + σB
0
u(a¯)]V
′′[xr(τ) (45)
+σB0τ (a¯)]
}− V ′′t,n[xr(u) + σSnu (a¯)]V ′′t,n[xr(τ) + σSnτ (a¯)]
}
.
Using this relation together with the Eq. (12), one readily
proves that
lim
n→∞
{
E [Xn(x, x
′, β; a¯)Y ′′n (x, x
′, β; a¯)]∫ 1
0 du
∫ 1
0 dτγn(u, τ)
2
−E [Xn(x, x
′, β; a¯)Y ′n(x, x
′, β; a¯)]∫ 1
0 du
∫ 1
0 dτγn(u, τ)
2
}
= 0.
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The last relation implies
E [Xn(x, x
′, β; a¯)Y ′′n (x, x
′, β; a¯)]
≈ E [Xn(x, x′, β; a¯)Y ′n(x, x′, β; a¯)] , (46)
provided that
lim inf
n→∞
E [Xn(x, x
′, β; a¯)Y ′n(x, x
′, β; a¯)]∫ 1
0
du
∫ 1
0
dτγn(u, τ)2
> 0. (47)
In general, if an ≥ bn ≥ 0 are some sequences of real
numbers, such that
lim
n→∞
(an − bn) = 0
and lim infn bn > 0, then an ≈ bn. Indeed,
1 ≤ lim
n→∞
an
bn
= 1+ lim
n→∞
an − bn
bn
≤ 1+limn(an − bn)
lim inf bn
= 1.
Now, to prove the relation (47) and therefore Eq. (46),
one uses Eq. (12) together with Eq. (42) to show that the
expression (47) is greater or equal than
σ4
2
E
{
X∞(x, x
′, β; a¯)
∫ 1
0
du
∫ 1
0
dτ g2(u, τ)
×V ′′[xr(u) + σB0u(a¯)]V ′′[xr(τ) + σB0τ (a¯)]
}
.
Because g2(u, τ) was assumed to be strictly positive defi-
nite, the last quantity is zero only if V ′′[xr(u)+σB
0
u(a¯)] =
0 for almost all a¯, which only happens when the potential
V (x) is linear (i.e., its second order derivative is zero).
Therefore, the relation (46) holds for all non-linear po-
tentials. However, the relation (46) holds for linear but
non-constant potentials too, because in this case
EnY
′′
n (x, x
′, β; a¯) = EnY
′
n(x, x
′, β; a¯),
as shown be Eq. (45). Therefore, the signs / in Eq. (44)
can be replaced by ≈.
We now use the positivity of the functions
Y ′n(x, x
′, β; a¯) and Y ′′n (x, x
′, β; a¯) and argue as in the proof
of Eq. (33) to conclude that
E [Xn(x, x
′, β; a¯)Y ′n(x, x
′, β; a¯)]
≈ E [X∞(x, x′, β; a¯)Y ′n(x, x′, β; a¯)]
and
E [Xn(x, x
′, β; a¯)Y ′′n (x, x
′, β; a¯)]
≈ E [X∞(x, x′, β; a¯)Y ′′n (x, x′, β; a¯)] ,
respectively. Corroborating the last two relations with
Eq. (46) and Eq. (44), we learn that
β2
2
E [X∞(x, x
′, β; a¯)Y ′n(x, x
′, β; a¯)]
≈ ρ(x, x′;β)− ρPAn (x, x′;β) (48)
≈ β
2
2
E [X∞(x, x
′, β; a¯)Y ′′n (x, x
′, β; a¯)] .
With the help of Eq. (48), we are ready to prove the
following theorem
Theorem 2 Assume V (x) is a Kato-class potential that
lies in ∩αW 2,2α (R). Then,
ρ(x, x′;β)− ρPAn (x, x′;β) ≈
β2
2
{∫ 1
0
du
∫ 1
0
dτγn(u, τ)
×Kβx,x′(u, τ)−
1
2
[∫ 1
0
du
∫ 1
0
dτγn(u, τ)
2
]
(49)
×
[∫ 1
0
du
∫ 1
0
dτg2(u, τ)Q
β
x,x′(u, τ)
]}
,
where
Qβx,x′(u, τ) = σ
4
E
{
X∞(x, x
′, β; a¯)V ′′[xr(u) + σB
0
u(a¯)]
×V ′′[xr(τ) + σB0τ (a¯)]
}
. (50)
Proof Let us notice that if an ≈ bn, then an ≈ 2bn−an.
Indeed,
lim
n→∞
2bn − an
an
= 2 lim
n→∞
bn
an
− 1 = 1.
Using this observation together with the equation (48),
we deduce that
ρ(x, x′;β)− ρPAn (x, x′;β)
≈ β
2
2
E [X∞(x, x
′, β; a¯)Yn(x, x
′, β; a¯)] , (51)
where
Yn(x, x
′, β; a¯) = 2Y ′′n (x, x
′, β; a¯)− Y ′n(x, x′, β; a¯).
From Eq. (42) and Eq. (43) we learn that
Yn(x, x
′, β; a¯) = Tn(x, x
′, β; a¯)− Zn(x, x′, β; a¯),
where
Zn(x, x
′, β; a¯) =
σ4
2
∫ 1
0
du
∫ 1
0
dτ γn(u, τ)
2
×V ′′u,n[xr(u) + σSnu (a¯)]V
′′
τ,n[xr(τ) + σS
n
τ (a¯)]
If we also introduce the random variable
Z ′n(x, x
′, β; a¯) =
σ4
2
[∫ 1
0
du
∫ 1
0
dτ γn(u, τ)
2
]
{∫ 1
0
du
∫ 1
0
dτ g2(u, τ)V
′′[xr(u) + σB
0
u(a¯)]
×V ′′[xr(τ) + σB0τ (a¯)]
}
,
we notice that the right-hand side of Eq. (49) is precisely
β2
2
E {X∞(x, x′, β; a¯) [Tn(x, x′, β; a¯)− Z ′n(x, x′, β; a¯)]} .
Now, if the potential is linear but not constant, the the-
orem follows trivially because the functions Zn(x, x
′, β; a¯)
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and Z ′n(x, x
′, β; a¯) are identically zero. Therefore, for the
remainder of the proof, we assume that the potential is
not linear. Let us set
∆Zn(x, x
′, β; a¯) = Zn(x, x
′, β; a¯)− Z ′n(x, x′, β; a¯)
and notice again that the theorem follows trivially from
Eq. (51) provided that
lim
n→∞
|E [X∞(x, x′, β; a¯)∆Zn(x, x′, β; a¯)]|
E [X∞(x, x′, β; a¯)Yn(x, x′, β; a¯)]
= 0. (52)
In order to prove that the limit in the last equation is
indeed zero, we observe that since E [X∞Yn] ≈ E [X∞Y ′n]
and since Y ′n ≥ Zn, we have
lim
n→∞
E [X∞(x, x
′, β; a¯)Yn(x, x
′, β; a¯)]
E [X∞(x, x′, β; a¯)Zn(x, x′, β; a¯)]
≥ 1.
Therefore, the limit in Eq. (52) is smaller or equal than
lim
n→∞
|E [X∞(x, x′, β; a¯)∆Zn(x, x′, β; a¯)]|
E [X∞(x, x′, β; a¯)Zn(x, x′, β; a¯)]
. (53)
However, the limit in Eq. (53) is zero because
E [X∞Zn] ≈ E [X∞Z ′n]. This last statement follows from
the equality
lim
n→∞
E [X∞(x, x
′, β; a¯)Zn(x, x
′, β; a¯)]∫ 1
0 du
∫ 1
0 dτ γn(u, τ)
2
= lim
n→∞
E [X∞(x, x
′, β; a¯)Z ′n(x, x
′, β; a¯)]∫ 1
0 du
∫ 1
0 dτ γn(u, τ)
2
=
1
2
∫ 1
0
du
∫ 1
0
dτ g2(u, τ)Q
β
x,x′(u, τ),
because the above common limit is finite and non-zero
by an argument similar to the one employed in the proof
of Theorem 1. The proof of Theorem 2 is therefore con-
cluded. ✷
The kernel Qβx,x′(u, τ) shares most of the properties
proved for Kβx,x′(u, τ). In particular, Q
β
x,x′(u, τ) is sym-
metric at the permutation of the variables u and τ and,
if τ ≤ u,
Qβx,x′(u, τ) = σ
4
∫
R
∫
R
ρ(x, y; τβ)ρ[y, z; (u − τ)β]
×ρ[z, x′; (1− u)β]V ′′(y)V ′′(z) dy dz. (54)
In addition, Qβx,x′(u, τ) is continuous in the variables τ
and u and
Qβx,x′(1− u, 1− τ) = Qβx′,x(u, τ). (55)
The equation (49) remains true for multidimensional
systems provided that we define the kernel Kβx,x′(u, τ) as
in Eq. (40), while for the kernel Qβx,x′(u, τ) we employ
the formula
Qβx,x′(u, τ) =
∫
Rd
dy
∫
Rd
dz ρ(x, y; τβ)ρ[y, z; (u − τ)β]
×ρ[z, x′; (1− u)β]


d∑
i,j
σ2i σ
2
j
[
∂2i,jV (y) ∂
2
i,jV (z)
] . (56)
IV. CONVERGENCE OF THE PA-WFPI
METHOD
As argued in Ref. (4), among all possible series repre-
sentations, the Wiener-Fourier one is special in the sense
that it has the fastest asymptotic rate of convergence.
For this reason, it is of interest to establish what the
asymptotic rates of convergence are for different classes of
potentials. In this section, we shall show that for poten-
tials lying in ∩αW 1,2α (R), the asymptotic rate of conver-
gence is always better than O(1/n2), while for potentials
lying in ∩αW 2,2α (R), the asymptotic rate of convergence
is O(1/n3). For the latter case, we also establish the
exact convergence constant.
A. Potentials with first order Sobolev derivatives
We begin the convergence analysis with the Kato-class
potentials that lie in ∩αW 1,2α (R). For the Wiener-Fourier
basis, we have
γn(u, τ) =
2
π2
∞∑
k=n+1
sin(kπu) sin(kπτ)
k2
. (57)
If f(t) is a square integrable function on the interval [0, 1],
then we have the estimate∫ 1
0
∫ 1
0
γn(u, τ)f(u)f(t)dudτ
=
1
π2
∞∑
k=n+1
1
k2
[√
2
∫ 1
0
f(u) sin(kπu)du
]2
(58)
≤ 1
π2(n+ 1)2
∞∑
k=n+1
[√
2
∫ 1
0
f(u) sin(kπu)du
]2
.
Now, the first part of Theorem 1 allows us to write
ρ(x, x′;β)− ρPAn (x, x′;β) /
β2σ2
2
E
{
X∞(x, x
′, β; a¯)
×
∫ 1
0
du
∫ 1
0
dτγn(u, τ)V
′[xr(u) + σB
0
u(a¯)](59)
×V ′[xr(τ) + σB0τ (a¯)]
}
and using Eq. (58), we obtain
lim
n→∞
(n+ 1)2
[
ρ(x, x′;β)− ρPAn (x, x′;β)
] ≤ β2σ2
2π2
× lim
n→∞
E [X∞(x, x
′, β; a¯)Zn(x, x
′, β; a¯)] , (60)
where
Zn(x, x
′, β; a¯)
=
∞∑
k=n+1
{∫ 1
0
√
2 sin(kπu)V ′[xr(u) + σB
0
u(a¯)]du
}2
.
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We notice that the sequence of functions Zn(x, x
′, β; a¯) is
monotonically decreasing and convergent to zero. More-
over, since the functions {√2 sin(kπu)}k≥1 form an or-
thonormal system, the Bessel inequality implies that
Z0(x, x
′, β; a¯) ≤
∫ 1
0
V ′[xr(u) + σB
0
u(a¯)]
2du.
We then have the inequality
E [X∞(x, x
′, β; a¯)Z0(x, x
′, β; a¯)]
≤
∫ 1
0
du
∫
R
dyρ(x, y;uβ)ρ[y, x′; (1 − u)β]V ′(y)2 <∞.
The last integral is finite because V (x) ∈ ∩αW 1,2α (R).
In these conditions, the dominated convergence
theorem21 shows that
lim
n→∞
E [X∞(x, x
′, β; a¯)Zn(x, x
′, β; a¯)] = 0,
and we have just proved the following theorem
Theorem 3 If V (x) is a Kato-class potential that lies
in ∩αW 1,2α (R) and the basis {λk(u)}k≥1 is the Wiener-
Fourier basis, then
lim
n→∞
(n+ 1)2
[
ρ(x, x′;β)− ρPAn (x, x′;β)
]
= 0. (61)
Observation The previous theorem says that the con-
vergence is always better thanO(1/n2) [i.e., it is o(1/n2)],
but it does not say how much better. If we are interested
in computing an absolute asymptotic bound, then the
bound given by the relation
ρ(x, x′;β)− ρPAn (x, x′;β) /
β2σ2
2π2(n+ 1)2
×E [X∞(x, x′, β; a¯)Z0(x, x′, β; a¯)] ≤ ~
2β3
2π2m0(n+ 1)2
(62)
×
∫ 1
0
dθ
∫
R
dy ρ(x, y; θβ)V ′(y)2ρ[y, x′; (1− θ)β]
is the only choice if no additional information about the
potential V (x) is available. Theorem 3 remains true as
stated for multidimensional systems, while in an even
more compact notation, the estimate given by Eq. (62)
becomes
ρ(x, x′;β)− ρPAn (x, x′;β) /
~
2β3
2π2(n+ 1)2
×
∫ 1
0
〈
x
∣∣∣∣∣e−θβH
[
d∑
i=1
(∂iV )
2
m0,i
]
e−(1−θ)βH
∣∣∣∣∣x′
〉
dθ. (63)
B. Potentials having second order Sobolev
derivatives
As we have shown in Section III.B, all series repre-
sentations attain their fastest asymptotic convergence on
the class of potentials ∩αW 2,2α (R). Of course, this is also
true of the Wiener-Fourier series. Moreover, since this
series is optimal as asymptotic convergence, the rates of
convergence established in this section set a limit on the
asymptotic behavior of the partial averaging method. In
this section, we prove that the asymptotic convergence of
the PA-WFPI sequence of approximations to the density
matrix is O(1/n3) and we establish the corresponding
convergence constant.
We start our proof by analyzing the first term in
Eq. (49). Let us notice that γn(1 − u, 1 − τ) = γn(u, τ)
because sin[kπ(1 − t)] = −(−1)k sin(kπt). By using this
relation together with Eq. (39), one computes
∫ 1
0
du
∫ 1
u
dτ gn(u, τ)K
β
x,x′(u, τ)
=
∫ 1
0
du
∫ 1−u
0
dτ gn(u, 1− τ)Kβx,x′(u, 1− τ)
=
∫ 1
0
du
∫ u
0
dτ gn(1− u, 1− τ)Kβx,x′(1 − u, 1− τ)
=
∫ 1
0
du
∫ u
0
dτ gn(u, τ)K
β
x′,x(u, τ).
A little thought shows that the first term in Eq. (49)
takes the form
β2
π2
∞∑
k=n+1
∫ 1
0
du
∫ u
0
dτ
sin(kπu) sin(kπτ)
k2
K(u, τ), (64)
where
K(u, τ) = Kβx,x′(u, τ) +K
β
x′,x(τ, u).
The asymptotic rate of convergence of this first term is
dictated by the decay of the terms of the series appearing
in Eq. (64). By integration by parts, we shall later show
that these terms are of the form Ak/k
4 + Bk/k
4, where
{Bk}k≥1 is a sequence convergent to zero. Because of this
property, the terms Bk/k
4 do not contribute to the final
asymptotic convergence, at least as far as the O(1/n3) is
concerned. Indeed, we have∣∣∣∣∣ limn→∞n3
∞∑
k=n+1
Bk/k
4
∣∣∣∣∣ ≤ limn→∞n3
∞∑
k=n+1
|Bk|/k4
≤ lim
n→∞
(
sup
k≥n
|Bk|
) ∞∑
k=n+1
n3/k4
≤ 1
3
lim
n→∞
(
sup
k≥n
|Bk|
)
= 0,
which proves our assertion. In the above, we used the
inequality
∞∑
k=n+1
n3/k4 ≤ n3
∫ ∞
n
x−4dx =
1
3
13
as well as the fact that Bk → 0 implies
lim sup |Bk| = lim
n→∞
(
sup
k≥n
|Bk|
)
= 0.
Now, to readily identify which of the various expressions
make up the terms Bk that decay to zero, the reader
may employ the Riemann-Lebesgue lemma,22 which in
our case states that if f(t) is integrable, then
lim
k→∞
∫ 1
0
cos(kπt)f(t)dt = lim
k→∞
∫ 1
0
sin(kπt)f(t)dt = 0.
We start with the equation (64) and by integration by
parts against the variable τ , we obtain
1
k2
∫ 1
0
du sin(kπu)
∫ u
0
sin(kπτ)K(u, τ)dτ =
∫ 1
0
sin(kπu)
K(u, 0)− cos(kπu)K(u, u)
k3π
du (65)
+
1
k3π
∫ 1
0
du sin(kπu)
∫ u
0
cos(kπτ)
∂
∂τ
K(u, τ)dτ.
Let us focus on the first term of the relation (65). By
integration by parts against u we have
1
k3π
∫ 1
0
sin(kπu)K(u, 0)du =
K(0, 0)− (−1)kK(1, 0)
k4π2
+
1
k4π2
∫ 1
0
cos(kπu)
∂
∂u
K(u, 0)du (66)
and
1
k3π
∫ 1
0
sin(kπu) cos(kπu)K(u, u)du =
1
2k3π
×
∫ 1
0
sin(2kπu)K(u, u)du =
K(0, 0)−K(1, 1)
4k4π2
(67)
+
1
4k4π2
∫ 1
0
cos(2kπu)
∂
∂u
K(u, u)du,
respectively. As argued before by means of the Riemann-
Lebesgue lemma, the last terms in the relations (66) and
(67) do not contribute to the asymptotic rates of con-
vergence and therefore, they will be dropped. Moreover,
even the term K(1, 0)(−1)k/k4π2 does not contribute to
the asymptotic rate of convergence because∣∣∣∣∣
∞∑
k=n+1
(−1)k
k4
∣∣∣∣∣ =
∞∑
k=0
[
1
(n+ 2k + 1)4
− 1
(n+ 2k + 2)4
]
=
∞∑
k=0
∫ n+2k+2
n+2k+1
4x−5dx ≤ 4
∫ ∞
n+1
x−5dx =
1
(n+ 1)4
decays faster than 1/n3. Finally, the first term in Eq. (67)
is zero because
K(0, 0) = K(1, 1) = σ2ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
.
(68)
Now, we go back to the formula (65) and integrate by
parts the last term against the variable u. One obtains
1
k3π
∫ 1
0
du sin(kπu)
∫ u
0
cos(kπτ)
∂
∂τ
K(u, τ)dτ
=
−(−1)k
k4π2
∫ 1
0
cos(kπτ)
∂
∂τ
K(1, τ)dτ +
1
k4π2
×
∫ 1
0
cos(kπu)2
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du+
1
k4π2
(69)
×
∫ 1
0
du cos(kπu)
∫ u
0
cos(kπτ)
∂2
∂τ∂u
K(u, τ)dτ.
Again, the first and the last terms from the above ex-
pansion do not contribute to the asymptotic rate of con-
vergence by the Riemann-Lebesgue lemma. For the last
term, notice that by symmetry∫ 1
0
du cos(kπu)
∫ u
0
cos(kπτ)
∂2
∂τ∂u
K(u, τ)dτ
=
1
2
∫ 1
0
∫ 1
0
cos(kπu) cos(kπτ)
∂2
∂τ∂u
K(u, τ)dudτ
and then the bidimensional version of the Riemann-
Lebesgue lemma applies. Therefore, the contribution of
Eq. (69) to the asymptotic rate of convergence is due
solely to the term
1
k4π2
∫ 1
0
cos(kπu)2
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du
=
1
2k4π2
∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du +
1
2k4π2
(70)
×
∫ 1
0
cos(2kπu)
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du
Yet again, the last term of Eq. (70) does not contribute
to the asymptotic rate by the same Riemann-Lebesgue
lemma.
Combining everything by means of Eq. (65), we end up
with the following asymptotic expression for the relation
(64):
β2
3π4n3
[
K(0, 0) +
1
2
∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du
]
, (71)
where we also used the equality
lim
n→∞
(
n3
∞∑
k=n+1
1
k4
)
=
1
3
.
This last equality can be deduced by letting n → ∞ in
Eq. (B3) of Appendix B.
The exact expression for the term K(0, 0) is given by
Eq. (68). To evaluate the term∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du,
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we need to remember that the density matrix satisfies
the Bloch equation
− ~
2
2m0
∂2
∂x′2
ρ(x, x′;β)+V (x′)ρ(x, x′;β) = − ∂
∂β
ρ(x, x′;β).
Using the Bloch equation, one can justify by explicit cal-
culation the following equality:
∂
∂τ
Kβx,x′(u, τ) =
~
2σ2β
2m0
∫
R
∫
R
{[
∂2
∂y2
ρ(x, y; τβ)
]
×ρ[y, z; (u− τ)β]− ρ(x, y; τβ) ∂
2
∂y2
ρ[y, z; (u− τ)β]
}
×ρ[z, x′; (1 − u)β]V ′(y)V ′(z) dy dz.
and by repeated integration by parts against y,
∂
∂τ
Kβx,x′(u, τ) = −
~
2σ2β
2m0
∫
R
∫
R
[
2
∂
∂y
ρ(x, y; τβ)V ′′(y)
+ρ(x, y; τβ)V ′′′(y)
]
ρ[y, z; (u− τ)β]
×ρ[z, x′; (1 − u)β]V ′(z) dy dz.
The third order derivative V ′′′(x) is to be interpreted as
a distributional derivative. Again in the sense of distri-
butions, as τ → u, we have ρ[y, z; (u − τ)β] → δ(z − y)
and therefore,
∂
∂τ
Kβx,x′(u, τ)
∣∣∣∣
τ=u
= −~
2σ2β
2m0
∫
R
[
2
∂
∂y
ρ(x, y;uβ)V ′′(y)
+ρ(x, y;uβ)V ′′′(y)
]
ρ[y, x′; (1− u)β]V ′(y) dy.
By integration by parts of the term containing the third
derivative V ′′′(y), we obtain
∂
∂τ
Kβx,x′(u, τ)
∣∣∣∣
τ=u
=
~
2σ2β
2m0
∫
R
ρ(x, y;uβ)ρ[y, x′; (1− u)β]
×V ′′(y)2dy − ~
2σ2β
2m0
∫
R
V ′(y)V ′′(y)
{[
∂
∂y
ρ(x, y;uβ)
]
×ρ[y, x′; (1− u)β]− ρ(x, y;uβ) ∂
∂y
ρ[y, x′; (1− u)β]
}
dy.
A similar estimate holds for
∂
∂τ
Kβx,x′(u, τ)
∣∣∣∣
τ=u
,
and can by obtained simply by permuting x and x′. The
equality ∫ 1
0
∫
R
V ′(y)V ′′(y)
[
∂
∂y
ρ(x, y;uβ)
]
×ρ[y, x′; (1− u)β]du =
∫ 1
0
∫
R
V ′(y)V ′′(y)
×ρ(x′, y;uβ) ∂
∂y
ρ[y, x; (1− u)β]du
as well as the one obtained by permuting x and x′ are
readily obtained by use of the substitution u′ = 1−u and
by use of the symmetry of the density matrices. We leave
it for the reader to utilize these equalities and verify that
∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du =
∫ 1
0
∂
∂τ
Kβx,x′(u, τ)
∣∣∣∣
τ=u
du
+
∫ 1
0
∂
∂τ
Kβx′,x(u, τ)
∣∣∣∣
τ=u
du =
~
2σ2β
m0
(72)
×
∫ 1
0
∫
R
ρ(x, y;uβ)ρ[y, x′; (1− u)β]V ′′(y)2dydu.
Replacing Eq. (72) in Eq. (71), one ends up with
the following expression for the first term of the equa-
tion (49):
~
2β3
3π4m0n3
{
ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
+
~
2β
2m0
×
∫ 1
0
〈
x
∣∣∣e−βθHV ′′2e−β(1−θ)H∣∣∣x′〉 dθ}. (73)
The second term in Eq. (49) is a little easier to analyze.
Eq. (B5) from Appendix B shows that for the Wiener-
Fourier series,
lim
n→∞
n3gn(u, τ) =
1
3π4
δ(u− τ)
in the sense of distributions. Using this equality and the
relation (50), we learn that the decay of the last term of
equation (49) is
β2
12π4n3
∫ 1
0
Qβx,x′(u, u)du
=
β2σ4
12π4n3
∫ 1
0
〈
x
∣∣∣e−βθHV ′′2e−β(1−θ)H∣∣∣x′〉 dθ (74)
Replacing Eq. (73) and Eq. (74) in Eq. (49), one ends
up with the following theorem
Theorem 4
lim
n→∞
n3
[
ρ(x, x′;β)− ρPAn (x, x′;β)
]
=
~
2β3
3π4m0
ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
(75)
+
~
4β4
12π4m20
∫ 1
0
〈
x
∣∣∣e−βθHV ′′2e−β(1−θ)H∣∣∣x′〉 dθ.
The d-dimensional analog can be deduced in a similar
way by starting with Eqs. (40) and (56) and by using the
d-dimensional Bloch equation. It has the expression
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lim
n→∞
n3
[
ρ(x, x′;β)− ρPAn (x, x′;β)
]
=
~
2β3
3π4
ρ(x, x′;β)
{
d∑
i=1
[∂iV (x)]
2 + [∂iV (x
′)]2
m0,i
}
+
~
4β4
12π4
∫ 1
0
〈
x
∣∣∣∣∣∣e−βθH
d∑
i,j=1
(
∂2i,jV
)2
m0,im0,j
e−β(1−θ)H
∣∣∣∣∣∣ x′
〉
dθ. (76)
We conclude this section by numerically verifying the
findings of Theorem 4 for the simple case of an harmonic
oscillator. In fact, we shall verify the following corol-
lary, which, by trace invariance, is a direct consequence
of Theorem 4
Corollary 1
lim
n→∞
n3
Z(β)− ZPAn (β)
Z(β)
=
∫
R
ρ(x;β)∆Z(x;β)dx∫
R
ρ(x;β)dx
,
where
∆Z(x;β) =
2~2β3
3π4m0
V ′(x)2 +
~
4β4
12π4m20
V ′′(x)2.
The Corollary 1 gives an estimate for the relative error
of the partition function as an average of a suitable es-
timating function. In practice, such an average can be
evaluated by Monte Carlo integration if so desired.
In the remainder of this section, we shall verify the
Corollary 1 for the simple case of the harmonic oscillator
V (x) = m0ω
2x2/2. The computations are performed
in atomic units for a particle of mass m0 = 1 and for
the frequency ω = 1. The inverse temperature is set to
β = 10.
Since the density matrix for an harmonic oscillator is
analytically known,23 the convergence constant for the
relative error of the partition function can be evaluated
directly from Corollary 1 to be
cPA =
∫
R
ρ(x;β)∆Z(x;β)dx∫
R
ρ(x;β)dx
= 11.98.
We can also evaluate it by studying the limit of the se-
quence
cPAn = n
3Z(β)− ZPAn (β)
Z(β)
.
In this respect, we mention that the terms ZPAn (β) were
previously evaluated in Appendix B of Ref. (4). Also,
because the even and the odd sequences cPA2n and c
PA
2n+1
have a slightly different asymptotic behavior that gen-
erates an oscillatory pattern in plots, we choose to plot
them separately.
In these conditions, the Corollary 1 says that
cPA = lim
n→∞
cPAn
3 15 27
5
10
15
2
= 11.98
3 15 27
5
10
15
2
+
1
= 11.98
FIG. 1: Both the even sequence cPA2n and the odd sequence
cPA2n+1 are seen to converge to cPA = 11.98, which is the value
predicted by Corollary 1.
and the prediction is well verified for the harmonic oscil-
lator, as Fig 1 shows. We regard this numerical example
as strong evidence that the analysis performed in the
present paper is correct. Indeed, it is hard to believe
that the exact agreement between theory and numerical
analysis for the harmonic oscillator is accidental.
V. SUMMARY AND DISCUSSION
In this paper, we have performed a complete analy-
sis of the asymptotic rates of convergence of the partial
averaging sequence of approximations for the density ma-
trix. We have found that there are two natural classes
of potentials on which different series may achieve their
fastest convergence. If the two-point correlation function
γn(u, τ) for the tail series is positive, then the natural
class is ∩αW 1,2α (R) as shown by Theorem 1. More gen-
erally, all series representations achieve their fastest con-
vergence on the space of potentials ∩αW 2,2α (R). This is
the statement of Theorem 2. Moreover, in both cases,
the cited theorems provide the exact asymptotic rates of
convergence for arbitrary series.
In Section IV, we analyzed the special case of the
Wiener-Fourier series representation. Theorem 3 asserts
that the asymptotic convergence for this series is o(1/n2)
on the Kato-class potentials that lie in ∩αW 1,2α (R).
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Moreover, the equations (62) and (63) provide useful
(though conservative) bounds that control the absolute
asymptotic error. The Wiener-Fourier series achieves
its fastest asymptotic convergence on the Kato-class po-
tentials that lie in ∩αW 2,2α (R). This convergence is
O(1/n3), with a convergence constant given by Eq. (75)
for monodimensional systems and by Eq. (76) for multi-
dimensional systems, respectively.
The present results provide a relatively complete char-
acterization of the asymptotic convergence characteris-
tics of the partial averaging methods. Beyond establish-
ing sharp estimates of the convergence constants for ap-
plications where the potential energy has second-order
derivatives, it should be possible to utilize the present
methods to characterize the asymptotic behavior of other
properties. In particular, we would speculate that it
should be possible to obtain convergence constants for
both the H-method and T-method energy estimators us-
ing arguments similar to those developed in the present
paper. Moreover, we expect that the theorems proved
in this paper will play a crucial role in establishing
the asymptotic rates of convergence for the reweighted
method, a technique related to the partial averaging
method.
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APPENDIX A
In this appendix, we compute E(B0u)
2, E(B0τ )
2, and
E(B0uB
0
τ ). We begin with the last expression. We have
E(B0uB
0
τ ) =
∞∑
k=1
Λk(u)Λk(τ)
=
∫ u
0
∫ τ
0
∞∑
k=1
λk(u
′)λk(τ
′)dτ ′du′ (A1)
=
∫ u
0
∫ τ
0
[δ(u′ − τ ′)− 1] dτ ′du′
where we used the completeness relation. In this sense,
the reader should remember that {λk(u)}k≥1 together
with the constant function make up a complete basis in
L2([0, 1]). Now, let Iu(u
′) and Iτ (τ
′) denote the indicator
functions of the intervals [0, u] and [0, τ ], respectively.
The last integral in Eq. (A1) becomes
E(B0uB
0
τ ) =
∫ 1
0
∫ 1
0
Iu(u
′)Iτ (τ
′)δ(u′ − τ ′)dτ ′du′ − uτ
=
∫ 1
0
Iu(u
′)Iτ (u
′)du′ − uτ = min(u, τ)− uτ. (A2)
Then, the expressions for E(B0u)
2 and E(B0τ )
2 are read-
ily obtained by setting u = τ in (A2). We notice that
the above expectations are independent of the particular
random series representation of the Brownian bridge, as
they should be.
APPENDIX B
In this appendix, we prove that for the Wiener-Fourier
series we have
lim
n→∞
∫ 1
0
∫ 1
0
γn(u, τ)
2h(u, τ)dudτ∫ 1
0
∫ 1
0 γn(u, τ)
2dudτ
=
∫ 1
0
h(u, u)du (B1)
for all continuous functions h(u, τ). This is the statement
of Eq. (13) in Section II.B. We start with the equations
γn(u, τ) =
2
π2
∞∑
k=n+1
sin(kπu) sin(kπτ)
k2
(B2)
and ∫ 1
0
∫ 1
0
γn(u, τ)
2dudτ =
1
π4
∞∑
k=n+1
1
k4
.
By letting n→∞ in the sequence of inequalities
1
3
n3
(n+ 1)3
= n3
∫ ∞
n+1
x−4dx ≤
∞∑
k=n+1
n3/k4
≤ n3
∫ ∞
n
x−4dx =
1
3
, (B3)
one deduces that
lim
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2dudτ =
1
3π4
. (B4)
Therefore, Eq. (B1) can be reformulated as
3π4 lim
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2h(u, τ)dudτ =
∫ 1
0
h(u, u)du
(B5)
We prove the relation (B5) in two steps. The first step
is to set h′(u, τ) = |h(u, τ)− h(u, u)| and show that
3π4 lim
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2h′(u, τ)dudτ = 0. (B6)
For that purpose, pick an arbitrary η > 0. Let us notice
that h′(u, τ) is continuous on the compact set [0, 1] ×
[0, 1], thus bounded by a constantM <∞ and uniformly
continuous. The second property implies that there is
1 > ǫ > 0 such that |h′(u′, τ ′) − h′(u, τ)| < η whenever
(u′−u)2+(τ ′−τ)2 < ǫ2. Now, notice that by construction
h′(u, u) = 0 for all 0 ≤ u ≤ 1. Since any point (u, τ) in
the set
Iǫ = {(u, τ) ∈ [0, 1]× [0, 1] : |u− τ | < ǫ}
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is contained in the ball of radius ǫ centered about
the point (u, u), by uniform continuity, it follows that
h′(u, τ) < η on Iǫ.
Let us break the integral in Eq. (B6) in two parts:
one over the set Iǫ and the other on its complementary
Icǫ = [0, 1]× [0, 1]− Iǫ. For the integral over the set Iǫ we
have
3π4 lim sup
n→∞
n3
∫ ∫
Iǫ
γn(u, τ)
2h′(u, τ)dudτ
≤ η
[
3π4 lim sup
n→∞
n3
∫ ∫
Iǫ
γn(u, τ)
2dudτ
]
≤ η. (B7)
For the integral over the set Icǫ , we have the estimate
3π4 lim sup
n→∞
n3
∫ ∫
Ic
ǫ
γn(u, τ)
2h′(u, τ)dudτ
≤M
[
3π4 lim sup
n→∞
n3
∫ ∫
Ic
ǫ
γn(u, τ)
2dudτ
]
. (B8)
We intend to show that the last limit in Eq. (B8) is zero
and for this purpose, we need to construct a sharp bound
of the function γn(u, τ) on the set I
c
ǫ . It turns out that
we first need to study the behavior of the functions
∞∑
k=n+1
cos(kπu)
k2
on the interval (0, 2).
We have
sin(πu/2)
∞∑
k=n+1
cos(kπu)
k2
=
1
2
∞∑
k=n+1
sin[(k + 1/2)πu]
k2
−1
2
∞∑
k=n+1
sin[(k − 1/2)πu]
k2
= −1
2
sin[(n+ 1/2)πu]
(n+ 1)2
(B9)
+
1
2
∞∑
k=n+1
[
1
k2
− 1
(k + 1)2
]
sin[(k + 1/2)πu].
From Eq. (B9) we learn that
sin(πu/2)
∣∣∣∣∣
∞∑
k=n+1
cos(kπu)
k2
∣∣∣∣∣ ≤ 12(n+ 1)2
+
1
2
∞∑
k=n+1
[
1
k2
− 1
(k + 1)2
]
=
1
(n+ 1)2
. (B10)
Therefore,
∣∣∣∣∣
∞∑
k=n+1
cos(kπu)
k2
∣∣∣∣∣ ≤ 1(n+ 1)2F (u), (B11)
where the function
F (u) =
1
sin(πu/2)
is continuous on the interval (0, 2), decreasing on the in-
terval (0, 1] and increasing on the interval [1, 2).
Using the bound given by Eq. (B11) together with the
inequality (a− b)2 ≤ 2(a2 + b2), one computes
γn(u, τ)
2 =
1
π4
{
∞∑
k=n+1
cos[kπ(u− τ)] − cos[kπ(u+ τ)]
k2
}2
≤ 2
π4


[
∞∑
k=n+1
cos(kπ|u− τ |)
k2
]2
+
[
∞∑
k=n+1
cos(kπ|u+ τ |)
k2
]2
 (B12)
≤ 2
π4(n+ 1)4
[
F (|u − τ |)2 + F (|u + τ |)2] .
On the set Icǫ , we have ǫ ≤ |u− τ | ≤ 1 and ǫ ≤ |u+ τ | ≤
2−ǫ. Therefore, F (|u−τ |) ≤ F (ǫ) and F (|u+τ |) ≤ F (ǫ).
Corroborating with Eq. (B12), we obtain
γn(u, τ)
2 ≤ 4
π4(n+ 1)4
F (ǫ)2 if (u, τ) ∈ Icǫ . (B13)
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Replacing the estimate (B13) in Eq. (B8), one readily
concludes that the limit in Eq. (B8) is 0. Adding the
limits of Eq. (B7) and Eq. (B8), we conclude that
3π4 lim sup
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2h′(u, τ)dudτ ≤ η. (B14)
Since η > 0 is arbitrary, the equality (B6) is demon-
strated.
In the second step of the proof, we show that Eq. (B6)
implies the relation (B1). From Eq. (B6), one deduces
that
3π4 lim
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2h(u, τ)dudτ
= 3π4 lim
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2h(u, u)dudτ. (B15)
By explicitly computing the integral over τ , the last re-
lation becomes
3π4 lim
n→∞
n3
∫ 1
0
fn(u)h(u, u)du, (B16)
where
fn(u) =
2
π4
∞∑
k=n+1
sin(kπu)2
k4
=
1
π4
∞∑
k=n+1
1− cos(2kπu)
k4
.
(B17)
By continuity, h(u, u) is integrable and if we set
Bk =
∫ 1
0
cos(2kπu)h(u, u)du,
the Riemann-Lebesgue lemma says that
lim
n→∞
|Bk| = lim sup
n→∞
|Bk| = 0.
We notice that
3π4 lim
n→∞
n3
π4
∣∣∣∣∣
∞∑
k=n+1
∫ 1
0
cos(2kπu)
k4
h(u, u)du
∣∣∣∣∣
≤ 3π4 lim
n→∞
[
n3
π4
(
∞∑
k=n+1
1
k4
)
sup
k≥n+1
|Bk|
]
≤ lim
n→∞
sup
k≥n+1
|Bk| = 0.
Therefore, the terms containing cos(2kπu) in the
Eq. (B17) may be dropped and the quantity (B16) be-
comes
3π4 lim
n→∞
n3
π4
( ∑
k=n+1
1
k4
)∫ 1
0
h(u, u)du =
∫ 1
0
h(u, u)du,
(B18)
where we used (B4) to compute the last limit. The rela-
tion (B1) is therefore proved.
APPENDIX C
It is well known that if A,B > 0, and α = C/
√
AB
such that |α| < 1, then the following Mehler’s formula24
holds for all f and g whose squares have finite Gaussian
transforms
[fg]ABC(x0, y0) =
∫
R
dx
∫
R
dy
1
2π
1√
AB − C2 exp
(
−1
2
x2B + y2A− 2xyC
AB − C2
)
f(x0 + x)g(y0 + y)
=
∫
R
dx
∫
R
dy
1
2π
1√
1− α2 exp
(
−1
2
x2 + y2 − 2xyα
1− α2
)
f(x0 + x
√
A)g(y0 + y
√
B) (C1)
=
1
2π
∞∑
k=0
αk
∫
R
dx
∫
R
dy e−(x
2+y2)/2Hk(x)Hk(y)f(x0 + x
√
A)g(y0 + y
√
B).
In the above, the functionsHk(x) are the normalized Her-
mite polynomials corresponding to the Gaussian weight
dµ(x) =
1√
2π
e−x
2/2.
They form a complete orthonormal basis in the Hilbert
space L2µ(R), which is endowed with the scalar product
〈ψ|φ〉 =
∫
R
ψ(x)φ(x)dµ(x).
Let us notice that according to our hypothesis, the func-
tions f(x0+x
√
A) and g(y0+x
√
B) as functions of x are
square integrable against dµ(x) and thus they lie in the
Hilbert space L2µ(R).
By repeated integration by parts, the formula (C1) is
shown to equal
[fg]ABC(x0, y0) =
∞∑
k=0
Ck
k!
f
(k)
A (x0)g
(k)
B (y0), (C2)
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where in general f
(k)
A (x0) is the k-order derivative of
fA(x0) =
∫
R
1√
2πA
e−z
2/(2A)f(x0 + z)dz.
Let us notice that the series (C1) can be extended to the
case α = 1, too. Indeed, the last series in Eq. (C1) for
the case α = 1 is nothing else but the Bessel series
∞∑
k=0
〈
Hk|f(x0 + ·
√
A)
〉〈
Hk|g(y0 + ·
√
B)
〉
,
which is convergent to〈
f(x0 + ·
√
A)|g(y0 + ·
√
B)
〉
=
∫
R
f(x0 + x
√
A)g(y0 + x
√
B)dµ(x).
Next, we proceed to establish the relation (18). We
start with the identity
En [U∞(x, x
′, β; a¯)− En U∞(x, x′, β; a¯)]2
= En U∞(x, x
′, β; a¯)2 − [En U∞(x, x′, β; a¯)]2 . (C3)
Using the notation introduced in Section II.A, we have
EnU∞(x, x
′, β; a¯) = V u,n[xr(u) + σS
n
u (a¯)]. (C4)
Moreover,
EnU∞(x, x
′, β; a¯)2 =
∫ 1
0
du
∫ 1
0
dτEnV [xr(u)
+σSnu (a¯) + σB
n
u (a¯)]V [xr(τ) + σS
n
τ (a¯) + σB
n
τ (a¯)](C5)
and remembering that the variables Bnu (a¯) and B
n
τ (a¯)
have a joint Gaussian distribution of covariances given
by Eq. (7), we obtain
EnU∞(x, x
′, β; a¯)2 =
∫ 1
0
du
∫ 1
0
dτ
∫
R
dx
∫
R
dy
1
2π∆n(u, τ)
× exp
{
−1
2
x2Γ2n(τ) + y
2Γ2n(u)− 2xyGn(u, τ)
∆2n(u, τ)
}
×V [xr(u) + σSnu (a¯) + x]V [xr(τ) + σSnτ (a¯) + y],
where Gn(u, τ) = σ
2γn(u, τ) and
∆2n(u, τ) = Γ
2
n(u)Γ
2
n(τ)−Gn(u, τ)2.
Using the expansion (C2), one may write the above
integral as the sum of the series
EnU∞(x, x
′, β; a¯)2 =
∞∑
k=0
1
k!
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
k
×V (k)u,n[xr(u) + σSnu (a¯)]V
(k)
τ,n[xr(τ) + σS
n
τ (a¯)],
where V
(k)
u,n(x) is the k order derivative of V u,n(x). With
the help of Eq. (C4), one recognizes the first term of the
above series to be [EnU∞(x, x
′, β; a¯)]2, so that Eq. (C3)
becomes
En [U∞(x, x
′, β; a¯)− EnU∞(x, x′, β; a¯)]2
=
∞∑
k=1
1
k!
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
k (C6)
×V (k)u,n[xr(u) + σSnu (a¯)]V
(k)
τ,n[xr(τ) + σS
n
τ (a¯)].
As mentioned in Section II.B, the kernels γn(u, τ)
k and
therefore Gn(u, τ)
k are positive definite for all integers
k ≥ 1 so that the terms of the series (C6) are all positive
i.e.,
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
kV
(k)
u,n[xr(u) + σS
n
u (a¯)]
V
(k)
τ,n[xr(τ) + σS
n
τ (a¯)] ≥ 0
for all k ≥ 1. Because of this property, the series (C6)
will plays the fundamental role in establishing the various
results in this appendix. Truncating the series (C6) to
the first term, we obtain the inequality
En [U∞(x, x
′, β; a¯)− En U∞(x, x′, β; a¯)]2 ≥ EnT ′n(x, x′, β; a¯),
(C7)
where
T ′n(x, x
′, β; a¯) =
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
×V (1)u,n[xr(u) + σSnu (a¯)]V
(1)
τ,n[xr(τ) + σS
n
τ (a¯)].
In a similar fashion, if we truncate the series (C6) to the
first two terms, we obtain
En [U∞(x, x
′, β; a¯)− En U∞(x, x′, β; a¯)]2 ≥ EnY ′n(x, x′, β; a¯),
(C8)
where
Y ′n(x, x
′, β; a¯) = T ′n(x, x
′, β; a¯) +
1
2
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
2
×V (2)u,n[xr(u) + σSnu (a¯)]V
(2)
τ,n[xr(τ) + σS
n
τ (a¯)].
Now, we assume that V (x) ∈ ∩αW 1,2α (R). The in-
equality 1/k! ≤ 1/(k−1)! and the positivity of the terms
of the series (C6) imply
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En [U∞(x, x
′, β; a¯)− En U∞(x, x′, β; a¯)]2 ≤
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
{ ∞∑
k=0
1
k!
Gn(u, τ)
k
×V (k+1)u,n [xr(u) + σSnu (a¯)]V
(k+1)
τ,n [xr(τ) + σS
n
τ (a¯)]
}
=
∫ 1
0
du
∫ 1
0
dτGn(u, τ) (C9)
×En
{
V (1)[xr(u) + σB
0
u(a¯)]V
(1)[xr(τ) + σB
0
τ (a¯)]
}
= EnTn(x, x
′, β; a¯),
where
Tn(x, x
′, β; a¯) =
∫ 1
0
du
∫ 1
0
dτGn(u, τ)V
(1)[xr(u) + σB
0
u(a¯)]
×V (1)[xr(τ) + σB0τ (a¯)].
Similarly, by employing the inequality 1/k! ≤ 1/[2(k−1)!]
if k ≥ 2, one proves the sharper inequality
En [U∞(x, x
′, β; a¯)− En U∞(x, x′, β; a¯)]2 ≤ EnY ′′n (x, x′, β; a¯),
(C10)
where
Y ′′n (x, x
′, β; a¯) =
1
2
[T ′n(x, x
′, β; a¯) + Tn(x, x
′, β; a¯)] .
If in addition V (x) ∈ ∩αW 2,2α (R),
EnY
′′
n (x, x
′, β; a¯)− EnY ′n(x, x′, β; a¯) =
1
2
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
2
{ ∞∑
k=1
1
(k + 1)!
Gn(u, τ)
k
×V (k+2)u,n [xr(u) + σSnu (a¯)]V
(k+2)
τ,n [xr(τ) + σS
n
τ (a¯)]
}
≤ 1
2
∫ 1
0
du
∫ 1
0
dτGn(u, τ)
2
{ ∞∑
k=1
1
k!
Gn(u, τ)
k (C11)
×V (k+2)u,n [xr(u) + σSnu (a¯)]V
(k+2)
τ,n [xr(τ) + σS
n
τ (a¯)]
}
.
One recognizes the last series in Eq. (C11) to be equal to
En
{
V (2)[xr(u) + σB
0
u(a¯)]V
(2)[xr(τ) + σB
0
τ (a¯)]
}
−V (2)u,n[xr(u) + σSnu (a¯)]V
(2)
τ,n[xr(τ) + σS
n
τ (a¯)] (C12)
and therefore, the inequality (45) of Section III.B is
proved.
The multidimensional case is left to the reader and
can be obtained starting with the following d-dimensional
analog of Eq. (C6). Let Ik be the set of all vec-
tors k¯ = (k1, . . . , kd) of positive components such that
k1 + · · · kd = k and let ∂kk1,··· ,kdf(x) denote the respec-
tive partial derivative of the d-dimensional function f(x).
Then,
En [U∞(x, x
′, β; a¯)− EnU∞(x, x′, β; a¯)]2 =
∞∑
k=1
1
k!
∫ 1
0
du
∫ 1
0
dτγn(u, τ)
k
×


∑
k¯∈Ik
k!
k1! · · · kd!σ
2k1
1 · · ·σ2kdd
{
∂kk1,...,kdV u,n[xr(u) + σS
n
u (a¯)] ∂
k
k1,...,kdV τ,n[xr(τ) + σS
n
τ (a¯)]
} . (C13)
The equation (C13) can be deduced by remembering that
the Brownian bridges B0u,k for each dimension are inde-
pendent processes. Then, one successively applies the
21
expansion (C6) for each dimension to obtain Eq. (C13).
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