Policy gradients methods are perhaps the most widely used class of reinforcement learning algorithms. These methods apply to complex, poorly understood, control problems by performing stochastic gradient descent over a parameterized class of polices. Unfortunately, even for simple control problems solvable by classical techniques, policy gradient algorithms face non-convex optimization problems and are widely understood to converge only to local minima. This work identifies structural properties -shared by finite MDPs and several classic control problemswhich guarantee that policy gradient objective function has no suboptimal local minima despite being non-convex. When these assumptions are relaxed, our work gives conditions under which any local minimum is near-optimal, where the error bound depends on a notion of the expressive capacity of the policy class.
Introduction
Many recent successes in reinforcement learning are driven by a class of algorithms called policy gradient methods. These methods search over a parameterized class of polices by performing stochastic gradient descent on a cost function capturing the cumulative expected cost incurred. Specifically, they aim to optimize over a smooth, and often stochastic, class of parametrized policies {π θ } θ∈R d . For discounted or episodic problems, they treat the scalar cost function (θ) = J π θ (s)dρ(s), which averages the total cost-to-go function J π θ over a random initial state distribution ρ. Policy gradient methods perform stochastic gradient descent on (·), following the iteration
Unfortunately, even for simple control problems solvable by classical methods, the total cost is a non-convex function of θ. Typical of results concerning the black-box optimization of non-convex functions, policy gradient methods are widely understood to converge asymptotically to a stationary point or a local minimum. Important theory guarantees this under technical conditions [4, 36, 57] and it is widely repeated in textbooks and surveys [21, 43, 56] .
The reinforcement learning literature seems to provide almost no guarantees into the quality of the points to which policy gradient methods converge. Although these methods can be applied to a very broad class of problems, it is not clear whether they adequately address even simple and classical dynamic programming problems. Inspired by this disconnect, important recent work of Fazel et al. [16] , showed that policy gradient on the space of linear policies for deterministic linear quadratic control problem converges to the global optimum, despite the non-convexity of the objective. The authors provided an intricate analysis in this case, leveraging a variety of closed form expressions available for linear-quadratic problems. Separate from the RL literature, Kunnumkal and Topaloglu [32] propose a stochastic approximation method for setting base-stock levels in inventory control. Surprisingly, despite non-convexity of the objective, an intricate analysis quite different that from Fazel et al. [16] establishes convergence to the global optimum.
Our work aims to construct a simple and more general understanding of the global convergence properties of policy gradient methods. As a consequence of our general framework, we can show that for several classic dynamic programming problems, policy gradient methods performed with respect to natural structured policy classes faces no suboptimal local minima. More precisely, despite its non-convexity, any stationary point 1 For each of these examples, simple experiments show that gradient descent with backtracking line search performed on (θ) converges rapidly to the global minimum. Sample plots for three of the problems are shown in Figure 1 . For linear quadratic control we refer readers to Figure 1 in [16] . We have shared code here for reproducibility and full experiment details are also given in Appendix F.
Our work aims to understand this phenomenon. Why does gradient descent on a non-convex function reach the global minimum? These examples share important structural properties. Consider a linear quadratic control problem. Starting with a linear policy and performing a policy iteration step yields another linear policy. That is, the policy class is closed under policy improvement. In addition, although the cost-to-go function is a nasty non-convex function of the policy, the policy iteration update involves just solving a quadratic minimization problem. In fact, for each of the first three examples, the policy class is closed under policy improvement and the policy-iteration objective (i.e. the Q-function) is smooth and convex in the chosen action. Similar ideas, apply to the fourth example, but as shown in Theorem 2, weaker conditions are needed to ensure convergence for some finite-horizon problems. Given this insight, strikingly simple proofs show that any stationary point of the cost function (θ) is a global minimum.
In our view, these canonical control problems provide an important benchmark and sanity check for policy gradient methods. At the same time, one hopes that the insights developed from considering these problems extend to more complex scenarios. To spur progress in this direction, we take a first step in Section 5 where we relax the assumption that the policy class is closed under policy improvement. Our theory gives conditions under which any stationary point of (·) is nearly optimal, where the error bound depends on a notion of the expressive capacity of the policy class.
Beyond RL, this work connects to a large body of work on first-order methods in non-convex optimization. Under broad conditions, these methods are guaranteed to converge asymptotically to stationary points of the objective function under a variety of noise models [9, 10] . The ubiquity of non-convex optimization problems in machine learning and especially deep learning has sparked a slew of recent work [1, 14, 24, 34] giving rates of convergence and ensuring convergence to approximate local minima rather than saddle points. A complementary line of research studies the optimization landscape of specific problems to essentially ensure that local minima are global, [11, 18, 19, 28, 55] . Taken together, these results show interesting non-convex optimization problems can be efficiently solved using gradient descent. Our work contributes to the second line of research, offering insight into the optimization landscape of (·) for classic dynamic programming problems.
Challenges with policy gradient methods and the scope of this work. There are many reasons why practitioners may find simple policy gradient methods, like the classic REINFORCE algorithm reviewed in Appendix A, offer poor performance. In an effort to clarify the scope of our contribution, and its place in the literature, let us briefly review some of these challenges. 
Large variance of stochastic gradients:
The variance of estimated policy gradients generally increases with the problem's effective time horizon, usually expressed in terms of a discount factor or the average length of an episode. Considerable research is aimed at alleviating this problem through the use of actor-critic methods [31, 36, 57] and appropriate baselines [37, 51] .
We emphasize that this paper is focused on the first challenge and on understanding the risks posed by spurious local minima. Such an investigation is relevant to many strategies for searching locally over the policy space, including policy gradient methods, natural gradient methods [26] , finite difference methods [47] , random search [35] , and evolutionary strategies [49] . For concreteness, one can mostly have in mind the idealized policy gradient iteration
As in the REINFORCE algorithm in Appendix A, we imagine applying policy gradient algorithms in simulation, where an appropriate restart distribution ρ provides sufficient exploration. A natural direction for future work would be to analyze the rate of convergence of specific algorithms that follow noisy gradient steps on (·). Fazel et al. [16] give an impressive analysis of several exact gradient-based algorithms for deterministic linear quadratic control, along with an extension to zeroth order optimization for approximate gradients. We leave this for future work.
Problem formulation
Consider a Markov decision process (MDP), which is a six-tuple M := (S, A, g, P, γ, ρ). In some of our examples, the state space S is a convex subset of R n , but to ease notation we present some of the notations below assuming S is countable, trusting readers can substitute sums for integrals when needed. The initial state distribution ρ is a probability distribution supported on the entire state space. For each s ∈ S, the set of feasible actions is A(s) ⊂ R k . When action a is executed in state state s, the agent incurs some immediate cost and transitions to a new state. The instantaneous cost function g(s, a) specifies the expected cost incurred and the transition kernel specifies probability P (s | s, a) of transitioning to state s in the next period. We assume expected costs are non-negative for all feasible state-action pairs. A policy π is a mapping from states to feasible actions. For each π, the cost-to-go function
encodes the expected total discounted cost incurred when applying policy π from initial state s. Here the expectation is taken over the sequence of states (s 0 , s 1 , s 2 . . .) visited under π, since the function g already integrates over any randomness in instantaneous costs. The state-action cost-to-go function
measures the cumulative expected cost of taking action a in state s and applying π thereafter. We let J * (s) = inf π J π (s) denote the optimal cost-to-go function. For every problem we consider, J * is the unique solution to the Bellman equation J = T J, where the Bellman operator T associates each function J : S → R with another function T J : S → R defined as
We assume throughout that A(s) is convex. In some settings, like linear quadratic control problems, this is natural in all problem formulations. In others, like MDPs with a finite set of actions, the action set is convexified by randomization. In particular, when there are k deterministic actions {1, . . . , k} feasible in each state, we will take A(s) = ∆ k−1 to be the k − 1 dimensional probability simplex. Cost and transition functions are naturally extended to functions on the simplex defined by
When considering softmax policies for finite state and action MDPs as in Example 1, we take Π to consist of the closure of this set, in which case it contains all stationary policies. We assume throughout that π θ (s) is differentiable as a function of θ. We overload notation,
Although classical dynamic programming methods seek a policy that minimizes the expected cost incurred from every initial state, for policy gradient methods it is more natural to study a scalar loss function (θ) = s∈S J θ (s)ρ(s) under which states are weighted by their initial probabilities under ρ. The discounted state-occupancy measure under ρ and π θ is defined as
where the subscript indicates that transition probabilities are evaluated under the Markov chain that results from applying π θ . We often consider the weighted 1-norm,
General results
The introduction described in words some special structural properties shared by our motivating examples. This section states formal assumptions capturing that intuition and culminates in a strikingly simple proof that such conditions ensure that (·) has no suboptimal stationary points.
Assumption 1 (Closure under policy improvement). For any
π ∈ Π, there is π + ∈ Π such that for every s ∈ S, π + (s) = arg min a∈A(s) Q π (s, a).
Assumption 2 (Convexity of policy improvement steps). For every π ∈ Π and s ∈ S, Q π (s, a) is a convex function of a ∈ A(s).
Next, we assume the policy class Π is convex, ensuring that a soft policy-iteration update from the policy π to the (1 − α)π + απ + is feasible. In addition to this somewhat stringent assumption on the policy class, we need a mild regularity property of the parametrization. To make this assumption more transparent, let's look at Examples 1 and 2 with softmax and linear policies respectively. Consider any two policies π θ and π θ . The goal is to find a direction u in the parameter space such that the directional derivative of π θ along u points in the direction of π θ . Since the map θ → π θ is one-to-one α . In the case of linear quadratic control, the direction can be expressed simply as u = θ − θ. For softmax policies, the existence of u follows from an inverse function theorem, which ensures the differentiable map θ → π θ (s) has differentiable inverse. There, the direction u = (u s ) s∈S is a concatenation of |S| vectors of length k = |A|. Each
is the Jacobian matrix. This parallels the construction of natural gradient directions [26] .
Assumption 3 (Convexity of the policy class). Assume Π is convex. Moreover, for any policy π ∈ Π and any
. Finally, the policy gradient theorem [36, 57] requires that certain limits and integrals can be interchanged. In specific applications, this is often easy to justify. Here we state some general, though potentially stringent, regularity conditions that allows us to simply apply a general policy gradient theorem due to [53] , stated for directional derivatives in Lemma 1. For specific applications like linear quadratic control, the interchange of limits and expectations can be easily verified and we don't need this assumption.
Assumption 4 (Regularity conditions by [53]). S ⊂ R
m is compact, and , a) , and ρ(s) exists and are jointly continuous in θ, s, a and s .
Lemma 1 (Policy gradients for directional derivatives). Under assumption 4, for any
The following theorem shows that (·) has no suboptimal stationary points by constructing a specific descent direction. The direction is chosen to point toward the policy gradient update, and we show the corresponding directional derivative scales with the average magnitude of the Bellman error J θ (s) − T J θ (s) weighted under the state occupancy distribution η θ .
Theorem 1 (No spurious local minima). Under Assumptions 1-4, for some policy π
Then,
Proof. After applying the policy gradient theorem stated in Lemma 1, our goal is to bound
. Let x, y = x T y denote the standard inner product. We have
The final inequality follows from the first order condition for convex differentiable function f :
An immediate corollary is that, under Assumptions 1-4, if ∇ (θ) = 0 then J θ (s) = T J θ (s) almost surely over s drawn from ρ. Textbooks on dynamic programming provide different technical conditions under which any policy whose cost-to-go function solves Bellman's equation must be optimal. This holds when T is a contraction, but also in many settings where T is not a contraction [7] . This applies immediately to Examples 1 and 3. For linear quadratic control as formulated in Example 2, any stable linear policy π θ satisfies J θ = T J θ if and only if it is the optimal policy.
Relaxing Assumption 1 for finite horizon problems. For finite horizon problems, we can guarantee that there are no spurious local minima for policy gradient under a much weaker condition. Rather than require the policy class is closed under improvement -which would imply the policy class contains the optimal policy -it is sufficient that the policy class contain the optimal policy. For this reason, our theory will cover as special cases a broad variety of finite horizon dynamic programming problems for which structured policy classes are known to be optimal.
Unfortunately, we do not have space in this short paper to develop specialized notation for finite horizon problems. We do so and give a more detailed treatment in Appendix C. We can state our formal result without rewriting our problem formulation, by a well known trick that treats finite-horizon time-inhomogenous MDPs as a special case of infinite horizon MDPs (see e.g. [42] ). Under the following assumption, the state space factorizes into H +1 components, thought of as stages or time periods of the decision problem. Under any policy, any state will transition to some state in the next stage until stage H + 1 is reached and the interaction effectively ends. This assumption on the policy class allows us to change the policy in stage h without influencing the policy at other stages, essentially encoding time-inhomogenous policies. 
The policy class is clearly convex, since the probability simplex is convex. We gave a constructive definiton of u above Assumption 3.
Linear policies in linear quadratic control. Since the work of Kleinman [30] and Hewer [22] , it has been known that, starting from any stable linear policy, policy iteration solves a sequence of quadratic minimization problems with solutions converging to the optimal linear policy. The conditions needed to apply each step in the proof of Theorem 1 essentially follow immediately from this classic theory. However, like this work, we need to add an appropriate qualifier to rule out unstable linear policies, under which the cost-to-go is infinite from every state and many expressions are not even defined. We provide more details in Appendix E.1, and also discuss when gradient descent on (·) will not leave the class of stable policies. N (0, I) . Then, for any θ ∈ Θ stable , if ∇ (θ) = 0 then (θ) = min θ (θ ).
Lemma 2. Consider Example 2. Choose ρ to be
Threshold policies in optimal stopping. In Example 3, we considered a parameterized class of soft or randomized threshold policies. We take Π to be the closure of the set of such policies, which also contains any deterministic threshold policies. This policy class is closed under policy improvement (Assumption 3): for any a ∈ [0, 1] denoting a probability of accepting the offer and any π θ ∈ Π, we have ((x , y ) ). This means that, starting from a threshold policy, each step of policy iteration yields a new threshold policy, so the convergence of policy iteration implies threshold policies are optimal for this problem. Unfortunately, while we can essentially copy the proof of Theorem 1 line by line to establish Lemma 3 as shown below, it does not apply directly to this problem. The challenge is that the policy class Π is not convex, so moving on a line segment toward the policy iteration update π + is not a feasible descent direction. However, it is still simple to move the policy π θ closer to π + , in the sense that for small α, |π θ+αu (s) − π + (s)| < |π θ (s) − π + (s)| at every s. The proof, given in Appendix E.2, essentially writes the formula for such a descent direction u, and then repeats each line of Theorem 1 with this choice of u.
Lemma 3. For the optimal stopping problem formulated in Example
Base-stock policies in finite horizon inventory control. We consider again the multi-period newsvendor problem with backlogged demand described in Example 4. In this problem, it is known that base-stock-policies are optimal [5, 45] , but the policy gradient cost function is a non convex function of the vector of base-stock levels [32] . The following lemma, proved in Appendix E.3, shows that nevertheless any stationary point of the objective function is a global minimum. The result is stated formally here in terms of the notation in Example 4. We establish this claim essentially by modifying one line in the proof of Theorem 2. The modification addresses the fact that, because a policy π θ only orders in some states, local changes in the base-stock levels θ only changes the actions in those states. This property technically breaks the convexity of the policy class, but does not affect our construction of a descent direction on (·). Global convergence of some online gradient methods for this problem were also established through more direct approaches in [23, 32] .
Lemma 4. Consider Example 4 and define for s ∈ R, h ∈ {1, . . . , H}, and θ
∈ R H , J θ ((h, s)) = E π θ E H−1 t=h (ca t + b max{s t + a t − w t , 0} + p max{−s t + a t − w t , 0}) | s h = s .
Let ρ be an initial distribution supported on {1, . . . , H} × R such that all moments of the marginal distribution ρ(h, ·) exist for each h. Set (θ) = E (h,s)∼ρ [J θ ((h, s))]. Then for θ ∈ R d , ∇ (θ) = 0 if and only if (θ) = min θ ∈R H (θ ).

Approximation and expressive policy classes
So far, we have studied some classical dynamic programming problems that are ideally suited to policy iteration. The key property we used is that certain structured policy classes were closed under policy improvement, so that exact policy iteration can be performed when only considering that policy class. Although simple structured policy classes are common in some applications of stochastic approximation based policy search [e.g. 27, 33, 60], they are not widely used in the RL literature. Instead, flexible policy classes like those parameterized by a deep neural network, a Kernel method [46] , or using state aggregation [8, 17, 54] are preferred. In place of a concluding section, we leave the readers with some preliminary but interesting progress toward understanding why, for highly expressive policy classes, any local minimum of the policy gradient cost function might be near-optimal. We conjecture this theory can at least be clearly instantiated in the special case of state aggregation given in Appendix B.
Let T π (·) denote the Bellman operator corresponding to a policy π, defined by
(s, π(s)) + γ s ∈S P (s |s, π(s))J(s ). Recall the optimal Bellman operator T (·) is defined by T J(s) = min a∈A(s) g(s, a) + γ s ∈S P (s |s, a)J(s ). Given an expressive policy class Π, inf
measures the approximation error of the best approximate policy iteration update to a policy π θ ∈ Π. If Π satisfied Assumption 1, the approximation error would be zero since T π J πθ (s) − T J π θ (s) for every s ∈ S. Equation (3) measures the deviation from this ideal case, in a norm that weights states by the discounted-state-occupancy distribution η θ under the policy π θ . The first part of Theorem 3 shows that if θ is a stationary point of (·), then the Bellman error T J π θ − J π θ measured in this same norm is upper bounded by the approximation error. But when does a small Bellman error T J π θ − J π θ 1,η θ imply the policy is near optimal? This is the second part of Theorem 3. We relate the Bellman error in the supremum norm to the average Bellman error over states sampled from the initial distribution ρ. Define J = {J π θ : θ ∈ R d } and
The constant C ρ measures the extent to which errors T J(s) − J(s) at some state must be detectable by random sampling, which depends both on the initial state distribution ρ and on properties of the set of cost-to-go functions J . If the state space is finite, C ρ ≤ 1/(min s∈S ρ(s)) and naturally captures the ability of the distribution ρ to uniformly explore the state space. This is similar to constants that depend on the worst-case likelihood ratio between state occupancy measures [25] . However, those constants can equal zero for continuous state problems. It seems (4) could still be meaningful for such problems 4 since it also captures regularity properties of J . The second part of Theorem 2 is reminiscent of results in the study of approximate policy iteration methods, pioneered by [3, 6, 9, 38, 39] , among others. The primary differences are that (1) we directly consider an approximate policy class whereas that line of work considers the error in parametric approximations to the Q-function and (2) we make a specific link with the stationary points of a policy gradient method. The abstract framework of Kakade and Langford [25] is also closely related, though they do not study the stationary points of (·). We refer the readers to Appendix D for the proof.
Theorem 3. Suppose Assumptions 2-4 hold. Then,
If T is a contraction with respect to · ∞ with modulus γ and
A Background on policy gradient methods for discounted problems
To begin, we provide a brief review of the simplest policy gradient algorithm: the REINFORCE algorithm for episodic tasks first proposed by [62] . What we present below is a special case of this algorithm, tailored to infinite horizon discounted objectives. 
where H is the number of time steps the policy is executed. The second equality simply notes the well known equivalence between optimizing an infinite horizon discounted objective and optimizing an undiscounted objective over a random geometric time-horizon. REINFORCE with restart distribution ρ can be thought of as performing stochastic gradient descent on the scalar loss (θ) := J θ (s)dρ(s).
In particular REINFORCE follows
As shown in the algorithm box, generating some noisy but unbiased estimate of ∇ (θ) is often simple when employing stochastic policies. It is sometimes also feasible for deterministic policies. This is the case when employing actor-critic methods [53] or in some special cases where differential dynamic programming techniques can be employed (See the inventory control example in Subsection F). , a 0 , c 0 , . . . , s H , a H , c H , s H+1 ) Compute gradient estimate of average cost using a single trajectory:
∇ θ log(π θ (s t , a t )); c(τ ) : total cost of trajectory Take stochastic gradient step:
B The example of state aggregation
State aggregation is the simplest form of value function approximation employed in reinforcement learning and comes with strong stability properties [20, 58, 59] 
If s ∈ S i lies in the ith subset of the state partition, π θ (s) plays action j ∈ {1, . . . , k} with probability probability
C Proof of Theorem 2 and formulation of finite horizon problems
In Section 3, we stated our result by treating finite-horizon time-inhomogenous MDPs as a special case of infinite horizon MDPs. For a clearer understanding, we reformulate the finite horizon problem with specialized notation along with restating all the assumptions we need. We then restate Theorem 2 in our new notation and give a proof. First, let as briefly provide some details to clarify the equivalence. We assumed the state-space factorizes as follows. To simplify the notation, assume for the moment that each set S h is finite and S 1 | = · = S H = m. We could express any state s ∈ ∪ t≤H S t as a unique pair (h, i) such that s is the i'th element of S h . We now rewrite the finite horizon problem in this way.
Consider a finite Markov decision process, represented as M := (S, A, g, P, H, ρ). Over H periods, the state evolves according to a controlled stochastic dynamical system. In each period h, the agent observes the state s h ∈ S, chooses the action a h ∈ A(s) which incurs the instantaneous expected costs g h (s h , a h ) and transition to a new state s h+1 . The transition dynamics are encoded in P = (P 1 , . . . , P H ) where , a h , s) . We continue to assume that A(s) ⊂ R k is convex, where for finite action spaces this convexity is enforced through randomization. A policy π = (π 1 , . . . , π H ) is a sequence of functions, each of which is a mapping from S → A obeying the constraint π h (s) ∈ A(s) for all s ∈ S . For any π, the associated cost-to-go from period h and state s is defined as
We take the Q-function
to denote the expected cumulative cost of taking action a in period h, state s, and continuing to play policy π until the end of the horizon. We set J π (H + 1, s) = 0 for notational convenience. Let J * and Q * denote these cost-to-go functions under the optimal policy. The distribution ρ is a probability distribution supported over S × {1, . . . , H}. (This is exact analogue under Assumption 5 assuming ρ(s) > 0 for all s, as we have throughout the paper).
We consider a parameterized family of policies, Π = {π θ : θ ∈ R dH } where the parameter θ = (θ 1 , . . . , θ H ) : S → A is the policy applied in period h. We define the policy class as Π h = {π
Policy gradient methods seek to minimize cumulative cost-to-go by minimizing a scalar cost function,
The basic idea for finite horizon problems remains the same -for any suboptimal policy we want to construct a descent direction. We make the following assumptions on the policy class and the Q-function.
Assumption 6 (Correctness of the policy class).
There is some π ∈ Π such that for every s ∈ S and h ∈ {1, . . . , H},
In words, we assume that the optimal policy is contained within the policy class. As discussed in the beginning of this section, our results do not require the policy class to be closed under policy improvement, an assumption we needed for infinite horizon problems.
Assumption 7 (Convexity of policy improvement steps).
For every s ∈ S and h ∈ {1, . . . , H}, Q * (h, s, a) is convex is a ∈ A(s).
Assumption 8 (Convexity of the policy class). For each
We use the policy gradient theorem from [53] as given below. Proof. Fix any θ ∈ R d and the corresponding policy π θ ∈ Π. Consider any other policy π ∈ Π. We will eventually consider an approximate policy iteration update by taking an infimum over π . Using Assumption 2, let u be a direction such that for all s ∈ S
Lemma 5 (Policy gradient theorem for directional derivatives). For any
By the policy gradient theorem, we have
Following the proof of Theorem 1, we get
Then, using the fact that
Thus, ∇ (θ) = 0 implies,
Taking the infimum over π then shows
which establishes the first claim. Now, assuming T is a contraction and using the fact that
E Details on examples E.1 LQ Control
We consider the following LQR problem for states s t ∈ R n and actions a t ∈ R k with the goal of minimizing the cumulative discounted cost.
where w t is i.i.d Gaussian noise, R, K are positive definite matrices and γ is the discount factor. We assume that the pair (A, B) is controllable which ensures that the optimal cumulative discounted cost is finite. We consider the class of linear policies, π θ (s) = θs for θ ∈ R k×n which contains the optimal policy for this problem [5, 6, 15] . The set of stable linear policies, defined as
is nonempty since we assumed the system to be controllable. Let's go through all the assumptions. To verify Assumption 1, we refer the readers to [7, 13, 30] which shows that the policy iteration update which solves the quadratic minimization problem above, yields a stable linear policy, θ + ∈ θ stable . In fact, a sequence of policy iteration steps can be shown to converge to the optimal linear policy. Next, to verify Assumption 2, note that the Q-function is a convex quadratic function of a and can be written as
Finally, the policy class in trivially convex. One might imagine that the policy gradient update may lead to an unstable policy. However, starting from a suboptimal stable policy, θ and choosing the right step-size, say via backtracking line search, one can ensure a strict decrease in the average cost (θ) 5 . Thus the gradient update, θ = θ − ∇ (θ) remains in the sublevel set {θ : (θ) < (θ)}, which contains only stable policies.
E.2 Threshold policies in optimal stopping
In this section, we give details of the contextual optimal stopping problem along with the proof of Lemma 3. The goal here is to maximize the expected discounted revenue earned by selling a single asset; for this we think of (θ) or Q θ (s, a) as functions we aim to maximize.
In each round, the agent passively observes contextual information, x t ∈ X which evolve according to an uncontrolled Markov chain with transition kernel from x to x given by p(x |x). Conditioned on context x t , the agent receives an offer y t ∈ Y drawn i.i.d from some distribution q xt (·). Here, X , Y denote countable subsets in R. If the offer is accepted in round t, the process terminates and the the decision maker accrues a reward of γ t y t . We assume that the decision maker receives no reward if they continue without accepting any offer. We interpret this setting by taking the context x t as a model for the state of the economy useful for forecasting future offers, but the specific offer y t is subject to idiosyncratic randomness beyond what is captured in x t .
This problem can be formalized as a Markov decision process with state-space S = (X × Y) ∪ {T }, where T denotes a special absorbing state from which no further value is accrued. The action space is {0, 1}, where action 1 corresponds to accepting the offer, in which case the decision-maker earns the current value of the item and transitions to the terminal state T . Action 0 corresponds to rejecting the offer, the decision-maker earns no reward and transitions to a new state with transition probability:
Recall that as shown in Section , the optimal policy in this setting has a threshold for each context x, and accepts an offer in that context if and only if it exceeds the threshold. Mathematically, let J * (x, y) denote the optimal value function in state (x, y). Then, it is easy to show that the optimal policy accepts an offer in state (x, y) if and only if
To accommodate cases where set of possible offers is discrete, while still using smooth policies, we consider a parameterized class of stochastic policies, π θ : S → [0, 1] that map a state to a probability of accepting the offer. Capturing our knowledge of the structure of the optimal policy 6 , one natural parameterization defines θ = (θ which can be interpreted as a 'soft' threshold on y for each context x. The closure of this policy class contains the optimal policy. Let c * x be the optimal threshold for some state (x, ·). In the limit where θ
, we have that π θ (x, ·) converges to the optimal policy with a deterministic threshold c * x . Our next goal is to verify all the assumptions stated in Section for this problem. First note that for a ∈ [0, 1] denoting the probability of accepting the offer and any policy π θ ∈ Π, we have
which is linear in a. Next, we show that the class of threshold policies is closed under policy improvement. For any state s = (x, y), consider the policy iteration update
Clearly, π + (s) = 1 if and only if the offer y exceeds the continuation value, c θ (x) defined as
We now come to Assumption 3 related to convexity of the policy class. Unfortunately, this does not hold for threshold policies as can be seen from a counterexample below. Consider policies
Assuming without loss of generality that c θ (x) > c θ (x), a convex combination of π θ and π θ
does not lie in the class of threshold policies. This is the main challenge in proving a result analogous to Theorem 1 as for any sub-optimal policy π θ , moving along a line segment towards the policy iteration update is not a feasible direction. But note that Assumption 3 is somewhat stronger than what we need to prove Theorem 1. Essentially, all we need is a feasible direction u in the parameter space to be able to move policy π θ close to π + in the sense that for small α, |π θ+αu (s) − π + (s)| < |π θ (s) − π + (s)| for all s ∈ S. For this case, it is simple to find u. We can then show the following result. 
The average cost of policy π θ for any initial distribution, ρ can be defined as,
Our ultimate goal is to prove Lemma 4. For this, we first verify all the assumptions for the finite horizon setting as stated in Section C. First we note that for this finite horizon inventory control problem, it is well known that base-stock-policies are optimal [5, 45] where we assume that J * (h, x) is the optimal cost-to-go function for period h and state x ∈ S and that J * (H, x) = 0. Note that r(s + a − w h ) is a convex in a for any s and fixed w t and expectations preserve convexity. A simple inductive argument [5] shows that J * (h, x) is convex in x. Combining these with simple properties of convex functions, it is easy to see that Q * (t, s, a) is convex in a. The main challenge in the proof arises from the fact that because a policy π θ only orders in some states, local changes in the base-stock levels θ only changes the actions in those states. This property technically breaks the convexity of the policy class as stated in Assumption 8. However, it is easy to construct a descent direction for suboptimal policies. Let θ * = {θ which is a descent direction as desired.
F Details regarding numerical experiments
In this section, we provide implementation details about the numerical results shown in Figure 1 for three classic Dynamic Programming problems, as described in Sections 4 and Appendix E.
F.1 Infinite horizon problems:
The tabular MDP and the contextual optimal stopping problem are formulated as infinite horizon discounted problems with finite state and action space. For both, we use a discount factor of γ = 0.9 and the starting state was sampled uniformly over the finite state space. To compute the gradients exactly, we use the classic Policy Gradient theorem Sutton et al. [57] as stated below.
Theorem 4 (Policy Gradient Sutton et al. [57] For each case, the exact Q-values for all state-action pairs for a given policy, π, can be computed by solving the linear system of Bellman equations: In matrix format, the system becomes
which can be solved either analytically or iteratively to obtain the exact Q-values. Here g is the vector of rewards, P ∈ R |S||A|×|A| is the transition matrix of the process with P((s, a), s ) = P (s |s, a) and Π π ∈ R |S|×|S||A| describes the policy π as Π π (s, (s, a)) = π(s, a). We use backtracking line search [12] , as shown in the pseudo code below, to adaptively choose step-sizes for gradient steps at any iteration:
Although, typical implementations set α to be some constant (say 1), we found that scaling α by the inverse of the gradient norm in our implementation was immensely helpful in rapid convergence.
