Abstract. A logarithmic Sobolev trace inequality is derived. Bounds on the best constant for this inequality from above and below are investigated using the sharp Sobolev inequality and the sharp logarithmic Sobolev inequality.
Logarithmic Sobolev inequalities capture the spirit of classical Sobolev inequalities with the logarithm function replacing powers, and they can be considered as limiting cases of the classical Sobolev inequalities.
In the original analysis of the logarithmic Sobolev inequality, Gross [13] emphasized its infinite-dimensional character and the dimension-independent nature of its constants. Recent arguments by Beckner [7] , [8] , [9] used the product structure of the domain and asymptotics for the sharp Sobolev embedding to derive the logarithmic Sobolev inequality with more explicit geometric character: for a smooth function f ∈ S(R n ) with f L 2 (R n ) = 1,
where S(R n ) represents the Schwartz class of functions on R n . It has been recognized by E. Carlen [10] that logarithmic Sobolev inequalities are direct consequences of strict superadditivity of the Fisher information.
The sharp Sobolev trace inequality for n > 1 in [4] is
where v is a harmonic extension of f to the upper half-space that is continuous on the closed upper half-space. Beckner proved this by inverting the inequality to a fractional integral on the dual space and using a special case of the sharp Hardy-Littlewood-Sobolev inequality. Independently, J. Escobar [11] proved this by exploiting the conformal invariance of the variational equation and using characteristics of an Einstein metric. This result was used to answer the Yamabe problem on a Riemannian manifold with boundary [12] .
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In section 1, a logarithmic Sobolev trace inequality will be derived: for f ∈ S(R n ) with f L 2 (R n ) = 1 and n > 1,
where u is an extension of f to the upper half-space that is continuous in the closed upper half-space and at least once differentiable on the open upper half-space, and A n is a positive constant independent of u. It is clear that only harmonic extensions of f are necessary to consider due to Dirichlet's principle. As in the case of the logarithmic Sobolev inequalities [8] , the logarithmic Sobolev trace inequality will be obtained as a limiting case of the Sobolev trace inequalities. In section 2, the best or optimal constant E n for the logarithmic Sobolev trace inequality will be defined. The objective of this section is to get bounds on E n from above and below. By using information on the best constant for the logarithmic Sobolev inequality, it will be proved that for n > 1,
Thus for large n, one finds the asymptotic estimate
In section 3, the constant E n (e
−π|x|
2 ) will be compared to get a better upper bound for E n with πen 2 , the best constant for the logarithmic Sobolev inequality. In section 4, a logarithmic Sobolev trace inequality will be derived using the logarithmic uncertainty principle, which was proved by Beckner in [6] . This covers the case n = 1, which is missed in the derivation in section 1.
In section 5, a rearrangement technique will be introduced to reduce the functions to considering when one wants to find the best constant. It turns out that it suffices to only consider radial decreasing functions on R n .
Logarithmic Sobolev trace inequality
A logarithmic Sobolev trace inequality will be derived from the sharp Sobolev trace inequality, and by doing so one can recognize it as a limiting case of the classical Sobolev trace inequalities.
where u is an extension of f to the upper half-space that is continuous in the closed upper half-space and at least once differentiable on the open upper half-space, and
Proof. Recall the sharp Sobolev trace inequality in [4] :
where v is a harmonic extension of f to the upper half-space that is continuous in the closed upper half-space. With the assumption f L 2 (R n ) = 1 by which |f (x)| 2 dx can be thought of as a probability measure, one can obtain
It is from applying Hölder's inequality and the sharp Sobolev trace inequality (4) that for f ∈ S(R n ) with f L 2 (R n ) = 1 and for 2 < r <
Taking the limit of both sides in (5) as r approaches 2 from the right yields
Dirichlet's principle makes this argument yield the desired logarithmic Sobolev trace inequality.
Definition and some estimates of the best constant E n
It is well known that sharp constants contain geometric and probabilistic information of spaces ( [1] , [2] , [4] , [7] ). In this aspect, it will be interesting to look at the sharp constant for the logarithmic Sobolev trace inequality. In this section, the best constant for the logarithmic Sobolev trace inequality E n will be defined. The goal of this section is to find estimates of E n from above and below. In fact, those bounds can be found by investigating the sharp logarithmic Sobolev inequality and the sharp Sobolev inequality.
Let f ∈ S(R n ) with f L 2 (R n ) = 1 and let u be an extension of f to the upper half-space which is in
. Consider the following quantity:
where
}. E n is called the best (sharp) constant for the logarithmic Sobolev trace inequality. It is easy to see from Theorem 1 that A n gives a lower bound for E n since 1/A n ≤ E n , which yields the following: for n > 1,
Dirichlet's principle and the Steiner symmetrization ( [15] , [16] ) can be used to reduce the extension functions to considering when one wants to find the best constant since
where u S represents the Steiner symmetrization of u with respect to the direction of e n+1 = (0, . . . , 0, 1). Since harmonic extensions of f that are decreasing functions of y give the smallest numerator of E n (f : ·) when f is fixed, one has
Beckner [9] proved the following sharp logarithmic Sobolev inequality:
and the best constant is attained for the Gaussian functions. See also the earlier arguments by Stam [17] and Weissler [20] . This can be put into the following
and then one has T n = πen/2. Now, compare T n (f ) with E n (f ). It is well known [19] that when v is a harmonic extension of f to the upper half-space and v(x, · ) is a decreasing function of y,
Since f L 2 (R n ) = 1 is assumed, one also has f L 2 (R n ) = 1. From this one now has
The Plancherel formula together with Jensen's inequality yields
It follows from (8) that for any f ∈ S(R n ), E n (f ) ≤ T n (f ), which implies E n ≤ πen/2 = T n .
Comparison: Better upper bound
2 ) will be considered, and it will be shown that the Gaussian function e −π|x| 2 gives a better upper bound for the logarithmic Sobolev trace inequality through a comparison between E n (e
−π|x|
2 ) and the upper bound T n = πen/2
given in the previous section. Using (7) it can be easily computed that
. For a comparison, take the ratio of the two constants
For any integer n ≥ 1, g(n) can be rewritten as
It is easy to see that In fact, otherwise, there would exist an integer n 0 such that g(n 0 ) ≥ 1. Then by (9) , g(n 0 + 2) > 1, which contradicts the fact that the subsequences {g(2m)} and {g(2m − 1)} strictly increase to converge to 1. This argument gives
Logarithmic Sobolev trace inequality revisited
A logarithmic Sobolev trace inequality will be derived from the logarithmic uncertainty principle. It should be noted that this derivation holds for any n ≥ 1.
The derivation of a logarithmic Sobolev trace inequality from the logarithmic uncertainty principle is very simple. The logarithmic uncertainty principle in [6] is given by: for f ∈ S(R n ) with f L 2 = 1,
Up to conformal automorphism, extremal functions are of the form (1+|x| 2 ) −n/2 . Suppose v is a harmonic extension of f to the upper half-space. The concavity of the logarithm function can be combined with (6) and (11) to yield
Dirichlet's principle leads to the logarithmic Sobolev trace inequality with v replaced by an arbitrary extension of f .
This form clearly brings out the intrinsic nature of a logarithmic Sobolev trace inequality as a comparison between the entropy of a function and a measure of its smoothness. The right-hand side of (12) can also be viewed as a measure of the concentration of |f | 2 in a neighborhood of the origin, a small value corresponding to a high degree of concentration. The left-hand side of (12), being the entropy of |f | 2 , is a measure of the concentration of |f | 2 on a set of small measure, a large positive value corresponding to a high degree of concentration. For the best constant for the logarithmic Sobolev trace inequalities, it only makes sense to consider functions that are concentrated on a set of small measure and whose Fourier transforms are also concentrated near the origin.
Rearrangement of functions
It will be proved that a rearrangement technique can be used to reduce the functions to considering when it comes to finding the best constant for the logarithmic Sobolev trace inequality.
When one wants to search for the best constant for the logarithmic Sobolev trace inequality, one looks at the quantity E n (f ) (see (7)) for f ∈ S(R n ) with f L 2 (R n ) = 1. Let f * denote the equimeasurable radial decreasing rearrangement of |f | on R n , and thenf * will be the Fourier transform of f * . It suffices to consider nonnegative radial decreasing functions for the best constant for the logarithmic Sobolev trace inequality if one can show
since it is known that
Instead of (13), the following stronger version will be proved:
Lemma 1.
(15)
Suppose that Lemma 1 has been proved. Take ε > 0, and replace f (x) by f (εx). It is true that [f (εx)] * = f * (εx), since the radial decreasing rearrangement commutes with uniform dilation. Then, (15) becomes
Changing variables ξ/ε = η gives
Take the limit of both sides as ε → 0 to get (14) . it can be shown thatĜ k (ξ) = (1 + 4π 2 |ξ| 2 ) −k/2 (see [18] ). Then one has 
