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Abstract 
Boundary resources have been shown to enable the arm’s-length relationships between platform owners and 
third-party developers that underlie digital innovation in platform ecosystems. While boundary resources that 
are owned by open-source communities and smaller-scale software vendors are also critical components in the 
digital infrastructure, their role in digital innovation has yet to be systematically explored. In particular, software 
libraries are popular boundary resources that provide functionality without the need for continued interaction 
with their owners. They are used extensively by commercial vendors to enable customization of their software 
products, by communities to disseminate open-source software, and by big-tech platform owners to provide 
functionality that does not involve control. This paper reports on the deployment of such software libraries in 
the web and mobile (Android) contexts by 107 startup companies in London. Our findings show that libraries 
owned by big-tech companies, product vendors, and communities coexist; that the deployment of big-tech 
libraries is unaffected by the scale of the deploying startup; and that context evolution paths are consequential 
for library deployment. These findings portray a balanced picture of digital infrastructure as neither the 
community-based utopia of early open-source research nor the dystopia of the recent digital dominance 
literature. 
 
Keywords: Digital infrastructure; ownership; software libraries; deployment; boundary resources; software 
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Introduction 
The importance of infrastructure for digital innovation has been repeatedly recognized 
(Constantinides et al., 2018; de Reuver et al., 2018; Henfridsson and Bygstad, 2013; Tilson et 
al., 2010). In particular, software development kits (SDKs), application approval processes, 
and application programming interfaces (APIs) have been identified as boundary resources 
that cultivate the platform business model by balancing generativity and control (Eaton et al., 
2015). Boundary resources can be viewed as artefacts “plastic enough to cut across multiple 
social worlds by providing enough structure to support several parties and their employed 
activities within separate social worlds” (Ghazawneh and Henfridsson, 2010, p. 4). They are 
the tools that serve as interfaces for arm’s-length relationships between platform owners and 
application developers (Ghazawneh and Henfridsson, 2013). Drawing on this literature, the 
concept of boundary resources has been foundational to explaining the processes through 
which software artefacts become digital infrastructure (Eaton et al., 2015).   
Despite these important contributions, there is little understanding of the role of 
boundary resources that are owned by software product vendors and public open-source 
communities rather than by platform owners. As boundary resources bind infrastructure 
owners of various types with deployers, the issue of ownership is key to understanding digital 
infrastructure. Indeed, new digital industries, emerging technological monopolies (Khan, 
2018; Warren, 2019), and possibly a new form of capitalism (Zuboff, 2015, 2019) are based 
on a mesh of private and public resources (Yoo et al., 2010a). In this context, the boundaries 
between private and public are often blurred, as monopolies stack private layers on the 
layered modular architecture of public standards (Crémer et al., 2019; Pon et al., 2014) while 
releasing privately developed technologies as public and free open-source software (OSS) 
(Rock, 2019). Despite the importance of infrastructure for digital innovation and the 
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complexity of its ownership, little research has been conducted on the implications of the 
ownership of boundary resources.  
Focusing on the deployment of digital infrastructure, the purpose of this paper is to 
study the deployment of software libraries (Flath et al., 2017; Haefliger et al., 2008) 
contingent on their ownership. Namely, the study aims at addressing the following research 
question: How does the ownership of software libraries affect their deployment? A software 
library is a standard way of packaging code that becomes a boundary resource when it is 
offered outside of an organization. Software libraries are consistent with the bidirectional 
causality of boundary resources (Ghazawneh and Henfridsson, 2013), as they are designed to 
advance the goals of both owners and users. However, the trade-offs underlying these 
resources are different for communities (innovation vs. coherence), software vendors 
(complexity vs. flexibility), and large platform owners (generativity vs. control). These 
distinct trade-offs suggest that the deployment of software libraries is affected by who owns 
them: communities, proprietary software vendors, or big-tech providers. 
To answer this research question, we observe the deployment of web and mobile 
(Android) software libraries by 107 startups operating in London, one of the largest European 
digital innovation clusters. Our empirical analysis confirms that ownership is consequential 
for software library deployment, which is more significantly affected by the software 
development context (web or mobile) than by the scale of the deploying company (its stage 
of growth). This study contributes to the literature on digital infrastructure in several ways. 
Conceptually, this work extends previous research on digital infrastructure (Constantinides et 
al., 2018; de Reuver et al., 2018; Tilson et al., 2010) by considering software libraries as 
boundary resources (Ghazawneh and Henfridsson, 2010, 2013), the deployment of which is 
contingent on whether they are owned by communities, proprietary vendors, or big-tech 
providers. In so doing, we extend the classical distinction between public and private 
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resources by conceptualizing resources owned by dominant digital providers as a third 
ownership type. Empirically, this work sheds light on the revealed preferences of 
infrastructure users as reflected in the deployment of software libraries by startups operating 
in a major digital innovation cluster. Altogether, our findings portray a novel and balanced 
picture of the current digital infrastructure and the nuanced boundaries between public and 
private resources.  
Theoretical foundations 
Ownership of software 
The ownership of information and digital artefacts is theorized in the OSS literature as a 
dichotomy between proprietary and commons. The concept of commons refers to a resource 
that is shared by a group of people, originally applied to physical resources, that are both 
small scale (grazing land) and large scale (ocean fisheries) (Ostrom, 2015). The connection 
between commons and information has been advocated since the mid-1990s because 
information is both an input and an output of its own production and because of its zero 
marginal cost (Benkler, 1998; Hess and Ostrom, 2007; Lessig, 1999). Consequently, a 
positive price on information, once it has been produced, leads to underutilization and 
underproduction of new information (Benkler, 2013).  
Indeed, this dichotomy was apparent during the early years of digital technology. The 
free software movement began in opposition to the separation between hardware companies 
and emerging software companies, which allowed software to be produced and sold 
separately from the machines that ran the software (Levy, 1994). Richard Stallman articulated 
this idea and the ideology that continues to drive OSS movements on the basis of norms, 
beliefs, and values specific to the community (Stallman, 1985; Stewart and Gosain, 2006). 
These values include the sharing of code as a public good; helping and cooperating with 
others; and freely using, changing, and redistributing code (Levy, 1994; Stallman, 1985). 
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OSS licenses, and before them the GNU General Public License (GPL), have been designed 
to make software a public good and to disseminate and share programs as widely as possible 
among users and developers. In fact, the viral characteristic of free software licenses, such as 
the GNU GPL, mandates that all software used with free software becomes a public good as 
well (Moody, 2001). OSS is similar to privately produced public goods in its lack of 
excludability by virtue of the license and lack of rivalry as a knowledge good. However, it 
differs from traditional public goods by being owned by groups of individuals who guard 
their reputations as contributors (O’Mahony, 2003).  
In complete opposition to this logic of comprehensive sharing, and in alignment with 
the capitalist norms of Western society, the software industry endorses a proprietary mode of 
ownership similar to almost every other industry (Cusumano and Selby, 1998). Software is 
developed and compiled in a format only readable to machines and is sold or licensed by its 
owner. Extensive customer input defines the requirements of software to be developed, and 
the development process follows a vision statement that defines the goals for a new product 
that best serves customers (Brooks, 1975; Cusumano and Selby, 1997). Development teams 
come up with features that typical customers may appreciate, and they observe and interact 
with customers repeatedly to update requirements. For proprietary software, the development 
methodology involves a customer, and the outcome is expected to fit customer needs 
precisely and narrowly (Sommerville, 2000).  
In addition to these two modes of ownership, we suggest that a third, hybrid mode has 
gained importance over the last decades. We label this mode big-tech because it has emerged 
with respect to digital platforms (Jacobides et al., 2018; Parker and Van Alstyne, 2005), such 
as those owned by Microsoft, Google, and other dominant technology providers. Microsoft 
serves as a good example because its products have been fundamentally proprietary while 
some infrastructural aspects of the Windows platform have been opened through disclosures 
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of APIs and communication protocols (U.S. v. Microsoft Corporation, 2002). Similarly, the 
Google mobile platform includes the Google Play app store as a proprietary gatekeeper, while 
the Android operating system is open (Pon et al., 2014; Siegele, 2018). These combinations 
guarantee some openness for the complementors who make up the bulk of the functionality of 
the platforms. This third mode of ownership represents a combination of proprietary 
infrastructure, which allows access only through the owner, and commons infrastructure, 
which entails no such asymmetric power at a single point but rather a set of symmetric rules 
concerning access, use, extraction, and management (Benkler, 2013, 2016). Our focus in this 
work is on digital platforms that attract large numbers of complementors and are owned by 
big-tech companies (Cusumano, 2012; Gawer and Cusumano, 2002). These companies cater 
to large numbers of independent software vendors and nourish their large horizontal 
communities (Fitzgerald, 2006), achieving their goals with respect to their direct customers 
and wider communities of complementors.   
The release of deep learning software packages by Google (TensorFlow) and Facebook 
(PyTorch) is a point in case; big-tech companies navigate their proprietary interests to serve 
their customers directly and, at the same time, expose their technology to expand the user 
base of critical components that can attract complementors or talent (Alexy et al., 2013; 
Rock, 2019). The role of big-tech companies as platforms that mediate between customers 
and community members alters their behaviour as owners of software.  
In summary, we follow the OSS literature to contrast proprietary (company-owned) 
software with community (commons-governed) software. To address the growing power of 
dominant companies (Eaton et al., 2015), we further distinguish between proprietary software 
that is owned by big-tech companies and proprietary software that is owned by less dominant 
vendors. Given our focus on software libraries, we distinguish between community, 
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proprietary, and big-tech software libraries according to the ownership mode characterizing 
their providers.  
Software libraries as boundary resources 
Technological building blocks become infrastructure when taking on the role of a boundary 
resource between users and owners. Specifically, we focus on software libraries by extending 
the subset of resources that have been studied regarding Apple’s infrastructure, namely SDKs, 
APIs, and developer agreements (Ghazawneh and Henfridsson, 2010, 2013). A software 
library is a standard way of packaging code either within an organization or for external 
utilization. The latter is used extensively by platform owners, software vendors, and OSS 
communities, implying that libraries assume the role of boundary resources between users 
and owners of software. A software library is deployed to implement a specific functionality 
without the need for explicit recoding, suggesting that it is similar to an API in the sense that 
it facilitates quick integration of functionality (Kim and Stohr, 1998). However, in contrast to 
an API, a software library includes code that provides functionality and, therefore, does not 
require continued interaction with the library’s owner to attain that functionality. Software 
libraries are critical to innovation because they enable low-cost experimentation, learning, 
and creation of new functionality through the reuse of existing resources (Flath et al., 2017; 
Haefliger et al., 2008) and human problem solving (Barns and Bollinger, 1991).  
The role of a software library is often contingent on its ownership. OSS communities 
provide libraries that cover the full functionalities of their software, aiming for full and open 
distribution. By contrast, software product vendors typically provide libraries that include the 
limited functionality necessary to customize the product to a customer environment, such as 
libraries that connect to different information technology (IT) configurations at the customer 
site and allow the product to process the customer’s data. Libraries provided by platform 
owners enable functionality that requires no access to external resources and provides, for 
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example, access to graphics or data. Such functionality is considerably quicker and simpler 
than that enabled by APIs that access external resources, such as the Global Positioning 
System or in-app purchases (Ghazawneh and Henfridsson, 2013). 
From a boundary resource perspective, software libraries serve as repositories, 
coincident, and ideal objects, similar to APIs (Ghazawneh and Henfridsson, 2010). Libraries 
are repositories because they are a reference for data structures, object classes, protocols, and 
so on. Similar to APIs, libraries help developers solve problems by providing shared 
definitions and values. Libraries are also coincident boundary resources, as they offer users a 
common referent for using their different functionalities independently. Finally, libraries are 
ideal boundary objects because, similar to APIs, they support many settings without detailing 
specific usage. 
Software libraries also fit the bidirectional causality of boundary resources (Ghazawneh 
and Henfridsson, 2013). They are designed to advance the goals of both owners and users, 
and their design and use incorporate feedback mechanisms and mutual shaping. Recent 
literature has focused on platform owners and complementors, suggesting that the emergence 
of a new API can be the result of the identification of new external contribution opportunities 
by a platform owner as well as the outcome of a proactive request from a third-party 
developer (Ghazawneh and Henfridsson, 2013). The same applies to software libraries. 
Whereas a software product vendor may provide a library to its customers to enable 
customization or other product-related functionality, customers may request a library to 
implement new and dynamically customized functionality. Similarly, while an OSS 
community usually provides a large set of libraries to enable the functionality it has 
implemented, users often request the community to provide additional functionality and 
libraries.   
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Conceptually, this constant process of production, reproduction, and transformation of 
boundary resources (Eaton et al., 2015) necessitates distinguishing between ownership types 
because infrastructural relations are formed from different vantage points. Big-tech 
companies tread a fine line between growing their third-party developers through generativity 
and maintaining control over the platform (Tiwana et al., 2010). Their boundary resources, 
including software libraries, are designed to cultivate the platform business model by 
balancing generativity and control. Proprietary vendors wish to fulfil customer requirements 
for their products and, to operate sustainably, they trade-off product complexity for product 
flexibility and reusability. Communities balance innovation and coherence as they attempt to 
avoid the fragmentation of their user and developer bases as a consequence of innovating too 
radically (Kogut and Metiu, 2001). Namely, for each type of ownership, the owner and 
deployer benefit when the trade-off can be maintained, that is, when the boundary resource 
optimally balances generativity and control (for big-tech ownership), complexity and 
flexibility (for proprietary ownership), and innovation and coherence (for community 
ownership).  
Deployment of software libraries 
Following the conceptualization of software libraries as boundary resources, which are 
differently designed for different ownership modes, we now focus on the users of software 
libraries and on their sensemaking and organized practice (Henfridsson and Bygstad, 2013; 
Vaast and Walsham, 2009). Star and Ruhleder (1996) explained that the common metaphor of 
infrastructure as a ready-to-hand, completely transparent artefact is misleading. They argued 
that infrastructure is a fundamentally relational concept, as it becomes infrastructure in 
relation to organized practices; for example, the cook considers the water system as 
infrastructure integral to making dinner. Infrastructure is, therefore, embedded in dense 
sociotechnical imbrications that shape and are shaped by a community of practice (Karasti 
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and Blomberg, 2018; Star and Ruhleder, 1996). Namely, the infrastructural relations between 
owners and users of software libraries are constantly produced, reproduced, and transformed 
(Eaton et al., 2015), connect and scale up (Ribes and Lee, 2010), become embedded in 
practices (Star and Ruhleder, 1996), or enacted (Karasti and Blomberg, 2018).  
For example, a company developing artificial intelligence (AI) applications (a practice) 
may use the Linux operating system and its software libraries to interact with different 
devices, including a laptop video camera. The new application may then access pictures in a 
database via a library provided by the NoSQL Oracle product (suitable for pictures) and 
access a face recognition software library (in addition to an API) provided by Microsoft’s 
cognitive services platform. In making such deployment decisions, the company considers 
the functionality of each of these infrastructural systems; the software libraries, APIs, and 
SDKs they provide; their stability and flexibility; and, importantly, the long-term relations 
with their owners (Linux, Oracle, and Microsoft) and the control those owners may impose 
over the commercial deployment of the new AI application. There are quite a few alternatives 
that the company may consider, including Windows and Android as operating systems and 
their video libraries, as well as numerous OSS and commercial database management 
systems. Alternative implementation paths may also be considered, including operating 
system agnostic video libraries and deep neural network OSS libraries, such as Google’s 
TensorFlow or Facebook’s PyTorch, instead of Microsoft’s new platform. The company’s 
past experience with these providers and their infrastructure, its experience with commercial 
licensing versus OSS communities, and its own scale and resources are all relevant 
considerations for choosing among the different alternatives.   
The considerations discussed above, including the trade-off that the owner of the 
boundary resources aims at maintaining, the key characteristics (identity and plasticity) of the 
boundary resource, and the key considerations (heterogeneity and autonomy) of the deployer, 
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are summarized in Table 1. The plasticity of boundary resources, or their malleability, reflects 
the degree to which the digital artefacts are able to perform additional and extensible 
functions above and beyond their original purpose (Yoo et al., 2010b). While the functions of 
binary-deployed (or closed) software are extended by how it is deployed and used, OSS 
enables the reshaping of the code itself to significantly increase the options for adding and 
extending the functionality of the software.   
 
Table 1. Considerations related to software libraries as boundary resources 
Consideration 
Ownership 




Product complexity vs. 
product flexibility and 
reusability 
Generativity for third-party 
developers vs. control by the 
platform owner 





Part of a software product Part of a digital platform, 
often in conjunction with the 
owner’s applications 




Binary code; can be used in 
any customer context but 
cannot be changed 
A combination of binary and 
open-source code; 
maintained by the owner, but 
minor changes by the 
deployer are allowed 
Open source; can be used in 
any context and can be 
changed as needed; well-




Only direct customers of the 
underlying product 
Third-party developers as 
well as direct customers 
The wide public, but usually 
developers of downstream 
systems and products 
Deployer 
autonomy 
Any use, constrained by the 
terms and conditions of the 
underlying product 
As governed by additional 




Drawing on the theoretical foundations laid out above, we develop three hypotheses about the 
relationships between ownership and deployment of software libraries. The complexity of the 
software landscape serves as a basis for forming an initial expectation that companies deploy 
software libraries that represent all ownership types: community, proprietary, and big-tech. 
The relational perspective of infrastructure is then employed to formulate two hypotheses: 
that the deployment of big-tech libraries is independent of company scale (i.e., companies of 
12 
different scales similarly deploy big-tech libraries) and that companies of different scales 
demonstrate different preferences for community and proprietary libraries. The third 
hypothesis considers two important contexts of library deployment—web and mobile—which 
are used as the empirical setting of this study. Specifically, we hypothesize that companies 
that operate in both contexts exhibit context-specific preferences for community and 
proprietary libraries.  
A basis for the hypotheses is the expectation that companies that introduce digital 
artefacts into the market deploy infrastructure that originates from various sources 
representing all types of infrastructure ownership. This expectation is grounded in the 
diversity of the goals and needs of deploying companies, the breadth of infrastructural 
components, and the rationale that this complexity is accommodated by the full gamut of 
ownership types. The software landscape has become a complex mesh of different 
communities and companies, and it is now practically impossible to deploy infrastructure 
from only a single source or ownership type. When a specific functionality is available from 
multiple sources, dominant proprietary and big-tech providers typically rank high on quality 
and stability, but their binary code libraries are less flexible than the open-source code 
provided by communities. Beyond boundary resource plasticity, community libraries are also 
superior to proprietary and big-tech libraries in terms of cost and stability, as community 
libraries are free and usually very stable, while large and small providers are bound to change 
technological paths and to charge for their infrastructure, even if it was initially free. 
Proprietary providers, however, are able to offer libraries that better cater to the needs of the 
companies that use their software products. Given the heterogeneity of deploying companies 
and their development teams, there are multiple optimal points for the trade-off between these 
considerations, and therefore, we expect the three ownership types to cohabitate. In other 
words, for a specific functionality and a given set of available libraries, some companies 
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prefer the plasticity and autonomy of community libraries, some prefer the quality and 
stability of libraries owned by big-tech providers, and others prefer the customization and fit 
offered by libraries owned by smaller providers.    
A similar reasoning was expressed by Lerner and Schankerman (2010), who surveyed 
more than 2,000 business and government users of software in 15 countries and found that 
OSS and proprietary software were mixed or co-mingled. Their economic analysis offered 
three main reasons for this finding. First, OSS and proprietary software pose different cost 
trade-offs to users; OSS is inexpensive to deploy but requires greater costs for switching, 
interoperability, learning, and support. Second, users are highly heterogeneous in terms of 
their needs and the weight they attach to different types of costs. Third, larger, higher 
technology users are more likely to extensively mix OSS and proprietary software. In 
summary, given the heterogeneity of the deploying companies, the complexity of 
infrastructure, and the variety of optimal points in infrastructure trade-offs, we expect to find 
that companies deploy software libraries that represent all ownership types: community, 
proprietary, and big-tech. 
The first hypothesis addresses the role of big-tech in infrastructure deployment. The 
recent critique of dominant digital companies (Benkler et al., 2018; Moore and Tambini, 
2018) has focused on economic, anti-trust, political, and media aspects. However, as 
dominant digital companies maintain and protect their positions by embedding customers 
within their networks (Barwise and Watkins, 2018), they also embed downstream providers 
within their infrastructural services. This aspect has been studied for digital platforms. Eaton 
et al. (2015), for example, warned that any theoretical attempt to deal with such innovation 
must deal with the tension between digital generative and democratizing forces and the 
“monopolistic and controlling force of digital infrastructure” (p. 218). Ghazawneh and 
Henfridsson (2013) showed that boundary resources shape the relationship between a 
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platform owner and application developers. We argue that for any boundary resource, 
whether platform or not, dominant players translate and inscribe their dominance into 
technology, specifically infrastructural components. This dominance is first manifested in the 
single software development context, as analysed by Eaton et al. (2015) and by Ghazawneh 
and Henfridsson (2013). Then, dominance in one context may be transferred to other 
contexts. For example, Google’s search engine dominance of the web has enabled it to 
become one of two dominant digital players in the mobile context, and it is now an important 
player in machine learning (Rock, 2019). However, dominance in one software development 
context is not always transferable to other contexts, as the history of the dominant companies 
of the mainframe and mini-computer eras shows. Full development of this line of reasoning 
requires consideration of the platform, ecosystem, and community of practice aspects of 
infrastructure, which are beyond the theoretical scope of this work. 
In our research setting, digital dominance is expected to be manifested as stable 
demand across different company scales. The concept of scale is used to distinguish between 
different stages of growth in the evolution of entrepreneurial companies. When a small 
startup considers possible libraries for a specific task, a big-tech library represents a safe, 
low-risk, and high-quality choice, which is frequently considered the de facto standard. The 
downside of lower plasticity is acceptable at this stage in the company’s lifecycle. 
Importantly, big-tech providers enable small companies to deploy libraries for free through 
relatively long trial periods and free run-time operation for small- to medium-size volumes. 
For larger companies, a big-tech library represents a good compromise. On the one hand, 
resource plasticity is an issue because the boundary resource is provided as a binary code that 
cannot be modified, and deployer autonomy is an issue because use of the boundary resource 
is restricted. Furthermore, payment is usually required given the large volume of run-time 
operations typical of such companies. On the other hand, the stability, quality, and security of 
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the library compensate for the lower plasticity and autonomy it imposes. In summary, we 
argue that software libraries owned by dominant technology companies are needed by both 
smaller- and larger-scale companies. Therefore, we expect to see relatively little variance in 
the deployment of big-tech libraries across different company scales. 
Hypothesis 1 (big-tech stability). Companies of different scales similarly deploy big-tech 
libraries. 
The second hypothesis considers libraries that are not provided by dominant digital 
infrastructure suppliers. It addresses differences in the deployment of community and 
proprietary libraries across companies of different scales by drawing on the concept of 
experimentation from the OSS literature. We reason that smaller companies are highly likely 
to facilitate innovation by experimenting during the development of new products and 
services. An important reason to deploy community libraries is the lower control of the 
community owner over the infrastructure, because registration, contracts, and APIs are not 
required and libraries are not otherwise controlled. In addition, the ability of users to inspect 
the code and, if necessary, to copy and change it (Lee and Cole, 2003; Shaikh and Vaast, 
2016; Zeitlyn, 2003) incentivizes companies that value experimentation to deploy these 
libraries. These companies have few resources at their disposal and, therefore, they seek to 
deploy software libraries to acquire functionality quickly and cheaply. Thus, experimenting 
with such libraries is almost cost free (Benkler, 2013, 2016). Although there is an opportunity 
cost, as other libraries that may be found later to be of higher quality are not used, community 
libraries have a good reputation, and the opportunity cost is often considered reasonably low. 
Ultimately, smaller companies can benefit from the higher plasticity and heterogeneity of 
community libraries, which afford the autonomy that is critical for their successful growth.  
By contrast, larger companies have already gained considerable knowledge about 
product and service offerings and about the digital infrastructure that best supports their 
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development, implying that experimentation is less crucial for these companies. Moreover, 
these companies possess more resources and, therefore, should be less sensitive to the price 
of infrastructure. They are more sensitive to the shortcomings of community libraries, in 
particular the risk of lower quality and inferior ongoing maintenance as well as no guarantee 
for support, at least for small, less active OSS projects. Larger companies have an installed 
base of customers as well as existing technical architecture and technical debt (Woodard et 
al., 2013) that experimentation may disrupt—something that smaller companies need not 
worry about. Consequently, larger companies are better positioned to benefit from the 
customization and fit provided by proprietary libraries. 
Hypothesis 2 (scale dependence). Smaller-scale companies demonstrate a stronger 
preference for community libraries over proprietary libraries relative to larger-scale 
companies. 
Finally, the notion of the software development context is introduced to hypothesize that 
in addition to being scale dependent, library deployment preferences are also context 
dependent. The term context is chosen to focus on infrastructure itself and to separate the 
analysis from relevant higher-level concepts, such as communities of practice (Karasti and 
Blomberg, 2018; Star and Ruhleder, 1996), digital platforms (de Reuver et al., 2018; Rolland 
et al., 2018), and innovation ecosystems (Jacobides et al., 2018). We assume that companies 
develop digital artefacts either because these are the new products or services they introduce 
to markets or because digital technology is used to reach customers. We also assume that 
companies deploy the available infrastructure, including the software libraries we study, in 
each context.  
The first context we study is the World Wide Web, which has been established as a 
collection of standards governed by not-for-profit international bodies. The creation of and 
access to websites is open to all using communication infrastructure that is often commercial 
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but governed by symmetric access rules (Benkler, 2016). Many popular web tools and their 
related libraries are OSS, including the Apache and Nginx web servers, the jQuery JavaScript 
and Angular frameworks, and the PHP programming language. Since its inception, however, 
companies such as Google, Facebook, Amazon, and Alibaba have become dominant on the 
web (Moore and Tambini, 2018). When creating websites, many companies need to use 
software libraries provided by these dominant companies to increase their webpage ranking, 
link to social networks, monetise on advertisements, and so on. Therefore, the web itself is 
currently a mixture of community, proprietary, and big-tech resources. Given this 
characteristic, companies are expected to deploy software libraries of all ownership types in 
the software development context of the web.  
The second software development context we study is Android, which also involves a 
mixture of resources. Big-tech ownership, however, has become a central characteristic of 
this context (Pon et al., 2014; Siegele, 2018). Whereas the Android operating system is open 
source, Google Play, the dominant app store, serves as a proprietary gatekeeper. To pre-install 
Google Play, device makers are required to make Google Search the default search service 
and to install only Google’s standard version of Android on each and every one of their 
models (European Commission, 2016, 2018). Research has suggested that Google has 
transferred significant functionality to its proprietary system, Google Play Services, and to 
related software libraries while reducing investment in the open-source Android operating 
system (Pon et al., 2014).  
Given these paths of evolution, we expect to see context-contingent library deployment, 
even within companies. The minimal functionality of the original web protocols (Berners-Lee 
et al., 1992; Siegele, 2018) created a need for more libraries, and the community-oriented 
path of the web increased the ability of community libraries to provide the required 
functionalities. By contrast, the mobile context was created with more significant 
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functionalities by its big-tech originator, implying that community libraries are less needed. 
In addition, the popularity of mobile commerce induced many independent software vendors 
to provide products and services for this context. The result is that in companies that operate 
in both contexts, we expect community libraries to be preferred in the web context and 
proprietary libraries in the mobile context. This expectation is based on the alignment 
between the path by which a context evolves and the boundary resources that best cater to the 
needs of users in that context. Because plasticity, heterogeneity, and autonomy have been 
more (less) dominant in the evolution of the web (mobile) context, community (proprietary) 
libraries should be preferred in this context.  
Hypothesis 3 (context dependence). Companies that operate in both web and mobile 
contexts demonstrate a preference for proprietary libraries over community libraries in the 
mobile context relative to the web context. 
Empirical analysis 
Research setting 
Empirically testing research hypotheses regarding the deployment of software libraries by 
entrepreneurial companies is challenging for three primary reasons. First, despite the 
significant advancement of the literature on digital infrastructure in recent years, its 
methodological basis remains relatively narrow, frequently utilizing qualitative or case-based 
methods. Given this methodological orientation of previous work, the use of quantitative 
methods to test research hypotheses requires an exploratory approach, which places more 
emphasis on which variables are important and how they can be measured than on 
considerations of representativeness and control. Only once such variables and measures are 
identified should research advance to the study of richer models that take into account 
multiple contextual variables in cross-sectional settings. Second, software libraries, as low-
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level components of digital infrastructure, are typically interwoven into digital artefacts in an 
intricate manner. Consequently, their deployment is not easily susceptible to empirical 
observation, and it is extremely difficult to objectively observe their usefulness or their 
impact on the usefulness of the artefacts in which they are embedded. Third, the processes 
underlying the evolution of entrepreneurial companies vary significantly across technological 
contexts, innovation ecosystems, and geographic locations. This characteristic of 
entrepreneurial companies increases the difficulty of determining sample inclusion and 
exclusion criteria as well as controlling for contextual variance.   
Against these empirical challenges, our approach is to focus on the deployment of 
software libraries by entrepreneurial companies in London, an important digital innovation 
cluster (Feldman and Kogler, 2010). We are able to access a subset of approximately 100 
companies in this cluster that were selected on the basis of objective business criteria. The 
existence of this independently selected subset of entrepreneurial companies in London 
allows us to address the empirical challenges discussed above while minimizing contextual 
variance. The literature on the geography of innovation suggests that “innovation has a 
decidedly geographic dimension that affects economic growth and technological change” and 
that the processes underlying innovation ecosystems are nuanced, subtle, pervasive, and not 
easily amendable to measurement (Feldman and Kogler, 2010, p. 383). Therefore, our 
approach overcomes the need to control for contextual variance at the cost of lower external 
validity.      
Specifically, London is a leading global centre for many industries, including finance, 
retail, and pharmaceuticals, as well as for such creative industries as publishing, film and 
television, music, advertising, and fashion. The UK’s Office of National Statistics estimates 
that in 2016 (at the time of data collection), London had approximately 300,000 digital jobs, 
200 coworking spaces, 1000 startups being established annually, and 14 digital unicorns 
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(startups valued at over $1B). During that year, the sub-market of smaller companies at the 
London Stock Exchange raised almost £1B in 39 initial public offerings (IPOs), while 
London companies attracted £2.2B of venture capital and private equity funding (Tech City 
UK, 2017).    
Data and measures 
We study all of the companies included during 2016 in the three programmes managed by 
Tech City, a government-funded startup accelerator that aims at scaling up the UK’s digital 
economy. The three programmes were: (1) Upscale, which included 30 companies with over 
£1M in revenue and 20% monthly growth in a key business indicator; (2) Future Fifty, which 
included 50 companies with revenues from £3M to £30M and over 30% annual revenue 
growth; and (3) Future Fifty Alumni, which included 27 companies that graduated from the 
Future Fifty programme. The exogenous classification of these 107 companies into three 
distinct programmes provides a valid basis for measuring the variable of scale and for testing 
Hypotheses 1 and 2. These companies cover a large variety of digital businesses, including 
computer software; financial services; electronic commerce; marketing and advertising; 
telecommunications; and health, wellness, and fitness. Digital infrastructure is important for 
all of these companies, either because their innovation is technological or because digital 
platforms are critical for their engagement with customers. Sample characteristics are 
described in Table 2. At the time of data collection (August 2016), the mean age of the 107 
companies was 7.84 years, with a standard deviation of 4.46 years and a range of 0.93–24.18 










n = 107 
Upscale 
n = 30 
Future fifty 
n = 50 
Future fifty 
alumni 
n = 27 
Industry Digital 23 34 20 77 
Finance 4 9 2 15 
Retail 2 7 4 13 
Biotechnology 1 0 1 2 
Size (number  
of employees) 
1–10 3 0 0 3 
11–50  17 7 0 24 
51–200 10 27 9 46 
201–500  0 14 10 24 
> 500 0 2 8 10 
Note. The values presented in the table are frequencies. The digital industry includes 
hardware, software, games, IT services, e-learning, etc. The finance industry includes 
investment, lending, currency exchange, and money transfer. The retail industry includes 
coffee, flowers, white goods, and food delivery.  
 
For these 107 companies, we collected data during the first week of August 2016 about 
the software libraries that each company deployed in its website and mobile apps. These data 
included the numbers of software libraries that were considered community, proprietary, and 
big-tech on both companies’ websites and mobile apps. Therefore, we recorded six values for 
each company: one for each possible combination of context (web or mobile) and ownership 
(community, proprietary, or big-tech). For web libraries, we used an application detection 
utility called Wappalyzer.com. This utility scans a website’s HTML, JavaScript, and CSS 
code as seen by a web browser, and then analyses this code to identify software libraries by 
comparing elements of the code with a database of code patterns related to 820 popular 
libraries. This database is kept up to date by scanning millions of websites on a monthly basis 
(more than 200 million websites in six months). The analysis procedure, which is open source 
(github.com/AliasIO/Wappalyzer), was used to automatically scan and analyse the websites 
of the companies under study. The procedure was repeated several times for each company to 
ensure the reliable detection of libraries related to dynamic content or other dynamic 
configurations. Our technique is related to those used by Spinellis and Giannikas (2012) to 
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determine the web browsers, web servers, and operating systems used by Fortune 1000 
companies. Similar techniques were reported by Greenstein and Nagle (2014) in their study 
of web servers as well as in studies of Internet crime (e.g., Kuwatly et al., 2004). The 
providers with the most web library deployments in our dataset are presented in Table 3.  
 
Table 3. Providers with the most web library deployments in the dataset 
Provider 





DoubleClick Floodlight, Tag Manager, reCAPTCHA, Maps, 
YouTube, Angular Material, AngularJS, Font API, 




Web Cache, Java, Java Servlet, Commerce, HTTP Server, 













For mobile app libraries, we automatically scrapped data from AppBrain.com. Tracking 
Android apps since 2010, this company regularly scans the binary code and network 
operation of apps and reports on the usage statistics of 353 libraries. This technique is similar 
to those used in the literature to study the app economy. In a survey of app store analyses for 
software engineering, Martin et al. (2017) identified 187 papers that used data from app 
stores or apps’ actual binary codes. Although most of this research was conducted on Android 
apps using data collected directly from Google Play, AppBrain data has also been frequently 
used in the literature. The providers with the most mobile library deployments in our dataset 





Table 4. Providers with the most mobile library deployments in the dataset 
Provider 





Android Support library, Cloud Messaging, gson, Analytics, 
Guava, GData, Guice, Protocol Buffers, Play Games 




okHttp, Okio, Picasso, Retrofit, Dagger, LeakCanary 144 
Jake Wharton 
(proprietary) 
NineOldAndroids, ViewPager, Butter Knife, Actionbar 




Commons Codec, HttpMime API, Commons I/O, Http 





Twitter Kit, Crashlytics, Fabric 60 
 
Libraries are classified by their ownership as follows. Libraries that are governed by 
communities and typically licensed as open source are classified as community. All other 
libraries, including those that are licensed commercially or governed by a 
company/individual, are classified as proprietary or big-tech. Big-tech providers are those 
that own digital platforms with large numbers of users and complementors. We use market 
capitalisation as a proxy for the size of the served user base. Specifically, libraries that are 
governed by a company with a market capitalisation above $10B at the time of data 
collection are classified as big-tech, and libraries that are governed by a company with a 
market capitalisation below this threshold are classified as proprietary. Big-tech libraries 
include those provided by Google, Microsoft, Amazon, Facebook, Samsung, Oracle, IBM, 
SAP, Baidu, Adobe, PayPal, Yahoo, and Twitter. Libraries provided by other companies, such 
as Splunk, Square, and Dropbox, are considered proprietary libraries. Importantly, the three 
ownership classifications are mutually exclusive (i.e., a library can only have one 
classification).   
The $10B threshold is used to distinguish between big-tech and proprietary companies 
for four reasons. First, this threshold is commonly used in the literature to define companies 
with high market capitalisation, including in both high tech (Kuratko et al., 2020) and 
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banking (Bouwman et al., 2018), as the Dodd-Frank Act imposes greater regulatory 
requirements on institutions above this threshold. Second, a threshold that is a power of 10 is 
preferable to mitigate possible concerns about observer-expectancy bias in choosing the 
threshold (i.e., to alleviate concerns that the choice of threshold may be affected by the 
expected results). The $10B threshold is chosen because the $1B threshold is too low (any 
unicorn will be classified as a big-tech company) and the $100B threshold is too high 
(relative to accepted definitions of high market capitalisation in the literature). Third, from 
the perspective of face validity, two of the authors examined the classifications resulting from 
alternative thresholds and independently concluded that the $10B threshold most validly 
identifies companies commonly considered to be big-tech. In addition, the largest proprietary 
(non-big-tech) providers in our dataset, such as Dropbox or Splunk, are focused on products, 
and their freemium business models (Osterwalder and Pigneur, 2010) are centred on these 
products rather than on digital platforms. Fourth, a sensitivity analysis demonstrates that even 
if a $100B threshold is used instead of the $10B threshold, the classification will change only 
for a single provider (Twitter will no longer be classified as big-tech).  
The data collection shows that all 107 companies have a web presence and can deploy 
community, proprietary, or big-tech libraries in the web context. Of these companies, 62 have 
no mobile apps. Naturally, these “web-only” companies cannot deploy community, 
proprietary, or big-tech libraries in the mobile context. The remaining 45 companies have at 
least one mobile app. These “web-mobile” companies can deploy libraries across the three 






Table 5. Descriptive statistics for the numbers of software libraries 
Group Platform-ownership 
Number of libraries 
Mean Std. dev. Max. 
Web-only 
companies 
(n = 62) 
Web-community 2.774 1.498 7 
Web-proprietary 3.484 2.461 9 
Web-big-tech 2.597 1.741 7 
Web-mobile 
companies 
(n = 45) 
Web-community 2.467 1.272 5 
Web-proprietary 3.200 2.573 11 
Web-big-tech 2.600 1.763 8 
Mobile-community 0.778 0.951 4 
Mobile-proprietary 6.356 5.913 24 
Mobile-big-tech  3.156 2.225 9 
All 
companies 
(n = 107) 
Web-community 2.645 1.409 7 
Web-proprietary 3.364 2.501 11 
Web-big-tech 2.598 1.742 8 
Note. Web-only companies deploy no mobile libraries and, therefore, descriptive 
statistics for mobile-community, mobile-proprietary, and mobile-big-tech libraries 
are not presented for web-only companies and for all companies. The minimum 
number of libraries in all cases is 0.  
 
Analysis and results 
Given that the outcome variable in the analyses represents counts of events (numbers of 
software libraries deployed), a mixed-effects Poisson regression model (generalised linear 
mixed model with a Poisson distribution and a log link function) is used to test the research 
hypotheses. The model includes the variables of deployment context (web or mobile), library 
ownership (community, proprietary, or big-tech), company scale (upscale, future fifty, or 
future fifty alumni), and their interactions (full factorial) as fixed effects; company as a 
random effect; and the number of software libraries as the outcome variable.  
The variable of scale is expected to be positively correlated with both company size 
(number of employees) and age (number of years). However, scale is expected to be more 
strongly correlated with size than with age because some companies are able to scale up over 
time while others are not, but only those that scale up also increase in size. In a recent 
analysis of the phenomenon of blitzscaling, Kuratko et al. (2020) noted that the size of a 
company grows quickly through this process of aggressive scaling. For instance, Amazon 
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grew from 151 employees to 7,600 between 1996 and 1999, and LinkedIn grew from 370 to 
3,458 employees between 2008 and 2012 (Sullivan, 2016). Accordingly, Hoffman and Yeh 
(2018) structured the main stages of blitzscaling into five aggregate categories by number of 
employees. Our data confirm these expectations about the relationships of scale with size and 
age. While scale has a relatively strong relationship with size (χ28 = 59.872, p < 0.001), it has 
a relatively moderate relationship with age (r = 0.305, p < 0.01). Consequently, age is 
included in the model to control for time-related variance in the outcome variable, whereas 
size is excluded for reasons of multicollinearity. Interestingly, there is no statistically 
significant difference (t = 0.133, p = 0.895) between the mean age of web-only companies 
(7.79 years) and the mean age of web-mobile companies (7.91 years), indicating that context 
multiplicity is independent of company age.  
As discussed above, 62 companies have no mobile apps and, consequently, no library 
deployment in the mobile context (mobile-community, mobile-proprietary, and mobile-big-
tech library counts are zero). It is unreasonable to include data on these companies in an 
effort to fit a model with the context as a variable. Therefore, the full model described above 
is used to analyse the subgroup of 45 web-mobile companies (those that deploy libraries in 
both contexts), and a partial model, which excludes the context variable and its interactions 
with other variables, is used to analyse the subgroup of 62 web-only companies (those that 
deploy libraries only in the web context). Importantly, as can be inferred from Table 5, 
because the full model is estimated with 270 observations (six library deployment values for 
each of the 45 web-mobile companies), and the partial model is estimated with 186 
observations (three library deployment values for each of the 62 web-only companies), a lack 
of statistical power is not a likely explanation for the absence of statistically significant 
effects.  
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Web-only companies. The results obtained for the partial model for the 62 web-only 
companies are presented in Table 6. The estimated means are presented in Table 7 and 
depicted in Figure 1 (two-way interaction of ownership and scale). These results provide 
support for a statistically significant effect of ownership (F = 4.909, p < 0.01), according to 
which web-only companies deploy more proprietary libraries than community libraries (t = 
2.298, p < 0.05) and big-tech libraries (t = 2.866, p < 0.01). These differences are relatively 
consistent across all three scale levels, implying that scale and its interaction with ownership 
do not significantly influence the number of libraries deployed by web-only companies.  
The results suggest that web-only companies deploy software libraries representing all 
ownership types (means of the numbers of community, proprietary, and big-tech libraries are 
significantly different from zero), thereby providing support for our baseline expectation 
about their coexistence. Furthermore, the results show that web-only companies demonstrate 
relatively stable deployment of big-tech libraries across scale levels (there are no significant 
differences among the numbers of big-tech libraries at the three scale levels), providing 
support for Hypothesis 1. Finally, the results indicate that Hypothesis 2 is not supported for 
web-only companies. However, while these companies demonstrate no preference for 
community libraries over proprietary libraries at any scale level (the numbers of community 
libraries are consistently lower than those of proprietary libraries), Figure 1 suggests that the 
gap between the deployment of proprietary and community libraries is larger for larger-scale 
companies, consistent with the reasoning underlying Hypothesis 2. Given that web-only 
companies operate in a single context, Hypothesis 3 cannot be tested with this subgroup 





Table 6. Results for mixed-effects Poisson regression (web-only companies) 
Fixed effect F df1 df2 p 
Ownership 4.909 2 176 0.008 
Scale 0.013 2 176 0.987 
Ownership × scale 0.348 4 176 0.845 
Age 1.548 1 176 0.215 
Note. n = 186 (three library deployment values for each of the 62 web-only 
companies). The outcome variable is the number of software libraries. Only fixed 
effects are presented. The model includes a random effect for company, which is 
statistically significant (p < 0.01). Information criterion: Akaike Corrected is 
383.076 and Bayesian is 386.223.  
 
Table 7. Estimated means (web-only companies) 
Scale 
Ownership Total 



































Note. n = 186. Estimated means of number of libraries are 





















Figure 1. Estimated means and standard errors of number of libraries 






Web-mobile companies. The results obtained for the full model (including the context 
variable and its interactions with other variables) for the 45 web-mobile companies are 
presented in Table 8. The estimated means are presented in Table 9 and depicted in Figure 2 
(two-way interaction of context and ownership) and Figure 3 (three-way interaction of 
context, ownership, and scale). The results provide support for five statistically significant 
effects. First, the context has a significant effect on the number of libraries (F = 5.460, p < 
0.05), according to which web-mobile companies deploy more libraries in the web context 
than in the mobile context. Second, ownership has a significant effect on the number of 
libraries (F = 44.813, p < 0.001). While a significant ownership effect is also observed for 
web-only companies, web-mobile companies deploy more proprietary libraries than big-tech 
libraries (t = 4.621, p < 0.001) and more big-tech libraries than community libraries (t = 
5.264, p < 0.001) (deployment of community and big-tech libraries is similar among web-
only companies). Third, as depicted in Figure 2 (companies are integrated across scale 
levels), the two-way interaction of context and ownership is significant (F = 23.751, p < 
0.001), indicating that ownership preferences are different between the two contexts, even 
within companies. Importantly, the ownership preferences of web-mobile companies in the 
web context are similar to those of web-only companies—more proprietary libraries are 
deployed than community libraries (t = 2.209, p < 0.05) and big-tech libraries (t = 2.163, p < 
0.05)—suggesting that library deployment in the web context is independent of whether the 
company utilizes the mobile context or not. In the mobile context, in addition to the 
deployment of more proprietary libraries than big-tech libraries (t = 4.527, p < 0.001), web-
mobile companies also deploy more big-tech libraries than community libraries (t = 6.173, p 
< 0.001). Fourth, the two-way interaction of context and scale is significant (F = 9.005, p < 
0.001), as only upscale companies deploy more libraries in the web context than in the 
mobile context (t = 3.489, p < 0.001). Larger companies demonstrate a more balanced library 
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deployment in web and mobile contexts. Fifth, the three-way interaction of context, 
ownership, and scale is significant (F = 2.642, p < 0.05). As depicted in Figure 3, web-mobile 
companies demonstrate markedly different ownership preferences across scale levels in the 
web and mobile contexts. Whereas the ownership preferences in the web context (more 
deployment of proprietary libraries than community and big-tech libraries) are only 
significant in upscale companies, the ownership preferences in the mobile context (more 
deployment of proprietary libraries than big-tech libraries and more deployment of big-tech 
libraries than community libraries) are the smallest in upscale companies (no significant 
difference in the deployment of proprietary and big-tech libraries). Evidently, over scale 
levels, ownership preferences converge in the web context and diverge in the mobile context. 
The results suggest that, similar to web-only companies, web-mobile companies also 
deploy libraries that represent all ownership types (means of the numbers of community, 
proprietary, and big-tech libraries are significantly different from zero in each context and in 
total), providing support for our baseline expectation about their coexistence. Also similar to 
web-only companies, web-mobile companies demonstrate relatively stable deployment of 
big-tech libraries across scale levels (there are no significant differences among the numbers 
of big-tech libraries at the three scale levels), providing support for Hypothesis 1. Consistent 
with the results for web-only companies, Hypothesis 2 is not supported for web-mobile 
companies, as there is no preference for community libraries over proprietary libraries at any 
scale level. Finally, the results for web-mobile companies provide support for Hypothesis 3. 
As can be clearly seen in Figure 2, which depicts the significant two-way interaction between 
context and ownership, companies that operate in both web and mobile contexts demonstrate 
a stronger preference for proprietary libraries over community libraries in the mobile context 
relative to the web context. Compared to the web context, the mobile context is characterized 
by the deployment of more proprietary libraries (t = 3.798, p < 0.001) and less community 
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libraries (t = -5.745, p < 0.001), with no significant difference in the deployment of big-tech 
libraries. Table 10 provides a summary of the results of hypothesis testing.    
 
Table 8. Results for mixed-effects Poisson regression (web-mobile companies) 
Fixed effect F df1 df2 p 
Context 5.460 1 251 0.020 
Ownership 44.813 2 251 0.000 
Scale 0.258 2 251 0.773 
Context × ownership 23.751 2 251 0.000 
Context × scale 9.005 2 251 0.000 
Ownership × scale 0.443 4 251 0.777 
Context × ownership × 
scale 
2.642 4 251 0.034 
Age 0.462 1 251 0.497 
Note. n = 270 (six library deployment values for each of the 45 web-mobile 
companies). The outcome variable is the number of software libraries. Only fixed 
effects are presented. The model includes a random effect for company, which is 
statistically significant (p < 0.001). Information criterion: Akaike Corrected is 
696.096 and Bayesian is 699.606.  
 
Table 9. Estimated means (web-mobile companies) 
Scale Context 
Ownership 
Total Community Proprietary Big-tech 



































































































Note. n = 270. Estimated means of number of libraries are presented (with 





Figure 3. Estimated means and standard errors of number of libraries by scale and ownership in either (a) 




















Figure 2. Estimated means and standard errors of number of libraries 













H1 Companies of different scales similarly deploy big-tech libraries. Supported Supported 
H2 Smaller-scale companies demonstrate a stronger preference for 
community libraries over proprietary libraries relative to larger-
scale companies. 
Not supported Not supported 
H3 Companies that operate in both web and mobile contexts 
demonstrate a preference for proprietary libraries over 





This work studies two major software development contexts that have evolved along two 
different paths of infrastructure ownership and finds in both a cohabitation of community, 
proprietary, and big-tech infrastructural components. Therefore, the emerging landscape is 
neither the community-based utopia of early open-source research (Benkler, 1998; Hess and 
Ostrom, 2007; Lessig, 1999) nor the dystopia of the recent digital dominance literature 
(Benkler et al., 2018; Khan, 2018; Moore and Tambini, 2018; Zuboff, 2015).  
The infrastructural landscape we observe provides novel insights into the role of 
infrastructure ownership. The first is the stability of big-tech dominance, as we see that the 
deployment of big-tech libraries is independent of company scale and software development 
context. These findings suggest that big-tech libraries have become foundational 
infrastructure, while libraries from proprietary vendors and communities serve as additional, 
optional resources. An interesting avenue for future research is to examine these foundational 
and complementary roles of software libraries, contingent on their ownership. A second 
insight is the lower deployment of libraries in the mobile context than in the web context. The 
operating systems and SDKs provided by Apple and Google are attractors (Braa et al., 2007) 
that offer much of the functionality needed by downstream providers. Because the web is 
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based on open standards, designed to provide minimal communication and content 
presentation functionality (Berners-Lee et al., 1992; Siegele, 2018), libraries or extensions are 
demanded in the web context. Finally, a surprising finding is that smaller companies do not 
prefer community libraries over proprietary libraries. While the open-source argument about 
autonomy suggests that the freedom to access and change the open-source code itself 
represents an advantage over proprietary software (Lee and Cole, 2003; Shaikh and Vaast, 
2016; Zeitlyn, 2003), other benefits of proprietary libraries presumably outweigh this benefit 
of community libraries for smaller companies.  
Contributions and implications 
This study contributes to the literature on digital infrastructure in several ways. First, we 
extend previous research on digital infrastructure (Constantinides et al., 2018; de Reuver et 
al., 2018; Tilson et al., 2010) by considering software libraries as infrastructure, and we 
extend previous research on software reuse (Flath et al., 2017; Haefliger et al., 2008) by 
analysing its infrastructural aspect. We further develop the conceptualization of digital 
infrastructure as boundary resources (Eaton et al., 2015; Ghazawneh and Henfridsson, 2010, 
2013) and argue that software libraries address different trade-offs depending on whether they 
are owned by communities, proprietary vendors, or big-tech providers. Second, we extend the 
traditional distinction between public and private resources by considering resources owned 
by dominant digital providers as a third ownership type. We demonstrate that big-tech 
libraries are deployed differently than community and proprietary libraries. A third 
contribution of this study is that it sheds light on the revealed preferences of infrastructure 
users, such as the stable preference for big-tech libraries, despite their lower autonomy and 
higher cost. Therefore, this work also contributes to the OSS literature, which has focused on 
software development (Ågerfalk et al., 2015) but has paid relatively little attention to 
software deployment. A final contribution is the balanced portrayal of the current landscape 
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of digital infrastructure that embodies a new mix of public and private resources. The 
evidence emerging from our analysis complements research on the limits of private-collective 
innovation (von Hippel and von Krogh, 2003) and questions some of the predictions of open-
source research about the freedom to innovate (Benkler, 1998; Hess and Ostrom, 2007; 
Lessig, 1999). 
From a practical standpoint, development managers may reason that it is beneficial to 
deploy community and big-tech libraries as needed, particularly when big-tech libraries are 
free and there is a low likelihood of future fees or alternative mechanisms of control by big-
tech providers. While this reasoning holds in the current web and mobile contexts, it was not 
applicable earlier because big-tech vendors did not provide free uncontrolled functionality. 
The high deployment of proprietary libraries in the mobile context is probably an outcome of 
the exponential growth of mobile apps. The rapid evolution of this market may require 
development managers to react quickly and, consequently, pay for infrastructure. From a 
public policy standpoint, the current debate on big-tech is important and requires a better 
understanding of the implications of dominance on the way companies deploy a variety of 
infrastructural components. 
Limitations and future research 
From a conceptual standpoint, a limitation of the current study is its focus on the digital 
infrastructure literature and the limited attention given to several literature streams that may 
enrich its conceptual framing. These streams include the literature on platforms (Gawer and 
Cusumano, 2002; Parker and Van Alstyne, 2005), business and entrepreneurial ecosystems 
(Autio et al., 2018; Iansiti and Levien, 2004; Jacobides et al., 2018), and communities of 
practice and online communities (Faraj et al., 2016; Paasivaara and Lassenius, 2014; Wenger, 
1998). Although these literature streams have already influenced digital infrastructure 
research, such as the consideration of the duality of control and autonomy on the basis of the 
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platform literature (Eaton et al., 2015; Ghazawneh and Henfridsson, 2013), additional 
significant advancements can be made by allowing these literature streams to further enrich 
digital infrastructure research. 
From an empirical standpoint, a limitation of this study is its limited external validity. 
As discussed above regarding the research setting, our empirical analysis is based on the 
observation of software library deployment by 107 companies that participated in a high-
profile digital innovation cluster. Consequently, caution should be exercised in generalising 
the findings of this study to the entire population of entrepreneurial companies at large. 
Notwithstanding this limitation, the lack of quantitative evidence in the digital infrastructure 
literature requires researchers at this point in time to focus on the empirical identification of 
the variables of interest and their measures. Only after key variables and valid measures are 
identified can more thorough research take into account considerations of representativeness 
and control by observing multiple contextual variables in cross-sectional settings or seek to 
observe the usefulness of low-level components of digital infrastructure rather than their 
deployment (i.e., observe their utility rather than their demand).   
A second, related empirical limitation is that we observe the quantity of libraries but not 
their functionality and quality. The models we analyse include a measure of the number of 
libraries but no measures of their functionality, implying that a library that provides rich 
functionality with many services is counted the same as a lean, single-service library. While 
our empirical approach relies on the assumption that variance in library functionality is less 
of an issue at the aggregate level, future research should incorporate measures of library 
functionality to provide a more complete account of differences in the deployment of 
community, proprietary, and big-tech libraries. 
A third empirical limitation is related to the digital tools used to measure deployment. 
Although Wappalyzer and AppBrain are well-known tools in the relevant communities, and 
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similar techniques have been reported in the literature (Greenstein and Nagle, 2014; Martin et 
al., 2017; Spinellis and Giannikas, 2012), the use of two independent tools with different 
baseline repositories and collection techniques may raise concerns of potential confounding. 
Given that our analysis focuses on within-context comparisons more than between-context 
comparisons (only investigated in Hypothesis 3), this potential confounding is not detrimental 
to our findings. While further research on software library deployment in a larger variety of 
contexts is called for, a major challenge for such research will be the development of more 
uniform data collection tools and techniques. 
Additional directions for future research include further extension of the boundary 
resource concept to a wider collection of artefacts, including programming languages and 
design patterns as abstract resources as well as SDKs, APIs, libraries, and code snippets 
(Baltes and Diehl, 2019) as concrete resources. Further research is also required to better 
understand the mechanisms that allow for low-cost experimentation with big-tech and 
proprietary infrastructure. Such mechanisms should explain why we observe variance in the 
deployment of libraries owned by smaller providers but no variance in the deployment of 
libraries owned by dominant providers. A third direction for future research is related to the 
finding that the deployment of libraries reflects their context. While Hypothesis 3 highlights 
differences between contexts, future research should address the factors that determine how 
the context shapes infrastructural relations (Tilson et al., 2010). These relations emerge as 
sociotechnical practices between innovators and users, upstream and downstream businesses, 
keystone and niche players, platform leaders and followers, and developer communities and 
their joiners. Little is known about how contexts and their specific boundary resources 
influence these relationships (Germonprez et al., 2017; von Krogh et al., 2003). Furthermore, 
the organization of innovation requires digital infrastructure and, in turn, the new and 
innovative becomes infrastructure over time. The mechanisms underlying these processes 
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may be more complex than currently acknowledged, and future research in these directions is 
needed to advance our understanding of digital infrastructure. 
Conclusion 
With the aim of understanding how the ownership of boundary resources affects their use, 
this study investigates how the ownership of software libraries affects their deployment by 
107 startup companies in London. The analysis confirms the coexistence of community, 
proprietary, and big-tech libraries in both web and mobile contexts. We show that library 
deployment, in particular the deployment of big-tech libraries, is relatively stable across 
different company scales, and that the preference for proprietary libraries over community 
libraries is stronger in the mobile context than in the web context. Overall, our findings 
suggest that libraries owned by different types of owners are able to cater to different needs 
of deploying companies. As the societal role of digital infrastructure continues to evolve, and 
as it becomes increasingly difficult to distinguish between private and public resources, this 
work depicts an infrastructural landscape that is neither a community-based utopia nor a 
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