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 Anotace 
Tato diplomová práce poskytuje popis fundus kamery jakožto medicínského 
zobrazovacího systému. Stručně jsou vysvětleny dílčí součásti tohoto systému a uvedeny 
příklady konstrukčních variant některých prvků. Dále se práce zabývá problematikou fúze 
obrazů a s tím souvisejících možností číslicového zpracování snímků.  
Pro praktickou část práce byla poskytnuta sekvence po sobě nasnímaných obrazů 
sítnice lidského oka. V rámci programového zpracování těchto dat je proveden rozklad 
obdržených snímků na jednobarevné posloupnosti. U těchto dílčích jednobarevných 
posloupností je prováděno monomodální lícování na základě kalkulace jasového 
podobnostního kritéria mezi dvojicemi obrazů. Ze tří takto vytvořených monochromatických 
posloupností slícovaných snímků je následně pomocí multimodálního lícování jednotlivých 
trojic snímků vytvořena nová sekvence snímků barevných. Jako základ pro vyhodnocování 
podobnosti při multimodálním lícování bylo použito informační podobnostní kritérium. 
Annotation 
This master’s thesis gives a description of fundus camera as a medical imaging 
system. Sub features of this system are explained in short, thus examples of certain 
construction variants are given. Furthermore, the work deals with image fusion and associated 
possibilities of digital image processing. 
One set of consecutive scanned images of human eye’s retina has been provided for 
the practical part of this work. During program processing of these data, decomposition of 
obtained images to single-color sequences is performed. For these partial monochromatic 
sequences, monomodal registration is performed, based on calculation of the brightness 
similarity criterion between the pairs of images. From the three created monochromatic 
sequences of registered images, new sequence of color images is created, using multimodal 
registration of each image triples. As a basis for similarity evaluation during multimodal 
registration, an information similarity criterion was used. 
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Úvod 
Prvním cílem této diplomové práce bylo prostudovat problematiku fúze obrazů, se 
zaměřením na lícování, interpolaci a výpočet podobnostního kritéria. Pro úplnost byla do 
práce zahrnuta i kapitola popisující princip fundus kamery, stručně se věnující nejdůležitějším 
komponentám a konstrukčním typům. Druhá kapitola práce objasňuje především funkci 
fundus kamery jako zobrazovacího systému, popisuje tedy především problematiku získání 
snímku očního pozadí. Třetí kapitola je nejobsáhlejší, jelikož se zabývá klíčovým tématem 
této diplomové práce. Poskytuje základní rozdělení podobnostních kritérií včetně metod jejich 
výpočtů, dále se podrobněji zabývá problematikou lícování obrazů a poukazuje na možnosti 
řešení interpolace. 
Druhou částí zadání práce bylo realizovat nezbytné algoritmy pro číslicové zpracování 
poskytnutých snímků za účelem časové interpolace pomocí monomodálního (a následně  
i multimodálního) slícování snímků jednotlivých barevných řad. V rámci tohoto úkolu bylo 
třeba nejprve provést rozklad poskytnutých snímků s ohledem na způsob jejich pořízení. 
Jednalo se především o rozklad každého snímku na jednotlivé barevné komponenty (R, G, B) 
a de facto vytvoření tří časových řad po sobě jdoucích jednobarevných snímků. Jednotlivé 
sousední snímky však jsou vůči sobě mírně pootočeny či posunuty, z důvodu jejich akvizice 
určitém časovém intervalu. Navazujícím problémem bylo nalezení vhodného typu 
podobnostního kritéria, které by věrohodně popisovalo odlišnost dílčích snímků. Pro realizaci 
monomodálního lícování v rámci každé barevné řady samostatně bylo úkolem vymyslet 
algoritmus (ideálně ve formě optimalizační funkce) pro nalezení maximálního jasového 
(kosínového) podobnostního kritéria. Pro následné multimodální lícování trojic snímků mezi 
jednotlivými barevnými řadami bude tato optimalizační funkce rovněž využitelná, pouze bude 
muset využívat informační podobnostní kritérium (vzájemné informace).  
Výstup monomodálního lícování tedy bude tvořen třemi monochromatickými řadami 
na sebe nalícovaných snímků. Multimodální lícování bude sloužit k vytvoření jedné barevné 
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1. Fundus kamera 
Jednou z nejčastěji využívaných zobrazovacích technik pro získání snímků očního 
pozadí je fundus kamera, která je dnes již často nepostradatelnou formou vyšetření v očním 
lékařství. Výhodou těchto kamer je jejich relativně malá velikost, dobrá kvalita pořízeného 
snímku, jednoduchost vyšetření a v neposlední řadě i absence ionizujícího nebo jinak 
nebezpečného záření. Z výše zmíněných důvodů je v současné době fundus kamera často 
první volbou lékaře při akutním vyšetření očního pozadí pacienta, stejně tak při 
screeningových vyšetřeních v rámci prevence očních chorob. [2, 3] 
Mezi nejčastěji zobrazované struktury lidského oka pomocí fundus kamery řadíme 
sítnici (především její prokrvení), žlutou skvrnu a oční nerv. Při zobrazování sítnice fundus 
kamerou musí světlo projít rohovkou, zornicí a čočkou než se dostane na detektor. Samotná 
fundus kamera přitom pracuje obdobně jako lidské oko. Clona podobně jako oční víčko 
umožní průchod paprsků, které jsou následně zaostřovány pomocí soustavy čoček a dopadají 
na detekční prvek. Fyzicky může být fundus kamera dále propojená například s vhodným 
typem mikroskopu, aby bylo možné detailněji zobrazit i menší struktury. Funkční systémy 
fundus kamery lze rozdělit dle funkce na optický, mechanický a elektronický. [2, 3] 
Častým parametrem udávaným pro jednotlivé typy kamer je zorný úhel, který je dán 
především vlastnostmi hlavní čočky. Mnoho kamer má zorné úhly 30°, pokud je úhel mezi 
45° a 140° jedná se pak o širokoúhlé kamery, které však dosahují zpravidla menšího zvětšení. 
Lze se setkat i s extrémně širokoúhlými kamerami, které dosahují zorného úhlu většího než 
150° a jsou užitečné při zobrazování a popisu velkých oblastí sítnice. Kamery s úzkým 
zorným úhlem zobrazují scénu pod úhlem 20° nebo i menším. [3] 
1.1 Optická část 
Přenos obrazu scény na vhodný detektor zajišťuje optický systém fundus kamery. 
Nejčastější provedení je založeno na použití objektivu s asférickou kruhovou čočkou, která 
dokáže dostatečným způsobem korigovat sférické aberace a navíc se částečně podílí i na 
korekci otvorové vady. V případě zobrazování sítnice musí nejprve na sítnici dopadnout 
světelné paprsky, které se odrážejí a putují opačným směrem do objektivu kamery. Pomocí 
soustavy čoček lze obdobně jako u fotoaparátu zaostřit na požadovanou strukturu. Optický 
systém fundus kamery využívá, obdobně jako např. mikroskopy nebo některá další optická 
zařízení, několik specifických typů čoček ke kompenzaci určitých optických vad vznikajících 
v průběhu procesu zobrazení. Kupříkladu ke korekci chromatické vady se využívá kombinace 
čoček spojky a rozptylky, umístěných velmi blízko sebe (lze vidět na obrázku 1). [3, 5] 
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Obr. 1: Znázornění optických drah a nejdůležitějších optických prvků fundus kamery. 
Po odrazu světla od zobrazovaného objektu je světlo ohýbáno při průchodu 
příslušnými čočkami (je potřeba počítat s průchodem světla jak optickým systémem uvnitř 
kamery tak i čočkou pacientova oka). Při zaostřování kamery je třeba zajistit, aby 
zobrazovaný objekt byl umístěn v rámci hloubky ostrosti. Většina typů fundus kamer dnes 
využívá jednočočkový reflexní zobrazovací systém. V takovém případě je součástí optického 
systému i sklopné zrcadlo, které má dvě základní polohy. První poloha slouží pro přívod 
paprsků ze scény do předběžného systému náhledu polohy a nastavení zaostření, do druhé 
polohy se zrcadlo dostává po sklopení, aby mohla být následně otevřena uzávěrka, aktivován 
blesk a na snímací film mohlo dopadnout světlo (v tomto momentě dojde k vytvoření 
fotografie scény). První fáze výše uvedeného postupu je důležitá především pro umožnění 
zaostření ze strany obsluhy fundus kamery, což je usnadněno právě předběžným náhledem 
scény při první pozici zrcadla, díky čemuž lze pohodlně zaostřit dříve, než je pořízen 
výsledný snímek. Filmové plátno pro získání snímku a obrazovka pro předběžný náhled  
a zaostřování jsou umístěny ekvidistantně od čočky objektivu, aby bylo dosaženo zobrazení 
scény za totožných podmínek. Díky tomu bude zajištěno, že pokud se podaří zaostřit a takto 
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zaostřený snímek budeme pozorovat v náhledu, stejně zaostřený snímek bude v případě 
expozice také získán. Po překlopení zrcadla do druhé polohy totiž paprsky půjdou stejnou 
optickou cestou i na samotný detektor, jelikož vzdálenost mezi čočkou a zobrazením náhledu 
je stejná jako vzdálenost mezi čočkou a detektorem. Nejdůležitější z výše zmíněných 
komponent jsou systematicky znázorněny na obrázku 1. [3] 
Pro získání kvalitního snímku sítnice je vhodné zajistit rozšíření pacientovi zornice. 
Toho lze dosáhnout buďto aplikací některých léčiv, nebo přirozenou vlastností dilatace 
zornice lidského oka ve tmě (lze realizovat při snímání v temné místnosti). Na základě výše 
zmíněných principů se někdy fundus kamery dělí z hlediska typu snímání na kamery pro práci 
v temné místnosti (nevyžadují rozkapání očí za účelem dilatace zornice) a na kamery pracující 
za standardního osvětlení (a vyžadující aplikaci farmak pro rozšíření zornic pacienta). Pro 
získání předběžného náhledu snímku (za účelem lepšího zacílení kamery ze strany obsluhy) je 
u kamer pracujících v temných místnostech využíváno infračervené světlo. Jakmile je 
zacíleno na požadovanou oblast, po stisknutí spouště je generován záblesk světla k osvícení 
požadované scény. Pokud je kamera uzpůsobená pro práci za standardního osvětlení  
(a snímání přes rozkapanou zornici), systém pro získání předběžného náhledu je zpravidla 
realizován pomocí viditelného světla, což však znamená, že na pořízení jednoho snímku bude 
pacient vystaven několika světelným zábleskům. Pro kvalitní osvětlení scény je kamera 
vybavená nejčastěji dvěma zdroji světla, jejichž intenzitu lze nastavit v závislosti na 
požadovaném osvětlení scény. Typ použitého zdroje světla se může lišit v závislosti na 
výrobci a na typu kamery, lze se setkat např. s wolframovými žárovkami nebo xenonovými 
výbojkami. [3] 
Intenzita světla ze scény se postupně snižuje při průchodu paprsků optickými prvky 
fundus kamery, na detektor tak dopadá světlo o nižší intenzitě než je na vstupu do optického 
systému. Tento problém nemá příliš velký význam např. u fotoaparátů, nicméně u fundus 
kamery jeho význam narůstá vzhledem ke zobrazování očního pozadí pacienta. Nelze totiž 
použít příliš velký záblesk právě s ohledem na bezpečnost očních tkání, navíc mnozí lidé jsou 
velmi citlivý na záblesky světla. Právě ze zmíněného důvodu omezení intenzity generovaného 
světla za účelem osvětlení scény se čočky fundus kamer nevyrábějí z broušeného skla, ale 
využívá se raději skla čirého, které propouští více světla. [3] 
1.2 Mechanická část 
Zatímco optický systém se stará o vhodné zobrazení snímku (který má být následně 
pomocí elektronického systému zachycen a zobrazen), mechanický systém je nezbytný  
k zajištění vhodné polohy kamery. Pří snímání in vivo v očním lékařství je nutné 
minimalizovat pohyby pacienta, proto je součástí kamer určených pro medicínské užití  
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i přídavný mechanický systém pro opření a částečnou fixaci hlavy pacienta. Mechanicky lze 
nastavit opěrky nejčastěji pro bradu a čelo, čímž lze při spolupráci pacienta docílit 
dostatečného omezení pohybů hlavy. Mechanický systém nastavení přesné polohy samotné 
kamery je ovládán nejčastěji pomocí pákového ovladače, aby byl obsluhující personál 
schopen efektivně zacílit kameru na požadovanou oblast snímání. Pozici kamery lze po 
větších krocích měnit i ve vertikálním směru, což je účelové vzhledem k často rozdílné výšce 
jednotlivých pacientů. Největší mobilitu poskytují speciální ruční fundus kamery (obrázek 1), 
potřebné například ve veterinárním lékařství, kde často není snadné zajistit dostatečnou 
spolupráci zvířete. Stejně tak jako se vzhled a rozložení ovládacích prvků může lišit  
u klasických fundus kamer, i u ručních fundus kamer se můžeme setkat s mírně odlišnou 
konstrukcí a rozložením prvků u jednotlivých výrobců. [3] 
 
 
Obr. 2: Ruční fundus kamera vyrobená firmou Volk. 
1.3 Elektronická část 
Přestože je stále u některých kamer používán detekční element ve formě filmu (tak 
jako je tomu např. u klasických, tj. nikoliv digitálních fotoaparátů), stále více se prosazuje 
digitální zpracování obrazu na s tím související novější typy detektorů. Pro záznam obrazu 
jsou u moderních fundus kamer využívány nejčastěji digitální CCD čipy. Nejčastěji tyto čipy 
tvoří buďto detekční matici (pro přímý záznam celé scény v reálném čase) nebo jsou lineárně 
seřazeny a pracují v rámci skeneru (pokud snímání probíhá formou např. dříve vytvořeného 
snímku pomocí filmu). Rozdíl mezi zmíněným uspořádáním detekčních elementů  
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a souvisejícím snímání scény znázorňuje obrázek 3. Výsledné zobrazení scény pro 
pozorovatele je realizováno například pomocí zabudovaného LCD monitoru. Zmíněné 
detektory ve formě CCD čipů jsou výhodné především u kamer pracujících v temných 
místnostech, za nízké úrovně okolního osvětlení, přičemž záblesk pro snímání je díky 
čipovým detektorům méně oslňující než u jiných typů detektorů. Součástí kamery je  
i výstupní rozhraní pro přenos dat za účelem následného zpracování pomocí počítače, 
vyhodnocení nebo archivace. Výstup dat je u moderních kamer často realizován např. pomocí 
USB portů, u kterých je výhodou pro uživatele především snadný přenos dat. [3, 5] 
 
 Obr. 3: Rozdíl mezi postupným snímáním scény po řádcích a pomocí detekční matice. 
Digitální zobrazování má oproti původní metodě získávání snímků pomocí 
polaroidního filmu řadu výhod, jednou z nejdůležitějších je však možnost mnoha způsobů 
následného zpracování a případné analýzy dat pomocí rozličných algoritmů a softwarového 
vybavení počítače. Toho lze velmi jednoduše docílit jen na základě úpravy získaného obrazu, 
přičemž lze snadno zachovat obraz původní i upravený, což dříve při používání klasického 
filmu nebylo ani zdaleka tak snadné. Z nejvyužívanějších digitálních úprav pořízeného obrazu 
lze zmínit např. vylepšení kontrastu, jasu, vyvážení barev, oříznutí nebo zlepšení ostrosti, 
softwarová redukce šumu apod. Neméně důležité mohou být i různé pokročilejší metody 
následného zpracování obrazu (detekce hran, segmentace, fúze apod.). Další nespornou 
výhodou pořizování digitálních snímků je snadnější forma archivace dat a opětovného 
přístupu. Nevýhoda digitálního zobrazení může spočívat – především při nedostatečné 
hardwarové výbavě – ve zhoršení dosaženého rozlišení, které je přímo závislé na počtu 
detekčních elementů. Přitom typ a vlastnosti jednotlivých detektorů mají také velký vliv na 
dosažitelné prostorové i kontrastní rozlišení. Samotné detektory se pak mohou dle typu  
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a parametrů lišit co do kontrastního rozlišení, citlivostí, rychlostí odezvy, ovlivnitelnosti 
různými typy šumů a dalšími parametry. [3, 5] 
Zatímco v počátcích rozmachu digitálních technologií byla spíše snaha o adaptaci 
digitální technologie na fundus kamery s klasickým filmem, nyní je již trendem vytvářet 
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2. Pořízení snímku očního pozadí 
Nejen pro zdárný průběh vyšetření, ale i pro co nejlepší reprodukovatelnost 
pořízených snímků je žádoucí provést pořízení snímků za co možná nejideálnějších 
podmínek. Z možností ovlivnění ze strany lékaře či obsluhujícího osoby se jedná především  
o správné usazení pacienta. Pomineme li starost o pacientovo pohodlí, je z hlediska zajištění 
kvalitních podmínek snímání žádoucí pacienta správně usadit před snímací přístroj, což 
zahrnuje především zohlednění pacientovi výšky a váhy (viz obrázek 4). Výška očí pacienta 
by měla být přibližně na stejné úrovni s výškou čočky kamery (toho lze dosáhnout kombinací 
nastavení výšky pacientovi židle a výškového nastavení posuvu fundus kamery). Doporučuje 
se, aby sedící pacient byl mírně předkloněný, bradu a čelo měl opřenou o příslušné (k tomu 
určené) opěrky. [3] 
Obr. 4: Způsoby nastavení výšky kamery a židle pacienta s ohledem na jeho výšku  
    a váhu.  
 Ke správné poloze hlavy pacienta může pomoci i nastavitelnost zmíněných opěrek. 
Pro snadný průběh pořízení snímku je vhodné, aby byla zároveň i obsluhující osoba pohodlně 
usazena a měla příslušně nastavenou židli. Nezbytností je pak samozřejmě správné zacílení 
kamery na zobrazovanou scénu (zvolená část nebo celé oko) pomocí manuálního ovládacího 
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systému (často realizovaného ve formě pákového ovladače). Například při požadavku na 
zobrazení očního pozadí jako celku je vhodné zaměřit střed kamery na střed optického disku 
oka pacienta. [3] 
2.1 Zaostření 
Možnost pořízení hodnotného snímku, tedy především správně zaostřeného, je 
ovlivněna kombinací více faktorů. Na subjektivní vnímání ostrosti z hlediska pozorovatele 
mají největší vliv především dva faktory – rozlišení a kontrast. Pro ostrý obraz by měly být 
charakteristické výrazné a jasné hrany dílčích struktur. Než dojde k pořízení fotografie, je 
v podstatě vždy nutné provádět ostření, což je klíčový bod pro vznik ostrého obrazu. Toho se 
docílí, jakmile je poloha ohniskové roviny fundus kamery nastavena přesně do místa, ve 
kterém chceme hledat a vyhodnocovat patologii z následně pořízeného snímku. Pro získání 
ostrého snímku je proto nezbytné, aby bylo před jeho záznamem co nejpřesněji zaostřeno na 
konkrétní předmět (např. v rámci sítnice na její specifickou vrstvu). Užitečnou znalostí při 
ostření je určitá znalost rozložení struktur ve scéně, pro snadnější orientaci. Tedy např. pro 
získání snímku zaostřeného na některou z vrstev sítnice je žádoucí znát anatomii sítnice, proto 
by v očním lékařství měl provádět snímání lékař. [3] 
Pokud je zaostřeno na určitou rovinu, zpravidla lze pozorovat snímek přijatelně ostrý  
i v pozici několika rovnoběžných rovin před a za touto rovinou. Zmíněná vlastnost se nazývá 
hloubka ostrosti, a jsou pro ni charakteristické různé hodnoty pro rozdílné systémy. Např. 
širokoúhlé kamery se vyznačují větší hloubkou ostrosti než klasické fundus kamery, ovšem za 
předpokladu že je snímána stejná scéna a je použito stejného detekčního prvku. Na hloubku 
ostrosti může mít totiž vliv kromě samotného optického systému příslušné zobrazovací 
modality také prostředí, ve kterém zaostřujeme. Zároveň může být hloubka ostrosti ovlivněna 
i mechanismem detekce. Ohniskové roviny nejsou u fundus kamer obvykle rovné nýbrž 
zakřivené, a to z důvodu napodobení tvaru sítnice, potažmo oka, jelikož většina typů těchto 
kamer je využívána právě v očním lékařství. Správně nastavená fundus kamera bude tuto 
zakřivenou rovinu korektně přenášet na rovinu detekční, která již je rovná. Maximální 
dosažitelná ostrost výsledného snímku je limitována kromě vlastností detektoru především 
také vlastnostmi optického systému kamery. Rozlišení, ve kterém lze pořídit snímek, se 
snižuje společně se zvětšením, kterého je optický systém schopen dosáhnout. Díky tomu 
obecně platí, že např. širokoúhlé kamery (více než 45°) dosahují horšího rozlišení než kamery 
s klasickým zorným úhlem (30°), samozřejmě za předpokladu že obě kamery mají stejný nebo 
obdobný optický systém. [3] 
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2.2 Stereo systém 
Při použití stereo zobrazení lze využít vlastnosti lidského mozku rekonstruovat si 
velikost třetího rozměru objektů ve dvourozměrné scéně na základě pozorování dvěma očima 
(stereopsie). Tak jako sítnice samotného oka, i detekční prvek fundus kamery má omezení ve 
formě zobrazení původně trojrozměrné scény do dvourozměrného obrazu. Pro úplnost je 
vhodné si uvědomit, že k rekonstrukci trojrozměrného obrazu nestačí pouze nasnímat scénu 
ze dvou různých bodů (např. dvěma očima), nezbytné je i využití vhodné nervové sítě (nebo  
v některých zobrazovacích systémech složitějších algoritmů) za účelem zpracování dat pro 
výsledné trojrozměrné zobrazení. [3] 
Při pozorovaní fundus kamerou vybavenou stereo systémem jsou vytvářeny dva mírně 
posunuté obrazy identické scény, přičemž při pozorování těchto obrazů je zajištěno, aby pro 
každé oko pozorovatele byl zobrazen jen jeden z těchto obrazů (viz obr. 5). Lidský mozek je 
pak následně schopen provést potřebnou fúzi na výsledné trojrozměrné zobrazení. [3] 
 
Obr. 5: Pozorování stereo systémem.  
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První snímek scény je tedy vytvořen při určité pozici kamery, druhý stereo snímek je 
pak vytvořen po drobném posuvu kamery v laterálním směru. Právě vzdálenost posunutí 
kamery mezi dvojicí stereo snímků určuje míru výsledné stereopsie, tedy hloubku třetího 
rozměru. Pro dosažení větší přesnosti lze popsaný systém nahradit použitím dvou kamer, kdy 
každá vytváří jeden snímek ze stereo páru (právě tato forma realizace je znázorněna na 
obrázku 2). Při použití dvou kamer mohou mít tyto kamery fixní nebo volitelnou vzdálenost, 
přičemž zvýšení přesnosti stereo efektu je dosaženo jednak stabilním zachováním vzdálenosti 
dvojic snímků (fixní režim dvou kamer), stejně tak i zaručením pořízení dvojice snímků ve 
stejný moment (tzn. eliminace případného pohybu ve scéně v době mezi pořízením prvního  
a druhého snímku). Jistá nevýhoda použití dvou kamer oproti jedné může spočívat v občasné 
složitosti současného nalezení dvou míst pro snímání se stejnou úrovní ostrosti a osvícení. 
Pokud mají být stereosnímky následně upraveny a zpracovány (např. do fúze jednoho 
obrazu), je zpravidla nezbytné využít vhodný počítač s příslušným softwarem umožňujícím 
požadovanou formu zpracování obrazů. [3] 
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3. Fúze obrazů 
Nejčastějším důvodem fúze obrazů je především zisk nové informace, kterou nelze 
nalézt u jednotlivých snímků.  Před samotnou fúzí obrazu je často nutno stanovit jistá 
podobnostní kritéria jednotlivých obrazů, a na základě těchto kritérií zvolit vhodnou 
geometrickou transformaci některých snímků. Fúze obrazů může být aplikována jak na 
dvourozměrná (2D), tak i na trojrozměrná data (např. tomografické řezy). S ohledem na 
zadání se tato práce zabývá především 2D snímky, nicméně průběh fúze pro 3D snímky je 
velmi podobný, doplněný pouze o parametry pro třetí rozměr.  
3.1 Podobnostní kritéria 
Podobnostní kritéria můžeme rozdělit na lokální (tj. vztahující se jen na dílčí část 
snímků) a globální (vztahující se na celé snímky). Princip výpočtu přitom nehraje 
nejdůležitější roli, uvedené rozdělení je chápáno spíše z hlediska zájmové oblasti pro fúzi 
snímků. [1] 
3.1.1 Porovnání na základě intenzity 
V rámci lokálních kritérií se nejčastěji uplatňují podobnosti v rámci intenzity daného 
pixelu (v případě barevného snímku barvy). Při hledání podobnostních kritérií dílčích snímků 
lze definovat míru souladu mezi dvěma snímky pomocí dvojice vektorů (rA a rB), kdy každý 
vektor popisuje patřičnou vlastnost porovnávanou u těchto snímků. Před samotným 
zjišťováním podobnosti snímků může být vhodné provést předzpracování snímků za účelem 
redukce některých nelinearit (například pomocí některé transformační funkce), čímž můžeme 
snížit počet rozdílů mezi některými snímky a naopak zvýšit vzájemnou podobnost snímků. [1] 
Pro zjednodušení předpokládejme porovnávání kritérií (např. intenzity pixelů) mezi 
dvěma obrazy. Při fúzi více obrazů by byl postup v zásadě stejný, pouze aplikovaný postupně 
na všechny snímky (nebo na takové, u kterých chceme fúzi provést). Jedním 
z nejjednodušších způsobů porovnání by byla suma jasových intenzit všech pixelů v každém 
obrazu, která by byla totožná pro oba snímky za předpokladu, že by se jednalo o zcela 
identické obrazy. Z hlediska porovnání je však příhodnější vyjádřit informaci v obrazu 
pomocí vícerozměrné vektorové hodnoty, kdy jasovou hodnotu každého dílčího pixelu lze 
chápat jako velikost vektoru v patřičném směru. V případě barevného obrazu lze vyjádřit 
obdobně i barevnou složku, nyní však vektorovou hodnotou. Pokud uvažujeme RGB prostor, 
každý pixel v obraze by byl reprezentován trojrozměrným vektorem. Jedním 
z nejjednodušších způsobů porovnání dvou vektorů je pomocí eukleidovské vzdálenosti, jak 
ukazuje vztah (1). Tento vztah je založen na diferenci hodnot vektorů v každém rozměru (ai, 
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bi), přičemž je kalkulována suma těchto diferencí pro všechny rozměry vektoru. Výsledná 
hodnota kritéria je rovna odmocnině této sumy. Uvedená eukleidovská vzdálenost má 
nevýhodu v nízké citlivosti na drobné rozdíly, které však mohou být pro obrazy typické, 
zvláště v případě lícování. [1] 
𝐶𝐸 𝑎, 𝑏 =  𝑎 − 𝑏 =   (𝑎𝑖 − 𝑏𝑖)2
𝑁
𝑖=1     (1) 
Obdobně je možné provádět výpočet podobnosti vektorů i na základě jiných 
statistických metod (např. korelace, kovariance apod.), výhodnější je však zvolit odlišný typ 
výpočtu, který by zahrnoval úhel svíraný právě posuzovanými vektory. Jedním 
z nejvýhodnějších postupů je kosínové kritérium, které je popsáno vztahem (2): 







𝑖   𝑏𝑖
2
𝑖
.     (2) 
Funkce cosinus má obor hodnot <-1, 1>, avšak výše uvedené kritérium může reálně 
nabývat hodnot pouze <0, 1>. Omezení oboru hodnot pouze na kladná čísla je z důvodu 
použití uvedeného vztahu na hodnoty jasových intenzit obrazu, kde dílčí pixely nemohou mít 
zápornou jasovou hodnotu. Výhoda uvedeného vztahu spočívá v dobrém popisu i drobných 
rozdílů mezi vektory (a,b). Vztah (2) může být zjednodušen, pokud počítáme pouze relativní 
kritérium podobnosti, v takovém případě bude výpočet realizován dle vztahu (3). Takový 
vztah je vhodné použít i pro vyhodnocení podobnosti snímků monomodálního systému (např. 
jednobarevného). [1] 






    (3) 
Zmíněný vztah je možné upravit i pro přizpůsobení každého vektoru průměrné 








 𝑏𝑖𝑖      (5) 
𝐶𝑐𝑐  𝑎, 𝑏 =
  𝑎𝑖−𝑎  𝑖 ( 𝑏𝑖−𝑏  
  (𝑎𝑖−𝑎 )2𝑖  (𝑏𝑖−𝑏 )2𝑑
     (6) 
Analýzy na reálných medicínských datech však ukázaly, že normované kosínové 
kritérium (6) je méně spolehlivé, resp. poskytuje větší množství falešně pozitivních shodných 
pozic než klasické kosínové kritérium (2). [1] 
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3.1.2 Porovnání na základě obrazové informace 
V některých případech může být žádoucí vyhodnocovat podobnostní kritérium na 
základě jiné informace než intenzity. Podobnostní kritérium získané např. pouze na základě 
jasové intenzity obrazů je mnohdy nedostatečné, především u multimodální fúze. 
Nedostatečnost jasových podobnostních kritérií se může projevit typicky v případě, kdy dva 
porovnávané snímky mají výrazněji odlišné kontrastní hodnoty. V takové situaci se nabízí 
využití jiného typu podobnostního kritéria, které nebude kalkulovat vždy pouze s jasovou 
hodnotou konkrétního pixelu u obou obrazů na dané pozici). Na porovnávání dvou obrazů lze 
pohlížet i z hlediska porovnávání vzájemné informace, což představuje druhou velkou 
skupinu metod výpočtu podobnostních kritérií. Podobnostní kritéria využívající vzájemné 
informace jsou tedy využívány především u multimodální lícování, často přitom využívají 
popisu obrazů pomocí histogramů. Porovnání dle obsažené informace lze popsat vztahem (7), 
tedy jako rozdíl mezi sumou informací v každém obrazu (HA, HB) a informaci obsažené 
vzájemně v obou obrazech (HAB): 
𝐼𝐴𝐵 = 𝐻𝐴 + 𝐻𝐵 − 𝐻𝐴𝐵 .    (7) 
Vztah (7) tedy definuje vzájemnou informaci a při rovnosti obrazu obou obrazů je jeho 
hodnota maximální, zatímco pokud budou oba obrazy zcela nezávislé tak bude výsledná 
hodnota nulová. Podobnost dvou obrazů lze vyjádřit také pomocí vzájemných histogramů, na 
základě kterých lze následně provádět další analýzy. Nejčastěji se jedná o použití společných 
histogramů pro dvojici porovnávaných obrazů, přičemž princip metody je založen na využití 
principu jednorozměrného histogramu, který je definován vztahem (8). Tento vztah popisuje 
diskrétní obraz A, který je složen z q úrovní jasových hodnot, index l ve zmíněném vztahu je 
celočíselný a nabývá hodnot od 0 do q-1. [1] 
   𝑕𝑙
𝐴 =  1𝐴𝑙 ,    𝑙 = 0,1, … , 𝑞 − 1   (8) 
Kupříkladu l-tá pozice v histogramu určuje, kolik pixelů ve zkoumaném obraze má 
jasovou hodnotu odpovídající pozici l. Al pak představuje soubor pozic pixelů, které v daném 
obraze mají jasovou intenzitu o hodnotě l. Vzájemný histogram dvou porovnávaných obrazů 
(o srovnatelné či totožné velikosti) tedy bude tvořen maticí hAB. Pokud bude obraz A složen 
z pixelů o celkem q-úrovních šedi a obraz B z pixelů o r-úrovních šedi, zmíněná matice bude 
mít rozměr q x r. Jednotlivé prvky matice přitom budou představovat počty vzájemných 
dvojic pixelů z obrazů A a B, které mají odpovídající úrovně jasových intenzit. Vztah (8) lze 
upravit pro zmíněný postup, vzájemný histogram mezi dvěma obrazy A a B o celkovém počtu 
l a m úrovních šedi bude definován následujícím vztahem: 
 𝑕𝑙 ,𝑚
𝐴𝐵 =  1𝐷𝑙 ,𝑚 ,   𝑙 = 0,1, … , 𝑞 − 1,   𝑚 = 0,1, … , 𝑟 − 1.  (9) 
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Proměnná Dl,m v uvedeném vztahu definuje sumu pro všechny pozice příslušných 
pixelů o jasové intenzitě l v obraze A a intenzitě m v obraze B. V případě, že by byly 
porovnávané obrazy A a B totožné, matice vzájemného histogramu by byla tvořena nulovými 
prvky s výjimkou hlavní diagonály, která by byla tvořena nenulovými hodnotami 
odpovídajícími příslušnému počtu dvojic o totožné jasové hodnotě u obou obrazů. [1] 
Jistá nevýhoda použití vzájemných histogramů spočívá v ne příliš jednoduché realizaci 
vyhodnocení podobnosti dvou rozdílných obrazů pouze na základě vzájemného histogramu. 
Pro efektivnější vyhodnocení podobnosti dvou porovnávaných obrazů je vhodné použít 
takový algoritmus výpočtu podobnostního kritéria, který by dokázal pojmout a odpovídajícím 
způsobem zpracovat informaci obsaženou ve vzájemném histogramu. Pro výše zmíněný 
princip je účelné zavést pro obra obrazy (A, B) vzájemnou veličinu, která využívá vektorové 
hodnoty (l a m) získané ze vzájemného histogramu. Tato vektorová hodnota pak bude 
reprezentovat jasovou intenzitu pixelů na totožné pozici obou obrazů (A, B) a bude nabývat q 





𝐴𝐵     (10) 
Zmíněný vztah lze v případě úvahy pouze jednoho obrazu a jeho histogramu 
zjednodušit do tvaru: 




𝐴.     (11) 
 
Význam proměnných je u popsaného vztahu obdobný jako u vztahu (10), N 
reprezentuje celkový počet pixelů v obraze A, l udává úroveň šedi, pro kterou je 
pravděpodobnost počítána. Aproximace pravděpodobnostmi ze vztahů (10) a (11) by byly 
přesné, pokud by příslušné obrazy byly realizacemi homogenního ergodického stochastického 
pole, pro reálné obrazy se však jedná pouze o aproximace výsledné pravděpodobnosti. Na 
základě pravděpodobnosti ze vzorce (11) lze vypočítat entropii informace obsažené v daném 
obraze: 
𝐻𝐴 = − 𝑝
𝑞
𝑙=1 (𝑎𝑙) log 𝑝(𝑎𝑙) .   (12) 
 Entropie ze vztahu (12) slouží jako odhad průměrného množství informace nesené 
prvkem v rámci skupiny prvků {al} o pravděpodobnosti {p(al)}. Suma ve vzorci je počítána 
až do celkového počtu úrovní šedi (q). Pokud aplikujeme vztah (12) odděleně na obrazy A a 
B, získáme dílčí individuální entropie obou obrazů, které budou úměrné množství informace 
obsažené v těchto obrazech. Na podobném principu funguje i vztah (13), který však již počítá 
vzájemnou entropii obou obrazů: 
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𝐻𝐴𝐵 = −  𝑝
𝑟
𝑚=1 (𝑎𝑙 , 𝑏𝑚 ) log 𝑝(𝑎𝑙 , 𝑏𝑚)
𝑞
𝑙=1     (13) 
Použitím vztahu 7.5 aplikovaným zvlášť na obraz A a zvlášť na obraz B, společně se 
vztahem 13 získáme výsledné hodnoty entropií, které jsou nezbytné pro výpočet vzájemné 
informace obsažené v porovnávaných obrazech, jak popisuje vztah 7 uvedený na začátku této 
kapitoly. [1] 
3.1.3 Disparitní analýza 
K popisu posuvu stejného bodu u dvou porovnávaných obrazů lze využít disparitní 
analýzu, která má velké uplatnění např. u stereo systémů, kde je scéna rekonstruována na 
základě dvou snímků, kdy každý nese částečnou informaci. Disparitní analýza může 
popisovat změnu pohybu nebo i jiného sledovaného parametru, např. změnu jasové hodnoty 
ve sledovaném FOV (Field of View). V případě že provádíme disparitní analýzu na základě 
posuvu mezi dvěma obrazy, je vhodné stanovit si jeden obraz jako referenční, a od něj pak 
v dílčích obrazových bodech vyhodnocovat posuv druhého obrazu. Nejjednodušší případ 
popisuje následující vztah (14), kde výsledný diferenční vektor je určen rozdílem vektoru 
příslušného posuzovaného parametru prvního obrazu (rA) od druhého (rB). [1, 5] 
∆𝑟 = 𝑟𝐵 − 𝑟𝐴     (14) 
Platí tedy, že uvedený vztah reprezentuje disparitu obrazu rB. Každý algoritmus 
využívající disparitu by měl být schopen nalézt jistý nezbytný počet rozdílných podobností za 
určité míry přesnosti. Znázornění hustoty disparit mezi dílčími pixely v rámci celého snímku, 
(nebo větší vybrané oblasti) se nazývá disparitní mapa. Disparitní mapa je v podstatě 
zobrazení snímku složeného z vektorových hodnot, což může sloužit jako výstup fúze obrazů. 
Stejně tak je často disparitní mapa využívána pro vstup do dalších, pokročilejších analýz za 
účelem provedení složitějších úprav fúzovaných obrazů (např. odhad pohybu ve scéně, 
trojrozměrné stanovení povrchu apod.). [1] 
Sada bodů (v rámci zvoleného obrazu), u kterých budeme určovat míru podobnosti, 
může být stanovena jako některé typy struktur (např. hrany, rohy, přechody apod.) nebo jsou 
tyto body pevně stanoveny pravidelnou mřížkou o určité hustotě nehledě na obsah obrazu 
(popř. můžou být vyhodnocovány všechny body v obraze). Pro výpočet míry disparity lze 
využít více druhů kritérií, nejčastěji je však využíván korelační koeficient nebo úhlové 
kritérium. [1] 
3.2 Lícování 
Lícování (často nazýváno také registrace) obrazů je klíčovým krokem fúze obrazů. 
Základním problémem metod lícování obrazů je sjednocení pozičních souřadnic (dvou a vice 
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snímků) tak, aby bylo dosaženo zobrazení stejné scény, přesněji aby jednotlivé snímky určené 
pro fúzi měli stejné poziční souřadnice. Mnohdy totiž mezi pořízením jednotlivých snímků 
dochází k posuvu zorného pole, ať už z důvodu pohybu scény (pacienta) nebo pohybu části 
nebo celku zobrazovací apertury. Nejčastěji pomocí geometrických transformací se snažíme 
dosáhnout zobrazení jednotlivých bodů například z prvního snímku (transformovaného) na 
pozice ze snímku následujícího (základního). Pokud lícujeme obrazy z rozdílných 
zobrazovacích systémů, jedná se o multimodální lícování. V případě lícování obrazů 
z jednoho zobrazovacího systému mluvíme o monomodálním lícování. [1, 2] 
Na začátku lícování je klíčové nalézt vhodnou metodiku pro popis vzájemných 
podobností mezi jednotlivými snímky. Jednotlivé typy výpočtu podobností se mohou lišit 
z hlediska zakomponování jiných parametrů charakterizujících obraz. Jednodušší 
transformace aplikovatelné při lícování uvažují parametrů méně (jednotky až desítky), naopak 
složitější transformace již mohou obsahovat velmi mnoho parametrů (stovky, tisíce). Aby 
bylo slícování obrazu úspěšné, dílčí obrazy musejí mít jistou míru podobnosti. Slícováním 
dvou zcela odlišných a nesouvisejících obrazů pravděpodobně nebude příliš přínosné. Pokud 
by každý obraz představoval zcela jinou scénu a snímky by spolu časově, prostorově  
i z hlediska poskytnuté informace nijak nesouvisely, nejspíše by i výsledná fúze obrazu 
nepřinesla žádnou novou užitečnou informaci. Snímky určené pro vzájemnou fúzi by měli 
vykazovat ideálně jistou geometrickou, popř. i časovou podobnost. Míra vzájemné podobnosti 
bude mít nepochybně i velký vliv na celkovou náročnost a složitost fúze. Z hlediska 
prostorového umístění je vhodné, pokud snímky zobrazují scénu ve stejném souřadnicovém 
systému. V případě požadavku na slícování dvou snímků v rozdílných souřadnicích je nutné 
nejprve provést konverzi na jednotný souřadnicový systém (např. z úhlových souřadnic na 
pravoúhlý souřadný systém). V některých případech, například při multimodálním lícování, 
může docházet i ke geometrickému zkreslení u některých snímků. Geometrické zkreslení se 
může vyskytovat i z důvodu pohybu pacienta, stejně tak může být jistá úroveň tohoto 
zkreslení charakteristická pro dílčí zobrazovací systém. [1] 
Pro správný průběh geometrické transformace je mnohdy žádoucí také interpolace 
nových bodů (na základě bodů známých). Každý snímek je totiž diskrétně rozdělený prostor 
(ne vždy známe hodnoty všech bodů, pokud chceme provádět fúzi obrazů). Geometrické 
transformace přitom často potřebují hodnoty pixelů, které nemusejí být v některých snímcích 
zastoupeny, vzhledem k diskrétnímu charakteru snímku (který lze chápat zjednodušeně jako 
matici bodů např. o jasových hodnotách). V rámci lícování může i docházet k úplnému 
vypuštění části některých snímků, a to v případě že zobrazovaná část není v souladu s oblastí, 
kde chceme zobrazovat požadované parametry scény. Pokud bychom při lícování uvažovali 
oblasti mimo hlavní zájmovou oblast (u některých snímků se může taková oblast vyskytovat, 
zpravidla ale u většiny snímků nikoliv), pravděpodobně by docházelo ke zbytečným 
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nepřesnostem při lícování těchto obrazů. Takovéto omezení (často za účelem výběru zájmové 
oblasti) se provádí například pomocí segmentačních technik, které mohou být aplikovány 
před samotným lícováním. [1] 
Pokud by nebylo správně provedeno slícování snímků, docházelo by ke zhoršování 
rozlišení výsledného obrazu, případně i ke vzniku nežádoucích artefaktů. Při chybném 
slícování medicínských obrazů by tak byla chybně zobrazená konkrétní morfologie, případně 
by mohlo dojít i k zobrazení reálně neexistujících struktur. Zároveň je třeba si uvědomit, že 
vzhledem k časté aproximaci některých bodů, zaokrouhlovacím chybám a dalším 
nepřesnostem nelze téměř nikdy provést ideální slícování dvou a více obrazů. Klíčové tedy je, 
aby odchylka vzniklého obrazu od zmíněného ideálního stavu byla co možná nejmenší. [1] 
Na začátku této kapitoly již bylo naznačeno, že nedílnou součást lícování tvoří 
geometrické transformace jednotlivých obrazů, proto následující podkapitoly rozebírají 
některé základní typy těchto transformací. Transformace související s lícováním dělíme na 
tuhé (rigidní) transformace a flexibilní (ohebné) transformace. Mluvíme li obecně  
o transformaci obrazu, máme na mysli popis změny z prostorových souřadnic obrazu r do 
souřadnic obrazu transformovaného r‘, tedy 
    𝑟′ = 𝑇(𝑟).     (15) 
Po aplikování transformace zůstávají hodnoty jednotlivých pixelů (např. jasové 
hodnoty) u transformovaného obrazu stejné jako u původního, pouze posunuté do jiného 
místa v prostoru. Nový obraz může být geometricky deformován, v případě že využíváme 
flexibilní transformace. Pro zachování informace obsažená v obraze je nutné, aby byla 
transformace reverzibilní, což vyjadřuje vztah (16): 
    𝑟 = 𝑇−1𝑟′.     (16) 
Charakter transformace a její průběh je tedy určen transformační funkcí, která je 
zpravidla globální (postihuje li celý obraz), případně může být účelově omezena jen na 
některou část obrazu. [1] 
3.2.1 Rigidní transformace 
Rigidní transformace jsou pro trojrozměrný prostor jednoznačně definovány šesti 
parametry popisujícími posun a rotaci. Právě rigidní transformace jsou charakteristické pouze 
posunem a rotací, díky čemuž nemění geometrické struktury jednotlivých snímků. Rigidní 
transformace jsou dostačující především v případech, kdy požadujeme pouze posunutí nebo 
natočení obrazu který není nijak geometricky rozostřen nebo znehodnocen. Pro posuv obrazu 
platí vztah (17), kde r představuje hodnoty původních souřadnic v prostoru, r’ hodnoty 
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nových souřadnic a Δr jejich rozdíl. V případě posuvu si tedy transformace vystačí pouze se 
dvěma, resp. třemi parametry v rámci proměnné r (Δx a Δy u dvourozměrného prostoru, pro 
třírozměrný prostor přibude Δz). Pro rotaci pak platí vztah (18), ve kterém figuruje kromě již 
některých výše uvedených proměnných i transformační matice B, která definuje úhel natočení 
obrazu. [1] 
𝑟′ = 𝑟 + ∆𝑟     (17) 
𝑟′ = 𝐵𝑟     (18) 
V případě dvourozměrného prostoru bude mít taková matice rozměr 2x2 a natočení 
obrazu bude definováno jediným parametrem (úhel natočení θ), jak je popsáno vztahem (19). 
U trojrozměrného prostoru pak bude mít zmíněná matice rozměr 3x3 a pro definici úhlu 
natočení již budou za potřebí tři parametry θx, θy, θz, jak znázorňuje vztah (20). [1] 
𝐵 =  
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃
     (19) 
𝐵 =  
cos 𝜃𝑧 − sin 𝜃𝑧 0
sin 𝜃𝑧 cos 𝜃𝑧 0
0 0 1
  
cos 𝜃𝑦 0 sin 𝜃𝑦
0 1 0
−sin 𝜃𝑦 0 cos 𝜃𝑦
  
1 0 0
0 cos 𝜃𝑥 − sin 𝜃𝑥
0 sin 𝜃𝑥 cos 𝜃𝑥
  (20) 
Vztahy (17 a 18) lze obdobně vyjádřit i v maticovém zápisu, pro dvourozměrný 
prostor bude platit 




 =  
cos 𝜃 − sin 𝜃 ∆𝑥






 .   (21) 
Rigidní transformace je vždy lineární, což znamená, že pro ni platí princip 
superpozice. Nebude tedy záležet, zda na vstup transformace budeme posílat postupně dílčí 
pixely, nebo zda např. pošleme na její vstup vícero pixelů zároveň – výstup bude pro určenou 
oblast totožný, ať již byla na vstup posílána po částech nebo zároveň. [1, 6] 
3.2.2 Flexibilní transformace 
Na rozdíl od rigidních transformací, flexibilní transformace často souvisejí s nějakou 
mírou geometrické deformace snímku, což může být nežádoucí ale někdy i žádoucí (např. za 
účelem kompenzace geometrického zkreslení). Jednou ze základních flexibilních transformací 
je změna měřítka obrazu, což je definováno uvedeným vztahem (22). [1] 
𝑟′ = 𝑆𝑟     (22) 
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Ve výše popsaném vztahu proměnná S zastupuje matici definující zvětšení či zmenšení 
obrazu, pro dvourozměrný a trojrozměrný prostor je tato matice definována následovně:  




 ,     (23) 
𝑆 =  
𝑠𝑥 0 0 0
0 𝑠𝑦 0 0
0 0 𝑠𝑧 0
0 0 0 1
 .    (24) 
Transformace změnou měřítka bude provedena izotropně a bude tedy zamezeno 
vzniku nežádoucího zkreslení, pokud všechny prvky si v uvedené matici jsou totožné. Častější 
využití má transformace změnou měřítka doplněná rigidními transformacemi, což můžeme 
pospat vztahem (25) ve kterém je již zmíněný vztah (22) doplněn pouze o rigidní 
transformaci, definovanou maticí R. [1] 
𝑟′ = 𝑆𝑅𝑟     (25) 
Součin matic SR ze vztahu (25) lze zapsat v následujícím tvaru: 





cos 𝜃 − sin 𝜃 ∆𝑥
sin 𝜃 cos 𝜃 ∆𝑦
0 0 1
 =  
𝑠𝑥 cos 𝜃 −𝑠𝑥 sin 𝜃 𝑠𝑥∆𝑥
𝑠𝑦 sin 𝜃 𝑠𝑦 cos 𝜃 𝑠𝑦∆𝑦
0 0 1
 . (26) 
Transformace změnou měřítka v kombinaci s rigidními transformacemi je vhodným 
základem slícování dvou a více obrazů, avšak za předpokladu že změna měřítka proběhla 
izotropně.  Při doplnění výše uvedených transformací o operaci zkosení dostaneme tzv. afinní 
transformaci, což je obecně lineární flexibilní transformace. Afinní transformace je pak 
definována vztahem (27), ve kterém jsou prvky ze vztahu (25) doplněny o matici G, definující 
právě zkosení obrazu. [1] 
𝑟′ = 𝐺𝑆𝑅𝑟 = 𝐴𝑟     (27) 
Uvedená matice G je pro dvourozměrný prostor dána vztahem (28): 








 .   (28) 
Pro trojrozměrný prostor by pak obdobně byla matice G určena vztahem (29): 
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𝐺 = 𝐺𝑥𝐺𝑦𝐺𝑧 =  
1 𝑔𝑥𝑦 𝑔𝑥𝑧 0
0 1 0 0
0 0 1 0
0 0 0 1
  
1 0 0 0
𝑔𝑦𝑥 1 𝑔𝑦𝑧 0
0 0 1 0
0 0 0 1
  
1 0 0 0
0 1 0 0
𝑔𝑧𝑥 𝑔𝑧𝑦 1 0
0 0 0 1
 . (29) 
Afinní transformace tedy kombinuje úpravu obrazu posunutím, rotací, změnou měřítka 
a zkosením. Pro dvourozměrný prostor je afinní transformace definována šesti parametry, pro 
trojrozměrný pak dvanácti. Výhodou afinní transformace je především to, že vzhledem  
k mnoha způsobům úpravy obrazu se stále ještě jedná o lineární transformaci, zároveň je tato 
transformace v rámci flexibilních jedinou, která splňuje právě princip linearity. Ostatní 
flexibilní transformace můžeme rozdělit na dvě hlavní skupiny, přičemž obě jsou nelineární. 
První skupinou jsou projektivní transformace, pro dvourozměrný prostor definované vztahem 
(30), kde parametry transformace jsou popsány konstantami A, p a α. V čitateli zlomku 
figuruje dříve zmíněná afinní transformace, pouze ve zkráceném zápisu (parametry G, S a R 




     (30) 
Uvedená projektivní transformace obsahuje celkově devět parametrů pro 
dvourozměrný a šestnáct parametrů pro trojrozměrný prostor. Pro případ, že by byla matice  
A rovna jednotkové matici, došlo by ke zjednodušení projektivní transformace na tzv. 
perspektivní transformaci, která převádí trojrozměrné obrazy do dvourozměrných rovin. [1] 
Polynomiální transformace tvoří další velkou část transformací, které jsou nelineární, 
neplatí pro ně tedy princip superpozice. V případě linearity by musela platit podmínka, že 
výstupní proměnnou r’ lze spočítat na základě sumy dílčích komponent vektoru r, přičemž by 
nezáleželo na pořadí vstupů. [1, 6] 





𝑖𝑦𝑘𝑧𝑚𝑖    (31) 
Ve vztahu (31) představují jednotlivé konstanty c koeficienty polynomů, které určují 
charakter polynomiální transformace. Nevýhoda těchto transformací spočívá při použití 
polynomů vyšších řádů (zpravidla vyšších než třetího řádu). V takovém případě je výsledná 
hodnota kalkulována na základě početních operací mezi většími maticemi. Při takovém 
postupu, kdy provádíme např. násobení a jiné matematické operace mezi maticemi větších 
rozměrů, má výpočet tendenci být nestabilní a může docházet k náhodnému vzniku 
nežádoucích deformací, které mohou výrazně ovlivňovat výsledný obraz. Z výše uvedeného 
důvodu se využívá převážně pouze polynomů nižších řádů. [1, 4] 
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3.3 Interpolace 
3.3.1 Interpolace v prostorové oblasti 
Mnohé transformace jsou navržené pro spojitá data, avšak při získávání snímků 
obdržíme diskrétní signál, kdy ve finále je obraz tvořen mřížkou (maticí) pixelů. Diskrétní 
povaha obrazu přitom může mít za následek vznik nežádoucích artefaktů a zkreslení. Na vliv 
diskrétního charakteru obrazu je tedy třeba brát ohled, v ideálních případech lze dosáhnout 
zanedbatelného zkreslení dostatečně hustým vzorkováním signálu v obou směrech (pro 
dvourozměrný prostor). V případě, že vzorkování není dostatečně husté, lze provést 
interpolaci chybějících bodů. Interpolace tedy slouží k získání chybějících hodnot jasových 
intenzit (případně jiného parametru, dle zobrazovacího systému) na základě hodnot známých 
(získaných na základě vzorkování), a to takovým způsobem, aby vypočtené hodnoty byly co 
možná nejvíce podobné reálným hodnotám (které však nemáme, díky zmíněnému vzorkování 
obrazu). Interpolace chybějících bodů je například nezbytná při provádění geometrických 
transformací, které fungují na základě fixních řídících bodů z výstupního obrazu. Je totiž 
možné, že odpovídající bod ve vstupním obraze (který chceme transformovat) se nachází na 
pomezí pro nás známých bodů (získaných na základě vzorkování). V takových případech se 
přímo nabízí interpolace chybějících bodů, jelikož je velká šance, že výsledný transformovaný 
obraz bude díky předcházející interpolaci vstupního obrazu přesnější. Pro dvourozměrný 
prostor lze obecně interpolovanou hodnotu stanovit na základě vztahu (32), ve kterém je 
hodnota r(x,y) definována dle vztahu (33). Proměnné um a vm ze vztahu (33) reprezentují 
vzorkovací kmitočty. [1] 
𝑓𝑟(𝑥, 𝑦) =   𝑓 𝑘∆𝑥, 𝑖∆𝑦 𝑟(𝑥 − 𝑘∆𝑥, 𝑦 − 𝑖∆𝑦)𝑘𝑖    (32) 
 







   (33) 
Jednu z nejjednodušších metod interpolace v prostorové oblasti představuje 
aproximační metoda nejbližším sousedem, kdy výsledná hodnota je přiřazena nejbližšímu 
známému bodu a odpadá tak nutnost náročnějšího výpočtu nové pozice. Výhodou této metody 
je krom jednoduchosti i její nízká výpočetní náročnost.  
Další variantou je interpolace lineární (v jednorozměrném prostoru) resp. bilineární 
(ve dvourozměrném prostoru), při které je hodnota výstupního pixelu váženým průměrem 
hodnot v nejbližším okolí. Tato interpolace je již výpočetně náročnější než metoda nejbližšího 
souseda, dosahuje však přesnějších výsledků. Bikubická interpolace je obdobou bilineární, 
hodnota výstupního pixelu je zde však váženým průměrem z širšího okolí (většího počtu 
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vzorků), díky čemuž je tento typ interpolace také výpočetně náročnější jelikož zpracovává 
více okolních bodů. [7, 8] 
Pokud jsou chybějící hodnoty zjišťovány zpětně z originálního obrazu (např. po 
aplikaci transformace na původní obraz, kdy v novém snímku potřebujeme doplnit chybějící 
body), jedná se o interpolaci zpětnou. Pokud naopak budeme chtít zjistit chybějící body 
pomocí některých z výše zmíněných interpolačních technik, zpravidla již jen na základě nově 
získaného obrazu, kdy chybějící hodnoty je nutno dopočítat, bude se provádět dopředné 
mapování. [8] 
3.3.2 Časová interpolace 
Pro zlepšení časového rozlišení, např. u videosekvence složené z posloupnosti snímků, 
může posloužit časová interpolace. Takovou interpolaci lze provést formou vkládání nově 
vytvořených snímků mezi sousední dvojice snímků původních. Každý nový vložený snímek 
se tak bude interpolovat na základě hodnot dvou sousedních snímků (těch, mezi které bude 
vložen). Hodnota každého dílčího pixelu vkládaného (interpolovaného) přitom bude 
vypočtena vhodným algoritmem (např. pomocí lineární interpolace) ze známých pixelů dvou 
sousedních snímků. [9] 
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4. Návrh metody řešení a zpracování dat 
4.1 Cíle práce 
Praktická část práce má za úkol realizovat požadovaným způsobem číslicové 
zpracování poskytnutých obrazů, se zaměřením na možnou časovou interpolaci a fúzi mezi 
jednotlivými snímky. Pro tento účel byly poskytnuty snímky očního pozadí získané za použití 
experimentální fundus kamery na univerzitě Erlangen v Německu. Tato fundus kamera 
vykazuje jisté specifikum při snímání, kdy scéna je postupně osvětlena červeným, zeleným  
a modrým světlem (nikoliv tedy jediným zábleskem bílého světla, jak je tomu u většiny 
klasických fundus kamer). Zmíněná kamera je tedy konstrukčně řešena tak, že při získávání 
video záznamu jsou pořizovány rychle po sobě jdoucí trojice snímků, kdy každá trojice je 
dodatečně softwarově slícována a tvoří tak jeden dílčí snímek pro budoucí videosekvenci. 
Z důvodu velikosti poskytnutých snímků a jejich množství byl rozsah úkolů v rámci 
celé diplomové práce omezen na konkrétní počet snímků, který si uživatel zvolí v rámci 
grafického uživatelského rozhraní. Prvním pokynem vedoucího bylo provést rozklad 
poskytnutých snímků na dílčí barevné RGB složky. Poté bylo cílem pro dvojice snímků 
v rámci stejné barevné složky nalézt vhodné podobnostní kritérium, které by bylo podkladem 
pro pozdější monomodální slícování obrazů. Pro úspěšnou fůzi dvou dílčích obrazů bude 
nutné hledat maximální hodnotu tohoto kritéria vzhledem k postupnému posouvání a natáčení 
jednoho obrazu vůči druhému. Takový postup pak bude možné využít pro všechny dvojice 
snímků. Vhodné bude realizovat hledání největšího podobnostního kritéria pomocí 
optimalizační funkce, která by byla použitelná jak při monomodálním lícování (hledání 
optima jasového podobnostního kritéria) tak i při pozdějším multimodálním lícování (hledání 
informačního podobnostního kritéria). 
Prvním hlavním výstupem práce po domluvě s vedoucím by měly být tři 
monochromatické (R, G a B) řady slícovaných snímků. Druhým a finálním výstupem tak 
bude jedna barevná řada snímků, sestavená pomocí multimodáního lícování po sobě jdoucích 
trojic snímků z monochromatických barevných řad získaných v první fázi. 
4.2 Realizace metody řešení  
4.2.1 Rozklad snímků na RGB složky 
Prvním úkolem této práce bylo provést rozklad dílčích snímků z videosekvence na 
jednotlivé barevné trojice. Bylo tedy nutné vzít postupně každý z poskytnutých snímků a ten 
rozložit na tři snímky způsobem takovým, aby po rozkladu každý ze tří snímků byl tvořen 
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pouze jednou ze základních barevných složek (RGB) obsažených v původním snímku. 
Výsledek tohoto kroku lze pozorovat na obrázku 6. Byl tak vlastně aplikován reverzní postup, 
než jakým byly poskytnuté snímky vytvořeny po akvizici fundus kamerou v Erlangenu. Po 
provedení rozkladu tak došlo k vytvoření tří řad jednobarevných snímků (řada červených, 
řada zelených a řada modrých snímků), které byly pořízeny v čase po diskrétních krocích. 
Právě z důvodu jisté prodlevy mezi pořízením sousedních snímků lze mezi snímky (i v rámci 
dílčí barevné řady) pozorovat drobné odlišnosti, subjektivně nejspíše co do mírného posunutí 
a rotace. 
 
Obr. 6: Zobrazení prvního snímku z poskytnuté videosekvence (vlevo nahoře), který  
   obsahuje všechny barevné složky a byl vytvořen fúzí trojice dílčích 
   jednobarevných snímků z experimentální fundus kamery v Erlangenu,  
   konkrétně tedy ze snímku červeného (vpravo nahoře), zeleného (vlevo dole)  
   a modrého (vpravo dole). 
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4.2.2 Výběr podobnostního kritéria 
Pro dvojice sousedních snímků (nejprve v rámci dané monochromatické řady, posléze 
i dvojice snímků s totožným pořadím ale jinou barevnou složkou) je nutno zvolit vhodné 
podobnostní kritérium. Při porovnávání sousedních dvojic snímků v rámci jedné 
monochromatické řady je použito kosínové kritérium uvedené ve vztahu (2). Z podobnostních 
kritérií diskutovaných ve třetí kapitole této práce bylo po domluvě s vedoucím vybráno právě 
kosínové kritérium, jelikož by mělo být citlivé i na menší rozdíly mezi jednotlivými obrazy 
(což platí pro obrazy poskytnuté pro tuto práci). Popsané kritérium je navíc vhodné pro 
monomodální lícování, což platí pro tento případ, pokud budeme stále uvažovat pouze 
porovnávání snímků ze stejné barevné řady (např. první červený s druhým červeným). 
Na porovnání snímků z odlišných barevných řad (např. prvního modrého a prvního 
zeleného) již je vhodnější pohlížet jako na multimodální lícování, jelikož v odlišných 
barevných řadách jsou mnohdy jiné úrovně jasových intenzit pixelů na totožných pozicích. 
Parametry snímání v průběhu procesu zobrazení tak nebyly totožné. Kromě odlišné vlnové 
délky použitého světla je nutné také zohlednit i odlišnou pozici osvětlovacích diod. Při 
akvizici snímků totiž nebyl použit zdroj světla s měnitelnou vlnovou délkou emitovaného 
světla, nýbrž byly použity tři samostatné osvětlovací diody (každá emitující světlo o jiné 
vlnové délce) které byly od sebe fyzicky mírně posunuty. Z těchto důvodů bylo při 
porovnávání snímků z rozdílných barevných řad zvoleno informační podobnostní kritérium, 
které neporovnává dvojice obrazů přímo na základě jasových hodnot, ale uvažuje jejich 
informační obsah z hlediska entropie, konkrétně tak jak popisuje vztah (7). Toto podobnostní 
kritérium počítá vzájemnou informaci obsaženou ve dvojici srovnávaných obrazů, a bude 
přesnější v případě multimodální fúze. 
4.2.3 Realizace rigidní transformace 
Jak již bylo naznačeno v kapitole 4.2.1, jednotlivé dvojice snímků poskytnutých pro 
tuto práci se od sebe odlišují z hlediska mírného posunutí a natočení vůči sobě (což může být 
dáno např. pohybem ve scéně). Pokud by byly nalezeny optimální parametry pro posuv  
a rotaci jednoho z dvojice uvažovaných snímků, vhodné podobnostní kritérium by dosahovalo 
lepších hodnot po provedení patřičné transformace, kdy by na sebe snímky již mnohem lépe 
(v ideálním případě zcela přesně) lícovaly. Posuv jednoho z dvojice snímků by mohl být 
realizován skrze jednoduchou záměnu pozic indexů dílčích pixelů v rámci programového 
zpracování, obdobně rotace by byla realizovatelná skrze natočení snímku o patřičný úhel 
(implementovaná funkce Matlabu imrotate). Pro účely této práce však bude užitečnější použít 
vztah (21), tedy transformační funkci pro rigidní transformaci obrazu. Aplikováním této 
transformace na vstupní obraz bude efektivně dosaženo jeho posunutí a pootočení  
o příslušnou hodnotu v průběhu jednoho kroku, což bude klást nejspíše menší požadavky na 
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paměťové nároky než první navrhovaný postup. Jelikož výpočet nových pozic obrazu pomocí 
popsané transformační matice může odkazovat na pozice mimo předem známou mřížku bodů 
v matici (např. na pomezí prvního a druhého pixelu v prvním sloupci), bude nutné zahrnout 
do funkce realizující tuto operaci také interpolaci. Pro jednoduchost a snadnější 
naprogramování byla pro tento účel použita aproximační metoda nejbližšího souseda, uvedená 
v kapitole 3.3. 
4.2.4 Optimalizační úloha 
Pokud definujeme transformaci použitelnou k úpravě jednoho z dvojice obrazů 
(konkrétně posuv a rotace) a známe li podobnostní kritérium, které dokáže efektivně 
vyhodnotit podobnost mezi těmito obrazy, zbývá jen nalézt patřičné parametry této 
transformace tak, aby výsledné podobnostní kritérium bylo co nejlepší. Nastává tak 
optimalizační problém, kdy hledáme parametry posuvu či rotace takové, aby po provedení 
rigidní transformace byla hodnota podobnostního kritéria co nejvyšší.  
V rámci prohledávání v každém kroku optimalizace je situace následující: pokud 
bychom uvažovaly pouze parametry posuvu, mohl by se plovoucí obraz posunout pouze 
v rámci jednoho směru, nebo zůstat ve výchozí pozici, nebo se posunout směrem do jednoho 
ze čtyř dobře známých kvadrantů, jak znázorňuje obrázek 7. 
 
Obr. 7: Zobrazení kvadrantů v kartézském souřadném systému. 
Ve dvourozměrném prostoru by tak nejbližší okolí kolem výchozího bodu 
představovalo 8 možností ke zjištění funkčních hodnot při hledání maxima, společně 
s počáteční pozicí by pak bylo maximum hledáno v rámci devíti hodnot. Pokud bychom 
provedli omezení z hlediska maximálního posuvu a aplikovali úplné vyplnění celého prostoru, 
výsledek by mohl vypadat např. tak, jak je znázorněno na obrázcích 8 a 9 (snímky vznikly 
během průběžného testování a ladění programu). 
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Obr. 8:  Grafické znázornění průběhu kosínového kritéria v závislosti na posuvu    
 plovoucího obrazu od pevného (v tomto případě je plovoucí snímek totožný   
 s pevným snímkem, jedná se o 1. snímek z červené řady), je prohledán celý  
 vymezený prostor (maximální posuv obousměrně o 10 pixelů).    
  
 
Obr. 9: Grafické znázornění průběhu kosínového kritéria v závislosti na posuvu    
   plovoucího obrazu od pevného (porovnávání druhého a třetího snímku  
   červené řady), je prohledán celý vymezený prostor (maximální posuv  
   obousměrně o 10 pixelů). 
- 35 - 
 
Prostřední prvek matice na obrázcích 8 a 9 představuje nulové posunutí plovoucího 
obrazu, a v případě naprosté shody plovoucího obrazu s pevným obrazem by logicky hodnota 
podobnostního kritéria prostředního prvku byla maximální (obrázek 8). Pokud však bude 
jeden ze snímků ve zkoumané dvojici mírně posunut vůči druhému (což platí v podstatě pro 
všechny poskytnuté snímky), nejvyšší podobnostní kritérium již nebude zastoupeno 
v prostředním prvku matice, ale na pozici v matici odpovídající posuvu plovoucího snímku  
o takový počet pixelů, kdy je právě nejvyšší shoda pevného i plovoucího snímku (znázorněno 
na obrázku 9).  
Budeme li při prohledávání okolí uvažovat zároveň i rotaci, stane se situace složitější, 
jelikož nastává doplnění o třetí rozměr. Bude existovat 33 možností, v jaké pozici se může 
vzhledem k výchozímu bodu nacházet nejlepší hodnota podobnostního kritéria. V takovém 
případě by bylo úplné prohledávání celého prostoru velice zdlouhavé a výpočetně náročné, 
tvorba optimalizační úlohy se tak stává skutečně nezbytým krokem.  
Optimalizace tedy bude probíhat v rámci trojrozměrného prostoru, kdy první dva 
rozměry jsou tvořeny posuvem plovoucího obrazu v horizontálním a vertikálním směru (do 
kladných či záporných hodnot). Natočení plovoucího obrazu (do kladných či záporných 
hodnot) bude reprezentovat třetí rozměr prohledávaného prostoru. Jako optimalizační metoda 
byla pro tento úkol zvolena metoda pracující na principu nejstrmějšího sestupu (v tomto 
případě přesněji růstu, jelikož je hledáno maximum). Prvním krokem této metody je primární 
odhad parametrů posuvu a rotace, vzhledem k jisté podobnosti většiny snímků jsou tyto 
hodnoty zpočátku voleny jako nulové. Následuje prohledávání nejbližšího okolí, kdy nalezené 
maximum je vyhodnoceno jako nejlepší možný krok a dochází k posuvu výchozího bodu 
patřičným směrem. Následuje opětovné prohledávaní okolí a opakování celého mechanismu, 
dokud není hodnota podobnostního kritéria pro parametry posuvu a rotace výchozího bodu 
vyšší než jakákoliv hodnota v nejbližším okolí. Pro redukci vzniklých chyb kvůli případnému 
zacyklení je druhou možností ukončení prohledávání situace, při níž je dosaženo maximální 
hodnoty předem stanoveného počtu iterací. Výstupem metody jsou parametry posuvu  
a rotace, pro které skončilo prohledávání (byla nalezena nejvyšší hodnota podobnostního 
kritéria, nebo bylo dosaženo maximálního počtu iterací).  
Jisté riziko popsaného postupu však spočívá v možnosti snadného uvíznutí v lokálním 
extrému. Později (v popisu programové části práce) bude nicméně ukázáno, že se jedná  
o malou daň v porovnání s podstatně vyššími paměťovými nároky, které by doprovázely 
sofistikovanější optimalizační metody. Navíc vzhledem k charakteru poskytnutých snímků, 
které jsou vůči sobě jen mírně posunuty či pootočeny, je riziko uvíznutí v lokálním extrému 
nižší. 
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4.2.5 Slícování snímků 
Výstupem předcházející optimalizační úlohy jsou parametry pro posuv a natočení 
plovoucího snímku, které slouží ke slícování dvojice obrazů. Pokud proběhla optimalizační 
úloha správně, bude pravděpodobně i výsledek slícování korektně proveden. Slícování bude 
totiž provedeno s takovými hodnotami posuvu či rotace plovoucího snímku, pro které nalezla 
optimalizační úloha maximální podobnostní kritérium.  
Za monomodální lícování označme lícování dvojic snímků v rámci jedné 
monochromatické řady snímků, optimalizační funkce bude v takovém případě hledat 
maximální jasové podobnostní kritérium.  
Po získání tří monochromatických řad (červené, zelené a modré) takto slícovaných 
snímků bude následovat multimodální slícování trojic snímků na totožných pozicích 
z hlediska pořadí (lícován bude tedy např. první zelený snímek s prvním červeným a prvním 
modrým, druhý zelený s druhým červený a druhým modrým atd.). Multimodální lícování 
bude pro zjišťování parametrů rigidní transformace využívat optimalizační funkci hledající 
maximální informační podobnostní kritérium. 
4.3 Popis programu 
Zdrojové kódy vytvořené v rámci této diplomové práce byly vypracovány v programu 
Matlab. Vytvořený program realizuje postup zpracování získaných snímků, jak bylo uvedeno 
v kapitole 4.2. Schematicky jsou nejdůležitější prvky programu znázorněny na obrázku 10. 
 
 
Obr. 10: Schéma posloupnosti programového zpracování poskytnutých snímků. 
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Hlavní skript načítá poskytnutá data a provádí rozklad zvolených snímků na tři dílčí 
barevné řady, jak bylo popsáno v kapitole 4.2. Z důvodu větší dosažitelné přesnosti v pozdější 
fázi programu (a také pro usnadnění některých výpočtů) jsou všechny snímky převedeny na 
datový typ double. Následuje vykreslení prvního snímku z červené barevné řady, který je již 
automaticky částečně ořezán (na okrajích každého snímku je velká, leč diagnosticky 
bezvýznamná oblast). U tohoto snímku pak uživatel zvolí dva protilehlé body pomyslného 
obdélníku, čímž přesněji vymezí zájmovou oblast (ROI) pro budoucí číslicové zpracování 
všech snímků. Při výběru těchto bodů nezáleží na jejich pořadí, musí však být úhlopříčně 
protilehlé v rámci zmíněného pomyslného obdélníku. Všechny snímky ze všech barevných 
řad budou následně oříznuty na zvolenou oblast, dále se již bude pracovat pouze s takto 
upravenými snímky. Tento popsaný krok je velmi důležitý, jelikož všechny poskytnuté 
snímky kromě očního pozadí obsahují i relativně rozlehlou okolní oblast, která však 
neobsahuje struktury potřebné k hodnocení očního pozadí. Manuální zvolení ROI zachová 
téměř veškerou pro tuto práci důležitou informaci (tedy strukturu očního pozadí)  
a zároveň výrazně zmenší velikost všech snímků, čímž sníží paměťové nároky programu. Při 
manuálním výběru ROI je důležité, aby uživatel tuto oblast zvolil vhodně, tj. aby v ní byla 
zahrnuta většina důležitých struktur očního pozadí, a zároveň aby do výběru nebyly zahrnuty 
rušivé elementy (např. odraz zdroje světla osvětlovací diody) které by mohly výrazně 
znehodnotit výsledky měření. 
V následujících krocích program načítá (nebo si definuje) parametry vstupující do 
používaných funkcí, které realizují příslušné dílčí operace. Byla vytvořena samostatná funkce 
pro výpočet kosínového kritéria dvojice obrazů (kos_krit.m), výpočet informačního kritéria 
(inf_krit.m). Dále byly vytvořeny tři varianty optimalizačních funkcí (optimalizace_3D.m, 
optimalizace_mono.m, optimalizace_multi.m), funkce pro výpočet podobnostního kritéria za 
současné aplikace rigidní transformace (rigid_transf_mono.m, rigid_transf_multi.m), která je 
využívána při optimalizační funkci, a také funkce pro ukázkové slícování dvojice snímků 
(slicovani.m). Poslední vytvořená funkce (transform.m) pak slouží pouze k realizaci rigidní 
transformace při fázi lícování snímků. Všechny funkce jsou podmnožinou hlavního skriptu 
(KADLA_DP.m) který je implementován do grafického rozhraní. Pro usnadnění představy o 
propojení jednotlivých funkcí může posloužit schéma na obrázku 11. Podrobnější popis 
jednotlivých funkcí lze nalézt v následující kapitole.  
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Obr. 11: Schéma závislosti využívaných funkcí a znázornění jejich propojení.  
Jak vyplývá ze schématu na obrázku 10, strukturu výpočtu programu lze rozdělit na tři 
hlavní fáze. První fáze již byla popsána v přecházejícím odstavci, jedná se především o 
přípravnou fázi, ve které je z výstupních částí realizováno pouze vykreslení slícování 
ukázkové dvojice. Ve druhé fázi je realizováno především monomodální lícování, vznikají 
zde tři nové monochromatické řady slícovaných snímků (každý snímek je lícován na první 
v dané řadě). Tyto tři řady snímků jsou postupně vykresleny, uživateli se v samostatném okně 
zobrazují vždy tři snímky (z každé barevné řady jeden) o totožném pořadí (tedy první 
červený, zelený a modrý, následuje druhý červený, zelený a modrý atd.). Doba mezi 
překreslením stávajících snímků na následující je napevno nastavena na dvě sekundy. Třetí 
(poslední) fáze programu provádí výpočet multimodálního lícování. Tři monochromatické 
řady slícovaných snímků z druhé fáze jsou ve třetí fázi slícovány na sebe a je tak vytvořena 
nová řada barevných snímků. Tato řada je opět uživateli v samostatném okně vykreslena, opět 
s prodlevou dvou sekund na každý snímek. 
4.3.1 Funkce pro kosínové kritérium 
Vstupem této funkce (kos_krit.m) jsou dva obrazy, přičemž první je stanoven jako 
pevný, druhý jako plovoucí. Předpokladem je, aby oba obrazy byly šedotónové, nutností jsou 
i totožné rozměry obou obrazů.  
Výpočet kosínového kritéria je realizován pomocí vektorových operací, jak je uvedeno 
ve vztahu (2) pro toto kritérium. Tato funkce je ze všech naprogramovaných funkcí nejkratší 
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(pouze jeden řádek čistě zdrojového kódu), je však stěžejní pro dosažení požadovaných cílů 
této práce. Z důvodu předpokladu budoucího (často opakovaně počítaného) kosínového 
kritéria dílčích dvojic obrazů, stejně jako možnosti snadného ladění programu je 
implementace vzorce (2) do této funkce výhodná. 
Výstupem funkce je hodnota kosínového kritéria pro zadanou dvojici vstupních 
obrazů. Pro doplnění lze zmínit, že tato hodnota se pohybuje v rozmezí od 0 do 1, přičemž 1 
představuje maximální shodu (kdy oba vstupní obrazy jsou totožné). 
4.3.2 Funkce pro informační kritérium 
Jedná se o velmi podobnou funkci, jako bylo funkce pro kosínové kritérium. Vstupem 
je opět dvojice obrazů (pevný a plovoucí), výstupem je hodnota podobnostního kritéria, vyšší 
hodnota kritéria opět znamená větší podobnost vstupních obrazů. Tato funkce (inf_krit.m) je 
však již výpočetně podstatně náročnější, jelikož počítá vzájemnou informaci obsaženou ve 
vstupních obrazech. Nejprve jsou počítány vlastní histogramy vstupních obrazů (dle vztahu 8 
v teoretické části práce), dále je sestaven vzájemný histogram těchto obrazů (vztah 9). Na 
základě těchto proměnných jsou kalkulovány pravděpodobnosti (dle vztahů 10 a 11), které 
slouží pro výpočet entropií (ze vztahu 12 a 13). Získané entropie pak jsou podkladem  
k výpočtu výsledné vzájemné informace dle vztahu (7). Funkce pro informační podobnostní 
kritérium je volána v případě, že jsou porovnávány obrazy z odlišných barevných řad. 
4.3.3 Funkce pro provedení rigidní transformace 
K zjištění podobnostního kritéria za současného posuvu či natočení plovoucího obrazu 
vůči pevnému slouží funkce rigid_transf_mono.m a rigid_transf_multi.m. Obě tyto funkce 
jsou téměř totožné, liší se pouze v posledním (případně prvním) kroku zdrojového kódu 
z hlediska jejich použití. Funkce rigid_transf_mono.m ve fázi výpočtu podobnostního kritéria 
volá funkci pro kosínové podobnostní kritérium (popsané v kapitole 4.3.1) a je tedy využívána 
při monomodálním lícování. Funkce rigid_transf_multi.m je naopak využívána při 
multimodálním lícování, jelikož si ve zmíněném kroku volá funkci pro informační kritérium 
(kapitola 4.3.2).  
Až na zmíněnou část je struktura obou typů funkcí totožná – vstupem jsou dva obrazy 
(pevny, plovouci) a hodnoty požadovaného posunutí a natočení plovoucího obrazu (posx, 
posy, theta). Nejprve funkce zkontroluje, zda vstupní parametry nejsou nulové (pokud ano, 
podobnostní kritérium je vypočteno okamžitě a funkce je ukončena). Následuje sestavení 
transformační matice popsané vztahem (21), která je v zápětí využita k výpočtu nového 
(posunutého) obrazu. V tomto novém obrazu kvůli posunutí patřičným směrem (nebo rotaci) 
vzniknou oblasti s nežádoucí (nulovou) hodnotou. Jelikož by tyto oblasti výrazně ovlivňovali 
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výslednou hodnotu podobnostního kritéria, je nedílnou součástí funkce i ořezání takto 
získaného nového plovoucího obrazu na menší velikost (aby se v obrazu tyto nežádoucí 
hodnoty nevyskytovaly). O stejný počet pixelů je zároveň oříznut i pevný obraz, jelikož 
kalkulace podobnostního kritéria vyžaduje snímky o stejné velikosti. Po provedení 
transformace a ořezání obrazu je již spočítáno vhodné podobnostní kritérium (kosínové nebo 
vzájemná informace) a hodnota tohoto kritéria (pk) představuje výstupní proměnnou funkce. 
Platí přitom, že čím je tato hodnota vyšší, tím si jsou dva vstupní obrazy funkce více podobné. 
Hodnota podobnostního kritéria je vždy počítána z největší společné části mezi původním, tj. 
pevným obrazem, a obrazem plovoucím (transformovaným dle zadaných parametrů), čili 
z obou snímků již oříznutých na totožnou velikost při zachování co největší možné společné 
oblasti.   
Třetí varianta této funkce je transf.m, která se od předcházejících odlišuje tím, že 
v rámci vstupních parametrů figuruje pouze jeden obraz. Výstupem u této varianty tak není 
podobnostní kritérium, ale pouze transformovaný obraz dle zadaných parametrů. Takto 
upravená funkce je využívána momentě, kdy jsou známy parametry posuvu a natočení 
jednoho z dvojice obrazů pro optimální podobnostní kritérium, přičemž opětovné volání jedné 
z předchozích varant funkce (s implementovaným výpočtem podobnostního kritéria) by bylo 
zbytečně výpočetně náročné.   
4.3.4 Optimalizační funkce pro hledání podobnostního kritéria 
Z hlediska výpočetní náročnosti je tato funkce nejnáročnější ze všech použitých 
v tomto projektu. Vstupem funkce je opět dvojice obrazů (první pevný, druhý plovoucí), dále 
tři parametry definující maximální posuv v horizontálním i vertikálním směru (max_posuv)  
a maximální natočení (max_rot). Tím je definován trojrozměrný prostor, uvnitř kterého 
dochází k prohledávání okolí v každém kroku a případně i k posuvu výchozího bodu 
patřičným směrem až do pozice, pro kterou je hodnota podobnostního kritéria nejvyšší. 
Na počátku si funkce ověří totožnou velikost vstupních snímků, pokud mají snímky 
rozdílnou velikost je pomocí funkce imresize (implementována v Matlabu) velikost 
plovoucího obrazu upravena na velikost obrazu pevného. Funkce imresize využívá bikubickou 
interpolaci (případně extrapolaci) a tento úkon je v případě rozdílné velikosti obrazů 
nezbytným krokem, jelikož podobnostní kritérium vyžaduje obrazy o totožné velikosti. 
Následně je stanoven nulový počet iterací, v každém kroku prohledávání okolí a hledání 
maxima je počet iterací navýšen o jednu hodnotu. Maximální počet iterací je stanoven jako 
součet maximální povolené rotace a dvojnásobku maximálního posuvu (což simuluje 
rovnoměrný lineární posuv z počátečního odhadu do jednoho z rohů pomyslné trojrozměrné 
krychle). Realizace kroků prohledávání je provedena pomocí cyklu typu while. Tento cyklus 
je přerušen, jakmile se již v nejbližším okolí nenachází lepší hodnota podobnostního kritéria 
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než v posledním zjištěném bodě, nebo jakmile je dosaženo maximálního počtu iterací. Posuv 
či rotace jsou vždy realizovány pouze po jedné hodnotě v libovolném směru, pokud je zjištěný 
směr optimální tak je hodnota posuvu či rotace pro daný směr navýšena (nebo snížena 
v případě záporného směru) o jednu jednotku.  
Podobně jako funkce z předešlé kapitoly, i tato funkce pro optimalizaci existuje ve 
dvou základních variantách. Funkce optimalizace_mono.m při realizaci posuvu a rotace 
využívá funkci rigid_transf_mono.m, hledá tedy maximální hodnotu kosínového kritéria a je 
využívána pro monomodální lícování. Funkce optimalizace_multi.m pak funguje obdobným 
způsobem, odlišnost spočívá pouze v tom, že hledá maximální informační kritérium (k čemuž 
si volá funkci rigid_transf_multi.m) a je využívána při multimodálním lícování. Výstupem 
funkce jsou v obou případech hodnoty posuvů a natočení (posuvx, posuvy, rot), pro které bylo 
zjištěno maximální podobnostní kritérium.  
Při vytváření programu a ladění byla vytvořena také testovací varianta této funkce, 
která vytváří trojrozměrnou matici pro ukládání cesty hledání optima. Tato testovací funkce 
měla navíc jednu výstupní hodnotu - matici znázorňující průběh optimalizační úlohy. Ukázka 
výsledku průběhu jedné dílčí optimalizace pro dvojici snímků je uvedena na obrázku 12.  
 
- 42 - 
 
Obr. 12: Průběh optimalizační funkce při hledání parametrů posuvu a rotace pro  
        zjištění maximálního podobnostního kritéria. Nejlepších výsledků bylo  
        dosaženo při posuvu plovoucího snímku o -2 pixely v obou směrech a  
        nulovém natočení. 
4.3.5 Funkce pro slícování 
Struktura této funkce je velice podobá funkci uvedené v kapitole 4.3.3 pro realizaci 
rigidní transformace. V první variantě této funkce (slicovani.m) je provedena transformace 
plovoucího obrazu dle zadaných vstupních parametrů (posx, posy, theta) a případné oříznutí 
obou snímků na totožnou velikost. Výstupem funkce však již není hodnota podobnostního 
kritéria těchto dvou obrazů, nýbrž jeden snímek (proměnná obraz) vzniklý slícováním 
zmíněných snímků. Slícování je provedeno dvoubarevně - pixely prvního snímku jsou 
vykresleny červeně, pixely druhého snímku zeleně. Je tak zaručeno, že oblasti výsledného 
snímku s korektně provedeným slícováním budou vykresleny žlutou barvou, v ideálním 
případě tedy celý výsledný fúzovaný snímek bude žlutý. 
Uvedená první varianta funkce je využita pouze v jedné fázi hlavního skriptu, kdy 
dochází k ukázkovému vykreslení průběhu slícování dvojice snímků. Pro nalícování všech 
snímků do tří nových řad slícovaných monochromatických snímků (či jedné řady slícovaných 
barevných snímků) slouží druhá varianta této funkce (transform.m). V tomto případě funkce 
pracuje pouze s jedním obrazem - provede pouze transformaci vstupního obrazu dle zadaných 
parametrů posuvu či natočení (a také ořezání na pouze platné pozice). 
4.3.6 Ovládání programu, grafické rozhraní a výstupy 
Jedním z úkolů diplomové práce byla i tvorba uživatelsky přívětivého prostředí. Jedná 
se především o implementaci hlavního skriptu, který využívá v předchozích kapitolách 
popsané funkce do tohoto grafického rozhraní. 
Grafické uživatelské rozhraní programu (GUI) vytvořené pro tuto práci se skládá ze tří 
bloků pro zadávání parametrů (ke zpracování a zobrazení snímků) a z jednoho spouštěcího 
tlačítka. Po spuštění si program průběžně vytváří (i zavírá) některá další okna pro dílčí 
zobrazení důležitějších snímků či dialogových oken. V rámci GUI existuje ještě jedno skryté 
okno, které slouží pouze pro vykreslení výsledků fůze dvou zvolených monochromatických 
snímků. Toto okno je v pracovním prostoru GUI po spuštění skryto a objeví se dodatečně, 
jakmile program zpracuje patřičnou výpočetní oblast a realizuje vykreslení.  
Uživatel programu zadává rozmezí (první a poslední obrázek), v jakém se budou 
načítat a zpracovávat snímky. Pro tuto práci bylo poskytnuto celkem 106 snímků, z důvodu 
vysoké náročnosti programu a velikosti těchto snímků je však nereálné zpracovávání všech 
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snímků zároveň. Pro snesitelnou rychlost průběhu programu je doporučeno načítat celkově 
jen maximálně 8 až 10 snímků (tedy např. druhý až desátý snímek). Dále uživatel zadává,  
u kterých dvou snímků chce zobrazit monomodální slícování (pro tuto operaci je potřeba ještě 
zvolit monochromatickou barevnou řadu, ze které jsou tyto snímky vybrány). Poslední 
parametry zadávané uživatelem jsou hodnoty maximálního posuvu a natočení plovoucích 
snímků při hledání maximálního podobnostního kritéria v průběhu optimalizační funkce. Tato 
volba rovněž výrazně ovlivňuje výpočetní náročnost programu, z toho důvodu je doporučeno 
zadávat maximální hodnoty posuvu a natočení cca 8 pixelů resp. 8°. Je samozřejmě možné 
zadat i větší hodnoty maximálního posuvu či natočení, v některých případech lze takto 
dokonce dospět k lepším výsledkům programu při slícování, je ovšem nutno počítat  
s  nárůstem doby výpočtu. Naopak příliš vysoké hodnoty maximálního posuvu či rotace 
mohou v extrémních případech způsobit konvergenci optimalizační úlohy do nesmyslného 
optima. Příklad správně vyplněných vstupních parametrů uvádí obrázek č. 13. Nastavení 
hodnot záleží na uživateli, v tomto případě je zadáno načtení všech snímků z poskytnuté 
barevné řady počínaje snímkem desátým a konče snímkem osmnáctým. Je zvoleno zobrazení 
průběhu slícování dvanáctého a třináctého snímků z červené barevné řady, maximální úhel 
natočení je stanoven na 3 stupně, maximální posuv je stanoven na 6 pixelů. 
 
Obr. 13: Zobrazení GUI s vyplněním všech nezbytných parametrů pro spuštění  
        programu. 
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Jakmile jsou vyplněny nezbytné parametry, jediné tlačítko v rámci celého GUI slouží 
ke spuštění programů. Jakmile je program spuštěn, provede se načtení snímků a jejich 
automatické částečné oříznutí (jelikož obsahují velké množství nepotřebné informace).  
Následuje rozklad na dílčí barevné (RGB) složky a uživateli se vykreslí první snímek 
z červené barevné řady. U tohoto snímku je potřeba, aby uživatel vymezil ROI. Určení oblasti 
uživatel provede vybráním dvou protilehlých bodů pomyslného obdélníku vymezujícího ROI. 
Vykreslený i všechny ostatní snímky budou ořezány pouze na tuto vybranou oblast. Volba 
oblasti rovněž ovlivňuje výpočetní náročnost, není proto vhodné, aby tato oblast byla příliš 
velká. Je však také potřeba dát pozor, aby vybraná oblast obsahovala z diagnostického 
hlediska všechny důležité detaily očního pozadí. Ukázka vhodně vybrané zájmové oblasti je 
na obrázku 14 vpravo, levá část obrázku pak znázorňuje velmi nevhodně zvolenou zájmovou 
oblast. 
  
Obr. 14: Nevhodně zvolené ROI (vlevo) a vhodně zvolené ROI (vpravo). 
Pokud při stisknutí tlačítka pro spuštění programu nejsou zadány všechny požadované 
hodnoty (nebo jsou zadány nesmyslně), program zahlásí chybu zobrazením varovného okna 
s příslušným upozornění. Výpočet programu by v  případě zadání nesmyslných hodnot (např. 
příliš velkého posuvu, nulové pozice snímku apod.) neměl relevantní výpovědní hodnotu, 
popřípadě by nemohl být vypočten vůbec, proto kromě zobrazení varovné zprávy dojde 
v takovém případě i k zastavení výpočtu programu (obrázek 15). 
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Obr. 15: Zobrazení varovné zprávy při chybném zadání prvního snímku k načtení. 
Do oblasti v GUI poblíž zadávaných parametrů se zobrazí snímek vzniklý 
monomodální fůzí zadané dvojice snímků z vybrané barevné řady (obrázek 16). Není přitom 
podmínkou, aby vybrané snímky byly sousedící (musí však být z totožné barevné řady). 
   
Obr. 16: Vlevo snímek vzniklý monomodální fúzí 5. a 7. snímku ze zelené barevné  
      řady, téměř celý snímek je díky slícování dvou snímků (první  
       vykreslen červeně, druhý zeleně) zobrazen žlutou barvou. Vpravo ukázka,  
      jak by takový snímek vypadal bez předchozího slícování (je zde již  
      podstatně více barevných diferencí). 
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Nejvíce výpočetně náročná část programu následuje krátce po vymezení ROI, kdy 
dochází k proběhnutí především dvou klíčových for cyklů, ve kterých je opakovaně volána 
optimalizační funkce (stejně tak jsou volány funkce pro slícování) nejprve pro monomdální, 
následně pro multimodální slícování. Pro přibližnou úroveň postupu programu se na začátku 
monomodálního i multimodálního lícování objeví okno ukazující postup zpracování snímků. 
Průběh tohoto okna se po dílčích krocích vždy aktualizuje, dokud není výpočet ukončen. 
První fázi programu lze označit za přípravnou, probíhá v ní především načtení a 
oříznutí požadovaných snímků, jejich další úprava a vykreslení slícováni uživatelem zvolené 
dvojice. Výsledky této první fáze jsou pouze dílčí, některé navíc již byly zmiňovány 
v dřívějších kapitolách. Významnější z hlediska interpretace již jsou výsledky během druhé 
fáze programu, kdy probíhá monomodální lícování každého snímku s prvním snímkem 
v rámci každé barevné řady. Ukázka takového výsledku je uvedena na obrázku 17, kde je 
zobrazen první snímek z každé barevné řady a následně druhý snímek vždy ze stejné barevné 
řady, který byl na první snímek nalícován. Po spuštění programu a dokončení výpočtu této 
části se uživateli zobrazí sekvence takto po sobě nalícovaných snímků, každý snímek je 
zobrazen s dvousekundovým intervalem pro prohlédnutí. 
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Obr. 17: Dílčí výsledek monomodálního lícování, první snímky (nahoře) z příslušné  
        barevné řady a druhé, slícované snímky z totožné barevné řady (dole). 
Třetí fáze programu je obdobná té druhé, pouze s tím rozdílem, že probíhá již 
multimodální lícování trojic snímků (o totožném pořadí) získaných během předcházejícího 
kroku. Jeden takový dílčí snímek znázorňuje obrázek 18. Po spuštění programu a proběhnutí 
poslední fáze se uživateli opět zobrazí postupně sekvence takto nalícovaných a sloučených 
snímků, opět s prodlevou dvou sekund mezi každým snímkem. 
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Obr. 18: Výsledný barevný snímek, získaný multimodální fúzí prvního červeného,  
       zeleného a modrého snímku. 
Výsledek programu může být ovlivněn některými zadanými parametry. Konkrétně 
např. přesnost slícování může být zhoršená při zadání příliš nízkých maximálních dovolených 
hodnot posuvu a rotace plovoucího snímků. Výpočetní náročnost programu je nejvíce 
ovlivněna množstvím zpracovávaných snímků, velikostí zvolené ROI a samozřejmě také 
zadanými parametry pro maximální posuv a rotaci plovoucího snímků v průběhu 
optimalizace. Dobra výpočtu programu může být také ovlivnitelná hardwarovou konfigurací 
počítače, na kterém je program spouštěn. 
4.4 Zhodnocení výsledků programu 
Byl napsán zdrojový kód pro požadovaný způsob číslicového zpracování 
poskytnutých snímků. Taktéž bylo vytvořeno uživatelské rozhraní (GUI), které umožňuje 
ovládání programu ze strany uživatele. Při tvorbě GUI byl kladen důraz na jednoduchost  
a přehlednost, ze strany uživatele jsou tak kladeny minimální nároky na množství 
požadovaných úkonů. Uživatel vyplňuje pouze šest editovatelných polí a vybere ze tří 
nabízených možností u jedné nabídky. Spuštění programu je realizováno jediným tlačítkem, 
v případě chybného zadání hodnoty do některého z pole se zobrazí varovné upozornění. Pro 
jednoduchost a názornost jsou však jednotlivá pole GUI již předem vyplněna.  
Program vykazuje vysokou výpočetní náročnost, kterou však lze alespoň částečně 
redukovat vhodně zvolenými vstupními parametry. Míra úspěšnosti slícování snímků je do 
jisté míry závislá na zadaných parametrech. Pokud jsou zadány větší maximální hodnoty 
možného natočení posuvného snímku, optimalizační funkce může v některých případech 
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nalézt lepší hodnoty posuvu a rotace, čímž bude docíleno vyššího podobnostního kritéria při 
slícování a tedy lepšího výsledku. Zároveň však hodnota maximálního posuvu a rotace 
nemalým dílem ovlivňuje výpočetní náročnost programu. Při zpracování příliš velkého 
množství snímků může být také dosaženo nižší přesnosti, jelikož vzdálenější snímky mohou 
být méně podobné prvnímu, ke kterému mají být nalícovány. Navržený algoritmus použité 
optimalizační metody může uvíznout v lokálním extrému, vzhledem k charakteru vstupních 
dat je to však nepravděpodobné. Pokud by do algoritmu byly zahrnuty některé typy 
flexibilních transformací, popsaných v kapitole 3.2.2, program by mohl dosahovat lepších 
výsledků. Použití sofistikovanějších transformací by však na druhou stranu mohlo vést 
k nárůstu výpočetní náročnosti programu, což by bylo velmi nežádoucí vzhledem k už tak 
dosti velké výpočetní náročnosti. 
Nabízí se porovnání finálních složených barevných snímků z dílčích slícovaných trojic 
s původními poskytnutými snímky. Příklad takového porovnání poskytuje obrázek 19. Je 
dobré mít na paměti, že výsledné složené snímky by neměly být zcela totožné s poskytnutými 
snímky co do pozičních souřadnic konkrétních pixelů. Jelikož se jedná o časovou interpolaci, 
měl by složený snímek co nejvěrněji reprezentovat pomyslný mezistav mez dvěma 
sousedními snímky, což lze u většiny výsledných snímků považovat za splněné. 
   
Obr. 19: Vlevo výřez z původního poskytnutého barevného snímku, vpravo  
      odpovídající snímek vytvořený navrženým algoritmem pomocí slícování. 
Obrázek 20 je ukázkou finálního výstupu – zobrazuje šest výsledných barevných 
snímků, vzniklých při načtení dvacátého až dvacátého šestého snímku při maximálním 
dovoleném posuvu 10 pixelů a maximální rotaci 8°. 
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Obr. 20: Výsledná sekvence šesti barevných snímků získaných pomocí  
       multimodálního lícování. 
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Závěr 
Tato práce poskytuje stručný výčet nejdůležitějších komponent klasické fundus 
kamery s vysvětlením jejich významu pro funkci zobrazovacího systému. Byla objasněna 
problematika získání snímku očního pozadí pomocí tohoto zobrazovacího systému. Dále je 
v práci rozepsána problematika fúze obrazů, důraz je kladen především na podobnostní 
kritéria transformace související s lícováním obrazů. 
Praktická část práce se skládá z hlavního skriptu, několika funkcí a grafického 
uživatelského rozhraní. Vypracovaný program realizuje načtení volitelného množství snímků 
a jejich rozklad na jednobarevné řady. Jako výsledek monomodálního slícování se uživateli 
zobrazí ukázkové slícování dvojice snímků, následuje vykreslení posloupnosti tří 
monochromatických řad nalícovaných snímků. Výsledkem multimodální fúze je jedna 
barevná řada snímků, získaná slícováním tří monochromatických řad z přecházejícího kroku. 
Tato barevná řada je rovněž uživateli vykreslena.  V práci je popsána realizace navrženého 
algoritmu v programu Matlab a čtenář je seznámen s rozvržením, ovládáním a funkcemi 
programu. V poslední části diplomové práce jsou prezentovány vybrané ukázky výsledků  
a průběhu spuštěného programu.  
Kvalitu výsledného slícování lze do jisté míry ovlivnit nastavením vyšších 
maximálních hodnot posuvů a rotace. Zdrojem případných chyb může být použitá 
optimalizační metoda, u které nemusí být ve všech případech zaručena konvergence do 
optima. Mezi pozitiva zvolené metody však patří jednoduchost realizace a relativně nízká 
výpočetní náročnost. Lepších výsledků při slícování by bylo nejspíše dosaženo také při 
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- snímek získaný při spouštění programu 
Obr. 16: Vlevo snímek vzniklý monomodální fúzí 5. a 7. snímku ze zelené barevné  
           řady, téměř celý snímek je díky slícování dvou snímků (první  
            vykreslen červeně, druhý zeleně) zobrazen žlutou barvou. Vpravo ukázka,  
           jak by takový snímek vypadal bez předchozího slícování (je zde již  
           podstatně více barevných diferencí). 
- upravený výstup programu 
Obr. 17: Dílčí výsledek monomodálního lícování, první snímky (nahoře) z příslušné  
        barevné řady a druhé, slícované snímky z totožné barevné řady (dole). 
- upravený výstup programu 
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Obr. 18: Výsledný barevný snímek, získaný multimodální fúzí prvního červeného,  
         zeleného a modrého snímků. 
- upravený výstup programu 
Obr. 19: Vlevo výřez z původního poskytnutého barevného snímku, vpravo snímek  
      s totožným pořadím ale vytvořený navrženým algoritmem pomocí slícování. 
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Obr. 20: Výsledná sekvence šesti barevných snímků získaných pomocí  
       multimodálního lícování. 
- upravený výstup programu 
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Seznam použitých zkratek 
 
CCD – „carge coupled device“, druh detektoru hojně využívaného u digitálních  
      zobrazovacích systémů 
FOV – „field of view“, zorné pole zobrazovacího systému 
 GUI – „graphical user interface“, grafické uživatelské prostředí 
LCD – „liquid crystal display“, moderní typ monitoru který nahradil dřívější  
   analogové vakuové obrazovky  
RGB – „red, green, blue“, kódování barvy používané u číslicového zpracování obrazů 
ROI – „region of interest“, oblast zájmu (část snímku klíčová pro následné zpracování) 
USB – „universal serial bus“, druh sběrnice používaný u výpočetní techniky a jeden  
    z možných výstupů některých digitálních systémů 
 
 
 
 
