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Введение
Сегментация изображений является фундамен
тальным процессом в системах компьютерного зре
ния и приложениях, выполняющих обработку и ана
лиз графической и видеоинформации. Данная про
цедура используется для разделения изображения на
отдельные области, которые соответствуют различ
ным объектам реального мира. Сегментацию следует
рассматривать как начальный этап построения фор
мального описания сцены, качество выполнения ко
торого во многом определяет успех решения задачи
распознавания изображений, интерпретации и
идентификации визуально наблюдаемых объектов.
На сегодняшний день известно большое коли
чество алгоритмов сегментации изображений
(АСИ), использующих различные признаки и ха
рактеристики изображений. Необходимо отметить,
что при исследовании АСИ неизменно возникает
две проблемы:
1. выбор АСИ, соответствующего классу анализи
руемого изображения;
2. нахождение критерия, позволяющего оцени
вать обоснованность выбора АСИ.
Таким образом, разработка методов сравнения
качества работы АСИ является актуальной задачей.
Отметим, что оценка результатов сегментации
может быть проведена визуально, однако при этом
окончательные выводы оказываются достаточно
субъективными. Известен альтернативный подход,
в котором оценка качества АСИ проводится по ко
нечному результату работы технической системы,
например в системах технического зрения. Однако
данный подход является скорее качественным, по
скольку в целом удовлетворительные результаты
работы технической системы отнюдь не означают,
что выбран наилучший АСИ.
Для количественной оценки качества сегмента
ции сегодня разработано большое количество кри
териев. Известные критерии количественной
оценки качества сегментации изображений можно
разделить на две группы (рис. 1):
1. Несупервизорные критерии, основанные на
вычислении различного рода статистик, ис
пользуются при отсутствии априорной инфор
мации о сегментах изображения. (В англоязыч
ной литературе для обозначения этого класса
критериев используются следующие термины:
goodness criteria, unsupervised criteria, standalone
criteria [1]).
2. Супервизорные критерии, основанные на вы
числении меры отличия результатов сегмента
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ции и истинной формы объектов (ИФО) изо
бражений. При этом форма объектов может за
даваться экспертами (как в базе изображений
университета Беркли (Berkeley Segmentation
Dataset) [2]) или считается известной. (В англо
язычной литературе для обозначения этого
класса критериев используются следующие тер
мины: discrepancy criteria, supervised criteria, re
ference criteria, а для обозначения ИФО терми
ны reference image, ground truth [1]).
Рис. 1. Классификация эмпирических критериев оценки ка
чества сегментации
Описание данных критериев приводит преиму
щественно в зарубежной литературе [1, 3–18]. Сре
ди русскоязычных публикаций выделим работы
[19, 20]. Существуют специальные пакеты для
оценки качества сегментации изображений, в ко
торых применяются различные критерии качества
[2, 21], однако авторам не удалось найти обоснова
ние использования разработчиками именно вы
бранных ими критериев качества.
Известны попытки проведения сравнительного
анализа супервизорных критериев, позволяющих
выполнять количественную оценку качества сег
ментации изображений [22, 23]. Однако эти работы
также несвободны от ряда недостатков.
В работе [22] для сравнения супервизорных
критериев были использованы 100 изображений.
При этом были выделены три класса результатов
сегментации – недосегментация, пересегментация
и нормальная сегментация (рис. 2). Из рис. 2 вид
но, что контуры объектов, вообще говоря, являют
ся разрывными. В тоже время, авторы [22], не обра
щая внимание на указанное свойство контуров,
выбрали для сравнения те супервизорные крите
рии, значения которых рассчитываются на основе
значений граничных пикселей. Как очевидно, в
условиях разрывности границ контуров сложно го
ворить о выделении объектов на изображении, что
и является целью сегментации.
В работе [23] основное внимание авторы удели
ли анализу качества выделенных при сегментации
границ объектов. При этом они различали следую
щие результаты регистрации – границы с наличи
ем излишне зарегистрированных точек (over detec$
tion), границы с неполной регистрацией точек гра
ницы (under detection) (рис. 3). Для нахождения ко
личественного значения критериев качества выде
ления границ авторы ограничились шестью изо
бражений, представленных на рис. 3. Объем ис
пользуемой выборки, принимая во внимание слу
чайную составляющую имманентно присутствую
щую в задаче сегментации изображений, позволяет
поставить статистическую значимость полученных
результатов под сомнение.
Целью статьи является описание методики
оценки качества сегментации изображений и срав
нительный анализ следующих супервизорных кри
териев оценки качества сегментации: FOM, крите
рий Хаусдорфа (Hausdorff distance), критерий Бад
дели (Baddeley`s distance), DKu, M, RMS, V, RI
критерий, критерий GCE, VIкритерий.
1. Супервизорные критерии оценки качества АСИ
Для количественной оценки качества сегментации
изображений используются следующие критерии:
1. Критерий FOM (Figure of Merit), предложен
ный Праттом, соответствует эмпирическому
расстоянию между ИФО, представленной в ви
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Рис. 2. Примеров классов результатов сегментации, выделяемых в [22]
де контуров It и контурами, полученными в ре
зультате сегментации Is [1]
где card(It) количество пикселей в множестве It,
card(Is) количество пикселей в множестве Is, d(i)
расстояние между iм пикселем Is и ближайшим к
нему пикселем в It.
2. Критерий Хаусдорфа (Hausdorff) – расстояние
между двумя множествами пикселей и ), пред
ложенный в [1]
где h(It,Is)=maxti∈Itminsi∈Is||ti=si||. Если Hausdorf(It,Is)=d,
то это означает, что все пиксели в множестве It нахо
дятся не дальше чем на расстоянии d от пикселей в Is.
3. Критерий RMS (root mean squared error) – сред
не квадратичная ошибка, предложенная в [1]
где Ii(x) интенсивность пикселя x в Ii, X множество
пикселей на сегментируемом изображении.
4. Критерий DKu, предложенный в [1]
5. Критерий M – среднее значение ошибки сег
ментации, предложенный в [1]
6. Критерий V – дисперсия ошибки сегментации,
предложенный в [1]
7. Критерий Баддели (Baddeley), предложенный в [1]
где X – общая область двух результатов сегмента
ции I1,I2; I1,I2 соответствуют пикселям на контурах
в сравниваемых сегментациях; d(x,I)=miny∈Id(x,y);
p≥1. Далее используется обозначение Baddeley(p) –
в скобках указывается выбранное значение p.
8. RIкритерий (Rand Index), предложенный в [24]
Если S={O1,...,On} множество пикселей,
X={x1,...,xr} и Y={y1,...,ys} два результата сегментации,
то a – количество пар элементов в S, которые отне
сены к одному подмножеству в X и в Y; b – количе
ство пар элементов в S, которые отнесены к разным
подмножествам в X и Y; c – количество пар элемен
тов в S, которые отнесены к одному и тому же под
множеству в X и к разным подмножествам в Y; d –
количество пар элементов в S, которые отнесены к
разным подмножествам в X и к одному и тому же в Y.
9. Критерий GCE (Global Consistency Error) – гло
бальная ошибка несовместимости – предло
женный в [25]
где S, S' два ре
зультата сегментации; X={xi,...,xN} пиксели на резуль
татах сегментации; C(S,xi) обозначает сегмент в S, со
держащий пиксель xi; C(S',xi) обозначает сегмент в S',
содержащий пиксель xi; оператор разности множеств.
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Рис. 3. Примеры результатов регистрации границ, выделяемых в [23]
N – количество пикселей, C={ci|i=1,...,n} и
K={kj|j=1,...,m} – два варианта сегментации, коли
чество пикселей, которые являются членами клас
са ci и элементами класса kj.
2. Методика сравнения супервизорных критериев
Для проверки работоспособности критериев
использовалась методика, реализующаяся следую
щей последовательностью действий:
1. Выбор базы, состоящей из не менее 100 изображе
ний и их сегментаций, выполненных человеком.
2. В связи с тем, что сегментация изображений,
выполненная человеком, не однозначна, осу
ществляется случайный выбор из набора воз
можных сегментаций. (Примеры сегментаций,
выполненных четырьмя разными людьми, при
ведены на рис. 4).
3. Вычисление значения количественного крите
рия для случая идеальной сегментации.
4. Выбор алгоритма сегментации.
5. Сегментация изображений с использованием
выбранного АСИ.
6. При необходимости применение операции свя
зывания контуров.
7. Визуальный анализ полученных результатов и
выделение следующих классов результатов сег
ментации (не менее 100 результатов сегмента
ции в каждом классе):
• недосегментация (UNDER) – результат сег
ментации, на котором несколько компонент
ИФО пропущены;
• пересегментация (OVER) – результат сег
ментации, на котором количество выделен
ных компонент больше, чем на ИФО;
• компромиссная (COMPROMISE) – резуль
тат сегментации, который, по мнению чело
века, является похожим на ИФО.
Пример каждого из выбранных типов сегмента
ции изображений представлен на рис. 5.
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Рис. 4. Примеры сегментаций, выполненных человеком (ИФО) изображений из базы университета Беркли
Рис. 5. Примеры изображений трех классов результатов сегментации
8. Вычисление значения критериев для каждого
из выделенных классов результатов сегмента
ции (результат выполнения п. 8 – набор случай
ных величин для случаев пересегментации, не
досегментации и компромиссной сегмента
ции).
9. Исключение аномальных отклонений из набора
случайных величин, полученных в п. 8, с помо
щью известных критериев (например, критерий
Романовского).
10. Статистический анализ случайных величин ко
эффициентов сегментации с исключенными
аномальными значениями:
• вычисление среднего;
• проверка нормальности закона распределе
ния случайных величин;
• проверка статистической значимости отли
чия средних значений.
3. Анализ результатов сравнения критериев
Методика, описанная в предыдущем разделе, бы
ла применена для 300 изображений из базы изобра
жений университета Беркли [2]. В качестве крите
риев оценки качества сегментации изображений бы
ли использованы критерии, описанные в разделе 2.
Грубые отклонения исключались с доверитель
ной вероятностью 0,95. Для проверки соответствия
нормальному закону распределения рассчитывался
критерий КолмогороваСмирнова. Распределение
считалось нормальным при λ<1,3. Значения крите
рия КолмогороваСмирнова для выбранных клас
сов результатов сегментации представлены в табл. 1.
Таблица 1. Значения критерия КолмогороваСмирнова
Таким образом, из табл. 1 видно, что ни один из
критериев оценки качества сегментации для вы
бранных классов результатов сегментации не могут
быть описаны нормальным законом распределе
ния. Для критериев M и V наблюдалось равномер
ное распределения (р.р.) для случая недосегмента
ции (все значения равны нулю).
В связи с тем, что значения критериев качества
сегментации изображений оказываются случайны
ми величинами, законы распределения которых
отличаются от нормальных, для сравнения значи
мости отличий средних мы использовали метод
сравнения двух средних произвольно распределен
ных генеральных совокупностей [26]. Выводы де
лались на основе приближенного критерия (1) при
уровне значимости 0,05.
(1)
где X, Y – две выборки, x–, y– – выборочные сред
ние, DB(X), DB(Y) – выборочные дисперсии.
Средние значения выбранных критериев каче
ства сегментации представлены в табл. 2.
Таблица 2. Средние значения критериев оценки качества АСИ
Из табл. 2 видно, что средние значения критериев
M и V равняются нулю для случая недосегментации.
Это объясняется тем, что в соответствии с использо
ванием критерия Романовского все ненулевые зна
чения были классифицированы как выбросы. Таким
образом, данные критерии нецелесообразно исполь
зовать при сравнительном анализе АСИ.
Таблица 3. Результаты оценки значимости отличий средних
значений
Результаты оценки значимости отличий сред
них представлены в табл. 3. Из таблицы видно, что
отличия средних для критериев FOM и RI оказыва
ются незначимыми. Таким образом, данные крите







1 Baddeley(1) + + +
2 Badeley(5) + + +
3 Baddeley(20) + + +
4 Dku + + +
5 FOM + – +
6 GCE + + +
7 Hausdorff + + +
8 M + + +
9 RI + – +
10 RMS + + +
11 V + + +
12 VI + + +
№ Критерий UNDER OVER COMPROMISE
1 Baddeley(1) 5,7±0,5 16±1 2,2±0,2
2 Badeley(5) 32±1 50±2 8,7±0,3
3 Baddeley(20) 59±3 81±3 16±1
4 Dku 0,00153±0,00008 0,022±0,001 0,0027±0,0001
5 FOM 0,69±0,02 0,16±0,01 0,70±0,02
6 GCE 0,0072±0,0003 0,034±0,001 0,0145±0,0005
7 Hausdorf 81±4 112±4 22±1
8 M 0±0 1,3±0,1 0,019±0,001
9 RI 0,981±0,003 0,854±0,003 0,975±0,003
10 RMS 0,071±0,002 0,270±0,004 0,093±0,002
11 V 0±0 170000±20000 36±3
12 VI 0,063±0,003 0,47±0,01 0,110±0,004
,
( ) ( )B B
x yZ







1 Baddeley(1) 4,158 3,343 3,199
2 Badeley(5) 2,308 3,391 2,142
3 Baddeley(20) 1,741 2,482 2,089
4 Dku 2,432 2,253 2,283
5 FOM 8,203 2,122 6,159
6 GCE 1,994 1,814 1,718
7 Hausdorff 1,651 2,41 2,728
8 M р.р. 1,862 2,379
9 RI 16,421 2,088 17,012
10 RMS 1,574 4,856 2,575
11 V р.р. 2,85 3,33
12 VI 1,753 3,441 1,436
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Заключение
Описана методика, позволяющая вычислять
количественные значения показателя качества сег
ментации изображений. В соответствии с данной
методикой проведен сравнительный анализ супер
визорных критериев оценки качества сегментации
изображений, в том числе критерии: FOM, Хаус
дорфа (Hausdorff distance), Баддели (Baddeley`s di
stance), DKu, M, RMS, V, RI, GCE, VI с использо
ванием 300 изображений из базы университета
Беркли. Сделан вывод о возможности использова
ния критериев Хаусдорфа, Баддели, DKu, M, RMS,
V, GCE, VI для оценки качества алгоритмов сег
ментации изображений.
Управление, вычислительная техника и информатика
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