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Abstract-In this paper we show that given an arbitrary reciprocal matrix, the vector whose components 
arc the geometric mean of the rows and the vector whose components are the geometric mean of the 
columns may not be eigenvectors of the matrix. However, for matrices of order 4, if one of the vectors is 
an eigenvector, then so is the other. 
1. INTRODUCTION 
The application of the Analytic Hierarchy Process (AHP) turns on determining the positive 
eigenvalue and corresponding eigenvector of reciprocal matrices. These are matrices M = (Uij) 
whose entries are all positive and satisfy Uii ’ = aji, for each i,j. By Perron’s theorem, the eigenvalue 
of largest absolute value is positive and there exist row and column eigenvectors with all entries 
positive which correspond to it. 
A special example of a reciprocal matrix of order n is generated by a positive finite sequence 
(w,, wl,. . , w,). Its (i, j)th entry is wi/wj and it has a column (right) eigenvector (wi, w2, . . . , wJT 
and row (left) eigenvector (w; ‘, w; ‘, . . . , w,’ ), both with corresponding eigenvalue n. A matrix of 
this type is said to be consistent. In particular, every reciprocal matrix of order 2 is consistent. 
For an arbitrary reciprocal matrix M, define the column vector G and the row vector H as 
follows. The ith entry of G is the geometric mean of the entries in the ith row of M. Thejth entry 
of H is the geometric mean of the entries of the jth column of M. Since M is reciprocal, for each 
k, the kth entry of G is the reciprocal of the kth entry of H. G and H are eigenvectors not only of 
every consistent reciprocal matrix, but of every reciprocal matrix of order 3 [l]. 
While it is true that in general G and H may not be eigenvectors, one might conjecture that if 
one is, then so is the other. This conjecture is not true, but it does hold for matrices of order 4. 
The theorem of Section 2 establishes this, while in Section 3 we indicate how the characteristic 
polynomial of a reciprocal matrix depends on parameters which in some sense measure how far 
the matrix is from being consistent. 
2. RECIPROCAL EIGENVECTORS 
Theorem 
The following statements about the reciprocal matrix M of order 4 are equivalent: ~ 
(a) G is a column eigenvector of M; 
(b) H is a row eigenvector of M; 
(c) there exist a column vector C and a row vector R for which all entries are 
positive; each entry of C is the reciprocal of the corresponding entry of R; and 
C and R are, respectively, right and left eigenvectors corresponding to the positive 
(Perron) eigenvector. 
Remark 
The result is trivially true for matrices of orders 2 and 3. However, as the following examples 
due to M.-D. Choi indicate, it fails when the order is at least 6. 
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Example 1. Let a, b,c,d be positive real numbers for which abc = 1, a + 5.+ c = 
a- ’ + b-’ + c-l + (d - l)‘/d, d # 1. The matrix 
1 1 1 a b c \ 
1 1 1 c a b 
\ 
1 1 1 b c a 
a --I c -1 b-1 1 d d-’ 
b-1 a-l c-l d-1 1 d 
C 
-1 b-1 ,-I d d&’ 1’ 
satisfies statement (a) but not statement (b). 
Example 2. Let a, b,c be positive real numbers for which a + b + c = a-l + b-l + c-l 
and abc # 1. The matrix 
1 1 1 abc 
1 1 1 cab 
1 1 1 b c a 
u-l cm1 b-’ 1 1 1 
b-’ u-l cm1 1 1 1 
! cm1 b-’ a-l 1 1 1 
has positive eigenvectors with all entries equal (since row sums and column sums are equal), but 
the entries of G and H are not equal. Accordingly, statement (c), but not statements (a) and (b), is 
satisfied. 
Proof. It will first be shown that statement (a) implies statement (b). An analogous argument will 
show that statement (b) implies statement (a). It is trivial that statements (a) and (b) together imply 
statement (c). Finally, it will be shown that statement (c) implies statements (a) and (b). 
Suppose that statement (a) is true. Let M = (aij), G = (gl, g,, g,, g,)T and D be the diagonal 
matrix diag(g; l, g; ‘, g; l, g; ‘). Then DMD- ’ is a matrix for which 
(i) the (i, j)th entry is aijgjg; ‘, 
(ii) the product of the elements of each row is 1 (since g,g2g3g4 = 1) 
and 
(iii) DG = (1, 1, 1, l)T is a column eigenvector, so that the sum of the elements of 
each row is the same. 
Thus. DMD-’ has the form 
1 u 0 l/u0 
l/U 1 w ulw 
: ‘i> l/v l/w 1 VW uv w/u l/VW 1 
where tl, v, w are positive real numbers satisfying 
u + v + (l/UV) = (l/U) + w + (U/W) = (l/v) + (l/w) + aw 
= uv + (w/u) + (l/VW). 
We will establish that the column sums are equal; this will imply that (1, 1, 1,l) is a row eigenvector 
of DMD-’ so that H = (1, 1, 1,l)D is a row eigenvector of M, as required. 
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Equality of the first two members yields 
uu(w - l)(w - u) = w(u - l)(UU - 1). (1) 
Equality of the first and third members yields 
uu(w - l)(uw - 1) = w(u - l)(UU - 1). (2) 
Equality of the second and fourth members yields 
U(UU - l)(uw - 1) = uw(w - l)(u - 1). (3) 
Equality of the third and fourth members yields 
vw(u0 - l)(w - u) = u(u - l)(w - 1). (4) 
If any of the conditions u = 1, u = 1, w = 1, w = u, uu = 1, uw = 1 holds, then the desired conclusion 
(l/u) + (l/v) + uu = U + (l/w) + (w/u) = u + w + (l/VW) 
= (l/W) + (u/w) + uw 
follows. If none of these conditions are satisfied, then we can freely cancel in manipulating equations 
(l)-(4). From equations (1) and (2), we have 
(u - l)(w - u) = (u - l)(uw - 1) 
and, from equations (3) and (4), 
(uw)2(u - l)(w - u) = u2(u - l)(uw - 1). 
Therefore, u = uw. Then, equation (2) implies that w = uu. Thus, u2 = 1, and statement (b) follows. 
Statement (c) holds, so that M has a column eigenvector (sl, s2, sj, s4)T and a row eigenvector 
(s- 1 ‘, s; ‘, s; ‘, s; ‘). Let S be the diagonal matrix diag (s; ‘, s; ‘, s; ‘, s, ‘). Then the matrix 
SMK’ E 
f 
1 P 4r 
P -1 1 XY 
4 -1 x-l 1 z 
r -1 y -1 z-11 
has column eigenvector (1, 1, 1, l)T and row eigenvector (1, 1, 1, l), so that its row and column sums 
are all equal. 
Equating the sum of the first two rows and the sum of the last two columns yields 
p + p-l = z + z-l. Similarly, q + q-l = y + y-’ and r + I-~ = x + x-l. Therefore, p = z or z-l, 
q = y or y-l, and r = x or x- ‘. In any case, we can deduce that all column products and all row 
products of SMS-’ are 1. For example, if q = y and I = x, equating the sums of the first two rows 
gives p = p-l, or p = 1. Hence z = 1. Equating the sums of the first row and the first column gives 
q+r=q-lCr-l, whence qr = xy = 1. 
Since the (i, j)th entry of SMS-’ is Uijsjs; ‘, it is straightforward to check that the fact that the 
row (resp. column) products are 1 implies that the column eigenvector (resp. row eigenvector) for 
M is a multiple of G (resp. H). Thus, statements (a) and (b) hold. 
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3. THE CHARACTERISTIC POLYNOMIAL 
The characteristic polynomial of a reciprocal matrix turns out to be equal to that of a reciprocal 
matrix, which in some sense indicates how far the matrix is perturbed from being consistent. This 
will be illustrated for matrices of order 4. Let 
I1 P 4 
1 
r 1’ 
P qr-l -1  x-l 1 2-l XY 1 2 1y-l I 
be an arbitrary reciprocal matrix of order 4. Introduce the parameters u, v and w by means of the 
equations 
x = uqlp, y = vrJp and z = wrlq. 
The matrix is consistent iff u = v = w = 1, so that the parameters give a measure of how far from 
consistency the matrix is. It turns out that the eigenvalues depend solely on u, v and w. 
Observe that (1, a/p, b/q, c/r)T is a column eigenvector of the reciprocal matrix with eigenvalue 
;i = 1 + a + b + c iff (1, a, b, c)’ is a column eigenvector of 
r 1 1 1 1’ 1 1 u v U= 1 u-i 1 w 1 v-l w-i 1  
with the same eigenvector 1.. Now, U is a reciprocal matrix whose characteristic equation has the 
form 
iv4 - 41.3 + kll. + k, = 0. 
(The coefficient of A3 is the negative of the trace of U; the coefficient of a2 is the sum of the 
determinants of the principal 2 x 2 minors, all of which vanish.) By making use of the Cayley- 
Hamilton theorem that U satisfies its own characteristic equation, we find that 
kl=R-(u+;)-(v+;)-(w+;)-(y+&) 
and 
,,=(u+;)+(v+;)+(w+;)+(y+;li;)-(uw+-$-(;+;)-(;++ 
For a reciprocal matrix of order 4 to be acceptable for use in the AHP, its consistency index 
should not exceed 0.09, which is 10% of the random consistency index. Thus, its Perron eigenvalue 
should not exceed 4.27. Thus, if the polynomial A4 - 4A3 + k,A + k2 is negative for 1. = 4.27, then 
it has a positive zero exceeding 4.27 and the reciprocal matrix should not be used for the AHP. 
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Thus, we have a way of checking the utility of a matrix once the parameters u, u and w are 
determined. ’ 
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