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Abstract. We study the model of a discrete directed polymer (DP) on the square lattice
with homogeneous inverse gamma distribution of site random Boltzmann weights, introduced by
Seppalainen [1]. The integer moments of the partition sum, Zn, are studied using a transfer matrix
formulation, which appears as a generalization of the Lieb-Liniger quantum mechanics of bosons
to discrete time and space. In the present case of the inverse gamma distribution the model is
integrable in terms of a coordinate Bethe Ansatz, as discovered by Brunet. Using the Brunet-
Bethe eigenstates we obtain an exact expression for the integer moments of Zn for polymers of
arbitrary lengths and fixed endpoint positions. Although these moments do not exist for all integer
n, we are nevertheless able to construct a generating function which reproduces all existing integer
moments, and which takes the form of a Fredholm determinant (FD). This suggests an analytic
continuation via a Mellin-Barnes transform and we thereby propose a FD ansatz representation
for the probability distribution function (PDF) of Z and its Laplace transform. In the limit of
very long DP, this ansatz yields that the distribution of the free energy converges to the Gaussian
unitary ensemble (GUE) Tracy-Widom distribution up to a non-trivial average and variance that
we calculate. Our asymptotic predictions coincide with a result by Borodin et al. [3] based on
a formula obtained by Corwin et al. [2] using the geometric Robinson-Schensted-Knuth (gRSK)
correspondence. In addition we obtain the dependence on the endpoint position and the exact
elastic coefficient at large time. We argue the equivalence between our formula and the one of
Borodin et al. As we discuss, this provides connections between quantum integrability and tropical
combinatorics.
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1. Introduction
Recently it was realized that methods of integrability in quantum systems could be used to obtain
exact solutions for the one dimensional continuum Kardar-Parisi-Zhang equation (KPZ). The
KPZ equation [4] is a paradigmatic model for 1D noisy growth processes, encompassing a vast
universality class of discrete growth or equivalent models (the so-called KPZ class). The probability
distribution function (PDF) of the KPZ height field h at time t was obtained (at one, or several
space points) and shown to converge at large t to the universal Tracy-Widom (TW) distributions
[5] for the largest eigenvalues of large Gaussian random matrices.
One route, entirely within continuum models, is to use the Cole-Hopf mapping onto the
problem of the directed polymer, h ∼ lnZ, where h is the height of the KPZ interface, and Z
the partition sum (in the statistical mechanics sense) of continuum directed paths in presence of
quenched disorder. Using the replica method, the time evolution of the moments Zn maps [6] onto
the (imaginary time) quantum evolution of bosons with attractive interactions, the so-called Lieb-
Liniger model [7]. This model is integrable via the Bethe Ansatz, which ultimately yields exact
expressions for the integer moments Zn of P (Z), the PDF of Z. Although recovering from there
the PDF of the KPZ height field requires the use of some heuristics (since the moments actually
grow too fast to ensure uniqueness), this method allowed to obtain the Laplace transform of P (Z)
(also called generating function) for all the important classes of KPZ initial conditions (droplet,
flat, stationary, half-space) [8, 9, 10, 11, 12, 13, 14, 15, 16]. Interestingly, in all the solvable cases,
it was obtained as a Fredholm determinant, with various kernels and valid for all times t. Let us
also mention the recently observed connection between the continuum model and the sine-Gordon
quantum field theory [17].
Another route is to study appropriate discrete models, which, in some limit, reproduce the
continuum result. This route is favored in the mathematics community since it does not suffer,
in the favorable cases, from the moment problem. In [18, 19, 20], the solution for the continuum
KPZ equation with droplet initial conditions was obtained as the weak asymmetry limit of the
ASEP. Another integrable discrete model, the q-TASEP, also exhibits such a limit for q → 1, and
was shown to be part of a broader integrability structure related to Macdonald processes. This
allows for rigorous extensions to the other class of KPZ initial conditions, which are under intense
current scrutiny [21, 22, 23, 24, 25].
Among the solvable discrete models, are the discrete and semi-discrete directed polymer
models. The model studied by Johansson in [26] considers a DP on a square lattice with a
geometric distribution of the on-site random potentials, and allows for an exact solution. It is
a zero temperature DP model since it focuses on the path with minimal energy (energy being
additive along a path), as in the last passage percolation models. Another remarkable solvable
model is called the log-gamma polymer and was introduced by Seppalainen [1]. It is a finite
temperature model as it focuses on Boltzmann weights (which are multiplicative along a path). Its
peculiarity is that the random weights on the sites are distributed according to a so-called inverse
gamma distribution, which has a power law fat tail. Such a choice for the quenched disorder leads
to remarkable properties: an exact expression for the Laplace transform of P (Z) (the generating
function) was obtained by Corwin et al. in [2]. The method is quite involved and uses combinatorics
methods known as the gRSK correspondence (a geometric lifting of the Robinson-Schensted-
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Knuth (RSK) correspondence) also called tropical combinatorics. These involve properties of the
GL(N,R) Whittaker functions, which are generalizations of Bessel functions. Later, it was shown
by Borodin et al. [3] that this generating function takes the form of a Fredholm determinant. This
form allowed them to perform an asymptotic analysis for long DP and to prove again convergence
of the PDF of the free energy to the GUE Tracy-Widom distribution. Finally, the O Connel-
Yor model of the semi-discrete polymer [27], which leads to an exactly solvable hierarchy, can be
obtained as a limit of the log-gamma polymer [2]. It would be of great interest to extend the
Bethe Ansatz replica method to the discrete models. Recently, it was discovered by Brunet [30]
that eigenfunctions of the replica transfer matrix of the log-gamma polymer on the square lattice
can be constructed using a lattice version of the Bethe ansatz. The present paper aims at studying
these eigenfunctions, and from them to calculate the generating function for the integer moments
Zn of the partition sum of the log-gamma polymer. Here we treat the case of fixed endpoints. The
generating function is found to take the form of a Fredholm determinant for all polymer lengths.
This goal may appear hopeless at first sight, since the integer moments Zn cease to exist for
n ≥ γ where γ is the parameter of the model and the exponent of the power law fat tail. However,
our generating function reproduces all existing integer moments. Furthermore, it suggests an
analytic continuation, inspired from Mellin-Barnes identities, which leads us to a conjecture for the
Laplace transform of P (Z) in the form a Fredholm determinant, with an (analytically continued)
kernel. We use it to obtain the asymptotic behavior of the PDF of the free energy lnZ at large
polymer lengths. In the limit of a very long DP, it yields convergence to the GUE Tracy-Widom
distribution up to non-trivial average and variance that we calculate. Our asymptotic predictions
coincide with the result of Borodin et al. [3] obtained by completely different methods (using the
formula obtained in [2]). In addition, we obtain the dependence in the end-point position on the
lattice, e.g. the exact elastic coefficient at large times. We perform some numerical checks of these
results.
A more ambitious goal is then to show that the kernel obtained here is equivalent to the one
obtained in Borodin et al. [3]. Most steps of the correspondence are achieved and detailed here.
However, the last step involves the use of heuristics, although we present some hints that it is
correct.
Of course, as we show, our results also reproduce the ones of the continuum model, both
at the level of the Bethe-Ansatz (the Lieb-Linger model) and of the final result, i.e. our kernel
reproduces the finite time kernel for the corresponding KPZ/DP continuum model [8, 9]. In yet
another limit it also provides a Bethe Ansatz solution to the semi-discrete polymer problem [27].
In general, the present work opens the way to explore the connections between quantum
integrability and tropical combinatorics.
The outline of the paper is as follows. In Section 2 we recall the log-Gamma DP problem
introduced by Seppalainen and introduce some useful notations. In Section 3 we present the ansatz
discovered by Brunet. In Section 4 we detail how this ansatz can be used to recursively compute
the integer moments Zn, in particular we identify the weighted scalar product that makes the
Brunet states orthogonal and (presumably) complete. In Section 5 we identify a scaling limit that
relates the continuum model to the discrete one studied here. In Section 6 we conjecture a formula
for the norm of the Brunet functions that generalizes the Gaudin formula. In Section 7 we show
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how the Bethe-Brunet equations are solved in the ”thermodynamic” limit. This allows us to find
in Section 8 an explicit formula for Zn. In Section 9 we perform an analytic continuation leading to
a conjecture for the Laplace transform of the PDF of Z, as well as a formula for the PDF at fixed
length. This is used in Section 10 to explicitly show the KPZ universality class and convergence
of the fluctuations of logZ to the Tracy-Widom GUE distribution. In Section 11 we compare our
results to those obtained in [3]. Section 12 summarizes the main conclusions of the paper, and a
series of Appendices present some conceptual discussions and technical details.
2. Model
2.1. Model
The log-Gamma directed polymer (DP) introduced by Seppalainen [1] is defined as follows.
Consider the square lattice (i, j) ∈ Z2 and the set of directed up-right paths (directed polymers)
from (1, 1) to (I, J). To emphasize the directed nature of the problem, we define (x, t), with each
coordinate running through one diagonal of the square lattice (see Fig. 1):
t = i+ j − 2 , x = i− j
2
(1)
so that the x (space) coordinate of the points on a line with t (time) even (resp. odd) are integers
(resp. half integers). With this definition a directed path contains only jumps from (x, t) to
(x + 1
2
, t + 1) or (x − 1
2
, t + 1). We define Zt(x) the (finite temperature) partition sum of the
directed paths from (0, 0) to (x, t):
Zt(x) =
∑
pi:(0,0)→(x,t)
∏
(x′,t′)∈pi
wx′,t′ (2)
in terms of the Boltzmann weights wx,t = e
−Vx,t defined on the site of the lattice (the temperature
is set to unity). In the simplest (i.e. homogeneous) version of the log-Gamma DP model the wx,t
are i.i.d. random variables distributed according to the inverse-Gamma distribution:
P (w)dw =
1
Γ(γ)
w−1−γe−1/wdw (3)
with parameter γ > 0. In the following (.) denotes the average over wx,t (”disorder average”).
Our goal is to calculate the PDF of (minus) the free energy, lnZt(x), equivalently P (Zt(x)).
In the spirit of the recent works on the replica Bethe Ansatz approach to the continuum directed
polymer, we start by calculating the integer moments Zt(x)n with n ∈ N. Clearly these moments
do not exist for n ≥ γ, as can be seen already ‡ from the one-site problem Z0(0) = w0,0 = w whose
moments are:
wn =
Γ(γ − n)
Γ(γ)
(4)
for n < γ, and diverge for n ≥ γ. This makes a priori the problem of the log-Gamma polymer
more difficult to study using replica. However, note that (4) is valid more generally for Re(n) < γ
‡ Zt(x) always contains the statistically independent factors w0,0 and wx,t, corresponding to the endpoints.
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Figure 1. The two coordinate systems for the square lattice, see (1). The starting point of the
path is (i = 1, j = 1), which corresponds to the origin (0, 0) in the (x, t) coordinates.
and possesses a simple analytic continuation to the complex n plane (minus the poles) via the Γ
function as given in (4). For this example, and for more general ones, we show in Appendix A how
to obtain the Laplace transform e−uw from the integer moments (4).
This gives some hope to calculate the Laplace transform of P (Zt(x)) with the sole knowledge
of its integer moments, via an analytic continuation, in the spirit of Appendix A. The moment
problem was a challenge for the case of the continuum directed polymer due to the too rapid
growth of the moments Zn ∼ en3t. Here, the difficulty is the existence of poles in the moments,
however the situation for the analytic continuation appears more favorable.
2.2. Rescaled Potential
From now on we restrict ourselves to γ > 1 and for convenience we normalize the weights so that
their first moment is unity. We thus define:
w =
1
γ − 1w˜ = e
−V , V = V˜ + V0 , e−V0 =
1
γ − 1
such that the integer moments become:
hn = e−nV˜ =
(γ − 1)n
(γ − 1)...(γ − n) =
n−1∏
k=0
4
4− kc¯ (5)
where we introduced the interaction parameter:
c¯ =
4
γ − 1 > 0. (6)
In particular, h0 = h1 = 1.
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3. Evolution equation and Brunet Bethe ansatz
3.1. Evolution equation
The partition sum of the directed polymer defined by (2) can be calculated recursively as:
Zt+1(x) = e
−Vx,t
(
Zt(x− 1
2
) + Zt(x+
1
2
)
)
, Z0(x) = e
−V0,0δx,0 (7)
The moments of the partition sum are conveniently encoded in the ”wavefunction” ψ, defined
on Zn (for t even) and (Z+ 1
2
)n (for t odd) as
ψt(x1, ..., xn) = 2
−nteV0n(t+1)Zt(x1) · · ·Zt(xn) (8)
which satisfies the evolution equation
ψt+1(x1, · · · , xn) = 1
2n
ax1,··· ,xn
∑
(δ1,··· ,δn)∈{− 12 , 12}n
ψt(x1 − δ1, · · · , xn − δn)
(9)
where we note:
ax1,··· ,xn = e−
∑n
α=1 V˜xα,t+1 =
∏
x
h∑n
α=1 δx,xα
(10)
and hn defined as in (5).
3.2. Bethe-Brunet Ansatz
Consider the eigenvalue problem:
ψµ(x1, · · · , xn) = θµ 1
2n
ax1,··· ,xn
∑
(δ1,··· ,δn)∈{− 12 , 12}n
ψµ(x1 − δ1, · · · , xn − δn) (11)
It was found by Brunet [30] that fully-symmetric solutions ψµ of (11) can be obtained as
superpositions of plane waves in a form that generalizes the usual Bethe Ansatz:
ψµ(x1, · · · , xn) =
∑
σ∈Sn
Aσ
n∏
α=1
zxασ(α) , Aσ =
∏
1≤α<β≤n
(1 +
c¯
2
sgn(xβ − xα + 0+)
tσ(α) − tσ(β) ) (12)
with
zα = e
iλα , tα = i tan(
λα
2
) =
zα − 1
zα + 1
(13)
These solutions ψµ are parametrized by a set of (distinct) complex variables {z1, · · · , zn}. It is
convenient to parametrize the zα in terms of variables λα as above, with −pi < Re(λα) ≤ pi, which
we call rapidities by analogy with the continuum case (see discussion below). The eigenvalue
associated with ψµ is then given by: §
θµ =
n∏
i=1
z
1
2
α
1 + z−1α
2
(14)
§ the first factor ∏nα=1 z 12α was absent in Brunet’s formula due to a different choice of coordinates x′ = x+ t/2.
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The property (11) is easily checked for all xα distinct, in which case it is similar to the continuum
case [7, 35]. The case where there are two coinciding xα is reminiscent of the matching condition of
the continuum case. Verifying the property (11) for an arbitrary number of coinciding points is non-
trivial, and is found to work only when the hn in (10) have values precisely given by (5) [30]. Hence
this integrability property is a special property of the inverse Gamma distribution ‖. Until now the
possible values of the zα remain unspecified. As an intermediate stage in our calculation we impose
here for convenience periodic boundary conditions ψ(x1, · · · , xα + L, · · · , xn) = ψ(x1, · · · , xn),
α = 1, · · · , n, i.e. a system of finite number of sites L. This can be satisfied if the rapidities satisfy
the generalized Bethe equation [30]:
eiλαL =
∏
1≤β≤n,β 6=α
2tα − 2tβ + c¯
2tα − 2tβ − c¯ =
∏
1≤β≤n,β 6=α
2 tan(λα
2
)− 2 tan(λβ
2
)− ic¯
2 tan(λα
2
)− 2 tan(λβ
2
) + ic¯
(15)
for α = 1, · · · , n, which are derived exactly as in the continuum case.
4. Time evolution of the moments, symmetric transfer matrix
4.1. Symmetric transfer matrix and scalar product
In this section we motivate the introduction of a peculiar weighted scalar product, for which
the Brunet functions form an orthogonal set. The Brunet functions diagonalize the evolution
equation (9), which is not encoded by a symmetric transfer operator since the variable ax1,··· ,xn
depends only on the arrival point. This can be traced to the recursion (7), which counts
the contribution of the disorder only at the points on the line at t + 1. Hence the Brunet
functions have no reason to form an orthogonal set for the canonical scalar product, and we
indeed find that they do not. On the other hand, if we consider the change of function
ψ˜(x1, · · · , xn) = 1√ax1,··· ,xnψ(x1, · · · , xn), (9) now reads
ψ˜t+1(x1, · · · , xn) = √ax1,··· ,xn
∑
(δ1,..δn)∈{− 12 , 12}n
√
ax1−δ1,··· ,xn−δnψ˜t(x1 − δ1, · · · , xn − δn) (16)
The disorder now appears in a symmetric way, and the transformed Brunet functions ψ˜µ naturally
appear as eigenvectors of an Hermitian transfer operator, with the same eigenvalue θµ as before.
This shows that θµ ∈ R . Since (16) involves the evaluation of a function both at integer coordinates
and half-odd integer coordinates, this operator acts on the function defined on Zn ⊕ (Z + 1
2
)n. It
appears more convenient to consider the evolution equation that links t and t+ 2: this defines the
transfer matrix Tn:
ψ˜t+2 = Tnψ˜t (17)
which is thus naturally defined as an Hermitian operator on L2(Zn), and for which the Brunet
states ψ˜µ are eigenvectors with eigenvalues e
−2Eµ = θ2µ > 0
θ2µ = e
−2Eµ =
n∏
α=1
zα + 2 + z
−1
α
4
=
n∏
α=1
1
1− t2α
(18)
‖ there are other solvable cases, by different methods, such as zero temperature model of [26], solved in terms of a
determinantal process related to free fermions.
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where the last equation is an equivalent form, using that zα = (1 + tα)/(1− tα).
To be more precise, we have chosen to work with periodic boundary conditions and we thus
consider Tn as an operator that acts on the function defined on {0, · · · , L−1}n, which has dimension
Ln. This is only a convenient choice and should have no effect on the results for the case of interest
here, i.e. a polymer with a fixed starting point, as long as we consider t < L: in this case the
polymer does not ever feel the boundary. In the end we will consider the limit L→∞ at fixed t,
so that the polymer never feels the boundary.
Going back to the original wavefunctions, the above construction partially justifies the claim
that the original Brunet states {ψµ} given in (12) form a complete basis of the symmetric functions
on {0, · · · , L− 1}n, and that it is orthogonal with respect to the following weighted scalar product
〈φ, ψ〉 =
∑
(x1,··· ,xn)∈{0,··· ,L−1}n
1
ax1,··· ,xn
φ∗(x1, · · · , xn)ψ(x1, · · · , xn) (19)
We have not attempted to provide a general proof of this statement (a usually challenging goal
when dealing with Bethe Ansatz), however we did explicitly check it for various low values of
(L, n). We will thus proceed by assuming that it is correct.
We conclude this section with a minor remark on a special case: if there is a solution of the
Brunet equation with zi = −1, then e−2Eµ = 0 and the Brunet state is ill-defined. In fact, it is
easy to see that Tψµ = 0 if and only if Mψµ = 0 with M the transfer matrix without disorder,
which can be diagonalized using plane waves. Hence to have a well-defined complete basis, one
has to complete the Brunet states with the symmetric plane waves with vanishing eigenvalues that
exist when L is even. These additional states do not play any role in the following (since they
correspond to zero eigenvalues) but they are important to assess the validity of the completeness
property.
4.2. Time-evolution of the moments
This formalism allows us to give a simple expression for the moments with arbitrary endpoints:
Zt(x1) · · ·Zt(xn) = 2nt
( c¯
4
)n(t+1)
ψt(x1, · · · , xn) (20)
Since the Brunet states form a complete basis of the symmetric functions on {0, · · · , L−1}n, which
are orthogonal with respect to the scalar product (19) and since the initial condition
ψ0(x1, · · · , xn) = hn
n∏
α=1
δxα,0 (21)
is symmetric in position space, one can write the decomposition of the initial condition on the
Brunet-Bethe states as:
ψ0 =
∑
µ
〈ψµ, ψ0〉
||ψµ||2 ψµ =
∑
µ
n!
||ψµ||2ψµ (22)
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using the explicit expression (12) for the (un-normalized) eigenstates. The simple iteration of the
evolution equation (9) directly leads to, for all t ∈ N:
ψt =
∑
µ
n!
||ψµ||2 (θµ)
tψµ (23)
and thus
Zt(x1) · · ·Zt(xn) = 2nt
( c¯
4
)n(t+1)∑
µ
n!
||ψµ||2 (θµ)
tψµ(x1, · · · , xn) (24)
Using that:
ψµ(x, ..., x) = n!
(
n∏
α=1
zα
)x
(25)
for any eigenstate µ given by (12), we finally obtain the integer moment of the DP with fixed
starting point at (0, 0) and endpoint at (x, t) as:
Zt(x)n = 2
nt
( c¯
4
)n(t+1)∑
µ
(n!)2
||ψµ||2 (θµ)
t
(
n∏
α=1
zα
)x
(26)
where we recall θµ to be given by (14). Hence the only remaining unknown quantities here are the
norm of the Brunet states, and we will now calculate them in the infinite size limit L→∞.
Before we do so, let us indicate how the present discrete model recovers the continuum model
in some limit, in particular how the discrete space-time quantum mechanics recovers the standard
continuum one.
5. The continuum/Lieb-Liniger limit
It is interesting to note that the Brunet equations (15) and the form of the eigenfunctions (12)
tend to those of the Lieb-Liniger model (LL) as given by the standard Bethe ansatz solution if one
takes the limit of small λi and c¯ simultaneously. In such limit, one has ti ' iλi2 .
More precisely, to understand the correspondence between the continuum LL model [7] and
the present discrete model, we must reintroduce a lattice spacing a that sets the dimension of the
parameters of the continuum case. We define
λα = aλ
LL
α , c¯ = ac¯
LL , xα =
xLLα
a
, t = η
tLL
a2
(27)
where we keep temporarily η as a free parameter. At finite size we must also define the periodicity
of the LL model, LLL =aL.
If one now takes the LL limit defined by a→ 0 with the quantities of the continuum (labelled
LL) fixed, one recovers from (12)-(13) the usual Bethe wavefunctions for the LL model, with
rapidities λLLα and (attractive) interaction parameter c
LL = −c¯LL < 0. From (15) we also recover
the usual Bethe equations for the LL model:
eiλ
LL
α L
LL
=
∏
β 6=α
λLLα − λLLβ − ic¯LL
λLLα − λLLβ + ic¯LL
(28)
Log-Gamma polymer and replica 10
The parameter η tunes the correspondence between the LL time and our discrete time t: in the
LL case the time-evolution of an eigenfunction µ is encoded through the multiplication by a factor
e−E
LL
µ t
LL
= e−
∑n
i=1(λ
LL
i )
2tLL , which should be equal to the LL limit of (θµ)
t. This implies
tLL
n∑
α=1
(λLLα )
2 = − lim
a→0
η
tLL
a2
n∑
α=1
log
e iaλLLα2 + e− iaλLLα2
2
 = ηtLL n∑
α=1
(λLLα )
2
8
(29)
If we now follow standard conventions and definitions of the LL model, see e.g. [8, 10], this
implicates η = 8. With this choice, the time-evolution of our wavefunction is consistent with the
one of the continuum model.
To further extend the correspondence to the moments of the partition sum, we must compare
the formula (20) with the similar evolution for the LL model (where the wavefunction was simply
equal to the moment). The correspondence thus reads:
ZLL
tLL
(xLL1 ) · · ·ZLLtLL(xLLn )
VLL
= lim
a→0
2−nt
(
4
c¯
)n(t+1)
Zt(x1) · · ·Zt(xn)w (30)
ZLLtLL(x
LL) ≡inlaw lim
a→0
2−t
(
4
c¯
)(t+1)
Zt(x) (31)
where on the right the limit has to be taken using (27). We have emphasized that averages in
the continuum model (LL) are computed for a Gaussian potential VLL, which is distinct from the
quenched disorder in the discrete model. The second equation states the equivalence ”in law”
between the discrete log-gamma DP model in the small lattice spacing limit, and the continuum
DP model ¶. For a precise definition of the continuum DP model, including VLL, with the same
conventions, see e.g. [8, 10].
Note that we have somewhat ”reverse-engineered” here, since one can also establish (30) by
directly starting from the evolution equation for the moments (9), without any knowledge of the
Bethe ansatz solution. A similar calculation was performed in [34]. The present considerations
thus provide a useful consistency check. Note that the various continuum limits are also discussed
in [21], Section 5.
In the following, we note 'LL the LL limit, which is the limit of small a with the scaling (27).
Note that it corresponds to the limit of γ = 1 + 4/(ac¯LL)→∞ in the log-gamma DP model.
6. Norm of the eigenstates
Here we will guess a general formula for the norm of the eigenstates for the discrete model
(the Brunet states). The approach involves some heuristics, but the final formula reproduces all
numerical verifications that we performed for small values of n, as it is summarized in Appendix B.
The complete proof of the formula will surely be involved, e.g. as it was the case in the continuum
case [35].
Let us recall the formula for the norm for the LL model (with periodic boundary conditions):
||µ||2LL = n!
∏
1≤α<β≤n
(λLLα − λLLβ )2 + (c¯LL)2
(λLLα − λLLβ )2
detGLL (32)
¶ strictly, this could be considered as a conjecture since both models have an ill-defined moment problem (see
however below).
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where GLL is the Gaudin matrix whose entries are:
GLLαβ = δαβ
(
L+
n∑
γ=1
K(λLLα − λLLγ )
)
−K(λLLα − λLLβ ) (33)
K(x) =
−2c¯LL
x2 + (c¯LL)2
(34)
A useful remark is that the entries of the Gaudin matrix in the LL case are the derivatives of the
logarithm of the LL Bethe equations (28).
Let us assume that this property still holds. From the Brunet-Bethe equations (15) we can
then summarize that in the present case:
Gαβ =
1
i
∂
∂λβ
(
log
(
eiλαL
∏
j 6=i
2tα − 2tβ − c¯
2tα − 2tβ + c¯
))
(35)
Using that ∂iλαtα =
1−t2α
2
, this leads to a modified Gaudin matrix:
Gαβ = δαβ
(
L+ (1− t2α)
n∑
γ=1
K˜(tα − tγ)
)
− (1− t2β)K˜(tα − tβ) (36)
with
K˜(t) =
−2c¯
−4t2 + c¯2 (37)
And our final conjecture for the norm is:
||µ||2 = n!
∏
1≤α<β≤n
(2tα − 2tβ)2 − c¯2
(2tα − 2tβ)2 detG (38)
where the tα are given by (13) and are solutions of the Bethe-Brunet equations (15). This formula
is constructed to coincide with the formula (32) in the LL limit. It is remarkable, since it could
have been constructed without knowing the definition (19) of our peculiar weighted scalar product,
and as such it is another manifestation of the nice properties of integrable systems.
We will now proceed assuming this formula to be correct, and later on the way we will indeed
carry more indirect checks of its validity.
7. Large L limit
In this section we obtain the string eigenstates in the large L limit, as well as expressions for their
eigenvalue (energy), momentum, phase-space contribution and norm.
7.1. Strings
We now turn to the large L limit where the analysis can be made more precise, and the Bethe-
Brunet equations (BBE) can be solved in an asymptotic sense, the crucial point being the existence
of string-states. Let us analyze the BBE equations (15) in the large L limit:
eiλαL =
∏
β 6=α
2tα − 2tβ + c¯
2tα − 2tβ − c¯ (39)
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where we recall tα = i tan(
λα
2
). The analysis parallels the one of the continuum problem, with a
few (important) differences.
If all the λα are real, we note λα = kˆα ∈ R and the tα are pure imaginary numbers, tα = ikα2
with kα ∈ R. This situation is very similar to the LL model: the left hand side in (39) is eikˆαL and
the quantization of the variables kˆα is similar to the free momenta quantization, plus corrections
of order O(1/L). The momentum variable kˆα belongs to the first Brillouin zone, ] − pi, pi], which
is natural since we are studying a discrete model. This situation corresponds to 1-strings, also
called particles. Note that kα = 2 tan(kˆα/2), and the two quantities become identical only in the
LL limit, where both are small (see below).
If however one of the λα has an imaginary part δ, which we assume to be positive, the left
hand side of the equation tends to zero exponentially as e−δL. This indicates that there must exist
another tβ such that
tβ = tα +
c¯
2
+O(e−δL) (40)
or equivalently
tan(
λβ
2
) = tan(
λα
2
)− i c¯
2
+O(e−δL) (41)
Since z → tan(z) preserves the sign of the imaginary part, we get a new eigenvalue with a lower
imaginary part and we can continue the procedure. If the imaginary part of tγ is negative we get
that there must exist γ′ such that tγ′ = tγ − c¯2 +O(e−δL), and this procedure has to terminates at
some point. In fact, as in the Lieb-Liniger case, we believe that it is a general fact that each set
of itα solution to the Brunet equations is self-conjugate, and that in the large-time limit the tα
organize themselves as depicted above.
To conclude, the key idea is that in the large L limit, a set {tα} that solves the Brunet
equations is divided into strings such that inside each string the tα are distant from each other
by c¯
2
. A general eigenstate is given by partitioning n into ns strings, each string containing mj
particles where the index j = 1, · · · , ns labels the string. We can thus write all the tα, α = 1, · · · , n,
in the form:
tα = tj,a = i
kj
2
+
c¯
4
(mj + 1− 2a) + δj,a
2
(42)
where we introduce an index a = 1, · · · ,mj that labels the rapidity inside a string, and δj,a are
deviations that fall off exponentially with L. Hence inside the jth string the t variables have the
same imaginary part that is denoted by
kj
2
.
One easily sees that the strings of the present model reproduce the LL strings in the LL limit.
For infinite L the correspondence reads:
tα = tj,a 'LL aλLLj,a +O(a3) , λLLj,a = i
kLLj
2
+
c¯LL
4
(mj + 1− 2a) (43)
and the variables kj in (42) correspond to leading order to the LL string momenta through the
scaling kj ' akLLj +O(a3).
Restriction on the multiplicity of the string: there is however an important difference with the
case of LL strings. One can see that the mapping between λα and tα is a bijection if |Re(tα)| < 1,
i.e. if c¯ < 4
m−1 . Since m ≤ n this implies c¯ < 4n−1 or equivalently n < γ, which is exactly the
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condition for the moment problem to be well-defined. In the LL limit we have γ → ∞ and one
recovers that there are no restriction on m,n.
7.2. Eigenvalue of a string: energy
Inserting (42) into (18) easily gives that the eigenvalue associated to a string state takes the form
of a product:
θµ =
ns∏
j=1
θmj ,kj (44)
where the contribution of a single string can be written in several forms +
θmj ,kj =
(
mj∏
a=1
1
1− t2j,a
) 1
2
=
(
2
c¯
)mj  1(−mj c¯+c¯−2ikj+4
2c¯
)
mj
(
−mj c¯+c¯+2ikj+4
2c¯
)
mj

1
2
(45)
=
(
2
c¯
)mj (Γ(−mj
2
+ γ
2
− ikj
c¯
)Γ(−mj
2
+ γ
2
+ i
kj
c¯
)
Γ(
mj
2
+ γ
2
− ikj
c¯
)Γ(
mj
2
+ γ
2
+ i
kj
c¯
)
) 1
2
(46)
which are equivalent for integer m. Here (a)m = a(a + 1)..(a + m − 1) = Γ(a + m)/Γ(a) is the
Pochhammer symbol and we reintroduced γ = 1 + 4
c¯
in the last expression.
Writing θµ = e
−Eµ , one can verify the Lieb-Liniger limit:
Eµt 'LL
mj∑
i=1
(
mj(k
LL
j )
2 − (c¯
LL)2
12
mj(m
2
j − 1)
)
tLL. (47)
in two ways. Either the easy way, on the starting expression (first equation in (45) before summing
over a) using (43) and performing an expansion similar to (29). A more tedious way is to use the
final expression in (45) after summation over a. This is detailed in Appendix C, where the next
higher order corrections O(a2) are also given.
7.3. Momentum of a string
In the formula (26) for Zt(x), the temporal dependance appears through the eigenvalue whereas
the position dependence appears through the factor (
∏
α zα)
x which also takes a simple form in
string notations:
∏
α zα =
∏ns
j=1
∏mj
a=1
1+tj,a
1−tj,a , the contribution of a single string being
mj∏
a=1
1 + tj,a
1− tj,a =
Γ(−mj
2
+ γ
2
− ikj
c¯
)Γ(
mj
2
+ γ
2
+ i
kj
c¯
)
Γ(
mj
2
+ γ
2
− ikj
c¯
)Γ(−mj
2
+ γ
2
+ i
kj
c¯
)
(48)
As for the eigenvalue, one can check the Lieb-Liniger limit:(
mj∏
a=1
1 + tj,a
1− tj,a
)x
'LL eimjkLLj xLL (49)
+ note that from (42) 1− ta = (1 + tm+1−a)∗ and complex conjugation amounts to change k → −k.
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7.4. Phase space
The sum over all eigenstates in (26) can be computed as follows: as in the case of the Lieb-Liniger
model [32], regarding the quantization of its center of mass, each string state should be considered
as a free particle in the large L limit, with total momentum Kj =
∑mj
a=1 λja ∈ [−mjpi,mjpi] (we
choose to restrict the momenta to belong to the first Brillouin zone, since we work on a discrete
model). This property allows us to compute the Jacobian and therefore to express sums over
Brunet eigenstates: we write
eiLKj =
mj∏
a=1
1 + tj,a
1− tj,a (50)
where we effectively ignored the interaction with the other strings. We can thus rewrite the sum
over string states using (50) as:∑
mjstring−states
→ L
2pi
∫ mjpi
−mjpi
dKj → L
2pi
∫ ∞
−∞
dkj
mj∑
a=1
1
1− t2j,a
(51)
which, in comparison with the usual formula for the LL model L
2pi
mj
∫∞
−∞ dkj has an additional
”Jacobian” factor.
7.5. Norm of the string states
As in the Lieb-Liniger case, our analogous Gaudin-like formula for the norm (38) has to be studied
carefully in the limit of a large system size to obtain the formula for the norm of the string states.
The calculation is detailed in Appendix D and we only give here the result that the leading order
in L is
||µ||2 = n!Lns
∏
1≤i<j≤ns
4(ki − kj)2 + c¯2(mi +mj)2
4(ki − kj)2 + c¯2(mi −mj)2
ns∏
j=1
[
mj
c¯mj−1
(
mj∑
a=1
1
1− t2j,a
)
mj∏
b=1
(1− t2j,b)] (52)
which is the generalization of the Calabrese-Caux formula in the case of the LL model [32]. The
LL formula is recovered by setting all tj = 0 in the above result. Note that it should be possible to
derive a rigorous proof of this result and of the completeness of the Brunet states in the L → ∞
limit, where one can use e.g. Plancherel type isomorphism techniques, as was done in [22] for the
q-Boson particle system.
8. Formula for the integer moments Zn
We now have all the ingredients to compute the moments in the limit of large system size L→∞
at fixed t, x. Using the results of the previous section, (26) can be rewritten as:
Zt(x)n = 2
nt
( c¯
4
)n(t+1)
n!
n∑
ns=1
1
ns!
∑
(m1,..mns )n
ns∏
j=1
∫ +∞
−∞
[
dkj
2pi
mj∑
a=1
1
1− t2j,a
]
∏
1≤i<j≤ns
4(ki − kj)2 + c¯2(mi −mj)2
4(ki − kj)2 + c¯2(mi +mj)2
ns∏
j=1
(c¯)mj−1
1
mj(
∑mj
a=1
1
1−t2j,a
)
∏mj
b=1(1− t2j,b)
mj∏
b=1
(
1
1− t2j,b
)t/2(
1 + tj,b
1− tj,b )
x (53)
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where we have used that the sum over states can be written as
∑
µ =
∑n
ns=1
1
ns!
∑
(m1,··· ,mns )n
∑
mjstring−states,
where
∑
(m1,··· ,mns )n means that we sum over all ns-uplets (m1, · · · ,mns) such that
∑ns
i=1mi = n,
and the ns! factor avoids counting the same string state twice. Note the cancellation in that for-
mula between the phase space Jacobian factor and a similar factor in the norm. The rescaling
ki → c¯ki and the use of the formula for the energy term (45) and for the momentum term (50)
directly gives our main formula for the integer moments:
Zt(x)n = n!
n∑
ns=1
1
ns!
∑
(m1,..mns )n
ns∏
j=1
∫ +∞
−∞
dkj
2pi
∏
1≤i<j≤ns
4(ki − kj)2 + (mi −mj)2
4(ki − kj)2 + (mi +mj)2 (54)
ns∏
j=1
1
mj
(
Γ(−mj
2
+ γ
2
− ikj)
Γ(
mj
2
+ γ
2
− ikj)
) t
2
+1+x(
Γ(−mj
2
+ γ
2
+ ikj)
Γ(
mj
2
+ γ
2
+ ikj)
) t
2
+1−x
where c¯ does not appear explicitly (it appears only via γ). The dependence of this expression on
the variables (x, t) suggests to reintroduce the original coordinates of the square lattice I = t
2
+1+x
and J = t
2
+1−x (see Section 2 and Figure 1) and in the following we note Z(I, J) = ZI+J−2( I−J2 ).
This formula should be valid for arbitrary I, J , and in particular when evaluated for
(I, J) = (1, 1), for which it should simplify to wn = Γ(γ−n)
Γ(γ)
. Verifying that property is a quite
non trivial check of the procedure (e.g. of the completeness). Although we did not attempt to
provide a general proof, we have successfully checked it for various n using Mathematica or the
residues theorem (see Appendix H).
We stress here that this formula is ambiguity-free when the moment problem is well-defined:
m ≤ n ≤ γ and should reproduce all existing moments. Very much like what happens for wn, it
also suggests an analytic continuation, which we use below to derive results on the full probability
distribution.
9. Generating function
Our goal is to calculate the Laplace transform of the probability distributions of the partition sum:
gI,J(u) = exp−uZ(I, J) (55)
However, as it can be seen already for the one-site problem I = J = 1, this Laplace transform
must contain two pieces: (i) one that comes from the generating function of the integer moments
and (ii) a second piece, which we will conjecture below from an analytic continuation. The one-site
problem and the length 2 polymer are very instructive in that respect and are studied in Appendix
E.
9.1. Generating function for the moments
Since we only know the integer moments of the partition sum, we start by computing the
contribution in gI,J(u) that comes from the moments, i.e. we define the series:
gmomI,J (u) = 1 +
+∞∑
n=1
(−1)nu
n
n!
Z(I, J)n (56)
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where Z(I, J)n denotes in this expression the right hand side of (54) for arbitrary integers n ≥ 1.
While this distinction is immaterial for n < γ, it already implies an analytic continuation since
Z(I, J)n does not exist for n > γ, while the r.h.s. of (54) does.
We can use the same strategy as in [8], [10]. Since we sum over n, the summations over the
ns and the mj hidden in the expression (54) for Z(I, J)n become free summations from 1 to ∞.
Permuting the summations over n and over the mj leads to
gmomI,J (u) = 1 +
+∞∑
ns=1
1
ns!
Z(ns, u) (57)
with
Z(ns, u) =
ns∏
j=1
+∞∑
mj=1
∫ +∞
−∞
dkj
2pi
∏
1≤i<j≤ns
4(ki − kj)2 + (mi −mj)2
4(ki − kj)2 + (mi +mj)2
ns∏
j=1
(−1)mjumj 1
mj
ns∏
j=1
(
Γ(−mj
2
+ γ
2
− ikj)
Γ(
mj
2
+ γ
2
− ikj)
)I (
Γ(−mj
2
+ γ
2
+ ikj)
Γ(
mj
2
+ γ
2
+ ikj)
)J
(58)
and the sums over the mj are free.
It is shown in Appendix F that this expression has the structure of a determinant, which
allows us to express the generating function as a Fredholm determinant:
gmomI,J (u) = Det
(
I +KmomI,J
)
(59)
with the kernel:
KmomI,J (v1, v2) = (60)
∞∑
m=1
∫ +∞
−∞
dk
pi
(−u)me−2ik(v1−v2)−m(v1+v2)
(
Γ(−m
2
+ γ
2
− ik)
Γ(m
2
+ γ
2
− ik)
)I (Γ(−m
2
+ γ
2
+ ik)
Γ(m
2
+ γ
2
+ ik)
)J
and KmomI,J : L
2(R+) → L2(R+), so that the two auxiliary integration variables v1 and v2 are
positive. The sum over m is convergent and the result can be expressed in terms of high order
hypergeometric functions 1F4t that are meromorphic and well-defined on (almost) all the complex
plane, see Appendix G. One can also verify that, at fixed m, the integral on k also converges:
rewriting the Gamma function using the Pochhammer’s symbol leads to simple rational fractions.
The main property of this function gmomI,J (u) is that its coefficient (−u)n in its Taylor expansion
in u reproduces Z(I, J)n/n!. In Appendix H we verify this property for small values of (I, J), which
is a non trivial test of the completeness of the Bethe-Brunet eigenstates.
9.2. Generating function: Laplace transform
By analogy with the simpler cases studied in Appendix A and Appendix E, we now conjecture
that the full generating function, i.e. the Laplace transform of P (Z) for the log-gamma polymer,
can be computed using a trick inspired by the Mellin-Barnes identity, leading to our main result:
gI,J(u) = exp−uZ(I, J) = Det (I +KI,J) (61)
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KI,J(v1, v2) =
∫ +∞
−∞
dk
pi
−1
2i
∫
C
ds
sin(pis)
use−2ik(v1−v2)−s(v1+v2) (62)(
Γ(− s
2
+ γ
2
− ik)
Γ( s
2
+ γ
2
− ik)
)I (Γ(− s
2
+ γ
2
+ ik)
Γ( s
2
+ γ
2
+ ik)
)J
where C = a + iR with 0 < a < 1 (here the sum runs from 1 to infinity) and KI,J : L2(R+) →
L2(R+)∗. Note that the symmetry I ↔ J is explicit under the change of variable k ↔ −k. We
discuss below in Section 11 the connection between this result, obtained via the Bethe Ansatz, and
the previous formula of [3], obtained using a completely different route.
9.3. Probability distribution
Before turning to the large-length limit, let us briefly mention that one can directly obtain from (62)
the probability distribution of logZ(I, J) as a convolution: logZ(I, J) = logZ0 +log Z˜(I, J) where
− logZ0 is an independent random variable with a standard (unit) Gumbel distribution and Z˜(I, J)
is distributed according to a probability density P˜IJ given by
P˜I,J(v) =
1
2ipiv
(
Det(I + Kˇ
(1)
I,J − iKˇ(2)I,J)−Det(I + Kˇ(1)I,J + iKˇ(2)I,J)
)
(63)
where Kˇ
(j)
I,J , j = 1, 2, are two operators Kˇ
(j)
I,J : L
2(R+)→ L2(R+) with kernels:
Kˇ
(j)
I,J(v1, v2) =
∫ +∞
−∞
dk
pi
−1
2i
∫
C
ds
f (j)(pis)
v−se−2ik(v1−v2)−s(v1+v2) (64)(
Γ(− s
2
+ γ
2
− ik)
Γ( s
2
+ γ
2
− ik)
)I (Γ(− s
2
+ γ
2
+ ik)
Γ( s
2
+ γ
2
+ ik)
)J
where f (1)(x) = tan x and f (2)(x) = 1. The derivation of this result is given in Appendix I.
10. Limit of very long polymers and universality
In this section we show how the above formula leads to Tracy-Widom universality and derive
explicit expressions for the asymptotic probability distribution of the free energy.
Let us consider the large length limit, for which we find more convenient to use our coordinates
(x, t) (see Fig. 1), and focus first on the scaling x ∼ ϕt with −1
2
< ϕ < 1
2
. We define the free
energy as:
Ft(ϕ) = − lnZt(x = ϕt) (65)
We thus need to analyze the t→∞ limit of gϕ,t(u) = Det (I +Kϕ,t) with Kϕ,t : L2(R+)→ L2(R+)
defined by its kernel (from (62)):
∗ Note that for I = J and s, ik on the imaginary axis the ratio of gamma function is a complex number of modulus
unity. For a > 0 is has modulus smaller than one, decaying to zero for large |s|, k. The exponential convergence in
s is ensured by the 1/sin but the convergence in k is slower (algebraic).
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Kϕ,t(v1, v2) =
∫
R
dk
pi
−1
2i
∫
C
ds
sin(pis)
use−2ik(v1−v2)−s(v1+v2) (66)(
Γ(− s
2
+ γ
2
− ik)
Γ( s
2
+ γ
2
− ik)
)1+t( 1
2
+ϕ)(Γ(− s
2
+ γ
2
+ ik)
Γ( s
2
+ γ
2
+ ik)
)1+t( 1
2
−ϕ)
The behavior of the large length limit is estimated through a saddle-point analysis. We define
Gϕ(x) = (
1
2
+ ϕ) log Γ(γ
2
− x)− (1
2
− ϕ) log Γ(γ
2
+ x) to write the Gamma function factor as
exp
(
t
(
Gϕ(
s
2
+ ik)−Gϕ(−s
2
+ ik)
)
+ 2
(
G0(
s
2
+ ik)−G0(−s
2
+ ik)
))
(67)
We now use a Taylor expansion around the critical-point (s, k) = (0,−ikϕ)] :
Gϕ(
s
2
+ ik)−Gϕ(−s
2
+ ik) = 0 +G′ϕ(kϕ)s+G
′′
ϕ(kϕ)isk˜ +
G′′′ϕ (kϕ)
6
(
s3
4
− 3sk˜2) +O(s4) (68)
where k˜ = k+ ikϕ and s are considered to be of the same order (this is indeed the case, see below).
It is easy to see that G′ϕ(kϕ) corresponds to the additive part of the free-energy. This is thus
the proper saddle-point only if G′′ϕ(kϕ) is 0, which implicitly defines kϕ as a function of ϕ as the
solution of the equation:
(
1
2
+ ϕ)ψ′(
γ
2
− kϕ)− (1
2
− ϕ)ψ′(γ
2
+ kϕ) = 0 (69)
where ψ = Γ
′
Γ
is the digamma function. The numerical solution kϕ is plotted in Appendix J. The
expansion (68) indicates that we have to rescale the free-energy as:
Ft(ϕ) = cϕt+ λϕft (70)
where cϕ = −G′ϕ(kϕ) is the free-energy per unit length (which is self-averaging at large t)
and λϕ =
(
tG′′′ϕ (kϕ)
8
) 1
3
is the scale of the free energy fluctuations, such that ft is an O(1)
random variable. With these definitions, the rescaled generating function of the λϕ rescaled free
energy, g˜ϕ,t(z) = exp(−e−λϕ(z+ft)), is given by the Fredholm determinant of a rescaled kernel,
g˜ϕ,t(z) = Det(I + K˜ϕ,t), which is obtained by rescaling s→ sλϕ , k˜ → k˜λϕ , as well as vi → λϕvi:
K˜ϕ,t(v1, v2) =
∫
R
dk˜
pi
−1
2i
∫
C
ds
λϕ sin(pi
s
λϕ
)
e
−sz−2ik˜(v1−v2)−s(v1+v2)−4k˜2s+ s33 +O( 1λϕ ) (71)
where the O( 1
λϕ
) term contains higher order derivatives of Gϕ and the expansion of G0 around
kϕ ††. The large polymer length limit λϕ →∞ can be safely taken in this last expression, leading
to a kernel K˜∞ for which there is more freedom in the choice of the integration contour C: it
should only define a convergent integral and passes to the right of zero. The t → ∞ limit of the
] this is natural since ϕ 6= 0 breaks the symmetry k → −k of (67) while the factor in the exponential remains odd
in s .
†† The extra factor e−2kϕλϕ(v1−v2) originating from the change of variable has been removed since it is immaterial
in the calculation of the Fredholm determinant.
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rescaled generating function can thus be written as limt→∞ g˜ϕ,t(z) = Prob(−f < z) = Det(I+K˜∞)
with
K˜∞(v1, v2) =
∫
R
dk˜
pi
∫
C
−ds
2ipis
e−sz−2ik˜(v1−v2)−s(v1+v2)−4k˜
2s+ s
3
3 (72)
which corresponds to the Tracy-Widom GUE distribution. Indeed, the Airy trick
∫
R dyAi(y)e
ys =
e
s3
3 valid for Re(s) > 0, followed by the shift y → y+z+v1+v2+4k˜2, the identity
∫
C
ds
2ipis
esy = θ(y),
and the rescaling k˜ → k˜/2 give
K˜∞(v1, v2) = −
∫
R
dk˜
2pi
∫
R+
dyAi(y + z + v1 + v2 + k˜
2)e−ik˜(v1−v2) (73)
which is one way to define F2 as in [8] : this kernel indeed corresponds to Prob(−f∞ < z) =
det(I + K˜∞) = F2(2−
2
3 z). Putting everything together, our result for the asymptotic limit reads
lim
t→∞
Prob
(
logZt(ϕt) + tcϕ
λϕ
< 2
2
3 z
)
= F2(z) (74)
where F2(z) is the standard GUE Tracy-Widom cumulative distribution function, and the (angle-
dependent) constants are determined by the system of equations:
0 = (
1
2
+ ϕ)ψ′(
γ
2
− kϕ)− (1
2
− ϕ)ψ′(γ
2
+ kϕ) (75)
cϕ = (
1
2
+ ϕ)ψ(
γ
2
− kϕ) + (1
2
− ϕ)ψ(γ
2
+ kϕ) (76)
λϕ =
(
− t
8
(
(
1
2
+ ϕ)ψ′′(
γ
2
− kϕ) + (1
2
− ϕ)ψ′′(γ
2
+ kϕ)
)) 1
3
(77)
Central region (i.e. square lattice diagonal): In the special case ϕ = 0 the solution is explicit:
kϕ = 0 and the free energy per unit length and the scale of the free-energy fluctuations are given
by
λ0 = (−t
ψ′′(γ
2
)
8
)
1
3 c0 = ψ(
γ
2
) (78)
For small angle ϕ one can also compute pertubatively the first correction, which is kϕ =
2ψ′( γ
2
)
ψ′′( γ
2
)
ϕ+O(ϕ3). This allows to obtain the leading correction to the extensive part of the mean-free
energy as a function of the angle, and of the endpoint position, as:
tcϕ = tψ(
γ
2
)− t2ψ
′(γ
2
)2
ψ′′(γ
2
)
ϕ2 +O(ϕ4) = tψ(
γ
2
)− κx
2
4t
+ .. (79)
which defines the effective elastic constant κ as (the last equation is valid in the scaling region
x/t 1)
κ =
(
−8ψ
′(γ
2
)2
ψ′′(γ
2
)
)
(80)
We see here that, although the discrete model does not obey an exact statistical tilt symmetry
(STS), see e.g. [10], this symmetry is recovered at large scale (within this scaling region) with an
effective elastic constant originating from the geometrical entropy effect.
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Remark on the digamma function The appearance of the digamma function in the mean free
energy is natural since, as was noted in [1], a potential V = − lnw distributed according to a
log-Gamma distribution of parameter γ verify V q = ∂q−1γ ψ(γ). However, the appearance of the
parameter γ
2
is non-trivial and has to do with the existence of an invariant measure of parameter
γ
2
as was proved in [1] using peculiar boundary conditions. Here we did not use these boundary
conditions and this is visible in the fact that limϕ→ 1
2
cϕ = ψ(γ) (see Appendix J): when one
approaches the border of the lattice one retrieves the original parameter γ since there is a single
path. The behavior of the above equations is, however, ill-defined in this limit: this is a signature
that, at ϕ = 1
2
, the fluctuations of the free-energy become Gaussian and scale as
√
t (as a simple
application of the central limit theorem).
Lieb-Liniger limit We can recover the results of [8, 9, 18, 19] in the continuum (Lieb-Liniger) limit
by considering the LL limit (see Section 5) around the angle zero (since in that limit x/t ∼ a).
Using ψ(x) ∼x→∞ log x − 12x − 112x2 + O(x−4) and (30) one can show the following Lieb-Liniger
limits:
λ0 = (−t
ψ′′(γ
2
)
8
)
1
3 'LL ( c¯
2
LLtLL
4
)
1
3 (81)
c0t 'LL 8
a2
tLL ln(
2
ac¯LL
) +
c¯LL
12
tLL +O(a
2) , κ
x2
4t
'LL x
2
LL
4tLL
where the first term in the extensive part of the mean free energy arises from lattice entropic effect
and can be anticipated from (30). Putting all together, one recovers the result for the one point
distribution of the continuum Airy2 process:
lim
tLL→∞
Prob
 logZLLtLL(xLL) + x2LL4tLL + c¯LL12 tLL
(
c¯2LLtLL
4
)
1
3
< 2
2
3 z
 = F2(z) (82)
Numerical results: Using a direct simulation of (7) with Mathematica, we calculate the partition
sum for various lengths and samples of environments. This provides some numerical verifications
of the above results. The full check of (74) is qualitatively satisfying. In Fig 2 we show the
convergence of the two first cumulants of the probability distribution of Ft(0) for γ = 3 and t = 2
i,
i = 1, ..., 13. Numerical cumulants are evaluated using N = 105 samples (i = 1, ..., 10) or N = 104
(i = 11, 12, 13). The mean free energy Ft(0)
t
quickly converges since the theoretical prediction (74)
already includes a finite size correction. The asymptote is ψ(γ/2) = 0.03649. The convergence of
the rescaled variance V ar(Ft(0))
2
4
3 λ20
is slower but in good agreement with the Tracy-Widom asymptotic
value 0.813.
Log-Gamma polymer and replica 21
æ
æ
æ
æ
æ
æ
æ
æ
æ æ æ æ æ
2 4 6 8 10 12
log2HtL
0.2
0.4
0.6
0.8
1.0
FtH0L
t
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ æ æ
0 2 4 6 8 10 12
0.75
0.80
0.85
0.90
log2HtL
V
ar
IF
tH0
LM
2
4 3
HΛ 0
L2
Figure 2. Convergence of the mean free energy density Ft(0)t (main curve) and of the rescaled
variance of the free-energy V ar(Ft(0))
2
4
3 (λ0)2
(inset) as compared to the theoretical prediction (74). The
blue dots are the numerical results, the black lines are the theoretical predictions of (74). There
are no fitting parameter.
We also checked the dependence on ϕ of the two first rescaled cumulants. In Fig 3 we show
the obtained dependence of Ft(ϕ)
t
and V ar(Ft(ϕ))
t
2
3
for γ = 3 and t = 4096. These cumulants are
numerically evaluated using 104 samples. The theoretical predictions are given by (74) where kϕ
is evaluated as explained in Appendix J.
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Figure 3. Dependence on the endpoint position x = ϕt of the mean free energy density Ft(ϕt)t
(main curve) and of the rescaled variance of the free-energy V ar(Ft(ϕt))
t
2
3
(inset), for t = 4096. The
blue dots are the numerical results, the black lines are the theoretical predictions from (74). There
are no fitting parameter.
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Semi-discrete O’Connell-Yor polymer Let us finally mention another interesting asymptotic limit
that is briefly discussed in Appendix K and that allows us to retrieve the semi-discrete directed
polymer model of [27]. This limit is most conveniently studied on the equivalent form (93) of the
Fredholm determinant formula (62) that is derived in the next section.
11. Comparison with other results
Mathematical Results Using the geometric RSK correspondence, it was shown in [2], that the
Laplace transform of the partition sum of the polymer with fixed endpoints (1, 1) → (I, J) with
I ≥ J can be expressed as a J-fold integral:
e−uZ(I,J) =
1
J !
∫
(iR)J
J∏
j=1
dwj
2ipi
J∏
j 6=k=1
1
Γ(wj − wk) [
J∏
j=1
uwj−aΓ[a− wj]J Γ(α− wj)
I
Γ(γ)I
] (83)
where α− a = γ > 0, the parameter of the underlying inverse Gamma distribution. In [3], it was
shown that this integral can be expressed as a Fredholm determinant: e−uZ(I,J) = Det(I +KRSKI,J )
with
KRSKI,J (v, v
′) =
1
(2pii)2
∫
lδ2
dw
pi
sin(pi(v − w))
1
w − v′u
w−v
(
Γ(α− w)
Γ(α− v)
)I (
Γ(v − a)
Γ(w − a)
)J
(84)
where 0 < δ2 < 1 , 0 < δ1 < min{δ2, 1 − δ2} and 0 < a < δ1, α > δ2. Here lδ2 denotes the axis
Re(z) = δ2 oriented from the bottom to the top. K is the kernel of an operator L
2(Cδ1)→ L2(Cδ1)
with Cδ1 a positively oriented circle of center 0 and radius δ1. The measure of integration on Cδ1
is chosen here as the Lebesgue measure, hence the extra factor of 1/(2ipi) as compared to [3] that
uses a different convention. The contour for the v, v′ integrals is tailored so that only the pole at
v = a contributes. Using this expression, they could perform the asymptotic analysis and show
that
lim
N→∞
Proba
(
log(Z(N,N)) + 2Nψ(γ
2
)
(N)
1
3
< (−ψ′′(γ
2
))
1
3 z
)
= F2(z) (85)
which is exactly the same result as ours in (74) for the case of the central region ϕ = 0.
Kernels correspondence We now sketch how we find the kernel KRSKI,J and our kernel to be closely
related. We start from our result (62) where C = a+ iR with 0 < a < 1. The first step is to make
the change of variables s = a+ is˜, which allows us to rewrite this kernel as an integral on R2:
KI,J(v1, v2) =
∫
R2
−dkds˜
2pi
1
sin(pi(a+ is˜))
ua+is˜e−2ik(v1−v2)−(a+is˜)(v1+v2) (86)(
Γ(−a+is˜
2
+ γ
2
− ik)
Γ(a+is˜
2
+ γ
2
− ik)
)I (
Γ(−a+is˜
2
+ γ
2
+ ik)
Γ(a+is˜
2
+ γ
2
+ ik)
)J
We now use the change of variables (k, s˜)→ (s+, s−) with s+ = s˜2 + k and s− = s˜2 − k, this gives
KI,J(v1, v2) =
∫
R2
ds+ds−A(v1, s+)B(s+, s−)C(s−, v2) (87)
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where we introduced γ− = γ − a and γ+ = γ + a and
A(v1, s+) = e
−v1(2is++a) C(s−, v2) = e−v2(2is−+a) (88)
B(s+, s−) =
−1
2pi
1
sin(pi(a+ i(s+ + s−)))
ua+i(s++s−)
(
Γ(γ−
2
− is+)
Γ(γ+
2
+ is−)
)I (Γ(γ−
2
− is−)
Γ(γ+
2
+ is+)
)J
(89)
The kernel now has the form of a product of operators, hence we can use the identity Det(I +
ABC) = Det(I+CAB) (from the cyclic property of the trace) to obtain that the Laplace transform
gI,J(u) can be expressed as the Fredholm determinant gI,J(u) = Det(I +K
′′
I,J) with K
′′
I,J = CAB:
K ′′I,J(v, v
′) =
∫
R
ds+
∫
R+
dv2C(v, v2)A(v2, s+)B(s+, v
′) (90)
where in this expression, the integral on v2 is straightforward and we find
K ′′I,J(v, v
′) =
∫
R
ds+
−1
4pi(a+ i(s+ + v))
1
sin(pi(a+ i(v′ + s+)))
ua+i(v
′+s+) (91)(
Γ(γ−
2
− is+)
Γ(γ+
2
+ iv′)
)I ( Γ(γ−
2
− iv′)
Γ(γ+
2
+ is+)
)J
where now K ′′I,J : L
2(R)→ L2(R). Note that the convergence of the integral over s+, a necessary
condition to exchange the integrations, is satisfied [40] when I ≥ J , which we now assume. If
J ≥ I we would instead write Det(I + ABC) = Det(I + BCA), leading to the same kernel
with I and J exchanged (and v, v′ exchanged which is immaterial in the Fredholm determinant).
Using the change of variables w = a + γ+
2
+ is+ and z = −iv′ + γ+2 (it adds a minus sign),
the result for gI,J(u) is re-expressed as the Fredholm determinant gI,J(u) = Det(I + K
′
I,J) with
K ′I,J : L
2(γ+
2
+ iR)→ L2(γ+
2
+ iR) and
K ′I,J(z, z
′) =
∫
a+
γ+
2
+iR
dw
1
4pi(w − z′)
1
sin(pi(w − z))u
w−z
(
Γ(γ + a− w)
Γ(γ + a− z)
)I (
Γ(z − a)
Γ(w − a)
)J
(92)
In this last expression we have some freedom in the choice of the contours: the evaluation of the
Fredholm determinant involves integrals on w and on z that are invariant as long as we translate
the contours of integration by the same amount, and that we do not cross the poles located at
w = γ+a+n and z = a−n for n ∈ N. We can thus write our final result as gI,J(u) = Det(I+KBAI,J )
with KBAI,J : L
2(a+ a˜+ iR)→ L2(a+ a˜+ iR) defined as the ”Bethe ansatz” kernel:
KBAI,J (z, z
′) =
∫
2a+a˜+iR
dw
1
4pi(w − z′)
1
sin(pi(w − z))u
w−z
(
Γ(α− w)
Γ(α− z)
)I (
Γ(z − a)
Γ(w − a)
)J
(93)
where α = γ + a, 0 < a < 1 and 0 < a˜ < γ − a and I ≥ J .
The next step to achieve the correspondence would be to deform the contour of integration of z
into the circle Cδ1 . This seems to be a difficult task since when deforming the contour one a priori
encounters an infinite number of poles. However we conjecture that it works and that:
Det(I +KBAI,J ) = Det(I +K
RSK
I,J ) (94)
We verified that identity in some simple cases, e.g. by explicitly computing the u, u2, u3 terms
(for t = 0 and t = 2) and the uγ, uγ+1 terms (t = 0 only). A proof may require lifting the model
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to a higher generalization involving Macdonald processes [38]. Note that in the case of the semi-
discrete polymer (see Appendix K), the equivalence between such small circles and open contours
was already proved in [24].
Let us finally mention that this kernel allows to obtain another formula for the probability
distribution of logZ analogous to (64). More precisely (64) still holds with Kˇ
(j)
I,J → Kˇ(j),BAI,J
where the kernels Kˇ
(j),BA
I,J are obtained from K
BA
I,J in (93) by substituting
1
sin(pi(w−z))u
w−z →
vz−w/f (j)(pi(w − z)).
Results from the physics literature During the last stage of the redaction of this article, we
became aware of a very recent work [37] where zero-range q-boson models with factorized steady
state measures and which are integrable via the Bethe ansatz are classified. Although these results
were obtained in a different context, there is a clear connection to the ansatz studied here. The main
difference is that the stochasticity hypothesis has to be relaxed to get a more general framework
that encompasses our model. This is however easily done (work in progress) and the Brunet ansatz
then appears as a (singular) limit of this generalized ansatz.
12. Conclusion
In this paper we have studied the problem of a directed polymer on the square lattice in presence of
log-Gamma distributed quenched random weights. Building up on an earlier work by Brunet, we
have shown how the Bethe-Ansatz and integrability techniques could be efficiently used to derive
an exact formula for the n-th integer moment of the partition function for fixed endpoints and
arbitrary polymer length, (54), defined for n < γ. Based on this formula and the observations
made in Appendix A and Appendix E, we conjectured a formula for the Laplace transform of
the probability distribution of the partition sum. From this: (i) we obtained a formula for the
probability distribution of the partition function for any polymer length (64) (ii) we showed
convergence of the free energy distribution to the Tracy-Widom distribution at large time (74)
and derived the normalizing constants and their dependence in the endpoint position (i.e. in the
angle with respect to the diagonal of the lattice). Specifically, we obtained the extensive part of
the mean free energy, as well as the variance of the fluctuations. From the angle dependence we
also obtained the elastic coefficient. We performed numerical simulations of long polymers to check
and confirm some of these results with very good agreement. At each stage of the calculation we
proved that all of our formulas reduce, in the continuum limit, to the ones for the Lieb-Liniger
model, thereby recovering the results for the continuum KPZ model obtained in previous works.
In the last section we showed how these results are related to the previous work of [3]. Our
asymptotic limit agrees and extends their result to arbitrary angle, and our Fredholm determinant
formula are closely related, with an essential difference in the contours of integration. This
difference seems to be a signature of the method: our integrability techniques naturally give
rise to ”large” contours formulas, whereas the techniques used in the mathematical context give
rise to ”small” contours formulas. Although we provided some verifications, the full proof of the
equivalence of the two formulas may require considering a regularized, (e.g. q-deformed) version
of the log-Gamma model [38].
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This paper thus offers new tools which could be used to explore further the similarities between
quantum integrability and tropical combinatorics methods. It also opens the way to other studies
on the log-Gamma directed polymer with e.g. other boundary conditions, such as flat (as in [10])
or stationary (as in [1]) and extension to the inhomogeneous model of [2], which are left for future
studies.
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Appendix A. Analytic continuation: Laplace transform from the moments
In this section, we illustrate the use of the Mellin-Barnes identity to compute the Laplace transform
of a probability distribution from its integer moments. In the most favorable cases the Laplace
transform of the probability distribution P (Z) of a positive random variable Z, such as a partition
sum, can be calculated by a simple re-summation of the integer moments:
e−uZ :=
∫
Z>0
dZP (Z)e−uZ =
+∞∑
n=0
1
n!
(−u)nZn (A.1)
Clearly this formula cannot be used when some of the moments do not exist, e.g. when P (Z)
has an algebraic tail. In that case however one can use a more general formula in terms of a
Mellin-Barnes transform.
The basic identity is the following integral representation of the exponential function:
e−z =
∫
−a+iR
ds
2ipi
Γ(−s)zs = −
∫
−a+iR
ds
2i sin(pis)
1
Γ(1 + s)
zs (A.2)
where a > 0 and z > 0. It allows us to express the Laplace transform of the probability distribution
P (Z) as:
e−uZ = −
∫
dZP (Z)
∫
−a+iR
ds
2i sin(pis)
1
Γ(1 + s)
(uZ)s
= −
∫
−a+iR
ds
2i sin(pis)
us
Γ(1 + s)
Zs (A.3)
a more general formula, which is valid provided the integral converges. This is the case for instance
for the single site problem, i.e. Z = w given by the inverse Gamma distribution, in which case
ws = Γ(γ − s)/Γ(γ) for Re(s) < γ. In fact, in that (trivial) case the formula (A.3) is precisely the
representation given in [2], see e.g. (83) setting I = J = 1.
In the case where f(s) = Zs is analytic on the positive half-plane Re(s) ≥ 0, and satisfies
the conditions of Carlson theorem (i) ∃ C, τ , |f(z)| < Ceτz (ii) |f(iy)| < Cepiy, the integral (A.3)
converges and we can close the contour on the positive half plane. From the residues of the poles
of the 1/ sin function one then recovers the formula (A.1) (equivalently, going from (A.1) to (A.3)
is nothing but the Mellin-Barnes formula).
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Appendix B. Verifications of the formula for the norm
Here we calculate the norm of the Brunet states in some simple cases, which provide verifications
for the general formula given in the text.
Appendix B.1. finite L
For fixed L one can directly compute the norm of a general 2 particles state with real momenta:
ti = i
ki
2
, ki ∈ R. Using the formula for the weighted scalar product (19), one finds:
||ψµ||2 = −c¯L8 + k
2
1 + k
2
2
(k1 − k2)2 + 2L
2 (c¯
2 + (k1 − k2)2)
(k1 − k2)2 (B.1)
in agreement with the formula (38) using the modified Gaudin determinant.
Appendix B.2. in the limit L→ +∞
Norm of a single n-string In the limit L → ∞, one can compute explicitly the norm of the state
consisting of a single string (see section 7), i.e. of particle content m = n ∈ N. Inserting the string
decomposition (42) into the Brunet eigenfunctions (12), one sees that the single n-string eigenstate
takes the simple form:
ψn−string(x1, · · · , xn) = n!zx11 · · · zxnn , x1 ≤ · · · ≤ xn (B.2)
with za =
1+ta
1−ta and where the ta variables are organized as ta = i
k
2
+ c¯
4
(m+1−2a). For the infinite
system one can recursively sum on the variables yi = xi − xi−1 starting with yn, carefully using
the definition of the scalar product (19). Let us illustrate the calculation for n = 2, 3. One has:
||ψ2−string||2 =
∑
x1,x2
1
ax1,x2
|ψ2−string(x1, x2)|2 = 2
∑
x1<x2
4|z1|2x1|z2|2x2 + 4
h2
∑
x1
|z1z2|2x1
' 8L
+∞∑
y=1
|z2|2y + 4L
h2
(B.3)
using |z1z2| = 1 from the Bethe equation. Using that z2 = 2−
c¯
2
+ik
2+ c¯
2
−ik one sees that |z2| < 1. Using
that h2 = 4/(4− c¯) and performing the sum one finds:
||ψ2−string||2 'L→∞ L (4(4 + k
2)− c¯2)
2c¯
(B.4)
in agreement with (52).
A similar calculation for n = 3 is performed using that∑
x1,x2,x3
a−1x1,x2,x3|ψ(x1, x2, x3)|2 = 6
∑
x1<x2<x3
|ψ(x1, x2, x3)|2 (B.5)
+
3
h2
[
∑
x1<x3
|ψ(x1, x1, x3)|2 +
∑
x1<x2
|ψ(x1, x2, x2)|2] + 1
h3
∑
x1
|ψ(x1, x1, x1)|2 (B.6)
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Inserting (B.2), using that |z2| = 1, |z1|2 = 1/|z3|2 and |z3|2 = (2−c¯−ik)(2−c¯+ik)(2+c¯−ik)(2+c¯+ik) and performing the
sums leads to the norm of the 3-string as:
||ψm=n=3||2 ∼L→∞ 9L (−16c¯
2 + c¯4 + 3(4 + k2)2)
8c¯2
(B.7)
As one can see from this expression, it is hard to guess the general formula. Fortunately one can
check that it agrees with the conjecture (52).
n 1-strings: In the case of n particles with ns = n, one easily obtains the norm in the large L
limit. In the calculation of
∑
x1,··· ,xn
1
ax1,..xn
ψ∗(x1, · · · , xn)ψ(x1, · · · , xn), one only encounters plane
waves with real momenta. It is then easy to see that, inserting the form (12) and expanding both
wavefunctions in sum over permutations, only the terms that come from the same permutation in
ψ∗ and ψ can give a power of Ln. The computation of the other (non-diagonal) terms involve the
use of the Bethe equations (15) and give subdominant powers of L. Also, in that case, the factor
ax1,..xn can be set to unity to leading order in the large L limit. From there one easily obtains:
||ψ||2 = n!Ln
∏
i<j
c¯2 + (ki − kj)2
(ki − kj)2 +O(L
n−1) (B.8)
which is a consistency check of the first factor in the first formula (52), and a check of the general
norm formula (38).
Appendix C. Expansion of the eigenenergy around the LL limit
Consider the expression for the eigenvalue (45). The LL limit amounts to perform a small c¯
expansion at fixed k˜ = k/c¯. We can use the expansion of the Pochhammer symbol at at large x,
(x)m = x
mf(x) with f(x) = 1 + m(m−1)
2x
+ m(3m
3−10m2+9m−2)
24x2
+O(1/x3), with x = −m
2
+ γ
2
+ ik˜ and
γ = 1 + 4
c¯
. Then θ2m,k = (
2
c¯
|x|)2f(x)f(x∗), where x∗ is the complex conjugate. Since 2
c¯
|x| → 1 as
c¯→ 0 one can easily take the logarithm and expanding in c¯, up to O(c¯4) one finds, up to terms of
O(c¯6, k6, ..):
− 8 ln θm,k = mk2 + 1
12
(m−m3)c¯2 − c¯
4m (3m4 − 10m2 + 7)
1920
+
1
16
c¯2k2m
(
m2 − 1)− k4m
8
(C.1)
This expression is O(a2) +O(a4) in the LL limit and when combined with the scaling of t = t
LL
8a2
it
gives the correct finite LL limit displayed in the text, together with the first correction in a.
Appendix D. Norm of strings from modified Gaudin formula in the limit L→∞
We start from the formula (38) for the norm of an eigenstate given in the main text. As in the
case of the Lieb-Liniger model, this formula is a-priori singular and the limit should be taken with
care for L→ +∞ when string states appear. Here we follow the strategy of [32]. In that limit we
split the n particles into ns strings of multiplicity mj:
tj,a = i
kj
2
+
c¯
4
(mj + 1− 2a) + δ
j,a
2
(D.1)
where j = 1, ..., ns and a = 1, ...,mj.
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Limit of the prefactor in string notations: The prefactor is most conveniently written as∏
1≤α<β≤n
(2tα − 2tβ)2 − c¯2
(2tα − 2tβ)2 =
∏
α 6=β
2tα − 2tβ − c¯
2tα − 2tβ (D.2)
We now use the string notations and split the intra-string part from the inter-string part:∏
α 6=β
2tα − 2tβ − c¯
2tα − 2tβ =
∏
i 6=j
mi∏
a=1
mj∏
b=1
i(ki − kj) + c¯2(mi −mj − 2(a− b+ 1))
i(ki − kj) + c¯2(mi −mj − 2(a− b))
ns∏
j=1
mj∏
a=1
∏
b 6=a
c¯(a− b+ 1)−δ(a,b)j
c¯(a− b) (D.3)
where we denote δ
(a,b)
j = δj,a − δj,b and keep these strings deviations only where needed for the
limit. After some work one finds that the leading term in the expansion in the strings deviations
is given by: ∏
1≤i<j≤ns
4(ki − kj)2 + c¯2(mi +mj)2
4(ki − kj)2 + c¯2(mi −mj)2
∏
1≤j≤ns
mj
(
1
c¯
)mj−1 mj−1∏
a=1
δ
(a,a+1)
j (D.4)
Limit of the modified Gaudin determinant: Consider formula (36) in the main text. As in the
Lieb-Liniger case, the determinant is singular and contains terms of the form K(tj,a − tj,a+1) =
K
(a,a+1)
j =
1
δ
(a,a+1)
j
+O(1) that become exponentially large. It is easy to see that the leading term in
the string deviation is obtained when one computes the determinant as if all string were decoupled:
detG ∼∏nsj=1 detGj where
detGj =
∣∣∣∣∣∣∣∣∣∣∣∣
L+ (1− t2j,1)
∑
b 6=1K
(1,b)
j −(1− t2j,1)K(1,2)j · · · −(1− t2j,1)K(1,mj)j
−(1− t2j,2)K(1,2)j L+ (1− t2j,2)
∑
b6=2K
(2,b)
j · · · −(1− t2j,2)K(2,mj)j
. . · · · .
. . · · · .
−(1− t2j,mj)K
(1,mj)
j −(1− t2j,mj)K
(2,mj)
j · · · L+ (1− t2j,mj)
∑
b 6=mj K
(b,mj)
j
∣∣∣∣∣∣∣∣∣∣∣∣
(D.5)
This determinant can be handled in the same spirit as in [32]. One starts by adding the first
column to the second one, then one adds to the second row the first one multiplied by
1−t2j,2
1−t2j,1
.
The singular term K
(1,2)
j now only appears in the top-left entry and the entry (2, 2) now contains
L(1 +
1−t2j,2
1−t2j,1
). One now iterates this procedure by adding the second column to the third one,
and adding to the third row the second one multiplied by
1−t2j,3
1−t2j,2
, and the entry (3, 3) now contains
L
(
1 +
1−t2j,3
1−t2j,2
(1 +
1−t2j,2
1−t2j,1
)
)
= L
(
1 +
1−t2j,3
1−t2j,2
+
1−t2j,3
1−t2j,1
)
. In the end all the singular terms K
(a,a+1)
j are
located on the first mj−1 diagonal entries and the last term contains the leading power in L which
is L(1− t2j,mj)
∑mj
b=1
1
1−t2j,b
. We thus obtain
detGj ∼ L
(
mj−1∏
a=1
(1− t2j,a)K(a,a+1)j
)
(1− t2j,mj)
mj∑
b=1
1
1− t2j,b
(D.6)
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Note that we can do the exact same operation on the full modified Gaudin determinant to explicitly
show that the different strings decouple. Taking all the strings into account, we thus arrive to:
detG ∼
ns∏
j=1
L
(
mj−1∏
a=1
1
δ
(a,a+1)
j
)
mj∏
a=1
(1− t2j,a)
mj∑
b=1
1
1− t2j,b
(D.7)
The divergent part precisely cancels the vanishing part of the prefactor and leads to the formula
of the main text.
Appendix E. Laplace transform versus moment generating function: some simple
cases.
Calculations for the one-site problem I = J = 1 In the case of Z = w distributed according to
the inverse gamma distribution one can still close the contour in (A.3). This coincides with the
formula of [2] applied to one site. This leads to the result:
e−uZ =
∞∑
n=0
(−u)n
n!
Γ(γ − n)
Γ(γ)
+
∞∑
n=0
(−1)n
n!
uγ+n
Γ(−γ − n)
Γ(γ)
(E.1)
=
2
Γ[γ]
u
γ
2Kγ(2
√
u) (E.2)
One can check that this is an exact formula. Notice that in the expansion, both sums converge
separately but just give a part of the total Laplace transform:
∞∑
n=0
(−u)n
n!
Γ(γ − n)
Γ(γ)
= uγ/2Γ(1− γ)I−γ
(
2
√
u
)
(E.3)
∞∑
n=0
(−1)n
n!
uγ+n
Γ(−γ − n)
Γ(γ)
=
uγ/2Γ(−γ)Γ(γ + 1)Iγ (2
√
u)
Γ(γ)
where we used the usual notations for the Bessel functions. This is not apparent, but one can also
notice that the sum of the (analytically-continued) moments possesses the symmetry γ → 2 − γ,
which is also the case for the Fredholm determinant computed in terms of hypergeometric functions
computed in Appendix G. Note however that neither the Laplace transform, nor P (w), possess this
symmetry, another manifestation that the integer moments give only a part of the total Laplace
transform. The same property holds for the general case of arbitrary t, as discussed below.
Calculation for t=2 We now give a non-trivial check of the procedure for a length 2 polymer.
Consider the moments of Z2(0) = w0,0(w− 1
2
,1 + w 1
2
,1)w0,2 : they are given for n < γ by
Z2(0)n =
n∑
k=0
Ckn
Γ(γ − n)2Γ(γ − k)Γ(γ − (n− k))
Γ(γ)4
(E.4)
Because of the sum over k, it is not straightforward to analytically continue this formula in n.
However, if we compute the moment generating function gmom(u) =
∑∞
n=0(−1)n u
n
n!
Z2(0)n, we
obtain:
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gmom(u) =
∑
k1≥0,k2≥0
(−u)k1+k2
Γ(1 + k1)Γ(1 + k2)
Γ(γ − n)2Γ(γ − k)Γ(γ − (n− k))
Γ(γ)4
(E.5)
On this function we can now perform the Mellin-Barnes trick to conjecture a formula for the
Laplace transform g(u) = e−uZ2(0) :
g(u) =
1
4pi2
∫
−a+iR
∫
−a+iR
dk1dk2u
k1+k2Γ(−k1)Γ(−k2)Γ(γ − n)
2Γ(γ − k)Γ(γ − (n− k))
Γ(γ)4
(E.6)
where we used the reflection formula for the Gamma function. This formula is similar to the exact
result obtained in [2], and we have numerically verified that the two results coincide. This provides
a verification, for t = 2 , of the general procedure detailed in the text to conjecture the formula
(62) for the Laplace transform for arbitrary t using the Mellin-Barnes trick.
Appendix F. Generating Function as a Fredholm determinant
We start from the formula (58) for the partition sum at fixed number of strings. As in [8] we use
the following crucial identity:∏
1≤i<j≤ns
4(ki − kj)2 + (mi −mj)2
4(ki − kj)2 + (mi +mj)2 = det[
1
2i(ki − kj) +mi +mj ]×
ns∏
j=1
(2mj) (F.1)
Hence we can rewrite (58) as:
Z(ns, u) =
ns∏
j=1
+∞∑
mj=1
∫
dkj
pi
det[
1
2i(ki − kj) +mi +mj ]
×
ns∏
j=1
(−u)mj
ns∏
j=1
(
Γ(−mj
2
+ γ
2
− ikj)
Γ(
mj
2
+ γ
2
− ikj)
)I (
Γ(−mj
2
+ γ
2
+ ikj)
Γ(
mj
2
+ γ
2
+ ikj)
)J
(F.2)
The determinant can be written as a sum over permutations σ, and we also introduce the
representation 1
x
=
∫
R+
dve−vx, which leads to
Z(ns, u) =
∑
σ∈Sn
(−1)σ
ns∏
j=1
+∞∑
mj=1
∫
dkj
pi
∫
vj>0
e−vj(2i(kj−kσ(j)+mj+mσ(j))(−u)mj
×
ns∏
j=1
(
Γ(−mj
2
+ γ
2
− ikj)
Γ(
mj
2
+ γ
2
− ikj)
)I (
Γ(−mj
2
+ γ
2
+ ikj)
Γ(
mj
2
+ γ
2
+ ikj)
)J
We then perform the change
∑
j vjkσ(j) =
∑
j vσ−1(j)kj ( and the same for
∑
j vjmσ(j)) and relabel
as σ → σ−1, this leads to:
Z(ns, u) =
∑
σ∈Sn
(−1)σ
ns∏
j=1
+∞∑
mj=1
∫
dkj
pi
∫
vj>0
e−2ikj(vj−vσ(j))−mj(vj+vσ(j))(−u)mj
(
Γ(−mj
2
+ γ
2
− ikj)
Γ(
mj
2
+ γ
2
− ikj)
)I (
Γ(−mj
2
+ γ
2
+ ikj)
Γ(
mj
2
+ γ
2
+ ikj)
)J
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which has the structure of a determinant:
Z(ns, u) =
ns∏
j=1
∫
vj>0
det[KmomI,J (vi, vj)]ns×ns (F.3)
with the kernel KmomI,J given in (60). Summation over ns leads to the Fredholm determinant
expression given in the text.
Appendix G. Moments-kernel in term of hypergeometric functions
We show that the moments-kernel Kmom can be exactly expressed in terms of hypergeometric
functions by separating the summation over m even and m odd. We restrict to t even and x = 0
and define:
Gn(k, z) =
∞∑
m=1
(−z)m
(
Γ(−m
2
+ γ
2
− ik)Γ(−m
2
+ γ
2
+ ik)
Γ(m
2
+ γ
2
− ik)Γ(m
2
+ γ
2
+ ik)
)n
= −1 + An(k, z2)− zBn(k, z2)
with
An(k, z) =
∞∑
m=0
zm
(
Γ(−m+ γ
2
− ik)Γ(−m+ γ
2
+ ik)
Γ(m+ γ
2
− ik)Γ(m+ γ
2
+ ik)
)n
(G.1)
and
Bn(k, z) =
∞∑
m=0
zm
(
Γ(−m− 1
2
+ γ
2
− ik)Γ(−m− 1
2
+ γ
2
+ ik)
Γ(m+ 1
2
+ γ
2
− ik)Γ(m+ 1
2
+ γ
2
+ ik)
)n
(G.2)
Using the Euler reflection formula three times, we obtain:
Γ(−m+ γ
2
− ik)Γ(−m+ γ
2
+ ik) =
Γ(γ
2
− ik)Γ(1− γ
2
+ ik)Γ(γ
2
+ ik)Γ(1− γ
2
− ik)
Γ(1 +m− γ
2
+ ik)Γ(1 +m− γ
2
− ik)
This allows to express
An(k, z) = 1F4n
(
{1}, {(1− γ
2
+ ik), (1− γ
2
− ik), (γ
2
− ik), (γ
2
+ ik)}n; z
)
(G.3)
where we denote:
{(1− γ
2
+ ik), (1− γ
2
− ik), (γ
2
− ik), (γ
2
+ ik)}n = (G.4)
n⊕
i=1
{(1− γ
2
+ ik), (1− γ
2
− ik), (γ
2
− ik), (γ
2
+ ik)}
The same type of calculation leads to
Bn(k, z) =
(
4
(γ − 1)2 + 4k2
)n
(G.5)
1F4n
(
{1}, {(3
2
− γ
2
+ ik), (
3
2
− γ
2
− ik), (1
2
+
γ
2
− ik), (1
2
+
γ
2
+ ik)}n; z
)
And this allows to express Kmom in (60) as:
Kmom(v1, v2) =
∫
R
dk
pi
e−2ik(v1−v2)
(
−1 + A t
2
+1(k, u
2e−2(v1+v2))− ue−(v1+v2)B t
2
+1(k, u
2e−2(v1+v2))
)
(G.6)
The interesting feature is that on this result, the symmetry γ → 2− γ holds. Since we know that
the Laplace transform cannot have this symmetry, this shows once again that it cannot be equal
to the moment generating function.
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Appendix H. Some verifications of the various kernels
For t even and x = 0 (centered arrival point), the kernel (60) takes the form
Kmomt (v1, v2) = (H.1)
∞∑
m=1
∫ +∞
−∞
dk
pi
(−1)mume−2ik(v1−v2)−m(v1+v2)
(
Γ(−m
2
+ γ
2
− ik)Γ(−m
2
+ γ
2
+ ik)
Γ(m
2
+ γ
2
− ik)Γ(m
2
+ γ
2
+ ik)
) t
2
+1
The integration over k can be performed by noting that there are two series of poles ik =
±(−p + m−γ
2
), p ∈ N, in the gamma functions (the use of the residues formula here is legitimate,
since, as in the main text, one can easily rewrite the quotient of Gamma functions as a rational
fraction).
Consider t = 0. Let us consider for now only the terms m < γ, our goal will be to recover the
moments n < γ from the Fredholm determinant. The integral over k can be performed by closing
the contour on the side ik > 0 or ik < 0 depending on the sign of v1 − v2 leading to:
Kmomt=0 (v1, v2) = 2
∞∑
m=1
m−1∑
p=0
(−1)p
p!
Γ(γ + p−m)
Γ(m− p)Γ(γ + p)(−u)
me−(2p+γ−m)|v1−v2|−m(v1+v2)
since for m < γ one picks either the first series of poles ik > 0 or the second.
Here at t = 0, we want to check that:
Det (I +Kmomt=0 ) |(−u)n = n!Γ(γ − n)/Γ(γ) (H.2)
We can use the expansion:
Det(I +K) = eTr ln(I+K) = 1 + TrK +
1
2
((TrK)2 − TrK2) (H.3)
+
1
6
((TrK)3 − 3 TrK TrK2 + 2 TrK3) + ..
we now denote K =
∑
mKm and check up to order 3 or 4 ..
The same reasoning can be applied to the different kernels obtained from this one in the text.
One can check that (62) and (93) indeed give the moments of the distribution (checked at t = 0
and t = 2). One can also check that the first non-analytic terms in the Laplace transform of
the probability distribution at t = 0 are reproduced. For that one starts from (93) and explicitly
calculate the integral over w using residues
KBA1,1 (z, z
′) =
1
2pii
∞∑
n1=1
(−u)n1
z + n1 − z′
Γ(α− z − n1)Γ(z − a)
Γ(z + n1 − a)Γ(α− z) (H.4)
+
1
2pii
∞∑
n2=0
pi
sin(pi(z − α− n2))
(−1)n2
n2!
uα+n2−z
α + n2 − z′
Γ(z − a)
Γ(α + n2 − a)Γ(α− z)
Using this expansion allows to recover the first terms in E.3 and in particular the non analytic
terms (−1)
n
n!
uγ+n Γ(−γ−n)
Γ(γ)
(we checked it for n = 0, 1). The various traces can be computed using
the residues theorem. Integer powers of u come from the first part of the expansion and from
the poles of the sine function in the second part, whereas non-integer powers of u come from the
poles of the Gamma function in the second part. The fact that we can extract the correct integer
moments from the kernels is a consistency check of the procedure. On the other hand, being able
to retrieve the non analyticity is another sign that the Mellin-Barnes trick indeed provides the
correct analytic continuation.
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Appendix I. Probability distribution at any time
Starting from the expression for the generating function gI,J(u) = e−uZ(I,J) and writing formally
Z(I, J) as the product of a variable Z0 with an exponential distribution: P0(Z0) = e
−Z0 (i.e. logZ0
has a unit Gumbel distribution), and a new positive random variable Z˜(I, J) distributed according
to P˜I,J , one has
gI,J(u) = e−uZ0Z˜(I,J) =
∫
dZ0e−uZ0Z˜(I,J)e−Z0 =
1
1 + uZ˜(I, J)
=
∫
dZ˜
1
1 + uZ˜
P˜I,J(Z˜) (I.1)
Assuming an analytic continuation, we write
gI,J(
1
−v − i) =
∫
dZ˜
−v
Z˜ − v − iP˜I,J(Z˜) (I.2)
And the limit → 0+ allows to extract the probability distribution P˜I,J as
P˜I,J(v) =
1
2ipiv
lim
→0+
(
gI,J(
1
−v + i)− gI,J(
1
−v − i)
)
(I.3)
Using (62), we write gI,J(
1
−v±i) = Det(I + Kˇ
±
I,J) with
Kˇ±I,J(v1, v2) =
∫ +∞
−∞
dk
pi
−1
2i
∫
C
ds
sin(pis)
(
1
−v ± i
)s
e−2ik(v1−v2)−s(v1+v2) (I.4)(
Γ(− s
2
+ γ
2
− ik)
Γ( s
2
+ γ
2
− ik)
)I (Γ(− s
2
+ γ
2
+ ik)
Γ( s
2
+ γ
2
+ ik)
)J
Using the principal determination of the logarithm, and since v has to be positive, we have
lim
→0+
(
1
−v ± i
)s
= exp(−s log(v)∓ ipis) (I.5)
Finally, writing e∓ipis = cos(pis)∓ i sin(pis) leads to the formula of the main text.
Appendix J. Saddle point position
The numerical resolution of the saddle-point equation (69), i.e.:
1
2
+ ϕ
1
2
− ϕ =
ψ′(γ
2
− kϕ)
ψ′(γ
2
+ kϕ)
(J.1)
is complicated by the divergence near ϕ = 1
2
. In fact there is a solution such that the argument of
the ψ′ function remains positive. Since limx→0+ ψ′(x) = +∞ it is easy to see that limϕ→ 1
2
kϕ = −γ2 .
Explicitly, the leading behavior of kϕ is
kϕ 'ϕ→ 1
2
−γ
2
+
( 1
2
− ϕ
ψ′(γ)
) 1
2
+ ... (J.2)
This divergence makes the numerical solution fail around ϕ = 1
2
: kϕ crosses the singularity at −γ2 .
On the other hand, the non-analyticity makes a perturbative calculation inefficient close to this
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point. The most accurate determination appears to be a fit between the numerical result and the
known non analyticity, which is what was used for Fig. 2 and 3 in the text. Fig J1 summarize the
situation.
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
0.1 0.2 0.3 0.4 0.5
j
-2.0
-1.5
-1.0
-0.5
0.0
kj
Figure J1. Saddle-point position kϕ as a function of ϕ for γ = 3. The dotted-line is the
approximation to lowest order in ϕ, i.e. kϕ ∼ ϕ (STS). The losanges are the numerical solution.
The dashed line is a high order perturbative approximation and the solid line is the final result
that uses the non-analytic behaviour near ϕ = 12 . The additional points below arise from numerical
artefacts.
Appendix K. The semi-directed random polymer
The semi-directed random polymer was introduced by O’Connell and Yor in [36, 27]. In [28] it
was argued that it constitutes an universal scaling limit for polymer restricted to stay close to
the boundary (with proper rescaling of the temperature or in our case, of the parameter of the
inverse-gamma distribution). In the simplest case (no drift, temperature and total polymer length
t set to unity) it is defined as the partition sum
Zs.d.N =
∫
0<s1<···<sN−1≤1
eB1(s1)+(B2(s2)−B2(s1))+···+(BN (1)−BN (sN−1)) (K.1)
where Bj(s) are N independent standard Brownian motions. In [2], it was shown that this
model could be obtained as the following scaling limit of the log-Gamma polymer: Zs.d.N ∼inlaw
limn→∞ en log(n)−
1
2Z(n,N)|γ=n. Here we show how this scaling limit naturally appears and we obtain
a Fredholm-Determinant formula for the Laplace transform of the semi-directed polymer partition
sum. Starting from (93) we need to analyze the large n limit of Det(I +KBAn,N) where
KBAn,N(z, z
′) =
∫
a+iR
ds
1
4pi(s+ z − z′)
1
sin(pis)
us
(
Γ(z)
Γ(z + s)
)N (
Γ(n− z − s)
Γ(n− z)
)n
(K.2)
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and z, z′ ∈ a˜+ iR. We have defined s = w−z and renamed z−a→ z. Here the factor
(
Γ(n−z−s)
Γ(n−z)
)n
takes a simple form in the large n limit:(
Γ(n− z − s)
Γ(n− z)
)n
= exp
(
n
(
−sψ(n) + 1
2
ψ′(n)(2sz + s2) +O(
1
n2
)
))
(K.3)
where use that ψ(k)(n) = O( 1
nk
) for n → ∞. Using ψ(n) =n→∞ log(n) − 12n + O( 1n2 ) and
ψ′(n) =n→∞ 1n +O(
1
n2
), we thus arrive at:(
Γ(n− z − s)
Γ(n− z)
)n
∼n→∞ exp
(
−s(n log n− 1
2
) + sz +
1
2
s2
)
(K.4)
The first term indeed imposes to rescale the partition sum as Zˆ(n,N) = en log(n)−
1
2Z(n,N) so that
the laplace transform of Zˆ(n,N), gˆn,N = exp−uZˆ(n,N) has a well-defined n→∞ limit given by
a Fredholm determinant, with:
lim
n→+∞
gˆn,N = Det(I + KˆN) (K.5)
KˆN(z, z
′) =
∫
a+iR
ds
1
4pi(s+ z − z′)
1
sin(pis)
us
(
Γ(z)
Γ(z + s)
)N
esz+
1
2
s2 (K.6)
and z, z′ ∈ a˜+iR. We recall 0 < a < 1 and 0 < a˜ (in the limit). This result is identical to Theorem
3 of [3] for the case of zero drift and t = 1 (see also Theorem 1.5 in [29]) apart from the (now
usual) difference of contours. There z, z′ belong to a small circle around 0, while the s contour is
the same. A similar (large-contour) formula can be found in Theorem 1.17. of [24]. There (for our
case), the contour of integration on z is a wedge Cα,φ = {α + ei(pi+φ)R+} ∪ {α + ei(pi−φ)R+} where
α > 0 and 0 < φ < pi/4, and the contour of integration on s, Dz, is z-dependent and given by
straight-lines joining R(z)− i∞ to R(z)− id to 1
2
− id to 1
2
+ id to R(z) + id to R(z) + i∞, where
R(z) = −Re(z) + α + 1 and d > 0 is small enough so that to ensure that z +Dz do not intersect
Cα,φ. These contours are more involved but are similarly located as ours with respect to the poles
of the integrand.
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