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Abstract
This paper develops a general asymptotic theory for the estimation of
strictly stationary and ergodic time series models. Under simple conditions
that are straightforward to check, we establish the strong consistency, the
rate of strong convergence and the asymptotic normality of a general class of
estimators that includes LSE, MLE, and some M-type estimators. As an ap-
plication, we verify the assumptions for the long-memory fractional ARIMA
model. Other examples include the GARCH(1,1) model, random coeﬃcient
AR(1) model and the threshold MA(1) model.
Key words and phrases: Asymptotic normality, estimation, rate of strong
convergence, strong consistency, time series models.
1 Introduction
The three main results that can be used for the asymptotic theory of the estimators
in time series models are Basawa, Feign and Heyde (1976), Amemiya (1985) and
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1Tjφstheim (1986). While not speciﬁc to time series models, Basawa et al. (1976)
and Amemiya (1985) provide the condition for the weak consistency of the estimated
parameters. For asymptotic normality, the result in Basawa et al. (1976) requires
the expectation of the third derivatives of the objective function (OF). The condition
in Amemiya (1985) does not give a speciﬁc method for the convergence of the sample
information matrix to prove asymptotic normality.
The result in Tjφstheim (1986) holds for strictly stationary and ergodic time
series models, and implies that there exists a sequence of strongly consistent estima-
tors to maximize the OF. However, this sequence of estimators may not be the global
maximizer of the OF. His result also requires the expectation of the third deriva-
tives of the OF, but the third derivatives of the OF can be extremely complicated in
some models, as in the case of the likelihood function for ARMA-GARCH models.
Jeantheau (1998) also gives the condition for strong consistency of the maximum
likelihood estimator (MLE) for a class of GARCH models. However, the results in
each of these papers do not discuss the initial value problem, which needs to be ad-
dressed for each individual model. As many time series models have been developed
in the last two decades, a uniﬁed and simple asymptotic theory of estimation for
time series models should have wide applicability.
This paper establishes a general asymptotic theory for the estimation of strictly
stationary and ergodic time series models. The estimators, including LSE, MLE, and
some M-type estimators (except for LAD estimator), among others, are the global
maximizers of the respective OFs. We establish the strong consistency, the rate of
strong convergence and the asymptotic normality of the estimated parameters. The
rate of strong convergence of the estimated parameters has not previously appeared
in the literature in a general setting. The conditions, including the initial conditions,
are simple and easy to check, and third derivatives are not required. Some related
references are Huber(1967) and Pfanzagl (1969).
This paper proceeds as follows. Section 2 presents the model and the main
results. Section 3 examines the long-memory FARIMA model. The proofs are given
2in Sections 4-5.
2 Model and Main Results
Assume that the real p×1 vector time series {yt : t = 0,±1,···} is Ft− measurable,
strictly stationary and ergodic, and its conditional distribution is given by
yt|Ft−1 ∼ G(θ,Yt−1), (2.1)
where Ft is the σ-ﬁeld generated by {yt,yt−1,···}, Yt = (yt,···,yt−p+1) or Yt =
(yt,yt−1,···), and θ is an m × 1 unknown parameter vector. The structure of the
time series {yt} is characterized by the distribution G and the parameter θ. We
assume that the parameter space Θ is a compact subset of Rm, and the true value






where lt(θ) = l(Yt,θ) is a measurable function with respect to Yt and is almost surely
(a.s.) and continuously twice diﬀerentiable in terms of θ.
Denote Dt(θ) = ∂lt(θ)/∂θ, Pt(θ) = −∂2lt(θ)/∂θ∂θ0, Σ = E[Pt(θ0)] and Ω =
E[Dt(θ0)D0
t(θ0)]. Let V0(η) = {θ : kθ−θ0k < η}. The following assumption is made:
Assumption 2.1.
(i) E supθ∈Θ[lt(θ)] < ∞, and E[lt(θ)] has a unique maximizer at θ0;
(ii) Dt(θ0) is a martingale diﬀerence in terms of Ft with 0 < Ω < ∞;
(iii) Σ > 0 and E supθ∈V0(η) kPt(θ)k < ∞ for some η > 0.
When model (2.1) reduces to the class of models: yt = f(θ,Yt−1)+ηt
q
h(θ,Yt−1)
with {ηt} being i.i.d. with mean zero and Eη2











3where f(λ,Yt) and h(λ,Yt) > 0 are measurable functions in terms of Yt. In this case,
Assumption 2.1 (i) is ensured by the conditions: (a) E supθ∈Θ[ε2
t(θ)/ ht(θ)] < ∞
and E supθ∈Θ loght(θ) < ∞, and (b) [εt(θ),ht(θ)] = [εt(θ0),ht(θ0)] a.s. if and only
if θ = θ0. See Jeantheau (1998) and Ling and McAleer (2003).
When the dimension of the initial value Y0 is inﬁnite, it need to be replaced by
some constant e Y0. We denote lt(θ) with the initial value e Y0 by e lt(θ). Similarly deﬁne
f Dt(θ) and e Pt(θ). The initial condition is given as follows.
Assumption 2.2. For some ν > 0, it follows that
(i) E sup
Θ
|lt(θ) − e lt(θ)| = O(
1
tν);
(ii) EkDt(θ0) − f Dt(θ0)k = O(
1
t1/2+ν) and (iii)E sup
Θ
kPt(θ) − e Pt(θ)k = O(
1
tν).
The decay rates in Assumption 2.2 are very low and are satisﬁed by most of time
series models. For long memory time series, Assumption 2.2(ii) can be replaced by:











[Dt(θ0) − f Dt(θ0)]k > ) = 0.





When the dimension of Y0 is ﬁnite, Assumption 2.2 is redundant. In what follows,
−→L denotes convergence in distribution. We now state our main result as follows:
Theorem 2.1 Let ˆ θn = argmaxΘ
e L(θ).
(a) If Assumptions 2.1(i) and 2.2(i) hold, then ˆ θn → θ0 a.s..
(b) Furthermore, if Assumptions 2.1(ii)-(iii) and 2.2(ii)-(iii) hold, then






n(ˆ θn − θ0) −→L N(0,Σ
−1ΩΣ
−1).
Remark 2.1. For (a), we only need lt(θ) to be continuous in terms of θ a.s.,
while twice diﬀerentiability is redundant. ˆ θn can be LSE, MLE, and some M-type
estimators, among others. Many nonlinear time series models in Tong (1990) satisfy
4Assumptions 2.1-2.2, such as TAR, bilinear ARMA, GARCH and random coeﬃcient
AR models. The compactness of Θ is not a serious restriction in practice since the
true value θ0 is an interior point in the parameter space and we can always get a
compact Θ to include it. Compared with the assumptions mentioned in Section 1,
our assumptions are simple, clear and easy to check in practice.











f Dt(ˆ θn)f D
0
t(ˆ θn).
By Lemma 4.2, ˆ Σn = Σ + o(1) a.s.. Since supΘ kPt(θ)k1/2 is strictly stationary
and has a ﬁnite variance, we know that max1≤t≤n supΘ kPt(θ)k1/2/
√
n = op(1). By
Taylor’s expansion, we have kDt(ˆ θn) − Dt(θ0)k/
√
n ≤ [maxΘ kPt(θ)k/n]k
√
n(ˆ θn −
θ0)k = op(1) uniformly in t. Furthermore, by Assumption 2.2(ii), we know that
kf Dt(ˆ θn) − Dt(θ0)k/
√











n(ˆ θn − θ0) = Op(1). Thus,
n−1 Pn
t=1[f Dt(ˆ θn) − Dt(θ0)]f D0
t(ˆ θn)] = op(1). Finally, by the ergodic theorem, we can
see that ˆ Ωn = Ω+op(1). Thus, under Assumptions 2.1-2.2, ˆ Σn and ˆ Ωn are consistent
estimators of Σ and Ω, respectively.
Example 2.1. Consider the GARCH(1, 1) model:
yt = ηt
q
ht and ht = α0 + αy
2
t−1 + βht−1,
where ηt ∼i.i.d. N(0,1), α0 > 0, α > 0 and β > 0. Assume that E ln(β + αη2
t) < 0.
Let θ = (α0,α,β)0. When using MLE to estimate θ0, we take





where ht(θ) = α0 + αy2
t−1 + βht−1(θ), t = 1,···,n and y0 = 0 and h0 = 1. From the
proof of Theorem 2.1 in Francq and Zakoan (2004), we see that Assumptions 2.1(i)
and 2.2(i) hold. From the proof of Theorem 2.2 in Francq and Zakoian (2004), we
know that Assumptions 2.1(ii)-(iii) and 2.2(ii)-(iii) hold, see also Lee and Hansen
(1994) and Ling and McAleer (2003). We do not need to study the third derivative
of lt(θ) as done in these papers.
5Example 2.2. Consider the random coeﬃcient AR(1) model:
yt = (φ + ψt)yt−1 + εt,
where {ψt} and {εt} are i.i.d. sequences with zero mean and variance α > 0 and
σ2 > 0, respectively, and they are mutually independent. Assume E ln|φ + ψt| < 0












By exactly following the proof of Lemmas A.1, A.2 and A.3(i) in Ling (2004), we
can show that Assumption 2.1 holds. Assumption 2.2 hold automatically.
Example 2.3. Consider the ﬁrst order threshold MA (TMA (1)) model:
yt = [φ + ψI(yt−1 ≤ r)]εt−1 + εt,
where {εt} is a sequence of i.i.d random variables, with mean zero, variance 0 <
σ2 < ∞ and a density function f. Assume that |φ| < 1, |φ + ψ| < 1 and
|ψ|supx |xf(x)| < 1. This assumption ensures that the TMA(1) model is strictly
stationary and ergodic, and invertible, see Ling, Tong and Li (2007). Let θ = (φ,ψ).




where εt(θ) = yt − [φ + ψI(yt−1 ≤ r)]εt−1(θ), t = 1,···,n and εt(θ) = 0 as t ≤ 0.
Furthermore, assume that the delay parameter r is known and Eε4
t < ∞. By the
very minor modiﬁcation of Lemmas 6.1-6.5 in Ling and Tong (2005), we can show
that Assumption 2.1 holds. Similarly, a minor modiﬁcation of Lemma 6.6 in Ling
and Tong (2005) shows that Assumption 2.2 holds. We should mention that this is
a new result for the TMA(1) model. When r is unknown, the asymptotic theory on
the TMA model remains open.
63 Application to Long Memory FARIMA Models
The process {yt} is said to follow the long memory (LM)-ARFIMA model if
φ(B)(1 − B)
dyt = ψ(B)εt, (3.1)
where φ(B) = 1 −
Pp
i=1 φiBi, ψ(B) = 1 +
Pq
i=1 ψiBi, (1 − B)d =
P∞
k=0 akBk with
ak = (k − d − 1)!/k!(−d − 1)!, B is the backward-shift operator, and {εt} is i.i.d.
with zero mean and variance 0 < σ2 < ∞. θ = (d,φ1,···,φp,ψ1,···,ψq)0 and its
true value is θ0. We assume that the parameter space Θ is a compact subset of
Rp+q+1, θ0 is an interior point in Θ, and the following assumption holds.
Assumption 3.1. d ∈ (0,1/2), all the roots of φ(B) and ψ(B) are outside the
unit circle, φp 6= 0, ψq 6= 0, and φ(B) and ψ(B) have no common root.
Given {y1,···,yn}, we consider the conditional LSE of θ0, which is deﬁned as
ˆ θn = argmin
Pn
t=1 ˜ ε2
t(θ), where ˜ εt(θ) is εt(θ) = ψ−1(B)φ(B)(1 − B)dyt, with initial
value e Y0. We have the following results:
Theorem 3.1. If Assumption 3.1 holds, then


















Remark 3.1. Model (3.1) has the long-memory property and has been widely
applied in hydrology and economics. Some related references are Granger and
Joyeux (1980), Hosking (1981), Li and McLeod (1986), Robinson (1994) and Be-
ran (1995), among others. When εt follows the GARCH model, model (3.1) was
studied by Baillie (1996), Ling and Li (1997) and Ling (2003). However, the paper
is the ﬁrst to provide the rate of strong convergence of ˆ θn, as in (a). From the proof
in Section 5, we can see that the initial condition is crucial in this development.
74 Proof of Theorem 2.1











[˜ lt(θ) − ˜ lt(θ0)] ≥ 0

= 0.
Proof. Let V˜ η = {˜ θ : k˜ θ − θk ≤ ˜ η} and Xt(˜ η) = supθ∈Θ supV˜ η |lt(˜ θ) − lt(θ)|. By
Assumption 2.1(i), EXt(˜ η) → 0 as ˜ η → 0. Thus, for any  > 0, there is ˜ η > 0 such
that EXt(˜ η) < /2. Since Xt(˜ η) is strictly stationary and ergodic, by Lemma 1 in





































) < 1. (4.1)















  ≥ 

= 0. (4.2)
Since Θ is compact, we can choose a collection of balls of radius ∆ > 0 covering
Θ, and the number of such balls is a ﬁnite integer N. In the ith ball, we take a


























































































































8as l is large enough and ∆ is small enough, where the last inequality holds by (4.1),
(4.2) and the uniform continuity of Elt(θ).
Since E[lt(θ)] has a unique maximum at θ0, Θ is compact, and Elt(θ) is contin-
uous, there exists a constant c > 0, such that
max
kθ−θ0k>η
E[lt(θ) − lt(θ0)] ≤ −c, (4.4)















































































































t1+0.5ν = 0, (4.6)


























































as l → ∞. By this equation, we can see that the conclusion holds. 2













[ e Pt(θ) − Σ]
 
 ≥ ) = 0.
Proof. Let Xt(η) = supV0(η) kPt(θ) − Pt(θ0)k. By Assumption 2.1(iii), as η is
small enough, EXt(η) < /4. Since {Xt(η)} is strictly stationary and ergodic, by
































[Pt(θ0) − Σ]k ≥ ) = 0,















  ≥ ) = 0. (4.7)




f Xt/n ≥ ) → 0 as l → ∞, for any  > 0. Note that maxV0(η) k
Pn
t=1
[ ˜ Pt(θ)−Pt(θ)]k ≤
Pn
t=1 ˜ Xt. Furthermore, by (4.7), the conclusion holds. 2





































Thus, (a) holds. Applying Taylor’s expansion to ∂˜ lt(˜ θn)/∂θ and using Lemma 4.2,



















n lies between ˆ θn and θ0 and ˆ θ∗
n → θ0 a.s.. By Assumption 2.2(ii) and using











[f Dt(θ0) − Dt(θ0)]k ≥ ) = 0,
10for any  > 0. Thus, we have ˆ θn −θ0 = −[Σ+o(1)]−1 Pn
t=1 Dt(θ0)/n+o(n−1/2) a.s..
By the law of iterated logarithm, we can claim that ˆ θn − θ0 = O((loglogn)/n)1/2)
a.s.. By Assumption 2.1(ii) and the central limit theorem, (b) holds. 2
5 Proof of Theorem 3.1
Proof. We verify Assumptions 2.1-2.2 with lt(θ) = −ε2
t(θ). For simplicity, we only
consider the case with p = q = 0, while the general case can be similarly veriﬁed.
First, Assumption 3.1 ensures that {yt} is strictly stationary and ergodic with
Ey2









where c00 = a0(θ) = 1, c0i = O(i−1+d0) and ai(θ) = O(i−1−d). Since Θ is compact,
there are d and ˜ d such that 0 < d ≤ d ≤ ˜ d < 0.5. Thus, we have supθ∈Θ |ai(θ)| =













By the Cauchy-Schwarz inequality, we have E supΘ |εt(θ)|2 < ∞. It is not diﬃcult to
show that −E[ε2












where ∂εt(θ)/∂d = log(1−B)(1−B)dyt =
P∞
i=1 a1i(θ)yt−i and ∂2εt(θ)/∂d2 = log
2(1−
B)(1 − B)dyt =
P∞
i=1 a2i(θ)yt−i, with supθ∈Θ |aji(θ)| = O(i−1−d) as j = 1,2. Using
these, it is straightforward to show that Assumption 2.1(ii)-(iii) holds.
We next consider Assumption 2.2. For simplicity, let e Y0 = (0,0,···). By (5.1),
E[sup
Θ



















11It is readily shown that E supΘ ˜ ε2
t(θ) is bounded uniformly in t. Thus, by the










|εt(θ) + ˜ εt(θ)|]
2E[sup
Θ




so that Assumption 2.2(i) holds. Similarly, we can show that Assumption 2.2(iii)
holds.
We now verify Assumption 2.2(ii’). Denote




















where vt = −
Pt−1
i=1 εt−i/i. We ﬁrst make the following decomposition:










= 2εt(θ0)A1t + 2Atvt + 2AtA2t − 2AtA1t. (5.2)






















































(1 + z)1+d0z1−2d0dz] = O(t
−1). (5.3)




−1) and E(AtAit) = O(t
−1) as i = 1,2. (5.4)














= 0, as i = 1,2. (5.5)




























A1tεt converges a.s.. (5.7)





















for any integer 0 < s ≤ k and some α > 1, where O(1) holds uniformly in k and s.
Consider the subsequence {S2k : k = 0,1,···}. By (5.8), we have





























k=0 |S2k+1 − S2k| converges a.s. as n → ∞, and hence
lim




(S2k+1 − S2k) converges a.s.. (5.9)

















for some 1 > 0. By the Borel-Canteli Lemma, we can claim that
max
2k<n≤2k+1 |Sn − S2k| → 0 a.s. as k → ∞. (5.10)
13By Lemma 2.3.1 in Stout (1974) and (5.9)-(5.10), we know that (5.7) holds.

































for any integer 0 < s ≤ k, where O(1) holds uniformly in k and s. Using this











vtAt| > ) = 0. (5.11)
By (5.2), (5.5)-(5.6) and (5.11), we can show that Assumption 2.2(ii’) holds. 2
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