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Universidad Nacional de Colombia, Bogotá, Colombia
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El problema de Dirichlet para la ecuación de Laplace es hallar una
función u = u(x, y), (x, y) ∈ S que satisfaga las siguientes ecuaciones




donde ∇2 = ∂2/∂x2 + ∂2/∂y2, S es un dominio en R2 cuya frontera Γ
es suficientemente suave1 y φ una función definida en Γ, ver la figura 1.
Si existe una solución u para el problema de Dirichlet, entonces u
es una función anaĺıtica en el dominio abierto S y además u es única.
















es finita, entonces el problema de Dirichlet es equivalente a la solución
del problema del mı́nimo del funcional D(u) sobre el conjunto de las
funciones con derivadas continuas de orden menor o igual que 2 en el
dominio abierto S, tales que D(u) es finito y satisface u|Γ = φ en la
frontera. Más adelante probaremos este hecho.
La relación entre los problemas, (0.0.1) y el problema del mı́nimo
de D(u), no es solo una consecuencia formal de una cadena de trans-
formadas, adquiere significado f́ısico si consideramos el problema de
1Vamos a decir que la frontera es suficientemente suave si sobre Ω podemos
utilizar la fórmula de integración por partes para integrales definidas. Además en
el problema de existencia de soluciones suponemos que el teorema de inmersión
de Sóbolev es válido para lo que es suficiente que S tenga la propiedad del cono,















Figura 1: Dominio S en R2.
Dirichlet como el modelo matemático del equilibrio de una membrana
plana con una frontera dada. Además, el problema variacional describe
el equilibrio de la misma membrana con frontera fija desde el punto
de vista del principio del mı́nimo de la enerǵıa potencial total de la
membrana.
Actualmente no hay ninguna preferencia entre una u otra for-
mulación del problema. Otro problema de la f́ısica matemática es el
Problema de Neumann: debemos buscar una solución u de la misma
ecuación de Laplace
∇2u = 0 en S






donde n es la normal externa a Γ y ψ es definida sobre Γ. Las solu-
ciones al problema de Neumann son anaĺıticas en S pero no son únicas:
u(x, y)+c es una solución para todo c constante. En f́ısica matemática
se concluye que si una solución u existe entonces∫
Γ
ψ ds = 0. (0.0.2)
Esta condición es consecuencia de una cadena de transformaciones y
no tiene una explicación clara en matemáticas. Además, no es claro
i
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como extender la condición a otros problemas de tipo Neumann para
otras ecuaciones. Pero la ecuación (0.0.2) es la condición del equilibrio
de la membrana vista como un cuerpo ŕıgido y por ello tiene significado
mecánico.
Consideremos el problema variacional que corresponde al proble-
ma de Neumann. Para un matemático puro, no para un f́ısico, puede
parecer extraño que cambiemos el problema del mı́nimo del funcional





Además, consideramos el mı́nimo de E(u) sobre el conjunto de las
funciones de C(2)(S) y no introducimos para las funciones ninguna
condición en la frontera del dominio S. En este caso, si u es un punto
de mı́nimo de E suficientemente suave, entonces u satisface la ecuación
de Laplace en S y la condición (0.0.2). Además, si el problema del
mı́nimo tiene una solución entonces (0.0.2) es válida, esto es, la misma
condición que se planteó en el problema de Neumann.
La explicación del porqué debemos cambiar la forma del funcional
viene del principio del mı́nimo de la enerǵıa potencial total, el cual es
dif́ıcil de elaborar solo usando transformaciones formales.
En los párrafos anteriores se ve la relación entre el problema de
Neumann y el problema variacional. Las relaciones de este tipo son co-
munes en mecánica. Ellas nos permiten estudiar problemas matemáti-
cos desde otro punto de vista. De esta manera, en matemáticas, se
aplican métodos e ideas modernas relacionadas con el problema varia-
cional tales como soluciones generalizadas, técnica de los espacios de
Sóbolev, métodos de análisis funcional para planteamiento de proble-
mas y estudio de soluciones.
En mecánica, el estudio de los problemas empieza con una mod-
elación, para posteriormente usar las herramientas matemáticas con
una visión mecánica. Una parte del estudio de los problemas mecáni-
cos, que pertenece a la matemática pura, contiene los siguientes pasos:
1. Formulación de modelos matemáticos que normalmente son
problemas con valores en la frontera e iniciales;
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2. Estudio de propiedades de un modelo matemático y su solución;
3. Elaboración, adecuación y estudio de métodos numéricos para
buscar la solución del problema.
En todos estos pasos la participación de los matemáticos es nece-
saria, pero el problema para los matemáticos es que el trabajo es dif́ıcil
sin el conocimiento de algunos aspectos de mecánica. Por otro lado,
los ingenieros para quienes los matemáticos hacen este trabajo deben
entender los resultados de los matemáticos. El objetivo de estas notas
es relacionar el conocimiento de ambos grupos de investigadores.
Ya hemos hablado acerca de dos planteamientos de un problema
de mecánica relacionados con principios f́ısicos. Pero hay muchas otras
técnicas que se utilizan en estudios mecánicos y que pueden ser parte,
al parecer, de la matemática pura de hoy.
Uno de los problemas matemáticos en mecánica es el problema de
existencia de una solución del problema de Dirichlet. Dirichlet pro-
puso resolverlo usando el método variacional. El funcional D(u) tiene
valores no-negativos y entonces es claro que, sobre el conjunto de fun-
ciones admisibles (ver párrafos anteriores), es acotado inferiormente:
D(u) ≥ d ≥ 0. Hay una sucesión de funciones admisibles un tal que
D(un) → d cuando n→ ∞. Dirichlet anunció que es claro que la suce-
sión converge a alguna función y entonces la solución del problema ex-
iste. Su “es claro” fue interpretado como propiedad de convergencia,
esto es:
D(un − um) → 0, n,m→ ∞.
Algún tiempo después Weierstrass demostró que no es claro si existe
una función suave que sea el ĺımite de la sucesión {un}, y fueron,
además, construidos algunos ejemplos en el que el ĺımite suave no
existe. Por mucho tiempo la demostración de Dirichlet fue un ejemplo
de cuán grave es decir “es claro”, hasta el momento cuando Sergey
L’vovich Sóbolev, matemático ruso, introdujo derivadas generalizadas,
soluciones generalizadas y los espacios que hoy tienen su nombre. Esa
nueva técnica de Sóbolev permite explicar el sentido de la prueba de
Dirichlet usando métodos modernos de análisis funcional e integrales











Puede ser que la técnica de espacios de Sóbolev sólo sea una técni-
ca para matemáticos, pero ahora nos damos cuenta que es la única
manera de poder explicar los resultados del método de elementos fini-
tos que los ingenieros usaban para sus diseños. De ah́ı en adelante
la técnica de Sóbolev se convirtió en parte fundamental de la f́ısica
matemática.
Es interesante que las ráıces del método de elementos finitos estén
en el mismo problema del mı́nimo de enerǵıa que usaba Dirichlet para
su demostración. El origen del método de elementos finitos sea el méto-
do que propuso el f́ısico W. Ritz. En su método se buscan soluciones
aproximadas de problemas de mecánica como puntos del mı́nimo del
funcional de enerǵıa sobre un subespacio de funciones admisibles de
dimensión finita. Para el problema de Dirichlet, según Ritz, se nece-
sita encontrar una función ũ que tome los valores de u en la frontera
ũ|Γ = φ, entonces ũ es una función dada, y se debe introducir una
base de funciones e1, . . . , en que tomen el valor cero en la frontera
ek|Γ = 0, k = 1, . . . , n. Una solución aproximada por Ritz se busca





con coeficientes numéricos ck. El problema es hallar los ck que min-
imizan D(un). El problema se reduce entonces, a un problema alge-
braico y presenta resultados prácticos. De nuevo, queremos destacar
que el método nació en mecánica pero su comportamiento y justifi-
cación fue trabajo de la matemática pura.
Este libro busca reunir a los matemáticos e ingenieros que tengan





















1.1. Problema del mı́nimo de funciones y
funcionales
Uno de los puntos principales de este libro es el principio de mı́ni-
mo de la enerǵıa potencial total. En mecánica clásica y elemental la
enerǵıa se expresa en función de los parámetros del sistema mecánico.
En mecánica continua esta expresión tiene la forma de la suma de las
integrales sobre el volumen del cuerpo y sus integrandos son funciones
de los parámetros de los procesos que actúan en el volumen. La enerǵıa
potencial total para cuerpos elásticos toma valores numéricos reales,
aśı, tiene sentido el principio de mı́nimo de la enerǵıa. En mecánica
continua la enerǵıa no es una función pero śı un objeto más general, un
funcional cuyos argumentos son algunas funciones de los parámetros
de procesos en el cuerpo.
El problema de la determinación del mı́nimo de una función en
una variable se resuelve de una manera fácil: si f toma un valor de
















8 Caṕıtulo 1. Elementos del Cálculo Variacional
función toma el valor de mı́nimo cuando t = 0. Entonces la condición






Esta nueva forma de calcular el mı́nimo es muy útil para extender
la condición a las funciones de varias variables y a funcionales. Por
ejemplo, si una función f cuyo argumento vectorial es x ∈ Rn toma
un valor mı́nimo en un punto x, f es diferenciable y, además, si a es
un vector fijo entonces f(x + ta) es una función en la variable t que






De esta manera tenemos que todas las derivadas direccionales en
el punto x son cero. Si hacemos a = ik, donde ik son los vectores de la
base canónica de Rn, entonces todas las derivadas parciales de primer
orden de f son cero en el punto x.
Como fue dicho, un funcional es una función de algún conjunto
de parámetros que pueden ser funciones con valores reales R. Pode-
mos considerar estos parámetros como elementos y de algún espacio,
usualmente un espacio de Banach B, de esta manera un funcional es
un operador F : B → R. La idea intuitiva del mı́nimo del funcional F
es que y es un punto de mı́nimo si F (y) ≤ F (z) para todo z alrededor
de y, entonces podemos usar la misma técnica utilizada anteriormente.
Esto es, para y y z fijos F (y + tz) es una función en la variable real
t que tiene un mı́nimo en el punto t = 0. Si F (y + tz) es derivable en
t = 0 entonces





La expresión de la izquierda se denomina la derivada funcional en
el sentido de Gateaux de F en el punto y. La igualdad (1.1.1) es una
condición necesaria del mı́nimo del funcional, puede ser extendida a
funcionales sobre cualquier espacio lineal. Sólo debemos formalizar la
definición de qué es un punto de mı́nimo de un funcional. La definición
i
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1.2. El problema del mı́nimo del funcional principal 9
es una reescritura de la definición del punto de mı́nimo de una función
reemplazando el śımbolo de valor absoluto (| · |) por el śımbolo de
norma (∥ · ∥).
Recordemos que y es un punto de mı́nimo global de F si F (y) ≤
F (z) para todo z ∈ B. y es un punto de mı́nimo local de F si existe
un valor ε > 0 tal que F (y) ≤ F (y + z) para todo z tal que ∥z∥ < ε.
1.2. El problema del mı́nimo del funcio-
nal principal
En la historia del cálculo variacional aparecen como nombres im-
portantes los de Leonardo Euler (1707-1783) y Joseph L. Lagrange





f(x, y(x), y′(x)) dx
y Lagrange introdujo la mecánica llamada Lagrangiana que está basa-
da en el cálculo variacional. Mencionamos estos nombres porque sus
trabajos en el área son imposibles de separar de la mecánica, además,
en la historia de la mecánica y el cálculo variacional de los siglos
XV II −XIX el lector puede encontrar a casi todos los matemáticos
y f́ısicos famosos de ese tiempo.
Estudiaremos el problema de la determinación del mı́nimo del fun-
cional principal. Se busca un punto de mı́nimo de F sobre el conjunto
C0 que consiste de las funciones de C
(2)([a, b]) que satisfacen las sigu-
ientes condiciones en la frontera:
y(a) = ya, y(b) = yb
donde ya y yb están dados. Las funciones del conjunto C0 se denominan
funciones admisibles para el problema. Nótese que C0 es el dominio en
el cual solucionamos el problema del mı́nimo de F . Este dominio no es
un espacio lineal, es un cono en C(2)([a, b]). Recordemos que C(k)([a, b])
i
i






10 Caṕıtulo 1. Elementos del Cálculo Variacional
denota el conjunto de funciones continuas sobre el segmento [a, b] con





|y(x)|, |y′(x)|, . . . , |y(k)(x)|
}
.
Suponemos por simplicidad que f(x, y, z) y sus derivadas parciales
hasta orden dos son continuas en todos los puntos.
Supongamos además, que existe un punto mı́nimo y ∈ C0 de F .
En este caṕıtulo buscaremos las condiciones que debe satisfacer y. La
suposición de la existencia de y puede llevar a contradicciones como
lo ilustra la paradoja de Perron1. Para el problema del mı́nimo de F
en la clase de funciones C0 las condiciones se reducen a la ecuación de
Euler para el funcional F .
Pareciera ser que en la definición del punto local del mı́nimo de
F sea natural tomar la norma del espacio C(2)([a, b]). Pero histórica-
mente, para la definición se usaban otras dos normas. Una de ellas es
la norma del espacio C([a, b]). En este caso el punto de mı́nimo local
se denomina fuerte; la otra norma es la del espacio C(1)([a, b]), esta vez
el punto de mı́nimo local se denomina débil. Es claro que un punto de
mı́nimo local fuerte es también un punto de mı́nimo local débil, pero
un punto de mı́nimo local débil puede no ser un punto de mı́nimo local
fuerte. Si un punto de mı́nimo local es débil o fuerte, en ambos casos
es un punto de mı́nimo si en la definición usamos la norma del espacio
C(2)([a, b]).
Para usar la ecuación (1.1.1) para F consideremos el conjunto de
funciones de la forma y(x) + th(x) donde t es un parámetro real y
h(x) es una función arbitraria pero fija. Todas las funciones y + th
pertenecen a C0, por eso h ∈ C(2)([a, b]) y además
h(a) = 0, h(b) = 0. (1.2.1)
Denotamos el subespacio de C(2)([a, b]) de las funciones que satis-
facen las condiciones (1.2.1) por C00. Para cada punto de mı́nimo y la
1Paradoja de Perron. Supongamos que existe un número entero N mayor que
todos los números. Como N es el mayor de todos, entonces N2, que es entero
también, satisface la desigualdad N2 ≤ N ; pero las soluciones no-negativas de la
desigualdad pertenecen al segmento [0, 1] y entonces N = 1. El punto de contradic-
ción es la suposición de existencia del objeto N , que no existe!.
i
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1.2. El problema del mı́nimo del funcional principal 11









que es válida para todo h ∈ C00. Diferenciando sobre el śımbolo de la
integral con respecto a t y usando la regla de cadena tenemos que∫ b
a
(fy(x, y(x), y
′(x))h(x) + fy′(x, y(x), y


















En las derivadas anteriores consideremos f(x, y, y′) como una función












donde d/dx es la derivada completa con respecto a x y y = y(x), y′ =
y′(x). Aqúı los otros miembros desaparecen porque h(a) = h(b) = 0.









h(x) dx = 0. (1.2.3)
La ecuación (1.2.3) es válida para todo h ∈ C00. De acuerdo al teorema
tradicionalmente llamado El lema fundamental del cálculo variacional





′(x)) = 0, x ∈ (a, b). (1.2.4)
La ecuación (1.2.4) se denomina ecuación de Euler del funcional F ,
y es análoga a la ecuación de Fermat f ′(x) = 0 para un punto x de
i
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12 Caṕıtulo 1. Elementos del Cálculo Variacional
mı́nimo de la función y = f(x). La ecuación (1.2.4) es una ecuación
diferencial ordinaria de segundo orden la cual define que el número de
condiciones de Dirichlet en la frontera es dos.
Antes de formular y probar el lema fundamental notamos que cuan-
do el cálculo variacional inició, la derivación de la ecuación de Euler
y su solución fueron pasos principales del problema del mı́nimo de F .
Recientemente se entendió que la ecuación (1.2.2), que es válida para
todo h ∈ C00, tiene su propio significado. Este significado inició la
teoŕıa de soluciones generalizadas, espacios de Sóbolev y otras partes
de la teoŕıa moderna de ecuaciones diferenciales.
1.3. Lema fundamental del cálculo varia-
cional
Abajo se verá este lema cuando h es de una clase más suave que
C00.
Definición 1.1. D(a, b) es el conjunto de las funciones de clase
C(∞)([a, b]) que se anulan, junto con todas sus derivadas, en los puntos
a y b.
Una de las formas posibles del Lema Principal del cálculo varia-
cional es
Lema 1.1. Sea una función g continua a trozos en (a, b) y tal que∫ b
a
g(x)h(x) dx = 0 (1.3.1)
para todo h ∈ D(a, b), entonces g se anula en todos los puntos donde
es continua.
Demostración. Supongamos que g es continua en el punto c ∈ (a, b) y
que g(c) ̸= 0, esto es, que g(c) = d > 0 para algún d ∈ R. Luego existe
ε > 0 tal que si |x − c| ≤ ε, tenemos que g(x) ≥ d/2. Seleccionemos
i
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Figura 1.1: Función con forma de campana.






(x−c)2−ε2 , si x ∈ (c− ε, c+ ε)
0, si x ̸∈ (c− ε, c+ ε)
.
La función está representada en la figura 1.1. Es fácil ver que hε ∈
D(a, b) es cero fuera de (c − ε, c + ε) y es positiva en todo punto de










hε(x) dx > 0
que contradice la igualdad (1.3.1).
El lector debió notar que realmente no necesitamos tratar todas
las funciones de D(a, b) en la expresión (1.3.1), es suficiente tomar
un subconjunto de D(a, b) de funciones de forma de campana hε(x).
Podemos demostrar usando sólo el subconjunto de las funciones h
que si para g ∈ L2(a, b) la igualdad (1.3.1) es válida para todas las
funciones de la forma de campana, entonces g es cero en casi todos los
puntos de (a, b). Existen otras versiones del lema fundamental, una de
ellas pertenece a Emil du Bois-Reimond quien fue un oftalmólogo y
matemático. En el siglo XIX era usual que los investigadores fueran
expertos en varias áreas, como lo fue Hermann Von Helmholtz, médico
y f́ısico, que introdujo la ecuación clásica que lleva su nombre.
i
i
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1.4. Ecuación de Euler
Por el lema fundamental, la ecuación (1.2.4) de Euler es válida en












Claro que en el caso cuando y es un punto de máximo de F sobre
C0, la función y satisface la ecuación de Euler también. Tiene sentido
considerar esta ecuación separadamente cuando y no es un punto de
mı́nimo ni de máximo. Las soluciones de la ecuación de Euler son
llamadas extremales del funcional F .
Consideraremos el problema del tipo Dirichlet para F . Después
veremos que las soluciones de otros problemas de mı́nimo del funcional
F satisfacen la misma ecuación.






+ y2 − 2y sin x) dx. (1.4.1)
Un punto de extremo de F está entre funciones con valores en la fron-
tera
y(0) = 0, y(a) = 1. Aqúı f = y′2 + y2 − 2y sinx. De acuerdo a la
ecuación de Euler, tenemos que y satisface la ecuación
y′′ − y + sin x = 0.
Se sugiere al lector resolver el problema con valores en la frontera
y(0) = 0, y(a) = 0.
De un modo aleccionador, es útil considerer el mismo problema
pero para el funcional F =
∫ π
0
(y′2 − y2 − 2y sinx) dx con valores en la
frontera
y(0) = 0, y(π) = 0.
i
i






1.5. Condiciones naturales en la frontera 15
El lector debe recordar que en el cálculo variacional los problemas
de extremo de un funcional se reducen a problemas para ecuaciones
diferenciales con valores en la frontera y no a problemas con valores
iniciales. Para el funcional F , dado por (1.4.1), la ecuación de Euler
es de segundo orden. En el ejemplo anterior vemos que la ecuación es
lineal. Es fácil ver que la ecuación de Euler es una ecuación lineal si f
es una forma cuadrática de variables y y y′.
1.5. Condiciones naturales en la frontera:
problema de tipo Neumann
Estamos interesados en saber cuales son las condiciones para que




f(x, y(x), y′(x)) dx
sobre el conjunto de todas las funciones de C(2)([a, b]). Dichas fun-
ciones no tienen ninguna restricción en los extremos de (a, b). Vamos
a demostrar que en este caso hay condiciones naturales en la frontera,
una en el punto a y otra en b. Es claro que en el punto de extremo del









es válida también. La diferencia entre este problema y el problema
de Dirichlet es que aqúı h ∈ C(2)([a, b]) es una función arbitraria,
pero si restringimos el conjunto de las funciones admisibles sólo a C00,
entonces las consideraciones realizadas en la Sección 1.2 no cambian





′(x)) = 0, x ∈ (a, b).
Usemos el hecho que en este problema el conjunto de las funciones
admisibles h ∈ C(2)(a, b). Vale la pena observar que C00 es un sub-
conjunto propio de C(2)(a, b). Integraremos por partes en la ecuación
i
i
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(1.2.2) que es la consecuencia de (1.5.1) para toda h ∈ C(2)([a, b]).















Pero debido a la ecuación de Euler, el integrando anterior es cero, no

















Las dos condiciones en la frontera que tenemos aqúı se llaman las
condiciones naturales del problema de la determinación del mı́nimo
del funcional F . En el ejemplo de la sección 1.4 las condiciones (1.5.3)
toman la forma y′(a) = 0, y′(b) = 0. Más adelante, en muchos prob-
lemas de mecánica, veremos las condiciones naturales para el proble-
ma de la determinación del mı́nimo de la enerǵıa potencial total. En
mecánica, las condiciones naturales se definen por los valores de las
fuerzas exteriores que actúan en la frontera del dominio.
Consideremos el problema mixto del mı́nimo de F cuando en el
punto a está definida y(a) = y0 y en el punto b no hay restricciones
para y. La repetición de las consideraciones de esta sección nos demues-
tran que la ecuación de Euler es válida para y en (a, b). Aqúı h(a) = 0




















1.6. Puntos singulares del funcional 17
La segunda condición en la frontera claramente es y(a) = y0.
Entonces, cada vez que no hay restricciones en algún punto extremo
del dominio, inmediatamente para la función del extremo tenemos
una condición natural en este punto. Esto explica porque no podemos
considerar para el problema del mı́nimo de F el caso cuando en el
punto a se definen dos condiciones, y(a) = y0 y y(a) = y1. Aqúı vamos
a tener una tercera condición en el punto b y entonces para la ecuación
de Euler, que es de segundo orden, hay tres condiciones adicionales.
En el caso general este problema no tiene solución.
El lector debe notar que la construcción de las condiciones del mı́ni-
mo del funcional tienen dos pasos. En el primer paso seleccionamos un
subconjunto de las funciones admisibles, tal que deducimos la ecuación
de Euler; en el segundo paso extendemos el conjunto de funciones ad-
misibles, usamos el resultado del primer paso y deducimos las condi-
ciones naturales. Vamos a usar este esquema de ahora en adelante.
Note que para el problema de Neumann para la ecuación de Laplace
las condiciones naturales son las condiciones del tipo Neumann. Por
eso para varios problemas de mecánica podemos llamar las condiciones
naturales como las condiciones del tipo de Neumann.
1.6. Puntos singulares del funcional
Supongamos que el integrando del funcional, f , tiene un punto
singular c, a < c < b, donde la solución del problema de mı́nimo pierde





f(x, y(x), y′(x)) dx+
∫ b
c
g(x, y(x), y′(x)) dx+ ϕ(y(c)),
donde a < c < b. El funcional G refleja la situación en mecánica
para construcciones compuestas cuando describen la enerǵıa de una
construcción de tres objetos (por ejemplo, viga–resorte–viga) pero con-
servamos la continuidad de desplazamientos en los puntos de contacto
de los objetos.
Suponemos que las funciones f, g y ϕ son suficientemente suaves en
sus dominios. Vamos a buscar un punto de mı́nimo de G, una función y
i
i
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tal que es continua sobre [a, b], y pertenece a C(2)((a, c)) y C(2)((c, b)),
y′ puede tener un salto en el punto c.
Suponiendo como antes, que un punto de mı́nimo de la función y







Aqúı no restringimos el conjunto de las funciones h admisibles en los
extremos y entonces esperamos tener para y las condiciones naturales
en los puntos extremos a y b. El problema entonces, es encontrar la
condición en el punto c. La clase de las funciones admisibles h y la
clase de y son las mismas.
Esta vez la solución del problema tiene más pasos que antes. De la


























′)h+ gy′(x, y, y
′)h′
)
dx+ ϕ′y(y(c))h(c) = 0.


























+ ϕ′y(y(c))h(c) = 0,










1.6. Puntos singulares del funcional 19
En el primer paso tomamos en la ecuación (1.6.1) el conjunto de las
h admisibles tales que h(x) = 0 cuando x ∈ [b, c] y h(a) = 0. Entonces
tenemos la situación de la derivación de la ecuación de Euler para F





′) = 0, x ∈ (a, c). (1.6.2)
Seleccionamos otro subconjunto de las h admisibles tales que h(x) = 0






′) = 0, x ∈ (c, b). (1.6.3)
Entonces la ecuación de Euler es válida en (a, c)
∪
(c, b). Veamos otras
consecuencias de la ecuación (1.6.1). Por las ecuaciones (1.6.2) y (1.6.3)







+ ϕ′y(y(c))h(c) = 0.
Ahora seleccionamos h que se anule en los puntos c y b, entonces






























+ ϕ′y(y(c)) = 0.
Obsérvese que si ϕ = 0 y además g(x) = f(x) sobre (c, b), entonces la
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lo que significa la continuidad de fy′ en el punto c.
Algunas veces el funcional principal toma el valor mı́nimo en un
punto y que tiene un salto en un punto c de (a, b), pero c no está defini-
do de antemano. Para este problema, en el punto c son válidas dos









Las dos condiciones son llamadas las condiciones de Weierstrass–Erd-
man. El lector interesado en estas condiciones, debe consultar en libros
de cálculo variacional.
1.7. Dos problemas de extremo adiciona-
les y algunas notas generales
Algunas veces la integración del funcional principal F se hace so-
bre un contorno cerrado en el plano o en el espacio. En este caso, el





donde los valores a y b corresponden al mismo punto en el plano o
en el espacio. En este caso el conjunto de funciones admisibles con-
tiene todas las funciones periódicas con peŕıodo b − a. Las funciones
admisibles son continuas y
y(a) = y(b); (1.7.1)
si además sus primeras derivadas son continuas, entonces
y′(a) = y′(b). (1.7.2)
Es claro que la ecuación de Euler es válida para y, el punto de mı́nimo
de F . Es fácil ver que si en el punto que corresponde a x = b la función
i
i
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En las dos versiones de la segunda condición tenemos que el problema
con valores en la frontera tiene dos condiciones (1.7.1), (1.7.2) o (1.7.1),
(1.7.3). Pero la naturaleza de la condición (1.7.3) es un poco diferente
de la naturaleza de los problemas anteriores. Es útil ver cual es la
diferencia entre estos problemas usando un ejemplo elemental.













Este funcional representa la enerǵıa potencial total de una barra some-
tida a una carga t(x) distribuida. El parámetro de longitud x cambia
del punto de inicio x = 0 de la barra hasta b, la longitud de la barra.
Aqúı E es el modulo de elasticidad de Young y A es el área de sección
de la barra. Supongamos que E y A son constantes y que t(x) es
continua sobre [0, b].
Es fácil ver que la ecuación de Euler tiene la forma
EAy′′(x) = −t(x). (1.7.4)





Integrando nuevamente tenemos que








Ahora consideremos todos los problema vistos anteriormente.
El problema de Dirichlet: Las condiciones en la frontera son
y(0) = ya, y(b) = yb
i
i
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con valores ya, yb dados. Sustituyendo estos en la ecuación (1.7.6) ten-
emos los valores únicos y(0) y y′(0). Entonces el problema de Dirichlet
tiene una solución única.
El problema de Neumann: Las condiciones en la frontera son
y′(0) = 0, y′(b) = 0.





Ahora, tomando la segunda condición y′(0) = 0 tenemos que∫ b
0
t(x) dx = 0, (1.7.7)
que es una condición necesaria para la existencia de una solución del
problema de Neumann. Entonces aqúı la solución existe si y sólo si,
para la carga t la condición (1.7.7) es válida. Esta condición tiene un
significado mecánico: la carga t está auto-equilibrada, lo cual es la
condición necesaria porque la barra está libre.
Es fácil ver que en el problema de Neumann el valor y(0) es in-
definido, lo que significa que si una solución del problema existe en-
tonces no es única.
Si consideramos el primer problema de esta sección con las fun-
ciones admisibles periódicas (no importa que el problema no está rela-
cionado con el problema de la determinación del mı́nimo de la en-
erǵıa potencial total para una barra), la situación es muy similar a
la situación del problema de Neumann: para tener una solución del
problema, la función t debe satisfacer la condición (1.7.7). Además, si
una solución del problema existe, entonces no es única.
Más adelante probaremos que las soluciones de los problemas en la
frontera para la ecuación de Euler son realmente los puntos de mı́nimo
del funcional E en las clases de las funciones admisibles correspondi-
entes.
Las condiciones que véıamos para estos problemas son t́ıpicas para
los problemas estáticos de mecánica. Los problemas de Dirichlet con
i
i
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la frontera fija tienen una única solución si la carga es continua. En
los problemas de Neumann hay una solución sólo si la carga está auto-
equilibrada y además la solución no es única. Hay otros tipos de prob-
lemas en la frontera y problemas de mı́nimo de la enerǵıa potencial
total de sistemas elásticos los cuales debemos estudiar de manera in-
dividual.
Aqúı tiene sentido mencionar que el problema de equilibrio de la
barra elástica es muy sencillo, pero contiene elementos aparte de las
condiciones que usamos derivando las condiciones del mı́nimo de fun-
cionales. Por ejemplo, en ingenieŕıa, el caso cuando t tiene un salto en
algún punto c es usual. Pero de la ecuación de Euler (1.7.4) vemos que
en este punto y′′ tiene un salto también. Es claro que la derivación de
las condiciones del mı́nimo no cambia. Nosotros podemos considerar
la carga que contiene fuerzas puntuales. Aqúı la solución del problema
del mı́nimo va a tener un salto en la primera derivada y′ en el punto
de la aplicación de la fuerza. Entonces para estos problemas sencillos
tenemos una situación no trivial que es más complicada en problemas
más elaborados.
1.8. Problema de mı́nimo del funcional
que depende de y(n), n > 1




f(x, y(x), y′(x), . . . , y(n)(x)) dx,
donde n > 1. Resolviendo el problema del mı́nimo de Neumann para
el funcional principal (n = 1) no necesitamos imponer las condiciones
en la frontera, ellas son una consecuencia natural del proceso de min-
imización. Lo mismo pasa cuando n > 1.
Entonces empezamos con el problema de Neumann. Seleccionemos
C(2n)([a, b]) como la clase de las funciones admisibles para este prob-
lema. Supongamos que y ∈ C(2n)([a, b]) es un punto de mı́nimo de Φ
y que h ∈ C(2n)([a, b]) es una función arbitraria. Como anteriormente,
i
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′ + · · ·+ fy(n)h(n)
)





f(x, z0, z1, . . . , zn)
∣∣∣∣
z0=y(x),z1=y′(x),..., zn=y(n)(x)
, h(k) = h(k)(x)
y h(0) = h(x). Supongamos que f es tan suave que todas las derivadas
que necesitemos son continuas. Como antes, queremos aplicar aqúı el
lema fundamental del cálculo variacional. Se integra por partes k veces













































Aqúı h ∈ C(2)([a, b]) es arbitraria. Como antes, primero tomemos
el subconjunto de todas las funciones admisibles D(a, b). Entonces
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para toda h ∈ D(a, b). Por suposición, la expresión entre paréntesis es







fy(k) = 0, x ∈ (a, b). (1.8.3)
Esta ecuación se llama la ecuación de Euler–Lagrange. Ella incluye la
ecuación de Euler para n = 1. Su orden generalmente es 2n.
Ahora derivemos las condiciones en la frontera, llamadas naturales.
Extendemos el conjunto de h a todas las funciones admisibles. Por la


















1 cuando j = k
0 cuando j ̸= k , k ≤ n− 1,
P
(m)
ak (b) = 0, m = 0, . . . , n− 1.










= 0, k = 1, . . . , n.
(1.8.5)











= 0, k = 1, . . . , n.
(1.8.6)
Para la ecuación de Euler–Lagrange tenemos 2n condiciones natu-
rales en los extremos de (a, b), con n condiciones en cada extremo. El
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problema para la ecuación (1.8.2) con las condiciones en la frontera
(1.8.5) y (1.8.6) se denomina el problema del tipo Neumann.
Las derivadas h(k) que se presentan en la ecuación (1.8.2) en la
frontera, definen la formulación de las condiciones de tipo Dirichlet
para la misma ecuación. Ellas son
y(k)(a) = ỹak, y
(k)(b) = ỹbk, k = 0, . . . , n− 1,
donde ỹak e ỹbk son las constantes dadas.
En mecánica, el problema de Dirichlet es usualmente el problema
en términos de desplazamientos con la frontera fija. Las problemas del
tipo Neumann usualmente son formulados en el caso cuando la carga
está definida en la frontera del cuerpo.
Veremos que está pasando con el problema de equilibrio de una
viga de longitud b con los parámetros constantes E e I sometida a
una carga distribuida q(x). En términos del desplazamiento normal










)2 − q(x) y(x)) dx.
En el equilibrio de la viga, el funcional de enerǵıa toma el valor mı́nimo
sobre el conjunto de desplazamientos normales admisibles. La ecuación
de Euler–Lagrange, que es la ecuación del equilibrio de la viga, está da-
da por
EIy(4)(x)− q(x) = 0, x ∈ (0, b).
Las condiciones naturales, denominadas condiciones del tipo Neu-
mann, son
y′′(0) = 0, y′′′(0) = 0, y′′(b) = 0, y′′′(b) = 0.
Las condiciones del tipo Dirichlet son
y(0) = 0, y′(0) = 0, y(b) = 0, y′(b) = 0.
Las condiciones naturales tienen significados claros en mecánica: ellas
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1.9. Un problema compuesto de mı́nimo
En mecánica encontramos problemas cuando los cuerpos están en
contacto. En este caso, frecuentemente es dif́ıcil decir cuales son las
condiciones en el área del contacto. Vamos a modelar la situación con




f(x, y, y′, y′′) dx+
∫ c
b
g(x, y, y′) dx, a < b < c.
Supongamos que las funciones f y g son suficientemente suaves en sus
dominios. Es natural suponer la continuidad de y en el punto b. No es
claro inmediatamente cuales son las otras condiciones en la frontera,
{a, b, c}, si resolvemos el problema de la determinación del mı́nimo del
funcional Ψ.
El procedimiento tradicional dice que para un punto y de mı́nimo
de Ψ y una función h admisible y fija, que debe ser continua en el
punto b, tenemos que∫ b
a
(
fy h+ fy′ h
′ + fy′′ h
′′) dx+ ∫ c
b
(
gy h+ gy′ h
′) dx = 0.













































fy′′ = 0, x ∈ (a, b).




gy′ = 0, x ∈ (b, c).
i
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Aqúı podemos seleccionar los valores de h(a), h′(a), h(b), h′(b) y h(c)
independientemente. Si consideramos el problema de mı́nimo sin las


























Por lo tanto tenemos 5 condiciones naturales. Para el sistema de dos
ecuaciones, una de orden cuatro y otra de orden dos, necesitamos
6 condiciones en la frontera. Una condición más, es la condición de
continuidad de y en el punto b
y(b− 0) = y(b+ 0).
Es interesante ver qué está pasando si queremos considerar el prob-
lema de Dirichlet para la ecuación de Euler–Lagrange (que son dos
ecuaciones dadas sobre intervalos diferentes). Las condiciones están
definidas de manera dual usando (1.9.2). Entonces debemos definir en
los puntos a, b y c los siguientes valores
y(a) = y00, y
′(a) = y01, y
′(b) = y11, y(c) = y20.
Para formular el problema debemos agregar dos condiciones más en el
punto de contacto b. Estas condiciones son











que son también las condiciones del problema de Neumann. En el prob-
lema del contacto de una viga y una barra conectadas en ángulo recto,
la segunda condición significa la igualdad de fuerzas de la reacción de
cada barra entre śı, que le da sentido a estas condiciones.
i
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1.10. Problema de mı́nimo: funcional de-
pendiendo de una función en varias
variables




f(x, y, u(x, y), ux(x, y), uy(x, y)) dS,
donde el dominio de u es S ⊂ R2, un conjunto acotado con la frontera Γ
suave a trozos, dS = dxdy. Los ı́ndices x, y denotan las derivadas par-
ciales correspondientes. Consideremos ahora el problema de Neumann,
entonces el conjunto de funciones admisibles es C(2)(S). Denotemos el
punto de mı́nimo de Θ por u = u(x, y). Sea h = h(x, y) una función















































fux cos(n, x) + fuy cos(n, y)
)
h ds = 0,
i
i
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donde s es el parámetro de longitud de Γ y cos(n, x), cos(n, y) son los
cosenos de los ángulos formados por la normal exterior a Γ con los ejes
x y y respectivamente.
Necesitamos una versión del lema fundamental en dos dimensiones.
Sea S un dominio medible y abierto en R2. D(S) es el conjunto de las
funciones con soportes en S que tienen todas las derivadas continuas.
Lema 1.2. Sea una función g absolutamente integrable sobre S y tal
que ∫
S
g(x, y)h(x, y) dS = 0 (1.10.2)
para toda h ∈ D(S). En todo punto (x, y) donde g(x, y) es continua
tenemos que g(x, y) = 0.
Demostración. La demostración es similar a la demostración del lema
fundamental en una dimensión. Supongamos que g(x0, y0) = a > 0
en un punto de continuidad de g. Existe ε > 0 tal que para todo
punto (x, y) de la bola B ⊂ S cerrada de radio ε con centro en (x0, y0)





r2−ε2 cuando r < ε
0 cuando r > ε
,
donde r2 = (x−x0)2+(y−y0)2. Es fácil ver que hε ∈ D(S). Obtenemos∫
S
g(x, y)hε(x, y) dS =
∫
B




hε(x, y) dS > 0
que contradice a (1.10.2).












h dS = 0.
Sea fu − ∂∂xfux −
∂
∂y








fuy = 0 en S. (1.10.3)
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Regresamos a la ecuación (1.10.1) cuando h es admisible y arbitraria.
Por (1.10.3), la ecuación (1.10.1) se reduce a la siguiente forma∫
Γ
(
fux cos(n, x) + fuy cos(n, y)
)
h ds = 0,
de donde, por el lema fundamental, sobre Γ se tiene que
fux cos(n, x) + fuy cos(n, y) = 0. (1.10.4)
La ecuación (1.10.3) es la ecuación de Euler–Lagrange para el proble-
ma de mı́nimo de Θ. La ecuación (1.10.4) es una condición natural en
la frontera.










con una función f definida en S. Aqúı la ecuación (1.10.3) es
uxx + uyy + f = 0






que es un caso particular de la condición de Neumann para las ecua-
ciones de Poisson y de Laplace. Ésta es una razón por la cual llamamos
a todas las condiciones naturales por el nombre de Neumann. Más ade-
lante vamos a discutir el problema de Neumann y encontrar cuales son
las condiciones necesarias para la existencia de una solución.
1.11. Problema de mı́nimo del funcional
cuadrático en un espacio de Hilbert
Los problemas lineales de mecánica que vamos a considerar más
adelante, tienen la estructura del funcional de la enerǵıa potencial
i
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parecida a los funcionales que vimos antes: contienen un miembro
cuadrático que representa la enerǵıa elástica del objeto y un miembro
lineal, el trabajo de las fuerzas externas sobre los desplazamientos. En
esta sección estudiaremos una versión abstracta de estos problemas.





donde F es un funcional lineal y continuo enH y a(u, u) es un funcional
cuadrático con las siguientes propiedades:
a(u, v) es lineal en u y en v, elementos de H;
a(u, v) = a(v, u) para todos u, v ∈ H;
existen constantes c1, c2 tales que para todo u ∈ H




Las propiedades definidas de a(u, v) significan que este funcional es
un producto interno en H, y H con este producto es un espacio de
Hilbert y las normas correspondientes son equivalentes.
Denotamos u0 como un punto de mı́nimo de Φ en H.
Teorema 1.1. Existe un único punto mı́nimo de Φ.
Demostración. Como F es lineal y continuo, por el teorema de repre-
sentación de Riesz tenemos que
Fu = a(u, u0),
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Más adelante vamos a ver como se puede aplicar este teorema. Sea








a(u0, u)− Fu = 0. (1.11.1)
Claro que esta ecuación define el mismo punto u0 que buscamos en el
problema de mı́nimo. Para los problemas posteriores de mecánica la
ecuación (1.11.1) define unas soluciones generalizadas de los proble-
mas.
Frecuentemente vamos a usar el siguiente resultado de demostraci-
ón elemental:
Teorema 1.2. Sean a(u, v) una forma cuadrática que satisface las
condiciones definidas anteriormente, y F un funcional lineal y contin-
uo en H. La ecuación a(u, v)−Fv = 0, válida para todo v ∈ H, tiene
una solución única.
1.12. Sobre espacios de Sóbolev
El teorema del párrafo anterior se aplica en espacios energéticos que
usualmente son algunos subespacios de los espacios de Sóbolev. Intro-
duciremos el material que vamos a usar en una futura presentación.
Sea V un conjunto abierto de Rn cuya frontera es suficientemente
suave.
Definición 1.2. El espacio de Sóbolev W k,p(V ), con k entero y p ≥ 1
es el espacio de completez del conjunto de las funciones C(k)(V̄ ) con
i
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Aqúı usamos las notaciones α = (α1, . . . , αn), |α| = α1+ · · ·+αn y
Dαu =
∂|α|u
∂α1x1 . . . ∂αnxn
Los espacios de Sóbolev son espacios de Banach.
Vamos a necesitar los teoremas de inmersión de los espacios de
Sóbolev cuando n = 1, 2, 3, k = 1, 2 y p = 2. Los dominios V en los
teoremas deben ser acotados con fronteras suficientemente suaves que
satisfacen la condición del cono que para n > 1, esto es, que existe un
cono finito en el espacio tal que podemos tocar con el vértice del cono
todo punto de la frontera de tal manera que el cono quede en V . En
Fig. 1.2 presentamos a la izquierda un dominio plano donde se cumple












Figura 1.2: En el dominio plano de la izquierda, se satisface la condi-
ción del cono. El cono de la condición se reduce al triángulo ABC.
Podemos tocar cualquier punto de la frontera γ con el vértice B del
triángulo moviendo el triángulo de tal manera que siempre permanez-
ca en S. En el de la derecha no se satisface la condición del cono: no
existe un triángulo finito con el que podemos tocar el punto P de tal
manera que el triángulo este en S.
Para n = 1 tenemos [Adams and Fournier (2005)]
i
i
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Teorema 1.3. Sean V = (a, b), a, b finitos, y k entero. El operador
de inmersión de W k,2 a C(k−1)([a, b]) es continuo y compacto.
Para n = 2 tenemos [Adams and Fournier (2005)]
Teorema 1.4. Sean V = S, S ⊂ R2 acotado con la frontera suficien-
temente suave que satisface la condición del cono. Los operadores de
inmersión de W 1,2(S) a los espacios Lp(S) y Lp(γ) son continuos y
compactos para todo 1 ≤ p < ∞ donde γ es una curva suave a trozos
en S̄.
Para n = 3 tenemos [Adams and Fournier (2005)]
Teorema 1.5. Sean V , un dominio acotado en R3 con la frontera
suficientemente suave que satisface la condición del cono. Los ope-
radores de inmersión de W 1,2(V ) a los espacios Lp(V ) y Lq(Γ) son
continuos para todo 1 ≤ p ≤ 6/5, 1 ≤ q ≤ 4/3 donde Γ es una
superficie suave a trozos en V̄ . Los operadores son compactos si 1 ≤
p < 6/5, 1 ≤ q < 4/3.
i
i






36 Caṕıtulo 1. Elementos del Cálculo Variacional
1.13. Problemas
Deduzca las ecuaciones de Euler y las condiciones naturales en la






























(x) + 3(1 + x2)u2(x)
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dxdy, n > 0.
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Los modelos que vamos a considerar matemáticamente en este
caṕıtulo son elementales. Es posible resolver los problemas correspon-
dientes anaĺıticamente. Pero su análisis contiene detalles que presentan
los problemas de mecánica continua más complicados.
Primero iniciamos con la discusión de la consecuencia de la for-
mulación de los problemas de mecánica continua, que contiene los
siguientes pasos:
1. Ecuación(es) de equilibrio y movimiento.
2. Medidas de deformación en términos de desplazamientos.
3. Ecuaciones de compatibilidad (de Hooke).
4. Condiciones en la frontera del cuerpo.
Si el problema es de dinámica, entonces debemos adicionar las
condiciones iniciales para desplazamientos y velocidades de todos los
puntos materiales del cuerpo en algún momento, que se llamará mo-
mento inicial. Estos cuatro pasos del trabajo en problemas técnicos,
pertenecen a la mecánica. Aqúı empieza el trabajo de los matemáticos.
En matemáticas se estudian las propiedades cualitativas de los
problemas de mecánica, como son:
existencia y unicidad de soluciones de los problemas;
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los parámetros del objeto de problema (aqúı se estudian las clases
a las cuales pertenecen las soluciones y su dependencia de las
distintas fuerzas externas, de las caracteŕısticas de elasticidad,
de suavidad de la frontera del cuerpo, etc.);
principios extremales para los problemas y propiedades extrema-
les de sus soluciones;
elaboración y justificación de los métodos numéricos para re-
solver los problemas.
Vamos a aplicar este programa a un problema de un curso de f́ısica
básica.
2.1. Equilibrio del resorte
Consideremos un resorte con rigidez c sometido a una fuerza con-




Figura 2.1: El resorte sometido a una fuerza F y desplazado una lon-
gitud u.
Vamos a considerar punto por punto el modelo matemático para
el resorte. El extremo izquierdo del resorte está fijo. Podemos quitar
i
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la pared de soporte, y cambiarla por su reacción R sobre el resorte,
como indica la figura 2.1. La ecuación del equilibrio es única
R + F = 0.
Entonces R = −F y si F es positiva, entonces el resorte es extendido
(estirado) y en todo punto del resorte la tensión es F . La medida de
deformación es el alargamiento u del resorte. La ecuación de compat-
ibilidad está dada por la ley de Hooke, que aqúı toma la forma
F = ku. (2.1.1)
Matemáticamente el problema es elemental, no hay condiciones en
la frontera. Entonces todas las ecuaciones del problema se reducen a
la ecuación única F = ku que dice que si F actúa sobre el resorte,
entonces este se alarga una longitud u = F/k.
Por lo tanto, para el problema dado, con una fuerza F , tenemos
que la solución u existe y es única. Vamos a calcular el trabajo que se
necesita hacer para extender el resorte una distancia u0. Si el resorte
se alargase una longitud u, y es alargado por la fuerza F = ku, el
trabajo para estirar el resorte una longitud infinitesimal du es
dA = F du = ku du.
Entonces, para alargar el resorte una longitud u0, necesitamos ejercer









Este trabajo realizado, es la enerǵıa elástica acumulada en el resorte
por el alargamiento u0. Entonces al extender el resorte una distancia
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La diferencia




es llamada la enerǵıa potencial total del sistema resorte–fuerza. Si
consideramos E como una función de u, es fácil ver que para una
fuerza F constante, la función E toma mı́nimo cuando ku − F = 0,
pero ésta es la ecuación (2.1.1) y entonces el resorte está en equilibrio
con un alargamiento u para el cual la enerǵıa potencial total E toma
el valor mı́nimo. Este es el principio elemental de f́ısica que vamos
a extender a todos los otros modelos elásticos que consideramos lo
vamos a llamar el principio variacional de Lagrange.
Vamos a extender la teoŕıa y los resultados del resorte a la teoŕıa de
los objetos elásticos de mecánica más complejos. La idea de extender
este método es muy sencilla, pero la técnica para atacar los problemas
es más compleja.
Consideremos algunos puntos principales de la formulación de los
problemas de mecánica continua.
2.2. Las ecuaciones de equilibrio
La primera parte de la descripción de un medio deformable son las
ecuaciones de equilibrio o de movimiento. Estas ecuaciones (puede ser
una ecuación única) tienen como base las ecuaciones de mecánica de
cuerpos ŕıgidos pero no son una consecuencia directa. Para su formu-
lación necesitamos introducir algunas hipótesis (axiomas). La primera
es:
Principio de solidificación: En el equilibrio, toda parte del medio
(cuerpo) sometido a fuerzas y reacciones por las otras partes del cuer-
po, satisface la ecuación de equilibrio como una parte ŕıgida.
En mecánica continua las fuerzas externas son distribuidas normal-
mente en el volumen del cuerpo o en su superficie y, además, pueden
ser puntuales también. Cuando cortamos imaginariamente una parte
del cuerpo, debemos cambiar la acción de las otras partes del cuerpo
por las fuerzas de sus reacciones (algo similar a lo que se hizo con
el resorte de la figura 2.1 cuando se cambió la pared por su reacción
sobre el resorte). Aqúı suponemos que las reacciones actúan sólo sobre
i
i
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la frontera de la sección cortada, entonces estas fuerzas son fuerzas
superficiales, que es otra hipótesis de la mecánica continua.
Para un cuerpo ŕıgido C sabemos que las ecuaciones del equilibrio
en el espacio son seis. Primero, son tres ecuaciones escalares, las cuales
son los componentes de una única ecuación vectorial
m∑
k=1
Fk = 0, (2.2.1)
esto es, la suma de todas las fuerzas que actúan sobre un cuerpo ŕıgi-
do es cero. La ecuación de movimiento se construye formalmente de
esta ecuación usando el principio de d’Alambert de mecánica clásica







donde m es la masa del cuerpo, x su posición y t el tiempo.
Las otras tres ecuaciones de equilibrio para el cuerpo ŕıgido dicen
que la suma de todos los momentos de las fuerzas que actúan sobre el
cuerpo es cero. Su ecuación vectorial es
m∑
k=1
(rk − r0)× Fk = 0, (2.2.2)
donde rk es la posición del punto de aplicación de la fuerza Fk, r0 es
el vector de posición del polo, punto con respecto al cual se calculan
todos los momentos vectoriales de las fuerzas. La posición del polo
es arbitraria pero fija. En componentes, esta ecuación vectorial puede
ser presentada como tres ecuaciones escalares. Usando el principio de
d’Alambert podemos escribir la ecuación dinámica para momentos in-
troduciendo el momento cinético del cuerpo. El lector interesado puede
consultar esto en cualquier libro sobre mecánica clásica. Aqúı vamos
a presentar sólo la información mı́nima necesaria.
Vamos a usar estas ecuaciones de equilibrio para cualquier parte de
un cuerpo deformable, suponiendo que las fuerzas de reacción de las
otras partes actúan sólo sobre la frontera de la sección analizada. Hay
i
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teoŕıas donde este axioma se presenta de otra manera. Demostraremos
como usar el axioma mostrado para el modelo más elemental de la
teoŕıa de elasticidad y de resistencia de materiales de una barra.
2.3. Una barra prismática sometida a una
carga axial
Consideremos una barra prismática y elástica sometida a una carga
axial (dirigida a lo largo del eje de la barra) en equilibrio. Introduci-
mos x, para denotar la distancia desde un extremo A hasta un punto




Figura 2.2: Una barra sometida a una carga axial distribuida F (x).
Supongamos que en la sección x normal al eje (por brevedad la
llamaremos “la sección”) la carga está distribuida uniformemente en
el área S de la sección. Denotamos F (x) a la resultante de la carga
externa en una sección x. Podemos suponer una distribución uniforme
de F en el área y también que cualquier sección, inicialmente plana,
continúa plana después de la deformación.
Cortando la barra en dos partes vemos que la sección que separa
las partes tiene dos caras. Por la tercera ley de Newton, las fuerzas con
que cambiamos las reacciones de las partes cortadas deben ser iguales
en magnitud y opuestas en dirección. Definimos las reacciones que
implican el alargamiento axial de la barra como reacciones positivas y
las que implican una compresión como negativas, ver la figura 2.3.
i
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Figura 2.3: Una parte de la barra entre las secciones, con coordenadas
x y x+∆x.
Ahora deducimos la ecuación de equilibrio de la parte mostrada
en la figura 2.3 que está en equilibrio y entonces, por el principio de
solidificación, todas las fuerzas que actúan sobre esta sección están
en equilibrio como si la sección fuera un cuerpo ŕıgido. Las fuerzas
son −N(x) al lado izquierdo, N(x + ∆x) al lado derecho y la fuerza
externa está dada por
∫ x+∆x
x
F (s)ds. La única ecuación de equilibrio




F (s)ds = 0.
Dividimos los miembros de esta ecuación por ∆x. Suponiendo que F
es continua en el punto x y haciendo que ∆x→ 0 tenemos la ecuación
del equilibrio de la barra en x
dN(x)
dx
+ F (x) = 0. (2.3.1)
Notemos que la ecuación está derivada para la barra deformada, lo
que significa que la posición inicial de los puntos de la barra cambia.
El lector debe recordar que estamos considerando deformaciones muy
pequeñas y por eso omitimos el cambio de coordenadas de todos los
puntos del cuerpo por las deformaciones pequeñas. Esto no es cor-










46 Caṕıtulo 2. Algunos Modelos Elementales de Mecánica
En los problemas de resistencia de materiales, la forma de las
fuerzas externas es muy elemental, usualmente las fuerzas son pun-
tuales o distribuidas linealmente en segmentos. Entonces la ecuación
(2.3.1) se integra de una manera expĺıcita. Pero queremos demostrar
la técnica anaĺıtica que podemos aplicar en problemas más complejos
donde la integración expĺıcita es imposible. De esta manera no dis-
cutiremos los métodos que se usan en resistencia de materiales, pero
presentaremos los métodos anaĺıticos que se usan en la teoŕıa general.
Hay problemas de equilibrio en resistencia de materiales para la
barra cuando podemos encontrar N en cualquier sección usando sólo
las ecuaciones de mecánica clásica. Por ejemplo, esto se da cuando la
barra tiene sólo uno de sus extremos fijo. En este caso introducimos la
reacción del soporte en este punto, que es desconocida. Las ecuaciones
de equilibrio permiten encontrar esta reacción y, después, la tensión en
toda la sección. Las construcciones para las que podemos solucionar los
problemas del equilibrio usando sólo las ecuaciones de mecánica clásica
se denominan estáticamente definidas . Pero si los dos extremos de la
barra están fijos debemos introducir en el problema las reacciones de
los soportes, que son desconocidas; en este caso usando sólo las ecua-
ciones del equilibrio no podemos definir las tensiones entre la barra
de forma única. Tales construcciones se denominan estáticamente in-
definidas . Para los problemas estáticamente indefinidos podemos en-
contrar las tensiones entre la barra sólo si sabemos las propiedades
de su material. En este libro consideraremos sólo materiales elásticos.
El lector debe notar que la mayoŕıa de los problemas de mecánica
continua son estáticamente indefinidos.
Las propiedades de los materiales están definidas con las denomi-
nadas ecuaciones constitutivas. Consideremos una de ellas denomina-





con la deformación (o el alargamiento unitario) ε que introducimos
como sigue.
Denotemos u(x) al desplazamiento del punto x por la deformación.
En el punto x+∆x el desplazamiento es u(x+∆x). El alargamiento
i
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del segmento ∆x por la deformación es u(x +∆x) − u(x) y entonces




Su ĺımite cuando ∆x → 0 es la medida de la deformación o simple-





La ley de Hook es
σ = Eε , (2.3.3)
donde E se el llamado módulo de Young o el módulo de elasticidad.
Esta ley es usada para las deformaciones pequeñas. Cuando deriva-
mos las ecuaciones lineales suponemos que las deformaciones y de-
splazamientos son tan pequeños que cuando transformamos algunas
ecuaciones, consideramos los miembros cuadráticos infinitesimalmente
pequeños comparados con los miembros lineales.
Sustituyendo (2.3.2) y (2.3.3) en la ecuación de equilibrio (2.3.1)








+ F (x) = 0 (2.3.4)
que es una ecuación diferencial ordinaria de segundo orden. En el caso
general ES puede depender de x pero nosotros estamos considerando
el caso más sencillo, cuando E y S son constantes.
Sabemos que la ecuación (2.3.4) al ser una ecuación diferencial de
segundo orden tiene dos soluciones linealmente independientes. En-
tonces, para definir un único estado de equilibrio de la barra, debemos
complementar la ecuación con dos condiciones. La experiencia de los
ingenieros dice qué condiciones debemos asignar en ambos extremos
de la barra, aśı en cada extremo debe ser asignada una condición. Es-
tas condiciones son las condiciones en la frontera. Para la barra, los
dos extremos constituyen su frontera. En cada uno de los extremos
usualmente se asigna un valor de desplazamiento o de la fuerza ex-
terna. La fuerza F está relacionada con u por la fórmula F = ESu′,
i
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entonces la asignación de la fuerza es equivalente a la asignación de u′
en el mismo extremo.
Hay dos problemas principales al analizar el equilibrio de la barra.
El primer problema es cuando la barra, de longitud a, tiene desplaza-
mientos en los extremos u0 y u1 tales que
u(0) = u0, u(a) = u1. (2.3.5)
En teoŕıa de ecuaciones diferenciales el problema de la solución de
la ecuación (2.3.4) con condiciones dadas por (2.3.5) es llamado el
problema de Dirichlet . Cuando las fuerzas F0 y F1 están dadas en los
extremos, tenemos que
ESu′(0) = −F0, ESu′(a) = F1. (2.3.6)
Nótese que en la primera ecuación de (2.3.6) el signo es “menos”
debido a la regla de signos de la resistencia de materiales que dice que
la tensión es positiva si la deformación en la barra se debe a la tracción
y negativa si se debe a la compresión.
En mecánica clásica las ecuaciones (2.3.4) y (2.3.6) determinan el
problema de equilibrio de la barra libre porque no hay ningún punto
fijo de la barra. En matemáticas este problema se denomina problema
de Neumann porque aqúı los valores de u′ están dados en los extremos.
Cuando consideremos un problema con valores en la frontera, el
primer punto en matemáticas es establecer los teoremas de existen-
cia y unicidad o no-unicidad de una solución. Para la barra esto lo
podemos hacer de manera sencilla, integrando la ecuación (2.3.4) ex-







F (s) ds. (2.3.7)
Una nueva integración nos da














Para las condiciones (2.3.5) obtenemos
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Entonces
















y el problema de Dirichlet tiene una solución única para todo F (x)
integrable sobre [0, a].
Consideremos ahora el problema de Neumann. Por (2.3.7) tenemos
que
c1 = −F0, c1 −
∫ a
0
F (s) ds = F1.
Primero veamos que las condiciones de Neumann no definen la con-
stante c2. Luego observemos que la segunda condición implica que∫ a
0
F (s) ds+ F1 + F0 = 0 (2.3.8)
y entonces el problema tiene una solución si y sólo si la ecuación (2.3.8)
se cumple. En este caso la solución general u del problema contiene
una constante indefinido c2 = u0.
Entonces la respuesta al problema de Neumann es un poco sorpren-
dente: una solución existe si y sólo si se cumple la ecuación (2.3.7) y
si (2.3.7) se cumple, esta solución no es única.
Este resultado matemáticamente extraño, tiene argumentos me-
cánicos claros. Si la barra está libre, puede estar en equilibrio si y sólo
si todas las fuerzas externas que actúan sobre ella están en equilibrio.
La ecuación (2.3.8) dice que la resultante de las fuerzas es cero y
por lo tanto, las fuerzas externas están auto-equilibradas. Es claro
porque no hay una solución del problema de equilibrio: si las fuerzas
externas no están auto-equilibradas entonces la barra, como un cuerpo
entero, debe moverse con aceleración. Luego, la constante indefinida
c2 corresponde al desplazamiento de la barra como cuerpo ŕıgido. Es
claro que el problema de equilibrio de la barra es indefinido porque no
tenemos ninguna restricción para el desplazamiento de la barra como
un cuerpo ŕıgido, por lo tanto podemos asignar el desplazamiento de
un punto de la barra de manera arbitraria.
El lector deberá verificar que cuando asignamos un desplazamiento
para un extremo y una fuerza para el otro extremo, el problema tiene
una solución única para toda F .
i
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Planteamiento variacional de los problemas para la
barra
Vamos a ver como plantear los mismos problemas de equilibrio us-
ando el procedimiento variacional. Primero introducimos el funcional











F (x)u(x) dx− F0u(0)− F1u(a).
(2.3.9)
La primera integral cuadrática en u′, es la enerǵıa interna de la barra,
los miembros lineales en u expresan el trabajo de las fuerzas externas
sobre el desplazamiento correspondiente, ellos son los potenciales de
las fuerzas también. Para el problema de Dirichlet el miembro F0u(0)+
F1u(a) es constante y no participa en la formulación variacional.
Queremos probar que el problema de la determinación del mı́nimo
del funcional E en la clase de funciones admisibles es una solución al
problema de equilibrio de la barra. Analizamos el problema de Neu-
mann. Tomemos como clase de las funciones admisibles a C(2)([0, a])
y supongamos que existe una solución del problema del mı́nimo de
E en la misma clase. Denotemos el minimizador de E(u) por u y el
desplazamiento virtual por la función arbitraria pero fija δu la cual
pertenece a C(2)([0, a]). 1 Entonces tenemos que
E(u) ≤ E(u+ tδu)
para todo real t. Luego, la función E(u + tδu) en la variable t, toma







para todo δu admisible.
Por un lado, esta ecuación dice que la primera variación δE =
d/dt(E(u + tδu)|t=0) en el punto de mı́nimo es cero para todos los
1Nótese que en mecánica están acostumbrados a denotar los desplazamientos
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desplazamientos δu admisibles. Por otro lado, esta ecuación expresa el
principio de trabajos (o desplazamientos) virtuales de mecánica, que
es más general que el principio del mı́nimo de la enerǵıa porque puede
ser válido aún cuando el principio del mı́nimo de la enerǵıa NO se









F (x) δu(x) dx− F0 δu(0)− F1 δu(a) = 0.
(2.3.10)


















La ecuación es válida para todo δu ∈ C(2)([0, a]). Seleccionando la
clase δu de las funciones admisibles que son cero en los puntos x = 0
y x = a, por el lema fundamental del calculo variacional 1.3, tenemos
que u satisface la ecuación (2.3.4). Extendiendo la clase de δu a todas
las funciones admisibles veremos que u satisface las condiciones (2.3.6)
y entonces es una solución al problema de Neumann.




F (x) dx+ F0 + F1
)
= 0.
Entonces para c ̸= 0 tenemos la condición de auto-equilibrio de las
fuerzas externas (2.3.8).
Repitiendo el procedimiento en el orden inverso, podemos demost-
rar que una solución u ∈ C(2)([0, a]) del problema de Neumann (ecua-
ciones (2.3.4) y (2.3.6)) es un punto estacionario de E en la clase
C(2)([0, a]). Más adelante demostraremos que u es un punto de mı́ni-
mo de E . Entonces tenemos que
Teorema 2.1. (Principio de Lagrange para la barra libre) El problema
del mı́nimo de E en la clase C(2)([0, a]) es equivalente a la solución del
problema de Neumann (2.3.4) y (2.3.6) en la misma clase.
i
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Para plantear el problema de Dirichlet en la forma variacional es
suficiente restringir el problema de la determinación del mı́nimo del
funcional E en la clase C(2)D ([0, a]) de las funciones de C(2)([0, a]) que
satisfacen las condiciones (2.3.5). En este caso, para tener u+ tδu de
clase C
(2)
D ([0, a]), para todo t ∈ R necesitamos que
δu(0) = 0 = δu(a).
Repitiendo las consideraciones anteriores, tenemos que
Teorema 2.2. (Principio de Lagrange para la barra con extremos fi-
jos) El problema de la determinación del mı́nimo del funcional E en la
clase C
(2)
D ([0, a]) es equivalente a la solución del problema de Dirichlet
(2.3.4) y (2.3.5) en la misma clase.
Como ejercicio el lector puede plantear el problema que mezcla los
valores en la frontera para una barra.
2.4. Soluciones energéticas del problema
del equilibrio de una barra
El problema de equilibrio para la barra es muy sencillo pero usando
el Principio de Lagrange podemos ver los puntos interesantes para
otros problemas de mecánica que no tienen soluciones expĺıcitas.
Consideremos el problema de Dirichlet con las condiciones
u(0) = 0 = u(a) (2.4.1)
entonces el problema consiste en la ecuación (2.3.4) y las condiciones
(2.4.1).
Usando el Principio de Lagrange (Teorema 2.2) introducimos las
soluciones generalizadas del problema de equilibrio. Como punto ini-
cial tomemos la ecuación (2.3.10) que debe ser válida en la clase de to-
das las funciones admisibles δu. Por las condiciones δu(0) = 0 = δu(a)





F (x)δu(x) dx = 0. (2.4.2)
i
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Necesitamos extender el conjunto de las funciones admisibles δu al
espacio energético.
Definición 2.1. El espacio energético para la barra con extremos
fijos HBf es la completez del subconjunto CBf de las funciones de
C(2)([0, a]) que satisfacen las condiciones (2.4.1) con la norma induci-




ESu′(x)v′(x) dx, ∥u∥B = (u, u)
1/2
B .
Por la desigualdad elemental válida para toda función de CBf∫ a
0






con c constante, que no depende de u ∈ CBf , tenemos que la norma
del espacio HBf es equivalente a la norma del espacio de Sóbolev
W 1,2(0, a) y entonces podemos usar el teorema de inmersión 1.3 para
sus elementos.
Ahora introducimos la definición de la solución energética.
Definición 2.2. u ∈ HBf es una solución energética del problema








F (x)v(x) dx (2.4.3)
para todo v ∈ HBf .
La ecuación (2.4.3) coincide con la ecuación (2.4.2).




F (x)v(x) dx es un funcional lineal continuo en HBf :∣∣∣∣∫ a
0
F (x)v(x) dx
∣∣∣∣ ≤ máxx∈[0,a] |v(x)|
∫ a
0
|F (x)| dx ≤ c ∥v∥B .
Entonces, por el teorema 1.2, tenemos
i
i
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Teorema 2.3. Sea F ∈ L1(0, a). El problema de equilibrio de la barra
con extremos fijos (2.4.1) tiene una solución energética única u ∈ HBf
de acuerdo con la definición 2.2. La solución u es el punto de mı́nimo












La última parte del teorema es una consecuencia de los teoremas
1.1 y 1.2.











toma las condiciones (2.3.5). Busquemos una solución en la forma













que debe ser válida para todo v ∈ HBf . El miembro derecho de la
ecuación es un funcional lineal y continuo, entonces, por razones sim-
ilares la ecuación tiene una solución única en HBf . El lector debe
notar que la unicidad de esta solución no significa la unicidad de la
solución del problema de equilibrio porque la selección de u∗ no es
única. Entonces debemos probar la unicidad de la solución del prob-
lema independientemente.
Este método de demostración de los teoremas de existencia y uni-
cidad para las condiciones en la frontera no–homogéneas, es común
para todas las clases de problemas en mecánica lineal.
Podemos extender la clase de las fuerzas F admisibles incluyen-
do fuerzas puntuales. Si una fuerza puntual F0 actúa en un punto c,







F (x) v(x) dx+ F0 v(c).
Aqúı, en la parte derecha escribimos el trabajo de todas las fuerzas
sobre el desplazamiento admisible v ∈ HBf . El lector debe hacer la
demostración del teorema de existencia y unicidad como antes.
i
i
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Es interesante notar que el miembro F0v(c) podemos escribirlo us-




F0 δ(x− c) dx.
Los problemas de equilibrio de una barra con fuerzas puntuales son
más antiguos, por ello, los ingenieros usaban funciones δ impĺıcita-
mente mucho antes que los f́ısicos modernos. En resistencia de ma-
teriales, los ingenieros saben que en el punto c la fuerza interna N
tiene un salto debido a F0. Esto significa que la primera derivada u
′
de la solución tiene un salto en el mismo punto. Recomendamos al
lector derivar cual es este salto usando el procedimiento regular de la
derivación de las condiciones del extremo para un funcional.
Notemos que aqúı consideramos las ecuaciones y todas las variables
sin unidades. Pero todo lo que hacemos es válido para las variables
con unidades también. En este caso, el lector debe recordar que todas
las cantidades, incluidas las normas y constantes, tienen las unidades
y entonces cambian sus valores numéricos si cambia el sistema de
unidades.
Una barra libre
Recordemos que una barra se denomina libre cuando no tiene
ninguna restricción para su movimiento en la dirección de su eje. La










F (x)u(x) dx− F0 u(0)− F1 u(a).
El cambio de u(x) por u(x) + c, donde c es una constante, no cambia
la enerǵıa de deformación de la barra ES/2
∫ a
0
u′(x)2 dx. Es claro que
la enerǵıa E(u) puede tener un punto de mı́nimo sólo si el trabajo
de las fuerzas externas
∫ a
0
F (x)u(x) dx + F0u(0) + F1u(a) satisface la
condición de autoequilibrio de las fuerzas∫ a
0
F (x) dx+ F0 + F1 = 0. (2.4.4)
i
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Tenemos la misma condición considerando la ecuación de equilibrio
que es la igualdad a cero de la primera variación de E(u) para todo







F (x) v(x) dx− F0 δv(0)− F1 δv(a) = 0.
(2.4.5)
Sustituyendo aqúı v = 1 tenemos también la condición (2.4.4).
Cualquier desplazamiento admisible podemos representarlo en la
forma
u = u1 + u0,
donde u0 es una constante y el promedio de u1 es cero:∫ a
0
u1(x) dx = 0.
Denotemos el conjunto de todas las funciones de C(2)(0, a) con el
promedio cero por CBl. Es claro que CBl es un subespacio de C
(2)(0, a).
Para las funciones de CBl se conoce la desigualdad de Poincaré∫ a
0






con una constante C que no depende de u. El lector debe probar este
hecho como un ejercicio.
Definición 2.3. La completéz de CBl con respeto la norma ∥·∥B es el
espacio energético HBl.
Introducimos ahora la definición de una solución energética
Definición 2.4. Supongamos que la condición (2.4.4) se cumple. Una
función u ∈ HBl es una solución energética del problema de equilibrio
de la barra libre si satisface la ecuación (2.4.5) para todo v ∈ HBl.
Recordamos que una solución del problema puede existir sólo si
la condición (2.4.4) es válida. Si u ∈ HBl es una solución energética
del problema entonces u(x) + c también es una solución del problema
para todo constante c. La descomposición del problema de acuerdo a la
i
i






2.5. Algunas notas generales 57
descomposición de la solución en dos partes es posible por la linealidad
del problema.
Por la desigualdad de Poincaré, el espacio HBl es un subespacio de
W 1,2(0, a). Entonces la demostración del siguiente teorema es similar
a la demostración del teorema 2.3.
Teorema 2.4. Supongamos que la condición (2.4.4) se cumple y F ∈
L1(0, a). Existe una solución energética u ∈ HBl del problema de equi-
librio de la barra libre de acuerdo con la definición 2.4. Toda solución
del problema es de la forma u(x) + c, donde c es una constante in-
definida y u es el punto de mı́nimo en HBl del funcional de la enerǵıa
potencial total E(u).
Notemos que una solución de la ecuación (2.4.5) en el sentido de la
definición 2.4 existe si la condición (2.4.4) NO se cumple, esta solución
no es una solución del problema de equilibrio para una barra libre,




u dx = 0.
2.5. Algunas notas generales
La estructura del problema de equilibrio para la barra y la consid-
eración de sus teoremas de existencia y unicidad es común en todos
los problemas de equilibrio en mecánica continua.
Como primer paso del estudio de los problemas de mecánica con-
tinua debemos deducir o introducir:
una medida de fuerzas internas (las tensiones),
las ecuaciones del equilibrio,
una medida de deformación,
y
relacionar las medidas de deformación con las tensiones (del tipo
de la ley de Hook).
i
i
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Después podemos derivar las ecuaciones de equilibrio en términos
de los desplazamientos de los puntos del objeto. Las condiciones en la
frontera del objeto junto con las ecuaciones de equilibrio constituyen el
planteamiento del problema de equilibrio en cuanto a desplazamientos.
En este libro consideramos sólo este tipo de problemas, pero es posible
no eliminar las tensiones y considerar los problemas con todas las
variables.
Introduciendo la enerǵıa de deformación y el trabajo de las fuerzas
externas, podemos presentar el planteamiento del problema como un
problema variacional. Para las fuerzas potenciales es equivalente al
planteamiento del problema empleando el principio de los desplaza-
mientos (o trabajos) virtuales. Algunas veces se empieza la descrip-
ción con el análisis de la deformación del cuerpo dada por la enerǵıa
de deformación que cambia la relación entre tensiones y deformaciones
y permite emplear el principio de Lagrange directamente.
La ecuación que dice que la primera variación de la enerǵıa po-
tencial total del sistema cuerpo–fuerzas externas es cero para todas
las variaciones de los desplazamientos admisibles, es la base para in-
troducir soluciones generalizadas, denominadas débiles, y energéticas
también. Introduciendo espacios energéticos con la norma relaciona-
da con la enerǵıa de deformación, determinamos la clase donde bus-
camos las soluciones energéticas y presentamos los teoremas de ex-
istencia y unicidad (recordamos que en este libro sólo consideremos
los problemas lineales). Para cuerpos libres cuyos movimientos no
están restringidos por restricciones de naturaleza geométrica, obten-
emos condiciones de auto-equilibrio para las fuerzas externas cada vez.
2.6. Problemas compuestos
La mayoŕıa de los problemas en ingenieŕıa son compuestos. Surgen
cuando se construyen objetos consistentes de elementos con modelos
matemáticos diferentes. Por ejemplo, en ingenieŕıa civil emplean mod-
elos de vigas junto con el modelo del fundaciones de Winkler, etc.
Para esta instancia tenemos dos modelos matemáticos de la mecá-
nica de un resorte y una barra. Vamos a construir algunos problemas
i
i
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usando estos modelos.
Una barra con un resorte
Consideremos el problema de equilibrio de una barra acoplada con






Figura 2.4: Resorte sometido a una fuerza F alargada por u.
del mı́nimo de la enerǵıa potencial total, para el cual necesitamos la










donde k es el coeficiente del resorte y v el cambio de su longitud, el




F (x)u(x) dx+ f1u(a).

























60 Caṕıtulo 2. Algunos Modelos Elementales de Mecánica
Debemos acompañar E con la condición de compatibilidad
u(a) + v = 0.














F (x)u(x) dx+ F1u(a)
)
.
En el equilibrio del sistema, el funcional E toma el valor minimal










F (x) δu(x) dx+ F1 δu(a)
)
= 0.
Esta ecuación es la que podemos tomar para plantear el problema de
equilibrio del sistema de manera generalizada.
Aqúı el producto interno que define el espacio energético es
(u, v)BR = ES
∫ a
0
u′(x) v(x) dx+ ku(a) v(a).
Recomendamos demostrar que sobre el conjunto de las funciones de
C(2)([0, a]) la norma ∥u∥BR es equivalente a la norma de W 1,2(0, a) y
entonces en el espacio energético del sistema, que es la completez de
C(2)([0, a]) con respecto a la norma ∥·∥BR, podemos repetir todo lo
dicho para el problema de equilibrio de la barra con extremos fijos. El
lector debe practicar probando el teorema de existencia y unicidad de
una solución generalizada.
Usando el procedimiento t́ıpico para la derivación de la ecuación
de Euler–Lagrange y las condiciones naturales, podemos ver que la
solución, si es suficientemente suave, satisface la ecuación de equilibrio
para la barra. Las condiciones naturales en los puntos extremos son
ESu′(0) = −F0, ESu′(a) = F1 − ku(a).
i
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Figura 2.5: Barra bajo la acción de una fuerza axial F apoyada en dos
resortes y fija en uno de sus extremos.
Es fácil deducir estas condiciones mecánicamente considerando el equi-
librio de los puntos extremos. Note que hay problemas de mecánica
donde la derivación formal de las condiciones naturales en la fron-
tera es una tarea fácil, pero relativamente dif́ıcil si usamos sólo las
ecuaciones del equilibrio de mecánica.
De manera similar podemos considerar los problemas de dos y más
barras y/o resortes acoplados en una recta cargados por el sistema de
fuerzas a lo largo del eje.
Una barra acoplada con dos resortes
Para familiarizarse aún más con el planteamiento de los problemas,
consideremos la estructura de la figura 2.5.
Aqúı los resortes son iguales (k1 = k2) y están inclinados un ángulo
α respecto al eje de la barra. El funcional de la enerǵıa potencial total
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La condición de compatibilidad en el punto x = c es
v cosα = −u(c),

















u′(x) v′(x) dx+ 2k u(c) v(c) cos2 α−
∫ a
0
F (x) v(x) dx = 0
(2.6.1)
que debe ser válida para toda v admisible. Esta ecuación plantea el
problema de equilibrio de una manera generalizada. Todo el proced-
imiento para demostrar el teorema de existencia y unicidad de una
solución generalizada del problema de equilibrio es análogo al proced-
imiento anterior. De la suma de los primeros miembros de la ecuación
(2.6.1) se define el producto interno en el espacio energético para el
problema.
Es interesante notar que la condición natural en el punto x = c es
ESu′(c+ 0)− ESu′(c− 0) = 2k cos2 αu(c)
que no es evidente al deducir la condición mecánicamente.
2.7. Un modelo de la viga
Una barra suficientemente grande con respecto a sus tamaños lat-
erales y que está sometida a una carga lateral q se denomina viga.
La viga está soportada lateralmente en extremos o puntos intermedios
y además, está bajo flexión. Consideraremos la flexión de la viga en
un plano axial. Sometida a una carga, la viga tiene desplazamientos
laterales que se describen usando los desplazamientos w(x) de su eje
neutral calculando la coordenada x a lo largo del eje. Para una viga
homogénea, el eje neutral constituye los centros de gravedad de las
i
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secciones normales. Cuando los desplazamientos w(x) y w′(x) bajo la
carga transversal son muy pequeños, que es usualmente el caso en la
teoŕıa de vigas, el cambio de longitud de la barra es pequeño, de se-
gundo orden con respecto a los valores de w(x) y w′(x). Por eso los
problemas para las barras sometidas a una carga con direcciones ar-
bitrarias se parten en dos clases de problemas: para las barras y para
las vigas.
La experiencia en flexión dice que, en los puntos que constituyen la
sección normal al eje neutral antes de la deformación, después de de-
formación se “reorganizan” en una superficie casi plana, por eso, para
modelar una viga, se supone que es plana después de la deformación.
Además, en el modelo más popular en resistencia de materiales, la
hipótesis de Daniel Bernoulli dice que la sección normal al eje neutral
después de la deformación es la sección normal al eje neutral deforma-
do. Aceptemos esta hipótesis aqúı y empezamos a construir el modelo
de una viga con las fuerzas internas.
Realizamos el esquema general de la construcción de los modelos.
Las tensiones y ecuaciones del equilibrio
Las tensiones en la viga están caracterizadas con dos parámetros
relacionados con las fuerzas en una sección normal (la “sección” por
brevedad) que son: el esfuerzo cortante Q y el momento flector M .
Debido a que una sección tiene dos lados y está equilibrada en esos
lados, estos parámetros tienen un valor absoluto igual pero direcciones
contraŕıas. Por eso, seleccionamos las direcciones positivas para ellos
como está dado en la figura 2.6.
Consideremos una parte de la viga entre las secciones x y x+∆x
en equilibrio (recordemos que, como para la barra, tomamos defor-
maciones infinitesimales, entonces la sección es un rectángulo que no
cambia sus tamaños por la carga) ver la figura 2.7. Por el principio de
solidificación, para el equilibrio de la sección tomada, tenemos para




q(s) ds+Q(x+∆x) = 0.
i
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Figura 2.7: Una parte elemental de la viga entre las secciones x y
x+∆x sometida a la carga distribuida q.
Dividiendo ambas partes de la ecuación por ∆x y tomando el ĺımite




que es la primera ecuación del equilibrio.
Para las fuerzas paralelas al eje neutral, la ecuación fue consid-
erada según el modelo de la barra y no participa en las ecuaciones
del equilibrio de la viga. La ecuación para los momentos, tomada con
i
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s q(s) ds−∆xQ(x+∆x) +M(x+∆x) = 0.
De la misma manera, dividiendo esta ecuación por ∆x y tomando el




Eliminando Q de las ecuaciones (2.7.1) y (2.7.2) tenemos la ecuaci-




En resistencia de materiales se emplean las fuerzas Fp y los mo-
mentos flectores Mp puntuales. Cambiando la fuerza distribuida q por
la fuerza puntual Fp, es fácil ver que en el punto de aplicación de Fp
el esfuerzo Q tiene un “salto”:
Q(x+ 0)−Q(x− 0) = −Fp.
Análogamente, si el momento flector Mp se aplica en el punto x en-
tonces M tiene un salto en x
M(x+ 0)−M(x− 0) = −Mp.
Más adelante veremos cómo estas ecuaciones de mecánica surgen del
principio variacional.
Como para la barra, un problema de equilibrio de una viga se llama
estáticamente definido si las ecuaciones (2.7.1) y (2.7.2) junto con los
valores dados en la frontera, definen Q yM únicamente y un problema
es estáticamente indefinido si las ecuaciones con las condiciones en la
frontera no definen Q y M únicamente. Para los problemas estática-
mente indefinidos debemos considerar la deformación y su relación con
Q y M .
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Figura 2.8: Eje neutral de una viga que pasa por el centro de masa de
la sección tomada.
Deformaciones
La hipótesis de Bernoulli sobre la deformación de la viga tiene como
resultado que el eje neutral de la viga pasa por el centro de gravedad
de toda la sección y la distribución de deformación a lo largo del eje





donde y es la coordenada vertical de la sección como se representa en
la figura 2.8.
La ecuación −d2w/dx2 = κ es la expresión aproximada de la cur-
vatura de la función y = w(x).
La ley constitucional
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donde E es el módulo de Young. El momento flector M se relaciona





donde dA es el area del elemento de la sección C. De las anteriores
ecuaciones obtenemos la ley constitucional para la viga









denota el momento de la sección. La expresión EI se denomina rigidez
a la flexión de la viga.
La ecuación del equilibrio en desplazamientos










Esta es la ecuación de equilibrio en términos de los desplazamientos
w que es válida para EI variable.
Las condiciones en la frontera
La ecuación (2.7.6) es de cuarto orden, por ese motivo debemos
complementarla con 4 condiciones. La experiencia en ingenieŕıa dice
que debemos distribuir las condiciones de a dos para cada extremo de
la barra.
Cuando ambos extremos de la viga están fijos, el problema de equi-
librio puede definirse como el problema de Dirichlet. Para él tenemos
las siguientes condiciones:
w(0) = w00, w
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donde w00, w01, wa0, wa1 están dados.
Para el problema de Neumann están asignadas las cantidades de
Q y M :
Q(0) = −Q00, M(0) = −M01, Q(a) = Qa0, M(a) =Ma1,
(2.7.8)
donde Q00,M01, Qa0,Ma1 están previamente dados.
Para los problemas mixtos, en cada uno de los extremos podemos
asignar las combinaciones w,M y w′, Q y entonces hay 4 condiciones,
incluidas w,w′ y Q,M .
La enerǵıa potencial total













Integrando esta ecuación con respecto a la longitud de la viga y usando


























−Q00w(0) +M01w′(0)−Qa0w(a) +Ma1w′(a). (2.7.9)
El signo “+” en los miembros M y w′ es debido a que las direcciones
de rotación de los momentos M y los ángulos w′ son opuestos.
El principio de Lagrange
Para poder utilizar este principio, se hace necesario demostrar que
un punto estacionario del funcional de la enerǵıa potencial total E(w)
del sistema viga–fuerzas satisface la ecuación de equilibrio de la viga
i
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y sus condiciones de Neumann. En un punto estacionario w de E(w)











q(x) v(x) dx (2.7.10)
−Q00 v(0) +M01 v′(0)−Qa0 v(a) +Ma1 v′(a) = 0
para todo v virtual (admisible) que es una función arbitraria de











+ EIw′′(a) v′(a)− EIw′′(0) v′(0)
− EIw′′′(a) v(a) + EIw′′′(0) v(0)
−Q00 v(0) +M01 v′(0)−Qa0 v(a) +Ma1 v′(a) = 0. (2.7.11)
Para deducir las ecuaciones paraW empleamos el procedimiento usual
en dos pasos. Primero, seleccionamos de todos las desplazamientos
virtuales sólo los v que tienen los siguientes valores












q(x) v(x) dx = 0




− q(x) = 0, x ∈ (0, a),
que es la ecuación de equilibrio de la viga. Entonces en (2.7.11) los
miembros con las integrales se cancelan y tenemos que
EIw′′(a) v′(a)− EIw′′(0) v′(0)− EIw′′′(a) v(a) + EIw′′′(0) v(0)
−Q00v(0) +M01v′(0)−Qa0v(a) +Ma1v′(a) = 0
i
i
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que es válida para todo v ∈ C(4)([0, a]). Seleccionamos una función v
tal que v(0) = 1 y v(a) = v′(0) = v′(a) = 0 de la que obtenemos
EIw′′′(0)−Q00 = 0.
De forma semejante, seleccionando otras tres funciones tales que uno
de los valores de v(0), v(a), v′(0), v′(a) es uno y los otros son cero ten-
emos tres condiciones más:
−EIw′′′(a)−Qa0 = 0, −EIw′′(0)+M01 = 0, EIw′′(a)+Ma1 = 0.
Recordando queM = −EIw′′, Q = −EIw′′′ vemos que las ecuaciones
que definen las condiciones naturales del problema de minimización
de E coinciden con las condiciones de Neumann para la viga, ecuación
(2.7.8).
Ahora podemos considerar el planteamiento del problema de equi-
librio para la viga.
2.8. Problemas del equilibrio para la viga
Problema de Dirichlet
Empezamos con el problema de Dirichlet para la viga. Primero
introduzcamos el producto interno basándonos en la expresión de la













Definición 2.5. La completez del conjunto C40 de las funciones w de
C(4)([0, a]) que satisfacen las condiciones w(0) = 0 = w(a), w′(0) =
0 = w′(a), con respecto de la norma ∥w∥V = (w,w)V
1/2 se define como
el espacio energético HV f de la viga con los extremos fijos.
La desigualdad∫ a
0
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es válida para u ∈ C(1)([0, a]) que toma el valor cero en los extremos,













Por eso, sobre HV f la norma del espacio HV f es equivalente a la norma
del W 2,2(0, a) y podemos usar en HV f el teorema de inmersión para
W 2,2(0, a). Por este teorema el operador de inmersión de W 2,2(0, a)
a C(1)([0, a]) es continuo y entonces la formulación del problema de
equilibrio puede incluir fuerzas Qk y momentosMk externas puntuales
que actúan en los puntos xk, k = 1, . . . , r.
Definición 2.6. Una solución energética (generalizada) del problema
de Dirichlet para la viga, sometida a una carga q,Qk,Mk, k = 1, . . . , r,
con extremos fijos, w(0) = 0 = w(a), w′(0) = 0 = w′(a), es el elemento




















para toda v ∈ HV f .
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es el funcional lineal y continuo en HBf . Empleando los teoremas 1.1
y 1.2 tenemos
Teorema 2.5. Sea Q ∈ L1(0, a). El problema de equilibrio de la viga
con extremos fijos (w(0) = 0 = w(a), w′(0) = 0 = w′(a)) tiene una
solución energética única u ∈ HBf de acuerdo con la definición 2.6. La
solución u es el punto de mı́nimo del funcional de la enerǵıa potencial
total 1
2
(w,w)V − A(v) en HV f .
Recomendamos al lector considerar el problema de Dirichlet con
las condiciones no-homogéneas en la frontera.
Problema de Neumann
Ahora consideremos el problema de equilibrio de una viga libre,
esto es, no hay restricciones geométricas para su movimiento en el
plano.
Como antes, incluimos la acción de fuerzas y momentos externos
puntuales. La ecuación de equilibrio que expresa que en el punto del




















−Q00 v(0) +M01 v′(0)−Qa0 v(a) +Ma1 v′(a) = 0. (2.8.1)
Es fácil ver que (w,w)B = 0 (cuando la enerǵıa de deformación de
la viga es cero) si y sólo si w = a+ bx donde a, b son constantes. Los
desplazamientos w = a + bx son desplazamientos de la viga como un
cuerpo ŕıgido denominados los desplazamientos ŕıgidos. Sustituyendo
w = a + bx en la ecuación (2.8.1) vemos que deben ser válidas las
dos ecuaciones (la primera cuando a = 1, b = 0 y la segunda cuando
i
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xkQk + aQa0 −
r∑
k=1
Mk −M01 −Ma1 = 0.
Las ecuaciones dicen que las fuerzas externas son auto-equilibradas.
Vamos a suponer que las ecuaciones (2.8.2) son válidas, esta es la
condición necesaria para tener una solución del problema de equi-
librio. Construyamos un problema suplementario, excluyendo los de-
splazamientos ŕıgidos.
Definición 2.7. El espacio HV l es la completez, con respecto a la
norma ∥·∥V , del conjunto de todas las funciones w de C(4)([0, a]) que
satisfacen las condiciones∫ a
0
w(x) dx = 0,
∫ a
0
xw(x) dx = 0. (2.8.3)







dx ≤ c(w,w)V ,
donde c no depende de w. En dos dimensiones esta desigualdad se
denomina desigualdad de Poincaré.
Una consecuencia de esta desigualdad es
Lema 2.1. En el espacio HV l la norma es equivalente a la norma de
W 2,2(0, a).
Entonces podemos usar el teorema de inmersión paraW 2,2(0, a) en












+Q00 v(0)−M01 v′(0) +Qa0 v(a)−Ma1 v′(a)
i
i
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es lineal y continuo en HV l (la demostración es similar a la demostra-
ción para el funcional de trabajo de la viga con los extremos fijos).
Entonces se ha establecido el siguiente teorema
Teorema 2.6. Sea q ∈ L1(0, a). Existe una única solución general-
izada w ∈ HV l de la ecuación (2.8.1) que es válida para toda v ∈ HV l.
Recordamos que la viga en el problema de equilibrio del teorema
tiene las restricciones (2.8.3). Ahora introducimos la siguiente defini-
ción:
Definición 2.8. Una solución generalizada (energética, débil) es una
función w = w0 + a + bx que satisface la ecuación (2.8.1) para toda
v = v0 + c + dx, donde w0 ∈ HV l, a, b, c, d son constantes arbitrarias
y toda v0 ∈ HV l.
Del Teorema 2.6 tenemos la siguiente consecuencia:
Teorema 2.7. Sean q ∈ L1(0, a) y las fuerzas externas que satisfacen
las condiciones de auto-equilibrio (2.8.2). Existe una única (hasta las
constantes a, b) solución generalizada del problema de equilibrio de la
viga libre de acuerdo a la definición 2.8. La solución es un punto de
mı́nimo de la enerǵıa potencial total E(w) = 1
2
(w,w)V − Al(w) en el
espacio W 2,2(0, a).
i
i








Para todas las construcciones presentadas en los siguientes dibujos
1. Introducir los desplazamientos que necesite para describir la con-
strucción.
2. Deducir las condiciones de compatibilidad.
3. Escribir el funcional de la enerǵıa completa.
4. Deducir las ecuaciones de equilibrio y las ecuaciones en la fron-
tera de las partes de la construcción.
5. Introducir el espacio energético y hallar sus propiedades.
6. Formular el teorema de existencia y unicidad de la solución gen-
eralizada.
Notaciones para los problemas 2.9–2.24:
Ej – módulo de Young del material de la viga de sub́ındice j;
Sj – área de la sección de la viga de sub́ındice j;
Ij – momento de inercia de la sección de la viga de sub́ındice j;
lj – longitud de la viga de sub́ındice j;
kj – coeficiente de rigidez de la resorte de sub́ındice j.
R, R1, R2 – radio de la membrana.
i
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Figura 2.10: La estructura está formada por dos barras/vigas unidas
mediante un enlace ŕıgido y un resorte. Formular otro problema donde
la estructura tenga un rodillo entre las vigas. ¿Cual es la diferencia
entre las formulaciones de los problemas?
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Figura 2.12: Tres vigas y resortes conectados como indica el dibujo.
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Figura 2.18: Las vigas y resortes conectados sometidos a la carga in-
dicada.
11.
k E S, I,
l lM
M
Figura 2.19: Una viga con una rótula en el centro y un resorte someti-
dos a la carga indicada.
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Figura 2.21: Las vigas conectadas y sometidas a la carga indicada.
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Figura 2.24: Dos vigas conectadas y sometidas a la carga indicada.
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Este caṕıtulo presenta una introducción breve al análisis tensorial
que necesitaremos más adelante. Una presentación más detallada la
puede encontrar, por ejemplo, en [Lebedev and Cloud (2003a),Lebedev
et al (2010),Simmonds (1982),Sokolnikoff (1994)].
3.1. Vectores y operaciones con vectores
Los vectores son muy comunes en f́ısica moderna, más aún en
mecánica en particular. Para tener la certeza de este hecho, consider-
emos los vectores del espacio tridimensional R3. Un vector esta rela-
cionado con el sistema de coordenadas y la base correspondiente de R3.





donde ai son las componentes de a en la base ei. Un ejemplo de una
base es la base canónica de los vectores unitarios ortogonales entre
śı que vamos a denotar ik, con k = 1, 2, 3. En adelante usaremos la










86 Caṕıtulo 3. Elementos del Análisis Tensorial
regla de Einstein) y la igualdad (3.1.1) la presentaremos en la forma
a = aiei.
En el espacio lineal de los vectores introducimos la operación del
producto punto o el producto interior de los vectores a y b de acuerdo
con la fórmula
a · b = |a| |b| cos θ,
donde |a| y |b| son las magnitudes de a y b respectivamente y θ es
el ángulo mı́nimo entre a y b. En la base canónica i1, i2, i3, donde los
vectores a y b son
a = a1 i1 + a2 i2 + a3 i3, b = b1 i1 + b2 i2 + b3 i3,
tenemos
a · b = a1b1 + a2b2 + a3b3.
El producto punto satisface todas las propiedades del producto inter-
no, que son
1. a · b = b · a;
2. (αa+ βb) · c = αa · c+ βb · c ∀α, β ∈ R;
3. a · a > 0 ∀ a ̸= 0.
Aqúı a, b, c son vectores arbitrarios.








El vector resultante del producto vectorial de a por b es ortogonal a
y b y su magnitud está dada por
|a× b| = |a| |b| sen θ.
Para el producto vectorial se cumple que a× b = −b× a.
i
i
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Para calcular el producto vectorial respecto a la base canónica
conviene usar las fórmulas:
i1 × i2 = i3, i2 × i3 = i1, i3 × i1 = i2.
Para la base ei introducimos la base dual e
j definida por las fórmu-
las




1, j = i,
0, j ̸= i
es el śımbolo de Kronecker. Claro está que la base dual a la base
canónica es la misma base, es decir ik = ik, k = 1, 2, 3. Es claro que la
base dual a ek es la base inicial ek.
Entonces cualquier vector a puede ser representado en la base ek
y su base dual ek
a = aiei = aie
i.
Las componentes ai se denominan componentes covariantes y las com-
ponentes ai componentes contravariantes. Además podemos definir las
componentes mediante
ai = a · ei, ai = a · ei.
En el caso general ei ̸= ei, luego ai ̸= ai. Pero en la base canónica
ai = a
i y por lo tanto en la base canónica no hay diferencia entre las
componentes covariantes y contravariantes.
En el caso general los vectores ei no son unitarios ni ortogonales
entre śı. Definamos
gij = ei · ej.
Las cantidades gij se definen como coeficientes métricos . Es claro que
gij = gji. En efecto, consideremos las cantidades
gij = ei · ej.
Usando la igualdad ei · ej = δji , podemos demostrar que la matriz gij
es la inversa de la matriz gij, es decir:
gij g
jk = δki .
i
i
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Deduzcamos ahora la fórmula para el producto punto de a por b
en la base arbitraria. Tenemos que
a · b = aiei · bjej = gij ai bj.
Ahora deduzcamos otras fórmulas para el producto punto
a · b = gijaibj = aibj = aibj.
La notación de los vectores sin el uso de coordenadas nos permite
usar varias bases. Sin embargo, necesitamos saber como cambian las
componentes de los vectores cuando una base cambia a otra base. Sean
dos bases de R3 que denotamos como ei y ẽj. Como ẽj es una base,




Aqúı Aji es una matriz no-singular. Sustituyendo (3.1.2) en la repre-
sentación a = aiei tenemos
a = aiAji ẽj.
Entonces, en la otra base obtenemos




No olvidemos que aqúı utilizamos la convención de la sumatoria para
los ı́ndices repetidos.
Las bases duales a ei y ẽj que denotamos por e
i y ẽj respecti-
vamente están relacionados entre śı por una fórmula semejante a la
ecuación (3.1.2) con la matriz Bij
ei = Bij ẽ
j. (3.1.3)
Usando la igualdad ẽm · ẽn = δnm, podemos demostrar que la matriz
Bij es la inversa de la matriz A
j
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en efecto, podemos demostrar que
a = ãj ẽ
j, ãj = B
i
j ai.
Como resultado, tenemos las ecuaciones que relacionan las compo-




i = Bij ã
j.
Estas fórmulas demuestran que las componentes covariantes del vector
cambian según la regla del cambio de la base principal ei, ecuación
(3.1.2), y las componentes contravariantes cambian según la regla de
transformación de la base dual, ecuación (3.1.3).
3.2. Tensores y acciones para los tensores
Hemos dicho que los vectores son utilizados en f́ısica. Por ejemplo,
la fuerza está caracterizada por su magnitud y dirección, es decir, la
fuerza es una cantidad vectorial. Ejemplos de vectores en mecánica y
f́ısica son los vectores del momento, del desplazamiento, los vectores de
la tensión en los campos magnéticos y eléctricos y muchos otros. Pero
algunas veces un vector no es suficiente para describir algunos objetos
en f́ısica y por eso se emplean unos objetos un poco más complicados
denominados tensores. Un ejemplo de tensor es el tensor de tensiones
que en mecánica continua describe la interrelación entre las partes
de un cuerpo. Otros ejemplos son: los tensores de deformaciones, los
tensores de coeficientes elásticos del cuerpo o el tensor de curvatura
de Riemann.
Dı́adas y tensores
La fundación del cálculo de tensores constituye la noción del pro-
ducto tensorial. Sea V un espacio vectorial y sean a,b, dos vectores en
V. El producto tensorial de a por b es la pareja ordenada de vectores
denominada d́ıada y denotada como a ⊗ b. Tenemos las siguientes
i
i
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propiedades para las d́ıadas:
(λa)⊗ b = a⊗ (λb) = λ(a⊗ b),
(a+ b)⊗ c = a⊗ c+ b⊗ c,
a⊗ (b+ c) = a⊗ b+ a⊗ c, (3.2.1)
donde λ es un escalar real arbitrario. Observemos de nuevo que la
d́ıada es una pareja ordenada, es decir, que si a ̸= λb, λ ∈ R, en-
tonces a ⊗ b ̸= b ⊗ a. El producto tensorial genera un espacio lineal
nuevo denominado como producto tensorial de V por V denotado por
T2 = V⊗V. El ı́ndice 2 de T2 significa que T2 es generado por 2 espa-
cios vectoriales. En efecto, podemos entonces introducir el producto
tensorial de n copias del espacio V
Tn = V⊗ V⊗ . . .⊗ V.
Los elementos de Tn se definen como tensores de rango n. En las
aplicaciones normalmente se usan los productos tensoriales T2, T3,
T4. Formalmente podemos considerer los vectores como tensores de
primer rango, es decir V ≡ T1, y los escalares como los tensores de
rango cero.
Como constituyentes de los productos tensoriales podemos utilizar
espacios de diferentes dimensiones como ocurre en la teoŕıa de cáscaras
donde se efectúa el producto tensorial de espacios de dos dimensiones
por espacios de tres dimensiones.
Consideremos una base ei. Usando el desarrollo de vectores con re-
specto a la base y las propiedades de la ecuación (3.2.1), representamos
la d́ıada a⊗ b en la forma
a⊗ b = ai ei ⊗ bj ej = ai bj ei ⊗ ej.
Por lo tanto, cuando V = R3 existen 9 d́ıadas ei ⊗ ej las cuales con-
stituyen una base en el espacio vectorial V ⊗ V generado por todas
las d́ıadas. Los elementos del espacio de las d́ıadas se denominan ten-
sores o para ser más precisos, tensores de segundo rango. Un tensor
de segundo rango A se representa como
A = aij ei ⊗ ej
i
i
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Usando una base e representamos cualquier vector x como x =
aiei. La representación A = a
ij ei ⊗ ej juega el mismo papel: ei ⊗ ej
es una base de V ⊗ V y los aij son las componentes del elemento A
desarrollado en esta base. Obviamente se puede representar el con-
junto de las componentes mediante una matriz bidimensional. Como
veremos más adelante, esta representación nos permitirá interpretarA
como un operador lineal en V dado por su matriz aij. La introducción
de la interpretación se hace de tal manera que se conservan todas las
propiedades de los operadores en el espacio lineal si usamos la base
canónica.
Como una base del espacio de tensores de segundo rango podemos
usar no sólo ei ⊗ ej, también los conjuntos de d́ıadas ei ⊗ ej, ei ⊗ ej
o ei ⊗ ej. Para cada conjunto de bases, el tensor A tiene diferentes
representaciones
A = aij e
i ⊗ ej = a·ji ei ⊗ ej = ai·j ei ⊗ ej.
Las cantidades aij se denominan componentes covariantes del ten-
sor A, aij las componentes contravariantes y ai·j, a
·j
i las componentes
mixtas . Cuando cambiamos la base de V a otra, las reglas de transfor-
mación de las componentes de los tensores se obtienen de las reglas de
transformación de los vectores. Dependiendo de la base, varias matri-
ces representan al tensor. La representación matricial del tensor tiene
sentido sólo si sabemos cual es la base.
De aqúı en adelante, los tensores de rangos dos y superiores los
denotaremos con letras mayúsculas y en negrita: A,B,C,E,Q, etc.
Consideremos las principales operaciones que se realizan con los
tensores de segundo rango. Es claro como introducir las operaciones
de suma, el resto de los operaciones para tensores son similares a las
operaciones con matrices. Introduciremos otras operaciones.
1. Producto punto. El producto punto de dos d́ıadas a⊗ b y c⊗ d
es la d́ıada
a⊗ b · c⊗ d = (b · c) a⊗ d.
Como resultado se obtiene un tensor de segundo rango.
i
i
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2. Producto punto doble.
a⊗ b ·· c⊗ d = (b · c) (a · d).
El resultado es un escalar.
3. Producto interno.
a⊗ b • c⊗ d = (a · c) (b · d).
Como resultado tenemos un escalar
(pueden denotar como a⊗ b : c⊗ d también).
4. Producto vectorial.
a⊗ b× c⊗ d = a⊗ (b× c)⊗ d .
Como el resultado tenemos una triada que es un tensor de tercer
rango.
Estas operaciones se conservan, por linealidad, para todas las opera-
ciones de tensores de segundo rango. Por ejemplo, el producto punto
de A por B es
A ·B =
(
aij ei ⊗ ej
)
· (bmn em ⊗ en) = aijbmngjmei ⊗ en.
El lector puede extender fácilmente las operaciones con tensores
de segundo rango a los tensores de cualquier rango.
El producto interno de los tensores de segundo rango genera la
norma euclidiana en el espacio de los tensores ∥A∥ =
√
A •A.
Tensores de segundo rango
En muchas aplicaciones encontramos frecuentemente tensores de
segundo rango. Desde el punto de vista de los operadores, el tensor de
segundo rango A puede ser considerado como un operador que actúa
en el espacio V por la regla
y = A · x, x,y ∈ V.
i
i
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Un ejemplo más sencillo es el tensor unidad E tal que
E · x = x, ∀ x ∈ V.




ii ⊗ ii = ei ⊗ ei = ej ⊗ ej = gij ei ⊗ ej = gij ei ⊗ ej.
El tensor E es llamado también el tensor métrico porque en las bases
no mixtas sus componentes son los coeficientes métricos.
Otro ejemplo de un tensor de segundo rango es el tensor nulo 0
0 · y = 0, ∀ x ∈ V.
El tensor inverso al tensor A, denotado A−1, es un tensor tal que
A ·A−1 = E.
El tensor para el cual existe un tensor inverso se denomina tensor
no–degenerado.
El tensor transpuesto de A denotado por AT se construye por la
transposición de los vectores de las d́ıadas que constituyen el tensor,
AT ≡
(
aij ei ⊗ ej
)T
= aij ej ⊗ ei.
Por ejemplo, para una d́ıada tenemos (a⊗b)T = b⊗a. Estos tensores
los introducimos por analoǵıa con las operaciones con matrices.
Las caracteŕısticas más importantes del tensor son su traza y el
determinante que denotamos trA y detA respectivamente. La traza
trA es la suma de las componentes diagonales mixtas del tensor
trA = a·ii = a
i
·i
y el determinante del tensor detA es el determinante de la matriz de
las componentes mixtas del tensor
detA =
∣∣a·ji ∣∣ = ∣∣ai·j∣∣.
i
i
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En particular, la traza de una d́ıada es tr(a⊗b) = a ·b y su determi-
nante es cero.
La traza y el determinante tienen las siguientes propiedades:
tr(A) = tr(AT ), tr(A ·B) = tr(B ·A),
det(A) = det(AT ), det(B ·A) = det(A) det(B).
Podemos usar la traza para escribir los productos de tensores:
A ··B = tr(A ·B), A •B = tr(A ·BT ).
Un tensor de segundo rango se dice simétrico si es igual a su tensor
transpuesto, es decir
A = AT .
Un tensor de segundo rango se dice antisimetrico si
A = −AT .
Un tensor antisimétrico Ω = −ΩT puede ser representado usando un
vector ω que únicamente está relacionado con Ω como sigue:
Ω = ω × E = E× ω.
Un tensor de segundo rango puede ser representado como la suma
de un tensor simétrico y un tensor antisimétrico:









Un tensor Q se dice ortogonal si su transpuesto es su inverso:
QT ·Q = Q ·QT = E.
De aqúı tenemos que detQ = ±1. Un tensor ortogonal cuyo deter-
minante es igual a 1 se denomina tensor ortogonal propio o tensor de
i
i
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rotación. Este tensor describe la rotación de un cuerpo por el ángulo
ω con respecto a un eje e y puede ser representado por la fórmula
Q = E cosω + (1− cosω)e⊗ e− e× E sinω.
Una propiedad muy valiosa de los tensores ortogonales es que con-
servan la métrica, por lo tanto conservan las magnitudes de los vectores
y los ángulos entre ellos, lo que es una consecuencia de la fórmula
(Q · a) · (Q · b) = a · b.
Un vector x ̸= 0 que satisface la siguiente ecuación
A · x = λx (3.2.2)
para algún λ se llama vector propio y el λ correspondiente se denomina
valor propio del tensor A. La pareja (λ,x), x ̸= 0 es la pareja propia
del tensor A. Por la ecuación (3.2.2) vemos que el vector propio esta
definido hasta un factor constante, por eso usualmente toman el vector
propio unitario.
La ecuación (3.2.2) puede ser escrita como
(A− λE) · x = 0,
de donde obtenemos que los valores propios del tensor están definidos
por la ecuación caracteŕıstica
det(A− λE) = 0,
que puede ser escrita en la forma
−λ3 + I1(A)λ2 − I2(A)λ+ I3(A) = 0. (3.2.3)
La parte izquierda es un polinomio de tercer grado, por lo tanto la
ecuación (3.2.3) no tiene más de tres ráıces diferentes, λ1, λ2, λ3. Los
coeficientes I1(A), I2(A), y I3(A) se definen como primer, segundo y
tercer invariantes del tensor A, estos pueden representarse mediante
las componentes de A por las fórmulas






, I3(A) = detA.
i
i
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En términos de los valores propios λ1, λ2, λ3 los invariantes tienen la
representación
I1(A) = λ1 + λ2 + λ3,
I2(A) = λ1λ2 + λ1λ3 + λ2λ3,
I3(A) = λ1λ2λ3.
Tomando en consideración el punto de vista del tensor como un
operador en un espacio finito dimensional podemos transferir todas
las propiedades conocidas para matrices y operadores lineales a los
tensores de segundo rango. En particular, cualquier tensor simétrico
tiene tres vectores propios ortogonales entre śı.
Para el tensor simétrico A, existe el desarrollo espectral ortogonal
A = λ1e1 ⊗ e2 + λ2e2 ⊗ e2 + λ3e3 ⊗ e3,
donde λk, ek, k = 1, 2, 3 son las parejas propios de A y ei · ej = δij.
Para el tensor de segundo rango es válido el teorema de Cayley–
Hamilton que afirma que A satisface su ecuación caracteŕıstica, es
decir, que tenemos la identidad
−A3 + I1(A)A2 − I2(A)A+ I3(A)E = 0.
El teorema de Cayley–Hamilton nos permite encontrar cualquier po-
tencia entera del tensor usando sólo sus grados inferiores de tres y sus





A2 − I1(A)A+ I2(A)E
]
.
Tensores de rango superior
En muchas aplicaciones se usan tensores de rango mayor que dos.
Ejemplos de tensores de rango tres y cuatro son los productos tenso-
riales de tres y cuatro vectores respectivamente
a⊗ b⊗ c, a⊗ b⊗ c⊗ d.
i
i
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Desde el punto de vista de los operadores, el tensor de tercer rango
A es un operador lineal de V a T2 que actúa por la regla
Y = A · x, Y ∈ T2
o podemos considerarlo como un operador lineal de T2 a V: y = A•X.
En efecto, un tensor C de rango 4 puede ser considerado como un
operador lineal de T2 a T2:
Y = C •X.
Un ejemplo valioso de un tensor de tercer rango es el tensor de
Levi–Chivita
E = −E× E.
Nótese que E es un pseudo-tensor pero aqúı no vamos a distinguir entre
los tensores y pseudo-tensores. La representación en componentes de
E es
E = ϵijk ei ⊗ ej ⊗ ek.
Aqúı el śımbolo de “permutación” ϵijk está dado por la fórmula
ϵijk = (ej × ek) · ei.
Un ejemplo f́ısico de un tensor de tercer rango es el tensor de las
constantes piezoeléctricas en electro–elasticidad.
Como un ejemplo no–trivial consideremos el tensor unidad I de
cuarto rango definido por la fórmula
I •X = X, ∀ X ∈ T2.
En componentes I es
I = ek ⊗ em ⊗ ek ⊗ em.
Otros ejemplos de tensores de cuarto rango son el tensor de las
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Funciones tensoriales
En aplicaciones encontramos las funciones tensoriales, es decir, fun-
ciones cuyos argumentos y valores son tensores. Como ejemplo con-
sideremos una función lineal de una variable:
F = F(X), X ∈ Tp, F ∈ Tq.
F(αX+ βY) = αF(X) + βF(Y), ∀ X,Y ∈ Tp, ∀ α, β ∈ R.
Para la función lineal existe una representación única de la forma
F(X) = C •X, C ∈ Tp+q.
En las aplicaciones son interesantes unos casos particulares de repre-
sentación. Es decir, cualquier función vectorial y lineal en la variable
vectorial x tiene la forma del producto punto de algún tensor de se-
gundo rango A por x:
f(x) = A · x, A ∈ T2.
Otra representación, una función tensorial cualquiera con valores en
T2 cuyo argumento es un tensor de segundo rango, tiene una repre-
sentación única
F(X) = C •X, C ∈ T4.
En particular, esta es la forma que toma la ley de Hook generalizada
en la teoŕıa de elasticidad:
σ = C • ε,
donde σ es el tensor de tensiones, ε el tensor de deformaciones y C el
tensor de las constantes elásticas.
En mecánica continua no–lineal se emplean funciones que tienen la
propiedad de ser invariantes con respecto a algunas transformadas de
sus argumentos. Por ejemplo, las funciones isotrópicas se usan para de-
scribir las ecuaciones constitucionales de los materiales isotrópicos. La
función F : T2 → T2 se denomina isotrópica si satisface a la condición
F(QT ·X ·Q) = QT · F(X) ·Q,
i
i






3.3. Los campos tensoriales 99
para todo tensor ortogonal Q.
Una función lineal isotrópica F : T2 → T2 tiene la forma
F(X) = αE trX+ βX+ γXT , α, β, γ ∈ R.
El tensor de cuarto rango que corresponde a ella es
C = αE⊗ E+ βI+ γek ⊗ E⊗ ek.
Una consideración más detallada acerca de las funciones tensoriales
puede ser encontrada en libros [Truesdell and Noll (2004)],
[Lebedev et al (2010),Spencer (1971),Ogden (1997)].
3.3. Los campos tensoriales
Consideremos ahora los campos vectoriales y tensoriales. Los cuer-
pos para los que definimos los campos están descritos en el espacio de
tres dimensiones. A cada punto del espacio asociamos el vector que va
desde el origen de coordenadas al punto r y lo denominamos vector
de posición. De esta manera tenemos la descripción de los puntos del
espacio usando el espacio de vectores R3. En el espacio R3 vamos a
conservar la terminoloǵıa del espacio inicial para la descripción de los
objetos.
Un campo tensorial es una función que va de una región de R3 a
un espacio de tensores de cierto rango; por lo tanto la función ten-
sorial asigna a cada punto de la región (un cuerpo) algún tensor de
un espacio de tensores. Para determinar la posición de un punto en el
espacio podemos usar las coordenadas en el espacio inicial que pueden
ser cartesianas, ciĺındricas, esféricas o cualquier otra. Si las ĺıneas de
coordenadas no son rectas, las coordenadas se denominan coordenadas
curviĺıneas.
Las coordenadas curviĺıneas de un punto en R3 son tres numeros
(variables) q1, q2, q3. Estas coordenadas están relacionadas con las co-
ordenadas cartesianas x1, x2, x3. Escribimos dicha relación en la forma
xi = xi(q1, q2, q3), qi = qi(x1, x2, x3) (i = 1, 2, 3).
i
i
































Figura 3.1: Coordenadas curviĺıneas.
La correspondencia es uno a uno pero puede no existir en algunos
puntos o curvas singulares como en el polo del sistema de coordenadas
esféricas. El vector de posición lo podemos representar en coordenadas
cartesianas como r = xkik o en coordenadas curviĺıneas q
1, q2, q3, por
lo tanto r será una función de tres variables
r = r(q1, q2, q3).
Vamos a suponer que r(q1, q2, q3) es suficientemente suave, tal que
cuando necesitamos algunas derivadas de r estas sean continuas. Como
la correspondencia entre q1, q2, q3 y x1, x2, x3 es uno a uno implica que





excepto en algunos puntos o ĺıneas singulares.
Fijando dos de las tres coordenadas curviĺıneas, tenemos una cur-
va coordenada, ver la figura 3.1. Diferenciado r con respecto a las
i
i
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Los vectores rk son tangentes a los ĺıneas coordenadas correspon-
dientes. Entonces r1 es tangente a la ĺınea donde sólo q
1 cambia.
De la misma manera r2 y r3 son tangentes a las ĺıneas q
2 y q3 re-
spectivamente. Si el punto (q1, q2, q3) no es singular, es decir que
J(q1, q2, q3) ̸= 0, entonces los vectores r1, r2, r3 no son coplanares y
constituyen una base de R3.
La base dual ri está definida por las ecuaciones
ri · rj = δij.
Los coeficientes métricos de las bases son
gij = ri · rj, gij = ri · rj, gji = ri · rj = δ
j
i .
Usando los coeficientes métricos podemos expresar la longitud del el-
emento infinitesimal dr
(ds)2 = dr · dr = ri dqi · rj dqj = gij dqi dqj, dr =
∂r
∂qi
dqi = ri dq
i.
Sea f(q1, q2, q3) una función diferenciable respecto a los qi con val-
ores escalares. Su primer diferencial puede ser escrito como







Ahora, introduzcamos formalmente el vector
∇ = ri ∂
∂qi
denominado operador nabla (de Hamilton). Su acción sobre una fun-
ción f está definida por la fórmula
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A menudo, el operador nabla se le denomina como el operador gradi-
ente.
Usando el operador nabla ∇, podemos representar el diferencial de
la función vectorial f(q1, q2, q3) en la forma
df = dr · ∇f = ∇fT · dr.
La cantidad∇f se define como gradiente de f y es un tensor de segundo
rango. En literatura algunas veces se le dice simplemente gradiente de
f a la cantidad ∇fT . La expresión ∇fT se dice la derivada de f con




Consideremos ahora formalmente el operador nabla ∇ como un
vector. Sus productos internos y externos formales con f = f(q1, q2, q3)
definen la divergencia y el rotacional del vector:
div f = ∇ · f = ri · ∂f
∂qi
, rot f = ∇× f = ri × ∂f
∂qi
.
De la misma manera introducimos ahora la divergencia y el rotacional
para un campo tensorial arbitrario A de cualquier rango
∇ ·A = ri · ∂
∂qi
A, ∇×A = ri × ∂
∂qi
A.
Sean f y g funciones escalares, f y g funciones vectoriales y Q una
función tensorial donde Q pertenece al espacio de tensores de segundo
rango. Son válidas las siguientes propiedades:
∇(fg) = g∇f + f∇g,
∇(f f) = (∇f)f + f∇f ,
∇(fQ) = (∇f)Q+ f∇Q,
∇(f · g) = (∇f) · g + f · ∇gT = (∇f) · g + (∇g) · f ,
∇(f × g) = (∇f)× g − (∇g)× f ,
∇× (f × g) = g · ∇f − g∇ · f − f · ∇g + f∇ · g,
∇ · (f ⊗ g) = (∇ · f)g + f∇ · g,
∇ · (f × g) = g · (∇× f)− f · (∇× g).
i
i
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Para diferenciar las funciones vectoriales y tensoriales debemos
saber como derivar los vectores de la base. Por ejemplo, la derivada
de una función vectorial está dada por la fórmula
∂
∂qk




f i(q1, q2, q3)ri
]
=







Observemos que las derivadas de los vectores de la base tienen las































Las cantidades Γkij se denominan coeficientes (o śımbolos) de Christof-







De acuerdo a la ecuación (3.3.1) los coeficientes de Christoffel poseen















La anterior expresión se denomina derivada covariante y el coeficiente
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También se pueden utilizar los śımbolos de Christoffel de primer género
Γijk denotados como [ij, k] = Γijk.
















Las derivadas de los vectores de la base dual las podemos expresar




Entonces, las fórmulas de diferenciación del campo vectorial son
∂f
∂qi











El gradiente del vector
∇f = ri ⊗ rj ∇ifj = ri ⊗ rj∇if j
muestra que ∇ifj son las componentes covariantes de ∇f y ∇if j son
las componentes mixtas de ∇f .
Para el campo tensorial de segundo rango A, las relaciones son
mas complicadas porque aqúı debemos diferenciar las d́ıadas
∂
∂qk










− Γskiasj − Γskjais.
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Reenumerando los ejes si es necesario tenemos que el Jacobiano es
positivo lo cual supondremos en adelante. En este caso













presentamos la divergencia de campos vectoriales y tensoriales de man-
era que esta no contiene los śımbolos de Christoffel















Usaremos ahora las coordenadas curviĺıneas q1, q2, q3 en varias fór-
mulas de integración. Sea f una función continua en las coordenadas
cartesianas x1, x2, x3 sobre la región V . En las coordenadas curviĺıneas
q1, q2, q3 la función f está representada como f(q1, q2, q3). La integral
de f la calculamos mediante∫
V
f(x1, x2, x3) dx1 dx2 dx3 =
∫
V






Recordemos el teorema de Gauss–Ostrogradsky. Para una función
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De aqúı obtenemos las fórmulas para la divergencia∫
V
∇ · f dV =
∫
S
n · f dS,
∫
V




y otras tales como∫
V
















Las fórmulas anteriores relacionan las integrales sobre un volumen
con las integrales sobre su frontera. Existen fórmulas similares para
relacionar las integrales sobre una superficie y su contorno. La fórmula
principal de este tipo es la fórmula de Stokes que, para una función
vectorial f dada sobre una región–superficie S simplemente conexa y
de contorno Γ tiene la forma∮
Γ
f · dr =
∫
S
(n×∇) · f dS.
Para una función tensorial A con valores en el espacio de tensores de





(n×∇) ·A dS (3.3.5)
o ∮
Γ




Observemos que la fórmula (3.3.5) es válida también cuando A toma
valores en el espacio de tensores de cualquier rango, superior a 2.
3.4. Superficies y curvas espaciales
Para los problemas de f́ısica y mecánica en particular los objetos
matemáticos como curvas y superficies son muy importantes. Usan-
do las curvas que describen vigas y barras en mecánica, la técnica
i
i
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de superficies es el centro en la teoŕıa de cáscaras [Antman (2005),
Ciarlet (1997), Ciarlet (2010), Ciarlet (2000), Destuynder and Salaun
(1996), Eremeyev and Zubov (2008), Lebedev et al (2010), Libai and
Simmonds (1998),Sokolnikoff (1994),Vorovich (1999)]. Presentaremos
algunos hechos de geometŕıa diferencial acerca de las curvas y super-
ficies en el espacio tridimensional.
Las curvas espaciales
La ecuación de una curva espacial ℓ está dada en la forma
r = r(t)
o en coordenadas cartesianas, tenemos tres ecuaciones
x1 = x1(t), x2 = x2(t), x3 = x3(t).
Aqúı t ∈ R es un parámetro. Supongamos que la función vectorial r(t)
es de clase C(2).
La longitud de la parte de ℓ que corresponde al segmento t ∈ [t1, t2]












|ṙ(t)| dt, ˙(. . .) ≡ d
dt
(. . .).
Podemos usar como parámetro t un elemento de longitud s de la
curva. La parametrización de la curva con respecto a s, seŕıa r = r(s),
y la denominamos parametrización natural.
El vector unitario tangente a ℓ en un punto está definido por la
fórmula
τ = r′(s), (. . .)′ ≡ d
ds
(. . .).
Diferenciando τ definimos la curvatura de la curva en el punto:
τ ′ = kν,
donde el vector unitario ν se llama vector principal normal a ℓ y k es
la curvatura de ℓ.
i
i






















Figura 3.2: Una curva en el espacio y su triedro natural
Como τ es un vector unitario, su derivada ν es ortogonal a τ . El
vector β = τ ×ν es unitario y ortogonal a τ y ν. El vector β se llama
vector binormal. El triedro τ , ν y β constituyen el triedro natural o
la base natural en un punto de la curva ℓ (vea la figura 3.2). Para los
vectores del triedro son válidas las fórmulas de Frenet–Serret
τ ′ = kν,
ν ′ = −kτ − κβ,
β′ = κν. (3.4.1)
κ se denomina torsión de la curva. Para una curva plana κ = 0. Si
k(s) y κ(s) están dados como funciones de s entonces la posición de
la curva en el espacio estará definida únicamente hasta su traslación
paralela y rotación como un sólido. Si k(s) = κ(s) = 0 entonces la
curva es una linea recta.
Las fórmulas (3.4.1) tienen una forma más compacta
τ ′ = ω × τ , ν ′ = ω × ν, β′ = ω × β, (3.4.2)
donde ω = −κτ + kβ se llama vector de Darboux.
Utilizamos las fórmulas (3.4.1) o (3.4.2) para buscar la derivadas de
los campos vectoriales y tensoriales dados sobre una curva. Como un
i
i
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ejemplo consideremos como calcular la derivada del campo vectorial
Q definido sobre ℓ. Sea
Q = Q1τ +Q2ν +Q3β.
La derivada de Q es




3β + ω ×Q
= (Q′1 − kQ2)τ + (Q′2 + kQ1 + κQ3)ν + (Q′3 − κQ2)β.
En forma similar se puede calcular la derivada de un campo tensorial
de rango arbitrario definido sobre ℓ y escrito en el triedro natural τ ,
ν, β.
Elementos de la teoŕıa de superficies
La ecuación de una superficie Σ en forma paramétrica está dada
por medio del vector-radio
ρ = ρ(q1, q2),
donde q1, q2 son las coordenadas curviĺıneas (q1, q2) ∈ Ω ⊂ R2. Para
evitar dudas con el contenido de los párrafos anteriores, cambiaremos
r por ρ. La ecuación vectorial de la superficie es equivalente a tres
ecuaciones escalares
x1 = x1(q
1, q2), x2 = x2(q
1, q2), x3 = x3(q
1, q2).
Como en el caso de la curva, vamos a suponer que la función vectorial
ρ es de clase C2.
Fijando una de las coordenadas, por ejemplo q2 = q20, tenemos
la ecuación de la ĺınea coordenada r = ρ(q1, q20). Un ejemplo de una
superficie con las ĺıneas coordenadas aparece en la figura 3.3.
Las derivadas de ρ con respecto a q1 y q2 en un punto de Σ con-






































Figura 3.3: La superficie Σ y las ĺıneas coordenadas (q1, q2) sobre ella
Los vectores ρ1 y ρ2 son tangentes a las ĺıneas de coordenadas q
2 = q20 y






Los vectores ρ1, ρ2 y n constituyen una base de R3 en todo punto
de Σ. La base dual a este es el triedro ρ1, ρ2, n, donde ρ1, ρ2 se definen
por las ecuaciones
ρα · ρβ = δβα (α, β = 1, 2).
De aqúı en adelante los ı́ndices griegos toman los valores 1 y 2 y los
ı́ndices latinos toman los valores 1, 2, 3.
i
i
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La longitud del segmento elemental que pertenece a Σ está deter-
minado por la fórmula
ds2 = dρ · dρ = ρidqi · ρjdqj = aijdqidqj,
donde aαβ = ρα · ρβ son los coeficientes métricos de Σ. La forma
cuadrática aijdq
idqj es la primera forma cuadrática de Σ. De manera
similar definimos los coeficientes métricos aαβ = ρα · ρβ.
El área de una parte elemental de Σ está dada por la fórmula
da = |ρ1 × ρ2| dq1dq2.
Introducimos el tensor métrico A de Σ mediante
A = ραρα = E− n⊗ n,
donde E es un tensor unitario en R3.A tiene el papel de tensor unitario
que actúa en el plano tangente a Σ. Si un vector u pertenece a la
superficie tangente a Σ en un punto, es decir que u · n = 0, entonces
A · u = u. Podemos demostrar que
A = aαβρ
αρβ = aαβραρβ.
El tensor A también es el primer tensor fundamental de la superficie
Σ.
El vector gradiente superficial sobre Σ está definido como
∇̃ = ρα ∂
∂qα
.
Para calcular las fórmulas de derivadas de los campos tensoriales y
vectoriales sobre Σ necesitamos las fórmulas de derivadas de las vec-
tores de la base ρ1, ρ2, n, ρ





Las componentes bαβ definen el tensor simétrico de segundo rango
B = bαβ ρ
α ρβ ≡ −∇̃n.
i
i
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B es el segundo tensor fundamental de Σ o el tensor de curvaturas. Las
componentes de B son los coeficientes de la segunda forma de la super-
ficie Σ. Como todo tensor simétrico, el tensor B posee valores propios
reales que denotamos k1 y k2 y los vectores propios correspondientes
e1 y e2. Los valores k1, k2 se definen como curvaturas principales, las
ĺıneas sobre Σ cuyos vectores tangentes son e1 y e2 son las ĺıneas de las
curvaturas principales. Las caracteŕısticas importantes de la superficie







(k1 + k2), K = I2(B) = k1k2.




= Γγαβ ργ + bαβ n,
∂ρα
∂qβ
= −Γαβγ ργ + bαβ n.
Recordemos que Γγαβ son los śımbolos de Christoffel relacionados con
los coeficientes métricos mediante las ecuaciones (3.3.2).
Presentemos ahora las expresiones para el gradiente de los campos
vectoriales y tensoriales sobre la superficie Σ. Sean
u = ũ+wn, ũ = u1(q
1, q2)ρ1 + u2(q
1, q2)ρ2, w = u3 = u
3 = u · n,
T = Tαβρα ⊗ ρβ + T 3βn⊗ ρβ + Tα3ρα ⊗ n+ T 33n⊗ n.
Tenemos
∇̃u = (∇̃ũ) ·A− wB+ (∇̃w +B · ũ)⊗ n.

















Usando la fórmula de Stokes (3.3.5), podemos presentar el teorema
de divergencia de Gauss–Ostrogradsky para la superficie∫
Σ
(





ν ·T ds, (3.4.3)
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Figura 3.4: Coordenadas curviĺıneas (q1, q2, z) en la vecindad de Σ
donde ν es el vector normal al contorno ∂Σ que pertenece a la super-
ficie tangente a Σ en los puntos del contorno, es decir que ν · n = 0.
De la ecuación (3.4.3) tenemos otras las fórmulas de integración∫
Σ










Observemos que en las ecuaciones (3.4.3) y (3.4.4) el tensor T puede
tener cualquier rango.
Para introducir unas coordenadas en la vecindad de Σ podemos
usar las coordenadas q1, q2 de la superficie. Veamos cómo. Sea n un
vector normal a Σ. Dibujemos la ĺınea recta L que contiene a n y al
i
i
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punto Q (vea la figura 3.4). La intersección de L con Σ es el punto
P con radio-vector ρ(q1, q2). Las coordenadas de Q son q1, q2 y z, la
distancia desde P aQ. La distancia z es positiva si va en la dirección de−→
PQ y coincide con la dirección de n y negativa si es opuesta. Entonces,
el radio–vector r de Q es
r = r(q1, q2, z) = ρ(q1, q2) + zn.
Es fácil ver que esta representación es válida sólo en alguna vecindad
de Σ donde la intersección, el punto P , es única. Un ejemplo de Σ es
en la figura 3.4.




= ρα + z
∂n
∂qα
= (A− zB) · ρα, r3 = n.
La base dual está definida por las fórmulas
rα = (A− zB)−1 · ρα, r3 = n. (3.4.5)
Nótese que (A−zB)−1 no existe como inverso al tensor tridimensional
porqueA−zB es degenerado. Aqúı el inverso tiene el siguiente sentido
(A− zB)−1 · (A− zB) = (A− zB) · (A− zB)−1 = A.
De acuerdo a la ecuación (3.4.5), la fórmula para el operador nabla
espacial toma la forma


















En todos los problemas siguientes ik son los vectores de la base
canónica y ek de la base arbitraria. Si no se dice lo contrario los ten-
sores están definidos en tres dimensiones y son de segundo rango.
1. Determine las partes simétrica y antisimétrica de los tensores:
(a) i2 ⊗ i3, (b) i1 ⊗ i1 + i2 ⊗ i3; (c) i1 ⊗ i2 + 2i2 ⊗ i1.
2. Encuentre los tres invariantes de los siguientes tensores: (a) i1⊗
i1 + 2i2 ⊗ i2; (b) i1 ⊗ i1 + 2i2 ⊗ i2 + 3i3 ⊗ i3.
3. Sean A un tensor de segundo rango no-singular(es inversible) y
a,b unos vectores. Demuestre que A + a ⊗ b es invertible si y
sólo si 1 + b ·A−1 · a ̸= 0.
4. Tensores A,B de segundo rango se llaman conmutativos si A ·
B = B·A. Demuestre tensores simétricosA,B son conmutativos
si los conjuntos de sus vectores propios coinciden.
5. Demuestre que en el espacio de todos los tensores de segundo
rango A · ·BT tiene todos los propiedades del producto interior
y entonces el espacio es un espacio con producto interno. De-
muestre que los conjuntos de todos los tensores simétricos es un
subespacio con el producto interior A · ·B. ¿Que puede decir ac-
erca del conjunto de todos los tensores antisimétricos de segundo
rango?
6. Represente el tensor unidad (métrico) E en sus bases en coorde-
nadas cartesianas, esféricas y ciĺındricas.
7. Sea f = f(r) una función de r, donde r2 = r · r y r es un vector
de posición en R3. Encuentre ∇f y ∇2f .
8. Sea r un vector de posición en R3. Encuentre ∇w y ∇·w, donde
(a) w = 2r, (b) w = 3x3i1, (c) w = 2x1i1 + 3x3i3.
9. Encuentre:
(a) ∇ · (E⊗ r);
i
i
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(b)∇ · (r⊗ E);
(c) ∇(A⊗ r), donde A es constante;
(d) ∇ · (r⊗ r).
10. Escriba el operador ∇ en la base 2i1, 3i2, 4i3.




n dS = 0.
12. Represente (E× ω)2 y (E× ω)3.
13. Escriba los tres invariantes I1, I2, I3 de E×ω y a⊗b, E+a⊗a.
14. Derive la traza y el determinante de los siguientes tensores:
(a) a⊗ a,
(b) a⊗ b cuando a · b = 0,
(c) E+ a⊗ a.
15. Usando el teorema de Gauss–Ostrogradsky demuestre que el vol-













n · ∇(r · r) dS, r2 = r · r.
16. En cada caso derivar con respecto a s el tensor T:
(a) T = T (s) τ ⊗ τ ,
(b) T = T (s)ν ⊗ ν,
(c) T = T1(s) τ ⊗ ν + T2(s)ν ⊗ τ .
17. Encuentre la curvatura de Gauss K y la curvatura promedio H
para la esfera unidad y el cilindro circular de radio 1 y altura 1.
18. Para la superficie z = x2 + y2 encuentre la curvatura de Gauss
K y la curvatura promedio H.
i
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19. Para la superficie z = x2 − y2 encuentre la curvatura de Gauss
K y la curvatura promedio H.
i
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Empezaremos con analizar el problema de equilibrio de una mem-
brana. Este problema se encuentra en cualquier libro de f́ısica matemá-
tica pero usualmente la deducción de la ecuación de equilibrio emplea
algunos aspectos de mecánica. Por ahora, el conocimiento de mecánica
en los procesos puede ayudar e ilustrar otros aspectos dif́ıciles de la
teoŕıa abstracta.
4.1. Relaciones principales en la teoŕıa de
membrana
Una membrana es similar a una superficie. Como objeto real tiene
algún espesor, sin embargo se modela la membrana como una super-
ficie sin espesor, por ese motivo la membrana no muestra resistencia
alguna a la flexión. Un ejemplo de una membrana real es una burbuja
de jabón. Las fuerzas internas de la burbuja de jabón tienen su ori-
gen en la tensión superficial de ĺıquidos. La tensión superficial tiene
dirección normal al contorno de la frontera de la superficie, pertenece
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área superficial o de la curvatura de la membrana. Por ello la enerǵıa
acumulada por la deformación de la membrana es proporcional a su
área. Si inicialmente la forma de la membrana es plana S ⊂ R2 y la
deflección de la membrana es u(x, y), (x, y) ∈ S, entonces la enerǵıa













donde ux, uy son las derivadas parciales de u con respecto a x y y
respectivamente. Vamos a considerar deformaciones muy pequeñas de
la membrana, es decir, deformaciones infinitesimales. En este caso√
1 + u2x + u
2



















Queremos aplicar el principio del mı́nimo de la enerǵıa potencial
total (el principio de Lagrange). Para ello necesitamos una expresión
para el potencial de las fuerzas externas, el cual es el trabajo efectuado
por el desplazamiento:∫
S




donde F es la densidad de las fuerzas distribuidas sobre S, ψ es la
densidad de las fuerzas distribuidas sobre un contorno Γ suficiente-
mente suave, que puede incluir los puntos de la frontera de S, y ds es
un elemento de longitud de Γ. Por simplicidad, suponemos que Γ es
la frontera de S.














Por el principio de Lagrange, la membrana sometida a la carga
(F, ψ) está en equilibrio si u es un punto estacionario admisible (o
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del mı́nimo) de E(u). Recordemos que u es una solución admisible si
es suficientemente suave y satisface las restricciones geométricas del
problema correspondiente. Ahora deduzcamos la ecuación de equilibrio
de la membrana y las condiciones naturales para el problema.


















ψv ds = 0
para todo desplazamiento virtual v.














ψ v ds = 0, (4.1.2)
donde ∂u/∂n es la derivada en la dirección del vector unitario normal
externo n al contorno Γ.
La deducción de las ecuaciones la haremos en dos pasos. Primero,
seleccionamos todas las v que tomen el valor cero en Γ, lo que nos
lleva a la ecuación∫
S
(
a(uxx + uyy) + F
)
v dS = 0.
Por el lema fundamental del cálculo variacional en dos dimensiones
tenemos que
a(uxx + uyy) + F = 0 en S. (4.1.3)
Esta es la ecuación de Poisson que modela la deflección de la mem-







v ds = 0
i
i
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que es válida para todas las v admisibles, incluyendo las que no son








Por lo tanto, la condición de Neumann bien conocida en la teoŕıa
nos indica que la ecuación de Poisson es necesaria para la membrana
cuando asignamos una fuerza sobre Γ. Además, esta condición es una
condición natural para el problema cuando lo planteamos como un
problema variacional de acuerdo al principio de Lagrange.
4.2. Problema de Dirichlet
En este libro veremos los problemas de Dirichlet para varios ob-
jetos. Consideremos este problema para la membrana recordando que
las propiedades de sus soluciones y métodos de estudio son semejantes
a los de todos los problemas del tipo de Dirichlet en mecánica lineal.
Para la membrana, el problema de Dirichlet consiste de la ecuación
de Poisson (4.1.3) acompañada con la condición de Dirichlet, la cual,





Consideremos las soluciones generalizadas que son los puntos ex-


















(uxvx + uyvy) dS −
∫
S
Fv dS = 0 (4.2.2)
para todo desplazamiento virtual v.
Debemos introducir ahora la clase de funciones donde vamos a bus-
car la solución. Primero introducimos el espacio energético empleando
el miembro cuadrático de la ecuación.
i
i
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Definición 4.1. El espacio HMf es el espacio de completez del conjun-
to C
(2)
0 de todas las funciones u de C
(2)(S̄) que satisfacen la condición
(4.2.1) con respecto a la norma inducida por el producto interno
(u, v)M = a
∫
S
(uxvx + uyvy) dS.
Es fácil ver que (u, v)M es realmente un producto interno en C
(2)
0 .
El espacio HMf es un espacio de Hilbert.
Lema 4.1. El espacio HMf es un subespacio de W
1,2(S) con norma
equivalente a la norma de W 1,2(S).
Demostración. El lema nos dice que en el subespacio HMf podemos
usar el teorema de Sóbolev en W 1,2(S). Es claro que
∥u∥HMf ≤ ∥u∥W 1,2 .
Para demostrar la equivalencia de las normas es suficiente probar la
desigualdad de Friedrichs∫
S






que es válida para toda función u ∈ C(2)0 cuya constante cS es inde-
pendiente de u. Para probar la ecuación (4.2.3) definamos u ∈ C(2)0
como cero por fuera de S empleando para la nueva función la misma
notación u. Es claro que u es continua en R2, S es acotado y por lo
tanto existe un cuadrado C = [−l, l]× [−l, l] que contiene a S. En los
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Integrando ambos lados de la desigualdad sobre C tenemos∫
C









Utilizando que u = 0 por fuera de S tenemos∫
S




de donde obtenemos la desigualdad de Friedrichs que completa la de-
mostración.
Gracias a este lema, podemos aplicar los teoremas abstractos 1.1
y 1.2 al problema de existencia de una solución. Por el teorema 1.4
vemos que el funcional A(v) =
∫
S
Fv dS es lineal y continuo en HMf
si F ∈ Lp(S) para algún p > 1. En efecto, es claro que A es lineal en
v. Que este sea continuo es consecuencia de la desigualdad∣∣∣∣∫
S
Fv dS
∣∣∣∣ ≤ ∥F∥Lp(S) ∥v∥Lq(S) ≤ c ∥v∥M
donde 1/p + 1/q = 1 y la constante c queda definida por el teorema
1.4.
Por lo tanto, tenemos
Teorema 4.1. Sea F ∈ Lp(S) para algún p > 1. El problema de equi-
librio de una membrana con extremos fijos (u|Γ = 0) tiene una solu-
ción energética única u ∈ HMf , que es una solución de la ecuación
(4.2.2). La solución u es un punto de mı́nimo del funcional de la en-
erǵıa potencial total E(u) de la membrana.
i
i
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4.3. Problema de Neumann
Regresemos al problema para la membrana libre de restricciones
geométricas. Consideremos el problema de la determinación del mı́ni-















Es claro que para u = c, con c constante, tenemos que (u, u)M = 0 y





ψ ds = 0, (4.3.1)
la cual es una de las condiciones de auto-equilibrio de las fuerzas exter-
nas a las que se encuentra sometida la membrana. Siempre que u = c
la membrana tiene movimiento como un cuerpo espacial ŕıgido. Es in-
teresante notar que las rotaciones ŕıgidas de la membrana no brindan
condiciones para los momentos de las fuerzas. Esto es consecuencia
de que para cualquier rotación ŕıgida u = ax + by de la membrana,
su enerǵıa de deformación no es cero, lo que si ocurre para un cuerpo
linealmente elástico: esto es gracias a que la teoŕıa de la membrana
corresponde con la teoŕıa de superposición de deformaciones pequeñas
sobre deformaciones finitas (tensión inicial de la membrana). De esta
manera, la condición (4.3.1) es la única condición necesaria para la
existencia del punto critico de El(u).
Nótese que la condición de que la primera variación de El(u) en el










ψv ds = 0,
donde v pertenece a la clase de los desplazamientos admisibles. Vamos
a usar esta ecuación para introducir una solución generalizada. Nótese
que si aqúı tomamos v = c tenemos la misma condición de auto-
equilibrio que en la ecuación (4.3.1).
Vamos a eliminar los desplazamientos ŕıgidos u = c de la clase de
desplazamientos virtuales. Denotemos como C
(2)
l al conjunto de todas
i
i
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las funciones u de C(2)(S̄) que tienen promedio cero:∫
S
u dS = 0.
C(2)(S̄) es un espacio lineal. Además, es claro que (·, ·)M es un producto
interno en C(2)(S̄). Ahora podemos introducir la siguiente definición:
Definición 4.2. El espacio energético HMl para la membrana libre es
el espacio de completez del espacio C(2)(S̄) con respecto a la norma
∥u∥M = (u, u)
1/2
M .
Las propiedades de los elementos del espacio HMl son una conse-
cuencia de la desigualdad de Poincaré∫
S












que es válida para toda u ∈ C(2)(S̄) cuya constante C es independiente
de u. El lector debe consultar acerca de la desigualdad en [Lebedev and
Vorovich (2003)]. Una consecuencia de la ecuación (4.3.2) es que sobre
el espacio C
(2)
l la desigualdad de Poincaré se reduce a la desigualdad
(4.2.3) y, como para el problema de Dirichlet tenemos
Lema 4.2. El espacio HMl es un subespacio de W
1,2(S) con norma
equivalente a la norma de W 1,2(S).
Nótese que el problema de la determinación del mı́nimo del fun-
cional El(u) sobre HMl puede ser resuelto de manera similar al prob-
lema de la determinación del mı́nimo de la enerǵıa potencial total
de la membrana con contorno fijo. Debemos suponer solamente que
F ∈ Lp(S), ψ ∈ Lr(Γ) para algunos p > 1, r > 1. Entonces, por la







+ ∥ψ∥Lr(Γ) ∥v∥Lt(Γ) ≤ c ∥v∥M ,
i
i
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un funcional lineal y continuo en HMl. Por el teorema 1.2 el problema
del mı́nimo del funcional El(u) tiene un punto de mı́nimo u ∈ HMl.
Recordemos que el problema de Neumann esta relacionado con este
problema. Por ello tenemos
Teorema 4.2. Sean F ∈ Lp(S), ψ ∈ Lr(Γ) y supongamos que las
fuerzas externas son auto-equilibradas (la ecuación (4.3.1)). El prob-
lema de Neumann para la membrana tiene una solución generalizada
de la forma u0(x, y)+ c donde u ∈ HMl está definida de manera única










ψv ds = 0
para toda v ∈ W 1,2(S).
Entonces la solución del problema de Neumann está definida única-
mente hasta el desplazamiento ŕıgido u = c.
Es interesante notar que podemos considerar el caso cuando la
fuerza ψ está dada sobre alguna parte de S. Para ello podemos repe-
tir todo el procedimiento del problema de Neumann en este nuevo
problema. Lo único que cambia es que el contorno y la integral corre-
spondiente entran a la expresión de la enerǵıa potencial total.
i
i
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4.4. Problemas
Para las membranas dibujadas en las siguientes figuras (tomar el
parámetro de la membrana a = 1):
1. plantear el problema en manera clásica;
2. presentar el funcional de la enerǵıa potencial total, deducir las
condiciones naturales en la frontera y compararlas con las condi-
ciones del punto 1;
3. introducir el espacio energético;
4. definir la solución generalizada del problema;
5. aplicar el teorema de existencia y unicidad de la solución gener-










Figura 4.1: La membrana redonda de radio r = 10cm con las partes




















Figura 4.2: La membrana–anillo de radio r = 20cm con la parte











Figura 4.3: La membrana–anillo redonda con la parte CDAB de la
frontera externa fija, r = 10cm, la densidad de la fuerza F = 2 MPa.
i
i

















Figura 4.4: La membrana rectangular, b = 20cm, c = 30cm, la parte
de la frontera CDAB esta fija. La membrana está sometida a la carga














Figura 4.5: La membrana rectangular, b = 20cm, c = 30cm con el
abierto central, las partes de la frontera DA yBC son fijas. La mem-






















Figura 4.6: La membrana rectangular con la parte de la frontera fi-
ja como indica la figura, c = 10cm, b = 40cm, sometida a la carga









Figura 4.7: La membrana semicircular de radio r = 20cm con la parte
circular ABC fija, sometida a la carga F = 3y2 + 4x2 + 5 MPa.
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Figura 4.8: La membrana con la parte fija del contorno como indica la










Figura 4.9: La membrana triangular con la frontera fija, c = 30cm,











Figura 4.10: La membrana – semi-anillo con la parte ABC de la fron-
tera fija, r = 10cm, sometida a la carga transversal F = 3 MPa.
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Figura 4.11: La membrana 3/4 del ćırculo de radio r = 20cm, con la












Figura 4.12: La membrana rectangular con la parte CDA de la frontera
fija, c + 5cm, b = 3cm, sometida a la carga transversal F = 4x2 MPa























Figura 4.13: La membrana – anillo con el contorno externo fijo, el
contorno interno sometido a la carga ψ = 2N/m y la carga distribuida











Figura 4.14: La membrana rectangular, b = 5cm, c = 6cm, sometida
a la carga F = 5MPa, las partes AB y CD de la frontera son fijas, en
la parte DA actúa la fuerza distribuida ψ = 3N/m.
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Figura 4.15: La membrana – anillo con r = 3cm, sometida a la carga













Figura 4.16: La membrana – anillo con r = 5cm, las partes AB y
CD de la frontera son fijas. La membrana está sometida a la carga
transversal: ψ1 = 3N/m, ψ2 = −4N/m.
i
i















Teoŕıa de la Elasticidad
En los caṕıtulos anteriores fueron considerados modelos simples
de los cuerpos elásticos: modelos unidimensionales de resortes, barras,
vigas y el modelo bidimensional de una membrana. En este caṕıtulo
consideraremos el modelo más complicado de la teoŕıa lineal de elas-
ticidad. La teoŕıa de elasticidad es una herramienta muy poderosa del
análisis moderno en ingenieŕıa. Además fue y es fuente de problemas
nuevos en matemáticas. Su objetivo es el análisis de deformaciones y
tensiones de los cuerpos sometidos a cargas. En el caso de barras y
vigas, que son cuerpos delgados largos, sus deformaciones se deben al
cambio de su longitud o curvatura. Para otros cuerpos, las deforma-
ciones no son tan elementales y para el análisis necesitamos otra forma
de investigación.
Un ejemplo de un cuerpo para el que se necesita un análisis más
avanzado se puede observar en la figura 5.1. En las investigaciones de
nuevos materiales se emplean probetas de esta forma para exámenes de
alargamiento en dos direcciones. Sobre una probeta en forma de cruz
actúan las fuerzas F1 y F2. En los extremos de la cruz la deformación
se puede relacionar con el alargamiento de forma sencilla, pero en el
centro las deformaciones son más complicadas.
La teoŕıa lineal de la elasticidad es el primer paso para la investi-
gación de los problemas de mecánica continua tales como las teoŕıas
de termoelasticidad, viscoelasticidad, plasticidad, destrucción, etc. La



















Figura 5.1: Probeta utilizada para investigar tracciones en dos dimen-
siones.
eralizaciones y extensiones.
En este caṕıtulo vamos a considerar las ideas básicas de la elasti-
cidad lineal, plantear sus modelos matemáticos principales e investi-
garlos.
El lector puede encontrar una presentación más detallada en
[Landau and Lifshitz (2008a),Lebedev et al (2010),Lurie (2005),Ogden
(1997)]. Problemas matemáticos de mecánica se discuten en los libros
[Antman (2005),Ciarlet (1996),Lebedev and Vorovich (2003),Lebedev
and Cloud (2009)].
5.1. Deformación
Un cuerpo sometido a una carga cambia su forma. En general, este
cambio se describe usando el tensor de deformación. Restringiremos
esta consideración para las deformaciones muy pequeñas.
Recordemos que en el alargamiento de una barra la deformación fue
introducida como sigue. En el instante inicial, la barra tiene longitud

















Si introducimos u, el desplazamiento del punto de la barra, su defor-





Para un cuerpo voluminoso, en la generalización de esta fórmula nece-
sitamos considerar los cambios de longitud en varias direcciones y no
es evidente como hacerlo.
Sea un cuerpo que ocupa un dominio V en el espacio. Bajo carga,
el cuerpo toma otro dominio v. Denotamos por r0 y r las posiciones
de un corpúsculo en los instantes inicial y final respectivamente. La
diferencia
u = r− r0
se denomina vector de desplazamiento. Este vector describe el cambio
de la posición de un punto del cuerpo debido a la deformación (figura
5.2). Aceptamos la hipótesis de que los desplazamientos y sus primeras
derivadas de los puntos del cuerpo son muy pequeños
∥u∥ ≪ 1, ∥∇u∥ ≪ 1.
En lo que sigue, haciendo las transformaciones de varias expre-
siones, vamos a eliminar a todos los miembros con u o sus primeras
derivadas de grado mayor que uno, de la misma manera como en cálcu-
lo se hace con infinitesimales de orden superior. En particular, esta
hipótesis no nos permite distinguir entre los volúmenes v y V , por lo
tanto la deformación en la figura 5.2 es una exageración.
Consideremos el cambio de longitud de una fibra elemental dr0
del cuerpo en deformación. Después de la deformación su longitud
estará denotada por el diferencial dr. Usando que r = r0 + u tenemos
dr = dr0 + du = dr0 + dr0 · ∇u. Escribimos esto como
dr = dr0 · F,
donde F = E+∇u es llamado el gradiente de la deformación .
Antes de la deformación el cuadrado de la longitud de la fibra es
dS2 = dr0 · dr0 y después de la deformación ds2 = dr · dr = dr0 · F ·
i
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Figura 5.2: Deformación de un cuerpo tridimensional
FT · dr0. El cambio de longitud esta dado por
ds2 − dS2 = dr0 · (F · FT − E) · dr0
= dr0 ·
[
(∇u+ (∇u)T + (∇u) · ∇uT )
]
· dr0.
Para un desplazamiento muy pequeño podemos suprimir el término
subrayado de esta manera













es denominado tensor lineal de deformación o el tensor de deformación
pequeña. Es fácil ver que ε es un tensor simétrico:
ε = εT .
En coordenadas cartesianas ε = εmnim ⊗ in y sus componentes se
expresan en términos de las derivadas parciales del vector de desplaza-
i
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Es fácil ver que las expresiones de las componentes diagonales son
generalizaciones de la ecuación (5.1.1). Las componentes ε11, ε22, ε33
de ε describen el cambio de longitud de las fibras elementales en la
dirección de los ejes i1, i2, i3 respectivamente. Las otras componentes
εmn (m ̸= n) describen la distorsión del volumen pequeño caracteri-
zado por el cambio de los ángulos entre las fibras direccionadas a lo
largo de los ejes coordenados.
Sean las coordenadas curviĺıneas arbitrarias q1, q2, q3. En todo




, k = 1, 2, 3
y la base dual rk (k = 1, 2, 3), que satisface las condiciones
rk · rm = δmk ,
donde δmk es el śımbolo de Kronecker. En las coordenadas q
1, q2, q3 el
tensor ε esta dado por
ε = εstr











Recordemos que los Γrst son los śımbolos de Christoffel de segundo
género, ver la ecuación (3.3.2).
Cuando el campo de los desplazamientos u está dado, la ecuación
(5.1.2) define el tensor de deformación ε. Algunas veces necesitamos
buscar el campo de desplazamientos cuando conocemos el campo de
deformación en el cuerpo. Por ejemplo, si ε no depende de las coor-
denadas, es claro que los desplazamientos son a+ ε · r, donde a es un
vector constante y arbitrario.
i
i
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En el caso general, determinar u cuando conocemos ε, es posible
si y sólo si ε satisface las condiciones de compatibilidad
∇× (∇× ε)T = 0. (5.1.3)
Si la ecuación (5.1.3) es válida, la fórmula de Cesàro define u














donde u0 y ω0 son el desplazamiento y el vector de la rotación del
corpúsculoM0 con el radio–vector r0 respectivamente.M0M es el paso
de integración que conecta los puntos M0 y M . En la ecuación (5.1.4)
r(s) es el radio–vector del punto arbitrario del paso M0M y r es el
radio–vector del punto M .
5.2. Tensiones y las ecuaciones de equi-
librio
La noción de tensor de tensiones es fundamental en mecánica con-
tinua. En el párrafo de la sección 2.3 hemos encontrado la tensión como
una cantidad escalar. Para los cuerpos tridimensionales, el escalar σ
cambia al tensor de tensiones σ.
Consideremos el equilibrio de un cuerpo deformable. Por el princi-
pio de la solidificación, ver Principio de Solidificación de la sección 2.2,
en el equilibrio tenemos que el vector resultante de todas las fuerzas
y el momento resultante de todas las fuerzas son nulos. En otras pal-
abras, para toda la sección del cuerpo deben ser válidas las ecuaciones
de tipo (2.2.1) y (2.2.2).
Veamos cuáles son las fuerzas que actúan sobre el cuerpo y sus
partes. Sea una parte arbitraria P del cuerpo como se ve en la figu-
ra 5.3. En mecánica continua se acepta como un axioma que sobre P
actúan sólo dos tipos de fuerzas. El primer tipo son las fuerzas de masa
que actúan internamente en el cuerpo y no dependen de las condiciones
externas de P . Como ejemplos de fuerzas masivas tenemos la fuerza
de la gravedad y la fuerza centŕıfuga. El segundo tipo de fuerzas son
i
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las fuerzas superficiales o fuerzas de contacto. Éstas actúan sólo sobre
la frontera de P y describen las fuerzas de reacción entre el cuerpo y
las fuerzas del medio que rodea a P . Imaginemos que seleccionamos
una parte P del cuerpo y cambiamos la reacción de la parte restante
del cuerpo a P por algunas otras fuerzas. Por suposición, actúan sobre
P en la parte superficial que la conecta con el resto del cuerpo. Por
esta razón, a estas fuerzas se les llaman fuerzas de contacto. Además
notemos que las fuerzas de contacto describen la acción del medio am-
biente que rodea la superficie del cuerpo. Nótese que, la introducción
de éstas fuerzas y que la interacción entre las partes del cuerpo se
describan usando fuerzas de contacto. Son los axiomas de la teoŕıa de
elasticidad clásica.
Entonces, las fuerzas que actúan sobre la parte P son
F(P) = FB(P) + FC(P),
donde los ı́ndices B y C denotan las fuerzas de masa y de contacto
respectivamente.








donde VP es un dominio en espacio que toma P , ΣP = ∂VP la frontera
de P, y ρ es la densidad del material del cuerpo. Las unidades de f
son fuerza por unidad de masa y las unidades de t son fuerza por
unidad de área. La cantidad t es el vector de tensión y en su papel,
es semejante a la presión en mecánica de gases y fluidos.
Entonces, las condiciones de equilibrio para un cuerpo ŕıgido (2.2.1)
y (2.2.2) se transforman para un cuerpo deformable como sigue. Ten-
emos dos ecuaciones vectoriales





t dΣ = 0. (5.2.1)
2. El vector resultante del momento de las fuerzas que actúan sobre
i
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Figura 5.3: Fuerzas que actúan sobre la parte VP del cuerpo.
P es cero:∫
VP
{(r− r0)× ρf} dV +
∫
ΣP
{(r− r0)× t} dΣ = 0, (5.2.2)
donde r es el radio-vector del punto arbitrario del cuerpo y r0 es el
radio-vector del algún punto fijo arbitrario (el polo). Podemos probar
que si (5.2.1) es válida, entonces (5.2.2) no depende de la selección del
vector r0.
Nótese que de aqúı en adelante P no es absolutamente arbitrario,
sin embargo debe ser regular tal que sobre P las fórmulas de inte-
gración por partes sean válidas, por lo tanto su frontera debe ser su-
ficientemente suave.
Consideremos las propiedades del vector de tensión t. En general,
su valor depende del punto del cuerpo que se tome, es decir, del radio–
vector r y de la normal n al área sobre la cual t actúa. En adelante
usaremos la normal externa.
En mecánica continua, la tercera ley de Newton, es decir la igual-
dad de acción y reacción toma la forma denominada lema de Cauchy
. El lema está dado por
t(r,n) = −t(r,−n).
Del lema y usando las condiciones de equilibrio (5.2.1) y (5.2.2)
podemos mostrar que, en algún punto t, es una función lineal de n,
i
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entonces, usando el teorema de representación de la función lineal en
R3 podemos obtener el siguiente teorema llamado teorema de Cauchy.
Teorema 5.1. (De Cauchy). En todo punto de un cuerpo el vector
de tensión t, que actúa sobre un área elemental con normal n, es
t = n · σ. (5.2.3)
Aqúı σ es un tensor de segundo rango que depende del punto del
cuerpo donde se aplique, llamado tensor de tensiones de Cauchy o sólo
tensor de tensiones.
La demostración del teorema de Cauchy se encuentra en la mayoŕıa
de los libros de mecánica continua, por ejemplo en [Lurie (2005),Lebe-
dev et al (2010),Ogden (1997),Truesdell and Noll (2004)].
En coordenadas cartesianas denotamos σsk a las componentes de
σ, esto es
σ = σks ikis.
El significado de los ı́ndices de σks es el siguiente. El primer ı́ndice k
significa que el vector de tensión de componentes t(ik) = (tk1, tk2, tk3)
actúa sobre el área elemental con normal ik, el segundo ı́ndice s es para
la componente proyección del vector t sobre el eje is. Por ejemplo, σ31
es la proyección de t(i3) sobre el eje x1 y el vector t(i3) actúa sobre el
área elemental con normal i3.
Usando el vector de tensiones σ podemos deducir las condiciones
de equilibrio del cuerpo en forma diferencial. Esto es:
Teorema 5.2. En todo punto del cuerpo V , donde σ es continuamente
derivable, la siguiente ecuación del equilibrio es válida
∇ · σ + ρ f = 0 (5.2.4)
Nótese que es una ecuación vectorial y por lo tanto, las compo-
nentes del vector σ forman un sistema de tres ecuaciones escalares.
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Demostración. Sustituimos t = n·σ en la ecuación (5.2.1) y aplicamos











ρ f dV +
∫
ΣP




(ρ f +∇ · σ) dV.
El dominio VP es arbitrario. Suponiendo que el integrando es continuo,
tenemos la ecuación (5.2.4).
Usamos la primera condición de equilibrio dada en la ecuación
(5.2.1). Consideremos ahora las consecuencias de la segunda condición
de equilibrio, ecuación (5.2.2).
Teorema 5.3. Suponiendo que la ecuación (5.2.2) es válida para toda
parte del cuerpo, tenemos que el tensor σ es simétrico, es decir σ =
σT .
Demostración. Usando la ecuación (5.2.3) transformamos la integral
de superficie de la ecuación (5.2.2) a la integral sobre el volumen VP :∫
ΣP
(r− r0)× t dΣ =
∫
ΣP








∇ · [σ × (r− r0)] dV. (5.2.5)
Transformemos la última integral en (5.2.5) usando las igualdades
∂r/∂xk = ik è ∂r0/∂xk = 0:




= −(r− r0)×∇ · σ + ik · σ × ik
= −(r− r0)×∇ · σ − σksik × is.
i
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σksik × is dV = 0. (5.2.6)
De acuerdo a la ecuación (5.2.4), la primera integral en (5.2.6) es cero.
Por lo tanto la segunda integral sobre VP en (5.2.6) es también cero.
Entonces
σksik × is = 0 en V.
Éste resultado es válido si y sólo si el tensor σ es simétrico:
σ = σT .
En efecto, consideremos la parte de la suma σksik × is cuando k, s son
iguales a 1 o 2. Tenemos
σksik × is = σ11i1 × i1 + σ22i2 × i2 + σ12i1 × i2 + σ21i2 × i1
= (σ12 − σ21)i3
= 0,
por lo tanto σ12 = σ21. De manera similar podemos demostrar que
σ23 = σ32 y σ13 = σ31, lo que completa la demostración.
Nótese que en mecánica continua existen modelos más generales
cuando la interacción entre las partes del cuerpo incluye los momentos
sobre la superficie de contacto [Cosserat and Cosserat (1909),Nowacki
(1986),Eringen (1999),Eremeyev et al (2012)]. Para éstos modelos el
tensor de tensión no es simétrico.
5.3. Las ecuaciones de movimiento
Aplicando el principio de d’Alembert a las ecuaciones del equilib-
rio (5.2.4), podemos transformarlas en las ecuaciones dinámicas del
cuerpo. De acuerdo a este principio debemos cambiar formalmente las
fuerzas de masa por las siguientes:












148 Caṕıtulo 5. Teoŕıa de la Elasticidad
donde t es el tiempo y ρ es la densidad del material del cuerpo. En-
tonces, las ecuaciones de movimiento toman la forma




Con ayuda de las fórmulas generales (3.3.4), en coordenadas curvi-















g está dada por la ecuación (3.3.3). Escribiendo por compo-














(j = 1, 2, 3).
En coordenadas cartesianas la ecuación (5.3.1) presenta una forma
más sencilla. Sustituyendo las expresiones
σ = σmnim ⊗ in, u = umim,
en la ecuación (5.3.1) tenemos
∂σij
∂xi
+ ρfj = ρ
∂2uj
∂t2
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5.4. La ley de Hooke
Las ecuaciones (5.1.2) y (5.3.1) son válidas para el caso de defor-
maciones pequeñas. Pero no son suficientes para describir las defor-
maciones en un cuerpo. Por ejemplo, sabemos que una viga de acero
es menos flexible que una viga de madera. Para introducir las difer-
encias de material en el planteamiento de los problemas necesitamos
las ecuaciones de compatibilidad que relacionan tensiones y deforma-
ciones. Restringiremos esta consideración a la relación lineal entre los
σ y ε. La versión más sencilla de esta relación es la ley de Hooke para
una barra (2.3.3)
σ = Eε.
Recuérdese que E es el modulo de elasticidad de Young.
Para un cuerpo tridimensional esta ecuación es insuficiente. Con-
sideremos un cuerpo de material elástico e isotrópico. Decimos que es
isotrópico si las propiedades de su material no dependen de su ori-
entación. Por ejemplo, en una bola de material isotrópico, no importa
si esta fue girada algún ángulo antes de la deformación. La definición
exacta de material isotrópico se utiliza en teoŕıa de grupos y no la
consideraremos aqúı. Muchos materiales en ingenieŕıa son isotrópicos,
por ejemplo, el acero, el aluminio entre otros metales. Sin embargo, la
madera o los cristales no son isotrópicos .
Tomemos un cubo pequeño de un material isotrópico. Considere-
mos la deformación cuando el cubo esta cargado por las tensiones σ1
distribuidas uniformemente en las dos caras paralelas del cubo, como
se observa en la figura 5.4. Al deformarse, toma la forma de un par-
aleleṕıpedo, y la deformación se da a lo largo del eje i1, que denotamos
como ε1. De acuerdo a la ley de Hooke, ε1 y σ1 están relacionados por
σ1 = Eε1. (5.4.1)
La experiencia en la vida cotidiana nos sugiere que la sección
transversal disminuye1. Debido a que el material es isotrópico, las de-
formaciones ε2 y ε3 en direcciones i2 y i3 deben ser iguales entre si.
1Nótese que para la mayoŕıa de materiales esta afirmación es correcta, sin em-
bargo existen materiales para los que la sección transversal va a aumentar. Por
ejemplo, esto ocurre para algunas espumas
i
i
















Figura 5.4: Deformación de un cubo isotrópico a lo largo del eje x1.
Para el modelo lineal, deben ser proporcionales a ε1
ε2 = ε3 = −νε1. (5.4.2)
Aqúı ν es una cantidad sin dimensión denominada coeficiente de Pois-
son. El signo “-” en la ecuación (5.4.2) corresponde a la disminución
de los lados paralelos a los ejes x2 y x3 de la sección cuando alarga el




σ1, ε2 = −
ν
E




Consideremos el alargamiento del cubo bajo tensiones uniformes σ2
aplicadas en lados perpendiculares al eje i2, vea la figura 5.5. Análoga-











Para terminar, consideremos el alargamiento del cubo en la direc-





























Figura 5.5: Deformación del cubo isotrópico en la dirección x2.
Consideremos ahora la deformación del cubo bajo la acción de
todas las tensiones σ1, σ2, σ3 simultáneamente. Ya que todas la ecua-
ciones son lineales, el resultado lo obtendremos sumando miembro a































Estas ecuaciones corresponden a la relación entre ε y σ escrita en
términos de los valores principales de los tensores. Usando la repre-
sentación
ε = ε1i1⊗i1+ε2i2⊗i2+ε3i3⊗i3, σ = σ1i1⊗i1+σ2i2⊗i2+σ3i3⊗i3,







Podemos invertir la ecuación (5.4.6). En efecto, si calculamos la traza




























en la última ecuación, tiene un nombre especial, llamado el módulo







(1 + µ)(1− 2ν)
E tr ε. (5.4.8)
Esta ecuación se escribe usualmente utilizando las notaciones
σ = 2µε+ λE tr ε, (5.4.9)






(1 + µ)(1− 2ν)
.
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Moduli λ, µ k, µ µ, ν E, ν E, µ

































Cuadro 5.1: Transformaciones entre los coeficientes elásticos.
En la literatura se usan varias parejas de constantes elásticas lis-
tadas como E, ν, µ, λ, k. Las reglas de transformaciones de una pareja
a otra se resumen en la tabla 5.1










σ ·· ε = µε ·· ε+ 1
2
λ(tr ε)2.
La función W se denomina densidad de la enerǵıa potencial de defor-
mación o de la enerǵıa elástica. Unas consideraciones en termodinámi-





λ(tr ε)2 + µε ·· ε > 0 para ε ̸= 0 (5.4.10)
que define algunas desigualdades para los valores de las constantes
elásticas. Para deducir ellas representamos ε como la suma del tensor




E tr ε+ dev ε.
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Usando la igualdad
ε ·· ε = 1
3





(3λ+ 2µ)(tr ε)2 + µ dev ε ·· dev ε.
Pero tr ε y dev ε son independientes y de la desigualdad (5.4.10) ten-
emos que
3λ+ 2µ > 0, µ > 0. (5.4.11)
Entonces, el módulo de volumen k = λ + 2/3µ y el módulo de corte
G = µ son positivos. Como consecuencia de las desigualdades (5.4.11)
tenemos
E > 0, −1 < ν ≤ 1/2
Para la mayoŕıa de los materiales ν > 0. Para algunos materiales,
como el caucho, el valor de ν está muy cerca a su máximo, 1/2; y el
volumen de cualquier parte del caucho casi no cambia en la deforma-
ción. Si ν > 0 la dimensión de la sección transversal disminuye durante
alargamiento de un cuerpo. Para algunas espumas ν puede ser negati-
vo y la sección transversal aumenta cuando tenemos un alargamiento
del material. En textos más técnicos podemos encontrar los valores
para varios materiales. Por ejemplo, para el acero E ≈ 2× 1011 Pa y
ν ∈ [0,25, 0,33].
5.5. Ley de Hooke para un cuerpo aniso-
trópico
Para los materiales anisotrópicos, describir adecuadamente la de-
formación es imposible si usamos sólo dos constantes elásticas. La
dependencia lineal general entre los tensores de segundo rango σ y ε
tiene la forma
σ = C ·· ε.
i
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En coordenadas cartesianas se re-escribe como
σij = cijmn εmn.
El tensor C de cuarto rango es el tensor de módulos elásticos o tensor
de rigidez
C = cijmnii ij imin
Este tensor tiene 81 componentes pero no todas son independientes.
Por simetŕıa de los tensores σ y ε sólo 36 componentes son indepen-
dientes ya que se deben cumplir que
cijmn = cjimn = cijnm.
La densidad de la enerǵıa de deformaciónW =W (ε) para un material




ε ··C ·· ε = 1
2
εij cijmn εmn.
La presencia de una función W positiva, nos brinda algunas restric-
ciones para las componentes de C
cijmn = cmnij ∀ i, j,m, n.
En efecto, es claro que la permutación de las parejas de ı́ndices de
las componentes no cambia el valor de W y entonces es suficiente
considerar el tensor C simétrico emparejando los ı́ndices. Por lo tanto,
las componentes de C poseen las siguientes propiedades de simetŕıa:
cijmn = cjimn = cijnm, cijmn = cmnij ∀ i, j,m, n.
Es fácil ver que tenemos 60 relaciones, por lo tanto la ley de Hooke
generalizada C tiene sólo 81− 60 = 21 componentes independientes.





Si escribimos W como una función de la variable σ, W = W (σ),
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En aplicaciones técnicas y en particular en programas para com-
putadores que emplean los métodos de elementos finitos, para la ley de
Hooke se usan las notaciones matriciales. Como los tensores de ten-
siones y deformaciones son simétricos, podemos considerarlos como
vectores de 6 dimensiones. En este caso el tensor de constantes elásti-
cas lo podemos representar como una matriz 6 × 6 con componentes
Cpq, p, q = 1, 2, . . . , 6. Para esta transformación, las notaciones matri-
ciales usan la regla propuesta por Voigt . La transformada cijmn → Cpq
se aplica como sigue: Las parejas de los ı́ndices 11, 22, 33 cambian a
1, 2, 3, respectivamente, las parejas 23 y 32 a 4, las parejas 13 y 31 a 5
y las parejas 12 y 21 a 6. Por ejemplo, c1133 → C13 y c2132 → C64. En
esta transformada es válida la siguiente simetŕıa: Cpq = Cqp. Las com-










































C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56










En el caso general, C tiene 21 componentes independientes pero la
mayoŕıa de materiales anisotrópicos tienen alguna simetŕıa adicional
y entonces C tiene menos de 21 componentes independientes. Por
ejemplo, para un material isotrópico transversalmente, es decir, aquel
cuyas propiedades no cambian por la rotación con respecto a algún
eje, el numero de componentes independientes se reduce a 5. Para los
i
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materiales isotrópicos el número de componentes independientes es
mı́nimo, 2.
Para un material isotrópico la ley de Hooke está dada por la
ecuación (5.4.9)
C = λE⊗ E+ µ
(
ek ⊗ E⊗ ek + I
)
.
La forma matricial para C en este caso es una matriz diagonal
λ+ 2µ 0 0 0 0 0
0 λ+ 2µ 0 0 0 0
0 0 λ+ 2µ 0 0 0
0 0 0 2µ 0 0
0 0 0 0 2µ 0
0 0 0 0 0 2µ
 .
5.6. Ecuaciones de equilibrio en despla-
zamientos
Ya hemos deducido las ecuaciones de movimiento (5.3.1) y equilib-
rio (5.2.4) en términos de las componentes del tensor de tensiones σ.
Las ecuaciones (5.2.4) contienen 6 componentes σij. Usando la ley de
Hooke y la expresión para el tensor de deformación, podemos trans-
formar las ecuaciones (5.3.1) y (5.2.4) en las ecuaciones con respecto
a las componentes del vector de desplazamiento u. De esta manera las
ecuaciones (5.3.1) y (5.2.4) se reducen a los sistemas de tres ecuaciones
con respecto de tres componentes desconocidas del vector u.
Para simplicidad, reducimos la deducción al caso del material iso-
trópico y homogéneo de acuerdo a la ley de Hooke (5.4.9). La homo-
geneidad del material implica tomar λ y µ constantes. Escribiendo
∇ · σ en términos de u, tenemos
∇ · σ = ∇ · (λE tr ε+ 2µε) = λ∇ tr ε+ µ∇ · ∇u+ µ∇ · (∇u)T .
Usando la igualdad
tr ε = ∇ · u, ∇ · (∇u)T = ∇∇ · u,
i
i
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transformamos ∇ · σ a la forma
∇ · σ = (λ+ µ)∇∇ · u+ µ∇ · ∇u.
Entonces, las ecuaciones de equilibrio en términos de los desplazamien-
tos son
(λ+ µ)∇∇ · u+ µ∇ · ∇u+ ρf = 0. (5.6.1)





ε+ µgmn∇m∇nuk + ρfk = 0 (k = 1, 2, 3)
donde




























































+ µ∆u3 + ρf3 = 0,
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5.7. Condiciones en la frontera y condi-
ciones iniciales
Primero consideremos valores en la frontera que podamos asignar
a problemas en la teoŕıa de elasticidad. La intuición f́ısica propone que
en la frontera debemos asignar el vector de desplazamiento o el vector
de tensiones. Ambos vectores no pueden ser asignados en un punto
simultáneamente. En la teoŕıa de elasticidad hay tres tipos principales
de condiciones en la frontera:
Los desplazamientos se asignan sobre toda la frontera del cuerpo;
Las tensiones están asignadas sobre toda la frontera del cuerpo;
La frontera está partida en dos partes, sobre una parte se dan
los desplazamientos y sobre la otra las tensiones.
El primer problema de la teoŕıa de elasticidad es buscar el vector
desplazamiento u que satisfaga las ecuaciones del equilibrio en térmi-
nos de los desplazamientos, ecuación (5.6.1), en el dominio V y sobre





Las condiciones (5.7.1) se denominan condiciones cinemáticas.
El segundo problema de la teoŕıa de elasticidad es buscar un vec-
tor u que satisfaga las ecuaciones (5.6.1) y las condiciones estáticas ,





Nótese que en el segundo problema, los puntos de la frontera no son
fijos y el cuerpo puede moverse libremente. Por ello el cuerpo estará en
equilibrio sólo si las fuerzas externas están auto-equilibradas.
Las condiciones en la frontera en los dos problemas juegan el papel
de condiciones de Dirichlet y Neumann para la ecuación de Poisson,
ecuaciones (4.2.1) y (4.1.4).
El tercer problema de la teoŕıa de elasticidad es buscar un vec-
tor u que satisfaga las ecuaciones (5.6.1) y las condiciones mixtas en
i
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la frontera. Aqúı, en la parte Σ1 del cuerpo están dados todos los









Existen otros tipos de condiciones mixtas cuando en diferentes pun-
tos de la frontera las combinaciones de los desplazamientos y tensiones
están dadas. Por ejemplo, si sobre una parte de la frontera el cuerpo
contacta un cuerpo ŕıgido y suave (sin fricción), entonces sobre es-









En los problemas de dinámica las ecuaciones de movimiento se
completan con las condiciones en la frontera de los problemas de
estática y con las condiciones iniciales. Las condiciones iniciales se
dan cuando hay un instante inicial y los campos de desplazamientos










Los vectores u0 y v0 deben tener algún tipo de suavidad y ser com-
patibles con las condiciones en la frontera.
5.8. Problema de las frecuencias propias
Un caso particular de los problemas importantes en dinámica son
los problemas de frecuencias propias de los cuerpos. Vamos a buscar
una solución al problema de dinámica en la forma
u = u(r, t) = w(r) eiωt. (5.8.1)
El problema general de frecuencias propias está dado como prob-
lema homogéneo dado por las ecuaciones
∇ · σ = ρü en V, u
∣∣
Σ1
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Sustituyendo la expresión (5.8.1) en las ecuaciones (5.8.2) escritas en
términos de los desplazamientos y cancelando el factor eiωt, tenemos
∇ · σ(w) = −ρω2w in V, w
∣∣
Σ1




Las variables de este problema no dependen del tiempo t. El tensor σ
es






El problema planteado en la ecuación (5.8.3) se define como prob-
lema de las frecuencias propias: se necesita buscar valores positivos ω
llamados frecuencias propias para los cuales la ecuación (5.8.3) tiene
una solución w no-trivial y normalizada; w se denomina moda propia.
5.9. Formulación variacional de los prob-
lemas de equilibrio






σ · ·ε dV −
∫
V
f · u dV −
∫
Σ
t0 · u dS. (5.9.1)
El principio general del mı́nimo de la enerǵıa potencial total nos
dice que en la posición de equilibrio u, la primera variación δEE(u) es




σ · ·δε dV −
∫
V
f · δu dV −
∫
Σ
t0 · δu dS.
Si u es un vector fijo sobre Σ1 entonces δu|Σ1 = 0. Utilizando el
procedimiento usual del calculo variacional, para el punto mı́nimo u
suave, tenemos como consecuencia las ecuaciones




que coinciden con las ecuaciones (5.2.4) y (5.7.2). Esto significa que
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Por analoǵıa con otros modelos elásticos que ya hemos considerado
antes, podemos usar la ecuación δEE(u) = 0 para introducir la solución
generalizada en los problemas de equilibrio de un cuerpo en la teoŕıa
de elasticidad. Pero primero consideremos una desigualdad importante
para la teoŕıa, denominada:
5.10. Desigualdad de Korn
Para el análisis cualitativo de los problemas de la teoŕıa de elastici-
dad es muy importante la desigualdad de Korn que dice que las com-
ponentes del vector desplazamiento para que la enerǵıa de deformación
sea finita pertenecen al espacio de SóbolevW 1,2(V ). La desigualdad de
Korn nos permite estimar la norma de los desplazamientos efectuados
por el cuerpo debido a su enerǵıa de deformación.
Una de las formas de la desigualdad de Korn es la siguiente:∫
V
(u · u+∇u ·· ∇uT ) dV ≤ c
∫
V
W (ε(u)) dV (5.10.1)
para todo vector u suficientemente suave e igual a cero en alguna parte
Σ1 de la frontera de V , u|Σ1 = 0. Aqúı la constante c depende sólo de
V , Σ1 y las constantes elásticas. La formaW (ε(u)) es cuadrática en ε.
No estamos interesados en el valor preciso de c, podemos cambiar en la
desigualdad W (ε(u)) por tr(ε · ε). La demostración de la desigualdad
de Korn para Σ1 ̸= Σ es complicada, ver [Ciarlet (1996)], por ello nos
restringimos al caso en que el vector de desplazamiento es cero sobre
toda la frontera
u|Σ = 0. (5.10.2)
Primero demostraremos que para un desplazamiento suave que sat-
isface la condición (5.10.2) es válida la desigualdad∫
V
tr(∇u · ∇uT ) dV ≤ 2
∫
V
tr(ε · ε) dV. (5.10.3)
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Obtenemos las igualdades∫
V
















tr(∇u · ∇u) dV.
Ya que la ecuación (5.10.2) es válida, aplicando el teorema de Gauss–
Ostrogradsky, transformamos la última integral en∫
V




























Entonces, la siguiente igualdad es válida





(∇ · u)2 dV,
de aqúı tenemos la desigualdad (5.10.3) ya que el segundo miembro
de la suma no es negativo.
La segunda parte de la desigualdad (5.10.1) sigue de la desigualdad
de Friedrichs ∫
V
u · u dV ≤ c1
∫
V
tr(∇u · (∇u)T ) dV,














Aqúı la constante c1 no depende de la función u que es cero sobre la
frontera, vea la prueba, por ejemplo, en [Lebedev and Cloud (2003b)].
Por las desigualdades (5.10.3) y de Friedrichs tenemos la desigual-
dad (5.10.1) que necesitábamos probar.
Es fácil ver que la ecuación
W (u) = 0
i
i
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tiene una solución de la forma
u0 = a+ b× r
con vectores arbitrarios constantes a,b, donde r es el radio–vector
de un punto arbitrario. Es posible probar que la ecuación no tiene
soluciones de otra forma. Los desplazamientos de esta forma se de-
nominan desplazamientos pequeños del cuerpo ŕıgidos o, brevemente,
los desplazamientos ŕıgidos.
Es claro que para un desplazamiento ŕıgido no nulo u0 la desigual-
dad de Korn (5.10.1) no es válida. Pero podemos probar que sobre
el conjunto de vectores u suaves que son ortogonales a todos los de-
splazamientos ŕıgidos tenemos que la ecuación (5.10.1) es válida con
una constante c que no depende de u. Este conjunto de vectores sat-
isface las dos condiciones∫
V
u dV = 0,
∫
V
r× u dV = 0.
Esta desigualdad de Korn se usa para problemas de cuerpos elásticos
que pueden moverse libremente como un cuerpo ŕıgido.
5.11. Una solución generalizada del prob-
lema mixto del equilibrio









Si una solución u es suficientemente suave, entonces satisface la ecuaci-
ón ∫
V
σ · · δε dV −
∫
V
f · δu dV −
∫
Σ
t0 · δu dS = 0. (5.11.2)
Vamos a tomar esta ecuación como base de la definición de la solu-
ción generalizada cuando el problema esta dado en términos de los
desplazamientos.
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Definición 5.1. El espacio energético para el cuerpo elástico de la
parte cuya frontera es Σ1 denominado HEf es el espacio de com-
pletez del subconjunto CEf de las funciones de C
(2)(V̄ ) que satisfacen











Por la desigualdad de Korn las primeras derivadas de las com-
ponentes cartesianas de los elementos de HEf pertenecen al espacio
L2(V ). Por el teorema de inmersión de Sóbolev tenemos que para









≤ C ∥u∥E (5.11.4)
con C una constante independiente de u.
Ahora podemos formular:
Definición 5.2. u ∈ HEf es una solución generalizada (débil, en-
ergética) del problema mixto del equilibrio de un cuerpo elástico bajo
las condiciones en la frontera dadas en la ecuación (5.11.1), si se sat-
isface la ecuación (5.11.2) para todo δu ∈ HEf .
La dos últimas desigualdades (5.11.3) y (5.11.4) nos permiten most-
rar que el funcional del trabajo∫
V
f · δu dV +
∫
Σ
t0 · δu dS
con respecto a δu es lineal y continuo en el espacio HEf si todas las
componentes cartesianas de f pertenecen a L6/5(V ) y las componentes
cartesianas de t0 pertenecen a L4/3(Σ2).
Entonces, por el Teorema 1.2 obtenemos:
i
i
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Teorema 5.4. Sean f ∈ L6/5(V ), t0 ∈ L4/3(Σ2). El problema mixto del
equilibrio de un cuerpo elástico sometido a una carga f en V y t0 sobre
Σ2 y que está fijo en los puntos de Σ1 tiene una solución generalizada
única u ∈ HEf de acuerdo a la Definición 5.2. La solución u es el
punto de mı́nimo del funcional de la enerǵıa potencial total EE(u) en
HBf .
Usando las mismas ideas para otros modelos de objetos libres,
podemos introducir la definición de la solución generalizada para el
cuerpo libre cuando Σ2 = Σ.
Como un ejercicio: para un cuerpo elástico cuya frontera no tiene
una parte fija demuestre el teorema: una solución generalizada del
problema de equilibrio de cuerpo existe si y sólo si f ∈ L6/5(V ), t0 ∈





t0 dS = 0,
∫
V
r× f dV +
∫
Σ
r× t0 dS = 0.












Para los cuerpos de acero dibujados en las siguientes figuras:
1. plantear el problema de manera clásica;
2. presentar el funcional de la enerǵıa potencial total, deducir las
condiciones naturales en la frontera y compararlas con las condi-
ciones en la frontera del punto 1;
3. introducir el espacio energético;
4. definir la solución generalizada del problema;
5. aplicar el teorema de existencia y unicidad de la solución gener-














Figura 5.7: El cubo de acero con el lado a = 10cm, la cara L2 está fija
y la cara L1 está sometida a la carga normal, |t0| = 106MPa.
i
i


























Figura 5.8: El cubo de acero con el lado a = 10cm, la cara L2 fija y las
caras L1 y L3 están sometidas a las cargas normales, |t01| = 106MPa,

























Figura 5.9: El cubo de acero, el lado a = 3cm. La cara L2 esta fija.
Las otras caras están sometidas a las cargas normales indicadas en el
dibujo, |t01| = 106MPa, |t03| = 3 · 106MPa, |t04| = 4 · 106MPa.
i
i


































Figura 5.10: El cubo de acero, a = 6cm. La caras están sometidas a
las cargas normales indicadas en el dibujo, |t01| = 106MPa, |t023| =
2 · 106MPa, |t03| = 3 · 106MPa, |t01| = 106MPa, |t04| = 4 · 106MPa.
i
i































Figura 5.11: El cubo de acero, a = 3cm. La cara L1 está fija. Las otras
caras están sometidas a las cargas normales indicadas en el dibujo,
|t01| = 106MPa, |t03| = 3 · 106MPa, |t04| = 4 · 106MPa.
i
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Figura 5.12: El cubo de acero, a = 8cm. La cara L1 está fija. Las otras
caras están sometidas a las cargas tangentes indicadas en el dibujo,




















Figura 5.13: El cubo de acero, el lado a = 5cm. La cara L4 está fija.
Las otras caras están sometidas a la carga tangente indicada en el
dibujo, |t01| = 106MPa, |t03| = 3 · 106MPa.
i
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Figura 5.14: El cubo de acero, a = 6cm. La cara L2 está fija. Las L1
y L3 caras están sometidas a la carga tangente indicada en el dibujo,
|t01| = 106MPa, |t03| = 2 · 106MPa, sobre L4 actúa la fuerza distribuida
normal, |t02| = 3 · 106MPa. ¿Que pasa si L2 esta libre?
i
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h=    a10
s
Figura 5.15: El cilindro circular de aluminio de radio 2a = 10cm y
altura h = 10a con hueco circular. La cara de abajo está fija, las otras
partes de la frontera están sometidas a la carga indicada en el dibujo
(los valores son en MPa).
i
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Figura 5.16: El semi-cilindro circular de aluminio del radio 2a = 20cm
y altura H = 10a con hueco circular. La cara de abajo está fija, las
otras partes de la frontera sometidas a la carga indicada en el dibujo
(los valores son en MPa).
11.
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Figura 5.17: El semi-cilindro circular de aluminio del radio 2a = 20cm
y altura H = 10a con hueco circular. La cara de abajo está fija, las
otras partes de la frontera sometidas a la carga indicada en el dibujo
(los valores son en MPa).
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Sobre el Cálculo Variacional
A.1. Problema del mı́nimo
En este libro se trataron varios problemas de equilibrio de objetos
elásticos. También se consideró el punto mı́nimo de los funcionales
de la enerǵıa potencial total apropiados sobre los conjuntos de las
funciones admisibles correspondientes se definen el equilibrio de los
objetos. Se presentan estos funcionales y sus primeras variaciones:











F (x)u(x) dx− F0u(0)− F1u(a),






F (x) δu(x) dx
−F0 δu(0)− F1 δu(a);



















































δE(u, δu) = a
∫
S












σ · ·ε dV −
∫
V
f · u dV −
∫
Σ




σ · ·δε dV −
∫
V
f · δu dV −
∫
Σ
t0 · δu dS.
Las expresiones para E y δE están escritas para cargas dadas sobre
toda la frontera. Si alguna parte de la frontera esta fija entonces las
correspondientes variaciones de los desplazamientos y/o sus derivadas
δu, δw, δu son cero sobre esta parte y la respectiva parte de las expre-
siones desaparecen.
En el libro se demuestra que los puntos de mı́nimo de estos fun-
cionales, que son soluciones de todos los problemas considerados, ex-
isten y son únicos en el sentido generalizado cuando las soluciones
pertenecen a los espacios energéticos correspondientes. Estas solu-
ciones pueden ser clásicas, que significa que contienen todas las deriva-
das clásicas que entran a las ecuaciones del equilibrio si las cargas en
la frontera de los cuerpos son continuas.
Los principios del mı́nimo de la enerǵıa potencial para varios mod-
elos elásticos fueron conocidos mucho tiempo antes que la idea del
comportamiento de las soluciones generalizadas (débiles). Hasta hoy
en los libros de f́ısica estos principios minimales se derivan suponiendo
que un punto minimal u∗ del funcional energético E(u) existe y es su-
ficientemente suave. Aqúı se supone que E es un funcional abstracto,
i
i
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no sólo como los que se muestran arriba. La idea es considerar el fun-
cional sobre el conjunto de todas las funciones admisibles que incluyen
la familia u∗ + tδu que depende del parámetro real t. Si E(u) toma un
valor mı́nimo en u∗ sobre el conjunto de las funciones admisibles en-
tonces la función E(u∗ + tδu) de parámetro t toma un mı́nimo cuando






Para los funcionales energéticos descritos arriba esta ecuación es la
ecuación del equilibrio en la forma integro-diferencial cuando δu vaŕıa
sobre todas las funciones admisibles:
δE(u, δu) = 0. (A.1.2)
Las funciones admisibles son tales que para todo t y para cualquier
función δu de la familia u∗ + tδu debe satisfacer las restricciones ge-
ométricas del problema. Como se demuestra en el libro para funciones
suficientemente suaves la ecuación (A.1.2) se reduce a una ecuación
(o a varias ecuaciones) de equilibrio y las condiciones en la frontera,
que se llaman naturales. Para el equilibrio de los objetos elásticos las
condiciones naturales son las condiciones del equilibrio en los puntos
de la frontera donde no hay restricciones geométricas.
En la mecánica y en el cálculo de variaciones la expression dE(u∗+
tδu)/dt|t=0 se llama la primera variación de E en el punto u∗ y se de-
nota δE(u, δu). En análisis la primera variación se llama la derivada
funcional en el sentido de Gâteaux (también llamada diferencial de
Gâteaux). Cuando aplicamos su definición a una función F de argu-






= ∇F · dx. (A.1.3)
La formulación variacional de los problemas en f́ısica explica por-
que en los problemas con valores en la frontera se toman unas u otras
condiciones en la frontera.
No todos los problemas de la mecánica tienen la formulación varia-
cional en la forma del problema del mı́nimo. Algunos de los problemas
i
i
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pueden ser formulados como problemas variacionales pero no min-
imales o maximales. Un ejemplo es el principio de Hamilton de la
acción minimal, que es sólo un principio estacionario.
i
i







Las Fórmulas Integrales del
Cálculo y Sus Extensiones
Tensoriales
El objetivo del apéndice es presentar las fórmulas integrales de
Stokes, Green y Gauss–Ostrogradski del cálculo usando la teoŕıa de
tensores.
B.1. Desde la fórmula de Newton–Leib-
nitz a la fórmula de Stokes
Sea f(x) una función continuamente derivable sobre el segmento
[a, b]. Es bien conocida la fórmula de Newton–Leibnitz∫ b
a




Usando la fórmula (B.1.1) podemos deducir la fórmula de inte-
gración por partes para funciones continuamente diferenciables f(x)
y g(x):∫ b
a
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Las fórmulas (B.1.1) y (B.1.2) pueden ser extendidas a dos o mas













donde S ∈ R2 es un dominio acotado con la frontera Γ (Fig. B.1) que
es una curva suave a trozas y las funciones P = P (x, y), Q = Q(x, y)
son continuamente diferenciables sobre S. La fórmula de Green es





Figura B.1: S es un dominio acotado en el plano con la frontera Γ.
La fórmula de Stokes generaliza la fórmula de Green a tres dimen-
siones y es bien conocida también:∮
Γ


























donde S ⊂ R3 es una superficie suave en trozas, Γ = ∂S es la frontera
de S (véase Fig. B.2), y las funciones P = P (x, y, z), Q = Q(x, y, z)
i
i
















Figura B.2: La superficie S y su contorno Γ: dS es una parte infinites-
imal de S, n es la normal unidad a S en punto, ν, τ son los vectores
unidades definidos en todo punto de Γ y tales que τ es tangente a Γ
en un punto y ν es ortogonal a τ y n en el punto.
y R = R(x, y, z) son continuas y continuamente derivables sobre las
partes suaves de S.
Las fórmulas de los teoremas de Green y Stokes relacionan la in-
tegral de una función sobre la frontera de un dominio con la integral
sobre el dominio de una expresión de las primeras derivadas de la
función. La fórmula de Gauss–Ostrogradski,
∫
S















relaciona la integral de las funciones P = P (x, y, z), Q = Q(x, y, z) y
R = R(x, y, z) que son continuas y diferenciables en V , un volumen
acotado de R3, con la integral de sus derivadas sobre la frontera S =
∂V del volumen V .
i
i






184 Las Fórmulas Integrales del Cálculo y Sus Extensiones Tensoriales
B.2. Las fórmulas integrales en las nota-
ciones tensoriales
Re-escribimos las fórmulas (B.1.4) y (B.1.5) usando las técnicas
del cálculo tensorial. Denotamos
r = xi1 + yi2 + zi3, f = P i1 +Qi2 +Ri3.
Entonces































Es fácil ver que son validos
dx = i1 · dr, dy = i2 · dr, dz = i3 · dr,
dx dy = i3 · n dS, dy dz = i1 · n dS, dz dx = i2 · n dS,
donde dS es la área de un elemento infinitesimal de la superficie S y
n es la normal unitaria a dS.
En las notaciones vectoriales la fórmula de Stokes (B.1.4) es∮
Γ
f · dr =
∫
S
(∇× f) · n dS.
Usando la identidad (∇× f) ·n = (n×∇) · f transformamos la fórmula
de Stokes a ∮
Γ
dr · f =
∫
S
(n×∇) · f dS.
Igualmente la fórmula (B.1.5) toma la forma∫
S
n · f dS =
∫
V
∇ · f dV. (B.2.1)
Las fórmulas de Stokes y de Gauss–Ostrogradski pueden ser ex-
tendidas al caso en que cambiamos el vector f por un tensor T de
orden arbitrario. Se debe tener especial cuidado con el orden de las
i
i
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n · (∇×T) dS, (B.2.2)∫
S
n ·T dS =
∫
V
∇ ·T dV. (B.2.3)
Si n ·T ̸= T · n la fórmula∫
S




es incorrecta pero es válida si T es un tensor simétrico del segundo
orden.
Las fórmulas anteriores pueden ser generalizados al caso de los
campos vectoriales y tensoriales dados sobre una superficie que lleva
al teorema de divergencia sobre una superficie (3.4.3).








constituye el teorema de divergencia del Caṕıtulo 3.
Demostraremos el teorema para un tensor T de cualquier orden.
Primero probaremos que un tensorT arbitrario puede ser representado
en la forma
T = n×T1 + n⊗T2. (B.3.1)
En efecto, tenemos que
T = E ·T = (A+ n⊗ n) ·T = A ·T+ n⊗ n ·T.
Para el tensor A ≡ E− n⊗ n es conocida la identidad
A = −n× (n×A).
i
i
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Entonces
T = −n× (n×A ·T) + n⊗ n ·T.
Finalmente tenemos que los tensores T1 y T2 en (B.3.1) son
T1 = −n×A ·T, T2 = n ·T. (B.3.2)





n · (∇×T1) dS. (B.3.3)
Usando la notación
∇ = ∇̃+ n ∂
∂z
,
donde ∇̃ es la parte del operador gradiente ∇ dado sobre S y que







= n · (∇̃ ×T1),






n · (∇̃ ×T1) dS. (B.3.4)
Note que en la fórmula (B.3.4) el tensor T1 puede ser definido sólo
sobre la superficie S porque la fórmula depende de los valores de T
sobre S y de sus derivadas direccionales que son en las direcciones
tangentes a S en el punto de integración.
Transformamos la parte izquierda de (B.3.4). El diferencial dr tiene
la forma dr = τ ds, donde τ es el vector unidad tangente al contorno
Γ y s el parámetro de longitud del contorno. El vector τ se satisface
la fórmula
τ = n× ν,
donde ν es la normal unidad al contorno Γ que pertenece al plano
tangente de S, vea Fig. B.2. Por la identidad (ν×n)·T1 = ν ·(n×T1),
obtenemos que ∮
Γ
dr ·T1 = −
∮
Γ
ν · (n×T1) ds.
i
i
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Usando la identidad
n · (∇̃ ×T1) = −∇̃ · (n×T1)
y transformando la parte derecha de (B.3.4) tenemos otra forma de la
ecuación (B.3.3):∮
Γ
ν · (n×T1) ds =
∫
S
∇̃ · (n×T1) dS. (B.3.5)
Para T2 es válida la fórmula
∇̃ · (n⊗T2) = (∇̃ · n)T2 = −2HT2, (B.3.6)
donde H es la curvatura promedio de la superficie S.
Finalmente usando las fórmulas (B.3.1), (B.3.5) y (B.3.6) obten-
emos ∫
S
(∇̃ ·T+ 2Hn ·T) dS =
∫
Γ
ν ·T ds. (B.3.7)
La igualdad (B.3.7) es el teorema de Gauss–Ostrogradski (que también
es conocido como el teorema de divergencia superficial) para el campo
tensorial T definido sobre la superficie S.
Si el campo tensorial es tal que n·T = 0, la fórmula (B.3.7) coincide
en la forma con la fórmula clásica de Gauss–Ostrogradski (B.2.3):∫
S
∇̃ ·T dS =
∫
Γ
ν ·T ds. (B.3.8)
Pero para el campo tensorial dado sobre una superficie con H ̸= 0 la
fórmula (B.3.8) es incorrecta.
Si S es una superficie cerrada, usando (B.3.7) tenemos la identidad
integral ∫
S
∇̃ ·T dS = −2
∫
S
Hn ·T dS. (B.3.9)
Usando (B.3.7) podemos deducir otras fórmulas que relacionan in-
tegrales sobre una superficie con las integrales sobre la frontera de la
superficie. Por ejemplo, sustituyendo T = A⊗S en la ecuación (B.3.7)
y usando que
∇̃ ·A = 2Hn,
i
i
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obtenemos la fórmula∫
S
(∇̃S+ 2Hn⊗ S) dS =
∫
Γ
ν ⊗ S ds. (B.3.10)
Ahora empezando de (B.3.10) podemos obtener∫
S
(∇̃ × S+ 2Hn× S) dS =
∫
Γ
ν × S ds. (B.3.11)
Sustituyendo S = n⊗X a (B.3.10), tenemos una fórmula integral más∫
S
∇̃ × (n⊗X) dS =
∫
Γ
τ ⊗X ds. (B.3.12)
Las fórmulas deducidas juegan un papel importante en mecánica
y f́ısica de medios continuos, en particular en la teoŕıa de cáscaras.
i
i
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Théorie des corps déformables (Herman et Fils, Paris). English











[Destuynder and Salaun (1996)] Destuynder, Ph. and Salaun, M.
(1996). Mathematical Analysis of Thin Plate Models (Springer-
Verlag, Paris, Berlin).
[Eremeyev and Zubov (2008)] Eremeyev, V.A. and Zubov L.M.
(2008). Mechanics of Elastic Shells (in Russian) (Nauka,
Moscow).
[Eremeyev et al (2012)] Eremeyev, V.A., Lebedev, L. P., and Al-
tenbach, H. (2012). Foundations of Micropolar Mechanics
(Springer, Heidelberg).
[Eringen (1999)] Eringen, A.C. (1999) Microcontinuum Field Theory.
I. Foundations and Solids (Springer-Velag, New York).
[Lanczos (1986)] Lanczos, C. (1986). The Variational Principles of
Mechanics, 4th ed. (Dover Publications).
[Landau and Lifshitz (2008)] Landau, L.D. and Lifshitz, E.M.
(2008). Mecánica, 2da edición (Reverté).
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