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Generalized Integral Operators and Applications
S.Bernard ∗, J.-F.Colombeau †, A.Delcroix ‡
Abstract
We extend the theory of distributional kernel operators to a framework of generalized
functions, in which they are replaced by integral kernel operators. Moreover, in contrast to
the distributional case, we show that these generalized integral operators can be composed
unrestrictedly. This leads to the definition of the exponential, and more generally entire
functions, of a subclass of such operators.
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1 Introduction
The theory of nonlinear generalized functions [2, 3, 4, 5, 9, 12, 16], which appears as a natural
extension of the theory of distributions, seems to be a suitable framework to overcome the
limitations of the classical theory of unbounded operators.
Following a first approach done by D. Scarpalezos in [18], we introduce a natural concept of
generalized integral kernel operators in this setting. In addition, we show that these operators
are characterized by their kernel. Our approach has some relationship with the one of [10, 11]
but is less restrictive and uses other technics of proofs. Let us quote that classical operators
with smooth or distributional kernel are represented by generalized integral kernel operators
in the spaces of generalized functions, through the sheaf embeddings of C∞ or D′ into G, the
sheaf of spaces of generalized functions. This shows that our theory is a natural extension of
the classical one.
Contrary to the classical case [13], we show that such operators can be composed unre-
strictedly. This is done for generalized operators with kernel properly supported belonging
to the classical space of generalized functions G and for operators with kernel in a less usual
space GL2 , constructed from the algebra DL2 = H
∞. This allows to consider their iterate com-
position and the question of summation of series of such operators naturally arises. In view
of applications to theoretical physics, this question has been solved for the exponential, with
additional assumptions on the growth of the kernel with respect to the scaling parameter. Two
cases have been considered: The case of operators with compactly supported kernel for which
the results have been announced and partially proved in [1]; The case of operators with kernels
in the above mentioned space GL2 for which we give an application to symmetrical operators.
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2 The mathematical framework
In order to render the paper almost self contained, we recall some elements of the theory of
generalized numbers and functions without any proofs. We refer the reader to [2, 3, 4, 5, 9, 12,
14, 15, 16] for more details (except for subsection 2.4).
2.1 The sheaf of algebras of generalized functions
Let E be a sheaf of topological K-algebras on a topological space X (K = R or C). As in [14],
we assume that E satisfies the two following properties:
(i) For each open subset Ω of X, the algebra E(Ω) is endowed with a family of semi-norms
P(Ω) = (pi)i∈I(Ω), which gives to E(Ω) a structure of topological vector space and satisfies
∀i ∈ I(Ω), ∃(j, k, C) ∈ I(Ω)2 × R∗+ / ∀f, g ∈ E(Ω) , pi(fg) ≤ Cpj(f)pk(g); (1)
(ii) For two open subsets Ω1 and Ω2 of X such that Ω1 ⊂ Ω2, one has
∀i ∈ I(Ω1) , ∃j ∈ I(Ω2) / ∀u ∈ E(Ω2) , pi(u | Ω1) ≤ pj(u);
(iii) Let F = (Ωλ)λ∈Λ be any family of open subsets of X with Ω = ∪λ∈ΛΩλ. Then, for
each pi ∈ P(Ω), i ∈ I(Ω), there exists a finite subfamily of F : Ω1,Ω2, ...,Ωs(i) and
corresponding semi-norms p1 ∈ P(Ω1), p2 ∈ P(Ω2),..., ps(i) ∈ P(Ωs(i)), such that, for any
u ∈ E(Ω),
pi(u) ≤ max
1≤i≤s(i)
(pi(u | Ωi)) .
Set
H(E,P)(Ω) =
{
(uε)ε ∈ E(Ω)
(0,1] / ∀i ∈ I(Ω), ∃ n ∈ N : pi(uε) = O(ε
−n) as ε→ 0
}
I(E,P)(Ω) =
{
(uε)ε ∈ E(Ω)
(0,1] / ∀i ∈ I(Ω), ∀ n ∈ N : pi(uε) = O(ε
n) as ε→ 0
}
.
As proved in [14], the functorH(E,P) : Ω 7→H(E,P)(Ω) is a sheaf of subalgebras of the sheaf
E(0,1], the functor I(E,P) : Ω 7→I(E,P)(Ω) is a sheaf of ideals of H(E,P) and the constant
factor sheaf H(K, | · |)/I(K, | · |) is exactly the factor ring K = A/IA, with
A = {(rε)ε ∈ K
(0,1] / ∃ n ∈ N : |rε| = O(ε
−n) as ε→ 0}
IA = {(rε)ε ∈ K
(0,1] / ∀ n ∈ N : |rε| = O(ε
n) as ε→ 0}.
The sheaf of factor algebras A(E,P) = H(E,P)/I(E,P), is called a sheaf of nonlinear general-
ized functions.
Remark 1 If E is a sheaf of differential algebras then the same holds for A(E,P).
In the following paragraphs, we will use this definition in the following particular cases.
Example 2 We define C (resp. R) to be the factor ring A/IA of generalized complex (resp.
real) numbers.
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Example 3 Take the sheaf E = C∞ on X = Rd (d ∈ N), endowed with its usual topology.
This topology can be described, for Ω an open subset of Rd, by the family P(Ω) = {pK,l ;K ⋐
Ω, l ∈ N}, where the notation K ⋐ Ω means that K is a compact subset included in Ω and
pK,l(f) = sup
x∈K,|α|≤l
|∂αf(x)|, for all f ∈ C∞(Ω) (with ∂α =
∂|α|f
∂xα
).
A(C∞,P) (Ω) is the algebra of simplified generalized functions, introduced by the second author
[2, 3, 4, 5, 12].
Notation 4 We set EM (Ω) = H(C
∞,P)(Ω), I(Ω) = I(C∞,P)(Ω) and G(Ω) = A(C∞,P)(Ω).
We shall also write PK instead of PK,0 for every compact subset K of Ω.
Since G is a sheaf, the support of a section u ∈ G(Ω) is well defined. Let us recall that, for
Ω′ an open subset of Ω and u ∈ G(Ω), the restriction of u to Ω′ is the class in G(Ω′) of
(
uε|Ω′
)
ε
where (uε)ε is any representative of u. We say that u is null on Ω
′ if its restriction to Ω′ is null
in G(Ω′). The support of a generalized function u ∈ G(Ω) is the complement in Ω of the largest
open subset of Ω where u is null.
Notation 5 For Ω an open subset of Rd, we will denote by GC(Ω) the set of generalized func-
tions of G(Ω) with compact support.
Remark 6 Every f ∈ GC (Ω) has a representative (fε)ε ∈ EM (Ω), such that each fε is sup-
ported in the same compact set. We say that such a representative has a global compact
support.
The two following examples will be used in section 6 for the definition of the exponen-
tial of some generalized integral operator. In them, we apply the Colombeau construction to
presheaves of algebras in example 7 (resp. vector spaces in example 9). In these cases, prop-
erty (iii) may not be satisfied but the general construction is still valid, giving presheaves of
generalized algebras (resp. of vector spaces).
Example 7 For Ω an open subset of Rd, we consider E(Ω) = H∞(Ω) with its usual topology,
defined by the family P(Ω) = {‖ · ‖′m ; m ≥ 0}, with
‖f‖′m = ‖f‖Hm(Ω) =
∑
|α|≤m
‖∂αf‖L2(Ω), for all f ∈ H
∞(Ω).
Notation 8 We set EL2(Ω) = H(H
∞,P)(Ω), IL2(Ω) = I(H
∞,P),P)(Ω) and GL2(Ω) =
A(H∞,P)(Ω).
When E (Ω) is only a topological vector space on K (that is (1) is not necessarly satisfied),
G(Ω) is defined analogously and is still a module on K.
Example 9 For Ω an open subset of Rd, we consider Ei(Ω) = Li(Ω) ∩ C∞(Ω) (i = 1 and
i = 2) with the topology given by the norm ‖ · ‖i = ‖·‖Li(Ω) .
Notation 10 We set E li(Ω) = H(L
i ∩ C∞, ‖f‖Li(Ω))(Ω), Il2(Ω) = I(L
i ∩ C∞, ‖f‖Li(Ω)) and
Gli(Ω) = E li(Ω)/Ili(Ω).
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2.2 Embeddings of spaces of distributions into spaces of generalized func-
tions
Let Ω be an open subset of Rd (d ∈ N). The embedding of C∞(Ω) into G(Ω) is given by the
canonical map
σ : C∞(Ω)→ G(Ω) f 7→ Cl(fε)ε, with fε = f for all ε ∈ (0, 1] ,
which is an injective homomorphism of algebras.
An embedding iS of D
′(Ω) into G(Ω) such that iS |C∞(Ω)= σ can be constructed by the
two following methods. For the first one [12], one starts from a net (ρε)ε defined by ρε (·) =
ε−dρ (·/ε), where ρ ∈ S(Rd) satisfies∫
ρ(x) dx = 1 ; ∀m ∈ Nd \ {0}
∫
xmρ(x) dx = 0.
An embedding i0 of E
′(Rd) in G(Rd) is defined by
i0 : E
′(Ω)→ G(Ω) T 7→ Cl((T ∗ ρε)|Ω)ε.
From this, for every open subset Ω ⊂ Rd, an open covering (Ωλ)λ of Ω with relatively compact
open subsets is considered, and D′(Ωλ) is embedded into G(Ωλ) with the help of cutoff functions
and i0. Using a partition of unity subordinate to (Ωλ)λ, the embedding iS of D
′(Ω) into G(Ω) is
constructed by gluing the bits obtained before together. Finally, it is shown that the embedding
iS does not depend on the choice of (Ωλ)λ and other material of the construction, excepted the
net (ρε)ε. The second method [16] starts from the same (ρε)ε which is slightly modified by ad
hoc cutoff functions. Consider χ ∈ D(R) even such that
0 ≤ χ ≤ 1 , χ ≡ 1 on B¯(0, 1) , χ ≡ 0 on Rd \B(0, 2)
and set
∀x ∈ Rd, ∀ε ∈ (0, 1] , Θε(x) = ρε(x)χ(| ln ε|x).
One shows that(∫
Θε(x) dx− 1
)
ε
∈ I(R) ; ∀m ∈ Nd \ {0},
(∫
xmΘε(x) dx
)
ε
∈ I(R). (2)
Set Γε =
{
x ∈ Ω / d(x,Rd \ Ω) ≥ ε , d(x, 0) ≤ 1/ε
}
and consider (γε)ε ∈ D(R
d)(0,1] such that
∀ε ∈ (0, 1] , 0 ≤ γε ≤ 1, γε ≡ 1 on Γε.
Then the map
D′(Ω)→ G(Ω) T 7→ Cl(γεT ∗Θε)ε
is equal to iS [6]. (This last proof uses mainly (2); The additional cutoff (γε)ε, which is such
that γεT 7→ T in D
′(Ω) as ε→ 0, is needed to obtain a well defined net (γεT ∗Θε)ε.)
2.3 Integration of generalized functions
We shall use integration of generalized functions on compact sets or integration of generalized
functions having compact support.
Let K be a given compact subset of Ω and u an element of G(Ω). The integral of u on K,
denoted by
∫
K u(x) dx, is the class, in C of the integral on K of any representative of u. (This
class does not depend on the choice of the representative of u.)
The integral of a generalized function having a compact support is an immediate extension
of the previous case. Indeed, if u ∈ G(Ω) has a compact support K, let K1 ⊂ K2 be two
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compact subsets of Ω such that K is contained in the interior of K1. Then, it can be shown
that ∫
K2\
◦
K1
u(x) dx = 0 in C.
Therefore,
∫
K1
u(x) dx =
∫
K2
u(x) dx and this value is denoted by
∫
Ω u(x) dx. (Ω is omitted in
the sequel if no confusion may arise.)
We shall also consider integration on the space Gl1(Ω). The integral of u ∈ Gl1(Ω), denoted
by
∫
Ω u(x) dx, is the class, in C of the integral on Ω of any representative of u. (This class does
not depend on the choice of the representative of u.)
It follows immediately from the definitions that the integral of a generalized function on a
set of measure zero is equal to zero, the integral of a null generalized function is equal to zero
and that the classical formulas of integration by parts, change of variables, change in order of
integration (Fubini’s theorem), . . . are valid for the integration of generalized functions.
2.4 Generalized parameter integrals
Let X (resp. Y ) be an open subset of Rm (resp. Rn). We denote by Gps(X × Y ) the set of
generalized functions g of G(X × Y ) properly supported in the following sense:
∀ O1 relatively compact open subset of X, ∃K2 ⋐ Y / supp g ∩ (O1 × Y ) ⊂ O1 ×K2. (3)
Clearly, Gps(X × Y ) is a subalgebra of G(X × Y ).
Lemma 11 Let g be in Gps(X × Y ). For V relatively compact open subset of X, there exists
W relatively compact open subset of Y such that supp g ∩ (V × Y ) ⊂ V ×W .
For all ε ∈ (0, 1] and x ∈ V , we set Gε(x) =
∫
W gε(x, y) dy, where (gε)ε is a representative of
g. The net (Gε)ε belongs to EM (V ) and its class, denoted by G, is an element of G(V ) which
does not depend on the choice of the representative of g and of W .
Proof. First, the existence of W is due to the hypothesis (3). Then, for all ε ∈ (0, 1], Gε
is well defined and of class C∞ by the usual regularity theorems. (Note that Gε is the integral
of a C∞-function on a relatively compact open subset.)
We first show that (Gε)ε belongs to EM (V ). Let K1 be a compact subset of V and α be in
Nm. For x ∈ K1, one has
|∂αGε(x)| ≤
∣∣∣∣∫
W
∂αgε(x, y) dy
∣∣∣∣ ≤ V ol(W ) sup
x∈K1,y∈W¯
|∂αgε(x, y)|
≤ V ol(W )C ε−q, for ε small enough,
for some C > 0 and q ∈ N, where V ol(W ) denotes the volume of W .
Let us verify that G does not depend on the choice of the representative of g and on the one
of W . According to M. Grosser et al. ([12], theorem 1.2.3), it is enough to consider estimates
of order zero, what we will do in the following. Let (g1ε )ε and (g
2
ε)ε be two representatives of g.
As previously, we can define (G1ε)ε and (G
2
ε)ε in EM (V ). We have to show that (G
1
ε −G
2
ε)ε is
in I(V ). Let K1 be a compact subset of V . For x ∈ K1, one has∣∣G1ε(x)−G2ε(x)∣∣ = ∣∣∣∣∫
W
(g1ε − g
2
ε)(x, y) dy
∣∣∣∣ ≤ V ol(W ) sup
x∈K1,y∈W¯
|(g1ε − g
2
ε)(x, y)|.
As (g1ε − g
2
ε)ε belongs to I(X × Y ), we get from the previous estimate that PK1
(
G1ε −G
2
ε
)
=
O (εn) as ε→ 0 for all n ∈ N.
5
Consider W1 and W2 relatively compact open subsets of Y such that, supp g ∩ (V × Y ) ⊂
V ×Wi for i = 1, 2 with, for example W1 ⊂ W2. For all ε ∈ (0, 1], x ∈ V and i = 1, 2, we set
Giε(x) =
∫
Wi
gε(x, y) dy where (gε)ε is a representative of g. Then (G
1
ε)ε and (G
2
ε)ε belong to
EM (V ). Let K1 be a compact subset of V . For x ∈ K1, one has
∣∣(G1ε −G2ε)(x)∣∣ =
∣∣∣∣∣
∫
W2\W1
gε(x, y) dy
∣∣∣∣∣ ≤ V ol(W2 \W1) sup
x∈K1,y∈W2\W1
|gε(x, y)|.
As supp g ∩ (V × Y ) ⊂ V ×W , the restriction of g to V × (W2 \W1) is null. Therefore, the
previous estimate shows that PK1
(
G1ε −G
2
ε
)
= O (εn) as ε→ 0 for all n ∈ N.
Lemma 12 Let g be in Gps(X × Y ), (Vi)i∈I be a family of relatively compact open subsets of
X such that ∪i∈IVi = X and define Gi ∈ G(Vi) as in lemma 11. Then, there exists G ∈ G(X)
such that the restriction of G to Vi is equal to Gi, for all i ∈ I. Moreover, G only depends on
g, but not on (Vi)i∈I .
Proof. For i 6= j such that Vi∩Vj 6= ∅, we remark that Vi∪Vj is a relatively compact open
subset ofX. There existsW a relatively compact open subset of Y such that supp g∩((Vi ∪ Vj)×
Y ) ⊂ (Vi ∪ Vj)×W . According to lemma 11, we can define Φ = Cl (Φε)ε ∈ G(Vi ∪ Vj), with
∀x ∈ Vi ∪ Vj , Φε (x) =
∫
W
gε(x, y) dy.
Then,
(
Φε|Vi
)
ε
(resp.
(
Φε|Vj
)
ε
) is a representative of Gi (resp. Gj) since those representatives
depend neither on the representative of g nor on the choice of appropriateW . Then Gi|Vi∩Vj =
Gj|Vi∩Vj . Thus, (Gi)i∈I is a coherent family, which implies the existence of G since G(X) is a
sheaf. The proof of the independence of G with respect to (Vi)i∈I follows the same lines.
Lemmas 11 and 12 give immediately the following:
Proposition 13 For g in Gps(X × Y ), there exists G ∈ G(X) such that, for all relatively
compact open subset O1 of X,
G|O1 = Cl
(
(x 7→
∫
K2
gε(x, y) dy)|O1
)
ε
,
where (gε) is a representative of g and K2 ⋐ Y is such that supp g ∩ (O1 × Y ) ⊂ O1 ×K2.
Notation 14 By a slight abuse of notation, we shall set G =
∫
Y g(·, y) dy or G (·1) =
∫
Y g(·1, y) dy.
We shall omit the set on which the integration is performed when no confusion may arise.
Example 15 Proposition 13 can be used to define the Fourier’s transform of a compactly
supported generalized function. Indeed, if u is in GC(Y ) then the generalized function {(x, y) 7→
e−ixyu(y)} is in Gps(X × Y ), then uˆ(x) =
∫
e−ixyu(y) dy is well defined.
3 Generalized integral operators
In this section, we introduce the notion of generalized integral operator and study their basic
properties. The reader can find another approach in [10, 11]. Let X (resp. Y ) be an open
subset of Rm (resp. Rn).
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Definition 16 Let H be in Gps(X × Y ). We call generalized integral operator the map
Ĥ : G(Y ) → G(X)
f 7→ Ĥ(f) =
∫
H(·, y)f(y) dy,
with the meaning introduced in proposition 13 and notation 14. We say that H is the kernel of
the generalized integral operator Ĥ.
This map is well defined due to proposition 13 since the application H(·1, ·2)f(·2) is clearly
is in Gps(X × Y ).
Remark 17 If H ∈ G(X×Y ) has a compact support then H satisfies (3) and Ĥ is well defined.
Furthermore, the definition of Ĥ does not need to refer to proposition 13 in this case. Indeed,
if H is in GC(X × Y ) with suppH ⊂ K˚1 × K˚2 (K1 ⋐ X, K2 ⋐ Y ) and f in G(Y ), we have
Ĥ(f) = Cl
(
x 7→
∫
K2
Hε(x, y)fε(y) dy
)
ε
where (Hε)ε (resp. (fε)ε) is any representative of H (resp. f). Furthermore, as suppH ⊂
K1 × K2, we have H(·1, ·2)f(·2)|(X\K1)×Y = 0, hence Ĥ(f)|X\K1 = 0 and supp Ĥ(f) ⊂ K1.
(The proof uses arguments similar to the one of lemma 11.) Finally, the image of Ĥ is included
in GC(X) and, more precisely, in {g ∈ GC(X) / supp g ⊂ K1} .
Remark 18 If H is in G(X × Y ) without any other hypothesis, we can define a map Ĥ :
GC(Y ) → G(X) in the same way. Indeed, for all f in GC(Y ) with supp f = K2 and for all
O1 relatively compact open subset of X, supp H(·1, ·2)f(·2) ∩ ( O1 × Y ) ⊂ O1 × K2, that is
H(·1, ·2)f(·2) is in Gps(X × Y ). In this case, the generalized integral operator can be defined
globally since f has a representative with global compact support.
This remark leads us to make the link between the classical theory of integral operators
acting on D(Y ) and the generalized one. This is detailed in section 4.
Remark 19 In all previous cases, Ĥ is a linear map of C-modules. This holds also for the
map ̂ : Gps(X × Y )→L(G(Y ),G(X)), which associates Ĥ to H. Moreover, Ĥ is continuous
for the sharp topologies [18]. Conversely, the third author showed in [7] that any continuous
linear map from GC(Y ) to G(X), satisfying appropriate growth hypotheses with respect to the
regularizing parameter ε, can be written as a generalized integral operator, giving a Schwartz
kernel type theorem in the framework of integral generalized operators.
Example 20 The identity map of subspaces of compactly generalized functions with limited
growth [7] admits as kernel
Φ = Cl ((x, y) 7→ Θε(x− y))ε ,
where (Θε)ε is defined in paragraph 2.2.
Theorem 21 (Characterization of generalized integral operators by their kernel) One has Ĥ =
0 if and only if H = 0.
A first proof, due to the second author, is based on embeddings of Sobolev’s spaces in spaces
of smooth functions. The proof given below is due to V. Valmorin (personal communication)
and uses the following:
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Lemma 22 Let Ω be an open subset of Rd and K be a compact of Ω, of diameter D. If Φ
belongs to DK(Ω) then
sup
y∈K
|Φ(y)| ≤
(
Dd
∫
Ω
|
∂d
∂y1∂y2...∂yd
Φ(y)|2 dy
)1/2
.
Proof. First, let us assume that H = 0 in G(X×Y ) and fix f ∈ G(Y ). For any O1 relatively
compact open subset of X, there exists K2 ⋐ Y such that supp g ∩ (O1 × Y ) ⊂ O1 ×K2 and
Ĥ (f)|O1 = Cl( (x 7→
∫
K2
Hε(x, y)fε(y) dy)|O1 )ε ,
where (Hε)ε (resp. (fε)ε) is any representative of H (resp. f). As H is null, the map
Hε(·1, ·2)f(·2) is null on O1 × Y . Thus Ĥ (f)|O1 is null and, by sheaf properties, Ĥ (f) is
null.
Conversely, suppose that Ĥ = 0. In order to prove that H = 0 in G(X × Y ), we shall
prove that H|O1×Y = 0 in G(O1 × Y ), for any O1 relatively compact open subset of X and
conclude by using the sheaf properties of G(·). Let K1 and K2 two compacts subsets of O1
and Y respectively. From (3), we can find W a relatively compact open subset of Y such that
K2 ⊂ W and supp H ∩ (O1 × Y ) ⊂ O1 ×W . Let (Hε)ε be a representative of H and set
ϕε,x(y) = Hε(x, y)ρ(y), for all y ∈ Y and x ∈ O1, where ρ is a C
∞-function on Y such that
ρ = 1 on W and supp ρ ⊂ O2, with O2 a relatively compact open subset of Y . Thus, for all x
in O1, ϕε,x ∈ DO¯2(Y ). This implies
sup
y∈O¯2
|ϕε,x(y)| ≤
(
diam(O¯2)
n
∫
O2
|
∂n
∂yn
ϕε,x(y)|
2 dy
)1/2
,
where ∂
n
∂yn is the derivative
∂n
∂y1∂y2...∂yn
and diam(·) denotes the diameter. As K2 ⊂ W ⊂ O¯2,
we have
sup
y∈K2
|ϕε,x(y)| ≤
(
diam(O¯2)
n
∫
O2
|
∂n
∂yn
ϕε,x(y)|
2 dy.
)1/2
.
Set
ψε(x) =
∫
O2
|
∂n
∂yn
ϕε,x(y)|
2 dy , ∀x ∈ O1.
Since Hε and ρ are C
∞-functions, ψε is continuous on K1. Therefore, ψε has its maximum at
a point x(ε) ∈ K1. Consequently,
sup
x∈K1,y∈K2
|Hε(x, y)| = sup
x∈K1,y∈K2
|ϕε,x(y)| ≤
√
diam(O¯2)nψε(x(ε)).
By choosing fε =
∂n
∂ynϕε,x(ε)(·), one has (fε)ε in EM (Y ), since x(ε) ∈ K1, so its class f is an
element of G(Y ), as well as ∂
n
∂yn f . Since W ⊂ O2, one has
(Ĥ(
∂n
∂yn
f))ε(x(ε)) =
∫
O2
Hε(x(ε), y)
∂n
∂yn
fε(y) dy
=
∫
O2
ϕε,x(ε)(y)
∂n
∂yn
∂n
∂yn
ϕε,x(ε)(y) dy
= (−1)n
∫
O2
|
∂n
∂yn
ϕε,x(ε)(y)|
2 dy = (−1)nψε(x(ε)),
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since (x, y) 7→ ϕε,x(y) is another representative of H on O1 × Y . As
∂nf
∂yn belongs to G(Y ),
we have Ĥ(∂
nf
∂yn ) = 0 in G(X), thus its representative is in I(O1). Since (x(ε))ε is bounded in
K1, (Ĥ(
∂nf
∂yn ))ε(x(ε)) is in IA and the previous equality implies that (ψε(x(ε)))ε ∈ IA, that is
ψε(x(ε)) = O(ε
n) as ε→ 0, with n ∈ N. Furthermore
sup
(x,y)∈K
|Hε(x, y)| ≤ sup
(x,y)∈K1×K2
|Hε(x, y)| ≤
√
diam(O¯2)nψε(x(ε)).
Hence sup(x,y)∈K |Hε(x, y)| = O(ε
p) as ε→ 0, for all p ∈ N. Thus (Hε)ε is in I(O1×Y ), which
ends the proof.
Corollary 23 The linear map̂ , defined in remark 19, is injective.
Remark 24 If H is in GL2(X × Y ), then H can be embedded in G(X × Y ) using Sobolev’s
embeddings, but H may not be properly supported. Nevertheless, we can define a generalized
integral operator acting on GL2 type spaces as follows:
Ĥ : GL2(Y ) → GL2(X)
f 7→ Cl
(
x 7→
∫
Y Hε(x, y)fε(y) dy
)
ε
,
independently of the representative (Hε)ε (resp. (fε)ε) of H (resp. f).
Indeed, set Φε (x) =
∫
Y Hε(x, y)fε(y) dy for ε in (0, 1] and x ∈ X. The function Φε is well
defined, since (Hε)ε ∈ EL2(X × Y ) and (fε)ε ∈ EL2(Y ). Moreover, we have, for all x ∈ X and
ε in (0, 1]
|Φε (x)| ≤
∣∣∣∣∫
Y
Hε(x, y)fε(y) dy
∣∣∣∣ ≤ ‖Hε(x, ·)‖2 ‖fε‖2 .
Thus Φε is in L
2(X), with ‖Φε‖2 ≤ ‖Hε‖2 ‖fε‖2. As for all α ∈ N
n, ∂αΦε exists and satisfies
‖∂αΦε‖2 ≤ ‖∂
α
xHε‖2 ‖fε‖2: (Φε)ε is in EL2(X). A straightforward computation shows that
Cl (Φε)ε does not depend on the representative of H and f . Thus, the operator Ĥ is well
defined.
4 Link with the classical theory and regularity properties
In this section, we compare our definition to the classical one, that is when H is a C∞-function
or a distribution. Let X (resp. Y ) be an open subset of Rm (resp. Rn).
Theorem 25 If h ∈ C∞(X × Y ) then the diagram
E ′(Y )
ĥ
→ C∞(X)
↓ iS ↓ σ
GC(Y )
σ̂(h)
→ G(X)
is commutative.
Proof. We have to prove that σ ◦ ĥ = σ̂(h) ◦ iS . Let T be in E
′(Y ). Due to the local
structure of distributions, there exist r ∈ N, a finite family (fα)0≤|α|≤r (α ∈ N
n) of continuous
on Rn having their support contained in the same arbitrary neighborhood of the support of T ,
such that T =
∑
0≤|α|≤r ∂
αfα. By the linearity of the operators under consideration, we can
assume that T = ∂αf , where f is a continuous function on Rn whose support is contained in
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a neighborhood of the support of T . In this proof and the one of the following theorem, the
exponents of the mollifiers are 1 for the space X, 2 for Y and none for X × Y . In this case, a
representative of σ ◦ ĥ(T ) is defined, for all x ∈ X, by
ĥ(T )(x) = 〈T, h(x, ·)〉 = 〈∂αf, h(x, ·)〉 = (−1)|α|〈f, ∂αy h(x, ·)〉 = (−1)
|α|
∫
f(y)∂αy h(x, y) dy.
A representative of σ̂(h) ◦ iS(T ) is∫
h(x, y)(T ∗Θ2ε)(y) dy =
∫
h(x, y)(f ∗ ∂αΘ2ε)(y) dy =
∫ ∫
h(x, y)f(λ)∂αΘ2ε(y − λ) dλdy.
As the functions f and ∂αΘ2ε have compact supports, the two previous integrals are integrals
on compacts sets. Thus, we can apply Fubini’s theorem and obtain∫ ∫
h(x, y)f(λ)∂αΘ2ε(y − λ)dλdy = (−1)
|α|
∫ (
∂αy h(x, ·) ∗Θ
2
ε
)
(λ)f(λ) dλ.
As the function y 7→
(
∂αy h(x, ·) ∗Θ
2
ε
)
(y) is a representative of iS(∂
α
y h(x, ·)) in G(Y ) and since
∂αy h(x, ·) is a C
∞-function and is |C∞= σ, one has(
∂αy h(x, ·) ∗Θ
2
ε − ∂
α
y h(x, ·)
)
ε
∈ I(Y ).
Moreover, f is compactly supported so the difference of the representatives of σ̂(h) ◦ iS(T ) and
σ ◦ ĥ(T ) is in I(X). Thus σ̂(h) ◦ iS(T ) = σ ◦ ĥ(T ) in G(X), which implies the required result.
Definition 26 The kernel H ∈ G(X × Y ) of a generalized integral operator is called regular
when Ĥ(GC(Y ) ⊂ G
∞(X), where, for all Ω open subset of Rd (d ∈ N),
G∞(Ω) = E∞(Ω)/I(Ω).
with
E∞(Ω) =
{
(uε)ε ∈ C
∞(Ω)(0,1] / ∀K ⋐ Ω , ∃n ∈ N, ∀l ∈ N , pK,l(uε) = O(ε
−n), as ε→ 0
}
.
The reader can find more details about this algebra in [17].
Proposition 27 If h is in C∞(X × Y ), then σ(h) is regular in the above sense.
Proof. Let f be in GC(Y ). Then there exists K2 compact of Y and (fε)ε a representative
of f such that supp fε ⊂ K2. Consequently, a representative of σ̂(h)(f) is (ψε)ε with
ψε : x 7→
∫
K2
h(x, y)fε(y) dy
and, for all K1 compact of X, α in N
m, x in K1,∣∣∣∣∂αx (∫
K2
h(x, y)fε(y) dy
)∣∣∣∣ ≤ V ol(K2) sup
(x,y)∈K1×K2
|∂αxh(x, y)| sup
y∈K2
|fε(y)| ≤ C(α)ε
−q,
as ε tends to 0, where q does not depend on α. That shows that σ̂(h)(f) is in G∞(X).
10
Theorem 28 If h ∈ D′(X × Y ) then the diagram
D(Y )
ĥ
→ D′(X)
↓ σ ↓ iS
GC(Y )
îS(h)
→ G(X)
is commutative.
Proof. We have to prove that iS ◦ ĥ = îS(h) ◦ σ. Let f be in D(Y ). A representative of
iS ◦ ĥ(f) is defined, for all x ∈ X, by(
γ1ε ĥ(f) ∗Θ
1
ε
)
(x) = 〈γ1ε ĥ(f), {ξ 7→ Θ
1
ε(x− ξ)}〉
= 〈ĥ(f), {ξ 7→ γ1ε (ξ)Θ
1
ε(x− ξ)}〉
= 〈h, {ξ 7→ γ1ε (ξ)Θ
1
ε(x− ξ)} ⊗ f〉.
A representative of îS(h) ◦ σ(f) is, for all x ∈ X,∫
〈γ1ε ⊗ γ
2
εh, {(ξ, η) 7→ Θ
1
ε(x− ξ)Θ
2
ε(y − η)}〉f(y) dy
= 〈γ1ε ⊗ γ
2
εh, {(ξ, η) 7→ Θ
1
ε(x− ξ)
∫
Θ2ε(y − η)f(y) dy}〉
= 〈h, {(ξ, η) 7→ γ1ε (ξ)Θ
1
ε(x− ξ)γ
2
ε (η)
∫
Θ2ε(y − η)f(y) dy}〉
= 〈h, {(ξ, η) 7→ γ1ε (ξ)Θ
1
ε(x− ξ)γ
2
ε (η)
(
Θ2ε ∗ f
)
(η)}〉,
since Θ2ε is even. Consequently, the difference of these representatives of iS◦ĥ(f) and îS(h)◦σ(f)
is equal to
〈h, {ξ 7→ γ1ε (ξ)Θ
1
ε(x− ξ)} ⊗ {f − γ
2
ε
(
Θ2ε ∗ f
)
}〉.
As f − γ2ε
(
Θ2ε ∗ f
)
is a representative of σ(f) − iS(f), which is equal to zero in G(Y ) since
is |C∞(Y )= σ, this representative is in I(Y ). Furthermore, (γ
1
εΘ
1
ε(x − ·))ε is in EM (X). Thus,
({ξ 7→ γ1ε (ξ)Θ
1
ε(x− ξ)} ⊗ {f − γ
2
ε
(
Θ2ε ∗ f
)
})ε is in I(X × Y ). Let K1 be a compact of X, then
there are Ω1 relatively compact open subset of X such that K1 ⊂ Ω1 and ε1 > 0 such that, for
all x in K1, for all ε < ε1, γ
1
εΘ
1
ε(x−·) is in D(Ω1). Furthermore, by setting supp f = K2, there
are Ω2 relatively compact open subset of Y such that K2 ⊂ Ω2 and ε2 > 0 such that, for all
ε < ε2, f − γ
2
ε
(
Θ2ε ∗ f
)
is in D(Ω2). Consequently, {ξ 7→ γ
1
ε (ξ)Θ
1
ε(x− ξ)}⊗{f − γ
2
ε
(
Θ2ε ∗ f
)
} is
in D(Ω1×Ω2). By using the local structure of distributions, one can write h as a derivative of
a continuous function on Rm × Rn, whose support is contained in an arbitrary neighborhood
of Ω1 × Ω2 and one shows that(
〈h, {ξ 7→ γ1ε (ξ)Θ
1
ε(x− ξ)} ⊗ {f − γ
2
ε
(
Θ2ε ∗ f
)
}〉
)
ε
is in I(X), which implies the required result.
Proposition 29 If H is in G∞(X × Y ) then H is regular in the sense given by definition 26.
Proof. Let H be in G∞(X × Y ) and f be in GC(Y ). There exists K2 compact of Y and
(fε)ε a representative of f such that supp fε ⊂ K2. Let us denote by (Hε)ε a representative of
H. A representative of Ĥ(f) is
(x, y) 7→
∫
K2
Hε(x, y)fε(y) dy
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and, for all K1 compact of X, α in N
m, x in K1,∣∣∣∣∂αx (∫
K2
Hε(x, y)fε(y) dy
)∣∣∣∣ ≤ V ol(K2) sup
(x,y)∈K1×K2
|∂αxHε(x, y)| sup
y∈K2
|fε(y)| ≤ C(α)ε
−q,
as ε tends to 0, where q does not depend on α. That shows that Ĥ(f) is in G∞(X).
This result has also been proved in [10].
5 Composition of generalized integral operators
5.1 Operators with kernel in Gps (.)
Theorem 30 Let X, Y and Ξ be three open subsets of Rm, Rn and Rp respectively and H1 ∈
Gps(X × Ξ), H2 ∈ Gps(Ξ × Y ). The operators Ĥ1 : G(Ξ) → G(X) and Ĥ2 : G(Y ) → G(Ξ)
can be composed. Moreover, Ĥ1 ◦ Ĥ2 is a generalized integral operator, whose kernel is L,
defined by L(·1, ·2) =
∫
ΞH1(·1, ξ)H2(ξ, ·2) dξ (with the meaning of notation 14) and L belongs
to Gps(X × Y ).
Proof. For all f in G(Y ), Ĥ2 (f) is well defined in G(Ξ), then we can define Ĥ1(Ĥ2 (f)) in
G(X) and Ĥ1 ◦ Ĥ2 is well defined. We have to show that L is well defined, properly supported
and that Ĥ1 ◦ Ĥ2 = L̂. We set Φ(·1, ·2, ·3) = H1(·1, ·3)H2(·3, ·2) (·3 refers to the ξ variable).
Choose O1 (resp. O2) a relatively compact open subset of X (resp. Y ).
Since H1 ∈ Gps(X × Ξ), there exists a compact subset K3 ⊂ Ξ such that
supp H1 ∩ (O1 × Ξ) ⊂ O1 ×K3.
Therefore, supp Φ ∩ (O1 ×O2 × Ξ) ⊂ O1 ×O2 ×K3 and Φ is in Gps(X × Y × Ξ). Proposition
13 implies the existence of L in G(X × Y ), denoted by
∫
H1(·1, ξ)H2(ξ, ·2) dξ.
With the same notations as above, since H2 ∈ Gps(X × Ξ), there exists for O3 = K˚3, a
compact subset K2 ⊂ Y such that
supp H2 ∩ (O3 × Y ) ⊂ O3 ×K2.
We have Φ|O1×(Y \K2)×Ξ = 0 since H1|O1×(Ξ\K3) = 0 and H2|K3×(Y \K2) = 0. Therefore, L is
null on O1 × (Y \K2), so supp L ∩ (O1 × Y ) is included in O1 ×K2 which shows that L is in
Gps(X × Y ).
Moreover, for any f ∈ G(Y ), we have (the compact sets on which the integration are
performed are indicated contrary to the notations above),
L̂ (f)|O1 =
∫
K2
L (·1, y) f (y) dy
=
∫
K2
(∫
K3
H1(·1, ξ)H2(ξ, y) dξ
)
f (y) dy
=
∫
K2×K3
H1(·1, ξ)H2(ξ, y)f (y) dξdy (by fubini’s theorem)
=
∫
K3
H1(·1, ξ)
(∫
K2
H2(ξ, y)f (y) dξ
)
dy = Ĥ1(Ĥ2 (f))|O1 .
Using the sheaf structure of G(X), it follows that L̂ (f) =
(
Ĥ1 ◦ Ĥ2
)
(f).
Remark 31 It is straightforward to verify that the composition of generalized integral operators
is associative.
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Example 32 Take δ ∈ D′(R) the classical delta function and χ an integrable function on R.
Set H = δx⊗1y and K = χ⊗ δy. Such H and K are distributions on R
2. The kernel operators
associated with H and K are respectively
Ĥ : D(R) → D′(R) and K̂ : D(R) → D′(R)
f 7→ δx
∫
f(y) dy f 7→ f(0)χ.
By noticing that Ĥ : L1(R) → D′(R) and K̂ : D(R) → L1(R), one can define Ĥ ◦ K̂ by the
following
Ĥ ◦ K̂ : D(R) → D′(R)
f 7→ δxf(0)
∫
χ(ξ) dξ,
which admits as kernel
δxδy
∫
χ(ξ) dξ. (4)
Conversely, K̂ ◦ Ĥ cannot be defined classically. We are going to define it in the context of
generalized functions. By using the notations of paragraph 2.2, one has
iS(H) = Cl ((x, y) 7→ (Θε ⊗ 1y) (x, y))ε
and
iS(K) = Cl ((x, y) 7→ ((χ ∗Θε)⊗Θε) (x, y))ε ,
so îS(K) ◦ îS(H) = L̂ is well defined from GC(R) to G(R), with
L = Cl
(
(x, y) 7→
∫
((χ ∗Θε)⊗ ρε)(x, ξ)(Θε ⊗ 1y)(ξ, y) dξ
)
ε
= Cl
(
(x, y) 7→ (χ ∗Θε)(x)
∫
(Θε(ξ))
2 dξ
)
ε
,
that is L =
∫
iS(δ)
2(ξ) dξ · iS(χ) ⊗ 1y =
∫
δ2(ξ) dξ · χ ⊗ 1y with a slight abuse of notation.
For the case of Ĥ ◦ K̂, one can easily verify that the image by iS of the classical distributional
kernel given by (4) is equal to the kernel obtained by theorem 30.
Corollary 33 For H in Gps(X
2) (X open subset of Rd) and n ≥ 2, Ĥn = Ĥ ◦ · · · ◦ Ĥ︸ ︷︷ ︸
n times
:
G(X) → G(X) is a well defined generalized integral operator, whose kernel Ln ∈ Gps(X
2) is
defined by
Ln(·1, ·2) =
∫
H(·1, ξ1)H(ξ1, ξ2) · · ·H(ξn−1, ·2) dξ1dξ2 · · · dξn−1,
with the meaning of notation 14.
Proof. We prove this proposition by induction. Theorem 30 gives the result for n = 2, by
considering X = Ξ = Y and H1 = H2. Suppose now that Ĥ
n−1 is well defined with its kernel
Ln−1 defined by
Ln−1(·1, ·2) =
∫
Xn−2
H(·1, ξ1)H(ξ1, ξ2) · · ·H(ξn−2, ·2) dξ1dξ2 · · · dξn−2
in Gps(X
2).
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We apply theorem 30 with H1 = H and H2 = Ln−1. It follows that Ĥ
n = Ĥn−1 ◦ Ĥ is a
well defined operator which admits as kernel
L(·1, ·2) =
∫
X
(∫
Xn−2
H(·1, ξ1)H(ξ1, ξ2) · · ·H(ξn−2, ξn−1) dξ1dξ2 · · · dξn−2
)
H(ξn−1, ·2) dξn−1
=
∫
Xn−1
H(·1, ξ1)H(ξ1, ξ2) · · ·H(ξn−2, ξn−1)H(ξn−1, ·2) dξ1dξ2 · · · dξn−2dξn−1,
by applying Fubini’s theorem. This is possible since the integrals are always performed on
compact sets, using the local definition (proposition 13). Thus L(·1, ·2), which is properly
supported, is equal to Ln(·1, ·2) which satisfies the required properties.
For operators with compactly supported kernels, we can give a more precise result.
Proposition 34 With the notations of theorem 30, for H1 in GC(X×Ξ) and H2 in GC(Ξ×Y ),
Ĥ1 ◦ Ĥ2 : G(Y ) → GC(X) is a generalized integral operator whose kernel L is an element of
GC(X ×Y ). Moreover, if K1 (resp. K2 ; K3) is a compact subset of X, (resp. Ξ ;Y ) such that
the support of H1 (resp. H2) is contained in the interior of K1 ×K2 (resp. K2 ×K3) then L
can be defined globally by L(·1, ·2) =
∫
K2
H1(·1, ξ)H2(ξ, ·2) dξ and the support of L is contained
in K1 ×K3.
Proof. We only have to verify the assertions related to L. Denote by (H1,ε)ε (resp. (H2,ε))ε
a representative of H1 (resp. H2) and set O1 = X \K1, O3 = Y \K3. The net(
(x, y) 7→
∫
K2
H1,ε(x, ξ)H2,ε(ξ, y) dξ
)
ε
is a representative of L, which justifies the global definition of L. For U ⋐ X and V ⋐ Y such
that U × V ⊂ X × Y \K1 × K3, we have either U ⊂ O1 or V ⊂ O3. We shall suppose, for
example, that U ⊂ O1. For (x, y) ∈ U × V , we have
|Lε(x, y)| =
∣∣∣∣∫
K2
H1,ε(x, ξ)H2,ε(ξ, y) dξ
∣∣∣∣ ≤ V ol(K2)pU×K2(H1,ε)pK2×V (H2,ε).
Therefore
pU×V (Lε) ≤ V ol(K2)pU×K2(H1,ε)pK2×V (H2,ε). (5)
As (H1,ε|O1×Ξ )ε is in I(O1 × Ξ) and U ∩K2 ⊂ O1 × Ξ, it follows that pU×K2(H1,ε) = O (ε
m)
as ε → 0, for all m ∈ N. Since (H2,ε)ε is in EM (Ξ× Y ), relation (5) implies that pU×V (Lε) =
O (εm) as ε → 0, for all m ∈ N. Finally, (Lε)ε satisfies the null estimate of order 0 for all
compact subsets included in X × Y \K1 ×K3. Therefore, L|X×Y \K1×K3 = 0 and the support
of L is contained in K1 ×K3.
From corollary 33 and proposition 34, we immediately deduce the following:
Corollary 35 If H belongs to GC(X
2), with supp H ⊂ (K˚2)
2 (K2 ⋐ X), then the image of
Ĥn is included in GC(X) and the support of Ln is contained in (K˚2)
2. Moreover, Ln ∈ GC(X
2)
can be defined globally by
Ln(·1, ·2) =
∫
K2
H(·1, ξ1)H(ξ1, ξ2) · · ·H(ξn−1, ·2) dξ1dξ2 · · · dξn−1.
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5.2 Operators with kernel in GL2 (·)
Proposition 36 For H1 in GL2(X × Ξ) and H2 in GL2(Ξ × Y ), Ĥ1 ◦ Ĥ2 : GL2(Y ) → GL2(X)
is a generalized integral operator whose kernel is L ∈ GL2(X × Y ) defined by
L = Cl
(
(x, y) 7→
∫
Ξ
H1,ε(x, ξ)H2,ε(ξ, y) dξ
)
ε
,
where (H1,ε)ε (resp. (H2,ε)ε) is a representative of H1 (resp. H2).
Proof. With the notations given in the proposition, set
Lε(x, y) =
∫
Ξ
H1,ε(x, ξ)H2,ε(ξ, y) dξ, for all (x, y) in X × Y,
Then
‖Lε‖
2
2 =
∫ ∫ (∫
H1,ε(x, ξ)H2,ε(ξ, y) dξ
)2
dxdy
≤
∫ ∫
‖H1,ε(x, ·)‖
2
2‖H2,ε(·, y)‖
2
2 dxdy
≤
∫
‖H1,ε(x, ·)‖
2
2 dx
∫
‖H2,ε(·, y)‖
2
2 dy = ‖H1,ε‖
2
2‖H2,ε‖
2
2.
Furthermore, for all α, β ∈ Nd \ {(0, 0)} and (x, y) ∈ X × Y , by derivation in the sense of
distributions, we have
∂(α,β)x y Lε(x, y) =
∫
Ξ
∂αxH1,ε (x, ξ) ∂
β
yH2,ε (ξ, y) dξ (with ∂
(α,β)
x y Lε =
∂|α|+|β|Lε
∂xα∂yβ
).
Thus ∥∥∥∂(α,β)x y Lε∥∥∥2
2
≤ ‖∂αxH1,ε‖
2
2
∥∥∥∂βyH2,ε∥∥∥2
2
.
As (H1,ε)ε ∈ EL2(X × Ξ) and (H2,ε)ε ∈ EL2(Ξ × Y ), we get that (Lε)ε is in EL2(X × Y ). We
set L = Cl(Lε)ε in GL2(X × Y ). Moreover, for any f ∈ GL2(X) and any of its representative
(fε)ε ∈ EL2(Ω), a representative of
(
Ĥ1 ◦ Ĥ2
)
(f) is given by the net (Ψε)ε with
Ψε(x) =
∫
Ξ
H1,ε(x, ξ)
(∫
Y
H2,ε(ξ, y)fε(y) dy
)
dξ, for all x ∈ X.
Then, for all x ∈ X,
Ψε(x) =
∫
Ξ
∫
Y
H1,ε(x, ξ)H2,ε(ξ, y)fε(y) dydξ =
∫
Y
Lε(x, y)fε(y) dy,
by applying Fubini’s theorem. Thus, (Ψε)ε is a representative of L̂(f) and Ĥ1 ◦ Ĥ2 = L̂.
Corollary 37 For H in GL2(X
2) (X open subset of Rd), for all n ≥ 2, Ĥn : GL2(X)→ GL2(X)
is a generalized integral operator whose kernel is Ln ∈ GL2(X
2) defined by Ln = Cl (Ln,ε)ε, with
Ln,ε : (x, y) 7→
∫
Xn−1
Hε(x, ξ1)Hε(ξ1, ξ2) · · ·Hε(ξn−1, y) dξ1dξ2 · · · dξn−1,
where (Hε)ε is a representative of H.
Proof. The proof of this result is an adaptation of the one of corollary 33 to the L2-case.
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6 Application: Exponential of generalized integral operators
In this section, we define the exponential of generalized integral operators in two particular
cases and study some of their properties. We first define some convenient spaces. Let us set,
for Ω open subset of Rd (d ∈ N),
Hln(Ω) =
{
(uε)ε ∈ C
∞(Ω)(0,1] / ∀K ⋐ Ω , ∀l ∈ N , pK,l(uε) = O(| ln ε|) as ε→ 0
}
and
HL2 ln(Ω) =
{
(uε)ε ∈ H
∞(Ω)(0,1] / ∀m ≥ 0 , ‖uε‖m = O(| ln ε|) as ε→ 0
}
.
Then Hln(Ω) (resp. HL2 ln(Ω)) is a linear subspace of EM (Ω) (resp. EL2(Ω)), but is not a
subalgebra. Then we set
Gln(Ω) = Hln(Ω)/I(Ω) , GC ln(Ω) = Gln(Ω) ∩ GC(Ω) and GL2 ln(Ω) = HL2 ln(Ω))/IL2(Ω).
The space Gln(Ω) (resp. GL2 ln(Ω)) is a subvector space of G(Ω) (resp. GL2(Ω)).
6.1 Exponential of generalized integral operators whose kernel is in GC ln(X
2)
Theorem-definition 38 Let H be in GC ln(X
2) (X an open subset of Rd). For n ≥ 1, denote
by Ln the kernel of Ĥ
n : G(X) → GC(X) defined as in corollary 35 (with L1 = H) and by
(Ln,ε)ε a representative of Ln. For all ε ∈ (0, 1], the series
∑
n≥1
Ln,ε
n! converges for the usual
topology of C∞(X2). Its sum, denoted by Sε, defines an element (Sε)ε of EM (X
2). Furthermore,
S = Cl (Sε)ε defines a compactly supported element of G(X
2) only depending on H.
The well defined operator eĤ = Ŝ + Id (where Id is the operator identity) will be called the
exponential of Ĥ.
Proof. We divide it in three parts. The first part contains the estimates of
∑
n≥1
Ln,ε
n! for a
particular representative of Ln, constructed from a representative (Hε)ε. The second part deals
with the independence of Cl (Sε)ε of the chosen representative of H. The third part shows that
S is compactly supported.
• Let H be in GC ln(X
2) and (Hε)ε one of its representative. According to corollary 35, we
have Ĥn = L̂n : G(X)→ GC(X) and Ln ∈ GC(X
2) admits as representative (Ln,ε)ε with
Ln,ε(·1, ·2) =
∫
Kn−1
Hε(·1, ξ1)Hε(ξ1, ξ2) · · ·Hε(ξn−1, ·2) dξ1dξ2 · · · dξn−1,
where K is a compact subset of X such that supp H ⊂ K˚2.
For all compact subset of X2 of the form K1 ×K2, (α, β) ∈ N
d ×Nd and (x, y) ∈ K1 ×K2,
one has∣∣∣∂(α,β)x y L2,ε(x, y)∣∣∣ = ∣∣∣∣∫
K
∂αxHε(x, ξ)∂
β
yHε(ξ, y) dξ
∣∣∣∣ ≤ ∫
K
pK1×K,|α|(Hε)pK×K2,|β|(Hε) dξ.
It follows that
pK1×K2,|(α,β)|(L2,ε) ≤ V ol(K)p
2
V 2,|(α,β)|(Hε),
where V is a compact subset of X containing K,K1 and K2. By induction, we show that, for
all n ≥ 2,
pK1×K2,|(α,β)|(Ln,ε) ≤ V ol(K)
n−1pnV 2,|(α,β)|(Hε).
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This last inequality implies that the series
∑
n≥1
Ln,ε
n! converges for the usual topology of
C∞
(
X2
)
. Set, for ε ∈ (0, 1],
Sε =
+∞∑
n=1
Ln,ε
n!
.
As Ln is in GC(X
2) and since the convergence is uniform on compact sets, Sε belongs to
C∞(X2) for all ε ∈ (0, 1]. Furthermore, for all compact subset of X2 of the form K1 ×K2 and
(α, β) ∈ Nd × Nd, one has
pK1×K2,|(α,β)|(Sε) ≤
+∞∑
n=1
1
n!
pK1×K2,|(α,β)|(Ln,ε)
≤
+∞∑
n=1
1
n!
V ol(K)n−1pnV 2,|(α,β)|(Hε) ≤
1
V ol(K)
eV ol(K)pV 2,|(α,β)|(Hε).
Since H is in GC ln(X
2), pV 2,|(α,β)|(Hε) = O(| ln ε|) as ε → 0, that is there exists k ∈ N such
that pV 2,|(α,β)|(Hε) ≤ k ln (1/ε), so
pK1×K2,|(α,β)|(Sε) ≤ CKε
−kV ol(K),
where CK is a constant depending only on K. Consequently, (Sε)ε is in EM (X
2) and we denote
by S its class in G(X2).
• Let us show now that S does not depend on the choice of the representative of H. Let
(H1ε )ε and (H
2
ε )ε be two representatives of H in GC ln(X
2). From (H1ε )ε, we define (L
1
n,ε)ε and
(S1ε )ε, and from (H
2
ε )ε, (L
2
n,ε)ε and (S
2
ε )ε. Let K be a compact subset of X such that the
support of H is contained in the interior of K2. For all n ≥ 2, K1 ×K2 compact subset of X
2
and (x, y) ∈ K1 ×K2, one has(
L1n,ε − L
2
n,ε
)
(x, y) =
∫
Kn−1
H1ε (x, ξ1)H
1
ε (ξ1, ξ2) · · ·H
1
ε (ξn−1, y) dξ1dξ2 · · · dξn−1
−
∫
Kn−1
H2ε (x, ξ1)H
2
ε (ξ1, ξ2) · · ·H
2
ε (ξn−1, y) dξ1dξ2 · · · dξn−1.
Thus, L1n,ε − L
2
n,ε can be written as a sum of n integrals. The term under each integral sign
is itself formed by the product of n functions, one of them being equal to H1ε − H
2
ε and the
(n− 1) others being equal to H1ε or H
2
ε . Consequently,
pK1×K2
(
L1n,ε − L
2
n,ε
)
≤ nV ol(K)n−1pV 2
(
H1ε −H
2
ε
)(
max
1≤i≤2
(pV 2(H
i
ε))
)n−1
.
Since (H1ε )ε and (H
2
ε )ε are in GC ln(X
2), there exists k ∈ N such that
max
1≤i≤2
(pV 2(H
i
ε)) ≤ k| ln ε|.
As (H1ε −H
2
ε )ε is in I(X
2), for all m ∈ N, there exists C > 0 such that pV 2
(
H1ε −H
2
ε
)
≤ Cεm
for ε small enough. Then
pK1×K2
(
L1n,ε − L
2
n,ε
)
≤ CεmnV ol(K)n−1kn−1| ln ε|n−1, for ε small enough.
Thus
pK1×K2
(
S1ε − S
2
ε
)
≤ Cεm
+∞∑
n=1
1
(n− 1)!
V ol(K)n−1kn−1| ln ε|n−1 ≤ Cεmε−kV ol(K),
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for ε small enough. Therefore, pK1×K2
(
S1ε − S
2
ε
)
= O
(
εm
′
)
as ε → 0, for all m′ ∈ N, that is
(S1ε − S
2
ε )ε belongs to I(X
2). Consequently, S does not depend on the choice of the represen-
tative of H in GC ln(X
2).
• It remains to prove that S is in GC(X
2), in order to define Ŝ. Set O = X2 \K2. For all
n ≥ 2, K1 ×K2 compact subset of O, one has
pK1×K2(Ln,ε) ≤ V ol(K)
n−1pK1×K(Hε)p
n−2
K2
(Hε)pK×K2(Hε).
Therefore
pK1×K2(Sε) ≤ pK1×K2(Hε) +
+∞∑
n=2
1
n!
V ol(K)n−1pK1×K(Hε)p
n−2
K2
(Hε)pK×K2(Hε).
We have either K1 ∩K = ∅ or K2 ∩K = ∅ since K1 ×K2 ⊂ O. Suppose, for example, that
K1∩K = ∅. Then K1×K ⊂ O. As H is in I(O) there exists, for all m ∈ N, a constant C > 0
such that
pK1×K2(Hε) ≤ Cε
m , pK1×K(Hε) ≤ Cε
m.
As H is in Hln(X
2), there exists k > 0 such that
pK×K2(Hε) ≤ k| ln ε| , pK2(Hε) ≤ k| ln ε|.
Thus
pK1×K2(Sε) ≤ Cε
m + Cεm
+∞∑
n=2
1
(n− 1)!
V ol(K)n−1kn−1| ln ε|n−1
≤ Cεm + CεmeV ol(K)k| ln ε| = O
(
εm−kV ol(K)
)
as ε→ 0,
which implies that (Sε)ε is in I(O). Consequently, S is null on O and has a compact support
included in K2.
6.2 Exponential of generalized integral operators whose kernel is in GL2 ln(X
2)
Theorem-definition 39 Let H be in GL2 ln(X
2) (X open subset of Rd). Denote by Ln the
kernel of Ĥn : GL2(X) → GL2(X) defined as in corollary 37 (with L1 = H) and by (Ln,ε)ε a
representative of Ln. For all ε ∈ (0, 1], the series
∑
n≥1
Ln,ε
n! , where (Ln,ε)ε ∈ HL2 ln(X
2) is a
representative of Ln, converges in L
2-norm. Its sum, denoted by Sε, defines an element (Sε)ε
of EL2(X
2).
By setting S = Cl (Sε)ε in GL2(X
2), we define the exponential of Ĥ as eĤ = Ŝ + Id where Id
is the operator identity.
Proof. We divide it in two parts. The first part contains the estimates of
∑
n≥1
Ln,ε
n! for a
particular representative of Ln, constructed from a representative (Hε)ε of H, and shows the
existence of (Sε)ε. The second part deals with the independence of Cl (Sε)ε with respect to the
chosen representative of H.
• Let H be in GL2 ln(X
2). Applying corollary 37, we have Ĥn = L̂n : GL2(X)→ GL2(X), for
all n ≥ 2, with Ln ∈ GL2(X
2) defined by Ln = Cl (Ln,ε) where, for all ε ∈ (0, 1] and (x, y) ∈ X
2,
Ln,ε(x, y) =
∫
Hε(x, ξ1)Hε(ξ1, ξ2) · · ·Hε(ξn−1, y) dξ1dξ2 · · · dξn−1
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and (Hε)ε denote a representative of H.
We are going to show by induction that ‖Ln,ε‖
n
2 ≤ ‖Hε‖
n
2 , for all n greater than 2. First, for
all ε ∈ (0, 1] and (x, y) ∈ X2, one has
|L2,ε(x, y)| =
∣∣∣∣∫ Hε(x, ξ)Hε(ξ, y) dξ∣∣∣∣ ≤ ‖Hε(x, ·)‖2 ‖Hε(·, y)‖2 .
Thus ‖L2,ε‖2 ≤ ‖Hε‖
2
2 and the first step is done. Assume that, for all (x, y) ∈ X
2,
|Ln−1,ε(x, y)| ≤ ‖Hε(x, ·)‖2 ‖Hε‖
n−3
2 ‖Hε(·, y)‖2 and ‖Ln−1,ε‖2 ≤ ‖Hε‖
n−1
2 .
Then, for all (x, y) ∈ X2,
|Ln,ε(x, y)| =
∣∣∣∣∫ Ln−1,ε(x, ξ)Hε(ξ, y) dξ∣∣∣∣ ≤ ‖Ln−1,ε(x, ·)‖2 ‖Hε(·, y)‖2 .
As
‖Ln−1,ε(x, ·)‖
2
2 ≤
∫
‖Hε(x, ·)‖
2
2 ‖Hε‖
2n−6
2 ‖Hε(·, y)‖
2
2 dy ≤ ‖Hε(x, ·)‖
2
2 ‖Hε‖
2n−4
2 ,
we get ‖Ln−1,ε(x, ·)‖2 ≤ ‖Hε(x, ·)‖2 ‖Hε‖
n−2
2 and |Ln,ε(x, y)| ≤ ‖Hε(x, ·)‖2 ‖Hε‖
n−2
2 ‖Hε(·, y)‖2 .
Consequently,
‖Ln,ε‖
2
2 ≤
∫ ∫
‖Hε(x, ·)‖
2
2 ‖Hε‖
2n−4
2 ‖Hε(·, y)‖
2
2 dxdy = ‖Hε‖
2n
2 ,
that is
‖Ln,ε‖2 ≤ ‖Hε‖
n
2 . (6)
With a similar method, we can prove that, for all n ≥ 2, (α, β) ∈ Nd × Nd \ {(0, 0)} and
(x, y) ∈ X2, ∣∣∣∂(α,β)x y Ln,ε(x, y)∣∣∣ ≤ ‖∂αxHε(x, ·)‖2 ‖Hε‖n−22 ∥∥∥∂βyHε(·, y)∥∥∥
2
,
and ∥∥∥∂(α,β)x y Ln,ε∥∥∥
2
≤ ‖∂αxHε‖2 ‖Hε‖
n−2
2
∥∥∥∂βyHε∥∥∥
2
. (7)
From the inequalities (6) and (7), we deduce that the series
∑
n≥1
Ln,ε
n! and
∑
n≥1
1
n!∂
(α,β)
x y Ln,ε
converge, in L2-norm. We set
Sε(x, y) =
+∞∑
n=1
Ln,ε
n!
(x, y), for all (x, y) ∈ X2,
and
Dα,βε (x, y) =
+∞∑
n=1
1
n!
∂(α,β)x y Ln,ε(x, y), for all (α, β) ∈
(
Nd × Nd
)
\ {(0, 0)}, (x, y) ∈ X2.
We turn to the study of these series. One has
‖Sε‖2 ≤
+∞∑
n=1
1
n!
‖Ln,ε‖2 ≤
+∞∑
n=1
1
n!
‖Hε‖
n
2 ≤ e
‖Hε‖2 .
As H is in GL2 ln(X
2), Hε is in L
2(X2) and Sε also, for all ε ∈ (0, 1]. Furthermore, ‖Hε‖2 =
O(| ln ε|) as ε tends to 0, that is there exists k ∈ N such that ‖Hε‖2 ≤ k ln |ε|. It follows that
‖Sε‖2 ≤ ε
−k.
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Furthermore, a straightforward exercise on distributions theory shows that, for all α, β ∈
Nd \ {(0, 0)} and ε ∈ (0, 1], ∂
(α,β)
x y Sε = D
α,β
ε in D′(X2).
Consequently,∥∥∥∂(α,β)x y Sε∥∥∥
2
=
∥∥∥Dα,βε ∥∥∥
2
≤
+∞∑
n=1
1
n!
∥∥∥∂(α,β)x y Ln,ε∥∥∥
2
≤
∥∥∥∂(α,β)x y Hε∥∥∥
2
+
+∞∑
n=2
1
n!
‖∂αxHε‖2 ‖Hε‖
n−2
2
∥∥∥∂βyHε∥∥∥
2
≤
∥∥∥∂(α,β)x y Hε∥∥∥
2
+ ‖∂αxHε‖2
∥∥∥∂βyHε∥∥∥
2
e‖Hε‖2 .
As H is in GL2 ln(X
2), there exists k ∈ N such that ‖Hε‖2, ‖∂
α
xHε‖2,
∥∥∥∂βyHε∥∥∥
2
and
∥∥∥∂(α,β)x y Hε∥∥∥
2
are less than ln
(
ε−k
)
, for ε small enough. Hence∥∥∥∂(α,β)x y Sε∥∥∥
2
= O
(
ε−k−1
)
as ε→ 0.
Finally, (Sε)ε is in EL2(X
2) and we can denote by S its class in GL2(X
2).
• We show now that S does not depend on the choice of the representative of H. Let (H1ε )ε
and (H2ε )ε be two representatives of H in GL2ln(X
2). As previously, from (H1ε )ε, we define
(L1n,ε)ε and (S
1
ε )ε, and from (H
2
ε )ε, we define (L
2
n,ε)ε and (S
2
ε )ε. For n greater than 2, we write
L1n,ε − L
2
n,ε, as in the proof of theorem-definition 38, as a sum of n integrals. After derivating
this last expression, we obtain, for (α, β) ∈ Nd ×Nd,
∥∥∥∂(α,β)x y (L1n,ε − L2n,ε)∥∥∥
2
≤
∥∥∂αx (H1ε −H2ε )∥∥2 ∥∥H1ε∥∥n−22 ∥∥∥∂βyH1ε (·, y)∥∥∥2
+
∥∥∂αxH2ε∥∥2 ∥∥H1ε −H2ε∥∥2 ∥∥H1ε∥∥n−32 ∥∥∥∂βyH1ε∥∥∥2
+ · · ·
+
∥∥∂αxH2ε∥∥2 ∥∥H2ε∥∥n−22 ∥∥∥∂βy (H1ε −H2ε )∥∥∥2 .
Since (H1ε )ε and (H
2
ε )ε are in GL2 ln(X
2), there exists k ∈ N such that for γ = (0, 0), γ = (α, 0)
and γ = (0, β), ∥∥∂γx yH iε∥∥2 ≤ k ln |ε| , for ε small enough and i = 1, 2.
As (H1ε −H
2
ε )ε is in IL2(X
2), for a given m ∈ N, there exists C > 0 such that, for γ = (0, 0),
γ = (α, 0) and γ = (0, β),∥∥∂γx y(H1ε −H2ε )∥∥2 ≤ Cεm, for ε small enough.
Then, each term in the right hand side of the estimate of
∥∥∥∂(α,β)x y (L1n,ε − L2n,ε)∥∥∥
2
is less than
C(k| ln ε|)n−1εm, for ε small enough. Thus∥∥∥∂(α,β)x y (L1n,ε − L2n,ε)∥∥∥
2
≤ Cn(k| ln ε|)n−1εm, for ε small enough.
Finally ∥∥∥∂(α,β)x y (S1ε − S2ε)∥∥∥
2
≤ Cεm
+∞∑
n=1
1
(n− 1)!
(k| ln ε|)n−1, for ε small enough
≤ Cεmek| ln ε|, for ε small enough.
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It follows that
∥∥∥∂(α,β)x y (S1ε − S2ε)∥∥∥
2
= O
(
εm−k
)
as ε → 0 for all m ∈ N and that (S1ε − S
2
ε )ε
is in IL2(X
2). Consequently, S does not depend on the choice of the representative of H in
GL2ln(X
2).
Remark 40 The generalization of the results presented in subsections 6.1 and 6.2 for the
exponential, to any entire function is straightforward by replacing the logarithm scale of growth
by an adapted scale.
6.3 Properties of the exponential of generalized integral operators
Proposition 41 Let X be an open subset of Rd. For H in GC ln(X
2) or in GL2 ln(X
2), we
have
Ĥ ◦ eĤ = eĤ ◦ Ĥ ; eaĤ ◦ ebĤ = e(a+b)Ĥ , for all (a, b) ∈ R2 ;
d
dt
etĤ = Ĥ ◦ etĤ .
Moreover, if K is in GC ln(X
2) or in GL2 ln(X
2) and if Ĥ and K̂ commute, which amounts to∫
H(·1, ξ)K(ξ, ·2) dξ =
∫
K(·1, ξ)H(ξ, ·2) dξ, then e
Ĥ ◦ eK̂ = eĤ+K̂ .
Proof. By applying the theorem concerning the characterization of generalized integral
operators by their kernel, we prove these properties by using the associated kernels. Denote by
Ker(·) the kernel of a generalized integral operator. From H in GC ln(X
2) or GL2 ln(X
2), we
define S and Ln, for n ≥ 1, as in Theorem-definitions 38 or 39. Note that, for all integers p, q
greater than 1, one has ∫
X
Lp(·1, ξ)Lq(ξ, ·2) dξ = Lp+q(·1, ·2).
We are going to prove these properties for H in GC ln(X
2) and the case whereH is in GL2 ln(X
2)
is treated analogously. We also don’t go back to representatives: All the sums written below
are well defined and independent of representatives. Integrals are performed on a compact set
κ such that the support of H is contained in the interior of κ2
• One has Ĥ ◦ eĤ = Ĥ ◦ Ŝ + Ĥ and
Ker
(
Ĥ ◦ Ŝ
)
(·1, ·2) =
∫
κ
H(·1, ξ)S(ξ, ·2) dξ =
∫
κ
H(·1, ξ)
+∞∑
n=1
Ln
n!
(ξ, ·2) dξ =
+∞∑
n=1
Ln+1
n!
(·1, ·2).
Thus
Ker
(
Ĥ ◦ eĤ
)
=
+∞∑
n=1
Ln+1
n!
+H.
Knowing that
∫
κH(·1, ξ)Ln(ξ, ·2) dξ = Ln+1(·1, ·2) =
∫
κ Ln(·1, ξ)H(ξ, ·2) dξ, one gets
Ker
(
Ĥ ◦ eĤ
)
= Ker
(
eĤ ◦ Ĥ
)
,
which implies the result.
• One has ecĤ = Ŝc + Id, for c = a, b, a+ b, with
Sc(·1, ·2) =
+∞∑
n=1
cn
n!
∫
κn−1
H(·1, ξ1) · · ·H(ξn−1, ·2) dξ1 · · · dξn−1 =
+∞∑
n=1
cn
n!
Ln(·1, ·2).
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We have eaĤ ◦ ebĤ = Ŝa ◦ Ŝb + Ŝa + Ŝb + Id, and
Ker(Ŝa ◦ Ŝb)(·1, ·2) =
∫
κ
+∞∑
n=1
an
n!
Ln(·1, ξ)
+∞∑
n=1
bn
n!
Ln(ξ, ·2) dξ
=
+∞∑
n=2
n−1∑
k=1
an−kbk
(n− k)!k!
Ln(·1, ·2) =
+∞∑
n=2
1
n!
n−1∑
k=1
Ckna
n−kbkLn(·1, ·2).
Thus
Ker
(
Ŝa ◦ Ŝb + Ŝa + Ŝb
)
=
+∞∑
n=2
1
n!
n−1∑
k=1
Ckna
n−kbkLn +
+∞∑
n=1
an
n!
Ln +
+∞∑
n=1
bn
n!
Ln
=
+∞∑
n=1
1
n!
n∑
k=0
Ckna
n−kbkLn =
+∞∑
n=1
1
n!
(a+ b)n = Sa+b,
which implies the required property.
• One has etĤ = Ŝt + Id with St =
+∞∑
n=1
tn
n!Ln, so
d
dte
tĤ = ddt Ŝt =
d̂
dtSt. Now
d
dtSt =
+∞∑
n=1
tn−1
(n−1)!Ln. Furthermore Ĥ ◦ e
tĤ = Ĥ ◦ Ŝt + Ĥ and
Ker
(
Ĥ ◦ Ŝt
)
(·1, ·2) =
∫
κ
H(·1, ξ)
+∞∑
n=1
tn
n!
Ln(ξ, ·2) dξ
=
+∞∑
n=1
tn
n!
Ln+1(·1, ·2)
=
+∞∑
n=2
tn−1
(n− 1)!
Ln(·1, ·2) =
d
dt
St(·1, y)− L1(·1, ·2).
As L1 = H, one gets Ĥ ◦ e
tĤ = d̂dtSt =
d
dte
tĤ .
• From T in GC ln(X
2), we define, for n ≥ 1, ST and LT,n as in Theorem-definition 38.
Take H and K which commute and κ a compact set such that the supports of H and K are
contained in the interior of κ2. On one hand, we have eĤ ◦ eK̂ = ŜH ◦ ŜK + ŜH + ŜK + Id with
Ker
(
ŜH ◦ ŜK
)
(·1, ·2) =
∫
κ
+∞∑
n=1
1
n!
LH,n(·1, ξ)
+∞∑
n=1
1
n!
LK,n(ξ, ·2) dξ
=
+∞∑
n=2
n−1∑
k=1
1
(n− k)!k!
∫
κ
LH,k(·1, ξ)LK,n−k(ξ, ·2) dξ
=
+∞∑
n=2
1
n!
n−1∑
k=1
Ckn
∫
κ
LH,k(·1, ξ)LK,n−k(ξ, ·2) dξ.
Thus
Ker
(
ŜH ◦ ŜK + ŜH + ŜK
)
=
+∞∑
n=1
1
n!
n∑
k=1
Ckn
∫
κ
LH,k(·1, ξ)LK,n−k(ξ, ·2) dξ.
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On the other hand, we have eĤ+K̂ = Id+ ŜH+K with Ker(ŜH+K)(·1, ·2) =
+∞∑
n=1
1
n!LH+K,n(·1, ·2)
and, for all n greater than 1,
LH+K,n(·1, ·2) =
∫
κn−1
(H +K) (·1, ξ1) · · · (H +K) (ξn−1, ·2) dξ1 · · · dξn−1
=
n∑
k=1
Ckn
∫
κ
LH,k(·1, ξ)LK,n−k(ξ, ·2) dξ.
This last equality follows from a straightforward induction, which uses mainly the fact that
H and K commute, which implies that LH,p and LK,q have the same property for all integers
p ≥ 1 and q ≥ 1. Thus Ker(ŜH+K)(·1, ·2) = Ker
(
ŜH ◦ ŜK + ŜH + ŜK
)
, which ends the proof.
6.4 Example: A unitary generalized integral operator
In this subsection, we apply the above results to the special case of operators with symmetrical
kernel, which are essential in view of forthcoming applications to theoretical physics. Fix X an
open subset of Rd.
Proposition-definition 42 The map (f, g) 7→
∫
f(x)g¯(x) dx from (GL2(X))
2 to C defines a
generalized scalar product on GL2(X), that is (·, ·) is bilinear, positive ((f, f) has a represen-
tative (ϕε)ε with ϕε ≥ 0 for all ε ∈ (0, 1]) and non degenerate, id est: (f, f) = 0 in C implies
that f = 0 in GL2(X).
Proof. The only non trivial assertion is the last one. Take f such that (f, f) = 0 in C and
denote by (fε)ε one of its representatives. For all n ∈ N, ‖fε‖2 = O(ε
n) as ε→ 0, that is (fε)ε
is in Il2(X). Furthermore (fε)ε ∈ EL2(X) so (fε)ε ∈ Il2(X) ∩ EL2(X) = IL2(X) (this result is
proved in [8] by a method analogous to the one employed in the proof of theorem 1.2.3 in [12]),
which means that f = 0 in GL2(X).
Definition 43 We say that a generalized function H of GL2(X
2) is symmetric if, for all
(x, y) ∈ X2, H(x, y) = H(y, x) in C.
Remark 44 If H of GL2(X
2) is symmetric, then Ĥ is symmetric for the generalized scalar
product introduced in proposition-definition 42, that is (Ĥ (f) , g) = (f, Ĥ (g)) for all f, g ∈
GL2(X
2).
Definition 45 We say that a generalized operator A : D(A) ⊂ GL2(X) → GL2(X) is unitary
if, for all (f, g) ∈ D(A)2, one has (A (f) , A (g)) = (f, g).
Proposition 46 Let H be a symmetric generalized function in GL2 ln(X
2). The generalized
integral operator eitĤ is unitary.
Proof. We don’t go back to representatives as in subsection 6.3. As eitĤ ◦ e−itĤ = Id, we
have just to prove that
(
eitĤ(f), g
)
=
(
f, e−itĤ(g)
)
in C, for all f, g ∈ GL2(X). Let f and g be
in GL2(X). By definition of the exponential, it suffices to show that
(
Ŝit(f), g
)
=
(
f, Ŝ−it(g)
)
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in C. We have (
Ŝit(f), g
)
=
∫
X
Ŝit(f)(x)g¯(x) dx
=
∫
X
+∞∑
n=1
(it)n
n!
∫
X
Ln(x, y)f(y) dy g¯(x) dx
=
+∞∑
n=1
(it)n
n!
∫
X
∫
X
Ln(x, y)f(y)g¯(x) dydx.
As H is symmetrical, so is Ln for all n ≥ 1 and, by applying Fubini’s theorem, one gets(
Ŝit(f), g
)
=
+∞∑
n=1
(it)n
n!
∫
X
∫
X
L¯n(y, x)f(y)g¯(x) dxdy
=
∫
X
f(y)
(∫
X
+∞∑
n=1
(it)n
n!
L¯n(y, x)g¯(x) dx
)
dy
=
(
f, Ŝ−it(g)
)
.
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