For sequentially observed functional data exhibiting multiple change points in the mean function, we establish consistency results for the estimated number and locations of the change points based on the norm of the functional CUSUM process and standard binary segmentation. In addition to extending similar results in Venkatraman (1992) and Fryzlewicz (2014) for scalar data to the general Hilbert space setting, our main results are established without assuming the Gaussianity of the data, and under general linear process conditions on the model errors.
INTRODUCTION
Functional data analysis has emerged as a vibrant area of research in statistics over the past several decades, likely owing to the multitude of data collected, often at a high resolution, over a continuum. Such data can be viewed as discrete observations from functional data objects taking values in a function space. In a number of examples, functional data objects are obtained sequentially as a functional time series. We refer to Horváth and Kokoszka (2012) and Ramsay and Silverman (2002) for textbook length treatments of functional data analysis, and to Bosq (2000) and Hörmann and Kokoszka (2012) for reviews of functional time series analysis.
In the setting of functional time series, one often encounters series of curves that exhibit nonstationarity that appear as "shocks" or structural changes in the data generating mechanism. A simple model for such data is a change point model, in which various features of the series are allowed to change at unknown points over the observation period. Recently a number of authors have studied change point models and methods to estimate them based on sequentially observed functional data, see Aue et al. (2009) , Berkes et al. (2009) , Chiou et al. (2019) , Aue and Rice (2018) , Aston and Kirch (2012b) , Aston and Kirch (2012a) , Bucchia and Wendler (2017) and Sharipov et al. (2016) , who study changes point models for the mean structure, and Stoehr et al. (2019) , Sharipov and Wendler (2019) , and Dette and Kutta (2019) who consider changes in the higher order moment structure. Outside of Chiou et al. (2019) , these papers generally consider the setting in which at most one change point is allowed in the model, and when this is not the case binary segmentation is proposed as a reasonable method to estimate and infer more than one change point.
Binary segmentation is an intuitive method to extend procedures for identifying a single change point to identify multiple changes, in which the sample is repeatedly segmented into two sub-samples based on estimates of a single change point until some stopping criterion is satisfied in order to identify further change points. Vostrikova (1981) is usually credited with first having introduced the idea, and Venkatraman (1992) established the consistency of the procedure based on the standard CUSUM process for identifying and localizing changes in the mean of an independent and homoscedastic Gaussian sequence. Though a number of more modern techniques for identifying multiple changes points have been put forward, for example the PELT (Killick et al. (2012) ) and MOSUM (Eichinger and Kirch (2018) and Husková and Slabý (2001) ) procedures, binary segmentation continues to be improved upon, see Cho and Fryzlewicz (2012) and Fryzlewicz (2014) , and exhibits strong and competitive performance, even in high-dimensional and non-stanard settings where more modern techniques have been less explored, see e.g. Cho and Fryzlewicz (2015) .
The goal of this note is to establish the consistency of binary segmentation in detecting and localizing change points in the mean of a functional time series based on the norm of a functional analog of the CUSUM process. Beyond generalizing the results of Venkatraman (1992) and the consistency results of Fryzlewicz (2014) regarding binary segmentation to the general separable Hilbert space setting, 1) our main results do not require Gaussianity of the observations, which is a typical assupmtion in the scalar literature on this topic, and 2) we allow for serial dependence in the change point model errors, which we assume evolve as a stationary linear process.
This note is organized as follows: In Section 2, we define the change point model that we consider, and detail the functional CUSUM process as well as the binary segmentation procedure. We also state our main result regarding the consistency of binary segmentation in this setting. Section 3 is devoted to the proof of the main result.
PROBLEM STATEMENT AND MAIN RESULTS
Let H be a separable Hilbert space with inner product denoted x, y , for x, y ∈ H, and corresponding norm x 2 = x, x . Generally we are interested in the case when H is infinite dimensional, although the below results will still hold when H is finite dimensional. The example when H = L 2 ([0, 1], R), where L 2 ([0, 1], R) denotes the space of square integrable real valued functions on the unit interval, is a typical setting for functional data analysis where the data can be thought of as realizations of stochastic processes indexed by some compact set that have square integrable sample paths. Suppose that we observe data X 1 ,X 2 ,...,X n taking values in H sequentially, perhaps as a functional time series. All random functions considered in this paper are assumed to be defined over a probability space (Ω, F, P r) and are F − B H measurable, where B H denotes the Borel σ-algebra of subsets of H. In the following discussion we assume E X i < ∞, so that the mean element of X i is well defined, see Section 1.5 of Bosq (2000) . We consider in this note the location-error model for the observations X i ,
where E[ε i ] = 0 for all i, and u i ∈ H is the deterministic mean function of X i . We assume that the mean functions follow a generic change point model:
The model (2) basically specifies that the mean of the series X 1 , ..., X n changes at m n points, v (n) 1 , ..., v (n) mn , with µ 1 , ..., µ mn denoting the constant means between each change point. Here we allow for the case that m n increases with the sample size n, and also locations of the change points v (n) 1 , ..., v (n) mn may evolve with n. Below we suppress the dependence on n of the change points, and denote them v 1 , ..., v mn .
The basic goal then is to infer based on the data the number of change points m n and their locations v 1 , ..., v mn . A standard method to do this is to employ binary segmentation, which involves sequentially splitting the original sample into two sub-samples based on an initial change point estimate, estimating change points on each sub-sample, and then repeating until some stopping criterion is satisfied. To formulate this method more rigourously, suppose that we have arrived at some point in the procedure at a sub-sample with starting index l and ending index u satisfying 0 < l < u ≤ n. In order to identify and estimate change points, one typically considers sequential estimates of the mean function based on the partial sum process S k = k j=1 X j , 1 ≤ k ≤ n. Then, in order to estimate changes points on the sub-sample with indices between l and u, we consider the generalized CUSUM process S k l,u defined as
Intuitively if there exists one or more change points in the sub-sample with indices between l and u, S k l,u will be large, and further the pointk l,u = arg max l≤k≤u S k l,u estimates a change point. Deciding whether to include or excludek l,u as a potential change point can be determined by the magnitude of S k l,u : if this magnitude is large enough, say exceeding some threshold ξ n , we then includek l,u among the estimated change points, and further segment the sub-sample based on this estimate. The binary segmentation procedure may then be formally described with the following algorithm, as presented in Fryzlewicz (2014) .
BINSEG(1, n, ξ n ) then returns a set of estimated change pointsV = {v 1 , ...,vm n }, and an estimated number of change pointsm n = |V|. We wish to establish the consistency of these estimates under general conditions on the model (1) and (2). As such, we make the following assumptions: Bosq (2000) ). The errors ε i follow an invertible linear process in H such that
where h 0 is the identity operator, and h j is a sequence of bounded linear operators on H satisfying ||h j || L < aρ j for some scalars a > 0 and ρ ∈ (0, 1), with || · || L denoting the operator norm. Moreover, there exists a ι > 0 such that E[exp(ι||ε 0 ||)] < ∞.
One way in which the results here differ from previous results on the consistency of binary segmentation in this direction in the scalar setting is that we do not assume that the errors are independent and Gaussian, but rather we assume simply that the norms of the errors have sub-exponential tails. Assumption 1 also allows the errors to be serially dependent, and covers many basic functional time series models, including functional autoregressive models under standard conditions. Assumption 2. The minimal jump magnitudes ∆ = inf 1≤j≤mn ||µ j+1 − µ j || > η > 0 for all n.
Assumption 3 simultaneously restricts the minimal distance between change points and the maximal possible number of changes points, since under this assumption m n cannot approach infinity faster than n/δ n , which is on the order of n ω . This rate is similar to that considered in Venkatraman (1992) . The case when ω = 0 corresponds to a finite number of change points. Theorem 2.1. Suppose Assumptions 1-4 hold, and letm n andv 1 ,v 2 , . . . ,vm n be respectively the estimated number and locations of the change points, with the estimated change points sorted into increasing order. If the threshold ξ n in the binary segmentation algorithm satisfies that n 3/8+e < ξ n < n 1/2−ω−e for any positive constant e < 1/8
and f n = n 5/8+ω log(n).
Theorem 2.1 establishes that, so long as the threshold ξ n is chosen to increase with the sample size at an appropriate rate depending on the number and spacing of change points, then with probability approaching one, the binary segmentation procedure is able to both consistently estimate the number of change points, and localize them to a neighborhood that is both relatively negligible compared to the sample size, as well as the minimal distance between change points, δ n , defined in Assumption 3. When the number of change points is fixed, i.e. ω = 0, then consistency can still be achieved when the threshold increases only logarithmically with the sample size, but we do not consider that result here for the sake of brevity.
PROOF OF THEOREM 2.1
Below we suppose that Assumptions 1-4 are always satisfied. We use C i to denote unimportant absolute numerical constants.
and
The binary segmentation algorithm involves estimating change points on sub-samples, and so in the below Lemmas we generally use l and u to denote the starting and ending index of the sub-sample under consideration. For any starting index l and ending index u, if there are change points between l and u, we use the notation i 0 and β ≥ 0 to describe the starting index and number of change points between l and u, so that
where i 0 ≤ m n − β. Let I = {1, 2, . . . , β} be the index set of the change points between l and u. The mean function between v i 0 +γ and v i 0 +γ+1 will be µ i 0 +γ+1 unless otherwise specified for γ ∈ I.
By Bonferroni's inequality,
By Theorem 7.5 of Bosq (2000) , there exist positive constants C 2 and C 3 so that
The same arguments establish this bound for P r W k,2 l,u > C 1 log p (n)/2 as well. By substituting (12) back to (11), we get that
Noticing that
where a n ∼ b n denotes that a n /b n converges to a positive constant, the lemma immediately follows.
Since the function Θ k l,u as defined by (5) is invariant under translation, we may assume without lose of generality that
In the following lemmas, when we refer to the mean functions of functional observations X k within the segment {l + 1, l + 2, . . . , u}, we hence assume the observations have been shifted so that (15) holds.
Proof. We consider two cases separately: (i) There is only one change point between l and u and, (ii) There is more than one change point between l and u. Case 1: |I| = 1 There is only one change point between l and u, v i 0 +1 , which we denote as v. Let the mean functions within [l, v] and [v + 1, u] be µ and µ ′ , respectively. Then we have for l < k < v,
From this it is clear that ||Θ k l,u || is either a monotonically increasing or identically zero as a function of k satisfying l < k < v. Similarly, for any k such that v < k < u, we have
which is also monotonically decreasing or identically zero as a function with respect to k. Moreover, ||Θ k l,u || cannot be zero over the entire segment [l, u] as ||µ − µ ′ || > ∆ implies max(||µ||, ||µ ′ ||) > ∆ 2 > 0. Thus, ||Θ v l,u || = max l<k<u ||Θ k lu ||, and the maximum v is unique.
The case when v is the left most change point can be handled similarly. Otherwise, let
Therefore, for any k between v and v ′ , we may rewrite Θ k l,u as follows:
the numerator of f (x). If we further simplify s:
where a ′ = ||µ i 0 +α+1 ||, b ′ = α j=1 (d j − d j−1 )||µ i 0 +j || − d α a ′ and t = α j=1 (d j −d j−1 ) µ i 0 +j , µ i 0 +α+1 −||µ j ||·||µ i 0 +α+1 || . Notice that by the Cauchy-Schwarz inequality, t ≤ 0. Moreover, (19) can be represented as
then what we now wish to
show is that f achieves a maximum over the interval [d * 1 , d * 2 ] at a point on the boundary, at either
where g(x) is a quadratic function with vertex − c a+b , when (a + b) = 0. First notice that
There are three scenarios that we consider: (i) a + b = 0. (ii) a + b > 0, and (iii) a + b < 0. Scenario 1: a + b = 0 First we claim that in this case c = 0. If c = 0, then we will have b ′ = t = 0. Notice that,
Therefore, a+b = 0 and c = 0 implies a ′ = ||µ i 0 +α+1 || = 0 and b ′ = α j=1 (d j −d j−1 )||µ i 0 +j ||− 0 = 0. Combining these lead to µ i 0 +1 = µ i 0 +2 = . . . = µ i 0 +α+1 = 0 which contradicts Assumption 2. Under this scenario, g(x) = c(2x − 1) and g(0) = −c < 0. This implies f (x) decreases on [0, 0.5] and increases on [0.5, 1]. Scenario 2: a + b > 0 The vertex of g(x) is − c a+b which is negative in this case. Therefore, g(x) is negative from 0 to some real number x 0 , and is positive from x 0 to infinity if c > 0. If c = 0, then g(x) is always positive, which implies f (x) strictly increases on [0, 1]. Scenario 3: a + b < 0 In this scenario, The vertex − c a+b will be positive and the maximum of g(x) is −[ c 2 a+b + c]. If the maximum of g(x) is negative, then g(x) is always negative and f (x) will be strictly decreasing. Otherwise, we will have −[ c 2 a+b + c] > 0 which implies c a+b < −1. The roots of g(x) are x 1 = − c a+b ( c a+b + 1) − c a+b and x 2 = + c a+b ( c a+b + 1) − c a+b . Clearly, x 2 > 1. Therefore, g(x) is either positive from 0 to 1 or negative from 0 to x 1 and positive from x 1 to 1. Once again, f (x) over [0, 1] is either strictly increasing, or decreasing and then increasing, respectively.
It follows then in all cases that f (x) is maximized over [d * 1 , d * 2 ] at either d * 1 or d * 2 , from which the lemma follows.
Remark 1. From equation (16) and (17), ||Θ l l,u || = ||Θ u l,u || = 0
The following conditions are imposed through the below Lemmas 3.3 -3.6 on the sub-sample between l and u: l < v i 0 +r − ξδ n < v i 0 +r + ξδ n < u for some r ∈ I and ξ ∈ 1 2 , 1
Proof. Let a = max l<k<u ||M k − M l ||. Then we aim to show that a ≥ ξ∆ 4 δ n under condition (22) and Assumptions 1-
Since ||µ − µ ′ || ≥ ∆, we get by the reverse triangle inequality that max (||µ||, ||µ ′ ||) ≥ ∆ 2 . Moreover, immediately we get from (22) and (23) that there is no change point between [v − ξδ n , v) and (v, v + ξδ n ]. it leads to
Then we claim that max l<k<u ||M k − M l || ≥ ξ∆ 4 δ n . If not,
These with the triangle inequality contradict (24). Furthermore, because
Lemma 3.4. Suppose the sub-sample with starting and ending index l and u respectively satisfy (22) and (23). Under A1 -A4, for those C 1 and p in Lemma 3.1, let Θ l,u = max l<k<u ||Θ k l,u || and v be a change point that satisfies l < v < u,
Then we have that
for some positive real numbers C l and C u , independent from sample size.
Proof. Let v = v i 0 +i for some i ∈ I. First notice that either min(v − l, u − v) ≤ n 5/8+ω log(n) or min(v − l, u − v) ≥ δ n − n 5/8+ω log(n) by the setting (7) and (22). If the former holds, suppose v − l ≤ n 5/8+ω log(n). Immediately we get M v − M l = (v − l)µ by assuming the mean function between l and v is µ. This leads to (v − l)||µ|| ≤ Bn 5/8+ω log(n). However, n 5/8+ω log(n) = o(δ n ) as ω < 1/8, which with (26) contradicts Lemma 3.3. If instead u − v ≤ n 5/8+ω log(n) we may obtain a similar contradiction. Thus,
Since 
for some constants C 4 and C 5 . This follows since n 5/8+ω log(n) = o(δ n ), and hence lim n→∞ δ n − n 5/8+ω log(n) δ n = 1
Therefore, for any ǫ > 0, there exists an integer K such that δ n − n 5/8+ω log(n) ≤ (1 + ǫ)δ n , for all n ≥ K. So we may take C 5 = √ 1 + ǫ and the upper bound follows.
The lower bound for ||Θ v l,u || is obtained by (26) and Lemma 3.3. Indeed,
Equation (31) uses the same argument used to establish the upper bound for ||Θ v l,u ||. Lemma 3.5. Suppose l, u satisfy (22) and (23). Let v the be change point satisfying (26) . Then there exists γ 1 and γ 2 satisfying 0 < γ i ≤ n 5/8+ω log(n), i = 1, 2 so that
Proof. The result follows directly from Lemma 2.6 in Venkatraman (1992) . Indeed,
which share the same form as the quotient in Lemma 2.6 of Venkatraman (1992) .
Lemma 3.6. Suppose l, u satisfies condition (22) and (23). Then the estimated location of the change pointk = argmax
. . , v i 0 +β }, f n = n 5/8+ω log(n), and dist(x, A) = inf {|x − a| | ∀a ∈ A}.
Proof. On A n , we have that max l<k<u ||W k l,u || ≤ C 1 log p (n). Let k * = argmax l<k<u ||Θ k l,u ||. Therefore, on A n , we have by the triangle inequality that
We aim now to show that dist(k, V) > f n ∩ A n is empty for all n sufficiently large. Suppose the above set is non-empty and contains an element ν. Regardless of the value ofk, it is between v := v i 0 +r and v ′ := v i 0 +r+1 for some r ∈ I. If r = β, then let v ′ = u. Lemma 3.2 and the above inequalities imply that ||Θ k l,u || is either monotonic or decreases and then increases between v and v ′ , and so max(||Θ v l,u ||, ||Θ v ′ l,u ||) > ||Θk l,u || > Θ l,u − 2C 1 log p (n). If v is the right-most change point between l and u, then v −u ≥ δ n −f n by (28) (26), there exists a γ ∈ (0, f n ) by Lemma 3.5 so that
for all n sufficiently large. If ||Θ k l,u || is strictly decreasing from v to v ′ , then
which is a contradiction. Therefore, ||Θ k l,u || must be first decreasing and then increasing, and further must be increasing for all integers k such that k >k. In this case, we will have ||Θ v ′ l,u || > ||Θk l,u || which implies ||Θ v ′ l,u || satisfies (26). So again by Lemma 3.5,
for some r ′ ∈ (0, f n ) and for all n sufficiently large. The same argument could be applied here
giving another contradiction. If ||Θ v l,u || < ||Θ v ′ l,u ||, a similar argument can be applied. In summary, the above argument shows the event dist(k, V) > f n ∩ A n is empty for all n sufficiently large, and so the result follows by the continuity of the probability measure.
Lemma 3.7. Suppose l and u such that one of the following conditions are satisfied with f n defined in Lemma 3.6
Then on the set A n , then for large n, we will have max l<k<u ||S k l,u || ≤ C 6 n 3/8 log(n)
where C 6 is independent from sample size.
Proof. Indeed, Case1 : β = 0 If the first condition holds, then there is no change point between l and u. Therefore, ||S k l,u || = ||W k l,u ||. The uniform bound then will be C 1 log p (n) as ε ε ε ∈ A n Case2 : β = 1
If the second condition holds then
2B n 5/8+ω log(n) ≤ C 1 n 3/8 log(n) Therefore, max l<k<u ||S l,u || ≤ max l<k<u ||Θ l,u || + max l<k<u ||W l,u || ≤ Θ l,u + C 1 log p (n)
≤ C * 1 n 3/8 log(n) as C 1 log p (n) = o n 3/8 log(n)
Case3 : β = 2 If the third condition holds then
≤ C 2 n 3/8 log(n)
Apply the same argument as the second case, we will have max l<k<u ||S l,u || ≤ C * 2 n 3/8 log(n)
Therefore, we will have Θ l,u ≤ max(C * 1 , C * 2 )n 3/8 log(n) = C 6 n 3/8 log(n)
Proof of Theorem 2.1. First notice that P r[B c n ] = P r[B c n ∩ A n ] + P r[B c n ∩ A c n ]. By Lemma 3.1, P r[B c n ∩ A c n ] → 0 as n → ∞. On A n , the binary segmentation procedure begins by letting l = 0 and u = n. l and u satisfy conditions (7), (22) and (23) as long as m n ≥ 1. Thus, for all n sufficiently large and on the set A n the first estimatork 1 will fall into a neighbourhood of width f n of some change point v i 0 +r for some r ∈ {1, 2, . . . , m n } by Lemma 3.6. Binary segmentation starts again on the new sub segments with starting and ending indices l 1 1 = 0, u 1 1 =k 1 , and start l 1 2 =k 1 , u 1 2 = n. The procedure is repeated on each segment as long as (7) and (23) are satisfied on each segment. If we have detected less than m n change points, then there must exist a segment {l, l + 1, . . . , u} such that (7) and (22) hold. Moreover, l and u are estimated location of change point which implies, on A n for n sufficiently large, l and u must be within f n of one of the true change points, which implies (23) is satisfied. Thus, one more change point in that segments will be detected by Lemma 3.3. Hence,m n ≥ m n necessarily on A n for n sufficiently large. Once we have detected m n change points, the end-points of each segment will satisfy one of the cases in Lemma 3.7. It follows then that B c n ∩ A n is the empty for all n sufficiently large, and hence P r[B c n ∩ A n ] → 0 as n → ∞ by the continuity of the probability measure. Thus, with the above, P r[B c n ] → 0 as n → ∞.
