ABSTRACT
INTRODUCTION AND RATIONALE
In a separate paper (Ho, Sreenivas, and Vakili 1992) Ho, Sreenivas, and Vakili (1992) is that the performance estimation errors are i.i.d. In applications such as performance estimation for DEDS via simulation, this assumption of independent estimation error from one design to next may not hold due to the use of common random variables, replications with identical initial conditions, and parallel simulation (Vakili, Mollamustafaoglu, and Ho 1992) , etc. Question then naturally arises as to the validity of the noise immunity property of ordinal optimization in such cases. Intuitively, we expect that correlation among the estimation errors seldom can hurt and actually helps most of the time. In the extreme case of positive correlation, i.e. all estimation errors are the same. It is clear, the observed (estimated) order of performance will coincide with the actual order. Similarly, in the case of extreme negative correlation between adjacent performances, by which we mean that only half of the estimation errors are positively correlated, then the effect at worst is to remove half of the performance samples from consideration and the remaining half will be positively correlated which again helps. The purpose of this short paper is to confirm theoretically and experimentally the above conclusion and the intuitive justification above. But the model of (1) does not account for perverse non-constant mean such as the largest positive mean at the best design and monotonically decreasing to the reverse at the worst design).
The normal distribution assumption can be easily justified based on the central limit theorem for most cases. Also this is the only reasonable model which satisfies the stationary condition that the marginal distribution of each w is the same. In Appendix B, we numerically investigate the covariance matrix A for some simple queueing systems. As we discover, matrix A often has some nice and simple properties.
As discussed in Ho, Sreenivas, and Vakili (1992) , the types of ordered performance curves, (i.e., a plot of the performance of various designs ordered according to magnitude.
Thus, the curve must be monotonically increasing if we number the best design as #1, the next best as #2, . . . etc.) particularly for behaviors near the global optimum are limited to three: steep, flat and linear. To this end we suggest a generic set of such ordered performance curves parameterized by k according to Equation (2)
which is illustrated in Fig, 1 3.
EXPERIMENTAL STUDY
Given the estimation error model and the generic set of performance curve in section 2, we are in a position to do a comprehensive set of experiments and to answer the question
What is the effect of correlation in performance estimation errors on the noise immunity property of ordinal optimization? Ho, Sreenivas, and Vakili (1992) , they use U(O, 100) as their noise model which has mean 50 and variance 10000/12. So we choose the same variance to get the experiment results.) and a and b are two constants such that a2+b2=l (this condition insure that the variance of any w is equal to the variance of v which is 10000/12). We know that in this model the noise is exponentially distributed. Matrix A in (1) is then given by
We can easily verify that the correlation of estimation errors is increasing with respect to 'a' and geometrically decreasing from one evaluation to the next.
In the experiments, we vary We summarize our experimental results in Fig.2 .
It can be observed from the figure that q When the correlated factor "lal" increases from O to 1, the average number of good designs, m, does not decrease. When O<aSO.9, m is almost unchanged. When a>O.9, m increases quickly as to be expected. So we can say the correlation definitely does not make our results . In the extreme case of positive correlation, i.e. Wi = Wj for i,j, the observed order of performance will coincide with the actual order. In the extreme case of negative correlation between adjacent performances, i.e. Wi+l = -wi, the number m is always more than 5 but less than 10. This confirms the intuition that the effect at worst is to remove half of the performance samples from consideration. This effect is also seen in the figure.
" When '%" increases, i.e. the curve becomes steeper, the number of good designs also increases, i.e. the alignment approaches one. But it is a nonlinear increase. So the steeper the performance curve is, the better the result is.
Generally, for an arbitrary system the noise model may not be exponentially 
Clearly, the previous case is a special case of this one. which-A = 1 for all n and c = a. Here we vary c and it
can be easily to verify that the correlation is increasing with respect to c. The experimental results we obtained are similar to those of the previous case.
Before closing this section, we mention that we also tested the case in which VI, . . .. vN are i.i.d. uniform random variables (we want to emphasize that in this case Wn's do not have the same type of distribution). Our results for this case have been included in Appendix A, in which we can see that the very similar, though slightly different, conclusions to those we observed for the normal distribution case carI be drawn.
THEORETICAL ANALYSIS
In the previous section, we show experimentally how correlated noise can affect ordinal optimization.
In this section, we will provide some theoretical analysis to back up some of our claims and observations we made based on experimental results. It is clear Prob(J1ll c J121)is an increasing function with respect to 012. This means that the larger a12 is, the more likely we will pick up the right design -number one.
We now consider the case N=3.
In this case, we examine the effect of~23 on Prob(J[ll < J121,J1ll c J131), which is the probability that the only design we pick up based on our estimation is the top one. Again, we assume that (WI ,W2,W3) is normally distributed with mean and covariance matrix In what follows we shall show that the integral in (3) increases with respect to p 1z, which is equivalent to show that the area A(p12) becomes relatively larger in terms of the integrand in (3) wheh p12 increases. Let us first drop the condition~yl < c1 in (3) consider
Note that the distance from the origin (0,0) to the linẽ 2 c 
QED
The above theoretical results for N =2 and 3 show that in general the larger the correlation between estimation noises the better chance we have to find actual "good" designs.
Of course, for high dimension cases our calculation becomes extremely difficult and tedious if not impossible;
hence one has to resort experimental methods as we did in the previous section.
CONCLUSION
We are thus moved to conclude that Similar to what we did in Section 2, we tested a case in which WI = VI, and Wn+l = awn +-bvn+l (n = 1, . . ., N-1), where VI, . . .. vN are i.i.d. U(-50, 50) and a and b are two constants such that a2+b2=l.
The results are given in Figure 5 .
From the figure we can see that q For the flat case, when the correlated factor "lal" increases from O to 1, the number of good designs in the top-ten first decreases slightly and then increases. This implies that the correlation is not always helpful. The reason why this occurs is as follow. We keep the mean and variance of wi fixed. But the distribution of wi is not U (-50, 50 Customers arrive at node 1 with rate Z1=0.5. Upon service completion at node 1, customers goes to node 1 with probability 0.5 and to node 2 with probability 0.5.
The objective function J is the average sojourn time of a customer in the network. We want to minimize under the constraint VI + p.2 = 4, where pi is the service rate at node i. 24 different values of j.+ are chosen which are uniformly distributed over [1. 16, 3.46] and PI = 2.46 is (arbitrarily) chosen as the reference value. Again we run 200 replications to obtain the correlation between each value of the parameter and the reference value. In each replication the run length is 1000 customers. Figure 8a shows the correlation between the values larger than 2,46 and 2,46 and Figure 8b shows 
