It is important to check the performance of devices which produce entangled quantum states. We consider a problem to optimize the checking scheme under the framework of hypothesis testing, a classical problem in quantum information. We derive optimal testing scheme under some kinds of locality conditions and invariance conditions. In this problem, a mathematical difficulties caused by the intractability of the set of measurements which can be realized by local operation and classical communication. In order to avoid the difficulty, we consider broader sets of measurements such as separable and positive partial transpose.
Introduction
Various effects in quantum information are provided by entangled states remotely prepared in a composite system of two parties Alice (A) and Bob (B) [2, 3, 5] . Hence it is important to test the entanglement of experimentally prepared states. Since the two parties are separated, measurement for the test must be realized by Local Operation and Classical Communication (LOCC) between A and B. One of popular approaches to such a problem is so-called Entanglement Witness (EW) [13, 18] in which they have considered maximization of the set of detectable entangled states [15] , minimization of the number of measurements [6] , LOCC realization of EW [4] , etc. See [1] for physical experiments. However, they have not systematically analyzed the error in a well-organized framework. On the other hand, an orthodox framework for error analysis has been established by statistical hypothesis testing (see [14] for classical theory) which is an optimization problem with respect to error probability under some restrictions. The quantum theory of hypothesis testing has been developed by quantum NeymanPearson fundamental lemma [10, 12] for small sample case, and by quantum Stein's lemma [11, 19, 7] for large sample case. See also [8] for a comprehensive theory. In these problems, however, a test is usually optimized without LOCC restrictions. Since a form of LOCC measurements is not mathematically tractable, the optimization is difficult. Recently, Virmani and Plenio [20] have proposed a general method to eliminate the difficulty, considering a set M of PPT or separable measurements instead of LOCC measurements. They showed some cases such that M has a simple structure with symmetry (or, invariance) so that we can find out its extreme points. They pointed out that extreme points of M sometimes give an optimal LOCC measurement since LOCC implies PPT and separable [16, 17] . However, when an optimization problem is specified to the hypothesis testing problem for entanglement, then their method is not straightforward. Moreover, when we require a more restrictive locality condition, their method is too general to explicitly derive the optimal solution.
In this article, we derive optimal LOCC invariant tests for hypotheses on maximal entanglement. We consider a set of separable tests instead of LOCC tests and we show that the separability and the optimality determine the matrix rank and the form of tensor product of projections. In case that we can exploit a large number of sample pairs, we see that an optimal LOCC test has the same performance as an optimal non-LOCC test in an asymptotic sense. Since our method is specialized to the hypothesis testing of entanglement, we can directly solve the optimization problem even for a more restrictive condition. Indeed, when n = 2, we give a test which is optimal under requirements of LOCC between two independent sample pairs as well as between A and B. We consider some other cases and we verify the performance hierarchy of tests.
This article is organized as follows. In Section 2, we introduce a general formulation of hypothesis testing. In Section 3, we give concrete problems for this article. In Section 4, we consider a problem to test entanglement based on a single sample pair, and we derive an optimal test T u . Moreover, we consider a case where we can exploit n-independent pairs of samples to test entanglement. As a direct consequence of the previous section, we derive an optimal LOCC test T U . We also show that this test has the same performance as an optimal non-LOCC test T G in asymptotic sense. In Section 5, we derive an optimal test T V under an LOCC condition between AB-parties and between samples. In Section 6, we also derive an optimal test T W under another condition which is less restrictive as for locality. In Section 7, we compare performance of these tests for n = 2.
Hypothesis testing
Let H be a finite-dimensional Hilbert space which describes a physical system of interest. Let L(H) be the set of linear operators (matrices) on H and let S(H)(⊂ L(H)) be the set of density matrices on H. Let S 0 and S 1 be mutually disjoint and non-empty subsets of S(H).
Suppose that the current state ρ(∈ S(H)) of the system is unknown. Suppose also that ρ ∈ S 0 or ρ ∈ S 1 . In such a case, we would like to test
based on an appropriate measurement on H. We call H 0 a null hypothesis, and we call H 1 an alternative hypothesis.
A test for the hypothesis (1) is given by a Positive Operator Valued Measure (POVM) T = {T 0 , T 1 } on H composed of two elements. For simplicity, the test is often described by one of its elements: T 0 or T 1 . We accept H 0 (=we reject H 1 ) if we observe T 0 , and we reject H 0 (=we accept H 1 ) if we observe T 1 .
A type 1 error is an event such that we accept H 1 though H 0 is true. A type 2 error is an event such that we accept H 0 though H 1 is true. Hence the type 1 error probability α(T, ρ) and the type 2 error probability β(T, ρ) are given by α(T, ρ) = Tr(ρT 1 ) (ρ ∈ S 0 ), β(T, ρ) = Tr(ρT 0 ) (ρ ∈ S 1 ).
The basic problem in hypothesis testing is optimization of tests under a condition on the type 2 error probability given as the level. A level-α test T is said to be Most Powerful level-α (MP level-α 
A level-α test T is said to be Uniformly Most Powerful level-α (UMP level-α) if T is MP level-α for any ρ ∈ S 1 . In specific problems, the set of topical tests is restricted; sometimes it is by necessity (e.g. physical feasibility), and sometimes it is for the sake of mathematical convenience (e.g. group symmetry). If a test T is (U)MP under condition C, we say T is (U)MP C.
The hypothesis testing is often likened to the criminal justice: H 0 to 'not guilty' and H 1 to 'guilty'. Since the type 1 error probability is kept very small, rejecting H 0 can affirm that H 1 is really true. On the other hand, accepting H 0 does not guarantee that H 0 is really true, and this is similar to 'giving the benefit of the doubt'. Hence, in principle, H 1 should be the subject of interest that one would like to insist. However, in many practical situations, if makes the optimization problem difficult to set hypotheses in such a way. The current article is the case and H 0 is set for 'being maximally entangled' in our argument.
Problems treated in this article
Our problems in this article is hypothesis testing for a maximally entangled state under LOCC conditions. Suppose that n-independent samples are provided, that is, the state is given in the form
for an unknown density σ of a single sample. We test a hypothesis
where
is a vector of a maximally entangled pair on two d-dimensional parties A and B spanned by |0 A , |1 A , ..., |d− 1 A and |0 B , |1 B , ..., |d − 1 B , respectively. We refer to {|i A } and {|i B } as the standard basis.
We impose three types of basic conditions on tests, that is, level-zero, locality and unitary invariance. Among various level-α conditions, we take α = 0 because it is the most fundamental and so that we can obtain explicit solutions in analytically simple form. We restrict tests to AB-local ones, i.e., the measurement is realized by LOCC between A and B, because our aim is to realize the optimal tests in quantum information. For the same reason, we sometimes require that tests should be samplewise-local i.e., the measurement is realized by LOCC between independent samples. Unitary invariance of the measurement is imposed for the symmetry of the null hypothesis σ ⊗n . We list three types of conditions under which we will find best tests in Sections 4-6.
AB-locality and U-invariance for n-samples
We define the U-invariance condition as follows:
for any g ∈ SU (d n ). Here, U A and U B mean the natural representations of SU (d n ) on the d n -dimensional subsystems A and B, respectively, andX means the contragradient of X with respect to the standard basis. It is easy to check that the state of the null hypothesis is U-invariant. A UMP AB-local U-invariant test T U will be derived. Moreover, it will be shown that, asymptotically, T U has the same performance as a test which is UMP without the AB-locality or the U-invariance (Section 4).
AB-locality, samplewise-locality and V-invariance for two samples
Let n = 2 and d = 2. We require samplewise-locality, that is, in this case, a test T is realized by LOCC between the first sample and the second sample. We also require the following V-invariance:
for any g ∈ SU (d). Here, V Ai and V Bi mean the natural representation of SU (d) on the i-th subsystem for A and B, respectively. In a subset of density operators, a UMP AB-local, samplewise-local and V-invarianttest T V for n = d = 2 is derived (Section 5).
AB-locality and W-invariance
Let n = d = 2 again. We require the W-invariance:
for any g, h ∈ SU (d). Here, W A1 , ..., W B2 are the natural representations of SU (d) on A 1 , ..., B 2 , respectively. The W-invariance is less restrictive than the U-invariance but is more restrictive than the V-invariance. We also require that T is pairwise AB-invariant, that is, invariant by the pairwise ABtranspositions:
In a subset of density operators, a UMP AB-local, W-invariant and pairwise AB-invariant test T W for n = d = 2 is obtained (Section 6).
AB-locality and U-invariance
In this section, as the first step, we consider the case of n = 1. As the next step, we generalize the result to arbitrary n.
One-sample case
Let n = 1. Using PPT, Virmani and Plenio [20] have derived extreme points of AB-local measurements. Using separability, we derive the UMP AB-local U-invariant test
Theorem 1 A UMP AB-local and U-invariant level-zero test
The type 2 error probability is
Remark 1 Let us consider the implementation of T u . In the proof below, T u is expressed as a probabilistic mixture of continuously many separable operators. Such a continuous expression is simple and convenient in theoretical arguments. However, it is often unsuitable in physical experiments since we need to prepare continuously many measurement bases for the faithful realization of the measurement. Therefore, it is worth noting that T u is also expressed as a mixture of a few operators locally realized as follows:
This means that one can realize T u by the two-values POVM T = {T 0 , T 1 } given in the form
where the orthonormal pair (x, y) is chosen from
We also note that a finite subgroup O of SU (2) generated by
. O is the octahedral group, which is the (special) symmetry group of the octahedron and the cube. Therefore, one can also realize T u by
Remark 2 Virmani and Plenio [20] has proved that T u is an extreme point of AB-local measurements under invariance conditions. Their work is related to our problem since an optimal test is always an extreme point though the converse is not always true. In the case n = 1, they found that there are two extreme points. As a test, however, it is obvious that the measurement other than T u is not optimum as a test for the hypothesis. Hence we can also conclude that T u is optimum based on their approach.
Proof of Theorem 1 First, T u 0 is AB-local. Indeed, T u 0 can be written as
where µ(·) is the Haar measure on SU (d). Hence T u is realized by measuring T = {T 0 , T 1 } where
after twirling the system by U A ⊗ U B . Next, let T 0 be a U-invariant test. Then, −1 is shown to be minimum then T u 0 is UMP. Since an LOCC measurement is separable, T 0 should be separable between A and B, that is,
where 0 ≤ c i ≤ 1 and where M A,i and M B,i are rank-one projections on A and B, respectively. Since
t X is the transpose of X with respect to the standard basis. Then,
and we obtain (8) . By direct calculation. we also obtain β(T 
n-sample case
Theorem 1 is generalized to the case of arbitrary n as follows.
Theorem 2 A UMP AB-local and U-invariant level-zero test is
Proof The proof of Theorem 1 is directly applied by replacing the space A in Theorem 1 with
Asymptotic property
For comparison, let us consider other tests:
Note that they are both level-zero since T u 0 and T g 0 are level-zero. We also note that T G 0 is UMP level-zero without any condition. The type 2 error probabilities are
Hence we have
On the other hand, the asymptotic behavior of β( 5 AB-locality, samplewise-locality and V-invariance for n = d = 2
Let n = d = 2. First, we derive a test T V which is UMP AB-local samplewise-local V-invariant level-zero test under a termwise AB-covariance condition in the whole set of density operators. We then prove that this test is UMP AB-local, samplewise-local, V-invariant and AB-invariant level-zero test without the termwise AB-covariance in a subset of density operators. Here, the AB-invariance means invariance with respect to the AB-transposition:
Termwise AB-covariance
If T 0 is AB-local and samplewise-local then T 0 is AB-separable and samplewise-separable, that is,
where M X is a rank-one projection on the system X. The test T 0 is said to be termwise AB-covariant if
holds. The meaning of the termwise AB-covariance will be clarified by Hayashi [9] . Moreover, in this section, we frequently use the matrix expression x ij = φ i AB |σ|φ j AB of the density for the sake of notational convenience.
Theorem 3 A UMP AB-local, samplewise-local, V-invariant and termwise AB-covariant level-zero test is
where Σ 
where We will also refer to these symbols as the image subspaces of the corresponding projections. 
where µ(·) is the Haar measure on SU (2) and where Π ij (i, j = 0, 1) is the projection on the onedimensional subspace spanned by
(see also Remark 5 bellow).
Next, we show that the type 2 error of T V 0 is minimum. Any AB-separable samplewise-separable V-invariant termwise AB-covariant test T 0 is given by
where q i ≥ 0 and
The form of (15) shows that T 0 is AB-invariant. Moreover, we can assume that T 0 is also 12-invariant, that is, invariant by the permutation between A 1 ⊗ B 1 and A 2 ⊗ B 2 , since the sample ρ = σ ⊗2 is 12-invariant. Hence, T 0 is written as
where L is a positive operator on the two-dimensional subspace Σ
for the level-zero condition φ
By direct calculation, m(X) is given as follows:
12
, m(σ
Moreover,
Hence, the type 2 error probability is given by
and where
We minimize (17) under necessary conditions on i q i and i q i F i as follows. Since T 0 is level-zero, we have 1
From (16), i q i m(L 0 ) = 0, hence we have
Hence, the type 2 error probability (17) is minimized if i q i F 2 i is minimized under (18) and (19) . From Jensen's inequality,
The equality holds if q 1 = · · · = q 4 = 1 and F 1 = · · · = F 4 = 1/2 so that the type 2 error probability is uniformly minimized if T 0 = T V 0 . Hence we obtain (11) and (12) . 2
Remark 5
The test T V is also expressed as a mixture of finite measurements as follows:
where h * ∈ SU (2) is defined by and where τ 12 (·) is the transposition of A 1 ⊗ B 1 and A 2 ⊗ B 2 . Therefore, one can realize T V as follows. First, transform by V A1,B1,A2,B2 (h * g) where g ∈ O is chosen completely at random. Next, by probability 1/2, replace the sample numbering, that is, apply τ 12 . Next, measure the subsystems by 
where SU (2) ∋ h x : cos x|0 + sin x|1 → |0 , and hence (21) = (22) if x = (arccos 3/5)/4.
Optimality without termwise AB-covariance
In this subsection, we discuss the optimality of T V under another conditions, removing the termwise AB-locality. In this argument, we use PPT instead of separability of measurement. PPT is a class of tests which strictly includes the set of separable/LOCC tests. Hence, a test is best among LOCC if it is LOCC and is best among PPT. The set of PPT tests satisfy a system of linear inequalities for weights of projections Σ ± i and Λ ± i . So the optimality is proved when we see that T V uniformly minimizes error probability under the linear condition.
We consider parameterized subsets of states as follows.
Definition 2 Let S(ϑ) be a set of density operators σ satisfying the following two conditions for
or equivalently,
The condition (23) is introduced just for technical reasons. Since
as θ → 1 − 0, and since
there is θ 0 (< 1) such that, if σ ∈ S(θ 0 ) then Proof. In this proof, we deal with the alternative side T 1 = I − T 0 because it makes the calculation simple; T 1 has zero-weight on σ + 1 . If T 1 is AB-local, samplewise-local, V-invariant, AB-invariant and level-zero, then T 1 is given by
for the same reason in the proof of Theorem 3. The type 2 error probability is uniformly minimized if w 1 , ..., w 5 are simultaneously maximized under the AB-locality and the samplewise-locality. In our particular case where σ ∈ S(θ 0 ) satisfies (24), the power (=1−type 2 error probab.)
is uniformly maximized if 5w 1 + 3w 2 , w 2 , w 3 , 5w 1 + 3w 2 + w 3 + 3w 4 + 3w 5 , w 5 are simultaneously maximized. From Lemmas 1-3 in Appendix, w 1 , ..., w 5 should satisfy
Therefore,
and we have (11) as a solution to the linear maximization problem. 2
6 AB-locality and W-invariance for n = d = 2
Let d = n = 2. In this section, we deal with a subset
Theorem 5 A UMP AB-local, W-invariant and pairwise AB-invariant level-zero test is
The minimum type 2 error probability is
where µ(·, ·) is the Haar measure on SU (2) × SU (2) and where
By the restriction SU (2) ⊂ SU (2) × SU (2) given by g ↔ (g, g), the V -action is equal to W . Hence, a W -invariant projection is always given as a mixture of V -invariant projections. Indeed, Hence the type 2 error probability is uniformly minimized if 5w 1 + 3w 2 + 3w 4 and w 2 are simultaneously minimized. From (10), we have min{9w 1 + 6w 2 | AB-locality} = 3.
Therefore w 1 = 1/3 and w 2 = w 4 = 0 are the solution to the minimization problem and the theorem is derived. 2 7 Discussion and conclusion The involution relations of these classes is not totally ordered. For example, from the locality,
while from the unitary invariance,
On the other hand, the type 2 error probabilities of the optimal tests are totally ordered:
(in a set of states near to |ψ 0 AB ψ 0 AB |). In such a way, the framework of hypothesis testing clarifies the hierarchy of requirements for measurements from the viewpoint of performance of optimal tests.
We have considered hypothesis testing for entanglement under locality and invariance conditions. We have derived optimal tests for some settings. In our derivations of UMP tests, the separability of LOCC measurements is effectively exploited. The UMP U-invariant level-zero test T U was shown to have the asymptotically same performance as T G . The PPT approach of Virmani and Plenio [20] was also useful to obtain UMP tests.
We may have some problems remained. How can we develop our results for general n and d? How can we reduce technical assumptions such as (23) in Section 5.2?
