Abstract. Built upon a recently developed theoretical framework, we consider some practical issues raised in multi-agent formation control in three dimensional space. We introduce the partial equilibrium problem, which is associated with unsafe control of a formation in practical 3-dimensional applications. We define structurally persistent graphs, a class of persistent graphs free of any partial equilibrium problem. In real deployment of control of multi-agent systems, formations with underlying structurally persistent graphs are of interest. We study the connections between the allocation of degrees of freedom (DOFs) across agents and the characteristics of persistence and/or structural persistence of a directed graph. We also show how to transfer degrees of freedom between agents, when the formation changes with new agent(s) added, to preserve persistence and/or structural persistence.
INTRODUCTION
In [1] , we have generalized the definition of persistence to d for d ≥ 3, seeking to provide a theoretical framework for real world applications, which often are in 3-dimensional space as opposed to the plane. We also have derived some new properties of persistent graphs and given an operational criterion to determine if a graph is persistent. In this paper, we demonstrate that a persistent formation, as defined in [1] , may also suffer from a practical problem where each agent can move to a position which satisfies the constraints on it once all the other agents are fixed but it is not possible to satisfy all the constraints on all the agents at the same time.
In Section 2, we formally characterize the above problem, which we call the partial equilibrium problem, and which is closely associated with unsafe control of a formation in practical 3-dimensional applications. We then introduce the definition of a structurally persistent graph, a class of persistent graphs free of any partial equilibrium problem. In real deployment of control of multi-agent system, formations with underlying structurally persistent graphs are of interest. It is established in Secction 2 incidentally that in two dimensions, structural persistence and persistence are equivalent.
In Section 3, we focus on the connections between allocation of degrees of freedom (DOFs) across agents and the characteristics of persistence and/or structural persistence of a directed graph. We also show how to transfer degrees of freedom between agents, when the formation changes with new agent(s) added, to preserve persistence and/or structural persistence. We study cycle-free graphs in 3 and show some more powerful results that exist in this special case, such as the existence of a quadratic time criterion to verify the cycle-free property and to decide persistence, which automatically guarantees structural persistence.
We end the paper with concluding remarks in Section 4. Note that all the proofs are omitted due to space limitations. However, a full version of this work together with the campanion paper [1] is available in preprint from the authors.
PARTIAL EQUILIBRIUM PROBLEM AND STRUCTURALLY PERSISTENT GRAPHS

Consider a persistent graph
The partial equilibrium problem we want to avoid is the following: There is a subsetṼ ⊂ V of vertices such that all the vertices inṼ are at fitting positions whatever the positions of the vertices in V \Ṽ are, but there exists no position assignment for the vertices in V \Ṽ such that the whole representation is fitting. For example, consider the 3-dimensional persistent graphḠ shown in Figure 1 , an associated setd of desired lengths d ij > 0 for all the edges −−→ (i, j), and a realizationp ofd in agreement with Figure 1 . IdentifyṼ with {1, 2}. Since the vertices 1 and 2 have zero out-degrees, they are at fitting positions for any representation of the graph, whatever the positions of 3, 4, 5 are. However, there are representations ofḠ arbitrarily close top where the vertices 3, 4, and 5 cannot be at fitting positions at the same time. From the perspective of formations, in the formation represented byḠ, there exist two leaders, 1 and 2, which are allowed to move freely in 3 without any constraint. This freedom, however, makes it impossible in some cases for the agents 3, 4, and 5 to meet all the distance constraints on them, althoughḠ is persistent, according to the definition given in Section 3 of [1] . In such a case, we will say thatḠ is in partial equilibrium.
The existence of such partial equilibrium problems in three and higher dimensional spaces makes it necessary to analyse persistent graphs further and introduce new concepts such as structural persistence that will be defined in this section. In 2 , however, there is no persistent graph suffering from partial equilibrium problems, as ex- 
If a persistent graph is not in partial equilibrium, it is called a structurally persistent graph. To analyse this concept further, it is defined that for a given directed graph
denotes the number of outgoing edges incident to the vertex i of a graph G . We remark that a closed subgraph is always a practically closed subgraph, since each vertex of it satisfies the criterion defined above.
In the 2-dimensional example shown in Figure 2 , where V = {1, 2, 3}, G is a practically closed subgraph of G but not a closed subgraph of G. All the outgoing edges of 1 and 2 in G remain in the subgraph G . Vertex 3, on the other hand, has two outgoing edges in G (making G a practically closed subgraph) and another one not in G . From a perspective of formations where vertices denote agents and edges denote awareness, in G, although 3 is aware of 4, it may not be able to react to correctly maintain its distance from 4 because its position is locked by the constraints with respect to the vertices 1 and 2.
The relation between partial equilibrium problems and practically closed subgraphs is examined in the following propositions. 
Proposition 1 Consider a persistent graph
G = (V, E) in d (d ∈ {2, 3, .
. .}) with a representation p and a setd of distances corresponding to p. Let G = (V , E ) be a subgraph of G where V is a non-empty vertex subset of V . Then, G is a practically closed subgraph of G if and only if there exist a constant ε > 0 and a mapping
pε indexed byε, pε : V → d |0 <ε ≤ ε ,
d(p(i),pε(i)) ≤ε, ∀i ∈ V , for all pε in the mapping set. 2. For all i ∈ V , pε(i) is a fitting position with respect tod, irrespective of the positions of the vertices in V \V .
Proposition 2 Consider a persistent graph
. .}) with a representation p and a setd of distances corresponding to p. G is structurally persistent if and only if every non-empty practically closed subgraph of G is persistent.
The following theorem, which uses Proposition 2, states that there is no partial equilibrium problem in 2 , as mentioned in the beginning of the section.
Theorem 1 Any persistent graph G ∈ 2 is structurally persistent and has all its practically closed subgraphs persistent.
Proposition 2 states that a graph is not structurally persistent if and only if it contains a practically closed subgraph that is not persistent. Development of this notion leads to the following proposition, which gives another necessary and sufficient condition for a persistent graph to be structurally persistent.
Proposition 3 Let G = (V, E) be a persistent graph in d . G is structurally persistent if and only if there is no non-persistent closed subgraph of G with less than d vertices.
The following corollary, which is a major result of the section, and which immediately follows from Proposition 3, gives a more explicit necessary and sufficient condition for 3-dimensional persistent graphs to be structurally persistent. It also gives more insight for the problem encountered in the example in Figure 1 . 
ALLOCATION OF DOFs IN AND TRILATERATION
In Section 2, we have seen that for a directed graph, persistence is not enough to avoid partial equilibrium problems. In the following subsections, we study how the way degrees of freedom happen to be allocated to the vertices of a directed graph is a key determinant of the structural persistence or otherwise of that graph. In an application scenario, this corresponds to giving/restricting the autonomy of certain agents (abstracted as degrees of freedom of vertices) of the formation [2] .
DOF Allocation and Transfer via Directed Trilateration in 3
In this section, we study the properties of the directed version of Henneberg-like vertex addition in 3 and higher dimensions, which is an abstraction of the event that new agents join a formation, one at a time. We give examples of applying such operations to manipulate DOF allocation of persistent graphs, in particular, in 3 . Let us consider a persistent graph
4 provided that the vertices of V 1 ∪ V 2 do not lie in any q-dimensional hyperplane where q < d.
We note that from Lemma 2 of [1] , constraint consistency is preserved with the directed d-vertex addition defined above. Moreover, from the following lemma which is drawn from [3, 4] , we see that the rigidity is also preserved.
Lemma 1 [3, 4] A graph obtained by adding one vertex to a graph G = (V, E) in d and d edges from this vertex to other vertices of G is rigid if and only if G is rigid.
Hence by Theorem 2 of [1] , the graph obtained after applying a directed d-vertex addition on a persistent graph in d is persistent, i.e., the d-directed vertex addition defined above preserves the persistence of the graphs.
Remark 3 Consider a persistent graph G = (V, E) in d . Let G' = (V', E') be the graph obtained by applying the operation DVA(d,n) to G, where V'=V ∪ {i}. Then we have:
In the remaining part of this section, we only consider 3 , although results can be easily expanded to higher dimensions. As a more convenient nomenclature in 3 , we use the term directed trilateration operation, abbreviated DT(·), DT(n) in place of directed 3-vertex addition or DVA (3, n) .
An undirected graph formed by a sequence of trilateration operations starting with an initial undirected triangle, often called a trilateration graph, is guaranteed to be generically rigid in 3 and globally rigid in 2 . A trilateration graph can always be constructed/deconstructed using a polynomial time algorithm, where a reverse trilateration can be performed by removing a vertex with degree 3 at each step. Note that a seed with 3 vertices is needed to initiate a trilateration sequence. However, two different directed triangular seeds can start a directed trilateration operation in 3 as defined in Figure  5 
Remark 4
The leader-first follower-second follower seed is analogous to the leaderfollower structure defined for a 2-dimensional cycle-free graph [5] . The set of DOF counts of the seed vertices is {3 ,2 ,1}. The balanced triangle is nothing more than a directed triangle (cycle) in a cyclic graph and the corresponding DOF count set is {2 ,2 ,2}. Specifically in the application to 3 dimensional agent formations, note the meanings of the DT(i) operation for different i can be interpreted as follows, -DT(3) means election of a new leader.
-DT(2) may result in either breaking/restoring the balanced control structure, or election of a new first-follower. -DT(1) may also result in either breaking/restoring the balanced control structure at more a detailed level, or creation/change of second follower. -DT(0) preserves the control structure and no decision has to be made by preexisting agents.
Noting that in a 3-dimensional persistent graph, there are at most 6 DOFs (as opposite to 3 DOFs in the 2 case) to be allocated among the vertices, we can list the following six types of DOF allocation (abbreviated DOF allocation state S 1 to S 6 with DOF counts of vertices): {2, 1, 1, 1, 1, 0, 0,. . .} , S 6 = {1, 1, 1, 1, 1, 1, 0, 0,. . .} Further, we define a transient type of DOF assignment S 0 = { 3, 3, 0, 0, . . .}, which can (only) be obtained by applying a DT(3) operation to S 3 . S 0 is named "transient" because it apparently allows two leaders simultaneously in control of a formation, and hence this creates instability and we want the DOF assignment to avoid this state. Recall that the underlying directed graph of such a formation is a persistent graph with a partial equilibrium problem, i.e. it is persistent but NOT structurally persistent (An example of a graph that is in transient state S 0 can be seen from Figure 1) .
We study the transformational relationship between the possible distribution of DOFs by applying the appropriate DT(·) operation using the "state transition diagram" shown in Figure 6 . We have the following observations: -Starting from any one of the two directed triangular seeds, we can build any graph with any of S 0 -S 6 by adding at most three vertices using directed trilateration. -Any desired DOF reallocation pattern(with no allocation to a specific vertex) can be achieved by at most four directed trilaterations starting with any of the six types of DOF allocation. -Any desired stable DOF reallocation pattern can be achieved by at most three directed trilaterations starting with any stable DOF allocation. The observed results above gives an upper bound on the number of agents required in order to perform a system reconfiguration operation, such as replacement or elimination of leaders/first-follower/second-follower, or change to balanced cooperative control of 3 leaders. And it also gives the possible consequences in a closing ranks problem 5 , where the lost agent has a certain positive number of DOFs .
Cycle-Free Graphs
Persistence of cycle-free graphs in 2 was studied in [5] . In this section, we derive a simple criterion to decide the persistence and structural persistence of cycle-free graphs in d . We also show an explicit way to build all the persistent cycle-free graphs.
Proposition 4 A graph obtained by adding one vertex to a graph G = (V, E) in d and at least d edges leaving this vertex is persistent if and only if G is persistent.
We thus know that a cycle-free graph obtained by successively adding vertices all with out-degree d, i.e. DVA(d,0), to an initial seed of a cycle-free persistent graph containing only d vertices is persistent.
Next,we focus on cycle-free persistent graphs in 3 , which have important application in safe control of multi-agent formations. Moreover, every cycle-free persistent graph in 3 can be obtained from an original seed composed by the leader-first follower-second follower by adding vertices one by one in the way described in Proposition 4, i.e., each vertex is added with every incident edge outwardly directed.
We can also progressively deconstruct the cycle-free (persistent) graph by recursively removing one vertex at a time, where that vertex has at least 3 outgoing edges until we obtain the leader-first follower-second follower triangle. We conclude from these observations that the computational complexity of verifying both persistence and cycle-free properties of 3-dimensional graphs is quadratic in the number of vertices. In other word, if the deconstruction process cannot proceed for the graph, then the graph we are dealing with is not a persistent cycle-free graph. Note the cycle-free property allows only one leader in the graph, thus following Corollary 1, we have
Proposition 5 All cycle-free persistent graph in
3 are also structurally persistent.
CONCLUSION AND FURTHER WORKS
In this paper, we considered some practical issues raised in multi-agent formation control in three dimensional space, building upon a recently developed theoretical framework. We introduced the partial equilibrium problem. We defined structurally persistent graphs, a class of persistent graphs free of any partial equilibrium problem, noting that for d = 2, structural persistence is no different to persistence. We studied the connections between the allocation of degrees of freedom (DOFs) across agents and the characteristics of persistence and/or structural persistence of a directed graph. We proposed directed d-vertex addition operations for d . We also showed how to reallocate degrees of freedom between agents, when the formation changes with new agent(s) added, to preserve persistence and/or structural persistence. Finally, we gave some powerful results about cycle-free persistent graphs in 3 .
