Abstract-Algorithms for self-calibrating cameras whose changes in calibration parameters are confined to rotation and zooming are useful since many real-world imaging situations do not permit translations-consider, for instance, cameras mounted on tripods and desk or wall-mounted active heads. In practice, however, the assumption of pure rotation is often violated because the optic center of the camera and the rotation center do not completely coincide. This work determines how such misalignments affect the estimation of the camera focal length. Expressions for the errors in focal length and recovered rotations are derived and results are confirmed with experiments on synthetic data. We show that the approximation of pure rotation is indeed sufficient in many cases, especially since other sources of error, such as noise and particularly radial distortion, tend to be more detrimental.
INTRODUCTION
THE self-calibration of cameras which may rotate and possibly zoom, but not translate, has been a topic of significant interest in the computer vision community in recent years [6] , [3] , [2] , [13] , [14] , [15] . This research has often been motivated by practical applications such as generating cylindrical or spherical mosaics from a single viewpoint or augmenting original film footage with computer graphics imagery when the camera motion is described by a pure pan and/or tilt. Furthermore, there are currently several research projects concerning reconstructing sports highlights in 3D. Such events are often covered by cameras mounted on tripods and a first step in the reconstruction would be to self-calibrate the cameras from a static background.
However, in many systems, the assumption that the motion is a pure rotation about the camera's optic center is only an approximation. For instance, with tripod-mounted cameras, the rotation center is typically a good few centimeters below the optic center of the camera and the pan and tilt axes might not intersect. The matter is further complicated with zoom lenses since the optic center may move by as much as a few centimeters along the optic axis as the lens is zoomed.
Physical intuition suggests that these effects should be negligible if the distance to the scene is large in comparison with the movement of the optic center: We would expect some reliance on the dimensionless ratio between this movement and scene depth. In this paper, we derive analytic expressions for this dependency and support our findings in experiments using simulated data with no added noise. The conclusion is that the approximation of pure rotation is indeed a good one in many practical scenarios. It is assumed that skew is zero and aspect ratio is unity and that the principal point is known. Prior knowledge concerning skew and aspect ratio is certainly often reasonable to assume and we choose not to solve for the principal point partly to keep the analysis simple, but also because its recovery can be illconditioned and also destabilizing for estimating focal length [9] . Thus, we only solve for focal length, although this parameter is allowed to vary between frames. We also consider errors in the recovery of camera rotations.
We provide two alternative methods to derive these results. The first is based on discrete motion, as typically used in selfcalibration algorithms. The second considers instantaneous image velocities and allows a quick and intuitive analysis independent of self-calibration algorithm for first order approximations of small rotations and when there is no noise. Expressions are initially derived for self-calibration from just two frames, but are subsequently extended to an arbitrary number of images provided the total amount of rotation remains small.
These misalignment effects have largely been neglected in previous literature on rotational camera calibration and there is especially a lack of quantitative results. Stein [16] produced an expression for error in recovered focal length when calibrating an active head from known rotations. In work simultaneous to and independent of ours, 1 Wang et al. [19] considered the case of the intrinsic parameters remaining unchanged throughout the sequence, analyzing both fully uncalibrated and partially calibrated cameras. A major difference is that they consider random translations caused, for instance, by shaky hand-held operation, whereas we consider the systematic ones for cameras mounted on tripods and active heads.
The rest of this paper is organized as follows: In Section 2, we briefly review literature on the self-calibration of rotating cameras before predicting, in Sections 3 and 4, how the algorithms are affected by misalignments between the optic and rotation centers. Section 5 verifies these predictions with experiments on synthetic data. In the discussion in Section 6, these errors are compared with those from other common sources such as uncompensated radial distortion and random Gaussian noise in the feature detection, demonstrating that misalignments are unlikely to be the major cause of poor calibration.
SELF-CALIBRATION FROM PURE ROTATION: REVIEW
The standard pinhole camera projection model in homogeneous coordinates is x ¼ PX, where P is the 3 Â 4 projection matrix P ¼ KðR tÞ. K contains the intrinsic parameters and, in this work, is assumed to take the simple form
where f is the focal length and the other intrinsic parameters are assumed known. If the motion of the camera is a pure rotation about its optic center, the translation vector t can be dropped and the projection equation simplifies to
images, i and j, taken from the same rotating camera, relate to each other by homographies H ij
The interimage homographies H ij may be calculated directly from image measurements, for instance from point or line correspondences [7] , or directly from gray values by minimizing the brightness constancy constraint [1] . Eliminating R ij from (1) yields
Thus, given the homographies, H ij , (2) provides constraints on the intrinsic parameters.
Hartley demonstrated the self-calibration of a rotating camera with constant intrinsic parameters with a simple, linear method in [6] . More recently, de Agapito et al. [3] , [2] and Seo and Hong [13] , [14] 
where h kl is element ðk; lÞ of the homography H. In this paper, we distinguish between the veridical focal lengths f 0 ; f 1 and the estimated quantities f 
FORCE-FITTING ROTATIONAL MOTION
A typical self-calibration scheme can be split into two main stages. The first concerns obtaining the homographies. For instance, corner features are detected and matched between image pairs and homographies are fitted using robust methods such as RANSAC [5] , [18] . In the second stage, the homographies are fed into an algorithm based on (2).
Consider now how such a technique copes when small translations are also present. In the first stage, a homography is force-fit between image pairs. A homography is not only the appropriate description of the two-view geometry under pure rotation for a general scene, but also under general motion for a planar scene, in which case the homography is given by:
where t ij ¼ ðt X t Y t Z Þ > is the translation of the camera's optic center and n i the unit normal of the plane. The equation of the plane is n i > X ¼ d i , where d i is the perpendicular distance to the plane from the optic center. Since H ij in (8) is more general than that in (1) , in the first stage of self-calibration some effective scene plane is found. In the second stage, a purely rotational motion is force-fit to this homography.
In the following, we will initially assume that the scene in front of the camera may be modeled by a fronto-parallel plane at distance d to the camera. Also, we assume that the translation of the camera is caused by a fixed length rotation arm q such that t ¼ Rq À q. From now on, the subscripts i and j will be dropped when it is clear which frame quantities refer to.
Case 1: Offsets Along the Optic Axis
First, consider the case where q ¼ ð0 0 q Z Þ > such that the rotation arm lies along the optic axis, as described in Fig. 1a . Initially, we only consider a pure tilt, R ¼ R X ðÞ, and two images, though we will subsequently relax both these requirements. Substituting t ¼ Rq À q and taking a first order Taylor series expansion of cos and sin gives:
With this motion, (3) and (4) are identically zero, and only (5) may be used to solve for f 0 0 . The two equations for f 0 1 are actually inconsistent due to the translation and so the estimate will depend on precisely what error is minimized by the self-calibration algorithm. However, this inconsistency is vanishingly small for small rotations and offsets. Inserting this into the expressions for the recovered focal lengths in (5) and (6) yields
where terms in 2 were neglected and a binomial expansion of the expression in the square root was performed, assuming that q Z =d ( 1. Equation (7) gives the same result for f 0 1 as (6), as is verified in the associated technical report [10] . We note that the error in focal length is proportional to the length of the rotation arm and inverse proportional to the distance to the scene and that there is no dependency on the rotation angle .
Inserting the expressions for f 0 0 and f 0 1 into K 0 and K 1 , the rotation matrix is then given by:
2. These equations form the basis of Seo and Hong's self-calibration technique [13] , [14] . where the (2, 3) element is developed using a binomial expansion ð1 þ aÞ À1 % 1 À a and ignoring second order terms,
Hence, the recovered rotation, 0 , is about the x-axis and is
The error in the estimate of camera rotation is therefore also proportional to the ratio jqj=d.
Since
The associated technical report [10] extends the analysis to planes which are not fronto-parallel, demonstrating that it is only the component of the plane normal in the z direction which contributes significantly to errors in self-calibration.
For constant focal length and planes which are fronto-parallel to the initial frame, Wang et al. [19] derived closed-form solutions for the focal length independent of translations. We show in [10] that these constraints do not specialize well to zoom lenses. Furthermore, they rely on second order terms and are therefore extremely sensitive to noise for small rotations. Finally, results from this constraint deteriorate rapidly as the assumption of a fronto-parallel plane is violated, which is a problem since it is unrealistic to assume that the orientation of the effective scene plane is known in advance.
Case 2: Offsets Parallel to the Image Plane
Consider also the case of q ¼ ð0 q Y 0Þ > , as illustrated in Fig. 1b . Taking a second order approximation, the homography is given by:
Computing f 0 0 and f 0 1 from (5), (6) , and (7) yields (see [10] for derivations):
It is simple to interpret these results by forming
The righthand side represents the fraction by which the camera approaches the scene. This resembles a looming motion and, so, the lefthand side represents how the focal length adapts to account for this image motion by zooming by this fraction. One can verify that the recovered rotation is given by 0 % 1 À qY 4d À Á , as shown in [10] . The error in parameters is again proportional to the length of q and inversely proportional to scene depth, although now there is also a dependency on the angle of rotation . Due to this dependency on , as long as the rotation of the camera is small, with q ¼ ð0 q Y 0Þ > , errors in focal length are much less severe than in Case 1, where q ¼ ð0 0 q Z Þ > . 
ANALYSIS USING IMAGE VELOCITY
We now turn to the second method for deriving the errors in focal length and motion recovery. Rather than using discrete motions described by homographies, we consider expressions for instantaneous image velocity obtained by differentiating the inhomogeneous pinhole camera model equation, x ¼ ðf=ZÞX, with respect to time, yielding
where the focal length f is a function of time, x ¼ ðx y fÞ and X ¼ ðX Y ZÞ are expressed in camera centered frames, Z ¼ d and
the motion is caused by a rotation about a constant length rotation arm, q. Additionally, substituting X ¼ ðZ=fÞx back into (14) , then yields the image velocity
where
Self-calibration, assuming a purely rotating camera, will fit to this an image velocity of
Case 1: Offsets Along the Optic Axis
We first consider the case where q ¼ ð0 0 q Z Þ > . Initially, we just consider a pure tilt ¼ ð X 0 0Þ > . By inspection, the relative rate of change of focal length, _ f f=f is recovered correctly since the translation of the camera does not induce any apparent looming motion. Thus, the problem may be formulated as fitting a motion of
Setting _ x x 0 ¼ _ x x provides two equations in two unknowns, f 0 and 0 X . Solving these yields
These expressions agree with (9) to (11) . Relaxing the assumption of pure tilt, _ x x 0 ¼ _ x x is still satisfied for all image points with
Case 2: Offsets Parallel to the Image Plane
We now return to the case where q ¼ ð0 q Y 0Þ > and ¼ ð X 0 0Þ > , implying that the translation Â q of the camera is along the optic axis. The true image motion is now given by:
whereas the rotating camera approximation to it is Comparing coefficients, the solution is easily seen to be
In agreement with predictions from (13), the image motion caused by the translation of the optic center is indistinguishable from a zoom when the scene is a fronto-parallel plane and, thus, the solution merely needs to accommodate an incorrect zoom rate.
EXPERIMENTS
Experiments were carried out on simulated data to validate the analysis. Fig. 2 shows experiments with a scene consisting of points on a plane which is fronto-parallel with respect to the first image and where the offset is along the optic axis, q ¼ ð0 0 q Z Þ > .
The motion of the camera follows a circular trajectory in the pan and tilt axes with cone half-angle 3 and the focal length increases linearly from 1,000 to 1,870 pixels. The sequence contains 30 images of size 384 Â 288 pixels and simulates the second experiment in [3] (the "bookshelf" sequence). No noise was added to the imaged points. In the first trial, reported in Fig. 2a , q Z ¼ 0:10 m and the distance d to the scene is 4:0 m, values which are chosen to correspond roughly to the "bookshelf" experiment. Applying the self-calibration algorithm from [3] , imposing zero skew, unity aspect ratio, and known principal point, and using data from all 30 images simultaneously results in the focal length and rotational motion both being uniformly overestimated by 1.2 percent. This agrees very well with the predictions of (15) and (16):
the error is 1.25 percent, and a similar result follows for the motion. The nonlinear self-calibration algorithm used here minimizes a Frobenius norm in a manner similar to Pollefeys' algorithm for general motion [12] and is, hence, quite different from the technique used in Section 3 to predict the recovered focal lengths. This adds weight to the argument that the expressions derived in this paper are largely independent of the choice of self-calibration algorithm and hold regardless of the number of images actually input to the self-calibration program. In a second trial, d ¼ 1:0 m and q Z ¼ 0:20 m so that the ratio q Z =d is much larger than before. The plots of recovered focal length and motion in Fig. 2b show errors of 9.3 percent, whereas the predictions of (15) and (16) are 10.0 percent. In fact, the discrepancy is caused largely by the binomial expansion of the square root in these equations. Avoiding this approximation yields a predicted error of 9.5 percent.
In a second set of experiments, the offset was q ¼ ð0 q Y 0Þ > . Now, the camera followed a circular trajectory with a larger halfangle of 5 and the focal length in the simulated data remained constant at 1,000 pixels. Fig. 3 shows the self-calibration results, and compares the estimated focal length with the values predicted by (17) . Since the tilt axis follows a sinusoidal trajectory, so does the error in focal length. In the first trial, with d ¼ 4:0 m and q Y ¼ 0:10 m, the error is negligible and, even in the second trial, where d ¼ 1:0 m and q Y ¼ 0:20 m, the errors are less than 2 percent. Again, the predictions of errors from our theoretical analysis prove accurate.
DISCUSSION
We now put these results into context by comparing the errors caused by misalignments of the optic and rotation centers with errors from other sources. Fig. 4a (reproduced from [4] ) considers errors due to Gaussian noise in an experiment also based on the "bookshelf" sequence. The linear self-calibration algorithm of de Agapito et al. [2] is employed, assuming that all intrinsic parameters bar focal length are known. At realistic noise levels of half a pixel, the error in focal length is 1 to 3 percent, which is compatible with errors caused by finite rotation arms. A more serious source of error is failing to correct radial distortion, as shown by Tordoff and Murray [17] . Fig. 4b shows a result from their work. Even with small values of radial distortion, the error in focal length estimation is easily 10 to 20 percent, and with large barrelling distortion self-calibration is completely unstable, as Tordoff and Murray were able to predict with theory. With noise, the choice of algorithms, both for self-calibration and computing homographies, influences the results depending on precisely what errors the algorithms minimize [4] . Furthermore, information supplementary to (2) may be available from knowledge that the camera returned to its initial orientation [11] . However, in the absence of noise, and for the cases considered in this paper, these constraints are satisfied automatically and thus cannot influence the solution, as discussed in [10] .
Using large camera rotations is advisable with noisy images. Analyzing calibration errors under such motions lies beyond the scope of this paper, but our preliminary investigation in [10] shows that large rotations appear unlikely to provide relief with fixedlength misalignments, although bundle-adjustment or prior knowledge of the camera's total rotation might prove useful.
CONCLUSIONS
In this paper, we have developed expressions describing the errors introduced when the assumption of a pure rotation about the camera's optic center is violated. With zero noise, the predictions are independent of the particular self-calibration algorithm for first order approximations to camera rotations. The results clearly show that the assumption of a pure rotation is a good one in many practical situations when the distance to the scene is large in comparison with the translations of the camera. This is a relief since techniques for self-calibration from sequences without translation have considerable practical advantages over the equivalent algorithms for general motion: Robust feature matching is vastly simplified since the mapping between image pairs is oneto-one rather than one-to-many and the plane at infinity need not be estimated.
