(1) to the estimated smoking prevalencex. Estimated smoking prevalence valuesx are given by blue dots.
A.5
B Additional Remarks on Model Implications and Study Design B.1 A Counterfactual Scenario
In this section we illustrate the effect size of individualism/collectivism on the dynamics of the smoking epidemic by considering a simple counterfactual scenario. Specifically, holding all other fitted parameters constant, we consider how the smoking epidemic in the United States might have evolved if the United States (IDV=91 and a = 0.963) were about 2% less individualistic (IDV=89 and, using the slope from Fig. 4(a) , a = 0.974). Fig. A.3 plots an estimate for the number of cigarettes smoked per year (in trillions) versus time.
Integrating the difference between the number of cigarettes smoked per year versus time for the United States with fitted (a = 0.963, solid line) and counterfactual (a = 0.974, dashed line) relative conformity implies that, according to our model, if the United States had 2% lower individualism during the 90 year period from 1920-2010 then there would have been approximately 7 × 10 12 fewer cigarettes smoked. This is equivalent to a 16% decrease in the number of cigarettes smoked.
Year 1920 1935 1950 1965 1980 1995 2010 Table 1 .
The number of cigarettes smoked per year is estimated as follows. First, we observe that for year t the number of cigarettes smoked per smoker per day is 1 C d (t) = c(t)/x(t). Therefore, using Eq. (4) we find that the number of cigarettes smoked per smoker per year C a (t) = 365 × C d (t) can be bounded. For example, in the case of the United states, whereB < 0, we find that C a (t) is bounded by
C × 365 days year = 1.04 × 10 4 .
Since the lower and upper bounds are relatively tight, we estimate the number of cigarettes smoked per smoker per year to be the average of the lower and upper bounds
We cross-check this estimate with the direct estimate ofC a taken by averaging c(t)/x(t) for all times where both measurements are available in the raw data (data shown in Fig. A.1) . These two estimates agree to two significant figures. Finally, we estimate the number of cigarettes smoked per year to bê
where N pop (t) is the total population at time t. The total population for the United States is taken from US census estimates [47, 48] and is given CSV format in the additional file, Additional File 4.csv, which contains two columns: year (t) and population N pop (t).
We emphasize that in the counterfactual scenario described above we have only changed a for the United States while keeping all other fitted parameters constant, merely to illustrate that the effect of small changes in a in the model can be large. Therefore, the broad variation in the fitted a across countries, as illustrated in Fig. 4(a) , can indeed be expected to lead to a large effect size on cigarette consumption. Note, however, that the results from this counterfactual scenario do not imply that less individualism automatically means lower cigarette consumption, since countries with lower IDV (higher a) than the United States also tend to differ for other fitted parameters and quantities in the model, resulting in substantially different solutions to Eq. (1).
B.2 Order of Model Development and Additional Analyses
The mathematical model was proposed and developed before the data sets were compiled. Following the specification of the model no modifications were made or required to produce the reported results. The correlation between a and IDV was investigated after fitting the model to the data, and strong negative correlation was obtained as a confirmation of the mechanism proposed in the model. In a subsequent step, to further corroborate the hypothesis that societal individualism influences the temporal dynamics of smoking prevalence at the population level, the correlation between IDV and t max was also confirmed for the raw smoking data, independent of the mathematical model. No analysis was performed with additional variables. However, the sensitivity of the model to several assumptions was tested. For example, and as already mentioned, one alternative to the discounting function presented in Eq. (2) was tested: we assumed a step-function individual utility function that took value u 0 for t 0 ≤ t * and u ∞ for t > t * . We also tested the model for various combinations of local and global parameters with both utility functions. For example, whereas in our model δ and b were taken to be global parameters and x i,0 , u i,0 , u i,∞ , and a i were taken to be local parameters, we also tested the cases where (a) b was the only global parameter and x i,0 , u i,0 , u i,∞ , a i , and δ i were taken to be local parameters, (b) a and b were taken to be global parameters and x i,0 , u i,0 , u i,∞ , and δ i were taken to be local parameters, and (c) a, b, and δ were taken to be global parameters and x i,0 , u i,0 , and u i,∞ were taken to be local parameters. These variations confirmed that our modelling procedure was robust, i.e. these variations all produced qualitatively similar results.
B.2
