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Let F be an orthogonally invariant class of nonsingular matrices. Examples of 
such Fare symmetric matrices and positive definite matrices. For the problems of 
solving a system of linear equations or of finding an eigenpair of a matrix, we show 
that the minimal residual algorithm using Krylov information has almost minimal 
complexity. The general results are used to derive tight complexity bounds for 
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When solving a large linear system Ax = b, we often use iterative 
methods to obtain approximate solutions, especially for sparse matrices, 
because of their low complexity. We typically construct an algorithm Q, 
which generates a sequence {xk} converging to the true solution Q = A-lb. 
At the kth step, Q, uses only the information [b, Ab, A2b, . . . , A&b] 
about A to compute xk. This information is called Krylou information. 
Suppose that the matrices belong to a given class F of n x n nonsingular 
matrices. The goodness of an algorithm @ can be measured by the number 
of steps k necessary for @ to output xk such that l[Axk - bll 5 E for a given 
E E (0, 1) and llbll = 1. An algorithm is called strongly optimal if it 
achieves the minimal number of steps to compute an &-approximation xk 
for every matrix A in the class F, and optimal if this is so for a hardest A 
from F. Traub and Woiniakowski (1980, 1984) prove that the minimal 
residual algorithm is almost strongly optimal if the class F is orthogonally 
(unitarily) invariant, i.e., F consists of nonsingular matrices such that 
AEFJQ*AQEF 
for any orthogonal (unitary) matrix Q. Examples of such F are positive 
definite matrices, symmetric matrices, matrices with uniformly bounded 
condition number, etc. 
There is no reason why one should restrict oneself to algorithms using 
Krylov information, although it is widely used in practice. Therefore, 
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Traub and Woiniakowski consider a general model of admissible informa- 
tion of the form [b, Azl , Az~, . . . , Azkl, where Zi = zi(h, AZ,, . . . , 
Azi-1) for i = 1, 2, . . . , k; that is, the information about a matrix A is 
obtained by the matrix-vector multiplication AZ, and the inputs Zi are 
chosen adaptively, depending on the vector b and previous outputs AZ,, 
Az2,. . . , Azi-1. Note that Krylov information is the special case where 
the output is fed back as new input, i.e., Zi = Azi-1 and zo = b. 
For this type of information, 
Zk(A, b) = [b, Azl , Az2, . . . 9 AZ/J, 
we can define the optimality of an algorithm analogously to the definition 
above. Let us call the minimal number of steps for an &-approximation 
among all Q, using Zk(A, b) the index of Zk(A, b). A natural question is, 
What is the optimal choice of zi? In other words, for which information 
Zk(A, 6) is the index minimized? Such information is called the optimal 
information. Traub and Woiniakowski (1980, 1984) conjectured that if F 
is orthogonally invariant, then the Krylov information zi = A’-‘6 is opti- 
mal. In this paper we prove that Krylov information is indeed almost 
optimal among all information of the above form for any orthogonally 
invariant class F. The essential ideas are contained in a theorem of 
Nemirovsky and Yudin (1983, 1977) about the complexity of quadratic 
programming. 
In Section 1, we state a slightly different version of Nemirovsky and 
Yudin’s theorem in our terminology, and prove a general theorem from 
which their theorem follows. It is shown that the Krylov information is 
almost optimal for solving a system of linear equations. We then discuss 
the complexity. Tight bounds on the complexity are obtained for the class 
of positive definite symmetric matrices with uniformly bounded condition 
number. 
In Section 2, we deal with the eigenpair problem and use the theorems 
from the previous section to show that Krylov information is also almost 
optimal for this problem. Tight bounds on the complexity are obtained 
from the class of real symmetric matrices with bounded norm. 
In Section 3, we discuss some generalizations and open problems. 
1. KRYLOV~NFORMATION FORLINEARSYSTEMS 
We briefly recall some notions of Traub and Woiniakowski (1980, 
1984). Let F be a subclass of n x n nonsingular matrices, and let b be a 
given vector of norm 1. We wish to approximate the solution of a system 
of linear equations Ax = b for any A in F; that is, for a given E, 0 < E < 1, 
we are seeking a vector x, called an ~-approximation, such that 
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[IAx - bll 5 E. (1.1) 
Since b is normalized to have norm 1, (1.1) measures the relative residual 
error. We can also consider more general error criteria. Let (Y = A-lb be 
the solution of Ax = b. Then a family of error functionals can be defined 
by 
pp(x, a, A) = “A;;p--,;)“, p 2 0. (1.2) 
For p = 1, it is just the relative residual error (1.1). For p = 0, it is the 
relative absolute error. For simplicity, we use the residual error criterion 
in this paper, but similar results hold for pp. 
To compute an e-approximation, we need an algorithm using some 
information Z about the matrix A. In our model, only matrix-vector oper- 
ations are allowed as information, but the algorithm can be arbitrary. We 
define the information operator Z = {Zk} as 
z&i, b) = [b, AZ,, Az2, . . . , AZ/J, (1.3) 
where zi = zi(b, Az~ , Az~ , . . . , Azi-I), an adaptive choice of input 
depending on previous information. An algorithm Cp is defined as a se- 
quence of mappings {&}, where +k is an arbitrary mapping from Zk(F, ZP) 
t0 Rn. @ generates a sequence xk = &(Zk(A, b)), the kth approximation t0 
the solution (Y = A-lb. 
Given information Z = {Zk(A, b)}, we are interested in the smallest k for 
which ((Axk - bll 5 E. Let 
k(Q, I, A) = min{k : [IA xk - 611 5 E; for any A in F, Zk(A, b) = Zk(A, b)} 
=CO if the above set is empty (1.4) 
be the matrix index of Q for A, and let 
k(@, I, F) = y:,“,” k(G), I, A) (1.5) 
be the class index of Q, for the class F. Note that the definition depends on 
E, but we shall drop it if no confusion occurs. 
There are two levels of optimality here. The first is that under fixed 
information I, we seek an algorithm minimizing the index k(@, I, A) or 
k(@, I, F). Let 
k(1, A) = rnin k(@, I, A) 
k(1, F) = rnp k(@, I, F) (= ~2; W, A)) 
(1.6) 
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be the optimal matrix and class index, respectively, for the information I. 
The algorithm @ which achieves k(Z, A) for every A in F is called strongly 
optimal, and the one which achieves k(l, F) is called optimal, for the 
information I. The second level is that we vary the information and mini- 
mize k(Z, A) or k(Z, F) over I. Let 
k(A) = m,in k(Z, A), 
k(F) = m;1n k(Z, F). (1.7) 
The information Z i.s called optimal if it attains k(F). 
A widely used information is Krylov information defined by 
N = {Nk; Nk(A, b) = [b, Ab, A2b, . . . , Akbl}. 
It appears in algorithms such as minimal residual, conjugate gradient, 
Chebyshev, and successive approximation algorithms. It is a special case 
of (1.3) with zi = A’-lb, i = 1, 2, . . . , k. In their papers, Traub and 
Woiniakowski (1980, 1984) proved that, for Krylov information, the mini- 
mal residual algorithm is almost strongly optimal if the class F is ortho- 
gonally invariant. They also proved the same result for the family of error 
functionals pP (1.2), for appropriate F and p. 
We recall the definition of the minimal residual algorithm amr. Let 
Ek = (b, Ab, . . . , Akb) 
be the space spanned by b, Ab, . . . , Akb. Then @mr = {4$} is defined by 
+y(Nk(A, b)) = c,,b + c,Ab + * * * + ckelAk-‘b = xk 
such that 
b‘h - bll = $& WY - bll>. (1.8) 
That leaves the question: How good is Krylov information? Nemirovsky 
and Yudin (1983) (see also Yudin and Nemirovsky, 1977) showed that for 
an orthogonally invariant class of quadratic functionals with nonnegative 
definite, hermitian matrices, Krylov information is almost optimal. Re- 
formulated in our terminology, it says 
THEOREM (Nemirovsky and Yudin). For the problem of solving 
Ax = b, where A belongs to an orthogonally invariant class F, 
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kQDm’, N, F) 5 2k(@, I, F) + 2, 
for any algorithm @ using any information I. 
We now prove a slightly more general theorem from which their theo- 
rem follows. This theorem and its proof will again be used in the next 
section to analyze the eigenpair problem. The idea is, roughly speaking, 
that under suitable orthogonal transformation, arbitrary information Z can 
be transformed into Krylov information with twice the cardmality of I. 
Let Z be any information of the form (1.3) with inputs zI , z2, . . . , zk , 
and let B be an 12 x n matrix. Let d(k, I, B) = the dimension of (b, zI , Bz, , 
22, Bz2, . . . > zk, Bzk). As before, amr denotes the minimal residual 
algorithm, and N = {Nk} the Krylov information. 
THEOREM 1.1. Let F be an orthogonally invariant class of nonsingu- 
lar matrices. Then for any E, and any algorithm @ using any information 
I, and any matrix A in F, there exists an orthogonal matrix Q such that, 
for B = Q*AQ, we have either 
k(@, I, B) = +m 
or 
Ic(@~‘, N, A) 5 d(k(@, I, B), I, B) + 1. 
In general, 
k(am’, N, A) 5 2k(@, I, B) + 2, 
k(cDm’, N, A) I 2k(F) + 2. 
Proof. Recall that the information operator Z is given by 
&(A, b) = [b, AZI , Az2, . . . 7 AZk], 
where zi = zi(b, AZ,, . . . , Azi-I), and that 
Ej = (by Ab, . + . 9 Ajb) and Eo = (6) 
are the Krylov subspaces. In the following, we adopt the convention that 
whenever we define an orthogonal transformation from R” to R” only on a 
subspace, it is extended arbitrarily to the whole space R”. 
We wish to transform the information Z into Krylov information with 
suitable cardinality. This is done inductively as follows. 
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Let 
4 = q(A, b) = max{j : dim Ej = j + 1). 
Obviously 0 5 q I n - 1. Thus dim E,+I < q + 2, which means that b, Ab, 
. . . ) Aq+lb are linearly dependent and the minimal residual algorithm 
arnr will produce xq+l = A-lb. Hence k(am’, N, A) I q + 1. 
DefinesubspacesZ?jsuchthatdimZ?“=j+l,j=O,l,. . . ,n-1,and 
@j=Ejforj=O, 1,. . . , q. Let ej’s denote the orthonormal basis of Ej, 
Ej=(eo,el,. . . , ej). For the sequence {Xj} produced by the $mr algo- 
rithm we have 
minIlAx - bll = 
IWj+l - bll for j < q, 
XEE, IIAxj+, - b/l = 0 for j L q. 
We now present the construction of subspaces Gi and orthonormal 
matrices Ui. This construction consists of the following steps. 
Step m = 1. The first input of the information Z is zl = z,(b). Let G1 = 
(b, zl) and il = dim(G1) - 1, ii E (0, l}. Choose an orthonormal basis go = 
b, gii for Gl and an orthogonal matrix U1 on R” such that 
ulki> = ei for i E (0, i,}. 
That is, Ui(Gi) = Eii. Now consider the matrix B1 = U?AU, . Since F is 
orthogonally invariant, Bi E F. Compute Blzl . Define 
‘32 = (b, z,, BIZ,), i2 = dim(G2) - 1. 
Let gi2 = Uf(e,). Then go, . . . , 
UT(Ei2). It is easy to see that 
gi2 form an othonormal basis of 
G = (go, * * . 3 gi2). 
Indeed, it is obvious for Blzl E G1 . Otherwise, Blzl E UTAEi, = UFEi2 = 
(go,. . . vgi2)-ThUsGC(gor- . * 3 gi2). The equality follows from the 
fact that these two subspaces have the same dimension. 
For the matrix B1 apply the algorithm 4 using information I. If the 
matrix index k(@, I, B,) = 1 than go to the Last Step. 
Step m - 1. Assume inductively that we have constructed a subspace 
Gqm-I) = (6, ZI, BIZ,, . . . , zm-I, Bm-,z,,-J, 
&-1) = dim(G2+1)) - 1, 
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and an orthogonal matrix U,,,-1 on R” such that 
urn-l(gi) = ei9 i = 0, 1) . . . ) i*(m-,) ) 
where gi’s are an orthonormal basis of G2(m-1). Here Bi = UTAUi, 
Assume also that k(+, I, B,,-1) > m - 1 and B,-iZi = Bizi for i = 1, 2, 
. . . ) m - 1. 
Step m. Since B,-, belongs to F, we can apply the information I to it. 
Since k(4, I, B,-,) L m, the information Z,(B,-l, b) is well defined. From 
the inductive assumption we have 
hn(Bm-1, b) = [b, BlZl, * * . , &-l&w1, Bm-lZ,l 
where .zm = z,(h Bl, 21, . . . , &-lZm-1). 
Let Gzm-i = (G2(m-l), z,) and i2,,-1 = dim(Ga,-1) - 1. Choose gizrn-, 
suchthatgo,gi,. . . , gi2(m-,), gizrn-i form an orthogonal basis of Gz,,- I. 
Choose an orthogonal matrix Cl,,, such that 
um(gj) = ej, i=O,l,. . . ,izmPl. 
That is, U,(Gzm-l) = EiZ,,-l. Consider now the matrix B, = UZAU,. 
Define 
G2m = (G2m-1, Bmz,), 
iz,,, = dim(G2,) - 1. 
Let g& = Uz(ei,,). As before it is easy to see that 
Gm = (go, gl y . . - 2 gi2,,-,) giz,,,). 
Indeed, it is obvious for&z,,, E Gzm-l. Otherwise, B,,,z,,, E UGAEi2,,-1 = 
GJ32m=(g0,~ * * 9 gizm). Thus, Gz,,, is a subset of (go, . . . , gi;?,) and 
the equality follows from the same dimension of two subspaces. 
Clearly, B, E F. Apply the algorithm @ using information I. Since U,,, 
agrees with Uj on the subspace Gzj, we have 
B,zi = BiZiy i=l,2,. . . ,m. 
Therefore, the inductive assumption yields that k($, I, B,) 2 m. If 
k(@, I, B,) = m, then go to the Lust Step. 
Lust Step. We reach the last step if there exists an index m such that 
k($, I, B,) = m. Let y = Q,(Z,,,(B, , b)) be the final value of the algorithm 
@ using information I. 
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Let G*,,,+i = (Gzm, y) and &+I = dim(gz,+i) - 1. Clearly, izrn+, 5 izm + 
1. Choose gizm+i such that go, gi , . . . , gizm+l for an orthogonal basis of 
G 2m+l. Choose an orthogonal matrix U,,,+l such that 
Um+lki) = ei, i = 0, 1, . . . , izrn+, . 
Define the matrix B = U~+IAU,,,+l . As in step m, we conclude that 
Bzi = BiZiy i=l,2,. . . ,m. 
Therefore Z,(B, b) = Z,(B,, 6), which implies that k(@, I, B) = 
k(Q, I, B,) = m. Furthermore 
X = (b, ZI, Bzl, . . . ,z,,Bz,)=(b,z~,B~z~,. . . ,z,,B,z,)=G2m. 
Thus, dim(X) = iz,,, + 1. We have 
E 2 IBY - WI = IIU~+IAU,+IY - 41 = llAU,n+~y - bll. 
Since U,,,+l y E Eiz,,,+i , we conclude that 
E 2 inf{llAx - bll : x E Ei2m+l}. 
The right-hand side is the error of the minimal residual algorithm at its 
(i2m+l + 1)st step for the matrix A. Hence 
k(@mr, N, A) 5 iZm+l + 1 5 iz,,, + 2 = dim(X) + 1 
= d(k(@, Z;B), I, B) + 1. 
The proof is not yet complete since it can happen that k(@, I, B,) > m 
for all m. In this case, observe that Gzm C G2crn+u C 03” implies that there 
exists an index m* such that GZm = G2,,,* and U,,, = U,,,, for m 2 m*. Let 
B = Uz*AU,,,* . Then B, = B and k(@, I, B) > m for all m I m*. Thus 
k(@, I, B) = +CQ, which completes the proof. n 
Remark 1.1. The case k(@, I, B) = +CQ can happen when the informa- 
tion Zis very poor, say, zi = 0 for all i. Then d(k(@, I, B), I, B) = 1 and it is 
no longer true that 
k(@“‘, N, A) 5 d(k(@, I, B), I, B) + 1. 
Remark 1.2. For-the generalized error criteria pP (1.2) and minimal 
residual algorithms @r, whenever they are well defined for suitable F and 
p, the same proof can be used to show that 
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k(@y, N, A) I d(k(F, I, B), I, B) + rpl, 
K(@y, N, F) I 24~) + 1 + rpl. 
The only point it is necessary to check is that 
pP(ux, Ua, UAU*) = p&x, a, A) (1.9) 
for any orthogonal transformation 17; that is, the error functional is ortho- 
gonally invariant, and this is indeed true. In particular, when F is the class 
of positive definite symmetric matrices with uniformly bounded condition 
number, and p = 4, the minimal residual algorithm is the classical conju- 
gate gradient method, and we have proved that it is almost optimal in this 
general information model. 
Remark 1.3. The same theorem holds for complex matrices. 
Theorem 1.1 enables us to find bounds on the E-complexity of comput- 
ing .5-approximations. 
The model of computation is the following: 
(1) The real number model is assumed; each arithmetic operation or 
comparison costs unity. 
(2) Each matrix-vector multiplication AZ costs cn. 
Note that c = c(n) depends on the structure of the matrix, and that for 
sparse matrices c is usually independent of n. 
The E-complexity of an algorithm Q, using information Z (which gives an 
c-approximation) is defined to be 
comp(@, I, F) = ;:$ {cost[Z(A)l + cost[@(Z(A))l}, 
where cost[Z(A)] is the cost of computing the information of A, and cos- 
t[@(Z(A))] is the cost of computing @, given Z(A). 
The c-complexity of the problem, camp(s), is defined to be the infimum 
of comp(@, I, E) over all algorithms @‘, and all information Z of the type 
(1.3). 
We assume that the algorithm @ uses all scalar data in the information Z 
at least once; i.e., 
Then 
cost[@(Z(A))l L nk(@, I, A). 
comp(@, I, E) 2 cnk(Z, F) + nk(Z, F), 
camp(s) 2 cnk(F) + nk(F). 
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This leads us to say that an algorithm 9 using information Z has almost 
optimal E-complexity if 
comp(Y, f, E) 5 [(c + a)n + b][k(F) + m] 
for some constants a, b, m. 
Moreover, we say that an algorithm @ using information Z has linear 
combinatorial complexity if 
cost[@(Z(A))] 5 constant . k(@, I, F) . n, for all A in F. 
THEOREM 1.2. For any given orthogonally invariant class F, if the 
minimal residual algorithm using Krylov information has linear combina- 
torial complexity, then it has almost optimal E-complexity. 
Proof. Let amr be the minimal residual algorithm, and let N = {Nk} be 
the Krylov information. Theorem 1.1 says 
k(am’, N, F) 5 2&F) + 2. 
Hence comp(@mr, N, E) I (c + a)n[2k(F) + 21 for some constant a. H 
For many classes F that are important practically, it can be shown that 
the minimal residual algorithms have linear combinatorial complexity (see 
Traub and Woiniakowski, 1980); therefore they all have almost optimal E- 
complexity. We now give explicit (sharp) bounds for the E-complexity of 
one such class. 
EXAMPLE. The class of positive definite symmetric matrices with uni- 
formly bounded condition number is 
F = {A : A = AT > 0, cond(A) 5 M}. 
From Traub and Woiniakowski (1980), it follows that 
cost[Qm*(N(A))] 5 (14n + 2)k(Qmr, N, A), 
comp(Qmr, N, E) 5 [(c + 14)n + 2]k(amr, N, F). 
Therefore, it has linear combinatorial complexity, and hence almost opti- 
mal &-complexity. Let 
k=min n, In ( I ( ’ + y)/ln (g T :)I + 1). 
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It is known that k(amr, N, F) = k. Therefore 
(Jk - 1)cn 5 camp(s) s [(c + 14)n + 3]k. 
For small E, large M, IZ 2 k, and c >> 1, we have 
V% 1 
camp(s) = ~~12 - 2 In;, a E [I, 21. 
2. KRYLOV~NFORMATION FOREIGENPAIRPROBLEMS 
We wish to approximate an eigenpair of a matrix A belonging to certain 
class F, using the residual error criterion, that is, to find (x, p), llxll = 1, 
such that 
The commonly used methods such as the Lanczos and Rayleigh-Ritz 
algorithms use Krylov information 
Nk(A, b) = [b, Ab, . . . , Akb] 
for some vector b. Kuczynski (1986) proved that the generalized minimal 
residual (GMR) algorithm is almost strongly optimal among all algorithms 
using Krylov information, if the class F is unitarily invariant. 
The GMR algorithm @g is defined as follows. Let 
Ek = (b, Ab, . . . , Akb), 
where b is a fixed vector of unit length. Let 
@ = +#‘f), kf(Nk(A, b)) = hk, Pk) 
such that 
1lA-Q - &Xkll = min{)l& - pXl[; X E Ek-, , [(XII = 1, and p E C}. 
The indices k(@, I, A), k(@, I, F), k(Z, A), k(Z, F), and k(F) are defined 
in the same way as (1.4), (1.Q (1.6), and (1.7). For simplicity, we con- 
sider only complex matrices here. 
A natural question is: What is the optimal information? Can we find 
some algorithms using other information which are significantly better 
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than the GMR algorithm using Krylov information? The answer is sup- 
plied by the following theorem, which is similar to Theorem 1.1. Suppose 
that 
zk(B, b) = [b, BZI , BZZ, . . . 9 Bz/J, 
d(k, I, B) = the dimension of (~1, BZI, 22, Bz2, . . . , tk, BZk). 
THEOREM 2.1. For the problem of approximating an eigenpair, if the 
class F is unitarily invariant, then Krylov information is almost optimal. 
For any E, any information I, and algorithm @ using I, and any matrix A 
in F, there exists a unitary matrix Q such that, for B = Q*AQ, we have 
either 
k(@, I, B) = +x 
or 
k(@, N, A) I d(k(@, I, B), I, B) + 1. 
Generally, 
k( @g, N, F) 5 2k(F) + 1. 
Proof. It is entirely similar to the proof of Theorem 1.1, except that, 
for arbitrary information Zk(A, B) = [b, AZI , Azz, . . . , AZkl, We Start 
with G1 = (z,) instead of (b, z,); and, at the end, we have for (y, A) = 
@mUm(Bh 
E 2 IIBY - AYII 
= IIU;+IAU~+,Y - AYII 
= IIAU,~+IY - AUU,+IYII 
L inf{))Ax - pxJI; x E Z?i2,,, , llxll = 1, p E @>. 
Therefore the same conclusion holds. n 
Remark 2.1. In the above theorem, if we set Z = N, the Krylov infor- 
mation, zI = b, zi = Bzi-1, i = 1, 2, . . . , n, then 
&W, 1, B), 0 = kc*, 1, B) + 1, 
k(W, N, F) s k(@, N, F) + 2 for any @. 
This is Kuczynski’s theorem for the class index. 
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Remark 2.2. For the problem of approximating p-eigenpairs (see Kuc- 
zynski, 1986), the above proof goes through with p approximate eigen- 
vectors (X, , X1, . . . , X,) added to the end of the list (zr , Bzr , z2, Bz2, 
i’ . ’ 
zk , Bzk), and we have, for any information I and algorithm Q, using 
k(W, N, A) 5 d(k(<P, I, B), I, B) + p, 
k(W, N, F) I 2k(F) + p. 
Note that this is true for any error functional as long as it is unitarily 
invariant; see (1.9). Therefore Krylov information is almost optimal in 
this case. 
We now discuss the &-complexity of the eigenpair problem. The same 
model of computation as the one in Section 1 is assumed. The definitions 
and discussions there apply to this case equally well; and Theorem 1.2 
still holds in this case. 
THEOREM 2.2 For any orthogonally (unitarily) invariant class F, ifthe 
GMR algorithm has linear combinatorial complexity, then it has almost 
optimal E-complexity. 
It follows from Kuczynski (1985, 1986) that the GMR algorithm has 
linear combinatorial complexity for the class of real symmetric matrices 
with bounded norm: 
F = {A : A = AT, A is real and llA[l 5 M}. 
Hence it has almost optimal E-complexity. Let 
. 
Then Theorem 5.1 of Kuczynski (1986) implies that 
k, 5 k(@‘, N, F) 5 kz; 
and, together with Theorem 2.1, we have 
a(kl - 2) 5 k(F) 5 kz. 
The above facts and the implementation of GMR in Kuczynski (1985) 
imply that the &-complexity of the eigenpair problem satisfies 
t(kl - 2)cn I camp(e) 5 k*(c + 1)n + O(k:). 
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For small E and IZ > [~/cl, we have 
M 
camp(s) = acn T, 
where a 2 a and Ia - II = O(MIm). 
3. GENERALIZATIONS AND OPEN PROBLEMS 
By examining the proofs of Theorems 1.1 and 2.1 closely, one sees that 
they do not depend on the linearity of A, the finite dimensionality, the 
special form of the problem, or specific error criteria. Whenever we are 
dealing with a variational problem involving an orthogonally (unitarily) 
invariant class of operators A on, say, a Hilbert space H, an orthogonally 
(unitarily) invariant error functional, and a well-defined algorithm mini- 
mizing some functional on Krylov subspaces, then it can be shown that 
Krylov information is optimal up to some additive or multiplicative con- 
stants among the information of the type A * z, z, E H. 
Several problems remain: 
1. We do not know whether the multiplicative constant “2” in Theo- 
rems 1.1 and 2.1 is necessary. It would be nice to show either that it can 
be dropped for certain orthogonal invariant classes, or that it is sharp for 
some examples, i.e., there are information operators which are twice as 
good as Krylov information. 
2. The problem of finding the (almost) optimal information among 
information consisting of arbitrary adaptive linear functionals 
Z/LA, 6) = [b, h(A; b), L2W; b, UI), . . . , 
where Ui = Li(A; 6, ~1, ~2, . . . , Ui-i), i = 1, 2, . . . , k - 1, is still 
unsolved. We refer to Traub and Woiniakowski (1984) for further discus- 
sion. 
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