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Abstract
A theory for qualitative models of gene regulatory networks has been developed
over several decades, generally considering transcription factors to regulate di-
rectly the expression of other transcription factors, without any intermediate vari-
ables. Here we explore a class of models that explicitly includes both transcrip-
tion and translation, keeping track of both mRNA and protein concentrations. We
mainly deal with transcription regulation functions that are steep sigmoids or step
functions, as is often done in protein-only models, though translation is governed
by a linear term. We extend many aspects of the protein-only theory to this new
context, including properties of fixed points, description of trajectories by map-
pings between switching points, qualitative analysis via a state-transition diagram,
and a result on periodic orbits for negative feedback loops. We find that while
singular behaviour in switching domains is largely avoided, non-uniqueness of
solutions can still occur in the step-function limit.
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1. Introduction
Models of gene regulatory networks often omit many biochemical details,
partly because parameters in specific systems are often not well known, but also
because it is argued that qualitative behaviour, at least, will be similar in simplified
models. For example, a good deal of work on developing general-purpose tools
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for analysis of the behaviour of gene networks has modeled only concentrations
of proteins that act as transcription factors, as if these proteins directly regulated
production of other proteins. We know that this is not really the case — proteins
regulate the transcription of mRNA’s that in turn produce proteins by translation.
There may also be post-translational modifications to a protein before it is effec-
tive as a regulator. It is often argued that the time scales of the dynamics of mRNA
and protein are vastly different, so that it is not unreasonable to consider mRNA
dynamics to be infinitely fast, so that only the protein variables need be retained
in a model.
Typically, mRNA decay rates are significantly higher than those of proteins,
or equivalently, protein half life tends to be longer. However, these time scales
may not always be so different and the range of ratios of these decay rates is
highly variable across genes and organisms (see, for example, [1, 2, 10, 19, 20]).
In previous work, it has been shown that behaviour of transcription-translation
networks and the correspondong protein-only networks can differ qualitatively,
even in some cases when time scales of the two types of variable are very different
(but not infinitely different) [7, 10].
This observation makes it desirable to develop a method of analysis for trans-
cription-translation networks. One can still use the simplifying assumption that
the regulation (promotion or repression) becomes effective sharply at a particular
threshold, so that the regulatory effect as a function of protein concentration is a
very steep sigmoid, or even infinitely steep. A start to an analysis of such sys-
tems was made in a previous paper [7], but the focus there was on a comparison
of the transcription-translation system to its protein-only counterpart. One of the
main advantages of a transcription-translation model, from the point of view of
analysis, is that there is no self-input of any variable as a regulator of its own pro-
duction. If, biochemically, a gene is autoregulating, the process is now modeled
as a feedback loop between the gene’s mRNA transcript, and the correspond-
ing translated protein. Thus, the difficulties that arise in protein-only networks
with ‘black walls’ (trajectories approach a threshold hyperplane from both sides),
‘white walls’ (trajectories move away from a threshold hyperplane on both sides)
and sliding in walls (trajectories confined to a threshold hyperplane for a nonzero
time interval, while moving in other variables) no longer arise. There are still
sensitive behaviours at intersections of walls that require careful analysis, but the
problems of singular flow seem to be avoided in typical solution trajectories.
On the other hand, even in the case of infinitely steep switching, maps be-
tween threshold transitions are no longer as easy to calculate, and contrary to the
protein-only case, trajectories can reverse direction without crossing a threshold.
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These issues are explored more fully here, and we show that, in fact, the direction
reversal leads to particular trajectories that graze a threshold hyperplane tangen-
tially, leading once again to non-uniqueness of some solutions in the infinitely
steep switching case (Section 4.3). It is possible, however, to divide phase space
up into regions (which will here be called pseudo-state domains) in such a way
that flows are logically captured by a directed graph in which nodes represent re-
gions, in a similar way to what is done for protein-only networks, even though
here, only half the variables have thresholds (Section 6). Negative feedback loops
still correspond to cycles on such a state-transition graph, and with appropriate
parameter values, these have a corresponding unique locally stable periodic solu-
tion that is also qualitatively stable with respect to the (adjacent) boxes through
which it passes.
We investigate a number of other properties of trajectories of the transcription-
translation model, in a way that parallels the theory for protein-only networks.
For example, we show that a fixed point in a regular domain (we use this term
also in the limit of infinitely-steep switching, where it becomes a region of phase
space bounded by threshold hyperplanes) is still necessarily asymptotically stable,
but not globally with respect to that regular domain, unlike the protein-only case
(Section 4.2). In Sections 4.1 and 5, we determine how to calculate the map from
one threshold transition to the next, though in practice this requires numerically
finding a root of a transcendental equation in most situations (this was partially
done in [7], but not every case was covered there). We finish with a summary of
what has been achieved and discussion of implications.
2. The Protein Only Model
In this work, we are interested in qualitative descriptions of gene regulatory
networks. A class of simplified models, proposed by Glass [13], and elaborated
by others (for example [6, 8, 21]), describe n-gene networks by an n-dimensional
system of differential equations with either a step function or a sigmoidal interac-
tion term. Using the notation of Plahte and Kjøglum, the equations are
y˙i = Fi(Z) − βiyi, i = 1, . . . , n , (1)
where βi > 0 is constant and Z = (Z11, . . . , Znpn) is a vector of sigmoid functions
Zi j = S(yi, θi j, q) satisfying a number of conditions laid out in their paper [21].
Here yi denotes the concentration of the ith protein, θi j is the switching threshold of
Zi j, j ∈ {0, 1, . . . , pi}, and q is a steepness parameter. The functions Fi(Z) ≥ 0 are
3
multilinear polynomials, i.e., affine with respect to each Zi j. Inherently, production
rates are bounded, so there exist positive constants ¯Fi such that 0 ≤ Fi(Z) ≤ ¯Fi for
each i ∈ {1, . . . , n}. We define θi0 = 0 and θi,pi+1 = yi,max :=
¯Fi
βi
.
As in [6], we take S(yi, θi j, q) to be the Hill function H(yi, θi j, q),
H(yi, θi j, q) =
y
1
q
i
y
1
q
i + θ
1
q
i j
. (2)
Note that
lim
q→0
H(yi, θi j, q) =
{
0 if yi < θi j
1 if yi > θi j
.
Since for each gene i we assign one equation, we refer to (1) as Model 1.
In the limit as q → 0, phase space can be divided into boxes,
B j1..., jn =
n∏
i=1
(θi ji , θi, ji+1) , ji ∈ {0, 1, . . . , pi} ,
separated by threshold hyperplanes. Flow in each box is directed towards a focal
pointΦi = Fi(Z)βi , for the value of the binary vector Z appropriate to the box (Zi j = 0
if yi < θi j and Zi j = 1 if yi > θi j). If a fixed point lies inside its own box, then no
switching occurs and the trajectory converges asymptotically to the focal point,
which is then an asymptotically stable fixed point (this straightforward result has
been observed many times; see, for example, [11, 12, 15, 23]). Otherwise, map-
pings from threshold to threshold can be calculated. One can apply these maps
iteratively to get a long term mapping that one can use to give conditions for exis-
tence and stability of periodic solutions. See, for instance, [4] or [8].
3. The Transcription-Translation Model
A 2n-dimensional model explicitly describing both the transcription and
translation steps has been proposed in [7] and [10]:
x˙i = Fi(Z) − βixi
y˙i = κixi − γiyi
i = 1, . . . , n , (3)
which we refer to as Model 2 henceforth. In Model 2, xi represents the concentra-
tion of the ith mRNA and yi represents the concentration of the protein product for
gene i. We take Z = (Z1 j, . . . , Znpn), where each Zi j is as before. Again, we take
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S(yi, θi j, q) = H(yi, θi j, q) to be the Hill function defined in (2). We take each Fi
and βi to be defined as before, and add that γi > 0, and κi > 0. All the examples
we present will deal with the limit case q → 0, but the main results will be shown
for both q → 0 and for q > 0.
We first note that since y˙i is independent of Zi j, all threshold hyperplanes yi =
θi j are transparent, i.e. solution trajectories pass through them.
The threshold hyperplanes yi = θi j divide R2n into regions that we call reg-
ular domains. To be more precise, we adapt some notation from [8]: let Npi =
{0, 1, . . . , pi} and let H =
∏n
i=1 Npi . For consistency, we declare that θi,0 = 0 and
θi,pi+1 = yi,max. It follows that yi has pi thresholds. Let h ∈ H . We define a Regular
Domain, Dh, in the limit q → 0, to be
Dh = Dh1,...,hn = R
n
+ ×
n∏
i=1
(θi,hi , θi,hi+1), hi ∈ Npi . (4)
Note that for q > 0, the intervals (θi,hi , θi,hi+1) have to be replaced by (θi,hi +
δ(q), θi,hi+1 − δ(q)), where δ(q) → 0 as q → 0, and the switching regions have
thickness that vanishes as q → 0. Inside a regular domain none of the yi are at
threshold value. For 0 < q ≪ 1, the sigmoid vector Z can be approximated by a
binary vector B, and it converges to B as q → 0. Thus, inside regular domains in
the limit as q → 0, each Fi(Z) is a constant, αi (which implicitly still depends on
Z, of course). Consequently, in a regular domain Dh, Equations (3) can be solved
uniquely in the limit as q → 0 and these solutions will hold until one of the yi hits
a threshold. Solutions must be directed towards a focal point,
Φ = (x∗, y∗) = (x∗1, . . . , x∗n, y∗1, . . . , y∗n) where (x∗i , y∗i ) =
(
αi
βi
,
κiαi
γiβi
)
, (5)
monotonically in each xi, but not necessarily in each yi.
4. Local Dynamics in a Regular Domain
In this section we talk about local dynamics in regular domains, and com-
pare with local dynamics in Model 1. For what follows, we make the following
assumption:
Assumption 1. No focal point, Φ = (x∗, y∗), from (5), for any binary vector Z,
lies on a threshold, i.e. κiαi
γiβi
=
κi
γiβi
Fi(Z) , θi,hi for any i > 0 and hi ∈ Npi .
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4.1. Solutions in a Regular Domain
We begin by solving (3) in a regular domain, Dh for q → 0. In Dh, (3) takes
the form
x˙i = αi − βixi
y˙i = κixi − γiyi
i = 1, . . . , n. (6)
Let N = {1, . . . , n}. Let J = {i ∈ N | βi = γi} and let I = N \ J = {i ∈ N | βi , γi}.
We can then write (6) as
x˙i = αi − βixi
y˙i = κixi − γiyi
i ∈ I ,
x˙ j = α j − γ jx j
y˙ j = κ jx j − γ jy j
j ∈ J ,
(7)
with initial conditions xi(0) = x(h)i , x j(0) = x(h)j , yi(0) = y(h)i , and y j(0) = y(h)j , and
(x(h)i , y(h)i , x(h)j , y(h)j ) ∈ Dh. Solving the first and third equation in (7) gives
xi(t) = αi/βi + (x(h)i − αi/βi)e−βit, i ∈ I
x j(t) = α j/γ j + (x(h)j − α j/γ j)e−γ j t, j ∈ J .
(8)
We insert these equations into the second and fourth equations from (7) and rear-
range to get
y˙i + γiyi = κiαi/βi + κi(x(h)i − αi/βi)e−βit
y˙ j + γ jy j = κ jα j/γ j + κ j(x(h)j − α j/γ j)e−γ jt .
Solving gives
yi(t) = κiαi
βiγi
+
κi(x(h)i − αi/βi)
γi − βi
e−βit +
y(h)i − κiαiβiγi −
κi(x(h)i − αi/βi)
γi − βi
 e−γit
y j(t) =
κ jα j
γ2j
+
(
κ jx
(h)
j −
κ jα j
γ j
)
te−γ jt +
y(h)j − κ jα jγ2j
 e−γ jt .
(9)
It follows that in the regular domainDh, the solution to (7) is given by (8) and (9).
Since all the threshold hyperplanes in Model 2 (equations (3)) are transparent, the
solution can be continuously extended from one regular domain to an adjacent one
by concatenating trajectory segments calculated between threshold intersections.
It is clear that in each variable, xi simply approaches αiβi exponentially. In the
(xi, yi)-plane, the yi null cline is the line xi = γiκi yi. For larger xi values (or smaller
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yi values), yi is increasing, while for smaller xi values (or larger yi values), yi is
decreasing. Fixed points fall on the intersection of the null clines xi = αiβi and
xi =
γi
κi
yi when this falls inside (θhi , θhi+1).
We note that these solutions lack monotonicity in yi. This feature gives rise to
dynamics not seen in Model 1, including solutions that graze a threshold tangen-
tially.
4.2. Fixed Points in Regular Domains
We start with a result that carries over from Model 1, which we rely on
throughout.
Proposition 1. Let (x∗, y∗) = (x∗1, . . . , x∗n, y∗1, . . . , y∗n), x∗i = αiβi , y∗i =
κiαi
γiβi
, be a fixed
point of (6) in a regular domain Dh of Model 2 in the limit q → 0 (i.e., the focal
point Φ = (x∗, y∗) for Dh lies inside Dh). Then, (x∗, y∗) is a locally asymptotically
stable node. The same is true with q sufficiently small for the corresponding,
slightly shifted, fixed point.
Proof. In a regular domain with q → 0, Z is a fixed binary vector, so we can write
Fi(Z) = αi, and system (3) becomes (6).
The Jacobian of (6) at (x∗, y∗) is then
J(x∗, y∗) =

−β1 0 . . . 0 0 0 . . . 0
0 −β2 . . . 0 0 0 . . . 0
...
. . . . . .
. . .
. . .
. . . . . .
...
0 0 . . . −βn 0 0 . . . 0
κ1 0 . . . 0 −γ1 0 . . . 0
0 κ2 . . . 0 0 −γ2 . . . 0
...
. . . . . .
. . .
. . .
. . . . . .
...
0 0 . . . κn 0 0 . . . −γn

which clearly has eigenvalues −βi and −γi for i = 1, . . . , n. Since βi > 0 and γi > 0
for each i, all the eigenvalues are negative, so (x∗, y∗) is locally asymptotically
stable.
For q > 0 it can be shown that
lim
q→0
dZm j
dym
= 0
for all m and j. Thus, for q > 0 sufficiently small, by continuity of eigenvalues
with respect to matrix entries, the result still holds.
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We emphasize the locality of this result, as it is shown below that it is possible
to enter a regular domain Dh containing a fixed point, and not converge to it.
This is impossible in Model 1, where trajectories were monotone in each variable
within a given regular domain. Accordingly, trajectories could not leave a regular
domain via the threshold they entered. This is no longer true in Model 2.
As a result of the lack of monotonicity, there can be solutions that graze a
threshold, i.e., intersect it tangentially (see Figure 1). If αi
βi
<
γi
κi
θi,hi+1 then there
exists a solution trajectory on a curve Γ(hi)ui inDh that grazes θi,hi+1, and if αiβi >
γi
κi
θi,hi
then there exists a solution trajectory on a curve Γ(hi)li in Dh that grazes θi,hi . Their
existence has interesting implications, including bounding a trapping region and
non-uniqueness of solutions in the limit q → 0.
We construct these curves in the limit q → 0. Then, Γ(hi)li , when it exists, is
defined to be the unique solution trajectory in phase space that reaches (γi
κi
θi,hi , θi,hi).
We can find an initial point (x(0)i , θi,hi+1) on the threshold yi = θi,hi+1, when it exists,
as follows. Using one of the equations in (8) (depending on whether or not βi =
γi), set xi(t) = γiκi θi,hi , then solve for t. Insert this t into the appropriate equation in
(9), then set yi(t) = θi,hi and y(0)i = θi,hi+1. Finally solve for x(0)i . If this cannot be
done explicitly, it can be done numerically. If x(0)i < 0 by this calculation, we still
define Γ(hi)li in this way, even though x
(0)
i < 0 is not physically meaninful. Let t∗ be
the time it takes for xi(t; x(0)i ) to get to γiκi θi,hi , i.e. xi(t∗; x
(0)
i ) = γiκi θi,hi . Γ
(hi)
li is then
given parametrically by
{
xi(t; x(0)i )
yi(t; θi,hi+1)
for 0 ≤ t ≤ t∗.
The curve Γ(hi)ui is defined and found analogously, replacing θi,hi with θi,hi+1 and vice
versa.
The existence of fixed points in regular domains depends on the existence of
these curves.
Proposition 2. In any regular domain, Dh, there exists a unique fixed point at
(x∗, y∗) =
(
αi
βi
, κi
γi
αi
βi
)
if and only if Γ(hi)li and Γ
(hi)
ui exist for all i = 1, . . . , n, i.e. if
γi
κi
θi,hi <
αi
βi
<
γi
κi
θi,hi+1 for all i = 1, . . . , n.
Proof. This is simply a consequence of the fact that for each i, the xi null cline
(xi = αiβi ) and the yi null cline (yi =
κi
γi
xi) intersect in Dh.
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Regions bounded by these curves form trapping regions. To define such re-
gions, the cases where a yi variable is below θi,1 or above θi,pi must be handled
separately.
For each regular domain, Dh, we define the 2n-dimensional region:
R(h)c :=
n∏
i=1
R(hi)ci ,
where each R(hi)ci is a two-dimensional region defined as follows:
Case 1: If 0 < hi < pi, so that both Γ(hi)ui and Γ
(hi)
li exist,
R(hi)ci := {(xi, yi) ∈ R2+|θi,hi < yi < θi,hi+1, max{Γ(hi)li , 0} < xi < Γ(hi)ui }.
Case 2: If hi = pi, so that only Γ(hi)li exists,
R(hi)ci := {(xi, yi) ∈ R2+|θi,pi < yi, Γ(hi)li < xi}.
Case 3: If hi = 0, so that only Γ(hi)ui exists,
R(hi)ci := {(xi, yi) ∈ R2+|0 < yi < θi,1, 0 < xi < Γ(hi)ui }.
Note that it is allowed for the x-value of Γ(hi)li to go below 0, and one can
find the intersection of Γ(hi)li with the y-axis to describe the appropriate region in a
similar way to the calculation of x(0)i on the threshold yi = θi,hi+1 above.
Proposition 3. Let q → 0. Suppose there exists a fixed point in a regular domain
Dh. Then, for each i, if a trajectory enters Dh at (x(0), y(0)) ∈ R(h)c then no other
switching occurs and it converges to the fixed point. Conversely, Dh \ R(h)c , ∅
and if there exists at least one pair (x(0)i , y(0)i ) such that the trajectory enters Dh at
(x(0), y(0)) with (x(0)i , y(0)i ) ∈ Dhi \ R(hi)ci , then the trajectory will leave Dh.
Proof. Let Dh be a regular domain containing a fixed point
(x∗, y∗) = (x∗1, . . . , x∗n, y∗1, . . . , y∗n).
InDh the flow is given by (8) and (9), and we note that we can solve both equations
in (8) for t as a function of xi without difficulty.
Since each pair (xi, yi) is independent of (x j, y j) for all i , j in a regular do-
main, we can consider each pair by itself. Suppose a trajectory Π enters a regular
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domain at a point (x(0), y(0)) ∈ R(h)c . Then (xi, yi) ∈ R(hi)ci for each i = 1, . . . , n.
By uniqueness, the direction of the flow across the boundaries, and the construc-
tion of Γ(hi)ui (resp. Γ(hi)li ), R
(hi)
ci is an invariant region, so, by Proposition 1 and the
Poincare´-Bendixson Theorem, (xi, yi) converges to (x∗i , y∗i ). Since this is true for
each i, we conclude that Π converges to (x∗, y∗).
Conversely, since there is no a priori maximum value for any xi, and κi , 0,
γi , 0, it follows immediately that Dh \ R(h)c , ∅. Suppose that (xi, yi) < R(hi)ci for
some i. Then, again by uniqueness and the construction of Γ(hi)ui (resp. Γ(hi)li ), one
of these yi must cross a threshold, at which point (x∗, y∗) ceases to be the relevant
focal point and Π flows towards a new focal point.
x
i
yi
xi =
γi
κi
yiΓ
(1)
ui
Γ
(1)
li
Γ
(0)
ui
Γ
(2)
li
Figure 1: Phase plane for a single pair (xi, yi). The solid vertical lines represent threshold values
θi,hi and θi,hi+1, respectively. The cases 1, 2 and 3 correspond to the region between the two thresh-
olds, to the right of the right threshold, and to the left of the left threshold, respectively. In this
example, we take the xi nullcline, xi = Fi(Z)βi in each region to be in R
(hi)
ci . The grazing trajectories,
curves Γ
(hi)
li and Γ
(hi)
ui , are in bold, while other trajectories are shown as dotted curves. Null-clines
are shown as dotted straight lines, and fixed points as solid circles.
By analysis of the flow, we can conclude the existence of a sepratrix in each
regular domain that corresponds to Γ(hi)ui or Γ
(hi)
li in the case of q > 0, but they are
more difficult to calculate. However, if certain conditions are met (see section
4.3) then these curves correspond to the stable manifolds of fixed points near the
thresholds.
This result describes a loss of global stability with respect to the regular do-
mains when we move from the Model 1 to Model 2, illustrated in Example 4.1,
below.
Remark 1. Refer to Figure 1. Recall that the existence of Γ(hi)li or Γ
(hi)
ui did not rely
on the existence of a fixed point. Also, as a corollary of Proposition 3, if hi < pi
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and αi
βi
<
γi
κi
θi,hi for some θi,hi , then there is an interval Ri,hi of the threshold line
θi,hi in R2+ such that if a trajectory Π enters Dh on the threshold θi,hi at (x¯, y¯) with
x¯i ∈ Ri,hi , then the next threshold Π crosses cannot be θi,hi+1. This interval is given
by
Ri,hi =
{
(xi, yi) ∈ R2+
∣∣∣∣∣ γiκi θi,hi < xi < Γ
(hi)
ui
, yi = θi,hi
}
.
Similarly, if αi
βi
>
γi
κi
θi,hi+1, there is an interval Ri,hi+1 of the threshold line θi,hi+1
such that if a trajectory Π enters Dh on the threshold θi,hi+1 at (x¯, y¯) with x¯i ∈ Ri,hi ,
then the next threshold Π crosses will not be θi,hi . This region is given by
Ri,hi+1 = {(xi, yi) ∈ R2+ | Γ(hi)li < xi <
γi
κi
θi,hi+1, yi = θi,hi}.
Example 4.1. Consider the 2-gene network in the framework of Model 1
y˙1 = Z11 + 32 (Z21 − Z22) − 78 x1
y˙2 = Z11 + 32 Z12 −
7
8 x2
(10)
with θ11 = 1, θ12 = 2, θ21 = 12 , and θ22 = 1. We note that (0, 0) is a fixed
point and any solution entering the box B00 := [0, 1] × [0, 12] will converge to it
asymptotically.
We now expand the system to include both mRNA and protein as follows,
x˙1 = Z11 + 32(Z21 − Z22) − 78 x1
y˙1 = x1 − y1
x˙2 = Z11 + 32Z12 −
7
8 x2
y˙2 = x2 − 2y2,
(11)
where each θi j is as before and take q → 0. The box B00 for (10) corresponds
to the regular domain D00 = R2+ × B00 for (11), and the fixed point (0, 0, 0, 0)
for (11) corresponds to (0, 0) for (10). In D00 with initial conditions x1(0) = x(0)1 ,
y1(0) = y(0)1 , x2(0) = x(0)2 , and y2(0) = y(0)2 , (11) has solutions
x1(t) = x(0)1 e−
7
8 t
y1(t) = 8x(0)1 e−
7
8 t + (y(0)1 − 8x(0)1 )e−t
x2(t) = x(0)2 e−
7
8 t
y2(t) = 89 x(0)2 e−
7
8 t + (y(0)1 − 89 x(0)1 )e−2t.
After going through the process described in Section 4.2, we find that Γ(0)u1 is given
parametrically by{
x1(t) =
(
8
7
)7
e−
7
8 t
y1(t) = 8
(
8
7
)7 (e− 78 t − e−t) , 0 ≤ t ≤ 8 ln
(
8
7
)
.
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and that Γ(0)u2 is given parametrically by
{
x2(t) =
(
16
7
)7/9
e−
7
8 t
y1(t) = 89
(
16
7
)7/9 (e− 78 t − e−2t) , 0 ≤ t ≤
8
9 ln
(
16
7
)
.
By definition, R(00)c = R(0)c1 × R(0)c2 . The regions R(0)c1 and R(0)c2 are shown in Figure 2.
A loss of global stability with respect to the regular domain is seen when we
compare a point in B00 and a corresponding point in D00. For instance, com-
pare the points P = (12 , 14) and Q = (3, 12 , 1, 14). Since P ∈ B00, the trajectory
starting at P converges to (0, 0). However, the trajectory starting from the corre-
sponding point Q does not converge to (0, 0, 0, 0) by Proposition 3 since Q < R00c .
Thus, (0, 0, 0, 0) is no longer globally asymptotically stable with respect to D00,
although (0, 0, 0, 0) is still locally asymptotically stable by Proposition 1.
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Figure 2: Phase plane of Equations (11) showing R(0)c1 and R(0)c2 .
4.3. Non-Uniqueness
We motivate the work in this section by the following example.
Example 4.2. Consider the 1-gene network
x˙ = Z − x
y˙ = 3x − y (12)
with θ = 2. There are fixed points (0, 0) and (1, 3) in the regular domains. It is
a simple application of the singular perturbation theory to show that there is in
addition a fixed point near (x, y) = (23 , 2) for q > 0 sufficiently small. In the limit
12
q → 0, this lies on the threshold. Taking q → 0, the solutions in D1 with initial
conditions x(0) = x(0) and y(0) = y(0) are given by
x(t) = 1 + (x(0) − 1)e−t
y(t) = 3 + (3x(0) − 3)te−t + (y(0) − 3)e−t .
For a solution starting at (0, 3 ln(3)) we notice that at time t = ln(3)
x(ln(3)) = 1 − e− ln(3) = 23
y(ln(3)) = 3 − 3 ln(3)e− ln(3) + (3 ln(3) − 3)e− ln(3) = 2 ,
which is the location of the fixed point. Thus, for any solution starting on the
stable manifold in D1, it takes at most ln(3) time units to reach the fixed point.
Similarly, in D0, solutions with initial conditions x(0) = x(0) and y(0) = y(0)
are given by
x(t) = x(0)e−t
y(t) = 3x(0)te−t + y(0)e−t .
For a solution starting at (23e, 0) we notice that at time t = 1
x(1) = 23e · e−1 = 23
y(1) = 3 23e · e−1 = 2,
which is also the location of the fixed point. It is clear that uniqueness is now lost
and as a result what happens to these flows after they intersect (23 , 2) is ambiguous.
Either they follow either of the unstable manifolds, or will remain at the fixed
point.
0 0.5 1 1.5 2 2.5 3 3.5
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y
x = 13y
Figure 3: The non-unique solutions of (12), shown in red and blue.
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It is natural to ask when this happens. That is, under what conditions is there a
non-unique solution in the limit q → 0? In this section we give an answer to this
question. We proceed with the following assumption:
Assumption 2. At least one Fi depends on Zi j for at least one j.
Assumption 2 says that there is autoregulation. For simplicity, we take i = 1
in what follows, but the conclusion holds for any i. Suppose that we are in a
regular domain Dh such that y1 is the next variable to hit a threshold (this is not
unreasonable, as it could happen, for instance, that each other pair (x j, y j) for i , 1
has focal point coordinates in the regular domain Dh). This allows us to disregard
all variables with i > 1, as each Zi j will be constant (0 or 1) in the limit q → 0 (for
q > 0 sufficiently small, it will be almost constant, but the result will take more
work!). For simplicity again, we assume that y1 has only one threshold, but this
does not change the conclusion of the result as we are only concerned with the
dynamics close to one threshold.
Since we take each Fi to be a multilinear polynomial, close to a threshold θ1,1,
we can write (3) as
x˙1 = b + aZ11 − β1x1
y˙1 = κ1x1 − γ1y1
x˙i = Fi(Z) − βixi
y˙i = κixi − γiyi
i = 2, . . . , n (13)
where b ≥ 0 and a ≥ −b are constants. For this section, suppose that a ≥ 0. If
−b ≤ a < 0, then it can easily be shown that the dynamics we wish to explore do
not take place.
In what follows we drop the subscripts for all variables and parameters, as it
is understood that they are all 1.
Proposition 4. If a < βγ
κ
θ < a + b, then there is a fixed point for the pair (x, y) in
a neighbourhood of (γ
κ
θ, θ). Moreover, this point converges to (γ
κ
θ, θ) as q → 0. If
q is sufficiently small, then this fixed point is a saddle point.
Proof. We need to show that there exists a point (x¯, y¯) close to
(
γ
κ
θ, θ
)
such that
0 = b + a y¯
1
q
y¯
1
q +θ
1
q
− βx¯
0 = κx¯ − γy¯
(14)
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is satisfied. Define
p(x) :=
(
κx
γθ
) 1
q
−
βx − b
(a + b) − βx .
Since
p
(
b
β
)
> 0 and lim
x→ b+a
β
−
p(x) = −∞,
there exists an x¯ ∈
(
b
β
, b+a
β
)
such that p(x¯) = 0, by the intermediate value theorem.
It follows that y¯ = κ
γ
x¯ ∈
(
κb
γβ
,
κ(a+b)
γβ
)
.
By (14),
y¯ =
(
βx¯ − b
(a + b) − βx¯
)q
θ (15)
so it follows that
lim
q→0
(x¯, y¯) =
(
γ
κ
θ, θ
)
.
At this point, we are interested in the eigenvalues of the linearization of (14)
about (x¯, y¯). We have
J(x¯, y¯) =

−β
aθ
1
q y¯
1
q−1
q
(
y¯
1
q + θ
1
q
)2
κ −γ
 ,
which has eigenvalues
λ1,2 = −
β + γ
2
±
√√(β + γ)2
4
+
aκθ
1
q y¯
1
q−1
q
(
y¯
1
q + θ
1
q
)2 − βγ.
Recall (15) and note that the limit
lim
q→0
aκθ
1
q y¯
1
q−1
q(y¯ 1q + θ 1q )2
= lim
q→0
aκθ
1
q
(
βx¯ − b
(a + b) − βx¯
)
θ
1
q
q
((
βx¯ − b
(a + b) − βx¯
)
θ
1
q + θ
1
q
)2
y¯
= lim
q→0
aκ
(
βx¯ − b
(a + b) − βx¯
)
q
((
βx¯ − b
(a + b) − βx¯
)
+ 1
)2
y¯
= ∞
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since a < β1γ1
κ1
θ1 < a + b, x¯ → γθκ , and y¯ → θ. From this we can conclude that this
point is a saddle, because
aκθ
1
q y¯
1
q−1
q
(
y¯
1
q + θ
1
q
)2 − βγ > 0
for sufficiently small q, as shown above.
If we define solutions of the step function system to be the limit as q → 0 of
solutions of the smooth system, then the stable manifolds of the fixed point for the
step function system are given by the curves Γ(1)l1 and Γ
(0)
u1 described in Section 4.2.
Thus, we can heuristically explain the phenomenon of flows reaching the fixed
point in finite time, since the eigenvalues of J(x¯, y¯) go to positive and negative
infinity as q → 0. Thus, even though it takes an infinite amount of time for flows
to reach an equilibrium point for any q > 0 with approach proportional to eλt, as
q → 0 we have that λ → −∞ and the solution can reach the equilibrium in finite
time.
If an orbit of the step function system were to start on the stable manifold,
then it can reach the fixed point in finite time, as shown in the following example.
Once the trajectory intersects the fixed point the dynamics become ambiguous.
This phenomena is analogous to the case where solutions pass through the inter-
section of two thresholds in the framework of Model 1, as shown by Killough and
Edwards [17].
5. Dynamics Through a Series of Regular Domains
In the previous section we discussed the flow within a regular domain. We
now use this flow to determine a mapping M : R2n+ → R2n+ from one threshold to
another, that is, (x(m+1), y(m+1)) = M(x(m), y(m)), in the limit q → 0. This has been
done in [7] for the case βi , γi, but here we also allow equality. As before, with
N = {1, . . . , n}, let I = {i ∈ N | βi = γi} and J = N \ I = {i ∈ N | βi , γi}. In the
rest of this section, take i ∈ I and j ∈ J and take q → 0.
Suppose that a solution passes through a wall ysm = θsm at time T (m), at the point
ysm(T (m)) = θsm , xi(T (m)) = x(m)i , yi(T (m)) = y(m)i , x j(T (m)) = x(m)j and y j(T (m)) = y(m)j
and proceeds into a regular domain D(m)h , where the index (m) is a counter for the
intersections of the solution and walls. We wish to determine on which wall the
trajectory exits D(m)h and the location and time of the next wall intersection. This
is done by calculating the next time at which each protein variable would hit a
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threshold, independent of other variables. The minimum of these times identifies
the variable that switches next.
In each direction ℓ ∈ N, the walls of D(m)h either have yℓ = θℓ,hℓ or yℓ = θℓ,hℓ+1.
From (9), the next intersection point considering direction ℓ independently is one
of the following (depending on whether or not βℓ = γℓ), with either rℓ = hℓ or
rℓ = hℓ + 1:
θℓ,rℓ =
κℓαℓ
βℓγℓ
+
κℓ(x(m)ℓ −αℓ/βℓ)
γℓ−βℓ
e−βℓtℓ + (y(m)
ℓ
−
κℓαℓ
βℓγℓ
−
κℓ(x(m)ℓ −αℓ/βℓ)
γℓ−βℓ
)e−γℓ tℓ ,
θℓ,rℓ =
κℓαℓ
γ2
ℓ
+ (κℓx(m)ℓ − κℓαℓγℓ )tℓe−γℓ tℓ + (y
(m)
ℓ
−
κℓαℓ
γ2
ℓ
)e−γℓ tℓ , (16)
where tℓ is defined by yℓ(tℓ) = θℓ,rℓ , when it exists.
As in [7], we introduce the variable substitution a0 = κℓαℓβℓγℓ−θℓ,rℓ , b0 =
κℓ
γℓ−βℓ
(x(m)
ℓ
−
αℓ/βℓ), c0 = y(m)ℓ − κℓαℓβℓγℓ −
κℓ
γℓ−βℓ
(x(m)
ℓ
−αℓ/βℓ), a1 = κℓαℓγ2
ℓ
− θℓ,rℓ , b1 = κℓx
(m)
ℓ
−
κℓαℓ
γℓ
, and
c1 = y(m)ℓ −
κℓαℓ
γ2
ℓ
then we can write the equations in (16) as
0 = a0 + b0e−βℓtℓ + c0eγℓtℓ , or
0 = a1 + (b1tℓ + c1)e−γℓ tℓ . (17)
Note that the second equation in (17) is transcendental and the first equation is
usually transcendental, for instance if γℓ/βℓ < Q. There is a pair of such equa-
tions (17), for each choice of rℓ (either hℓ or hℓ + 1). Thus, in principle, for each
ℓ, there could be multiple solutions tℓ to (17), thought they need not be positive.
If, for a particular ℓ, there exists one or more positive solutions of (17), then let
t∗
ℓ
be the minimum positive solution. This is the next hitting time in the ℓ direction.
If there are no positive solutions, let t∗
ℓ
= ∞. Now, if t∗
ℓ
< ∞ for some ℓ then the
index sm+1 specified by
t∗sm+1 = minℓ {t
∗
ℓ}
indicates the next wall intersection of the trajectory, ysm+1 = θsm+1 (either θsm+1,hsm+1
or θsm+1,hsm+1+1), at step (m + 1) and time T (m+1) = t∗sm+1. We note that equation (17)
may have to be solved numerically.
If no such solution exists (t∗sm+1 = ∞) then the solution stays in the regular
domain D(m)h as t →∞ and
xi(t) → αi/βi ,
x j(t) → α j/β j ,
yi(t) → κi figiγi ,
y j(t) → κ j f jγ2j .
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When the solution T (m+1)(x(m)sm , y(m)sm ) of (17) is inserted in (8) and (9) for t, the
remaining coordinates xi, yi, x j, and y j, i ∈ I, j ∈ J of the intersection point
(x(m+1), y(m+1)) with the wall ysm = θsm+1 can be found as a function of x(m) and y(m).
Thus, we have described a mapping M : R2n+ → R2n+ from one threshold to
another. One could write a computer program to iterate this process and analyti-
cally integrate trajectories indefinitely. In previous work on Model 1, one could
attain a closed form of the mapping from one wall to another, and thus, explicitly
calculate returning regions and find conditions for the existence and stability of
periodic orbits. Due to the transcendental nature of the solutions in Model 2, the
equivalent calculations would involve non-trivial numerical computations.
In Model 1 the time to next switching, T (m+1) − T (m), varies continuously with
respect to the current switching point y(m). However, in Model 2 this is not true
when an initial coordinate (x(m)i , y(m)i ) is moved through the curve Γ(hi)ui or Γ(hi)ℓi , at
which point T (m+1)(x(m)sm , y(m)sm ) has a discontinuity. On one side of the curve, the
trajectory passes through the threshold. On the other side, it turns and comes back
before crossing, and thus crosses later at another threshold.
Suppose we enter a regular domain Dh at time t(m). If αiβi <
γi
κi
θi,hi ,
αi
βi
>
γi
κi
θi,hi+1,
or
γi
κi
θi,hi <
αi
βi
<
γi
κi
θi,hi+1 for some i, then Γ
(hi)
ui , Γ
(hi)
ℓi
, or Γ
(hi)
ui and Γ
(hi)
ℓi
exist respec-
tively and can be found by using the method given in Section 4.2. Given the initial
condition yi(t(m)) = y(m)i , let (x∗i , y(m)i ) be the point where yi = y(m)i intersects Γ(hi)ui
and let (x′i , y(m)i ) be the point where yi = y(m)i intersects Γ(hi)ℓi . We can implicitly
describe the time it takes for yi to reach it’s next threshold as a function of initial
condition x(m)i . By Equation (9), the time t it takes for yi to cross a threshold is
then given implicitly by
{
θi,hi = yi(t; x(m)i , y(m)i ) if x(m)i < x∗i
θi,hi+1 = yi(t; x(m)i , y(m)i ) if x(m)i > x∗i
Although these equations are transcendental, they can easily be solved numeri-
cally. It is now clear that there is a discontinuity at the point x(m)i = x∗i or x
(m)
i = x
′
i ,
accordingly.
By the comments after the proof of Proposition 3, we note that a time discon-
tinuity still occurs when q > 0, although the exact calculation of the time map
is harder to compute explicitly. In the case discussed in Section 4.3, however, it
is clear that the time discontinuity occurs at the fixed point near the threshold,
and the stable manifold represents an asymptote in the plot of the time to the next
switching.
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Example 5.1. Consider the 1-gene network
x˙ = 1 − Z1 + Z2 − x
y˙ = 3x − y
with θ1 = 1 and θ2 = 2. We are interested in finding the time t it takes for y(t) to
cross the next threshold from θ1. Since αβ = 0 < 13 = γκ θ1 in D1, the time to next
switching t(x(0)) will be determined by yi(t; x(0)i , y(0)i ).
Using the method described in Section 4.2, we find that x∗ is the solution of
1 = ln
(
3x∗
2
)
+
1
3x∗
which is approximately 1.43702. Thus, having that
yi(t; x(0)i , y(0)i ) = (3x(0)t + 1)e−t
it follows that t(x(0)) is given implicitly by
{
1 = (3x(0)t + 1)e−t if 13 < x(0) < x∗ ≅ 1.43702
2 = (3x(0)t + 1)e−t if x(0) > x∗ ≅ 1.43702 (18)
(see Figure 4). We must have that x(0) ≥ 13 because otherwise the flow is exiting
the domain rather than entering.
0 0.5 1 1.5 2 2.5 3
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t
x(0)
Figure 4: Plot of (18): time for y to intersect a threshold as a function of x(0), the initial position
on y = θ1 = 1.
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6. Symbolic Representation
Here we extend the familiar concept of a state transition diagram to the ex-
panded network. The results in this section will be useful in the following section.
In order to better discuss the qualitative dynamics of Model 2, we encode the
states of the system onto a directed graph. Each vertex represents a specific region
of phase space (defined below), and the direction along each edge describes the
direction of the flow from one domain to another. For this, the concept of a regular
domain is too general, so we define another division of phase space into what we
call Pseudo-State Domains. With h, j ∈ H , we define a Pseudo-State Domain to
be
Ph, j = Ph1,...,hn, j1..., jn =
n∏
i=1
(θi,hi , θi,hi+1) ×
(
γi
κi
θi, ji ,
γi
κi
θi, ji+1
)
.
Under this definition it is clear that for a given regular domainDh,Dh =
⋃n
j=1 Ph, j,
where U denotes the closure of a set U.
We can describe the activity of the network symbolically by relating it to a
directed graph, which we call a pseudo-state transition diagram, or PTD, where
we assign a pseudo-state domain Ph, j to each vertex. Then, the direction of the
flow through pseudo-state domains is uniquely represented by a direction on the
edge between the corresponding vertices. We show that the flow directions are
well-defined in the Lemma below.
Recalling that pi is the number of threshold values for yi, the PTD has M =∏n
i=1(pi + 1)2 vertices.
This digraph represents a state transition diagram encoding the logical struc-
ture of a network. Therefore, it defines an equivalence class of networks with the
same underlying structure.
Lemma 1. If αi
βi
,
γi
κi
θi,hi for all i, then every edge on the PTD has a unique
direction.
Proof. The flow is transverse to edges in yi directions because of Assumption 1.
The flow is transverse to edges in xi by the assumption of this Lemma. To show
uniqueness we note that the flow in xi is monotonic towards αiβi . In order for xi to
cross
γi
κi
θi,hi in both directions we would require that y j cross a threshold for some
j. But, once this happens we are in a different pseudo-state domain.
By the flow of (3) or (6), yi can only cross a threshold yi = θi,hi in the increas-
ing direction for xi > γiκi θi,hi and in the decreasing direction for xi <
γi
κi
θi,hi . By
definition of a pseudo-state domain, it follows that the direction across a threshold
is unique.
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7. Negative Feedback Loops
Feedback loops are a basic and important structure in gene regulation, being
the essential motif behind oscillatory process such as circadian rhythms and the
cell cycle, for example. Proofs of results concerning existence and stability of
periodic orbits have been obtained in many negative feedback systems, and in
particular in piecewise-linear models for gene regulation [9, 14, 22]. These results
are not sufficient to deal with the current model framework, with only half the
variables involving steep sigmoidal or step function switches. Since this is an
important analytic result, albeit only for a particular simple structure, we obtain
in this section a comparable result on existence of periodic orbits for Model 2.
We work with the following general form of a feedback loop into which frame-
work Model 2 fits:
x˙1 = −b1x1 + a1 f1(yn)
y˙1 = −d1y1 + c1x1
x˙i = −bixi + ai fi(yi−1)
y˙i = −diyi + cixi ,
i = 2, . . . , n, (19)
where constants ai, bi, ci, di are taken to be strictly positive for all i = 1, . . . , n. We
take fi ≥ 0 for all i, and without loss of generality, fi(yi−1) ∈ [0, 1] for yi−1 ≥ 0,
and similarly for f1(yn). In what follows, we will indentify index 0 with index n,
so that yi−1 is yn when i = 1. In our Model 2, we have fi(yi−1) = S(yi−1, θi−1, q),
the sigmoid with θi−1 > 0, and the prototypical examples are the Hill functions
H(yi−1, θi−1, q) or 1−H, in which case S (θi−1, θi−1, q) = 12 . We may take this as the
definition of the threshold for general S.
For the following, however, we only require that for all i = 1, . . . n, fi ∈ C1(R)
is monotone (either increasing or decreasing), with 0 ≤ fi ≤ 1, and fi(yi−1) set
to fi(0) for yi−1 < 0 if fi(0) = 0 or 1 (as is the case for the Hill functions, for
example). In this case we call (19) a monotone feedback loop.
For the following section we apply the change of variables
x1 7−→ w1
y1 7−→ w2
. . .
xn 7−→ w2n−1
yn 7−→ w2n,
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so that (19) becomes
w˙1 = −b1w1 + a1 f1(w2n)
w˙2 = −d1w2 + c1w1
w˙i = −biwi + ai fi(wi−1)
w˙i+1 = −diwi+1 + ciwi,
i = 3, 5, . . . , 2n − 1, (20)
where the indices of the fi, ai, bi, ci and di have been renumbered in the natural
way. We say that (20) is a monotone negative feedback loop provided that
∂w˙i
∂wi−1
< 0 (21)
occurs an odd number of times (identifying the index 0 with n). We say that (20)
is a monotone positive feedback loop if (21) occurs an even number of times.
Example 7.1. Taking q → 0, Figure 5 is a pseudo-state transition diagram for a
2-gene negative feedback loop
w˙1 = −w1 + 1 − Z2(w4)
w˙2 = −w2 + w1
w˙3 = −w3 + Z1(w2)
w˙4 = −w4 + w3
with θ1 = θ2 = 2. Note that all trajectories eventually converge to the domain
0000, in correspondence with the fixed point (w1,w2,w3,w4) = (1, 1, 0, 0).
We are mainly interested in monotone negative feedback loops that allow the
possibility of oscillation. Each variable in Equation (19) or (20) has a range of
values in which it must eventually lie. In fact, there is an invariant region for
the whole system. Any variable initially outside this range must fall into it. Fur-
thermore, in the case that fi(wi−1) = S(wi−1, θi−1, q) (i odd), if θi−1 does not lie in
this interval, then this variable cannot switch and oscillation is precluded. The
intervals can easily be determined from (20) as wi ∈ [0,wi,max], where
wi,max =
ai
bi , if i is odd,
wi,max =
ci−1ai−1
di−1bi−1 , if i is even.
(22)
Thus, the class of monotone negative feedback loops in which there is a possibility
of oscillation from a structural point of view, is that for which
0 < θi < wi,max, for every even i. (23)
22
0000 1000
0100 1100
0001 1001
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0010 1010
0111 1111
0011 1011
Figure 5: Pseudo-state transition diagram for the negative feedback loop of Example 7.1
We will restrict our attention to this class when we consider cycles in section 7.2,
below.
7.1. Canceling Method
In this section we provide a method by which we can change the variables in
a monotone negative feedback loop of the form (19) or (20) such that (21) occurs
only once, and such that if (23) holds initially, then it is conserved. This will be
useful in proving a result on existence of periodic solutions, using a previously
established theorem. This change of variables idea has certainly been proposed
before (for example, by Mallet-Paret and Smith [18]), but here we need to ensure
that our changes of variables keep the system within the well-defined class given
by (19) or (20).
We represent the system with a cycle graph C with vertices 1, 2, . . . , 2n. Each
vertex corresponds to a variable wi, and each edge represents the influence of wi−1
on wi. We define an edge (wi−1,wi) to be negative and label it “–” if (21) holds,
and we define an edge (wi−1,wi) to be positive and label it “+” if ∂w˙i∂wi−1 > 0 holds.
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Figure 6: A negative feedback loop.
Thus, in a negative feedback loop we have an odd number of negative edges (see
Figure 6).
Let C be a cycle corresponding to a negative feedback loop. If necessary,
change the indices so that the edge (w2n,w1) is negative, and label the other 2n− 1
edges positive or negative, accordingly. Note that initially, edges (wi,wi+1) can
only be negative if i is even.
We define the following rule for change of variables: if an edge (wi,wi+1) is
negative, then we make the change of variables w˜i = wi,max − wi. Let i1 be the
largest index, i1 ≤ 2n, such that (wi1 ,wi1+1) has a negative label. By observation i1
is even, so applying our change of variables, we get
˙w˜i1 = −di1−1w˜i1 − ci1−1wi1−1 + di1−1wi1 ,max,
w˙i1+1 = −bi1+1wi1+1 + ai1+1 ˜fi1+1(w˜i1),
where ˜fi1+1(w˜i1) = fi1+1(wi1 ,max − w˜i1) = fi1+1(wi1) so that d
˜fi1+1
dw˜i1
= −
d fi1+1
dwi1
. In the
case of our sigmoids with thresholds, ˜Si1(w˜i1 , ˜θi1 , q) = Si1(wi1 , θi1 , q), and ˜θi1 =
wi1 ,max − θi1 . The sign of (w˜i1 ,wi1 + 1) is now positive, but we have made the sign
of (wi1−1, w˜i1) negative in the process and added a constant term to the w˜i1 equation.
To amend this, we make the change of variables w˜i1−1 = wi1−1,max−wi1−1 and arrive
at the equations
˙w˜i1−1 = −bi1−1w˜i1−1 + bi1−1wi1−1,max − ai1−1 fi1−1(wi1−2),
˙w˜i1 = −di1−1w˜i1 + ci1−1w˜i1−1 + di1−1wi1 ,max − ci1−1wi1−1,max,
w˙i1+1 = −bi1+1wi1+1 + ai1+1 ˜fi1+1(w˜i1).
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Noting that bi1−1wi1−1,max = ai1−1 and that di1−1wi1 ,max − ci1−1wi1−1,max = 0, this can
be written as
˙w˜i1−1 = −bi1−1w˜i1−1 + ai1−1 ˜fi1−1(wi1−2),
˙w˜i1 = −di1−1w˜i1 + ci1−1w˜i1−1,
w˙i1+1 = −bi1+1wi1+1 + ai1+1 ˜fi1+1(w˜i1 ),
where ˜fi1−1(wi1−2) = 1 − fi1−1(wi1−2). Thus, (w˜i1−1, w˜i1) is now positive. In the case
of the thresholded sigmoids,
˜Si1−1(w˜i1−2, θi1−2, q) = 1 − Si1−1(wi1−2, θi1−2, q) ,
with the same threshold, since 1 − Si1−1(θi1−2, θi1−2, q) = 1 − 12 = 12 .
Now repeat the process. Recursively, if i j is the largest index such that (wi j−1,wi j)
is a negative edge, switch (wi j−1,wi j ) and (wi j−2,wi j−1). Since i1 > · · · > i j, we
eventually reach i j = 1 and (wi j−1,wir ) = (w2n,w1), which is the unique negative
edge, and we are done.
In order to show that the new system is still of the form (20), we need only
verify that ˜fi1+1(w˜i1 ) and ˜fi1−1(wi1−2) are monotone, C1 on R, and in [0, 1]. These
are all obvious from their definitions in terms of fi1+1 and fi1−1, which are assumed
to satisfy these conditions, and the same applies at each step around the cycle.
Thus, we still have a system in the form of (20). In the case that we have sigmoid
functions with thresholds, ˜Si1+1(w˜i1 , ˜θi1 , q) is positive at w˜i1 = 0 and reaches 1 at
w˜i1 = wi1 ,max if Si1+1(0, θi1 , q) = 1, but since we then define Si1+1(wi1 , θi1 , q) = 1 for
wi1 < 0, we also have ˜Si1+1(w˜i1 , ˜θi1 , q) = 1 for w˜i1 > wi1 ,max. Also, ˜θi1 = wi1 ,max −
θi1 ∈ [0,wi1,max] whenever θi1 ∈ [0,wi1,max]. Furthermore, ˜Si1−1(wi1−2, θi1−2, q) has
the same threshold as S i1−1(wi1−2, θi1−2, q). Thus, the new system satisfies (23) if
system (20) does.
Since we may apply a change of variables to any negative feedback loop to ob-
tain another negative feedback loop with a single negative connection, we assume
henceforth that all negative feedbacks loops have a single negative connection.
7.2. Cycles
In Model 1, trajectories of a negative feedback loop follow a cyclic sequence
of boxes in phase space if the thresholds are in appropriate ranges. Here we dis-
cuss how a similar phase space structure occurs in Model 2, where solutions cy-
cle through boxes corresponding to pseudo-state domains rather than regular do-
mains.
Let A = {0, 1}. In what follows we describe the pseudo-state of a pair (xi, yi)
by assigning it a word w ∈ A2 according to Table 1.
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(xi, yi) a ∈ A2
xi <
di
ci
θi, yi < θi 00
xi >
di
ci
θi, yi < θi 10
xi >
di
ci
θi, yi > θi 11
xi <
di
ci
θi, yi > θi 01
Table 1: Symbolic description of pseudo-state.
We can extend this to describe the pseudo-state of the whole system by assigning
a word a ∈ A2n to the system so that each pair of symbols aiai+1 corresponds to
the state of (xi, yi) according to Table 1.
To show the existence of cyclic sequences of pseudo-state domains in phase
space, we first need to establish a property of trajectories of negative feedback
loops.
Lemma 2. In a monotone negative feedback loop, in the limit q → 0, no pair
(xi, yi) can pass through the point (dici θi, θi) from the domains 00 or 11.
Proof. Assume first that 0 < di
ci
θi <
ai
bi , i , 1, and (xi, yi) is initially in the domain
00. We assume as well that yi−1 > θi−1 as otherwise (xi, yi) will not leave 00.
By existence and uniqueness, there is a unique trajectory that intersects the point
(di
ci
θi, θi); denote this trajectory by ∆. We claim that this trajectory can never enter
00. Indeed, suppose it does. Pick a point (a, b) ∈ 00 that is on ∆. For any c
with b < c < θi, there exists a trajectory that intersects (a, c). By uniqueness this
trajectory cannot cross ∆, and so by the direction of the flow in the xi direction,
it must leave 00 via yi = θ. However, this contradicts the flow in the yi direction,
so no such ∆ can exist. The cases in which i = 1 and for which we start in 11 are
analogous.
On the other hand, if aibi <
di
ci
θi, then both focal points for (xi, yi) lie in 00.
If a trajectory starts in this domain, then it will not leave and the claim follows.
Otherwise, the claim follows by the previous argument. The case in which we
start in 11 is analogous.
Proposition 5. In the limit q → 0, there exists a qualitative cycle for a negative
feedback system if and only if 0 < θi < cidi
ai
bi for each i.
Proof. The assumption that 0 < θi < cidi
ai
bi means precisely that for each i the focal
point switches from domain 00 to domain 11 and vice versa.
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Suppose that a trajectory starts in the pseudo-state domain 00 · · · 00. Then,
every pair (xi, yi), i , 1, is “switched off” and tends towards the focal point in 00.
On the other hand, (x1, y1) is “switched on” and tends towards the focal point in 11,
by assumption. By Lemma 2, the path it must take to get there is 00 → 10 → 11.
Once (xi, yi) enters the domain 11, the pair (x2, y2) is switched on and by the same
argument it follows the same path. Repeating this argument, the overall path
begins
000 · · · 00 → 100 · · ·00 → 110 · · · 00 → · · · → 111 · · · 11. (24)
Once the pair (xn, yn) enters the domain 11, the pair (x1, y1) switches off, and tends
towards the domain 00 via the path 11 → 01 → 00. This occurs for each i in turn,
so the path continues
111 · · · 11 → 011 · · ·11 → 001 · · · 11 → · · · → 000 · · · 00. (25)
Concatenating (24) and (25) yields the whole cycle. Since each edge of our graph
has a unique direction by Lemma 1 and no edges along the cycle point away from
the cycle (no branching), each adjacent edge must point inwards towards the cycle.
This makes the cycle qualitatively stable.
Conversely, suppose that the focal point of (xi, yi) remains in 00 (resp. 11) for
at least one i. Then, for such pairs, regardless of where they start, they tend to-
wards the pseudo-state domain · · · 00 · · · (resp. · · · 11 · · · ). Once there, they never
leave and so no more switching can occur for the (i+1)th variable, which prevents
switching for the (i + 2)th variable and so on. Eventually no more switching will
occur and therefore no cycle can exist.
7.3. Periodic Solutions
Although the previous proposition establishes the existence of qualitative cy-
cles, it is natural to ask when a periodic orbit corresponding to such a qualitative
cycle actually exists. After all, in principle, it is possible for damped oscillations
to occur in a qualitatively stable sequence of domains, converging to a stationary
point (a singular stationary point in the limit q → 0). In this section we give a
proposition that answers the question of existence of periodic orbits in the smooth
case (q > 0). We start with a necessary lemma.
Lemma 3. There exists a unique fixed point for any monotone negative feedback
loop in the form of (20).
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Proof. The system (20) has a fixed point if and only if
b1
a1
w1 = f1
(
c2na2n−1
d2nb2n−1
f2n−1
(
· · ·
ci+1ai
di+1bi
fi
(
· · ·
c4a3
d4b3
f3
(
c2
d2
w1
))))
(26)
has a solution. Since f1 is a non-negative, monotone decreasing function, f1(0) >
0. By these same properties, limw1→∞ f1(w1) ≥ 0 and is finite. Since b1a1 w1 is a
line through the origin with positive slope, it follows that (26) has exactly one
solution.
We answer the question of periodic orbits with the following argument. In a
monotone negative feedback loop (20) it is clear that ∂w˙i
∂wi−1
> 0, ∂w˙i
∂wi
< 0 is true
for each i = 2, . . . , 2n and that ∂w˙1
∂w2n
< 0. It is also clear that w˙i(0, 0) ≥ 0 and
w˙1(w2n, 0) ≥ 0. Furthermore, letting w∗1 be the fixed point of Equation (26), and
w∗i be the corresponding fixed point for wi (w∗2 = c2d2 w∗1, etc.), we have that for
w2n > w
∗
2n and w1 > w∗1
w˙1 = −b1w1 + a1 f1(w2n)
< −b1w∗1 + a1 f1(w∗2n) = 0,
and if w2n < w∗2n and w1 < w∗1 then
w˙1 = −b1w1 + a1 f1(w2n)
> −b1w∗1 + a1 f1(w∗2n) = 0.
Observing that ∂w˙1
∂w1
= −b1, and that the fixed point w∗ = (w∗1, . . . ,w∗2n) has strictly
positive coordinates, we can apply Theorem 1 in [16] to establish the following
proposition.
Proposition 6. If the Jacobian, J(w∗) of the monotone feedback system (20), eval-
uated at the unique fixed point, w∗, has at least one eigenvalue with positive real
part and no repeated eigenvalues, then (20) has a non-constant periodic solution.
It is clear that when the assumption in Proposition 5 fails, i.e., when 0 < θi <
ci
di
ai
bi fails for some i, then there is no qualitative cycle for small enough q (steep
enough sigmoids), and the fixed point, w∗, lies in its own regular domain and is
therefore stable. In such a case, there can be no periodic orbit. When Proposition 5
gives a qualitative cycle, then Proposition 6 determines whether there is a periodic
orbit, or only a damped oscillation.
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It is also straightforward to apply in the current case existing theorems for sta-
bility as well as existence of periodic orbits under appropriate conditions, mainly
on eigenvalues at the fixed point, such as Theorem 4.3 of Mallet-Paret and Smith [18].
Example 7.2. Consider the 2-gene monotone negative feedback loop
x˙1 = 1 + 32(1 − Z2) − 78 x1
y˙1 = x1 − y1
x˙2 = 1 + 32Z1 −
7
8 x2
y˙2 = x2 − 2y2,
(27)
where θ1 = 2, θ2 = 1, and Zi = H(yi, θi, q = 0.01). The state transition diagram
for (27) is given in Figure (7). The only cycle that solutions can enter is the cycle
described in Proposition 5. We note further that there is a fixed point at (2, 2, 2, 1).
0000 1000
0100 1100
0001 1001
0101 1101
0110 1110
0010 1010
0111 1111
0011 1011
Figure 7: Pseudo-state transition diagram for (27) with the unique cycle in red
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The Jacobian of (27) is
J(2, 2, 2, 1) =

−78 0 0 −
75
2
1 −1 0 0
0 752 −
7
8 0
0 0 1 −2
 , (28)
which has eigenvalues λ1,2 = −5.53045 ± 4.3162i and λ3,4 = 3.15545 ± 4.31828i.
Since we have at least one eigenvalue with positive real part and no repeated
eigenvalues, Proposition 6 guarantees that there exists a non-constant periodic
orbit. Moreover, by inspection of the PTD, this orbit must be contained in the
cycle.
Note that the two gene system given by (11) with θ11 = 1, θ12 = 2, θ21 = 12 , and
θ22 = 1. From Example 4.1, we have calculated Γ(0)u1 and Γ
(0)
u2 , from which it follows
that
R
(0)
c1 = {(y1, x1) ∈ R2+|0 < y < 1, 0 < x < Γ(0)u1 }
R
(0)
c2 = {(y2, x2) ∈ R2+|0 < y < 12 , 0 < x < Γ(0)u2 },
so that R(00)c = {(y1, x1, y2, x2) ∈ R4+|0 < y < 1, 0 < x < Γ(0)u1 , 0 < y < 12 , 0 <
x < Γ
(0)
u2 }. By Proposition 3, if we take an initial condition (x(00)1 , y(00)1 , x(00)2 , y(00)2 ) ∈
R
(00)
c , the corresponding trajectory will converge to the fixed point (0, 0, 0, 0).
However, if we take x(00)1 > Γ(0)u1 , then by Proposition 3, y1 will cross θ11 = 1,
at which point the trajectory enters D10. Once y1 crosses it’s threshold, the pair
(x1, y1) flows asymptotically towards (87 , 87). Simultaneously, the pair (x2, y2) flows
towards (87 , 47). By the structure of the flow, once y1 > 1, the region R := ∪i∈KPi
where K is the set of all permutations of strings of length four with elements 1 or
2, is invariant. Thus, once y2 crosses θ21 = 12 , the equations permanently take theform of (27).
Once y2 enters R, (11) enters the cycle described in Proposition 5. Since
(2, 2, 2, 1) is still a fixed point, (28) is the Jacobian at (2, 2, 2, 1). From Exam-
ple 7.2, this has two eigenvalues with positive real part, so (11) has at least one
non-constant periodic solution, by Proposition 6.
This example illustrates how the long term dynamics or the system are depen-
dent on their initial conditions with respect to the curves Γ(hi)ui or Γ
(hi)
li .
8. Discussion
This study has shown how it is possible to reproduce or extend results on Glass
networks and corresponding steep sigmoidal networks (Model 1) to the context
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of transcription-translation networks (Model 2), and to clarify what differences
arise. The pseudo-state transition diagram takes the place of the state transi-
tion diagram for Glass networks, and re-establishes the property that edges can
only be traversed in one direction. For transcription-translation networks, fixed
points in regular domains (or even pseudo-state domains) are not globally attract-
ing within their domain. However, black and white walls are avoided, and all
walls are transparent. This can lead to rapid oscillations across walls. Interest-
ingly, nonuniqueness can still arise in the step-function limit, where trajectories
graze walls at pseudo-state boundary intersections. Integrating trajectories from
switching point to switching point can still be done for transcription-translation
networks in the step-function limit, but this typically involves solutions to tran-
scendental equations that must be computed numerically. A result on periodic
behaviour in negative feedback loops has been proven, similar to results for Glass
networks. This is an important example, but it remains for future work to carry out
the analysis of more complex structures for this class of transcription-translation
networks, as has been done for Glass networks. We anticipate, for example, that
results for existence of periodic solutions or multistability in more general net-
work structures (within which negative or positive feedback loops occur) could be
established for our class of transcription-translation models, similar to such results
for Glass networks (e.g. [22]) and other classes of networks (e.g. [3]).
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