ABSTRACT Mobile edge computing (MEC) is pervasive to support high-speed end-to-end data transmission and computation for 5th generation (5G) mobile communications by offloading computation tasks to the cloud at the edge of a cellular base station. In a cellular network for healthcare applications, we must consider the different priorities of data transmission and computation by referring to the emergency levels of patients. A critical issue of determining the allocation of wireless resources among users is the authenticity of their priorities (i.e., emergency levels). Without authenticating the users' priorities, a user who advocates a higher emergency level can allocate more wireless resources, leading to the insufficient wireless resources to the users who are actually in high priorities. In this paper, we investigate the optimization of end-to-end delay of wireless users in a cellular network with the authenticity of their priorities by blockchain consensus and propose an algorithm of allocating communication and computation resources to minimize the delay of data transmission and computation. The numerical results illustrate that our proposed algorithm is capable of dramatically reducing the end-to-end delay under the various scenarios of healthcare applications.
I. INTRODUCTION
The 5th generation (5G) of mobile infrastructures will be established soon by supporting various application scenarios, primarily in order to improve the quality of voice and video experience through a mobile internet. At the same time, the industry of healthcare moves into the era of information and intelligence, and quite a few time-critical applications need the use of 5G communications, e.g., continuously monitoring patients through multiple sensors, teleporting doctors remotely in a virtual environment, Artificial intelligence based robotic care devices.
As a primary technology to meet the demand of 5G mobile communications, mobile edge computing (MEC) is designed for low latency and bandwidth efficiency by shifting the applications from a data center to the edge of a
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network. [1] - [3] . MEC is not only designed to be a technical enabler in 5G networks, and it also plays the roles of transforming telecommunications business into versatile services. A MEC network assigns computation tasks to the cloud locating at the edge of a base station. In such a network, multiple mobile users share the wireless resources of a base station, and it can potentially improve the bandwidth efficiency and reduce the amount of energy consumption [4] - [7] .
Despite the above-mentioned potential benefits, a MEC based cellular network needs to face a few challenges in data transmission and computation when it is employed in the scenario of telemedicine applications: we need to consider the various types of medical data, including the video streaming for telemedicine, the high-resolution medical images (e.g., Computed Tomography images) as well as a few physiological data (e.g., vital signs). Also we need to consider the transmission and computation of data in different priorities according to the emergency levels of patients [8] - [10] .
Quite a few studies have presented the design of a cellular network with the aid of MEC. Elsherif et al. in [11] address the assignment of physical resources among mobile users by using a graph coloring method, and this research indicates that an inefficient resource allocation algorithm might even reduce the overall network performance with MEC. Also a few studies address how to improve the computation capability with the aid of a mobile cloud computing (MCC) system [12] - [15] . On this cloud computing platform, Zhanikeev et al. in [12] and Sarkar et al. in [13] discuss how to improve the efficiency of data processing by proposing a fog computing algorithm. Na et al. in [14] present the decrease of latency by designing MEC algorithms, while guaranteeing Quality of Service (QoS) requirements for each of the mobile users. Na et al. in [15] present the design of database structures to manage a large amount of data. However, all the above-mentioned algorithms are proposed in order to design a regular cellular network, and we cannot employ them in the scenario of healthcare applications, in which we need to consider the different QoS demands of the patients at different emergency levels. In this paper, we present the optimization of the data transmission delay and the computation delay of a MEC assisted cellular network with Orthogonal Frequency Division Multiplexing (OFDM) for healthcare applications [16] , and OFDM has been included in the 3rd Generation Partnership Project (3GPP) for 5G standards. To the best of our knowledge, this is the first study which focuses on the MEC assisted cellular networks for healthcare applications. The primary contributions of this paper include: i) addressing the framework of MEC assisted cellular networks for mobile healthcare applications with the authenticity of mobile users' priorities; ii) proposing the algorithms of minimizing the delay of data transmission and computation by allocating the wireless resources.
II. BACKGROUND OF BLOCKCHAIN
This section presents the primary concepts of blockchain which we will discuss in the section of system model. Fig. 1 illustrates that blockchain is composed of five layers, including the data layer, the network layer, the consensus layer, the contract layer, and the application layer [17] . The data layer centers on the privacy of data, and it is composed of hash chains, digital signature, and Merkle tree; The network layer centers on the communication mechanism, and its primary concepts include P2P network, transmission mechanism, verification mechanism; The consensus layer centers on whether accepting or rejecting a message by consensus protocols in blockchain; The contract layer centers on the methods of establishing a business relationship between agents; The application layer centers on the various applications of blockchain, including finance, law, audit, healthcare, etc. [18] . To familiarize the readers, we address a few primary issues of blockchain, including ledger, consensus, and Asynchronous Byzantine agreement. 
A. LEDGER
A ledger in the blockchain refers to a typical data structure grouping a few transactions in a certain order [19] . For example, a ledger can represent financial transactions between a few banks or the goods exchange between a few agents. In the blockchain, all the nodes will replicate the same ledger to manage the transactions within a few chained blocks. Therefore, we can represent the leger in a distributed data structure. The blockchain starts with a certain state, and records all the following state updates onto the ledger.
B. CONSENSUS
The updates of blockchain states are recorded in the ledger and these records are replicated among all the nodes in the blockchain. Only when all the nodes reach an agreement, the update of states can be added onto the ledger, i.e., all the nodes need to acquire a consensus when updating the ledger [20] .
The primary characteristics of the blockchain are that the nodes do not trust each other, and the nodes operate in the Byzantine manner. The consensus in a blockchain must tolerate the failures in the Byzantine manner [21] . Most of the works focus on the consensus protocols in the blockchain [22] - [30] . These consensus protocols are primarily composed of two types: one type of protocols is established by pure computation, i.e., the protocols in this type usually select a node by the proof of computation to decide the following operations, e.g., Bitcoin's proof-of-work (PoW) [22] , [23] . The other type of protocols is established by pure communications between nodes, i.e., the nodes who have the same number of votes acquire the consensus by running multiple rounds of communications [24] . Also a few consensus protocols are established by a mixture way of computation and communication. The Proof-of-Elapsed-Time (PoET) protocol improves PoW by using a trusted hardware, e.g., Intel SGX [25] . Algorand et al. in [26] improve the PoW by selecting the nodes in each round of communications. Proof-of-Authority (PoA) in [27] - [31] employ blockchain to improve PBFT by reaching the consensus in a small-scaled network. VOLUME 7, 2019 
C. ASYNCHRONOUS BYZANTINE AGREEMENT
A Byzantine agreement represents a protocol which runs in a distributed computation environment, and it takes the name from a classic problem proposed by Lamport, Shostak and Pease [32] , [33] ,025 by referring to a historical problem in the time of Byzantine empire. The Byzantine army is composed of a few groups, and each of the groups is led by a General. The army groups have the following properties:
(1) Each General may be a loyal or a traitor; (2) All the Generals only communicate by sending messages to each other; (3) Each General has only two choices: attacking or retreating; (4) Only a small number of traitors cannot lead to the agreement failure. In the context of wireless networks, the generals can be represented by the nodes, and these nodes can either be integrated nodes (i.e., loyal) or be fraud (i.e., traitors). Quite a few asynchronous Byzantine agreement in the context of wireless networks have been proposed, and most of these agreements have the following characteristics: (1) All the integrated nodes send out the same order message; (2) If an integrated node sends an order message, all the integrated nodes will obey the order; (3) If strictly less than 1 3 nodes are fraud nodes, all the nodes can still reach an asynchronous Byzantine agreement.
III. SYSTEM MODEL A. AUTHENTICITY OF USER PRIORITIES WITH BLOCKCHAIN CONSENSUS
In this section, we first address Abbreviated Injury Scale (AIS) in order to scale the severity of injuries, and AIS is a widely-used scaling method for traumatic injuries [35] . The scores of AIS include 7 numbers to characterize the severities of injuries, these numbers representing the body region (1st number), the type of anatomical structure (2nd number), the anatomical structure (3rd and 4th numbers), the level (5th and 6th numbers), the severity (7th number). The results of AIS scaling are composed of 6 severity scores, ranging the score from 1 to 6: 1 refers to Minor; 2 refers to Moderate; 3 refers to Serious; 4 refers to Severe; 5 refers to Critical; 6 refers to Unsurvivable, which are shown in Table 1 . A blockchain consensus based MEC network is composed of a few mobile users, and this network contains two blockchains, integrity chain (I-chain) and fraud chain (F-chain), shown in Fig. 2 . The priority of a mobile user needs to be recorded onto a ledger and the replicated ledger must be broadcast through the mobile gateway to all the users in the same cell. Each mobile takes the role of a blockchain node, and these mobile users can employ the consensus protocols and cryptographic schemes to maintain the two blockchains. When a broadcast message recording the user's priority arrives at the mobile users, they will use the consensus mechanism to check its authenticity. Once a message is verified authentic, this message will be placed on the I-chain by signing it. Otherwise, if more than half blockchain nodes vote the non-authenticity of a message, blockchain nodes will place the messages on the F-chain.
Such a blockchain consensus has a question to consider: whether the blockchain nodes are able to reach an agreement given a few fraud nodes. We can answer this question by using the property of an asynchronous Byzantine agreement: If the fraction of fraud nodes is strictly less than 1 3 , we can guarantee an asynchronous Byzantine agreement to detect the fraud nodes.
B. COMMUNICATION MODEL OF A MEC NETWORK FOR TELEMEDICINE APPLICATIONS
This section presents the communication model of a MEC based cellular network for telemedicine applications. A MEC based cellular network contains a cellular mobile station and M mobile users. A mobile user can access the Internet via the core of a cellular network, and they share the computation resources of a MEC server connected with a base station in a cell. In our study, we assume that these mobile users employ OFDM schemes for communications. Also we assume that the OFDM scheme is well designed with guard period and cyclic prex schemes, to ensure that both the inter-symbol interference and inter-channel interference can be ignored. We represent the set of mobile users as K = {1, 2, . . . , K }, and then use k to denote the kth mobile user. The communication model is shown in Fig. 3 . Denote the amount of wireless bandwidth as W Hz. By Shannon theorem, we can characterize the data rate of mobile user k (denoted as C k ) as
where p k represents the transmission power of mobile user k, h k represents the gain of channel between mobile user k, σ 2 represents the power of additive white Gaussian noise (AWGN). We assume that the radio resources have been optimally allocated in the physical layer. The detailed optimal allocation of these radio resources is interesting, but it is out of the scope of this paper. 
where B k denotes the amount of data for transmission for mobile user k, I L k denotes the rate of data computation, αB k denotes the amount of data after computation, q k denotes the proportion of time allocated to user k and ranges in [0, 1].
D. EDGE CLOUD COMPUTATION MODEL
In the following model for edge cloud computation, D E denotes the total delay of data transmission and data computation, D E r denotes the delay of data computation, D E t denotes the delay of data transmission.
where B k denotes the amount of data for transmission for mobile user k, I E k denotes the rate of data computation, q k denotes the proportion of time allocated to user k and ranges in [0, 1].
E. PARTIALLY LOCAL AND PARTIALLY EDGE-CLOUD COMPUTATION MODEL
In the following model for partially local and partially edge-cloud computation model, D P denotes the total delay of data transmission and data computation. Each mobile user has only a channel to transmit data, including the transmission of either local-computation data or edge-computation data at any moment while not simultaneously. We assume that C k >> I k , which indicates that the available amount of communication resources is adequate while the amount of computation resources is limited. This is a typical scenario in a wireless sensor network for mobile health applications. In this scenario, the transmission of local-computation data can start immediately at the end of local computation instead of waiting for the transmission of edge-computation data. Thus, the combined delay is defined as the maximum response time under the scenario of partially local and edge computing.
The proportion of data for local computation can be denoted as β k B k . Then, the delay of data transmission and data computation can be characterized as
where B k denotes the amount of data for transmission for mobile user k, αβ k B k denotes the amount of data after computation, I E k denotes the rate of data computation, q k denotes the proportion of time allocated to user k and ranges in [0, 1].
IV. OPTIMIZATION PROBLEM AND OPTIMAL SOLUTIONS
This section presents the optimization problems with the objectives of minimizing the delay as well as their optimal solutions with the authenticity of users' priorities.
A. OPTIMAL SOLUTIONS IN A LOCAL COMPUTATION MODEL
We first consider the optimization problem with the objective of minimizing (2) as
where the optimization objective is to minimize the delay of data transmission and data computation; Constraint C1 indicates that the summation of proportion of time slots allocated among mobile users should be below 1; Constraint C2 indicates that the proportion of time slots should be non-negative.
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Mobile user i has a higher data rate requirement than user j does if user i is in a more emergent situation than user j, i.e., C i ≥ C j if user i is in a higher emergency level than user j by referring to Table I . In general cases, we cannot control the data rate in reality, but we can partially control the data rate by directly setting the transmission power of a user according to (1) . Thus, the requirement of C i ≥ C j can be set by p i ≥ p j , i.e., allowing a more emergent patient to transmit the data at a higher level of power. If a user's priority message is placed on the F-chain, this user is detected to be a fraud user, and this user's priority is set to be the lowest priority in the time slot. In other words, the user can only be allowed to transmit data at the lowest data rate.
In the following, we discuss the optimal solution to problem (5), and this solution can be characterized as Theorem 1.
Theorem 1: The optimal solutions of q k and D total L to problem (5) for local computation scheme can be denoted aŝ
Proof: The Lagrange function of problem (5) can be denoted as
By calculating the first-order derivative of (7) with respect to q k , i.e.,
∂L L ∂q k = 0, we can attain the optimal allocation of time slots asq
By substitutingq k into the problem of (5), we can express the delay of data transmission and data computation aŝ
B. OPTIMAL SOLUTIONS IN AN EDGE CLOUD COMPUTATION MODEL
In the following, we consider the optimization problem with the objective of minimizing (3) as
where the optimization objective is to minimize the delay of data transmission and data computation; Constraint C1 indicates that the summation of proportion of time slots allocated among mobile users should be below 1; Constraint C2 indicates that the total amount of data computation resource allocated to each user cannot exceed the available amount.
In the following, we discuss the optimal solution to problem (8) , and this solution can be characterized as Theorem 2.
Theorem 2: The optimal solutions of q k , I E k and D total E to problem (8) for edge computation scheme can be denoted aŝ
Proof: The Lagrange function of problem (8) can be denoted as
By calculating the second-order derivative of (10) with respect to q k and I E k , i.e.,
we can attain the optimal allocation of time slots aŝ
By substitutingq k andÎ E k into the problem of (8), we can express the delay of data transmission and data computation aŝ
C. OPTIMAL SOLUTIONS IN A LOCAL/EDGE CLOUD COMPUTATION MODEL
The optimization problem with the objective of minimizing (4) can be characterized as
In the following, we discuss the optimal solution to problem (11) , and this solution can be characterized as Theorem 3.
Theorem 3: The optimal solutions of β k and D total P to problem (11) for local/edge computation scheme can be denoted asβ
Proof: Denote β
k . In the following, we consider three scenarios:
(
increases with β k , and thus we can achieve the minimum of
The optimal solutions of q k and I E k to problem (11) for local/edge computation scheme can be denoted (13) where (x) + = max{x, 0}, θ * and ω * represent the optimal values of Lagrange multipliers.
Proof: The Lagrange function of problem (11) can be denoted as
By calculating the second-order derivative of (14) with respect to q k and I E k , i.e.,
we can attain the optimal allocation of resources aŝ
The solutions in a local computation model or in an edge cloud computation model are operated in constant time, while the solutions in a local/edge cloud computation model are the solutions to a min-max optimization problem, and it has polynomial-time approximation schemes [36] .
V. SIMULATION RESULTS
In the simulation, we use the real data of wireless networks from a public database [37] , which includes multiple transmitting-receiving pairs of users. Each of the pairs is represented by a connection in a wireless network, and each mode constitutes a pair of wireless communication with a probability of 0.05. We set the proportion of mobile users in each emergency level by referring to the real data of 8.12 Tianjin Port Explosion, China in [38] . As for the data transmission tasks, we refer to the literature of [39] , and the parameters of this model are summarized as (1) Data size for computation offloading of each mobile user: 420KB; (2) Number of CPU cycles of computation task: 1000 Megacycles; (3) Computation capacity of each edge server: 100GHz; (4) Local computation capacity of each mobile user: 0.7GHz. Also we use the channel models in 3GPP TR 38.900 standards for 5G communications. Specifically, we use the 3GPP channel models with 12 clusters and 20 rays in each cluster in the LOS scenario, while the 3GPP channel models with 19 clusters and 20 rays in each cluster in the NLOS scenario [40] .
A. OPTIMAL OVERALL NETWORK DELAY
In the section, we analyze the overall network delay of various models, including the local computation model, the edge cloud computation model, and the local/edge cloud computation model. We observe from Fig. 4 that the network delays increase in all the three models. Also the network delay in the local/edge cloud computation model is much lower than that in both the local computation model and the edge cloud computation model. In comparison with the local computation model, the network delay of edge cloud computation model is more dramatically increasing.
B. DELAY OF MOBILE USERS IN DIFFERENT EMERGENCY LEVELS
In the section, we investigate the delay of individual mobile users in various emergency levels, including the emergency levels of Minor, Moderate, Serious, Severe, Critical, Unsurvivable, shown in Table I . We employ the scores from 1 to 6 to represent the emergency levels. Specifically, 1 refers to Minor; 2 refers to Moderate; 3 refers to Serious; 4 refers to Severe; 5 refers to Critical; 6 refers to Unsurvivable. We observe from Fig. 5 that the average delay of individual mobile users decreases with the rise of emergency levels in all the three models, i.e., the delay is much lower to the users at higher emergency levels (e.g., Unsurvivable) than the users at lower emergency levels (e.g., Minor). Also the individual delay of mobile users at lower emergency levels (e.g., Minor) in the local/edge cloud computation model is much lower than that in both the local computation model and the edge cloud computation model; the individual delay of mobile users at higher emergency levels (e.g., Unsurvivable) in the local computation model is much higher than that in both the local/edge cloud computation model and the edge cloud computation model. The reason of these results is that the network has more sufficient communication resources than computation resources, and the delay of users at higher emergency levels cannot be reduced even when all the computation resources are allocated to the high-emergency users in the local computation model. Thus, the local computation model has a higher individual delay of mobile users at higher emergency levels (e.g., Unsurvivable) than the other models.
C. IMPACT OF USER'S PRIORITY AUTHENTICITY
In the following, we address the benefits of using the blockchain consensus protocol to verify the authenticity of users' priorities. If the users' priorities are not checked, a few users may advocate a higher user priority, and unfairly gain more wireless resources in the network. However, these users occupy the resources of the other users who are actually in high priorities, and the quality of data transmission for the latter will be degraded. In the following, we assume that each mobile user has a probability of 10% to advocate his/her priority. Fig. 6 shows the comparison of network delays by our algorithm and by the algorithm without verifying the authenticity of users' priorities in the local/edge cloud computation model. Fig. 6 implies that our proposed algorithm can dramatically reduce the network delays of high-priority users who indeed need real-time medical observations when using the blockchain consensus protocol to verify the authenticity of users' priorities. 
VI. CONCLUSION
We consider the scenario of optimizing network delay across the mobile users in a MEC based network for healthcare applications. In consideration of mobile users at different emergency levels as well as the authenticity of users' priorities, we investigate the optimization of network delay as well as the individual delay in three models, including the local computation model, the edge cloud computation model, and the local/edge cloud computation model. A few primary inferences drawn include: (1) Our proposed algorithm can dramatically reduce the network delays of users in high priorities than without using the blockchain consensus protocol to check the authenticity of priorities. (2) The network delay in the local/edge cloud computation model is much lower than that in both the local computation model and the edge cloud computation model. (3) The individual delay of mobile users at lower emergency levels (e.g., Minor) in the local/edge cloud computation model is much lower than that in both the local computation model and the edge cloud computation model. (4) The individual delay of mobile users at higher emergency levels (e.g., Unsurvivable) in the local computation model is much higher than that in both the local/edge cloud computation model and the edge cloud computation model.
