Abstract. We propose a low-complexity face synthesis technique which transforms a 2D frontal view image into views at specific poses, without recourse to computationally expensive 3D analysis or iterative fitting techniques that may fail to converge. The method first divides a given image into multiple overlapping blocks, followed by synthesising a nonfrontal representation through applying a multivariate linear regression model on a low-dimensional representation of each block. To demonstrate one application of the proposed technique, we augment a frontal face verification system by incorporating multi-view reference (gallery) images synthesised from the frontal view. Experiments on the pose subset of the FERET database show considerable reductions in error rates, especially for large deviations from the frontal view.
Introduction
Face based identity inference subject to pose variations is a challenging problem, as previously studied and documented in FRVT test reports [1] . In certain applications the only reference (gallery) face images available are in one posee.g. frontal passport photos. Under typical surveillance conditions, CCTV cameras are unable to provide good quality frontal face images, largely due to the positioning of the cameras. In such situations an identity inference system based on frontal reference views will tend to have poor accuracy, unless extra processing is used to reduce the pose mismatch between the reference and acquired surveillance images.
The mismatch reduction can be accomplished through transforming the acquired surveillance images to be of the same pose as the reference image, or viceversa. Recent face transformation methods include techniques based on Active Appearance Models (AAMs) [2, 3] and fitting a 2D image into a 3D morphable model [4, 5] . The AAM based synthesis approach requires an initialisation stage to label the important facial features (e.g. ∼ 60 points). The initialisation can be done manually or automatically, where it may fail to converge. The morphable model based approach estimates the 3D shape and texture from a single image, with the fitting process taking about 4.5 minutes on a 2 GHz Pentium 4 workstation. 
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In this paper we propose a low-complexity, non-iterative face synthesis technique which transforms a given frontal view image into views at specific poses, without recourse to computationally expensive 3D analysis or fitting techniques that may fail to converge. The method first divides a given image into multiple overlapping blocks, followed by applying a multivariate linear regression model on a low-dimensional representation of each block. A conceptual example of this process is shown in Fig. 1 . We demonstrate an application of the technique by augmenting a frontal face verification system with artificial multi-view reference (gallery) images synthesised from the frontal view.
We continue as follows. The details of the face synthesis method are described in Section 2. A preliminary comparison with AAM based image synthesis is given in Section 3. Identity verification experiments on the pose subset of the FERET database are given in Section 4. Conclusions and an outlook are presented in Section 5.
Face Synthesis with Multivariate Linear Regression
The proposed face synthesis method is a non-iterative process comprised of five steps: (1) block-based image analysis, (2) low-dimensional representation of each block, (3) transformation with multivariate linear regression, (4) block reconstruction, (5) block-based image synthesis. The steps are elaborated below, followed by a subsection which explores the effects of several parameters.
A given frontal image, X
[frontal] , is analysed on an overlapping block-byblock basis, resulting in a set of 2D blocks,
, where the subscript indicates the position of the block within the image. Based on preliminary experiments (using face images with a size of 64 × 64 pixels), each block has a size of 8 × 8 pixels. 2. To ameliorate dimensionality problems described later, each block b
is represented by a vector of coefficients, v
, resulting from the 2D Discrete Cosine Transform (DCT) [6] . To achieve dimensionality reduction, only the lower order coefficients are retained (specifically, to reduce the dimensionality from 64 to 16, coefficients are taken from the top-left 4 × 4 sub-matrix of the 8 × 8 coefficient matrix).
3. Each vector obtained from the frontal view is then transformed to represent a non-frontal view Θ using:
where W
[Θ] (x,y) is a transformation matrix specific to view Θ and location (x, y). Two sets of training vectors, obtained from frontal and non-frontal faces, are required to obtain W [Θ] (x,y) . In each set the vectors are also specific to location (x, y). Let us place the training frontal vectors into an extended matrix A and the training non-frontal vectors into matrix B. If both matrices are constrained to have N number of vectors, we can define a linear regression model as follows:
where D is the dimensionality of the vectors and N > D + 1. Under the sum-of-least-squares regression criterion,
(x,y) can be found using [7] :
Due to the constraint on N , the higher the dimensionality of the vectors, the more training faces are required. Given that there might be a limited number of such faces, or there might be memory constraints for solving Eqn. (4), it is preferable to keep the dimensionality low.
Each synthesised non-frontal vector v
[Θ] (x,y) is converted to a non-frontal block
(x,y) through an inverse 2D DCT. The omitted DCT coefficients are set to zero.
A synthesised image X
[Θ] for non-frontal view Θ is constructed from blocks
through an averaging operation. An auxiliary matrix, C, is used for keeping the count of pixels placed at each location. Elements of
by adding to the elements already present in X [Θ] . The corresponding elements of C are increased by one. This process is repeated until all the blocks have been placed. Finally, each element of X [Θ] is divided by the corresponding element in C.
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Side view (real) 0% overlap 50% overlap 75% overlap 87.5% overlap | {z } Synthesised Fig. 2 . Examples of non-frontal (side view) face synthesis with various degrees of block overlap. The images are synthesised from the frontal input image. The real side view, for the person depicted in the frontal image, is never used by the system. 25% of the DCT coefficients were retained.
Effects of Vector Dimensionality and Degree of Block Overlap
In this section we show the effects of the degree of dimensionality reduction as well as the amount of block overlap. For evaluation we use frontal and non-frontal faces from subset b of the FERET dataset [8] . The subset has 200 persons in 9 views (frontal,
. Each image was size normalised and cropped so that the eyes were at the same positions in all images. The resulting image size was 64 × 64 pixels. 100 randomly selected persons were used to train the transformation matrices for each pose angle. Frontal images from the remaining 100 persons were then fed to the proposed synthesis technique.
Examples of typical effects of the amount of block overlap are shown in Fig. 2 , where a frontal face is transformed to a synthetic +40 o view. 25% of the DCT coefficients were retained (i.e. 16 out of 64) for each block. The block overlap varied from 0% to 87.5%. A 50% overlap indicates that each 8 × 8 pixel block overlapped its neighbours by 4 pixels.
The quality of the synthesised images improves remarkably as the overlap increases. This can be attributed to the considerable increase in the number of transformation matrices (from 64 in the 0% overlap case to 3249 in the 87.5% case), leading to the overall image transformation being much more detailed. Furthermore, mistakes in the synthesis of individual blocks tend to be reduced through the averaging process described in step 5 of the algorithm.
The effect of the degree of dimensionality reduction is shown qualitatively in Fig. 3 and quantitatively in Fig. 4 . The optimal amount of retained coefficients appears to be around 25%, which has the effect of removing high frequencies. Using more than 25% of the coefficients results in poorer quality images -this can be attributed to the dimensionality being too high in relation to the available number of training examples. Fig. 4 shows the relative reduction in pixel based mean square error (MSE) for faces not used during training, which can be used to quantitatively gauge the improvement in image quality. Here a baseline MSE was obtained by comparing the frontal image with the real side image for each person. A secondary MSE was then obtained by comparing real side images with corresponding synthe-25% retained 50% retained 75% retained 100% retained Fig. 3 . Examples of face synthesis with various amounts of retained DCT coefficients. There is a maximum of 64 coefficients per block. The block overlap was set to 87.5%. sised side images. We define the relative reduction in MSE as how much smaller the secondary MSE is compared to the baseline MSE. The quantitative results presented in Fig. 4 confirm the qualitative results shown in Fig. 3 , where using 25% of the DCT coefficients is better than using 100%. It can also be observed that the best improvement occurs for high pose angles (±60 o ).
Comparison with AAM Based Image Synthesis
The Active Appearance Model (AAM) based image synthesis approach [2, 3] requires a initialisation stage to label important facial features (e.g. ∼ 60 points). The initialisation can be done manually or automatically, where it can fail to converge. This is in contrast the proposed technique, which only requires the positions of the eyes -this can be obtained automatically and relatively robustly by modern face localisation (detection) algorithms [9] . Fig. 5 shows a preliminary and qualitative comparison of image synthesis using the proposed regression based technique and the AAM based method described in [3] . We follow the setup described in [3] , which is similar to that of Section 2.1. The main difference is that side view images are transformed to a frontal view rather than vice-versa. On first sight, the synthesised image produced by the regression method appears to be less defined than the AAM generated image. However, facial features such as the eyes and nose are actually better approximated when compared directly with the real frontal view image. Specifically, the eyes synthesised by the regression method retain their overall shape (outer edges are pointing downwards) and the nose remains thin. This is not the case for the AAM-based technique, where the eyes lose much of their original shape and the nose is considerably wider.
Face Verification with Synthesised Non-Frontal Images
This section shows an application of the proposed face synthesis technique. Synthesised faces are used to build a multi-angle model to address the pose mismatch problem described in Section 1. As the baseline we use the PCA/GMM face verification system described in [10] , which is easily extendable to multi-angle models while remaining in a probabilistic framework.
The first step is Principal Component Analysis (PCA) based feature extraction. Briefly, a given face image is represented by a matrix containing grey pixel values. The matrix is converted to a face vector, f , by column concatenation. A D-dimensional feature vector, x, is obtained by:
where U contains D eigenvectors (corresponding to the D largest eigenvalues) of the training data covariance matrix and f µ is the mean of training face vectors [11] .
In the verification task we wish to find out whether a given biometric sample belongs to the true claimant or an impostor. A claim for the identity of person C is classified as coming from the that person (i.e. the true claimant) when
and as coming from an impostor otherwise. Here t is a decision threshold, λC is the model for person C and λimpostor is the approximate impostor model. The distribution of feature vectors is described by a Gaussian Mixture Model (GMM):
wgN`x|µ g , Σg´ (7) where λ =˘wg, µ g , Σg¯N
and N (x|µ, Σ) is a D-dimensional Gaussian function with mean µ and diagonal covariance matrix Σ. N G is the number of Gaussians and w g is the weight for Gaussian g (with constraints P N G g=1 wg = 1) [11, 12] . Due to the relatively small amount of training data for each person (i.e. one frontal image), a common covariance matrix is used for all Gaussians and all models.
Frontal face models, for each person enrolled in the system, are comprised of one Gaussian. The Gaussian's mean is equal to the PCA-derived feature vector obtained from the frontal face. In a similar manner, the approximate impostor model is comprised of 32 Gaussians, where the Gaussian means are taken to be equal to the PCA-derived feature vectors of 32 randomly selected persons. The weights are all equal.
Synthesised Multi-Angle Models
In order for the system to automatically handle non-frontal views, each frontal face model is extended by concatenating it with models generated from synthesised non-frontal views. Formally, an extended (or multi-angle) model for person C is created using:
where λ
[frontal] C represents the frontal model, Φ is a set of angles, e.g.
o }, and is an operator for joining GMM parameter sets, defined as follows. Let us suppose we have two GMM parameter sets, G Gaussians, respectively. The operator is defined as follows:
where
and β = 1 − α.
Experiments and Results
The experiments were done 3 using data from two subsets of the FERET dataset. Subset f was used to train the PCA based feature extractor (i.e. U and f µ ) and to obtain the common covariance matrix for the GMMs. Faces for λimpostor were also selected from this subset. Subset b was randomly split into three disjoint groups: group A, group B and an impostor group. Group A had 100 persons and was used to train the transformation matrices for each pose view (i.e. from frontal to dedicated pose). Group B had 80 persons and the remaining 20 persons were placed in the impostor group. The latter two groups were used in verification tests, which were comprised of 80 true claims and 20×80 = 1600 impostor attacks per view angle. Two systems were evaluated: (1) frontal models and (2) [12] .
The results, shown in Fig. 6 , demonstrate considerable error reductions across all pose views. The largest improvement in performance occurs for large deviations from the frontal view (±60 o ), where the errors are remarkably reduced by an absolute difference of about 15 percentage points, or a relative difference of about 30%.
Conclusions and Outlook
In this paper we proposed a low-complexity face synthesis technique which transforms a 2D frontal view image into views at specific poses, without recourse to computationally expensive 3D analysis or iterative fitting techniques that may fail to converge (as used by Active Appearance Models [3] ). The proposed method first divides a given image into multiple overlapping blocks, followed by synthesising a non-frontal representation through applying a multivariate linear regression model on a low-dimensional representation of each block.
The proposed synthesis method is relatively straightforward, with low computational requirements for both training and image synthesis. Using 100 persons for training, learning the regression matrices took about 3 seconds on a 2 GHz Intel Core 2 processor. Synthesis of 1 test image took less than 0.04 seconds (C++ implementation, gcc 4.1.2, Linux 2.6.26).
To demonstrate one application of the proposed technique, we augmented a frontal face verification system by incorporating multi-view reference (gallery) images synthesised from the frontal view. Experiments on the pose subset of the FERET database indicate considerable reductions in error rates, especially for large deviations from the frontal view.
Improvements in synthesis quality could be obtained through a more precise low-dimensional representation of each block. For example, rather than using the generic 2D DCT, a position dependent local PCA could be employed, which may have the additional advantage of further reducing the dimensionality.
