ABSTRACT Predicting hurricane power outages facilitates disaster response decision-making by electric power utilities as well as other organizations of critical importance to society. Predictive models can be built on the basis of statistical learning methods that use data from past hurricanes to capture the effects of climatological, geographical, and environmental variables on the power systems. When the dataset is largely zero-inflated, as power outage datasets often are, classical data mining methods that are based on a relatively balanced number of zeros and non-zeros may fail. General accuracy evaluation metrics also become misleading because they focus on the prevalent zero-valued responses in the dataset. We develop a new framework that operates in three stages by separating the prediction of whether or not power outages will occur from the number of customers without power. In the first stage, the zero-inflation problem is handled via a series of binary classifications. In the second stage, the severity of outages is predicted leveraging clustering techniques. In the final stage, regression models estimate the number of customers without power. We introduce a weighted accuracy metric and investigate its benefits over mean absolute error. We validate the models with data from hurricanes Dennis ( INDEX TERMS Power system analysis computing, data analysis, predictive models, risk analysis.
I. INTRODUCTION
Hurricanes are one of the prominent natural hazards that affect a large portion of the U.S. population. Hurricaneinduced power outages can be widespread and prolonged. They both pose a substantial inconvenience and expose the population to other secondary risks in water systems, transportation, and communication. Accurate predictions of power outages due to hurricanes can provide valuable information to utilities, while other beneficiaries of such information are organizations of critical importance to society such as water systems management and emergency response agencies. Early estimates of where and how many outages are going to occur can help utilities plan pre-storm requests for crews and equipment needed for restoration planning. The goal of power outage prediction prior to hurricane landfall is to provide these estimates.
A popular approach to this problem is statistical learning tools, which use data points from past events x i , y i to map the covariates, x i , to the response (target) values, y i . Then given a new set of observed covariates, x, they find an approximation, h(x), to the unknown response, y(x). Typically the area of interest is divided into grid cells and the number of customers who experienced an outage due to a storm in each cell is considered as the response variable. The covariates commonly used include population, maximum wind gust and duration of strong winds, precipitation, soil moisture, tree characteristics, elevation, land cover, and root zone depth. Among the previous statistical hurricane power outage prediction models are parametric models, such as General Linear Models (GLM), Generalized Linear Mixed Models (GLMM), and Generalized Additive Models (GAM) (see [11] , [15] , [16] , [20] , [21] ), as well as nonparametric models such as Classification and Regression Trees (CART), Bayesian Additive Regression Trees (BART), and Random Forests (RF) (see [17] , [28] , [29] , [32] , [33] ). Section II includes more details on the findings of these studies.
Although the above techniques perform well, they do have weaknesses stemming from complex infrastructure data. In particular, the zero-inflation or imbalance in the data, i.e., the majority of response variables being zero, can cause problems. This characteristic is present for outage data in resolutions smaller than census tract or county level, as many more locations experience no outages compared to those that do, in some cases by a large ratio, e.g., 70 to 30 or 95 to 5. Simply using standard models for zero-inflated data may not be sufficient.
Only two of the previous power outage prediction studies, namely the hybrid model proposed by Guikema and Quiring [12] and the spatially generalized model by McRoberts et al. [25] , have explicitly modeled the zero-inflation characteristic of data in their analysis. We describe these models and review methods of balancing the zero-inflated datasets in Section II-B. Our investigations reveal why, for such data, traditional data mining tools and evaluation metrics are misleading, and that often in the literature for imbalanced data a portion of the data with zero response is ignored to balance the training set.
A. OUR CONTRIBUTION
Our main contributions are recognizing that the problems with training the model and evaluating the model in the imbalanced setting are inseparable and providing a framework to treat them simultaneously. We introduce a framework for training models with imbalanced datasets by separating the prediction steps. The framework will first decide whether or not each grid cell will experience a power outage. Given that this initial binary classification has predicted that there will be at least one outage in a specific grid cell, different models are then used to identify the severity (a classification problem) followed by a different set of models to estimate the number of power outages in that grid cell (a regression problem). Furthermore, we use a metric for evaluating the binary classification that measures the false positive and false negative combined, and given the result of this stage, introduce a new metric for the outcome of the second and third stages that will estimate the number of outages. A range of methods are proposed for separating the nonzero outage portion of the data, and the quantification of outages is studied with simple and ensembles models. We believe the Weighted Mean Absolute Error (WMAE) that we define for use in the final predictions is another substantial contribution of this paper in evaluating the usefulness of the resulting predictor.
The two questions that our contributions are aiming to address are: Q1. Can we predict the locations that will experience outages, i.e., those that will have at least one customer without power during the hurricane?
Q2. Can the quantification of the outages in each location be more accurate than those provided by the existing models? Is the prediction accuracy metric representative of the performance? Throughout the paper, we refer back to Q1 and Q2 to remind the reader of the goals of this paper.
The organization of the paper is as follows. In Section II, after an extensive literature review of the attempts of hurricane power outage prediction, we take a closer look at imbalanced data and state-of-the-art resolutions. The data description is presented in Section III and the training and evaluation of the models are described in Section IV. Finally, we show validation and test results from using the proposed training and evaluating methods for a number of historic and recent hurricanes in the central Gulf region in Section V and discuss the advantages gained and future improvement directions. The concluding remarks of the paper are summarized in Section VI.
II. LITERATURE REVIEW
In this section, we first summarize the findings of the previous studies in power outage prediction. In the subsection II-B we separately investigate the existing power outage prediction models that attempt to handle the zero-inflation in the dataset, and then move into a literature review of imbalanced data modeling.
A. EXISTING POWER OUTAGE PREDICTION MODELS
One of the first examinations of tropical cyclone-related power outages was conducted by Davidson et al. [7] . They showed most tropical cyclone-related outages are caused by tree contact with overhead lines, and that gust wind speed is a necessary, but not sufficient predictor of outages. They also included 15 classes of land cover, and total rainfall during the 7 days preceding the hurricanes. Liu et al. [21] used negative binomial regression models to predict the number of outages during tropical cyclones in the Carolinas. Guikema et al. [11] incorporated a negative binomial GLM and a Poisson GLMM to predict the impacts of tree trimming practices on outage rates. Similarly, Zhou et al. [35] also used a Poisson regression model but coupled it with a Bayesian network model with gust wind speed and lightning strike counts as covariates. These models were used to predict annual weather-related failures of overhead power lines. Liu et al. [19] used accelerated time failure models to predict outages from hurricanes and ice storms using a large dataset from a utility company with maximum gust wind speed, duration of strong winds, 7-day rainfall, and population density as covariates.
Liu et al. [20] created a spatial GLMM using outage data from three large East coast utility companies and covariates including the number of protective devices, maximum gust wind speed, a hurricane indicator variable, and a company indicator variable. These indicator variables make it difficult to apply this model to new storms. The GLMM was used to account for the spatial variation (randomness) in outage location and it provides more flexibility in the predictive VOLUME 6, 2018 nature of outage modeling. Han et al. [16] used only data that can be estimated prior to landfall, as opposed to the hurricane indicator variables used by Liu et al. [20] . Their model was a negative binomial regression with a number of physically-measurable variables including the 3-second gust wind and the length of time winds were above 20 m/s (henceforth referred to as hurricane variables), fractional soil moisture anomalies (simulated via the VIC -variable infiltration capacity -model), annual mean precipitation and Standardized Precipitation Index (SPI), and 9 classes of land cover type, as well as utility-specific information such as number of transformers, poles, switches, customers, and the miles of overhead. Han et al. [15] showed that using GAMs with the same covariates improves the predictive accuracy of outages. The authors noted that GLM performs poorly due to the assumption that the response variable is linearly dependent on the explanatory variables.
Expanding upon previous statistical methods by using nonparametric methods, Guikema et al. [13] predicted the number of damaged poles with a combination of CART and BART. These models provided better predictions than the older parametric models (GLMs, GAMs). The authors used the minimum, maximum, mean, median, and standard deviation of elevation, slope, and compound topographic index in addition to the previous covariates. CART attempts to explain the nonlinear relationship between the response variable and the explanatory variables by recursively partitioning the data into nodes such that the sum of squared difference of actual and fitted (average of all the observations in the node) values are minimized. BART consists of a large number of small trees constructed via posteriors on the tree parameters using Markov Chain Monte Carlo (MCMC) sampling methods. Not one of these small trees can model the response variable fully, but rather, they work together to offer high predictive power. Using CART, Quiring et al. [29] showed that the inclusion of certain land cover variables significantly increases the predictive accuracy.
Another data mining method that was found to be useful in the prediction of power outages due to its relative insensitivity to outliers and noise is RF, created by Breiman [4] . RF fits a large number (K ) of regression trees, each time using a bootstrapped sample from a training dataset. At every branch of each regression tree, the data are recursively partitioned into two groups based on covariates selected from a subset until the number of terminal nodes reaches a specified value or minimum node sizes are reached. The independence of each individual tree within the forest is improved by randomly sampling the training data before training a given tree and randomly selecting the set of covariates allowed to be used at each tree branch. Therefore, the set of K trees (typically K = 500) are approximately uncorrelated and unbiased. For each tree, the predictive power of every variable is computed using the out-of-bag sample for that tree [8] . The final prediction, given a set of input covariates, is the average of the individual tree predictions.
Nateghi et al. [28] were able to capture the complex, nonlinear nature of outage data, using RF models for tropical cyclones in two Gulf coast states using only a small number of input variables (gust wind speed, duration of wind above 20 m/s, number of customers, tree trimming, and soil moisture). Guikema et al. [14] also used an RF model with only publicly available data, including gust wind speed of strong winds, eight classes of land cover (water, developed, barren, forest, shrub, grassland, planted/cultivated, and wetland), measures of soil moisture, long-term drought (using SPI or Standardized Precipitation Index), mean annual precipitation, elevation, aspect ratio, and compound topographic index, to create a flexible model usable along the entire U.S. coastline. They called their model the Spatially-Generalized Hurricane Outage Prediction Model (SGHOPM). A more recent RF model proposed by Wanik et al. [33] focused on predicting outages for Hurricane Sandy by including tree height and tall vegetation that would strike overhead distribution power lines.
Tonn et al. [31] modeled outages caused by Hurricane Isaac (2012) in Louisiana at the zip code level, using a longitudinal approach and an RF model coupled with quantile regression forests (QRF). In a QRF, quantiles of the predictions from each fitted tree are used, rather than just their average, to give more insight about the distribution of the response variables. They found that the importance of storm surge varies geographically whereas the importance of rainfall and wind was relatively geographically invariant. In another study by He et al. [17] QRF outperformed BART when characterizing storm outages in high resolution, but did not aggregate well for coarser resolutions. The authors suggested that setting a minimum number of observations required for the terminal nodes would improve the accuracy of the prediction intervals from QRF. A different ensemble method of trees that is sequential, rather than parallel as in RF and QRF, is called Boosted Trees (BT), whereby a decision tree is fit on the residuals of the previous tree so the overall fit becomes a cumulative effort of many ''weak learners''. Wanik et al. [32] used BT using weather, infrastructure, and land cover data, and concluded that an ensemble model of RF and BT had the highest accuracy in terms of predicting the spatial distribution of outages per 2km grid cells.
Despite these past advancements a significant challenge remains: for a given set of storms, the geographical collection of outages gives a few locations that include at least one customer with an outage. In other words, the more relevant targets are rare. This higher proportion of prevalent (no outage) targets can affect the performance of classical learning methods, a problem that is often identified as high zero-inflation or imbalance in the datasets. For consistency, we henceforth refer to the observations with rare, but relevant target values (i.e., grid cells with outage) as the minority class and the prevalent target values (i.e., grid cells with no outage) as the majority class. In the next section, we discuss methods for dealing with zero-inflated datasets and the attempts made for the power outage prediction context.
B. GENERAL APPROACHES FOR MODELING ZERO-INFLATED DATASETS
Guikema and Quiring [12] developed a two-stage process that addresses the zero-inflation problem. The process uses a CART model and a Poisson GAM together to predict the number of outages. The first step is the CART model in order to predict whether at least one outage will occur. Once the CART model determines that an outage will occur at a specific location, the Poisson GAM then determines the number of outages in that area. This two-stage process aids in the zero-inflation problem encountered by many of the data mining techniques described above. The authors also provided evidence that this approach outperforms the standard zero-inflated Poisson GLM and zero-inflated negative binomial GLM for this problem. Later, the Spatially Generalized Hurricane Outage Prediction Model (SGHOPM) was extended by McRoberts et. al [25] to the two-stage approach using RF in both stages.
Both of the above studies recognized that treating the imbalance in a separate step early on is useful. In this paper we define a new target that is an indicator variable based on the actual outage number z i = I{y i > 0} that assigns 0 and 1 to each observation and transitions the problem into a binary classification. The majority class has z i = 0 and the minority class has z i = 1. We now provide an overview of the literature of binary classification for imbalanced datasets.
The two difficulties in using imbalanced datasets are in (1) training models, making sure that the model does not focus more on the majority class because it is prevalent, and in (2) assessing models, realizing that the global accuracy measures are not particularly meaningful. There are a number of studies proposing treatment of model training and evaluation that we briefly describe here.
General approaches to deal with the skewed distribution of the imbalanced datasets are either data-based or algorithmbased. The data-based methods focus on altering the class distribution to get more balanced samples. Typically this is done by stratified sampling: random oversampling with replacement of the minority class or random undersampling without replacement of the minority class [18] , [34] . In some cases, these are done simultaneously [22] . The disadvantages of these methods are overfitting in the case of duplicating the rare class and discarding useful data with undersampling. Another data-based method is to synthesize data that would seem to belong to the rare class that is similar to what is available, likely by adding some normal noise to the existing minority class. Examples are SMOTE [5] and ROSE [27] .
There are studies such as [26] that combine the latter with boosting.
The focus of algorithm-based methods is to strengthen the learning towards the minority class. Some have studied using alternative functions within nonparametric models that fit the data, such that the alternative functions stay independent of the class distributions [2] , [3] , [6] . Others have employed different misclassification costs to force more focus on minority class [30] , notwithstanding that the cost information is not often available. Another algorithm-based approach is to move the classification threshold towards the less expensive class in a bid to make misclassifying the minority class harder [36] . Ensemble methods such as boosting and bagging [9] , [23] , evolutionary methods [10] , and the two-stage methods introduced at the beginning of this section can similarly be considered among the algorithm-based methods.
Classical evaluation metrics cannot represent the performance of methods used for imbalanced datasets well. For binary classification, the fact that common misclassification errors can be misleading is intuitive: If only 5% of the data is nonzero and we predict a fixed quantity of zero for every data point, the global accuracy will be very high, but it is obvious that the predictions are useless. In the binary classification context, F-measures, G-mean, ROC curves, and cost-curves are among the metrics that can be used. We discuss the F-measures in this study. For predicting a real-valued quantity in a zero-inflated setting, there is not much advancement on error measures in the literature and we propose a metric that weighs the mean absolute error for the false negatives and false positives in a way that is appropriate for the context of power outage prediction.
III. DATA DESCRIPTION
The hurricane wind, precipitation, population, and geographic data along with the power outages for each storm are acquired in a grid. The right choice for the grid cell size is crucial in such analyses. Too small of grid cells would leave many areas with zero response and increase the zeroinflation. In addition, small grids make the downscaling of other covariates to that resolution hard or unreliable. At the same time, the resolution cannot be too large or important geographic variability will be lost, especially in the features used as predictive variables. Though the utilities and regulators may need the outage predictions at the county or zip code level, we model and predict the outages at a fine spatial scale and aggregate to these coarser resolutions to capture more spatial detail in the covariates.
We choose 5km × 5km grid cells for our spatial resolution. This scale was selected after a preliminary study of using a sequence of different spatial scales including 250m × 250m, 1km × 1km, 2km × 2km, 5km × 5km, and 10km × 10km. Hence, all the covariates and response variables need to be appropriately rescaled (aggregated or downscaled) to this resolution. A regional 5km × 5km grid that identifies areas prone to tropical cyclone impacts is used for our variable extractions.
To train and validate the models we use a dataset of three hurricanes, namely, Ivan (2004), Katrina (2005) , and Dennis (2005) in parts of the state of Alabama. The data was made available from Southern Company, a utility serving this area, collected for 3.66km × 2.44km grid cells. Every reported outage was recorded with an address and the number VOLUME 6, 2018 of customers it had affected. We geolocate and aggregate all the outages that occurred within the same grid cell. Hence the response variables used in the training is the total number of outages that occurred in every grid cell due to the hurricanes under study. Within the territory of interest, we identified 3,279 grid cells of 5km × 5km for each storm that amounts to 9,837 data points for the three hurricanes. To test the models we use scraped data of the recent two hurricanes: Matthew (2016), and Irma (2017). Our data coverage was the region affected by the storm as well as a 400 km buffer around the hurricane track (see Fig. 1 for an example storm). The peak outage in each county was recorded from utility web pages. We downscaled these quantities in each county to the 5km scale proportional to each grid cell's population as a proxy for the customers serviced by the utility. For example, if a county consists of two grid cells with 10,000 and 20,000 population, and the total outages reported for that county was 600, we assign 200 and 400 outages to the two grid cells respectively. In downscaling, if a 5km × 5km grid cell was not fully contained in a county for which scraped data was available, meaning if the grid cell was covered by more than one county, we combined the outages assigned to that grid cell from all the covering counties using the grid cell's percentage area within each.
The covariates (explanatory variables) in the regional dataset include those historically shown to affect the power outage prediction. We divide the covariates into two categories of static variables that remain the same for every storm, and dynamic ones that will vary depending on the stormthis categorization was first used in [28] . In the next sections, more details are provided for each category of variables.
A. RESPONSE VARIABLES
Our prediction models will be trained by the total number of people without power during a storm. Most utilities and DOE often report peak outage, i.e., the most that will be without power as a result of the storm. The test sets we use also include peak outages. This distinction is important: we directly compare the predicted total outages with actual peak outages to evaluate the accuracy of our models. Despite the potential overestimation caused by this difference, it is clear that the resulting predictions are of great value for the restoration planning.
In the original training dataset containing hurricanes Ivan, Katrina, and Dennis, each outage record includes the latitude and longitude of the grid cell centroid. The address of the outage reports is also recorded. In each row, the total number of affected customers is recorded. We used the MapQuest web services at http://www.mapquest.com to geocode the outages, a process that returns latitude and longitude for each outage so that a grid ID associated with the 5km × 5km grid resolution we chose can be assigned to each outage record. To do this, a code was written to extract the address from the Comments of each record.
By aggregating the geolocated outages to the grid cells we obtained 1,272 grid cells with at least one outage (39%) for Dennis, 1,867 grid cells with at least one outage (57%) for Ivan, and 1,554 grid cells with at least one outage (47%) for Katrina.
The power outages collected by the utilities are imperfect in the sense that the customers without power may be counted more than once in the system if they were already marked to have an outage and in earlier reports, they are considered again as new entry [14] . To standardize and verify the outage data we need to make sure the number of customers without power does not exceed the total number of customers in each grid cell. Since the number of customers in each grid cell is not available for the training set and most likely for the test set, we use the population size of each grid cell as a proxy. Approximately one-third of the total population represents the customers in each grid cell, assuming an average household size of 3 people. Therefore we use this number as an upper bound for the total number of customers without power in each grid cell for the training datasets. We call this procedure truncation and will follow the same when predicting total outages.
In the scraped data for the test set, we obtained 20,385 grid cells with outage percentage 68% for Matthew, and 22,365 grid cells with outage percentage 50% for Irma. We did not truncate the test sets response variable with the population size at each grid cell. As a result, note that both of these storms are less zero-inflated than those in the training dataset.
Summary statistics along with the total number of customers who experienced an outage or the peak outage (maximum simultaneous outages during the storm), the mean and standard deviation of the nonzero outage cells and the coefficient of variation (standard deviation over mean ratio) of outage size per grid cell are summarized in Table 1 .
A number of things are noteworthy from Table 1 . Zeroinflation in the training set is not overwhelming, but in all the storms the zero entries are near or above 50% of the total dataset size. So we adopt the terminology of minority class for nonzeros and majority class for zeros in the remainder of this paper. Though hurricanes can have a wide range of impact, we recognize that storms in our training sets are relatively similar. The two hurricanes Matthew and Irma have outages TABLE 1. Summary statistics of the outage data for the six hurricanes used in this paper. The zero-inflation is the ratio of zero target values (no outage) to the dataset size. The outage column consists of the total number of customers without power for the training set and peak outage for the test set. We also list some summary statistics of the outage quantity including mean, standard deviation, and coefficient of variation (CV) for all nonzero (NZ) targets. that are different from those of the training sets in mean and standard deviation. In fact, the coefficient of variation of these storms shows that there is more variability in size and spread of the outages in the test set, which can also be due to considering a larger geography as the area of storm influence. Also, note that both storms in the test set have zero-inflation less than or around 50% and peak outages larger than the total number of outages in the training set.
B. STATIC COVARIATES
The static covariates consist of four main groups: topography, land cover, soil moisture, and other (mean annual precipitation, population density). Table 2 shows the subgroups of each.
In the topology group, elevation data are obtained from a digital elevation model (DEM; Global Multi-Resolution Terrain Elevation Data (GMTED2010)) produced by the United States Geological Survey (USGS). The spatial resolution is 30 arc-second (∼ 1km). The restrictive depth and percentage of surface that is impervious are obtained from Polaris and NLCD 2011 and have a spatial resolution of 10 m.
Land cover data are obtained from the National Land Cover Database (NLCD 2011) and have a spatial resolution of 30m. The fractional coverage of each land cover type per grid cell is calculated.
A past study by Quiring et. al. [29] has shown that soil texture can be an important variable in modeling tropical cyclone-induced power outages. Soil texture is extracted from Polaris at three levels (15 -30cm, 30 -60cm, 60 -100cm) for three texture types (clay, sand, and silt).
Mean annual precipitation (mm) is obtained from the PRISM Group. Data are available at a resolution of 800 m. The mean is from 1981 -2010. Population density data are obtained from the Socioeconomic Data and Applications Center (SEDAC). There are a number of years available, however, 2015 is chosen for this analysis. These data have a spatial resolution of 30 arc-seconds (∼ 1km) and then calculated the mean and standard deviation of the 25 values contained within each 5km × 5km grid cell.
C. DYNAMIC COVARIATES
Three main groups of dynamic covariates that are stormspecific include wind data, soil moisture, and standardized precipitation index (SPI).
For each storm, a wind field model is run to simulate the wind variables. The model takes in (as input) the centroids of the grid and the storm track. It outputs a number of wind variables including maximum value of surface-level (10m) gust winds and sustained winds, in meters per second (m/s), over the length of the storm at the given location, as well as the length of time, in minutes, that surface-level gust winds and sustained winds were above 20 m/s.
Soil moisture data are extracted at three levels (0 -10cm, 10 -40cm, and 40 -100cm). Soil moisture data are from the NLDAS-2 Variable Infiltration Capacity (VIC) model, which is based on land surface water and energy fluxes and is available for 3 different soil layers. Values of total water volume are converted to volumetric water content (VWC) using the depth of the layers and then mapped to an empirical cumulative distribution function (CDF) to convert them to percentiles.
SPI is a measure of current drought conditions. The SPI transforms an aggregated precipitation total on time scales of 1-month and longer, and maps that total on a parametric CDF. We aggregate precipitation for 1, 3, 6, 12, and 24 months with an ending date corresponding to the most up-to-date NLDAS-2 file. We use the Pearson Type III (P3) distribution, which is widely used for quantifying historical precipitation frequencies. For each calendar day, the P3 distribution parameters for the five time scales were computed using data from 1979-2015. After determining the P3 cumulative probability (also called percentile), this is mapped to VOLUME 6, 2018 FIGURE 2. In stage 1 we predict whether or not outages will occur in every spatial unit. In stage 2 we predict the severity or intensity of the outages, once the grid cell is forecasted to experience at least one outage in stage 1. In stage 3 the number of power outages is predicted from a model trained by the nonzero outage data that belong to the same class as that predicted in stage 2.
an inverse Gaussian function with mean zero and variance one. In statistical terms, the final SPI value is the number of standard distributions above or below the median (called a Z score).
IV. MODEL: THREE-STAGE PREDICTION
As suggested by the existing models in Section II, nonparametric learning with RF gives the best predictive accuracy of the existing models for power outage prediction. In the three-stage model, we use RF in all stages, though they are used for classification in the first two stages and regression in the third stage. In the remainder of this section, we describe the details of each stage.
A. PRE-PROCESSING: CHOICE OF PARAMETERS
We pointed out in Section II-B that one of the algorithm-based approaches to improve the predictive power for an imbalanced dataset is modifying the cost of misclassification errors to make false negatives more expensive than the false positives. This is in alignment with the importance of correctly detecting that there will be at least an outage in a grid cell, though it might come at the cost of having more false positives. The other algorithm-based approach is increasing the cutoff for classifying an observation as the minority class. In general, binary classification classifies an observation as belonging to class 1 if P{y ∈ class 1 |x} > P{y ∈ class 0 |x}, meaning if P{y ∈ class 1 |x} > 0.5. But we compare thresholds (cutoffs) larger than 0.5 for this purpose to see which performs better with the training data.
B. STAGE 1 -BINARY CLASSIFICATION
As explained in Section II-B we make the predictions in multiple stages. We test two approaches for the first stage: (1) one RF with adjusted parameters (resulted from preprocessing) on the entire training set, (2) multiple RFs with two parameters k and t: k sub-datasets for training (see Fig. 2 ), and cutoff threshold t used for aggregation of the k models. In (1) we use the class weight and cutoff parameters that are selected from the pre-processing step by storm-based crossvalidation. In (2) k sub-datasets are constructed by combining k clusters on the majority class using k nearest neighbors method and adding the whole minority class data to each one, as illustrated in Fig. 2 . The number of clusters k is obtained by
, where the fraction term inside the curly brackets computes the ratio of the majority class to the minority class. This is to enforce that in each sub-dataset the proportion of the nonzero data points (regardless of their value) and the zeros is at most 50%. For a new data point, let p 1 , p 2 , · · · , p k be the class 1 probability associated to each of the k RFs. Then stage 1 will choose for that data point to belong to class 1 if the k −1 (p 1 + p 2 + · · · + p k ) > t. We will choose t between 0.5 and 0.6 based on the storm-based cross-validation.
To evaluate and compare the performance of the first stage, corresponding to Q1 in Section I-A, we look at both the precision and recall. We also look at a measure called F-score that will aggregate these two values depending on their importance for the problem context. We use the abbreviations TP Because of the difference between these two measures, typically the classifier's quality is evaluated using a balanced measure to implicitly take into account both the false positives and false negatives. F-score summarizes both precision and recall into one value:
One can weigh the recall higher than the precision -putting more emphasis on influence of false negatives -by increasing β. In the context of power outage prediction, it is more important to detect all the outages (low false negatives) as opposed to having a precise classification (low false positives). Therefore we set β = 3.
C. STAGE 2 -MULTI-CLASS CLASSIFICATION
The majority class is only used for the purpose of learning whether or not a location will have at least one customer without power. If the first stage predicts that power outage will occur, we will need models that would predict the number of outages. This suggests that these models need to be trained mainly by the nonzero data points (minority class). Restricting the training to the nonzero data points could remove the effect of the many zeros on the prediction models. We will test this in the configuration of the next stage. Stage 2 is an intermediate stage. The reason for this intermediate stage as opposed to directly jumping into a prediction model is the high variance that is observed in the nonzero records. Typically, and particularly in smaller resolutions than census tract or county level, one can observe heavy-tailed distribution of the observed outages. In fact, looking at the total grid cells covering the area of interest, a large portion of the nonzero observations at 5km resolution have less than 1000 outages in our dataset. For the three hurricanes that are used for training in this study, 85.2% of the data is less than 1000. The whole training dataset has only 99 observations larger than 5000. The coefficient of variation (σ/µ) of the nonzero outages in the training dataset is ∼2.74 which implies that the standard deviation of the nonzero outages is almost three times larger than the average nonzero outage, indicating a very high variance.
Because of the high variance of nonzero records, the prediction model can behave very poorly. The second stage breaks down the nonzero outage data into multiple classes. The number of classes m can be a decision or parameter chosen using cross-validation. We test 2, 3, and 4 classes based on a storm-based cross-validation process.
The two approaches for dividing the data into different classes are based on the quantity, or based on clusters. In the breakdown based on quantity, we choose the range for the outage size for m bins such that there is almost equal number of data points in each bin. In the breakdown based on clusters, we cluster the minority data with the response variable and with or without the explanatory variables included. This does not result in the same size classes necessarily. The histogram of outages in each cluster is used to see how large the variance within each class will be. The objective is to keep the distribution of the data within each class reasonably the same or within a limit of skewness. Table 3 lists the variance of each class using the above mentioned breakdown methods, by reporting the coefficient of variation (CV) in each class, i.e., the ratio of mean over the standard error.
In both cases, because the outage number of each class is approximately in the same range, one can interpret this stage as predicting the severity of power outages in each grid cell. In many real world cases, the result of this stage would be what a utility company would need to plan their restoration resource allocations. In what follows we discuss the 11 different models we construct for stage 2. Each item starts with a code that we use to name each model and a short description. We later introduce the 12th model that is an ensemble of two of the existing models: 1) all: In this model one bin is formed with the entire dataset; we have only one class in the second stage. This breakdown method includes both minority and majority class. 2) 1b: All the data with nonzero outages are put in one bin. Thus, the second stage is dismissed because there is only one class. Table 3 we observe that (1) variances are reduced compared to using all the minority class as one dataset (CV reported in Table 1 ); (2) in cluster-based breakdowns classes with higher CV have more observations in them, and on average CVs are lower than in quantity-based breakdowns (b suffix); (3) in cluster-based breakdowns the size of clusters with a larger quantity of data is reduced because fewer observations have large outage numbers; (4) cluster-based breakdowns with all variables (ca suffix) have some overlaps in terms of outage amount between clusters; (5) clustering keeps the more sparse large quantities of outage in the dataset more focused and with smaller size compared to the rest of the minority class. So we expect that the decomposition into multiple classes will help the overall quality. We will test all of the different methods of division with the validation and predictions in Section V.
D. STAGE 3 -REGRESSION
The third stage directly follows after the multi-class classification estimates the outage severity of the grid cell. Only the data points within the corresponding severity class are then used to train a RF whose mission is to predict the number of power outages at the peak for each grid cell. Therefore we will have as many prediction models as there will be classes in the second stage. Stages 2 and 3 are illustrated in Fig. 2 .
In summary, if we define z(x) as a binary variable that is 1 when the first stage for x returns a class 1, and v j (x) as the i-th binary variable for j = 1, 2, · · · , m that is 1 if x i is classified as class j in stage 2, then
where h j (x) is the outcome of the j-th regression model trained by all the nonzero outage data that fall into class j. Clearly, when the first stage outcome is z(x) = 0, the predicted outage h(x) = 0 and v j s and h j s are no longer computed for that x. As defined, the final prediction is the outcome of only one of the regression models. One can extend this framework by making an ensemble of predictions resulted from all the m regression models when multiplied by the predicted probability of each class in the second stage, i,e.,
where P (v (x) = j) is the probability of x belonging to class j from the. multi-class classifier v. Our experiments did not prove this extension to be more successful and therefore we keep the original framework for the remainder of the paper.
When the first stage follows the cluster-based k-RF approach we can write
where z (x) is the outcome of the -th binary classifier fit on the -th subdataset of the majority class, and P (z (x) = 1) is the probability of x belonging to class 1 from the -th binary classifier.
E. FINAL EVALUATION METRIC
We now discuss a new metric that we call WMAE for evaluating the final predictions, corresponding to Q2 in Section I-A. Let us suppose a small experiment whereby the necessity of changing the evaluation metric will become more obvious. The best existing power outage model would provide predictions for Hurricane Matthew (2016) that have mean absolute error (MAE) value of 135. To understand how well these predictions are let us compare that with a naive model that predicts 0 for all grid cells of the area under Hurricane Matthew's impact. The MAE of this useless model is 136, which is the same as average outage count for Hurricane Matthew. Therefore the existing best prediction results are not that much better using the MAE metric. If we increase the cost of missing an outage, since this is really the main point of power outage models, to ten times more expensive than a regular error for zero outage grid cells, then the error of the zero everywhere model will increase to 1,365 while the error of the best existing model will increase to 212. This shows that the existing prediction models are effective in detecting the location of the future outages more evidently. Based on this intuition, the main feature of the WMAE metric is to amplify the error for the false negatives, i.e., when the true value of the data y(x) > 0 but the forecast h(x) = 0. In the Appendix, we also discuss adding another weight to amplify the error for the false positives.
The formula for WMAE is as follows:
where n is the number of data points in the test set, w is the weight associated to the error of false negative (FN) prediction cost relative to regular error, and FN (i) is a binary variable that is 1 if y(x i ) > 0 AND h(x i ) = 0. The exponent of the coefficient w in the WMAE formula ensures that the amplifying coefficient is only multiplied to the absolute error for the FN results. We investigate the effect of varying quantities of w in the results.
V. RESULTS AND DISCUSSIONS
We first consider the benefit of using the new methods for the binary classification over the existing two methods by Guikema and Quiring (2012) [12] and McRoberts et al.
(2016) [25] , henceforth referred to as G12 and M16. We will also refer to the classifications and predictions provided in this study with the prefix S18 followed by stage configurations. See Section II-B for the description of each method and how they take advantage of a two-stage approach in generating the final predictions. We reproduce G12 with a CART using the rpart library in R and pruning with the complexity parameter (cp) in the first stage. For the Poisson GAM in the second stage we use the mgcv library allowing a spline with unspecified knots for each of the important variables in the first stage that consist of the following 13 covariates: imperviousness, developed land cover for open space and for medium intensity, the average and standard deviation of the population density of 1km × 1km cells within each 5km × 5km grid cell, all levels of sand in the soil texture, levels 2 and 3 of silt in the soil texture, 1-month SPI, maximum gust wind speed and maximum sustained wind speed. We use max{0, h(x)} as the outage prediction. Also, recall that the second stage of G12 only trains with those data points that are classified as nonzero in the first stage, whether or not they have actually nonzero outages. M16 trains a generic RF classifier with only the static variables in the first stage, implemented with randomForest library in R. In the second stage it fits an RF on the entire dataset rather than just the data with nonzero outages. Therefore the first new model S18:all will only be different from M16 by the different approach used in the first stage. We will test S18:all against all the other S18 prefixed models to evaluate the effectiveness of using the proposed second and third stage in this paper as opposed to an RF will all the observations following the first stage.
We start the experiments by comparing the binary classification approaches we propose in this paper (see Section IV-B) with those of G12 and M16. In constructing the multiple RFs approach using sub-datasets of the majority class we investigate the effect of using two different thresholds t = 0.5, 0.6 for the aggregation of the k models; recall that the threshold identifies for what range of average probability of class 1 should the prediction be nonzero.
First stage developments follow a pre-processing to choose the optimal RF parameters for class weight and the cutoff threshold. A storm-based holdout test shows which combination of class weights and cutoffs were optimal for the first stage binary classification. Class weight can be set as a parameter in RF such that rarely observed groups/ classifications are more likely to be selected in the bootstrap samples. Choosing the class weight from the set {0.001, 0.01, 0.1, 1, 10, 100, 1000}, the RF will allocate the specified weight to the minority class and the inverse of that weigh to the majority class. The default value is 1, implying that both classes are resampled with the same weight; we include that in the experiment as well. For each of the class weights, the cutoff is chosen from the set {0.9, 0.8, 0.7, 0.6, 0.5}. If the probability of a response is larger than the cutoff specified, then the classification will be class 1 (nonzero outage grid cell), meaning that at least one customer in that grid cell will experience power outage. The default cutoff is 0.5 and we include that in the experiment as well. Table 4 summarizes the average F-score for the three holdouts using each of the 35 combinations; we choose a class weight of 100 and a cutoff of 0.5 as the adjusted parameters for the first stage RF. The RF with the above parameters will then compete with the cluster-based RF in a bid to provide better classification.
TABLE 4.
Choosing the RF parameters in a pre-processing phase via average F-score (with β = 3) of the three storm-based holdout tests.
We next use the three historic hurricanes in the training set and run a storm-based cross-validation for the first stage and report the performance of the four methods, namely, the existing G12 and M16 models, along with the proposed S18 with adjusted parameters, and S18 with ensemble of classifiers with two different thresholds 0.5 and 0.6. Table 5 shows the results for both the storm-based cross-validation, where we train the models using the data from the other two storms and then classify the grid cells as zero or nonzero for the held out hurricane, and the predictions for the recent storms Matthew and Irma. We monitor the three measures precision, recall, and the F-measure with β = 3 explained in Section IV to choose the best approach for the first stage. VOLUME 6, 2018 TABLE 5. Comparison of Precision (P), Recall (R), and F-score with β = 3 (F) in first stage of power outage prediction for the storm-based cross-validation, and the two recent storms in the test set. S18:adj. params refers to approach (1) and s18:cl refers to approach (2) in section IV-B. Based on the F-measures the aggregated RFs trained by clustered majority class and cutoff 0.5 provide the best binary classification results. TABLE 6. comparison of the 3-stage models (with the cluster based RF with t = 0.5 in the first stage, and separate rf based prediction models for the m classes chosen in the second stage) and the existing zero-inflation models g12 and m16 by a storm-based holdout validation in training set (dennis, ivan, and katrina) and prediction of the two storms in test set (matthew, and irma). for predictions on hurricane matthew and irma, sensitivity to the weight in WMAE, and first stage threshold t = 0.5 vs. 0.6 is also depicted. As illustrated in Fig. 2 , for the cluster based RF we use a k-means method on the majority class with k = 2. Combined with all the nonzeros each new dataset has zero-inflation less than 30%. For every observation we use the average probability prediction of class 1 (nonzero outage) from the two classifiers. We then classify the observation as class 1 if the average probability from the RFs trained by each of the sub-datasets is larger than the threshold t specified.
From Table 5 we note that in the expense of losing some precision, the new methods (prefixed by S18) will gain a significant increase in their recall, implying that they are more successful with detecting the grid cells that will have outages. We observe that using a cluster-based ensemble with threshold 0.5 gives the highest F-measure in the storm-based holdout test. This result is also confirmed for Matthew and Irma. Both G12 and M16 produce less false positives, and hence higher precision, which could be a result of fewer nonzero predictions. All the S18 models have recall measures above 85% which means that they produce many nonzero predictions. The new proposed binary classification with adjusted parameters seems to perform similar to the best of multiple cluster-based RFs approach (closer to t = 0.6 for the holdout tests, and to t = 0.5 for Matthew and Irma predictions). For the holdout tests, we also run a McNemar's test ( [1] , [24] ) that is the equivalent of paired chi-square test for binary data to ensure that the results of cluster-based ensembles (for both thresholds 0.5 and 0.6) are significantly different from the other three binary classifiers, i.e., G12, M16, and S18: RF with adjusted parameters. All of the p-values were less than 10 −4 suggesting that the cluster-based ensembles at the first stage outperform the other three first stage approaches statistically significantly. This suggests that to specifically address Q1 in Section I we have been able to make improvements in reducing the false negatives.
From the holdout test discussed in the previous paragraph, we select the cluster based ensembles with the 0.5 threshold to be used for the first stage; we will also generate predictions for Matthew and Irma in the final stage with the threshold 0.6 and compare the outcomes. From the stage 1 results, we select the grid cells with predicted nonzero outages and use the multi-class classification model to specify their intensity class (stage 2), followed by the corresponding class regression model (stage 3). Consequently, for every predicted nonzero grid cell, we predict the final number of outages. The multi-class classification models are trained by one of the 11 different data breakdown techniques explained in Section IV. For the holdout tests, we bound the predictions from above by a function of the total population in the grid cell. Here again, we choose the total population in each 5km grid cell as a proxy to the total customers in that grid cell by assuming every three members of the population will form a separate customer. The performance measure of these final outage predictions is reported as the weighted mean absolute errors with w = 10 for the holdout tests and w = 10, 100 for the recent storm predictions, as described in Section IV.
Similar to the first stage experiments, Table 6 first shows the existing G12 and M16 results, followed by a storm-based holdout test for the 11 stage 2 models and corresponding stage 3 model all following the first stage with t = 0.5. Notice that at the bottom of this table we have added one more model: (12) ens develops an ensemble of the outages from the best 3-stage models and those from G12. The new ensemble model in (12) was inspired by the initial observations of the existing models and the 11 new models initially constructed. From Fig. 3, 4 , and 5 that show the maps of the outages color coded based on outage quantity reveal that even though S18 is more successful is detecting the nonzero events, it tends to overestimate the number of outages. Whereas the G12 underestimates the number of outages drastically in every grid cell that it has predicted as nonzero during its first stage. We, therefore, average the number of outages provided by the best 3-stage model and those provided by the Poisson GAM (second stage of G12) in every cell that was predicted as nonzero in stage 1 via the cluster based ensemble of 0.6 thresholds.
In Table 6 , by looking at the WMAEs with w = 10, we observe that in all three holdout tests we can reach better results than G12 and M16; even though M16 does worse that G12 for Dennis, it is the best model for Ivan and Katrina using MAE. Though not much for Dennis, for Ivan and Katrina the error value drastically increases for both G12 and M16 models when moving from MAE to WMAE. This is due to the fact that both of this models have a larger number of false negatives -grid cells with actual (possibly large) outages that were falsely predicted to have no outage, and WMAE is set-up to amplify the false negative error with a larger weight. For both Ivan and Katrina, all the S18 models demonstrate lower WMAEs clearly decrease for all the S18 models. Given that we choose the first stage as suggested, when we compare S18:all with all the other S18 models (except for model (12) labeled as S18:ens), we conclude that stage 2 and 3 of the new framework improves the accuracy even further -an advantage specifically related to Q2 in Section I. For Dennis, the new S18:ens model outperforms the other models; Fig. 3 clarifies that Dennis has a focused effect with low magnitude of outages in the affected grid cells, while Ivan and Katrina (Fig.'s 4 and 5) are more wide-spread with high magnitudes in many nonzero outage cells. P-values of the chi-square tests for the best S18 model and the existing models approve that the resulting performance improvements are statistically significant.
Before analyzing the prediction results for Matthew and Irma, see the outage maps in Fig. 6 , and 7. Hurricane Matthew behaves similar to Dennis with lower intensity outages but more widespread, while Hurricane Irma behaves similar to Ivan and Katrina with high-intensity outages in some areas.
Note that in all Fig.s 3 -7 the top row consists of maps of the actual outage data -peak or total (left), and predictions from the two existing two-stage models G12 and M16 (center and right). The bottom row maps are the predictions from the new models presented in this paper; S18:all (final stage the same as the second stage in M16) on the left, and the best of For Matthew, similar to Dennis, the existing G12 model has the lowest MAE of all. However, as explained in Section IV-E we find that even a zero-everywhere prediction would have a very small MAE (136 as opposed to 135) but that does not reflect the goodness of the model. In fact, MAE results are low for G12 and zero-everywhere models run on Matthew because the magnitude of outages across the area under consideration is low, and hence small predicted outage numbers would on average show success in terms of MAE. However, recall the first stage results of G12 in Table 5 shows that S18:RF w clusters and t = 0.5 dominates G12 in detecting the nonzero grid cells significantly. These observations, again, strengthen the idea that MAE is a weak performance measure in this context. Note that even though the S18:4ca model (using 4 knn supervised clusters including all variables) has the lowest WMAE, the ensemble in model (12) outperforms that in WMAE. For Irma, similar to Ivan and Katrina, and hence all the 3-stage models outperform the existing models both for MAE and WMAE, though S18:ens results are not very good. The best 3-stage models in the case of Hurricane Irma are the S18:4co that are the 4 clusters based only on the target variables that outperform all the other ones.
A student T-test for statistical significance of the differences for w = 10, 100 reveals for both Matthew and Irma that the use of the proposed second and third stage is advantageous to the existing approaches for predicting the number of outages. We can also see that the effect of larger w is in more vividly showing the performance of the models with regards to false negatives. The choice of the weight has to do with how expensive the wrong decisions of allocating crews and equipment would be. Often the false negatives from a predictor cost more and hence higher weights are more appropriate for such settings.
Sensitivity to aggregation threshold t = 0.5 vs. t = 0.6 in first stage was also more statistically significant for Matthew and Irma when using residuals amplified by w = 10, 100.
Note that change of threshold in the cluster based ensemble on the first stage will only change the number of nonzero outages and no difference will be made in the quantity of those data points that are nonzero in both cases. In other words, using the cutoff 0.5 instead of 0.6 will only make it more tentative for the probability of class 1 to exceed this threshold, and therefore more grid cells will be identified as those that will experience outages. However, any of the grid cells that pass this stage will have the predicted number of outages that is the same for either of the cutoff thresholds used in stage 1. An interesting observation from these results is that with higher threshold the MAE improves while the WMAE worsens. Based on the discussions about the reliability of WMAE we note that the fewer class 1 predictions, caused by increasing the ensemble threshold, the more false negatives there will be.
Finally, Table 7 summarizes the improvement obtained by the results of the best models for the two recent storms Matthew and Irma. In this table, we include the performance of using a simple RF model (in one stage) to demonstrate the gain in using multi-stage frameworks -note that this model simply predicts nonzero outages everywhere. The total number of outages across grid cells shows that for Hurricane Matthew, S18:ens gives the closest estimate compared to the existing models. For Hurricane Irma, the single best 3-stage model gives the closest estimate of the total number of outages in the whole area when accumulating only the predicted peak outages. The total number of locations that were predicted to experience outage using each of the existing and new methods compared to those of the actual dataset (NZ) is again showing improvement of the new models over the existing models for both hurricanes. A remarkable achievement is a five-fold decrease in false negatives -those grid cells that actually experienced outages but were predicted not to -from 71% to 14% for Hurricane Matthew and from 77% to 15% for Hurricane Irma. A downside of the new models is that they generate more false positives, but this increase is lower than the decrease achieved with FN. Summary of the predictions of number of 5km × 5km grid cells that will experience outage (NZ), the false positive count (FP), the false negative count (FN), and the total number of customers experiencing outage (total) for the two recent storms in the test set.
Note that S18 single best and S18: ens both follow the same first stage results and hence have the same NZ, FN, and FP. These three numbers gauge the performance of the first stage and address Q1 in Section I-A, while the total number of outages overall addresses the quantification (stage 2 and 3) and Q2.
VI. CONCLUSION
This paper focuses on power outage forecasting, but obviously, it is generalizable to datasets of similar behavior. The research objectives of this paper are (1) to find an efficient way to incorporate all of the information from the data points with zero response in an imbalanced dataset to significantly reduce the chance of missing the nonzero outage grid cells in the prediction, and (2) to acquire higher accuracy in quantifying the number of predictions in those grid cells that were detected to belong to the minority class.
Following the recent multi-stage philosophy used in the power outage prediction literature that treats the high prevalence of response variables that are zero, we propose a new modeling approach. The zero-inflation present in the training dataset is addressed through an initial binary classification. In the current paper, we propose using an ensemble of binary classifiers, each of which trained by the same nonzero data points but a separate cluster of the zero data points. The count prediction for those locations classified as nonzero, i.e. the ones predicted to experience power outages, follows with an intermediate stage that addresses the highly right-skewed nonzero data points themselves. As a result of this second stage, instead of one, several regression models are trained separately for those observations in the minority class that are in some sense ''similar''. This similarity can be in terms of frequency of occurrence or quantity, that one can interpret as the severity of the outages in the forecast.
We compare our proposed 3-stage models with the recent approaches that deal with imbalanced outage data from Guikema and Quiring [12] and McRoberts et. al [25] and our numerical results in holdout tests and predictions for the recent hurricanes Matthew and Irma show that we gain significant accuracy in the predictive power when looking at a measure that considers the false negatives to be more expensive. In other words, the WMAE of the new models shows improved performance over the existing methods. Hurricanes Matthew and Irma are different storms; the former has widespread outages with a lower magnitude in each unit (grid cell) while the latter is more focused and in many regions is high in numbers. Our numerical experiments choose different model settings for each. This information about how widespread or intense a storm will be is an information that becomes known as the time goes on. But our proposed methods will provide estimates in both of the unknown scenarios that are valuable to the decision makers.
Our results reveal that all the suggested methods for the second stage in this paper improve the accuracy of the outage count predictions. Hence, the user can choose one or more of these methods, based on the variance of the nonzeros in their training set, to construct the second stage model.
A limiting factor is that since the datasets used for training the models all have zero-inflation above 30%, the resulting predictions for a storm that has less zero-inflation are not particularly accurate. We believe including more hurricaneinduced power outage datasets with varying zero-inflation rates, as well as other characteristics in the spread and quantity of outages, can increase the ability of our models to produce more reliable predictions for hurricanes with a wide range of impact.
APPENDIX ADDITIONAL WEIGHT FOR FP
In Section IV-E we described the motivation behind introducing weights for false negative predictions. Now suppose a different scenario in which the predictions are generated from a mean only model, i.e., h(x) =ȳ for all x, whereȳ is the average observation of the outages. Again, for Hurricane Matthew this model will obtain MAE and WMAE both equal 223 for any w. This is because the model will never have a false negative (in this context negative means that the model predicts a zero outage) as it is never predicting a negative for any grid cell. WMAE as is will fail to differentiate the effect of false positives in the evaluation which will be an issue with the mean only models. Therefore we can introduce two weights to overcome this: w 1 for the false negative penalty and w 2 for the false positive penalty. The new formula for WMAE will be As for the relationship between w 1 and w 2 , we know it is more expensive for the utilities to falsely estimate no outages in an area that will experience outage, than falsely estimating outages for an area with none. Recall the β in the F-measure which is an evaluation metric used for the first stage. Re-writing F-measure we get
This implies that to stay consistent with our earlier evaluations we would need to set the weight for the FN to be β 2 = 9 times more than the weight for FP. Therefore to ensure that the FP weight is at least twice as large as that for the lower or higher prediction of power outage for the TP, we choose w 2 = max {2, w 1 /9}. We experiment this new metric for Matthew and Irma and the results in Table 8 show that the ensemble models consistently outperform all the other for both of the storms and T tests prove that the difference between the best model and the others is statistically significant. We also include the performance of using a simple RF model, i.e. a one-stage model, to demonstrate the gain in using multi-stage frameworks -note that the high false positives (see Table 7 ) effect is reflected in the WMAE here. 
