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In Brief
Gao and Wehr (2015) show that synaptic
inputs to rate-coding neurons arise in part
from temporal-coding neurons, but were
transformed by push-pull excitatory-
inhibitory interactions. This suggests that
the transformation from temporal to rate
code can be observed within individual
cortical neurons.
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Although the coding transformation between visual
thalamus and cortex has been known for over 50
years, whether a similar transformation occurs be-
tween auditory thalamus and cortex has remained
elusive. Such a transformation may occur for time-
varying sounds, such as music or speech. Most
subcortical neurons explicitly encode the temporal
structure of sounds with the temporal structure of
their activity, but many auditory cortical neurons
instead use a rate code. The mechanisms for this
transformation from temporal code to rate code
have remained unknown. Here we report that the
membrane potential of rat auditory cortical neurons
can show stimulus synchronization to rates up to
500 Hz, even when the spiking output does not.
Synaptic inputs to rate-coding neurons arose in
part from temporal-coding neurons but were trans-
formed by voltage-dependent properties and push-
pull excitatory-inhibitory interactions. This suggests
that the transformation from temporal to rate code
can be observed within individual cortical neurons.
INTRODUCTION
The temporal structure of the sounds of footsteps or a wood-
pecker are perceptually striking. In music and speech, temporal
features over a wide range of time scales convey perceptually
important information. The representation of such temporal
structure appears to undergo a transformation between the
auditory periphery and auditory cortex. In subcortical regions
such as the cochlear nucleus (Langner, 1992), inferior colliculus
(Batra et al., 1989), and auditory thalamus (Bartlett and Wang,
2007), most neurons explicitly encode the temporal structure
of sounds with the temporal structure of their activity. In these
cells, termed synchronized neurons (Lu et al., 2001), responses
are phase locked to temporal features of the stimulus. In auditory
cortex, synchronized neurons can also be found—indeed, these
are the only type of neuron observed under anesthesia (Wang,
2007). But in unanesthetized cats and primates, a separate pop-
ulation of neurons has been recently described that responds to
time-varying sounds with an elevated firing rate but no phase
locking (Dong et al., 2011; Lu et al., 2001; Wang, 2007; Wang292 Neuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc.et al., 2008; Yin et al., 2011). These cells, termed non-synchro-
nized neurons by Lu et al. (2001), appear to encode temporal
structure using firing rate rather than using the explicit temporal
structure of the response. This suggests that between thalamus
and cortex, the coding strategy for time-varying sounds is
at least in part transformed from a temporal code to a rate
code. The mechanisms for this transformation have remained
unknown.
Here we used whole-cell recordings to compare the coding
strategy used by the inputs and the outputs of neurons in rat
auditory cortex.We find that themembrane potential of non-syn-
chronized neurons shows phase locking to the stimulus up to
rates as high as 500 Hz, even when the spiking output does
not. This indicates that the synaptic inputs to non-synchronized
neurons arise, at least in part, from synchronized neurons. These
fast, stimulus-locked membrane potential fluctuations were
riding on a large sustained depolarization. To determine whether
this sustained depolarization arises from non-synchronized
input, or from temporal summation of synchronized input, we
turned to a conductance-based neural model. By comparing
the strength of membrane potential phase locking in the model
to that in real non-synchronized neurons, we estimate that
38%–82% of the presynaptic population must be synchronized.
This suggests that a substantial amount of the transformation
from a temporal code into a rate code can be observed within in-
dividual cortical neurons.RESULTS
We first verified that non-synchronized responses to time-vary-
ing stimuli can be observed in rat auditory cortex, since they
have only previously been reported in auditory cortex in cats
and primates. We used whole-cell methods to record membrane
potential and spiking responses of 54 neurons in auditory cortex
of unanesthetized rats to periodic click trains.We used two alter-
native methods to encourage animals to sit quietly during
recording sessions: for 35 neurons in 20 animals, we acclima-
tized animals to handling and restraint over several days before
and in between recording sessions; for 19 neurons in 23
animals, we used a low dose of diazepam to reduce anxiety
(see Experimental Procedures). Figures 1A and 1B show two
examples of neurons that responded to click trains with sus-
tained spiking responses that lasted as long as the click train.
This elevated firing rate was produced by sustained depolariza-
tions that also lasted as long as the click trains. Both firing
rate and depolarization increased progressively for shorter and
Figure 1. Non-Synchronized Neurons in
Rat Auditory Cortex Responded with Sus-
tained Depolarizations and Elevated Firing
Rates to Click Trains with Short ICIs
(A and B) Two examples of non-synchronized
neurons. The small action potential height is due
to trial averaging (five to six trials in [A] and eight
trials in [B]). Vertical tick marks underneath
each trace indicate each 1 ms click (for the
shortest ICIs, these tick marks overlap, but the
actual stimuli did not). ICI is indicated at right.
Dotted horizontal lines indicate resting membrane
potential.
(C and D) Synchronized neurons showed phase-
locked depolarizations and spiking for long ICIs,
but for ICIs shorter than 64 ms only showed a
transient response to the onset of the train.
(C) Neuron from unanesthetized animal.
(D) Neuron from ketamine-anesthetized animal.
These are trial-averages (five trials in [C] and four
trials in [D]). The cell in (C) showed phase locking
of both spikes and membrane potential; the cell in
(D) showed strong phase locking of membrane
potential but fired few spikes.shorter inter-click intervals (ICIs) (Figures 2A and 2B). This
preference for shorter ICIs was reflected in a significantly nega-
tive slope in the dependence of firing rate and depolarization
on ICI (dashed lines in Figures 2A and 2B). To assess whether
these evoked spikes were phase locked to the temporal struc-
ture of the stimulus, we used a common measure of phase
locking known as vector strength (see Experimental Proce-
dures). Evoked spiking responses in these neurons did not
show significant vector strength, indicating that these are non-
synchronized neurons similar to those described in primates
(Lu et al., 2001). We defined neurons to be non-synchronized if
they showed a preference for short ICIs but no phase-locking
at these short ICIs, or in other words, neurons that showed a
significantly negative dependence of either firing rate or depolar-
ization on ICI (points in the lower left quadrant of Figures 2C or
2D) and no significant phase locking at ICIs < 64 ms. By these
criteria, 28% (15/54) of our neurons were non-synchronized,Neuron 86, 292–similar to the prevalence reported in pri-
mate auditory cortex (Lu et al., 2001).
We also observed synchronized neu-
rons (Figures 1C and 1D), which
showed phase-locked spiking and/or
membrane potential responses at the
longest ICIs (256 ms), but progressively
weaker responses at shorter ICIs, and
only a transient response to the onset
of the click train for ICIs shorter than
128 ms. The prevalence of these syn-
chronized neurons in our sample (26%,
or 13/54) was similar to that of non-syn-
chronized neurons and also to the prev-
alence of synchronized neurons reported
in primate auditory cortex (Lu et al.,
2001). These stimulus-synchronized re-sponses closely resemble those seen under anesthesia (Fig-
ure 1D shows an example from an anesthetized animal).
Neurons recorded in ketamine-anesthetized rats invariably
(100%, or 20/20) showed synchronized membrane potential re-
sponses to click trains. However, neurons in anesthetized rats
responded with far fewer spikes (0.6 ± 0.8 Hz, compared to
2.4 ± 3.1 Hz in awake rats; p < 102), and only 20% (4/20)
showed synchronized spiking responses. For example, the
neuron in Figure 1D fired only a few stray spikes but showed
prominent synchronized membrane potential responses to
slow click trains. We never observed non-synchronized neurons
under anesthesia (Figure 2, gray dots); responses sometimes
depended significantly on ICI, but always with a positive slope,
driven by the large stimulus-synchronized depolarizations at the
longest ICIs (Figures 2B, 2D, 1C, and 1D). Four neurons re-
corded in unanesthetized rats were both synchronized (at long
ICIs) and non-synchronized (at short ICIs) by our criteria, similar303, April 8, 2015 ª2015 Elsevier Inc. 293
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Figure 2. Classification of Synchronized and Non-Synchronized Neuronal Populations
(A) Black lines showmean firing rate, averaged over the duration of the click train and across trials, for the two neurons in Figures 1A and 1B. Error bars showSEM.
Dashed lines show linear regression fits. Filled dots are from the neuron in Figure 1A (slope = 1.8 Hz/log2(ms), p < 106); open squares are from the neuron in
Figure 1B (slope = 1.2, p < 103). Gray lines show the same measure for the synchronized cells in Figures 1C (open squares, slope = +0.6, n.s.) and 1D (filled
dots, slope = 0.0, n.s.).
(B) Same neurons and format as (A) but for depolarization, averaged over the duration of the click train and across trials. Filled black dots, neuron in Figure 1A,
slope =2.6, p < 104; open black squares, neuron in Figure 1B, slope =2.0, p < 104; open gray squares, neuron in Figure 1C, slope = +1.4, p < 0.05; filled gray
dots, neuron in Figure 1D, slope = 0.3, n.s.
(C and D) p value versus slope of linear regression fit of firing rate (C) or depolarization (D) to ICI for all recorded neurons (black dots, 54 cells from unanesthetized
animals; gray dots, 20 cells from anesthetized animals). The horizontal dashed line indicates p = 0.05.We defined non-synchronized cells as those in the lower left
quadrant (i.e., with negative slope and p < 0.05) that did not show phase locking at short ICIs.to the prevalence of such ‘‘mixed’’ responses reported previ-
ously in primates (Lu et al., 2001).
To more closely examine the phase-locking of spikes, we
computed cycle histograms of spiking responses. Synchronized
and non-synchronized neurons showed strikingly different pat-
terns of phase locking (Figure 3; same example neurons as in
Figure 1). The non-synchronized neurons in Figures 3A and 3B
showed high spike rates but little or no phase locking at the
shortest ICIs. At the longest ICIs, these non-synchronized neu-
rons were moderately phase locked but fired very few spikes.
This was also true across the population of non-synchronized
neurons (Figure 5A), for which spiking vector strength was great-
est for the longest ICI and progressively decreased for shorter
ICIs. Synchronized neurons (Figure 3C) showed the opposite:
strong phase locking at the longest ICIs and little or no response294 Neuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc.at the shortest ICIs. Thus, the strongest spiking responses of
synchronized neurons were strongly stimulus synchronized,
whereas the strongest spiking responses of non-synchronized
neurons were not stimulus synchronized at all.
In contrast, the pattern of phase locking of membrane poten-
tial responses was strikingly different. Cycle-averaged mem-
brane potential responses revealed that non-synchronized
neurons (Figures 4A and 4B) showed strongly stimulus-synchro-
nized membrane potential fluctuations, even at the shortest ICIs
for which spikes were non-synchronized (compare Figures 4A
and 4B to 3A and 3B). These membrane potential fluctuations
were small (<1 mV), which could explain the absence of stim-
ulus-synchronized spiking. Nevertheless, it is surprising that
cortical neurons can exhibit stimulus-synchronized oscillations
at 250 Hz (at the shortest ICI, 4 ms). In a subset of neurons, we
A B C D
Figure 3. Non-Synchronized Cells Showed Low Spike Rates and
Moderate Phase Locking for Long ICIs and High Spike Rates but Lit-
tle or No Phase Locking at the Shortest ICIs, whereas the Opposite
Was True for Synchronized Cells
(A–D) Cycle histograms of spiking responses for the example neurons shown
in Figure 1. Two complete cycles (0–4p) are shown.
(A and B) Non-synchronized neurons.
(C) Synchronized neuron.
(D) Neuron from an anesthetized animal, which showed stimulus-locked
membrane potential responses (Figure 4D) but no stimulus-locked spikes.
* indicates significant phase locking. Scale bar in (D) applies to all panels.then tested even shorter ICIs and observed neurons (n = 4) that
showed small-amplitude but phase-locked membrane potential
fluctuations at ICIs as short as 2 ms (500 Hz) (Figure 4E), but not
at an ICI of 1 ms. This pattern was similar across our population
of non-synchronized neurons (Figure 5B). The vector strength of
membrane potential responses was greatest at the shortest ICIs
and progressively decreased with longer ICIs. This pattern is the
opposite of that shown by the spiking responses in the same
neurons (Figure 5A). Across our sample of non-synchronized
neurons, the vector strength of the membrane potential was
significantly higher than the vector strength of spiking responses
at the shortest ICIs (p < 102; Figure 5C, filled dots). This was not
an artifact of comparing vector strengths of membrane potential
and spiking responses, because the opposite was true for the
longest ICIs (Figure 5C, open dots). Because the membrane po-
tential is a direct reflection of the synaptic input to a neuron, this
indicates that these non-synchronized neurons (as defined by
their spiking responses) receive inputs from synchronized neu-
rons that phase lock to stimuli up to 500 Hz. Because cortical
neurons have not been reported to fire phase-locked spikes atthese high rates (Langner, 1992; Liang et al., 2002; Lu et al.,
2001), it is likely that these synaptic inputs are from subcortical
neurons and could be thalamocortical inputs from the medial
geniculate nucleus of the thalamus. This suggests that at least
some part of the transformation from a temporal code (in presyn-
aptic synchronized neurons) into a rate code (in postsynaptic
non-synchronized neurons) can be observed within individual
cortical neurons at the level of the membrane potential.
Interestingly, synchronized neurons in unanesthetized animals
also showed small stimulus-synchronized membrane potential
fluctuations at the shortest ICIs (Figure 4C), but differed from
non-synchronized neurons in the lack of sustained depolariza-
tion and spiking at these short ICIs, and in the prominent
stimulus-synchronized responses at the longest ICIs (compare
Figures 1A and 1B to 1C and 1D). In anesthetized animals, syn-
chronized neurons never showed stimulus-synchronized spiking
responses or membrane potential fluctuations at short ICIs (Fig-
ures 3D and 4D), ruling out the possibility of stimulus artifact.
The synchronized membrane potential fluctuations we ob-
served in non-synchronized cells were small (<1 mV) and were
riding on large, sustained depolarizations (10–20 mV). What are
the sources of these two components? One possibility is that
non-synchronized cortical neurons receive input from two
distinct populations of presynaptic neurons: one that is synchro-
nized (producing stimulus-locked fluctuations) and one that is
non-synchronized (producing the sustained depolarization).
Another possibility is that non-synchronized cortical neurons
receive input from a single population of synchronized presynap-
tic neurons, but that temporal summation of those PSPs
produces a sustained pedestal of depolarization along with stim-
ulus-locked fluctuations. Between these two extremes lie a
range of possible scenarios. To estimate the relative contribution
of synchronized and non-synchronized input that would produce
our observed results, we used a conductance-based neuronal
model using biophysical parameters (input resistance and
capacitance) measured from our whole-cell recordings and
which received 1,000 synaptic inputs (Figure 6; see Experimental
Procedures). When we varied the proportion of synchronized
input, we found that the sustained depolarization was large
(20 mV), independent of the proportion of synchronized inputs,
and independent of temporal jitter in the inputs (Figures 6A–6D).
Thus, temporal summation produces a large, sustained pedestal
of depolarization even when all presynaptic inputs are perfectly
stimulus-locked. Small phase-locked membrane potential fluc-
tuations, on the other hand, depended strongly on the proportion
of synchronized inputs. Cycle-averaged membrane potential re-
sponses (Figures 6A–6C, insets) revealed that phase-locked
fluctuations remained small (1 mV) even when the presynaptic
population was completely synchronized. Figure 6E shows how
the vector strength of the membrane potential responses de-
pended on the relative proportion of synchronized and non-syn-
chronized inputs and the temporal jitter of synchronized spike
trains. The mean vector strength of our sample of non-synchro-
nized neurons (membrane potential) was 0.194 (at 4 ms ICI;
Figure 5B), which is indicated by the dashed horizontal line in
Figure 6E. The minimum proportion of synchronized presynaptic
neurons required to produce a vector strength of 0.194 was
38%, if those neurons were perfectly synchronized (i.e., noNeuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc. 295
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Figure 4. Non-Synchronized Cells Showed
Synchronized Membrane Potential Fluctua-
tions at Short ICIs
(A–D) Cycle averages of membrane potential for
the example neurons shown in Figure 1. Scale bars
at right apply to all panels in that row. Note that the
non-synchronized cells in (A) and (B) showed
stronger membrane potential phase locking for
short ICIs than for long ICIs. The opposite was true
for synchronized cells in (C) and (D).
(A and B) Non-synchronized neurons.
(C) Synchronized neuron.
(D) Neuron from an anesthetized animal, which
showed stimulus-locked membrane potential
responses.
(E) A non-synchronized neuron tested at shorter
ICIs showed phase locking at an ICI of 2ms but not
at 1 ms. These are trial averages of (in [A]–[E]) five,
eight, four, four, and five trials.temporal jitter). The mean temporal jitter measured from record-
ings of synchronized neurons in the thalamus is 1.8 ms (Bartlett
and Wang, 2007). With this degree of spike timing jitter, 82% of
presynaptic neurons had to be synchronized to produce the de-
gree of membrane potential phase locking that we observed.
While these simulations should not be considered definitive evi-
dence for the true proportion of synchronized neurons that were
presynaptic to our non-synchronized cortical neurons, they do
illustrate that a sustained pedestal of depolarization is not neces-
sarily produced by non-synchronized inputs. These results also
provide an estimated lower bound of 38% for the proportion of
synchronized input to our non-synchronized cortical neurons.
What are the mechanisms underlying this coding transforma-
tion? One possibility is that precise temporal coding could be
degraded by low-pass filtering of the membrane potential due
to membrane capacitance. To investigate this possibility, we
voltage-clamped neurons to to eliminate the effects of capaci-
tance. If capacitive low-pass filtering reduces phase locking,
we should expect that the vector strength of the synaptic cur-
rents (measured in voltage clamp mode) should be greater
than that of the membrane potential (measured in current-clamp
mode). We found the opposite. Figure 7A shows that, at the
shortest ICIs (filled dots), the vector strength for membrane po-
tentials was significantly greater than that for synaptic currents296 Neuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc.in the same neurons (p < 109). This dif-
ference was not an artifact of comparing
vector strengths of synaptic current and
membrane potential responses, because
there was no difference in vector strength
at the longest ICIs (Figure 7A, open dots).
This suggests that low-pass filtering by
membrane capacitance does not ac-
count for the transformation from a tem-
poral code to a rate code, at least not in
auditory cortical neurons. Because we
wished to observe coding by spikes, we
did not include pharmacological blockers
of voltage-dependent channels in ourpipette internal solution. Since contributions from voltage-
dependent channels are largely reduced or eliminated in our
voltage-clamp conditions, but not in current-clamp conditions,
such active currents could have amplified membrane potential
fluctuations and thereby contributed to the stronger phase-lock-
ing of membrane potential compared to synaptic current seen in
Figure 7A.
Cortical synaptic interactions are another possiblemechanism
underlying this coding transformation. For example, brief sounds
evoke a stereotyped sequence of excitation and inhibition in
auditory cortex, in which inhibition follows excitation after a brief
delay of about 2 ms (Tan and Wehr, 2009; Wehr and Zador,
2003). For a long ICI such as 256 ms, this delay would produce
a negligible phase difference (0.05 radians), such that excitation
and inhibition are in phase. However, this phase differencewould
progressively increase for shorter ICIs; at 4ms, excitation and in-
hibition would be completely out of phase. This could produce a
push-pull effect, amplifying the membrane potential response.
To further investigate this possibility, we voltage-clamped neu-
rons to multiple holding potentials in order to estimate excitatory
and inhibitory synaptic conductances. Figure 7B shows the
cycle-averaged excitatory and inhibitory conductances for the
neuron shown in Figures 1A, 4A, and 5A. The phase difference
between excitation and inhibition progressively increased from
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Figure 5. Comparison of Spiking and Mem-
brane Potential Phase Locking across the
Population
(A) Vector strength (phase-locking index, varies
from 0 to 1) of spiking output was greatest for the
longest ICIs and weakest for shortest ICIs. Group
data for all 15 non-synchronized neurons. Error
bars are SD. Dashed line is a linear regression fit
(p < 109).
(B) Vector strength of membrane potential was
greatest for shortest ICIs and weakest for longest
ICIs. Dashed line is a linear regression fit (p < 102).
(C) Direct comparison of vector strength computed
from spikes and from membrane potential. For the
longest ICIs (open dots), spiking vector strength
was significantly greater than membrane potential
vector strength (p < 106). For the shortest ICIs
(filled dots), membrane potential vector strength
was significantly greater than spiking vector
strength (p < 102). Dashed line indicates unity
slope.in-phase at long ICIs to nearly anti-phase at shorter ICIs (Fig-
ure 7C). Across our sample of non-synchronized neurons, the
phase difference between excitation and inhibition progressively
increased with shorter ICIs (Figure 7D; p < 0.05), but this was not
true for our sample of synchronized neurons (Figure 7E; n.s.).
Excitatory-inhibitory phase differences for non-synchronized
cells were significantly different compared to synchronized cells
at the shortest ICIs (8 ms: p < 0.01, 4 ms: p < 0.05) but not at the
longest ICI (256 ms, n.s.). Similarly, the regression slopes for
non-synchronized neurons (computed individually) were signifi-
cantly more negative than those from synchronized neurons
(p < 0.05). While small in magnitude, these anti-phase synaptic
interactions in non-synchronized neurons could help explain
why phase locking of the membrane potential was greater than
that of synaptic current.
Because inhibition received by cortical neurons is generated
by local inhibitory interneurons (Markram et al., 2004; Thomson
and Lamy, 2007), the existence of these phase-locked inhibitory
synaptic conductances (Figure 7B) indicates that at least a sub-
set of cortical inhibitory interneurons must exhibit synchronized
spiking responses to click trains up to at least 125 Hz (i.e., ICI
8 ms). This is faster than nearly all reports of synchronized
spiking boundaries in auditory cortex (Langner, 1992; Liang
et al., 2002; Lu et al., 2001). Fast-spiking interneurons such as
parvalbumin-expressing basket cells would be well-suited to
provide this inhibition.
How might this push-pull synaptic amplification contribute to
spiking output? Because rapid membrane potential fluctuations
are particularly effective in triggering action potentials (Azouz
and Gray, 1999; Mainen and Sejnowski, 1995), we wondered
whether push-pull amplification of these fluctuations couldNeuron 86, 292partially contribute to increased firing at
short ICIs in these neurons. To test this
idea, we added a Hodgkin-Huxley spiking
mechanism—which is one of the simplest
spikingmodels for which spike probability
is sensitive to dV/dt—to our conduc-tance-based model (Figure 8). Increasing the proportion of
synchronized pre-synaptic inputs produced stronger stimulus-
locked membrane potential fluctuations, which were more
effective at driving spikes (Figures 8A–8C). As the presynaptic
population became more synchronized and drove stronger
membrane potential fluctuations, the evoked spike count
increased several-fold (Figure 8D). Not surprisingly, these added
spikes had a tendency to be stimulus-locked, such that the vec-
tor strength of the spiking output also increased as the presynap-
tic population became more synchronized (Figure 8E). Yet
importantly, firing rate increased between 7- and 9-fold before
the vector strength reached significance, depending on the tem-
poral jitter of presynaptic spike trains (Figures 8D and 8E). For
example, using the experimentally measured value of 1.8 ms
for temporal jitter (Figure 8F) (Bartlett and Wang, 2007), the
evoked spike count increased over 8-fold before those evoked
spikes became significantly synchronized. This indicates that
stimulus-locked membrane potential fluctuations can have a
substantial impact on firing rate without producing significantly
synchronized spike trains. This effect was not seen with an inte-
grate-and-fire model that used a fixed spiking threshold and was
therefore insensitive to dV/dt (not shown). These simulations
suggest that the dependence of spike initiation on dV/dt is an
important mechanism contributing to the transformation from
temporal to rate coding. We found that stimulus-locked mem-
brane potential fluctuations were maximal when excitation and
inhibition were completely out of phase (as in Figure 8) but
were reduced by 89% when excitation and inhibition were
completely in-phase and therefore canceled each other out,
reducing spiking responses by 88%–100%. This suggests
that push-pull synaptic amplification of membrane potential–303, April 8, 2015 ª2015 Elsevier Inc. 297
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Figure 6. We Used a Conductance-Based
Synaptic Integration Model to Estimate the
Post-Synaptic Effect of Varying Proportions
of Synchronized and Non-Synchronized
Presynaptic Neurons
(A) Rasters show spike trains from presynaptic
neurons; in this case all non-synchronized (i.e.,
0% synchronized). The resulting membrane
potential showed a sustained depolarization of
20 mV, and the inset shows that the cycle-
averaged membrane potential was flat. Only 30 of
the 1,000 excitatory and 1,000 inhibitory input
spike trains are shown; for clarity, a 100 ms
stimulus is illustrated; actual stimulus was 200 ms
long.
(B) When half of the presynaptic population were
synchronized (ICI 4 ms) and half were non-syn-
chronized, the sustained depolarization remained
20 mV, but the phase-locked fluctuations (inset)
are now 1 mV in amplitude.
(C) With 100% of the input coming from syn-
chronized neurons, the sustained depolarization
remained 20 mV, and the phase-locked fluctu-
ations were larger.
(B and C) In (B) and (C), spikes from synchronized
neurons were temporally jittered by 1.8 ms.
(D) The magnitude of the sustained depolarization
was independent of the proportion of inputs that
were synchronized. The magnitude was also in-
dependent of temporal jitter applied to individual
spikes (0 to 5 ms, as indicated by color scale
inset; note that all colored lines are super-
imposed).
(E) The degree of phase locking of the membrane
potential, as measured by vector strength, de-
pended strongly on the proportion of inputs that
were synchronized and on temporal jitter. The
horizontal line indicates a vector strength of 0.194,
which is the sample mean of our whole-cell re-
cordings from non-synchronized neurons at an ICI
of 4 ms. With no jitter (i.e., perfect phase locking of input spike trains; blue line), 38% of presynaptic neurons had to be synchronized to produce this degree of
phase locking. With input jitter of 1.8 ms (as measured by Bartlett and Wang, 2007), an 82% synchronized input population was required.fluctuations substantially enhances spiking responses for short
ICIs and likely contributes to the transformation from synchro-
nized input to non-synchronized spiking output.
DISCUSSION
In the auditory cortex of awake animals, time-varying signals are
represented differently by two distinct classes of neurons: syn-
chronized neurons that faithfully encode the temporal structure
of the stimulus, and non-synchronized neurons that instead
represent temporal structure with a rate code. These populations
appear to constitute steps along a transformation in the repre-
sentation of time-varying stimuli from a temporal code to a rate
code (Langner, 1992; Wang, 2007). Here we have demonstrated
that non-synchronized neurons exist in awake rats, with proper-
ties similar to those seen in primates, suggesting that they may
be a general feature of mammalian auditory systems. We found
that non-synchronized spiking responses are produced by sus-
tained depolarizations, which are rare in auditory cortex even in
awake animals (DeWeese and Zador, 2006; Hroma´dka and298 Neuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc.Zador, 2009). Furthermore, we found that the membrane poten-
tial of non-synchronized cortical neurons can be phase locked to
the stimulus up to rates as high as 500 Hz, even when the spiking
output is not. This indicates that the synaptic inputs to non-syn-
chronized neurons arise, at least in part, from synchronized neu-
rons. Simulations of synaptic integration indicate that the
amount of synaptic input arising from synchronized neurons
was likely substantial (38%–82%). In other words, for a consider-
able fraction of the synapses onto these neurons, upstream of
the synapse is a synchronized neuron and downstream of the
synapse is a non-synchronized neuron. This suggests that at
least part of the transformation from a temporal code into a
rate code can be observed within individual cortical neurons at
the level of the membrane potential.
What are the mechanisms underlying this coding transforma-
tion? Low-pass filtering by biophysical properties such as
capacitance has been proposed to explain the progressive slow-
down of synchronization limits from the periphery to auditory
cortex (Langner, 1992; Wang, 2007). However, we found that
phase locking of membrane potential responses was greater
A B
C
D E
Figure 7. Non-Synchronized Cells Showed
Synchronized Push-Pull Synaptic Excitation
and Inhibition
(A) Vector strength for membrane potential was
significantly greater than that for synaptic currents
at 4 ms ICI (p < 109, filled dots) but not for 256 ms
ICI (n.s., open dots). Group data for 12 non-syn-
chronized neurons for which we were able to re-
cord both current-clamp (I = 0) and voltage-clamp
data. Synaptic currents were measured at hyper-
polarized holding potentials (83 ± 20 mV).
Dashed line indicates unity slope.
(B) Cycle averages of excitatory (green) and
inhibitory (red) synaptic conductances along with
sinusoidal fits (same neuron as Figures 1A, 4A, and
5A). Arrowheads indicate stimulus artifact.
(C) Phase difference between excitation and inhi-
bition extracted from the sinusoidal fits in (B).
Dashed line is a linear regression fit (p < 102).
Note that excitation and inhibition were in-phase at
the longest ICI (256 ms) but nearly out of phase at
the shortest ICIs (4–8 ms).
(D) Across all eleven non-synchronized neurons for
which we were able to measure both excitation
and inhibition, the phase difference between them
depended significantly on ICI (p < 0.05).
(E) Across synchronized neurons (n = 12), excit-
atory-inhibitory phase difference did not depend
on ICI. Dashed lines in (D) and (E) are linear
regression fits.than that of synaptic currents recorded in voltage-clamp mode.
This suggests that low-pass filtering does not contribute to the
transformation of synchronized to non-synchronized responses,
at least not in auditory cortical neurons. However, we did
observe push-pull excitatory-inhibitory interactions that likely
amplified the membrane potential responses to fast click trains.
The brief (2 ms) delay between excitation and inhibition (Wehr
and Zador, 2003) produced a shift from in-phase to out-of-
phase inhibition as the ICI decreased from long (256 ms) to
very short (4 ms) intervals. Although these excitatory-inhibitory
interactions were small in magnitude, it is becoming increasingly
clear that relatively subtle shifts in the balance of excitation and
inhibition can often have a substantial impact on the spiking
output of cortical neurons (Isaacson and Scanziani, 2011; Wu
et al., 2008). Intrinsic properties also likely contributed to the
fast membrane potential fluctuations we observed at short
ICIs. Because we did not include any channel blockers in our
whole-cell pipettes, the membrane potential in current-clamp
mode was driven by a combination of both synaptic and
voltage-dependent currents. The double- and triple-cycle mem-
brane potential fluctuations we observed at 8 and 16 ms ICI
(Figures 4A and 4B) likely reflect a contribution from intrinsicNeuron 86, 292–properties, because they were absent
in voltage-clamp conditions (Figure 7B).
Nevertheless, the fact that synaptic cur-
rent and membrane potential fluctuations
were synchronized to the stimuli indicates
that they are driven mainly by synaptic
input.Many questions remain about the mechanisms underlying the
transformation from synchronized to non-synchronized coding.
Why do synchronized membrane potential fluctuations not pro-
duce more synchronized spiking output? One possibility is that
these membrane potential fluctuations are riding on large sus-
tained depolarizations, which likely dominate spike production.
The source of these sustained depolarizations is still not clear,
but our modeling results suggest that they can be produced by
either synchronized and non-synchronized synaptic input.
Even perfectly synchronized presynaptic neurons produced a
large pedestal of sustained depolarization, due to post-synaptic
temporal integration. Based on our model and the observed size
of phase-locked membrane potential fluctuations, it seems likely
that a substantial fraction of input is from synchronized neurons
(38%–82%). This suggests that non-synchronized spiking
output is partially computed within auditory cortical neurons
but is also partially inherited. This leaves open the question of
where and how this encoding scheme is originally computed,
although it seems likely that the mechanisms described above
progressively enhance the degree of non-synchronization. How-
ever, these mechanisms are unlikely to explain why non-syn-
chronized neurons show little or no response to click trains303, April 8, 2015 ª2015 Elsevier Inc. 299
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Figure 8. Push-Pull Amplification of Mem-
brane Potential Fluctuations Enhanced
Firing Rate Well before Producing Signifi-
cantly Synchronized Spiking Output
We added a Hodgkin-Huxley spiking mechanism
to the conductance-based integrate and fire
model shown in Figure 6.
(A) When none of the 1,000 presynaptic neurons
were synchronized (0%), the membrane potential
responded to a click train (4 ms ICI) with a
sustained depolarization and a weak spiking
response. The trace shows a single representative
trial (spikes are clipped); rasters show spiking
output responses on 20 trials.
(B and C) Increasing the proportion of synchro-
nized pre-synaptic inputs to 50% (B) or 100% (C)
produced progressively stronger stimulus-locked
membrane potential fluctuations, which were
more effective at driving spikes.
(D) Spike count increased sharply with the pro-
portion of synchronized presynaptic inputs. This
effect was reduced by temporal jitter in the pre-
synaptic spiketrains (and eliminated as jitter ap-
proached the ICI of 4 ms); the experimentally
measured jitter value of 1.8 ms is shown in blue.
(E) Vector strength of the spiking output increased
with the proportion of synchronized presynaptic
inputs. Again, this effect was reduced by temporal
jitter (as in [D]). Significant vector strength is indi-
cated by bold lines.
(F) Direct comparison of evoked firing rate and
vector strength as a function of the proportion of
synchronized presynaptic inputs (indicated by
color). Temporal jitter was 1.8 ms. Significant
vector strength is indicated by filled circles. Note
that firing rate increased 8-fold before the vector
strength reached significance.with long ICIs or why synchronized neurons showonly a transient
onset response to click trains with very short ICIs. Instead it
seems likely that these response properties must be due to
different patterns of input. Synchronized neurons likely get only
transient input for click trains with very short ICIs, whereas
non-synchronized neurons likely get no input for long ICIs.
An important future goal will be to characterize the specific
population(s) of neurons presynaptic to both synchronized and
non-synchronized neurons, in order to identify the circuit mech-
anisms involved in these coding transformations.
The representation of time-varying stimuli appears to shift
from exclusively synchronized responses in the cochlear nucleus
(Frisina et al., 1990) to progressively greater proportions of non-
synchronized neurons in the inferior colliculus (Batra et al., 1989;
Langner and Schreiner, 1988), medial geniculate (Bartlett and
Wang, 2007), primary auditory cortex (Bendor and Wang,
2007; Liang et al., 2002; Lu et al., 2001; Yin et al., 2011), and
rostral auditory cortical fields (Bendor and Wang, 2007, 2008;
Brugge et al., 2009). This suggests that early in the auditory hier-
archy, temporal structure in the stimulus is represented directly
by temporal structure in the response. At subsequent stages,
the representation no longer faithfully replicates the temporal
structure in the stimulus, shifting instead to a rate code (Wang,300 Neuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc.2007). Why should the auditory system switch to a less faithful
representation? One explanation is that rate codes could sup-
port multi-sensory integration in higher cortical areas. Informa-
tion from sensory areas with different peripheral receptor
dynamics may need to be converted into a common rate code
to be meaningfully combined (Wang, 2007). In the somatosen-
sory cortex, an analogous coding transformation occurs be-
tween S1 and S2 (Salinas et al., 2000). There, the representation
of vibrations of the skin is transformed from a largely temporal
code in S1 to a rate code in S2. This suggests that the transfor-
mation from temporal encoding of temporal structure into a
common firing rate code could be a general principle of cortical
operation. Whether similar cellular and circuit mechanisms
perform this transformation in each of these cortical areas re-
mains an open question.
The perception of periodic stimuli such as the click trains we
used undergoes a categorical transition as the ICI decreases.
At long ICIs, click trains produce a rhythmic percept in which
each click is distinct. As ICI is decreased beyond a perceptual
boundary at 25–50 ms, click trains instead produce a buzzy
pitch percept (periodicity pitch) in which individual clicks are
no longer distinct. Interestingly, this perceptual boundary
roughly corresponds to the limit beyond which synchronized
neurons can no longer phase-lock and at which non-synchro-
nized neurons begin to fire in a non-stimulus-synchronized
fashion. It is tempting to speculate that this perceptual transition
could arise from a changeover in the representation of periodic
stimuli from synchronized to non-synchronized populations of
neurons (Langner, 1992). Lesion studies have shown that the
auditory cortex is required for periodicity pitch perception (Whit-
field, 1980), and imaging studies suggest that that periodicity
pitch may be represented orthogonally to the topographic fre-
quency axis in primary auditory cortex (Langner et al., 1997,
2009). The mechanisms by which periodicity selectivity is
computed are still unclear (Langner, 1992).
Because we used clicks with a fixed amplitude, the average
sound level of the entire click train depended on ICI (i.e., short-
ICI click trains had higher average sound level than long-ICI click
trains). However, several lines of evidence suggest that the
greater response of non-synchronized neurons to short ICIs
was not driven simply by sound level. First, we never observed
non-synchronized neurons in anesthetized animals, whereas a
trivial effect of sound level would not be expected to depend
on anesthesia. Second, not all neurons in unanesthetized ani-
mals were non-synchronized, also arguing against a trivial effect
of sound level. Third, for the key comparison between the phase
locking of membrane potential and spiking responses for a given
ICI (Figure 5C), the sound level is identical. Finally, previous
studies have shown that non-synchronized neurons have similar
response properties across a variety of level-normalized, en-
ergy-normalized, or non-normalized periodic stimuli (Lu et al.,
2001) and that most auditory cortical neurons in awake animals
show level-invariant coding (Sadagopan and Wang, 2008).
Is there an equivalent in A1 of orientation selectivity in V1?
Despite extensive study, this question remains controversial
(King and Nelken, 2009; Wang, 2007; Winer et al., 2005). Vision
is inherently spatial, and accordingly, the formation of orientation
selectivity between LGN and V1 is a spatial transformation.
Sounds such as music and speech inherently unfold over time,
and given the exquisite sensitivity of the auditory system to tem-
poral structure, it seems fitting that between MGB and A1 there
appears to be a coding transformation for temporal structure.
Moreover, we find that push-pull synaptic interactions, which
contribute to the spatial coding transformation in simple cells
in V1 (Hirsch et al., 1998), also contribute to the temporal coding
transformation in A1. It is very intriguing that similar underlying
thalamocortical circuitry could compute a spatial transformation
in one modality, and a temporal transformation in another. More-
over, the responses of synchronized cells resemble the tempo-
rally modulated responses of simple cells to drifting gratings,
whereas the responses of non-synchronized cells resemble the
phase-insensitive responses of complex cells. The circuit mech-
anisms responsible for the formation of orientation selectivity be-
tween LGN and V1 remain controversial (Alitto and Dan, 2010;
Ferster and Miller, 2000; Hirsch and Martinez, 2006; Monier
et al., 2003; Sompolinsky and Shapley, 1997). Likewise, the cir-
cuitry involved in the transformation from a synchronized to a
non-synchronized representation in auditory cortex is still un-
clear. The lack of non-synchronized firing rate responses and
fast (>250 Hz) phase-locked membrane potential fluctuations
under anesthesia suggests that the neurons producing thesetwo response properties are silenced by anesthesia, but it is
not clear whether both properties arise from a single class of
neurons or from distinct classes of neurons (Langner, 1992). It
will be interesting to more completely elucidate the circuit mech-
anisms that perform this coding transformation.
EXPERIMENTAL PROCEDURES
All procedures were in strict accordance with the National Institutes of Health
guidelines as approved by the University of Oregon Animal Care and Use
Committee.
Surgery
We anesthetized 25- to 29-day-old rats with 2% isoflurane, implanted a head-
post, and performed a craniotomy over left auditory cortex, which we then
covered with a polyethylene chamber and a protective silicone elastomer
cap. Animals were given 8 mg/kg dexamethasone and 5 mg/kg ketoprofen
after surgery.
Physiology
After at least 18 hr of recovery, we restrained animals by mounting the head-
post in a clamp, and obtained whole-cell recordings using standard blind
patch clamp methods (Scholl et al., 2010). Animals had one to three recording
sessions/day (<2 hr each) for 1–3 days. We used two alternative methods to
encourage animals to sit quietly during recording sessions. For 35 neurons
in 20 animals, we acclimatized animals to handling and restraint over several
days before and in between recording sessions; for 19 neurons in 23 animals,
we used a low anxiolytic dose (5 mg/kg) of diazepam prior to recording ses-
sions to reduce anxiety. The incidence of non-synchronized neurons in ani-
mals that had received diazepam (42%, or 8/19) was not significantly different
from the incidence of non-synchronized neurons in animals that had not
received diazepam (17%, or 6/35; c2 = 1:55; n= 1, n.s.). Neurons were located
in layer 2/3 (depths were < 325 um, as determined from micromanipulator
travel). Neurons were most likely in primary auditory cortex or the ventral audi-
tory field, although it is possible that some neurons were in neighboring audi-
tory cortical fields. Internal solution contained, in mM, K-gluconate 140,
HEPES 10, MgCl2 2, CaCl2 0.05, MgATP 4, NaGTP 0.4, Na2Phosphocreatine
10, BAPTA 10; pH was 7.25, and the solution was diluted to 290 mOsm.
Because the internal solution contained no channel blockers, cells were free
to spike in current-clamp mode. Current-clamp recordings were made in
I = 0mode, except for two cells in which we injected less than 200 pA of hyper-
polarizing current to improve recording stability. Our methods for extracting
excitatory and inhibitory conductances from synaptic currents recorded in
voltage clamp are similar to those described previously (Wehr and Zador,
2003) except that we used only two holding potentials (mean ± SD: 83 ±
20mV and19 ± 13mV), andwhen stepping to depolarized holding potentials,
we waited until depolarization block occurred in order to minimize active con-
ductances and thereby isolate synaptic conductances. Series resistance was
47 ± 24MU, input resistance was 34 ± 22MU, and whole-cell capacitance was
1.5 ± 0.9 nF (mean ± SD). We also recorded from 20 neurons in 8 rats anesthe-
tized with ketamine (30mg/kg) andmedetomidine (0.24mg/kg) using standard
whole-cell methods as described previously (Wehr and Zador, 2003).
Acoustic Stimuli
We presented pseudorandomly interleaved click trains that were 2 s long, with
ICIs of 4, 8, 16, 32, 64, 128, and 256 ms. The interval between click trains was
1 s. Clicks were 1ms, 80 dB SPL white noise bursts. For 4 cells, we added ICIs
of 0.25, 0.5, 1, and 2 ms; for these stimuli, all clicks were 0.1 ms 70 db SPL
square pulses. Stimuli were delivered using a free-field calibrated sound deliv-
ery system in an acoustic isolation chamber as previously described (Scholl
et al., 2010).
Analysis
We measured evoked responses (depolarization, firing rate, or phase locking)
during the entire duration of the 2 s click trains, excluding the first 100 ms. We
measured the degree of phase locking using vector strength, which varies from
0 to 1 (where 0 indicates no phase locking and 1 indicates perfect phaseNeuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc. 301
locking). For spikes, we used the conventional discrete definition of vector
strength:
vector strength=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
n sin q
2
+
P
n cos q
2q
n
;
where q is the phase of each spike in radians, and n is the number of spikes. For
membrane potential, we used an extension of vector strength to sampled
continuous signals:
vector strength=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
nVq sin q
2
+
P
nVq cos q
2q
n
;
where q is the phase of each sample, Vq is themembrane potential at that sam-
ple (normalized to lie between 0 and 1), and n is the number of samples. Vector
strength of the synaptic current was computed similarly. Sampling rate was
10 kHz. Note that this measure is independent of sampling rate. We assessed
the significance of phase locking using Rayleigh’s statistic, p = enr
2
, where r is
the vector strength (Zar, 1999), and used p < 0.001 as the criterion for signifi-
cant phase locking consistent with previous work (Liang et al., 2002; Lu et al.,
2001; Yin et al., 2011). We compared the vector strength of spiking and mem-
brane potential responses (Figure 5C) using a paired one-tailed t test; the use
of a t test to compare vector strengths is valid for these data because they
were normally distributed (Lilliefors test, n.s.). We compared excitatory-inhib-
itory phase differences using the one-tailed Wilcoxon rank-sum test. We
compared regression slopes of excitatory-inhibitory phase differences versus
ICI, computed individually, using the Wilcoxon rank-sum test.
We assessed the dependence of firing rate and depolarization on ICI using
linear regression. We defined neurons to be non-synchronized if they showed
a significantly (p < 0.05) negative dependence of either firing rate or depolari-
zation on ICI (points in the lower left quadrant of Figures 2C or 2D) and no sig-
nificant phase locking at ICIs < 64 ms. This definition is similar to those used in
previous studies (Bendor and Wang, 2007; Lu et al., 2001) but extended to
include depolarization. Cycle histograms used p/5 radian bins. We defined
neurons to be synchronized if they showed significant phase locking of spiking
responses at the longest ICI (256 ms).
We used a conductance-based synaptic integration model to estimate the
post-synaptic effect of varying proportions of synchronized and non-synchro-
nized presynaptic neurons. Model parameters were either measured from our
data or taken from published measurements or estimates (Bartlett and Wang,
2007; DeWeese and Zador, 2006; Gil et al., 1999; Stevens and Zador, 1998).
The input consisted of 1,000 excitatory and 1,000 inhibitory neurons, which
has been reported as an estimate for the size of the presynaptic population giv-
ing rise to typical stimulus-evoked membrane potential responses in auditory
cortical neurons (DeWeese and Zador, 2006). We varied the proportion of non-
synchronized and synchronized presynaptic neurons from 0% to 100%. For
excitatory neurons, synchronized spike trains included a spike for every click
in a 200 ms click train with 4 ms ICI. We applied varying amounts of temporal
jitter to each spike (0 to 5 ms, in 0.2 ms increments). The actual jitter applied to
each spike was randomwithin the bound set by the jitter value; for example, for
a jitter value of 2 ms, each spike was shifted by a random value between 0 and
2ms. Note that themean temporal jitter measured from recordings of synchro-
nized neurons in the thalamus is 1.8 ms (Bartlett and Wang, 2007). Non-syn-
chronized input spike trains were generated by a Poisson process with the
equivalent firing rate. For both synchronized and non-synchronized spike
trains, each excitatory spike was followed by an inhibitory spike 2 ms later
(Wehr and Zador, 2003). Post-synaptically, each input spike produced a
0.1 nS conductance change with a time course given by an a function with a
time constant of 3 ms (DeWeese and Zador, 2006). Input resistance was
34 MU and total cell capacitance was 1.5 nF (given by the sample means of
our whole-cell recordings). Excitatory reversal potential was 0 mV, and inhib-
itory reversal potential was 85 mV (determined by our internal solution).
We measured the vector strength of the resulting membrane potential the
same way as for our whole-cell recordings. Wemeasured the sustained depo-
larization as the mean membrane potential during the stimulus period,
excluding the initial 20 ms. We also extended the model to include a
Hodgkin-Huxley spiking mechanism (with voltage dependent Na+ and K+ con-
ductances) using published cortical neuron parameters (Pospischil et al.,302 Neuron 86, 292–303, April 8, 2015 ª2015 Elsevier Inc.2008). We also verified that results were similar across a range of Hodgkin-
Huxley parameter values.
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