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Abstract
Natural ventilation (NV) can considerably contribute to reducing the cooling energy consumption of a building
and increase occupant productivity, if correctly implemented. Such energy savings depend on the number of hours
that NV can maintain the indoor air temperature within comfort levels. CoolVent, currently the only simple multi-
zone simulation tool that can adequately model the physics of NV in buildings, assumes a uniform temperature
distribution in each room or zone. This temperature corresponds to the exhaust air temperature of each room using
an energy balance. In reality, however, the air in a room is often thermally stratified, and the air temperature at
occupant level can be significantly lower than the exhaust temperature.
The final goal of this thesis was to develop a set of criteria to predict the vertical temperature profile in naturally
ventilated rooms by comparing the strength of buoyant to inertial forces in the space, based on a few critical room
airflow and physical parameters. Developing such criteria required conducting a thorough study of the physics
of turbulent jets and plumes, their development in room-sized enclosures, and their effect on the airflow and heat
transfer dynamics in a room. Additionally, it was necessary to investigate, using Computational Fluid Dynamics,
the effect of certain parameters -such as radiative heat transfer, heat source distribution and room geometry, among
others- on the physics of room airflow simulations.
Results shed light on the complexity of modeling room airflow and thermal physics analytically, particularly when
the air is thermally stratified. Thermal stratification predictions indicate that multi-zone models overestimate the
air temperature at occupant height by up to 40% of the total room air temperature change. This work enhances the
physical understanding of modeling critical elements of room airflow and improves the predictive accuracy of the
natural ventilation potential in buildings. These contributions promote a wider use of passive cooling strategies,
thereby increasing the energy efficiency of the built environment.
Natural ventilation, air thermal stratification, multi-zone models, buoyant plumes, CFD
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Chapter 1
Introduction
Buildings consume almost 40% of the primary energy of the US (U.S Department of Energy [2010]).
This percentage that is consistent across countries, and is growing every year. About 15% of the energy
used by buildings is destined to space cooling and ventilation, and much of it could be saved by smartly
using the natural resources available to us. Passive cooling strategies are one way to cool spaces without
the need of any -or very little- additional energy. These strategies rely on ambient conditions, such as
air temperature, humidity (or lack thereof), wind, or solar radiation to remove heat from buildings.
Natural ventilation (NV) is a passive cooling strategy that consists of using natural forces, such as wind
and buoyancy to drive cool outdoor air through a space. If well implemented, it can considerably con-
tribute to reducing the cooling energy consumption of a building. Moreover, NV is not only beneficial to
reducing energy consumption in a building; its high flowrates also lead to higher levels of indoor air qual-
ity than mechanically cooled buildings. It has been found that lower contaminant levels in a space can
lead to increased occupant productivity Loftness [2004]. Given that nowadays humans spend about 90%
of their time indoors, increasing productivity even by a small percent can result on increased revenues
for companies, as well as potential reductions on health care costs.
Natural ventilation is by no means a new technology: before the use of electricity were widespread, it
was one of the only methods available to keep spaces at comfortable temperatures, even in extremely
hot climates. It is still widely used in residential settings, particularly in the developing world. For
example, wind catchers (Fig. 1.3) are still commonly used in the Middle East to take advantage of the
wind blowing in any direction to ventilate multi-story houses.
Despite all of the advantages of using natural ventilation, the strategy is rarely used to cool office or
commercial buildings in the developed world. This is, in part, because the performance of naturally
ventilated systems is highly dependent on the building geometry and the weather conditions, forcing the
designer to account for several additional factors very early in the building design to guarantee occupant
comfort. And while modeling the effects of NV in a single room is fairly simple, understanding -let
alone modeling- the coupled effect of its airflow dynamics and heat transfer processes inside a larger
building can be very complex. This has led to a lack of simple yet robust tools to guide the architect
through the implementation of a NV system in the early stages of building design, forcing the architect
to chose between the risk of designing a natural ventilation which may not work (and may even lead
to higher energy consumption) and the security of a mechanical ventilation and cooling system which
11
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Figure 1.1 - Wind catchers are a popular natural ventilation design strategy in hot and dry regions in the world.'
he/she knows will keep the occupants comfortable, rain or shine.
This chapter describes the basics of natural ventilation physics, and provides an overview of the existing
methods to model the effects of natural ventilation and their limitations, outlining the logic for the goals
of this thesis.
1.1 Physics of natural ventilation
Natural ventilation can be wind-driven, buoyancy-driven or a combination of both.
Wind-driven ventilation When the ventilation is wind-driven, the pressure difference is generated by
wind forces impinging in one or more of the building's fagades. The magnitude of this pressure depends
on the wind velocity v, as well as on the wind pressure coefficient at each opening, C., which can range
between -1.2 to 1 and accounts for factors such as the angle between the opening and the wind, the
relative location of the opening within the fagade, as well as the aspect ratio of the building's footprint.
A positive C, indicates that the wind is impinging upon the fagade, applying a positive static pressure
on it. Conversely, if the C, is negative, it indicates that the opening is exposed to suction due to flow
12
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separation from the building. The wind driving pressure, AP, can be expressed as:
1
APw = -pov2 (Cw1 -Cw 2 ) (1-1 )2
where Cwi and Cw2 are the wind pressure coefficients for the inlet and outlet, and po is the density of air
at ambient temperature.
Buoyancy-driven ventilation (a.k.a. stack ventilation) When ventilation is driven by buoyancy forces,
the cold outdoor air -which is heavier than the warm indoor air- generates an external pressure on the
lower openings of a building. In consequence, the warm indoor air exerts an internal pressure on the
upper openings of the building. This total buoyant pressure can be quantified by adding the total pressure
difference existing across the lower and upper openings, which is directly related to the density difference
between the indoor and outdoor air, as well as the vertical spacing between the openings. The expression
for buoyant pressure APb between two vertically spaced openings in a building is:
AP = P0g AH (1.2)
Tin
A T = Tin - Tout (1.3)
where Tn and Tout are the indoor and outdoor air temperatures, respectively AH is the vertical distance
between the top and lower opening.
Knowing the total pressure difference between two external openings connecting the outdoor with the
interior of the building, the flowrate Q can be found according to:
Q = (ACd)eff 2P (1.4)
where:
1
(ACd)eff = (1.5)
ATAkCd1 )
AP = A&w + APb (1.6)
Ai and Cdi are the area and discharge coefficients of each of the i openings (internal and external) through
which the air goes through. The discharge coefficient, which ranges from 0 to 1, is a measure of the
amount of pressure that the air loses as it goes through every opening of flow resistance. For reference,
the discharge coefficient for windows is of the order of 0.65.
Therefore, the expressions for flowrate in purely wind-driven and buoyancy-driven ventilation are de-
scribed in Eqs. 1.7 and 1.8, respectively.
13
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Figure 1.2 - Thermal comfort levels according to standard ASHRAE 55 [ASHRAE, 2004]
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AT
Qb = (ACd)eff 2g AH
Tmn
Coupling energy and flowrate
The flowrate in a building due to
between the inside and outside air.
well as on the flowrate through it:
buoyancy-driven ventilation depends on the temperature difference
Such difference depends on the internal heat gains, q, in the space as
Tin - T = AT = -
PoCpQ
(1.9)
where Cp is the specific heat capacity of the air. In other words, the temperature difference and the
flowrate are coupled by a non-linear system of two equations (Eqs. 1.8 and 1.9 ): a large temperature
difference between outside and inside causes a large flowrate, which in turn reduces the temperature
difference, reducing the flowrate, and so on. The solution for this system provides the values for tem-
perature difference and flowrate at equilibrium. While solving this system for a purely buoyancy-driven
single-space building is straightforward. The problem becomes even more complex when the building is
ventilated through more than two external openings or when both wind and buoyancy forces are present.
Under most natural ventilation conditions this system has no analytic solution.
1.2 Natural ventilation and thermal comfort
According to Fanger [1972] a human being feels thermally comfortable when both the rate of heat gen-
eration and heat loss in his body are balanced, and his average skin temperature and rate of sweating are
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1.3. CURRENT TOOLS TO MODEL NATURAL VENTILATION
within a certain range of values. When a human is in discomfort, the feeling of being cold or hot is due
to the effort his body requires to make to bring him back to a new heat balance.
The equations to predict comfort levels are fairly complex, and depend on air temperature, velocity,
humidity, occupant clothing levels, mean radiant temperature and occupant metabolic level. ASHRAE
standard 55 ASHRAE [2004] uses operative temperature and dew point temperature to define the limits of
human thermal comfort (Fig. 1.2a). Operative temperature (t,) is defined as the the average of the mean
air temperature (ta) and radiant temperature (tr) weighed by their respective heat transfer coefficients
(convective, he, and radiative, ta):
to hrtr + hcta (1.10)tr + he
As its definition implies, the operative temperature depends on factors such as air speed (which would
affect the value of hc) and the temperature of the surfaces that the occupant is radiating to (which would
affect tc). The comfort limits in Figure 1.2a are commonly used buildings with HVAC systems, and are
independent of weather conditions.
It has been found, however, that the comfort levels occupants of naturally ventilated buildings do vary
with outdoor temperature, as described by the adaptive thermal model in Fig. 1.2b. This is because
people naturally adapt their clothing levels from season to season, and will increasingly wear warmer
clothes when the air is colder, and wear lighter garments when temperatures are higher. They will even
adapt to hourly changes in weather conditions: they will open and close the windows depending on the
amount of draft desired.
This human adaptation to outdoor conditions widens the traditional thermal comfort ranges, with oc-
cupants feeling comfortable at temperatures lower than the minimum and higher than the maximum
acceptable conditions in a mechanically ventilated space. This provides an even greater advantage to us-
ing natural ventilation, and can lead to larger energy savings if the adaptive comfort range is considered
in the building controls, rather than the traditional range.
The adaptive thermal model has one caveat: it only applies in spaces where the windows are operable.
This means that if a building is being naturally ventilated by bringing outdoor air indirectly (i.e., not
directly from a window), then the standard thermal comfort model for mechanically ventilated spaces
must be used.
1.3 Current tools to model natural ventilation
Despite of all of its advantages, NV is rarely considered as a cooling strategy in new buildings. This is due
to a lack of tools that can help the architect implementing this strategy properly during the early stages
of building design, when aspects like building dimensions and orientation -critical to the performance of
NV- are still flexible.
The ideal tool to modeling the effects of a building's geometry and orientation of natural ventilation
throughout the year during early design stages would need to have the capacity to:
* Couple the dynamics of airflow and heat transfer to estimate the dynamics in the entire building.
15
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" Rapidly perform transient simulations using weather data.
" Model the transient effects of thermal mass, to predict the potential of heavily massed buildings as
well as night cooling strategies.
" Require only the input parameters that are relevant to the physics of natural ventilation.
" Allow the user to easily modify inputs, to rapidly compare different scenarios.
* Perform fast simulations.
" Be accessible and informative to architects and designers.
" Provide accurate predictions on terms of thermal comfort conditions, which would allow to esti-
mate the natural ventilation potential of a building.
Currently, NV can be modeled through two types of simulation tools: multi-zone models and compu-
tational fluid dynamics (CFD). Multi-zone models provide a highly simplified view of the building's
airflow dynamics, relying mostly on a network of zones linked by airflow resistances, and provide very
little -often times too little- detail of the airflow and thermal dynamics in each zone. On the other hand,
CFD is a tool that can provide highly detailed calculations of the specific airflow and heat transfer dy-
namics in each region of a building, often providing much more information than is needed to make an
informed design decision.
Table 1.1 presents a summary of how multi-zone models and CFD fulfill the requirements of an ideal
tool to model natural ventilation.
Table 1.1 - Comparison of the properties and capabilities of multi-zone tools and CFD
natural ventilation
to model the effects of
Multi-zone models Multi-zone models CFD
(COMIS/CONTAM) with E+ or TRNSYS
Couples airflow No Yes Yes
thermal dynamics
Models thermal mass effects No Yes No
Accuracy in predicting Low (average Low High
thermal comfort conditions values per zone)
Expertise required to use Low Intermediate High
Time to run a simulation Seconds Hours Days
(weeks if transient)
Time /effort to modify input Minutes Hours/days Days
Appropriate for which Early Intermediate Intermediate
design stage /late
1.3.1 Multi-zone tools
In multi-zone models buildings are broken into idealized zones that are connected through flow-limiting
airflow paths. Each zone is assigned a set of properties, such as static pressure, total heat gains, contam-
16
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inant concentration and air temperature, while each flowpath is characterized by airflow-related parame-
ters such as opening area, flow resistance (discharge coefficient or any other flow relation relevant to the
geometry and characteristics of the flow) and wind pressure coefficient. The volumetric flowrate through
each of the flowpaths is calculated by solving the entire building's system of governing equations, ac-
counting for the pressure difference between each of the zones and ensuring that mass is conserved
throughout the system.
The basic assumptions of most multi-zone models are that the pressure in each zone is hydrostatic, that
the air in the zone is well mixed at one specific temperature and contaminant concentration, and that
the flow through each flowpath is unidirectional (CONTAM -see below- allows for two-way flow in its
calculations).
Multi-zone models are commonly used to analyze heating, ventilating and air conditioning (HVAC)
systems, in particular to predict the system's needs in terms of indoor air quality, heating or cooling
air supplies based on specific temperature set point and maximum contaminant concentration levels.
These tools are particularly useful to design HVAC control systems as well as to predict the building's
response to specific perturbations. While there are several multi-zone modeling software tools, the two
most widely used software tools are CONTAM [Walton and Dols, 2005] and COMIS [Feustel, 1999],
developed by NIST and LBNL, respectively. These tools allow modeling a wide range of airflow and
contaminant transport conditions, including mechanically induced airflows as well as wind-driven natural
ventilation. They have the ability to perform both steady state as well as transient analysis using weather
data, making it an extremely useful tool to understand the performance of HVAC systems and design
them appropriately. Additionally, simulations can run in seconds, and unlike whole building energy
modeling tools, they only require the user to provide the input that is relevant to the airflow network.
To model natural ventilation, however, it is required to performed coupled airflow and energy calcula-
tions outlined in the previous section. Neither CONTAM or COMIS have such capability, since their
calculations require a user-specified zone temperature to calculate the flowrate. To be able to model the
physics of natural ventilation flows using these multi-zone tools, it is necessary to link them to building
energy modeling tools like Energy Plus or TRNSYS to perform the thermal calculations (i.e., predict
the a zone's temperature given the flowrate and heat gains), and through an iterative process obtain the
solution for flowrate and temperature at every time step (Huang et al. [1999], Weber et al. [2002]). From
a user perspective, creating an Energy Plus/TRNSYS model requires defining an additional level of detail
building information, which may or may not be relevant to the specific airflow/heat transfer physics of
the building, making the combination of COMIS with these tools more time consuming than would be
desired in the early stages of building design.
A thorough overview of the theory of multi-zone models can be found in Axley [2007].
1.3.2 Computational Fluid Dynamics (CFD)
Computational Fluid Dynamics models consist of subdividing a physical domain into a fine mesh with
thousands or millions of elements, and then solving systems of partial differential equations involving
continuity, energy and the Navier-Stokes equations for fluid flow in order to have a detailed and accurate
description of the airflow and heat transfer dynamics within the domain. CFD models are widely used
in building design to model isothermal phenomena such as wind flowing past a building with a complex
17
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0
Figure 1.3 - Illustrative diagram of multi-zone models (left) and CFD (right).
geometry (external flow simulations), as well as to predict the performance of building systems such as
double-skin fagades, which require solving for airflow and energy calculations simultaneously (internal
flow simulations). Due to the lack of multi-zone tools that can couple the physics of airflow and thermal
dynamics, CFD is also commonly used to predict the airflow and temperature inside a naturally ventilated
building where buoyancy effects are relevant.
Running a CFD simulation requires defining every aspect of a building's geometry, creating a mesh that
is fine enough to ensure grid independence of the results, as well as selecting the appropriate turbulence
model, among many other specifications. Additionally, since the physics and scale of external and inter-
nal flow simulations are very different, these simulations must be performed using different turbulence
models and mesh properties. This means that in order to model the effect of outdoor conditions on the
internal flow and thermal dynamics of a building, two separate sets of simulations must be run, using the
results of the external CFD as boundary conditions for the internal CFD simulation. Note that accounting
for the effects of thermal mass in a building using CFD can be extremely complicated, since it requires
estimating the expected heat flux through every wall at each time step.
While CFD simulations, if appropriately performed, can provide accurate predictions of airflow and
temperature inside a building, running a full-building CFD simulation requires a very high level of user
expertise and it can take several weeks to set it up and run it. For this reason, the use of CFD to predict
the performance of a natural ventilation system during early design stages is far from ideal.
1.3.3 CoolVent
To fit the needs of a simple tool with accurate NV calculations, a new simulation tool, CoolVent, has been
developed in the Building Technology Research Group at MIT by (Tan 2005; Yuan 2007; Menchaca-
Brandan 2008; Rich 2011). It is a unique multi-zone tool that accounts for the coupling of airflow
and thermal dynamics, as well as the effects of thermal mass. CoolVent uses weather data and basic
geometrical characteristics of a building to predict the variation in temperature and airflow rate through
each of the zones of the building throughout 24 hours. It has been intentionally designed to be used
by architects during the early stages of design: its use requires low levels of expertise, allows an easy
modification the user inputs, and its simulation times rarely exceed one minute. (Table 1.2).
18
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Table 1.2 - Properties and capabilities of CoolVent to model the effects of natural ventilation
CoolVent
Couples airflow Yes
thermal dynamics
Models thermal mass effects Yes
Accuracy in predicting To be improved
thermal comfort conditions (this thesis)
Expertise required to use Low
Time to run a simulation Seconds
Time /effort to modify input Minutes
Appropriate for which Early
CoolVent's results have been previously validated with CFD and experimental data by Yuan [2007],
who found that its prediction error is - V0C for temperature, and within 20% for the flowrate, when
compared to CFD simulations for situations with high air flow rate or small heat loads. However, larger
errors (- 3.5'C, 39% flowrate overestimation) in the prediction arise when the there is a strong thermal
stratification of the air in a zone. This is consistent with what has been found by Li [2000] and Wang and
Chen [2008].
Like any other multi-zone model, three critical assumptions are made in CoolVent's calculations. First,
it is assumed that the flow through each opening is always unidirectional. This is a valid assumption if
for a building with small openings connecting each zone. The presence of large openings may allow for
bi-directional flows as those found by [Walker, 2005] in a case study of a naturally-ventilated building in
Luton, UK. Second, the zones are assumed to be at a uniform temperature, which is an oversimplification
of the temperature profile: more often than not the air is thermally stratified. Finally, the zone temperature
corresponds to the exhaust temperature obtained from an energy balance. Temperature calculations based
on the last two assumptions represent a worst case scenario that leads to a consistent overestimation of
the air temperature in the occupied zone -the temperature that is most relevant from a thermal comfort
perspective.
This overprediction of air temperature in the occupied zone, the main subject of this thesis, will be
described in detail in the following section.
1.4 Consequences of energy balance-based calculations in in multi-zone
models
Currently all multi-zone models over estimate the air temperature in the occupied zone in two ways:
* Exhaust temperature vs average zone temperature All multi-zone models assume that well
mixed air in each zone. This temperature corresponds to expected room exhaust temperature
obtained from an energy balance of the zone. While the room air in the vicinity of the exhaust
is expected to be approximately what an energy balance would predict, the air near the window
will be at a temperature that is closer to the supply temperature. This overestimation of zone
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temperature not only leads to an over estimation of the buoyancy forces driving the flow through
the building [Li, 2000], but also leads to a consistent under estimation of the natural ventilation
potential based on thermal comfort conditions, since is over predicts the temperature of the air in
the occupied space.
* Average zone temperature vs. uniform air temperature Assuming that the air is well mixed
at a uniform temperature, neglects any form of thermal stratification in the space. When thermal
stratification is present, the air close to the floor is colder than the air close to the ceiling. This has
two potential consequences on thermal comfort: First, since occupants are always located in the
lower part of a room, the air at occupant level in a stratified room is at a lower temperature than
if the air were well-mixed. Therefore, neglecting stratification often leads to an under estimation
of the number of hours that a building may offer comfortable conditions for the occupants. On the
other hand, if the air in a room is highly stratified occupants may feel uncomfortable, even if the
temperature of the room is within comfort range.
Despite of its importance on the prediction of occupant thermal comfort in naturally ventilated rooms,
no multi-zone model currently accounts for the thermal stratification of air.
Several elements have an effect on the thermal stratification of a naturally-ventilated room:
" Incoming air: the fresh air coming in through the windows enters in the form of horizontal turbu-
lent buoyant jets. Weather conditions have a large influence on the strength of these jets that are
usually located at occupant height.
* Hot plumes rising from heat sources: humans, equipment and solar-heated floor areas generate
hot turbulent thermal plumes. The plumes generated by humans and heated floor can be modeled
as pure plumes, while those generated by equipment may be modeled as buoyant vertical jets.
" Open plan configuration / discharge into atrium: to reduce air flow resistance, NV buildings
often feature open plan configurations: the rooms have few divisions, and they usually open to an
atrium or large chimney that connects all of the zones of the building. The air, therefore, flows
out of the room and into the atrium through a large opening that can span from floor to ceiling.
Through this opening secondary airflows may also occur.
Combining the effect of each of these elements can lead to having a good representation of the tempera-
ture distribution in a room.
1.5 Thesis goal
The main goal of this thesis is to provide the necessary expressions to refine the prediction of the ver-
tical temperature profile in multi-zone models like CoolVent, by accounting for thermal stratification in
naturally ventilated rooms, and its variation with room depth. This will improve our understanding of
thermal comfort conditions, and reduce the error in the prediction of the natural ventilation potential of
a building.
More specifically, the aim of this study is to:
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" Understand and model the physics of the critical airflow and thermal elements that affect the strat-
ification in naturally-ventilated rooms (i.e., turbulent jets and buoyant plumes).
" Establish guidelines to model a robust and reliable set of room airflow simulations to test different
flow conditions existing in naturally ventilated rooms.
" Develop a criterion that allows defining the degree of influence that each of these elements on the
room's temperature profile given a certain set of room geometry, thermal and airflow conditions.
" Refine the criterion by running a comprehensive set of CFD room airflow simulations that test the
impact of such room geometry, thermal and airflow conditions.
" Implement the criterion in the multi-zone model CoolVent to provide a more accurate prediction
of the air temperature at any given height and room depth in steady state and transient simulations.
1.6 Thesis structure
This thesis is divided into three parts. The first part focuses on understanding the physics of buoyant jets
and plumes, their development in room settings, and the applicability of existing theoretical models to
predict their effect on the airflow and heat transfer dynamics in a naturally-ventilated room. The second
part is dedicated to understanding what aspects of heat transfer and room geometry are the most critical
room airflow physics and vertical temperature gradients. Finally, the third part addresses the modeling
and prediction of thermal stratification in naturally-ventilated rooms.
A detailed description of the structure of this thesis is presented below.
PART I: Fundamental elements of room airflow
" Chapter 2 introduces the fundamentals of the physics turbulent jets, and presents the setup and
results for numerical (CFD) simulations of jets emerging from orifices of different shape. The
results are used to understand the capabilities of CFD to model jets of shapes and flow regime s
close to those found in naturally ventilated rooms.
" Chapter 3 introduces the fundamentals of the physics turbulent pure plumes, and presents the
setup and results for CFD simulations of buoyant plumes growing above heated disks in a uniform
environment. The results are used to understand the capabilities of CFD to buoyant plumes above
large heat sources, and are compared to a large compilation of experimental data for pure plumes.
Particular attention is paid to the usefulness of numerical results to replicate experimental data at
small distances from the source, where plume theory is not valid.
" Chapter 4 studies the development of buoyant plumes above humans in a uniform and a stratified
environment, with the goal of finding a simple numerical geometry that can replicate the properties
of a human plume in room airflow simulations. These results are compared to experimental data
of plumes above standing and sitting humans. Special interest is paid to the applicability of (or
lack thereof) theoretical models for pure plumes to predict the development of human plumes in
rooms.
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Chapter 5 focuses on exploring methodologies to predict the early development of buoyant plumes
above large heat sources, by comparing various set of numerical and experimental results to the
theoretical predictions for fully developed (self-similar) plumes. In particular, it provides a deep
analysis on the usefulness of the virtual origin approximation to predict different plumes parame-
ters in the development region, and proposes a set of expressions to model the initial increase of
plume centerline velocity with height.
PART II: Modeling room airflow in CFD
" Chapter 6 addresses the importance of accounting for radiative heat transfer in room airflow sim-
ulations. It presents several numerical studies of flow inside enclosures comparing he resulting
temperature gradients obtained in simulations with air and water, which are fluids transparent and
opaque to infrared radiation, respectively.
" Chapter 7 provides a thorough analysis, including a validation study, on the effect of different
physical aspects and boundary conditions of a proposed generic room geometry on the resulting
temperature gradient in the space. The proposed room geometry is used in the simulations of the
next chapter.
PART III: Predicting thermal stratification of air in naturally ventilated rooms
" Chapter 8 introduces a criterion to predict the thermal stratification of air in naturally ventilated
rooms by comparing the effect of inertial and buoyant forces in the space. The criterion is refined
based on the results of a large set of comprehensive CFD room airflow simulations where different
aspects of room geometry, thermal and airflow properties are systematically varied to assess their
impact on the resulting temperature profile.
" Chapter 9 provides an overview of the natural ventilation multi-zone simulation tool CoolVent,
and showcases the implementation of the thermal stratification predictive method presented in the
previous chapter. An analysis of the positive impact of accounting for both thermal stratification
and its variation with room depth on reducing the error in predicting occupant thermal comfort and
assessing the natural ventilation potential of a building.
" Chapter 10 summarizes the conclusions arising from this work, and recommends areas where
future work is needed.
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Chapter 2
Fundamentals and simulation of turbulent
jets
2.1 Introduction
Turbulent jets emerging from windows into a room can critically affect the behavior of room airflow. In
order to quantify this impact, it is necessary to understand the basic physics of turbulent jets, and how to
replicate them numerically. The first part of this chapter outlines the theory and expressions that describe
of free turbulent jets. The second part of the chapter focuses on replicating jet using computational fluid
dynamics (CFD), and understanding the differences between an idealized axisymmetric jet emerging
from a round orifice (as described by theory) and a more realistic jet that emerges from a window-like
rectangular orifice.
2.2 Theory of turbulent free jets
Jets are defined as the flow generated by a continuous source of momentum. When a jet is created so
that it enters a space where there are no physical boundaries affecting its flow, and where the the static
pressure within the fluid is the same as that of the surrounding fluid, then it is called a free jet. The
turbulent regime of jets is defined using its Reynolds number, defined in Eq.2.1.
uD
Re = (2.1)
where u and D correspond to the jet velocity at the outlet and diameter, respectively, and v is the kine-
matic viscosity of the fluid (15.7 x 10-6 m2 /s for air at 300K at standard atmospheric pressure). When
the Re of a jet exceeds reaches a critical value of 2 x 103 [Lee and Chu, 2003], then the jet is considered
turbulent. In most room ventilation applications the jets are turbulent.
Jets can be classified as plane, round, axial or three-dimensional. Plane jets are those produced by an
infinitely long rectangular opening, and whose velocity distribution only varies along two planes. Round
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Zone of flow Zone of established flow
establishment
Figure 2.1 - Regions of a turbulent jet. (Adapted from Awbi [2003])
jets are those produces by round openings, and whose velocity distribution is axisymmetric. Axial jets
are those jets where the fluid flows away (axially) from a central axis. Finally, three-dimensional jets, are
those jets that cannot be defined by any symmetric property, such as the flow from a rectangular orifice.
Depending on the thermal characteristics of the environment, jets can be classified as isothermal or non-
isothermal. Isothermal jets are those that are at the same temperature as the ambient fluid, and their
development is therefore not affected by density gradients. Non-isothermal jets are those that flow into
an environment of different temperature, and whose growth and trajectory depend on buoyant forces.
When the buoyancy forces affecting a non-isothermal jet dominate over the momentum forces in the jet,
then the jet is no longer treated as a jet, but rather as a forced plume.
2.2.1 Jet regions
The development of jets can be divided into two main zones: zone of flow establishment and zone
of established flow (Figure 2.3). The zone of flow establishment is characterized by a potential core
region, where the centerline velocity (urn) is equal to the inlet velocity uo. In the zone of established flow
axisymmetric (round) jets will enter a region of axisymmetric velocity decay, whereas plane jets will
enter a phase of characteristic decay. Three-dimensional jets (emerging from openings with an aspect
ratio 1 < b/h < 40) first enter a characteristic decay region, and later evolve into a region of axisymmetric
decay.
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Figure 2.2 - Core region of a turbulent jet. (Photo obtained from Lee and Chu [2003])
Zone of flow establishment The first region is called zone of flow establishment, which is the zone
during which the flow begins to mix with the surrounding fluid. This mixing, called entrainment, occurs
due to turbulent eddies being created at the interface between the jet and the ambient fluid. As the eddies
entrain ambient fluid into the jet, they cause the jet to spread to the surroundings. Because of momentum
conservation, as the jet grows laterally, its velocity in the mixing area decays. The region of the jet that
has not jet been affected by the mixing is called potential core. The zone of flow establishment ends once
the turbulent mixing with surrounding air has penetrated the entire cross-section of the jet, when the
potential core disappears. At that point, the jet's centerline velocity is not constant anymore and equal to
the jet's initial velocity, and starts to decay.
The cross-sectional velocity of an isothermal jet in the zone of flow establishment can be described by
Eq. 2.2.
u(r) = uoe k)' (2.2)
where R is the distance between the jet's centerline and the boundary of the potential core region, uo is
the velocity of the jet at the source. r corresponds to the coordinate perpendicular the jet's centerline and
b is the plume width and corresponds to the radial location in which u/uo is equal to 1/e. Figure 2.2
illustrates the core region of a real turbulent jet.
For round jets, the length of the zone of flow establishment is equal to 6.2 times the diameter of the
orifice Rajaratnam [1976]. This distance is related to the throw coefficient discussed in the following
section.
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Zone of established flow As the jet's centerline velocity begins to decrease, its cross-sectional velocity
profile will begin to acquire a shape that can be described analytically as a Gaussian curve (Eq. 2.3). The
validity of the shape of this curve has been confirmed extensively in the literature.
u(r) = um(x)e b' (2.3)
where um(x) represents the centerline velocity of the jet at a location x along the jet's centerline.
All the analytical expressions describing the physics of jets in the following sections assume the jet is
round. The same expressions can be easily derived for plane jets taking into account their respective
geometrical properties.
2.2.2 Isothermal jets
Unlike for non-isothermal jets, the physics for isothermal jets can be described by closed analytical
solutions, which relying only on one assumption: that the jet grows linearly with distance.
Spreading coefficient
The assumption that the width of a jet increases linearly with distance has been confirmed experimentally.
The plume width can therefore be described as:
db
=I - b=yx (2.4)
where y is called the spreading coefficient , and for round jets it is equal to 0.114, according to the latest
measurements by Wygnanski and Fiedler [1969].
Momentum conservation and centerline velocity
The initial momentum of a round jet is defined as:
d2
M o =- 2 U  (2.5)
where do corresponds to the diameter of the orifice, and uo is the initial jet velocity.
Using the Gaussian cross-sectional velocity profile defined in Eq.2.3, the momentum at any location x
along the jet corresponds to:
M u2dA = j ume-2(f 27rrdr = 2bm (2.6)
1The Greek letter y was used in this thesis instead of the letter # commonly used in the literature for the spreading coefficient
to distinguish it from the coefficient of thermal expansion frequently referred-to in this work.
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Substituting the plume width by what was obtained in Eq.2.4, we find that the momentum of the jet is
conserved and equal to the initial jet momentum:
M = (,yX)2U2 = 7r" U2 = Mo (2.7)
The change axisymmetric decay of the centerline velocity of a round jet can now be derived from Eq.2.7
in the following manner:
UM (2.8)
Uo v iy do )
The term 1 / v'2y is commonly called throw coefficient, K. This expression of centerline velocity decay
is, by construction, only valid for the zone of established flow, which begins at x = Kydo. Assuming
y=0. 114, the length of the core zone, represented by the throw coefficient, is equal to K, = 6.2d0 .
Flowrate and entrainment coefficient
The flowrate of a fully developed jet can be calculated by integrating the velocity u(r)of the jet over its
cross-sectional area according to Eq. 2.9.
Q = u(r,x)dA (2.9)
For a round jet of width b, the flowrate corresponds to:
QX = ume 7 27rrdr = rb 2um (2.10)
where um is the jet's centerline velocity at a location x.
In order to be able to predict the variation of centerline velocity with x, it is necessary to examine the
amount of ambient fluid entrained per unit length Qe into the jet.
Taking into account mass conservation, Qe must correspond to the total change of Q with distance
(Eq.2.11).
Qe=dQX (b 2Um) = d ( yx)2 ( = uodo (2.11)dx dx dx y doV
On the other hand, Qe can be defined as a flow perpendicular to the jet stream through a differential area
27rbdx with a velocity Ve, such that:
Qe = 27rbve (2.12)
This is called the entrainment hypothesis, and was first proposed by Morton et al. [1956].
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Figure 2.3 - Decay index (noted n in Figure 2.3) characterizing centerline velocity in the region of characteristic
decay for three-dimensional jets emerging from a rectangular opening. (Figure adapted from Awbi [2003].)
Equaling equations 2.11 and 2.12, we obtain:
-iruodo = 2rbve -> ve = um = aum (2.13)
xF2 2
where a is called the entrainment coefficient, and would be equal to y/2 = 0.057 for round jets, using
the result for 'y measured by Wygnanski and Fiedler [1969].
2.2.3 Plane and three-dimensional jets
The calculations described in the previous sections are developed for an axisymmetric jet, and describe
the physics of what was earlier called the region of axisymmetric decay. Following a similar procedure
with the adequate assumptions, the equivalent equations for a plane jet can be obtained analytically.
In the case of three-dimensional jets, the decay index (noted n in Figure 2.3) has been obtained exper-
imentally by Sforza [1977] and Becher [19961 for different opening aspect ratios. The decay index for
openings with an aspect ratio of b/h = 5, which will be studied in this chapter, is equal to 0.5.
2.2.4 Non-isothermal jets
The jets analyzed until this point are assumed to be isothermal, that is, at the same temperature as their
surroundings. In reality however, jets in rooms are usually colder or warmer than the ambient fluid,
making them vulnerable to buoyancy forces. This will cause the jets to be accelerated in the direction of
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Table 2.1 - Summary of three simulations
Opening shape Symbol Dimensions Do Mesh size (elements) Re
Round Q D: 0.5 m 0.5 m 4.5 x 104 (2D) 31,250
Square O L: 0.5 m 0.5 m 4.4 x 105 (3D) 31,250
Rectangular -___ L: 1 m, W: 0.2 m 0.45 m 1.9 x 106 (3D) 20,833
the resulting buoyant force. In the case of non-vertical jets, this acceleration causes a change in trajectory
of the jet. How much this trajectory is affected with respect of that of an isothermal jet can be quantified
by comparing the buoyancy forces stemming from the temperature difference AT between the jet and the
ambient fluid and the jet's inertial force stemming from the jet's initial velocity uo and its cross-sectional
area A0 . This comparison is called the Archimedes number of the jet, which, for a gas, is defined as:
Ar= 2 (2.14)
where g is the gravity constant, and # is the thermal expansion coefficient of the gas.
A summary of the expressions to describe the trajectory of a non-isothermal horizontal jets entering an
environment of uniform temperature can be found in Awbi [2003].
The development of a non-isothermal jet in a stratified environment can only be solved numerically.
2.3 Validation of CFD simulation of isothermal jets
In order to use computational fluid dynamics to model room airflow, it is necessary to ensure that the
physics of jets can be replicated numerically to match the analytical expressions outlined in the previous
section.
The following section focuses on three goals: replicating the physics of an axisymmetric jet as described
by theory in the previous section; investigating whether the k - e RNG turbulence model commonly
used in room simulations is the most appropriate to replicate the physics of turbulent jets; and finally,
understanding the differences in the properties of an idealized axisymmetric jet and a three dimensional
jet emerging from a rectangular opening.
2.3.1 Simulation setup
Jets issuing from three different opening shapes -round ((), square (0) and rectangular (r-=)- were
studied. The openings were located at the end wall of a cylindrical room of 5 m diameter and 10 m
length. The room size and shape was selected to minimize the effect of the enclosing wall. Details of the
room and window dimensions as well as the mesh size for each case can be found in Table 2.1. The size
of the mesh elements was 10 cm throughout the space.
Two turbulence models, k - e standard and k - E RNG, were studied.
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Environment setup Studied orifice geometries
walls symmetry plane (for round jet)
d=0.5m
Round
-- -- -- -- -- -- -- 
-- -- 
- - - - - - - 
Squ are
orif ce
w=0.2m Rectangular
D=10m l=1m
outflow
L=Mn
Figure 2.4 - Left: Environment setup for the CFD simulations. The jet emerging from a round orifice was modeled
using a 2D axisymmetric simulation, and the jets emerging from square and rectangular openings were modeled in
the 3D room. Right: Description of the three orifice geometries studied.
The boundary conditions for the simulations were the following:
" Opening The window was modeled as a velocity inlet, with constant velocity of 1 m/s
" Outlet The end wall parallel to the opening was modeled as a pressure outlet with zero gauge
pressure.
" Walls All the other surfaces were modeled as walls with no slip.
The simulations were run in steady state mode, with the default convergence parameters (error < 10-3
for continuity, x,y and z velocity, k and epsilon, and < 10-6 for energy).
Comparison with experimental data Three physical variables are studied: centerline velocity, volu-
metric flowrate and jet width. The values of centerline velocity for the axisymmetric jet are compared to
the experimental results of Lee and Chu [2003], corresponding to water experiments of a jet emerging
from a round orifice (D = 1 cm) at a speed of 1 m/s. Experimental data for jet flowrate and width is only
available for distances of at least 20 diameters from the source -a distance that is beyond the domain of
the CFD simulations-, and could therefore not be compared to the numerical results of this work.
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2.3.2 Results
Figure 2.5 provides a visual representation of the evolution of the three jets simulated. Colored velocity
contours represented along vertical planes illustrate the growth of each jet along its centerline. Addition-
ally, the images corresponding to jets O and , include three sets of contour lines along three different
horizontal planes that illustrate the change in cross sectional shape of these two jets. Results indicate that
at 1.5 m from the source, the shape of both jets is still similar to that of the source. At 5.5 m from the
source, both jets have an axisymmetric cross section, similar to that of jet Q.
Figures 2.6a and b show the non-dimensional results obtained for centerline velocity decay over distance
(x) for the k - e RNG and standard models, respectively. The figures on the left contain the results of the
jets Q and 0, while the figures on the right show the velocity decay for the jet . The prediction from
the theoretical model presented in section 2.2 is indicated with black dashes lines for an axisymmetric
jet, and in a black dotted line for the the characteristic decay region of a three-dimensional jet emerging
from a rectangular opening. Additionally, experimental results obtained by Lee and Chu [2003] for a
round jet are indicated by asterisks.
Different regions of each jet can be clearly appreciated in these plots. Close to the opening, the centerline
velocity of all jets remains equal to the initial velocity, denoting the core region of the jets. In the case of
jets Q and El, an axisymmetric decay region begins when the velocity starts decreasing at a distance of
about 7 diameters from the source. This decay is proportional to (x/Do) -1.1 when the jet is modeled using
the k - e RNG turbulence model, and to (x/Do)-1 -as predicted by theory (indicated by a dashed line in
the plots)- when using k - e standard. The same applies comparing the CFD results to the experimental
data, since the data is in close agreement with the theoretical model predicting centerline velocity decay.
Three regions can be identified for jet m. Its core region ends between 2 (k - e standard) and 3 (k - e
RNG) hydraulic diameters from the source, where the velocity begins to decay as (x/Do)-0.5 (indicated
by a dotted line in the plots), consistent with the experimental results by Sforza [1977] and Becher [1996]
for a rectangular opening with an aspect ratio of 5. Beyond 10 diameters from the source, the jet becomes
axisymmetric and its centerline decays at the same rate as for jets Q and 0.
Cross-sectional velocity profiles of each jet were used to estimate their change in relative volumetric
flowrate (Q/Qo) and dimensionless equivalent radius (r/Do), shown at the left and right plots of of Figure
2.7, respectively. Black dashed lines represent the values predicted by existing correlations (Eq.2.10 for
relative flowrate and Eq.2.4 for jet width) for a round (axisymmetric) jet. The flowrate was obtained by
integrating the velocity profiles, assuming an axisymmetric profile for jets 0 and 0, and an elliptical
profile for jet e. The equivalent radius of the jet corresponds to the width (defined as b in section 2.1)
that an equivalent axisymmetric jet with the same volumetric flowrate would have. The relative flowrates
and equivalent radii obtained using the k - E RNG and standard turbulence models are presented in
Figures 2.7a and b, respectively.
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Figure 2.5 - Velocity contours along vertical planes for the jets emerging from a round (left), square (center) and rectangular openings (right). The 3D
simulations (E] and =n) also include sets of contour lines along three different horizontal planes (heights: 1.5 m, 5.5 m and 9.5 m).
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Both the volumetric flowrate and the width for all jets begins to increase linearly with distance, as pre-
dicted by theory, beyond 6 diameters from the source. The two turbulence models, k - E RNG and
standard, predict similar values for these two variables. The magnitude of the relative flowrate is very
similar for the jets of round and square sources, while the flowrate of the jet with rectangular source is
slightly higher. The same applies to the jet with, where jet , has a larger equivalent radius than the
other two jets. This is likely due to a higher entrainment of jet =, since that its larger aspect ratio
maximizes the area of the interface between the jet and the environment.
2.3.3 Discussion
Modeling jets emerging from sources of various geometries in an unconfined environment on CFD had
three purposes. First, to understand how close of an agreement can be reached between numerical sim-
ulation and the analytical and empirical models that describe the physics of turbulent jets. Second,
to compare the performance of two different turbulence models in replicating the same physical phe-
nomenon, and assess how critical it would be to select one model over the other in full room simulations.
Finally, to understand the differences and similarities between the physics of axisymmetric jets, which
have been widely studied, and that of jets that could represent the flow emerging from a window in a
room.
A good agreement has been found between the physical properties of real jets and those modeled using
CFD. The different decay regions of a round and a three-dimensional jet can be easily identified in the
CFD simulations, and the location of the transition from one region to another is similar to what has
been found experimentally in the past. While some discrepancies exist between the values of centerline
velocity, flowrate and jet width predicted by the literature and what is found using CFD, this error is
always lower than 20% - an acceptable range if the simulations are to be used to model the airflow in
rooms.
When comparing the standard and RNG k - e turbulence models, results indicate that the standard model
can very accurately replicate the centerline velocity decay of the jets, whereas RNG predicts a faster
decay than what is predicted by theory. However, this discrepancy is not as clear when analyzing the
change in the volumetric flowrate and the width of the jets with distance - both models predict similar
values, both in line with what is dictated by the literature. It is possible that the difference in resulting
centerline velocities for each turbulence model could have a larger impact on the evolution of the jet
over distances beyond 20 diameters; this situation however, is beyond the scope of this thesis, since the
goal of this study is to guarantee and appropriate replication of turbulent jets in the context and scale of
naturally ventilated room airflow simulations, where the jets originate from large window openings.
Results show a difference in the centerline velocity decay of a jet emerging round or square opening
and that of a jet emerging from a rectangular opening of aspect ratio as low as 5. Jet = first enters
a region of characteristic decay, similar to the of a plane jet, with a decrease in centerline velocity as
(x/Do)--0-5, matching earlier experimental findings by by Sforza [1977] and Becher [1996]. Then, at
about 4.5 m (1ODo) from the inlet, the jet cross-sectional area becomes axisymmetric (as seen in Fig.2.5)
and its centerline velocity begins to decay as (x/Do)- 1 , similar to jets Q and El. In the case of flowrate,
the difference between the jets is not as obvious. While the flowrate of jet is slightly higher, results
suggest that the analytical expression for flowrate can be used, with a very small underprediction error,
to jets emerging from rectangular sources with an aspect ratio of 5.
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Figure 2.6 - Centerline velocity decay for the jets emerging from a round and square opening (left) and from a
rectangular opening (right). Dashed black lines indicate the theoretical prediction of centerline velocity decay for
round jets described by 2.8. A dotted black line indicates the region of characteristic decay described in rection
2.2.3 for a 3D jet emerging from a rectangular opening.
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Figure 2.7 - Left: Dimensionless volumetric flowrate for the three jets analyzed. Dashed black lines indicate
the analytical expression for volumetric flowrate obtained by Ricou and Spalding [1961] for axisymmetric jets
(Eq.2.10). Right: Dimensionless jet width for the three jets. A dashed black line indicates the theoretical prediction
for jet width, described by Eq.2.4.
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2.4 Conclusions
The physics of turbulent axisymmetric jets can be replicated using computational fluid dynamics. The
standard k - e turbulence model provides a better match to theoretical predictions of jet centerline ve-
locity decay than the k - E RNG model. The latter model predicts a faster decay in velocity than what is
outlined by theory, and in the studied domain size the centerline velocity is underpredicted by up to 20%
at distances far from the source. This difference between the models, however, does not have a great
impact on the predictions of jet flowrate and width, where both models predict similar values.
Jets emerging from round or square sources develop differently than jets emerging from rectangular
sources. The centerline velocity of the latter decays similarly to that of plane jets in the vicinity of
the orifice. Far from the orifice (beyond 10 diameters for a rectangular jet of aspect ratio of 5) the jet
becomes axisymmetric. The geometrical difference in the initial cross section of jet originating from
rectangular sources leads to a higher volumetric flowrate than that predicted for an axisymmetric jet
close to the source. This difference becomes relatively smaller beyond 10 diameters of the source, and
the expression used to predict the flowrate of round jets can also be used to predict the flowrate of three
dimensional jets with an aspect ratio of 5 or less, such as jets entering a room from a window.
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Chapter 3
Fundamentals and Simulation of
Turbulent Plumes
3.1 Introduction
Buoyant plumes are one of the most critical elements affecting the air flow and thermal physics in a room.
Most plumes in rooms originate from three-dimensional sources, such as humans, screens, computers
and other appliances, and entrain by convection warm air into the space. Buoyant plumes growing in a
uniform environment can be described by a well established theory. This theory is only applicable once
plumes are fully self-similar, a stage that begins a few hydraulic diameters away from the source. That
means that for heat sources present in room settings, the likelihood that the plume originating from the
source reaches full development is not always guaranteed.
The objectives of this chapter are, first, to provide the necessary theoretical background to fully com-
prehend the development of turbulent buoyant plumes, as well as the model to predict the behavior of
plumes that are fully self-similar. The second objective is to provide some insight as to what happens
with a plume before it reaches the stage of full development, by describing a set of computational fluid
dynamics (CFD) simulations of buoyant plumes above heated disks.
3.2 Theory of pure buoyant plumes
Plumes are defined as convective flows that are produced by continuous sources of buoyancy. Pure
plumes are those plumes that have zero initial momentum and form when the ambient fluid interacts with
a hot surface. When the fluid comes in contact with the hot body, its temperature increases and its density
decreases. Buoyancy forces accelerate the warm fluid upwards, creating a convective flow above the hot
surface. As the flow ascends it entrains ambient flow through turbulent eddies, similar to what happens
with jets. As the plume width increases and its warm air mixes with the colder stagnant surroundings,
its overall temperature and velocity decrease. In the case of a plume growing in an environment of
uniform temperature, the plume will continue growing as long as the environment boundaries permit it.
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If the environment is stratified, however, the plume will stop growing once its density equals that of the
surroundings, at which point it will begin to spread laterally.
Similar to jets, plumes can be round or plane. Plumes in rooms are most commonly have a circular cross-
section, since heat sources are three-dimensional objects as opposed to being infinitely long; therefore
this thesis will primarily focus on the physics of round plumes.
The buoyant strength of the fluid inside a plume is dependent on a term called the specific buoyancy
flux, F (for simplicity from now referred to simply as buoyancy flux). The initial buoyancy flux of a
plume corresponds to the reduced gravity g' associated with the source fluid multiplied by the volumetric
flowrate at the source Qo:
Fo = go (3.1)
i Pa -Po
where gO Pa
Pa
where pa corresponds to the density of the ambient fluid and po to the density of the plume at the source.
For ideal gases, such as air, at a given pressure, the reduced gravity term can be rewritten in terms of
excess temperature in the plume, so that:
T -Ta
Fo = g Ta Qo = g (To - Ta)Qo (3.2)
Ta
where To and Ta are the initial and ambient temperatures at the source level and # is the thermal expansion
coefficient of the air. The enthalpy flux or convective heat qc transported by the plume as it grows
corresponds to the convective heat flux integrated over the plume's cross sectional area A:
qcz = jpCp (T - Ta)wdA (3.3)
where Cp is the specific heat of the fluid, and T and w are the temperature and vertical velocity of the
fluid inside the plume, respectively.
The initial buoyancy flux for pure plumes where the initial flowrate is zero and the convective heat output
of the source is qco, can be therefore defined as:
FO - g qco (3.4)
For plumes growing in an environment of uniform temperature, where the ambient temperature is con-
stant with height and enthalpy flux is constant, the buoyancy flux of the plume also remains constant
with height. In a stratified environment, however, where the ambient temperature varies with height, the
buoyancy and enthalpy fluxes in the plume decrease with height.
40
3.2. THEORY OF PURE BUOYANT PLUMES
z
T T ew=wm
Pplume Proom
~~~....... ........ . ........... .  . .... ........ ......
z/D = 2 - 20 Fully self-similar
Grzj= 1.8 x 100  Turbulent
Laminar
-virtual origin (zo)
Figure 3.1 - Regions and development of a plume in a uniform environment. The limits for transition come from
Elicer-Cortes et al. [2000]
A useful parameter commonly used to describe the properties of a heat source generating a pure plume
is the Rayleigh number, which is defined as:
F0D 2
Raq,,D = v 2  (3.5)
V2 g
where a and v are the thermal diffusivity and the kinematic viscosity of the fluid, respectively.
3.2.1 Plume regions
Plumes are divided into three main regions: laminar, fully turbulent and fully self-similar (Fig. 3.1).
Laminar and fully turbulent regions
In the first region, closest to the source, the plume flow begins as a laminar convective boundary layer
which gradually becomes turbulent. This transition to turbulence is determined by the local Grashof
number, which compares the dominance of buoyancy forces against viscous forces inside the plume, and
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is defined as:
Grz = (3.6)
Pr v 3D
where z corresponds to the distance from the heat source, and D is the diameter of the source, respectively.
Pr is the Prandtl number of the fluid.
According to literature, round plumes are considered to be fully turbulent once the local Grashof number
has exceeded values of GTLtr = 0.9 x 1010 to 1.8 x 1010 (Chen and Rodi [1980]). Once fully turbulent,
the plume grows above the source, and slowly its cross sectional velocity and temperature profiles take
the shape of a Gaussian curve.
Region of self-similarity
A plume is considered to be fully self-similar once its cross-sectional velocity and excess temperature
profiles have a Gaussian shape that remains unchanged regardless of its scale. According to experimental
results, this can happen in the range on z/D = 4 to z/D = 20, depending on the characteristics of the flow
(Rouse et al. [1952], Kotsovinos [1985], George Jr et al. [1977], Nakagome and Hirata [1976], Pham
et al. [2005]). Once the plume has become self-similar, its cross-sectional profiles for centerline velocity,
centerline excess density and centerline excess temperature can be described by:
w(r, z) = wm(z) e- b (3.7)
Ap(r, z) = Apm(z) e - U (3.8)
AT(r,z) = ATm(z) e (n (3.9)
where r is the radial coordinate where r = 0 corresponds to the centerline of the plume, b and X.b are
the width of plume associated to the velocity and density profiles respectively, and wm and Apm are
the plume's centerline velocity and density difference. The term A corresponds to the ratio of velocity
to thermal plume widths, and has a value of 1.19 for round plumes. Eq.3.9 is another way of writing
Eq.3.8, using the excess temperature of the plume (Tm - Ta) instead.
3.2.2 Plumes in a uniform environment
The development turbulent pure plumes in a uniform environment has a closed analytical solution. Sim-
ilar to jets, the principle of entrainment, outlined by Equations 2.9 to 6.1, can also be applied to buoyant
plumes. The principle, proposed by Taylor [1945] indicates that the velocity of the radially-entrained
fluid ve is proportional to the centerline (axial) velocity wm. Consequently, the change in flowrate with
height (dQz/dz) can be expressed both as a function of wm and ve per unit length, as follows:
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dz = d (7rb 2 wM)dz dz
dQz = 2xb(ve) = 2irb(awm)
dz
(3.10)
(3.11)
where a is the entrainment coefficient, which for round plumes can range from 0.088 to 0.124, according
to measurements [Kofoed, 1991].
Consequently, the volumetric flowrate, momentum and buoyancy flux of a fully-developed round plume
correspond to:
Qz = jwdA =
J0
f wme T 22rdr = xb
Mz = W2d A = wMe b 52xrrdr = _b2mF 2
Fjwg'dA = 2'rg j00e 2 n~fDrd= X 2 )(,k
The change in momentum of a fluid particle is equal to the buoyant force applied to it, such that:
Jw2dA = j g'dA -dMz =r Pm gX2 b 2
dz J J dz Pa
Eqs. 3.12 and 3.13 can be rewritten as:
2Mx
wm 
-
1bQ
which, substituted in Eqs. 3.11 and 3.15 give:
dQ ~ Q~ 1 2M 2  27M2 =_a Qz 
_ M 2 a V2xzMz
dz v/M2 v/i Qz
dMz Fz (1+ X2 ) Qz
dz 2 Mz
(3.15)
(3.16)
(3.17)
(3.18)
(3.19)
where Fz can be substituted by Fo, since the specific buoyancy flux of a plume growing in a uniform
environment is constant.
Finally, by combining Eqs. 3.18 and 3.19, we find that:
(3.20)
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System solution
The asymptotic solution to Eq.3.20 for a plume with zero momentum flux at the source is:
Mz = Cz" (3.21)
where C and n are a constants. Using Eq. 3.21 allows to find the plume's flowrate (Eq.3.23), as well as
its width (Eq.3.24), centerline velocity (Eq.3.25), and centerline excess temperature (Eq.3.26):
(1 X2 ) 2 4 2 4Mz = (2z)3 (1+A2- F Iz = kM F0z3 Z
6 2 [ 9Qz = ga (2r) 3 -(1 + A2)5 20~+
b=6b = 6 az = kb z
5 ~ 9 ~ ) a ]
wm=3a _407r1 A)a
r531 2
A Tm - '"-  5 ~2M 
+A-
g# 6aA2 _9a 21r
a1 F0 z3 = k F Z3
I 1 11
F0 z-1 = kW F3 Z 3
2
F1 -13
-Fz- =kT
go 0
2
z 3
gp
(3.22)
(3.23)
(3.24)
(3.25)
(3.26)
where km = 0.38,kQ = 0.16,kb = 0.105,k, = 4.69, kT = 10.37, assuming a = 0.88 and A = 1.19. De-
pending on the values used for a and A, the value of the k coefficients may vary slightly.
Eq.3.24 confirms that the width of buoyant plumes, just like jets, also
case, the corresponding spreading coefficient kb is equal to 6/5a.
The dimensionless form of these variables is the following:
(F2D4 ) 
1= kg Z
(FoD 5 )3
D kb
wm -D)
F0
A Tm go D
F2)
D /
_T -
= Dr
grow linearly with distance. In this
(3.27)
(3.28)
(3.29)
(3.30)
(3.31)
where D corresponds to the hydraulic diameter of the source's horizontal cross section (D = 4 *Area/Perimeter).
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Figure 3.2 - Evolution of a plume in a linearly stratified environment.
Note that there expressions are only valid for a turbulent plume that has reached its stage of full develop-
ment (many of them are undefined at z = 0).
3.2.3 Large heat sources and virtual origin
The mathematical modeling presented in the previous section implicitly assumes that the heat source is
small enough that the initial plume width at the source could be assumed to be zero (3.24). In reality, heat
sources can vary in size, and while the physics discussed previously still apply for all turbulent plumes at
distances far from the source, it is necessary to make an adjustment to the general plume theory equations
to be able to model the early development of the plume close to the source. A comparison of methods to
predict the plume physics near the source, including the method of the virtual origin, will be discussed
in more detail in chapter 4.
3.2.4 Plumes in a stratified environment
When a plume grows in a stratified environment, its buoyancy flux is no longer constant. If the environ-
ment is stably stratified (temperature increasing with height), the buoyancy flux in the plume decreases
with height, slowing down the plume much faster than in a uniform environment. The height at which
the plume's centerline density is equal to the ambient density so that the buoyancy flux is zero is called
neutral height. The momentum of the plume will drive the plume beyond the neutral height up to a max-
imal height, until the plume cannot grow anymore due to opposing buoyancy forces. The plume fluid
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will then spread axially and return to the neutral height (Fig.3.2).
There is no closed form solution to the set of equations describing the evolution of a plume in a stratified
environment. Solving the system requires finding a numerical solution for each variable.
Assuming a consistent increase in plume flowrate with height', Morton et al. [1956] solved the system of
equations numerically, and proposed the following expressions to find the neutral and maximal heights
(zt and zm, respectively) for the development of a plume in an environment with a linear temperature
gradient (dTa/dz):
11 3
zt = 0.370 a-2FO G-i (3.32)
zm = 0.488 a-2FO4 G-8 (3.33)
d T
G = d a (3.34)dz
The values of flowrate, plume width, centerline velocity and centerline temperature can be found in
tabular and graphical form in Morton et al. [1956]. In particular, the proposed flowrate equation is the
following:
Qz = 2.44 x 10-3a2F G-8mi (3.35)
(3.36)
where mi must be obtained from the tabulated data, and florwate is in m3 /s (F and G must be in SI
units). Mundt [1996] proposed the following polynomial fit for mi from the data:
mi = 0.004 + 0.039zi + 0.380z2 - 0.062Z3 (3.37)
3
zi = 10.97(z+ zo)F G l (3.38)
where zo is a virtual origin calculated based on the hydraulic diameter of the source's horizontal cross
section D and the size of the thermal boundary layer thickness 3 as the plume leaves the source, all
in meters. Mundt [1996] proposed estimating thickness by modeling the development of a laminar
boundary layer along the vertical walls of the source, as described in Eq. 3.40. This thickness depends
on the average temperature difference between the source's surface and the ambient air (Tsurf and Ta,
respectively, in C) and the height of the source (h, in m):
zo = 4.18(D +8) (3.39)
3= 0.048 (T hrT 4 (3.40)
Tsurf - Ta
IThe validity of this assumption will be discussed in Chapter 4.
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Mundt [1996] validated this model by measuring experimentally the flowrate of plumes in a stratified
environment.
3.3 CFD simulation of round buoyant plumes in a uniform environment
This thesis aims to have a better understanding of indoor airflow in naturally ventilated rooms through
the use of computational fluid dynamics (CFD). In order to ensure that the room airflow is properly
modeled, it is necessary to study in detail the development of jets (see Chapter 2) and plumes, and
compare CFD results to what is predicted by theory. Additionally, modeling buoyant plumes with CFD
can provide useful information regarding the early stages of plume development, where the theoretical
models cannot be used.
This section outlines the CFD studies performed to model buoyant plumes forming above heated disks
in a uniform environment.
3.3.1 Simulation setup
Buoyant plumes growing above heated horizontal disks were modeled in CFD. Thirteen simulations were
performed, with disks of three different diameters (10 cm, 30 cm and 50 cm) and different heat outputs,
as described on Table 3.1. The disks were placed inside a cylindrical room of 20 m diameter and 20 m
high, 1 m above and parallel to the floor, aligned coaxially with the cylindrical room (Fig. 3.3). Because
of the symmetric nature of the simulations, all simulations were performed as 2D axisymmetric, to save
computational time. The heat output from the disk was uniformly distributed throughout its entire surface
(top, bottom and edges).
Table 3.1 - Summary of thirteen CFD simulations of buoyant plumes forming above round disks (2cm thickness)
with various diameters and heat output.
Case Disk diameter (m) Heat output (W) Raqconv
1 10 9.53 x 102
2 0.1 20 1.91 x 103
3 30 2.86 x 103
4 10 8.66 x 106
5 20 1.73 x 107
6 0.3 30 2.60 x 107
7 60 5.19 x 107
8 90 7.79 x 107
9 10 7.86 x 1010
10 20 1.57 x 1011
11 0.5 30 2.36 x 1011
12 60 4.72 x 1011
13 90 7.08 x 1011
When modeling convective flows, it is a necessary condition for the mesh to be refined enough around
the heated surface so that the y+ value corresponding to the surface is smaller than 5. This guarantees
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Ceiling: Axisymmetry plane Icentee
-Pressure outlet
Walls, floor:
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-Heated wall,
constant heat flux
Figure 3.3 - Lefts: CFD simulation setup. A disk with constant heat output, elevated 1 m from the ground, in a
cylindrical enclosure of 5 m diameter and 10 m height. Right: Mesh fineness. The simulation was modeled as 2D
axisymmetric.
that the wall functions used by the CFD turbulence model remain valid [Awbi, 1998]. The mesh for these
simulations, shown on the right side of Figure 3.3, led to y+ < 1 for all simulations.
The boundary conditions for the simulations were the following:
* Disk surface The heated surface had a constant heat output per unit area such that the total heat
output matched the values provided in Table 3.1.
" Ceiling The top round wall was modeled as a pressure outlet with zero gauge pressure. This
boundary condition allows air to enter or leave the computational environment as needed to con-
serve mass flowrate. The backflow temperature was set to be equal to the ambient temperature.
" Walls All the other surfaces were modeled as adiabatic walls with no slip.
The turbulence model used was k-e RNG, which is commonly used for room airflow simulations.
The simulations were run in transient mode, and the ambient temperature was initialized at 17"C. The
simulation was stopped once the variation on the average temperature of the air at the pressure outlet was
lower than 0.01'C.
3.3.2 Results and discussion
Figure 3.4 illustrates the development of the buoyant plume above a disk of 0.3 m diameter and a heat
output of 90 W (case 8). The left side of the image presents velocity contours, and the right side shows
the excess temperature of the air with respect to ambient.
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Figure 3.4 - Contours of velocity (left) and temperature (right) above the disk corresponding to case 8. For ease
of visualization the temperature color scale is bounded to 20'C. Any region above this limit is colored white. The
disk surface temperature is 150'C.
Centerline velocity and temperature decay in a uniform environment
Figure 3.5 shows the results for centerline velocity decay (top) and excess temperature decay (bottom)
for three series of disks of the same diameter (a: 10 cm, b: 30 cm, c: 50 cm) and different heat outputs
(10, 20, 30, 60, 90 W). Dashed lines indicate the prediction by the theoretical model defined in Eq.3.25
for each case (matched by color).
The centerline velocity of all plumes is zero at the heat source. As the plume develops, its centerline
velocity increases due to dominating buoyancy forces until it reaches a maximum value. For disks of
the same diameter (cases a, b, c) the maximum velocity is higher for the disks with higher heat outputs,
with a difference of about 0.38 m/s between the lowest (10 W) and highest (90 W) heat output. When
comparing disks with the same heat output and different diameter, the highest centerline velocity (0.40
m/s) is reached by the smallest disk. The location of the maximum velocity is the same for disks of the
same diameter, but is closer to the source for smaller disks. In all cases, the centerline velocity eventually
decays with distance as z--, as predicted by plume theory. Velocity fluctuations are observed for most
plumes far away from the disks (beyond 5 diameters), due to turbulent eddies concentrated along the
centerline. This type of oscillations may be due to the axisymmetric nature of the numerical simulation,
since they have not been observed in equivalent full three-dimensional simulations.
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When comparing disks of the same heat output but different size, the centerline temperature is higher
for the smallest disk, as expected, since the disk surface temperature is higher too. The centerline tem-
perature in the plume decays constantly with distance, but only begins decreasing with a slope of z-3
when centerline velocity has begun falling too. The magnitude of excess centerline temperature once the
plume is fully developed is correctly predicted by plume theory.
Figure 3.6 summarizes all the results for centerline velocity and excess temperature in dimensionless
form (according to Eqs. 3.30 and 3.31). Distance from the heat source is also shown non-dimensionally,
using the diameter of the heat source as the unit of reference. Different disk sizes are distinguished by
different line types, while the heat output can be identified by color. The solid black line represents the
prediction of the theoretical prediction for centerline velocity decay.
Results indicate that the maximum centerline velocity occurs in the range of 1.5 to 2 diameters from
the source for all the cases. The maximum dimensionless centerline velocity ranges from 2.8 to 3.6,
with higher values for the larger set of disks. As dimensionless distance increases the variation in di-
mensionless centerline velocity between the cases decreases, and its value matches that predicted by the
theoretical model.
In the case of dimensionless excess temperature decay, there is also a variation between simulations dur-
ing the stage of plume development. The plumes above the largest disk have a higher excess temperature
during the developments stage, which would be consistent with the equivalently higher dimensionless
centerline velocities. The theoretical model for pure plumes accurately predicts the centerline excess
temperature beyond 6 diameters above the heat source.
Plume flowrate and width
Figure 3.7(top) presents the results for plume flowrate following the same display structure as Figure 3.5.
The plume's flowrate was calculated by integrating the cross-sectional velocity profile along the radius,
assuming an axisymmetric profile.
Figure 3.7(bottom) shows the change of inertial and thermal plume width (bottom left and bottom right,
respectively) with height. Since the theoretical prediction for plume width is the same for all cases
because it is independent of heat output, a single dotted black line -instead of several colored dotted
lines- is used to represent it. The plume's width was calculated by dividing the volumetric flowrate at
each height by the corresponding centerline velocity, in order to obtain a cross sectional area for the
plume, by solving Eq. 3.12.
Results indicate theoretical predictions considerably underestimate the plume flowrate close to the source.
Only beyond several diameters away from the source (10 for large disks, up to 40 for small disks), the
flowrate increases with zs/ 3 , as predicted by theory. The excess flowrate found near the source accounts
for the additional air entrained by the disks as the plume is forming, along the source's surface in the
form of a boundary layer created by wall convection.
Similarly, the inertial width of the plumes only begins to grow linearly with height, as predicted by
theory, several diameters away from the disks. This result is physically sound: since the source is not
infinitely small, it is reasonable to expect that its width close to the source is non-zero.
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Figure 3.6 - Variation of dimensionless centerline velocity (left) and excess temperature (right) with dimensionless
height above the heat source. Different disk sizes are identified with different line types (D=10 cm: solid lines,
D=30 cm: dashed lines, D=50 cm: dotted lines), while the color of the lines indicated the heat output. A solid
black line indicates the prediction of the theoretical model for centerline velocity and excess temperature decay.
52
0
U-
=
LO
0
U -o
.0
Ebo
10 r
(a) D= O.lm
Q = k 3 F z0~QF
100 r 100 r
(c) D = 0.5m
Q = k F113 z5/30
-1 ,/-1 /-1/10 10 10
E <7E E /
0 a/ a 7)
CFD 1oW CFD OW
1- 10-
2  CFD 20W 10- 2  - CFD 20W
CFD10 OW CFD 30W CFD 30W
CFD 20W CFD 60W CFD 60W
CFD 30W CFD90W /CFD90W
100 101 100 101 100 101
z (M) z (M) z (m)
100 - - -b k z 10 0b 
= k Z
D.1m loW D.1m 10W
- D.lm20W D.1m 20W
D.lm30W D.lm 30W
D.3m lOW D.3m lOW
- D.3m 20W D.3m 20W
E- D.3m 30W E D.3m 30W
D.3m 60W D.3m 60W
D.3m 90W D.3m 90W
/ D.5m 1OW 
- - D.5m loW
D.5m 20W D.5m 20W
----- D.5m30W 
-1D.5m 30W
10 D.5m 60W 10 D.5m 60W
D.5m 90W D.5m 90W
100 10 100 10
z (M) z (M)
Figure 3.7 - Top: Variation of plume flowrate with height for series of disks of the same diameter (a: 10 cm, b: 30 cm, c: 50 cm) and heat output varying
from 10 W up to 90 W. For flowrate results, dashed lines, of colors matching the numerical results for each case, indicate the theoretical prediction as
outlined in Eq. 3.23. Grey dotted vertical lines indicate the approximate location at which each property begins to coincide with the theoretical predictions.
Bottom Change of inertial and thermal plume width (bottom left and bottom right, respectively). Because the theoretical prediction for plume width is
independent of heat output (Eq. 3.17), the theoretical prediction for all cases is indicated by a black dashed line.
CHAPTER 3. FUNDAMENTALS AND SIMULATION OF TURBULENT PLUMES
The concept of virtual origin was developed to account for the additional entrained flowrate, and larger-
than-predicted plume widths. Its calculation and usefulness will be discussed at length in Chapter 4.
3.4 Comparison to experimental data
While the numerical results showed a good agreement with plume theory, it is more relevant to investigate
the ability of these results to replicate real conditions, particularly at distances close to the source, where
the theoretical analysis cannot be used.
Several complete sets of experimental data (containing information for with both velocity and temper-
ature profiles at different heights), for pure plumes above heated objects found in the literature were
compiled and compared in non-dimensional form to the numerical data presented in the previous sec-
tion.
3.4.1 Description of experimental setups
Table 3.2 summarizes the list of data sets to be used in this section.
For all cases, the convective heat output assumed for each experiment corresponds to the average enthalpy
flux at each height calculated using temperature and velocity profiles (Eq. 3.3). A similar calculation
was performed to estimate the volumetric flowrate at each height.
Kofoed [1991] studied the plume development above three geometries:
" Small tube A small hollow tube of 5 cm diameter and 15 cm height, placed vertically on top of a
bed of mineral wool. Setup raised 10 cm from the floor. Four heat outputs: 729 W, 343 W, 215 W,
125 W.
" Round disk A round horizontal steel disk of 35.68 cm diameter and 0.8 cm thickness, heated
using a hot wire and insulated in the bottom. Setup raised 10 cm from the floor surface. Three heat
outputs: 400 W, 200 W, 100 W.
" Cylinder A vertical cylinder of 40 cm diameter and 100 cm height, heated internally using four
100 W light bulbs. The bulbs were vertically spaced 25 cm from each other, along the axis of the
cylinder. Setup located at floor level.
Measurements: vertical measurements using velocity probes and thermocouples starting at 0.25 m above
the source, spaced by 0.25 m. 11 measurements for small sources, 10 measurements for cylinder. Ad-
ditionally, an array of 9 velocity probes and nine thermocouples are used to measure the cross-sectional
velocity and excess temperature profiles.
Two experimental settings are included, without ventilation in the room and with 0.7 air changes per
hour (ACH). In both settings the vertical temperature gradient is reported to be close to zero.
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Table 3.2 - Summary of experimental data for plumes above heated objects.
Data Author, year Source Geometry Dist. from Convective Dh (M) Ra Comments
set geometry dimensions (m) ground (m) heat output (W)
Al 729 7.12 x1 Hollow, 0 ACH
A2 343 3.35 x 103 Hollow, 0 ACH
A3 215 2.10 x 103  Hollow, 0 ACH
A4 Kofoed [1991] Tube D=0.05, H=0.15 0.1 125 0.05 1.22 x 103  Hollow, O ACH
A5 729 7.12 x 103 Hollow, 0.7 ACH
A6 343 3.35 x 103 Hollow, 0.7 ACH
A7 215 2.10 x 103  Hollow, 0.7 ACH
A8 125 1.22 x 103  Hollow, 0.7 ACH
BI 400 4.61 x 109 0 ACH
B2 200 2.30 x 109  0 ACH
B3 Kofoed [1991] Disk D=0.36, H=0.008 0.1 100 0.36 1.15 x 109 0 ACH
B4 400 4.61 x 109 0.7 ACH
B5 200 2.30 x 109  0.7 ACH
B6 100 1.15 x 109  0.7 ACH
Cl Kofoed [1991] Cylinder D=0.4, H =1 0 400 0.40 3.30 x 1010 0 ACH
C2 400 3.30 x 1010  0.7 ACH
D Welling et al. [1998] Cylinder D=0.32, H=1.2 0 460 0.32 2.58 x 109
E Popiolek et al. [1998] Sphere D=0.7 0 17.5 0.70 1.25 x 10'5
F1 Bouzinaoui et al. [2007] Cylinder D=1, H=1 0 4100 1.00 2.53 x 1023
F2 4000 2.47 x 1023
GI Rect. plate 1:6 W=0.25, L=1.5 0 2090 0.21 3.64 x 107
G2 Blaise et al. [2008] Rect. plate 1:3 W=0.50, L=1.5 0 2970 0.38 7.84 x 1010
G3 Rect. plate 3:6 W=0.75, L=1.5 0 1495 0.50 1.18 x 1013
G4 Rect. plate 2:3 W=1.0, L=1.50 0 1410 0.60 1.06 x 1015
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Popiolek et al. [1998] performed an extensive study on the development of a plume above sphere of
70 cm diameter, with the hope it could replicate the plume of a human being. The sphere was heated by
a light bulb (power not specified by the author) placed in its center. The total convective heat output of
the sphere was 17.5 W.
To measure temperature and velocity he used a horizontal array of 20 sets of thermocouples and anemome-
ters in one axis and 8 along the perpendicular axis, 7.5 cm to 15 cm apart from each other. Cross-sectional
measurements of velocity and temperature were performed at three different heights above the source: 1,
1.5 and 2 diameters. Measurements confirmed that the ambient air was maintained at uniform tempera-
ture.
Welling et al. [1998] measured the convective flow above a solid vertical cylinder of 32cm diameter
and 120 cm height, painted black and placed directly on the floor. Internal heating coils delivered 1200
W power. The velocity measurements were performed with both a laser doppler anemometer and an
ultrasonic velocity probe. Temperature measurements were preformed using thermistors. The cross-
sectional velocity and temperature distributions were measured along one axis, with 20 measurement
points separated by 10 cm each. The same measurement was performed at three heights: 0.5, 1 and 1.5
m. The maximum temperature stratification observed was 0.30 C/m.
Bouzinaoui et al. [2007] studied the plume de-
velopment above a heated cylinder with 1 m di-
ameter and 1 m high, subdivided into four stacked
cylinders separated by an insulated layer (3.8). A
copper disk topped the arrangement. Two cases
with the same total convective heat output (4.0
and 4.1kW), with different temperature distribu-
tions among the stacked cylinders are presented.
Measurements were performed using units with
multi-directional velocity sensors and temperature
sensors per unit. Temperature and velocity pro-
files were measured using an array of 9 sensors
along a single plane. Vertical measurements ev-
ery 20 cm between 1.3 and 3.5 m above the heat
source were performed.
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Figure 3.8 - Exp. setup by Bouzinaoui et al. [2007]
The vertical temperature variation of the ambient
air in the measurement area never exceeded 0.2 *C.
Blaise et al. [2008] analyzed the effect of the aspect ratio of a heat source on the plume development.
He studied the plume development above four different horizontal rectangular copper plates of 1.5 m
length and 0.25 m, 0.50 m, 0.75 m and 1 m width, kept at a constant temperature of 350'C, 320*C,
150*C and 120'C, respectively.
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3.4. COMPARISON TO EXPERIMENTAL DATA
Hot wire multi-directional probes were used to measure velocity, and thermcouples were used to measure
air temperature in the plume. An array of 4 by 4 probes (0.5 m x 0.6 m) was used to measure the
temperature and velocity profiles. Vertical measurements, spaced by 0.25 m, were performed above the
source, between 1.25 m and 3.7 m above the source.
The ambient air is assumed to be at uniform temperature, although no specific measurements to confirm
so are found in the reference.
3.4.2 Comparison and discussion
Figures 3.9, 3.10 and 3.11 present the compilation of experimental data from the studies described in
the previous section for centerline velocity and temperature, inertial and thermal plume widths 2 and
flowrate, respectively. All results are presented in non-dimensional form. Each set of experiments was
assigned a color, and results for variations within each set are indicated by a different marker. These
results are compared those obtained in the numerical simulations of plumes above disks presented in
the previous section. For ease of visualization, the results of only the two extreme cases of the CFD
simulations are included: case 1 (disk D=0.1 m, 10 W) and case 13 (D=0.5 m, 90 W), indicated by
blue and red solid lines, respectively. The theoretical prediction for each variable is indicated by a black
dashed line.
The inertial and thermal plume widths were estimated by each of the authors assuming that the velocity
and temperature followed gaussian profiles above the source. In the case of the rectangular plates, the
plume width was estimated to be v/ab where a and b are the minor and major axes of the elliptical plume
formed above them. Knowing the centerline velocity and the plume width, the flowrate was calculated
using Eq.3.12.
The numerical results for centerline velocity are in good agreement with the majority the experimental
results found in several experiments 3 . While very few of the experimental results reflect the initial
centerline velocity increase, the peak velocity for all cases does not exceed the upper boundary defined
by the numerical data corresponding to case 13. All the experimental results agree with the theoretical
prediction of a decay proportional to z- 1/ 3, reaching a maximum velocity between on and two diameters
from the source.
Similarly, the numerical data and theoretical prediction for decay of excess centerline temperature are
in good agreement with what is found with experimental data (with the exceptions of data sets D and
G). In the region below 2-3 diameters from the top of the source the numerical data proves to be a
better predictor for temperature decay in plumes than the theoretical model. Beyond that height, the
temperature of both the CFD and experimental data decays as z-5/3, as predicted by the plume model.
For all cases, the inertial plume width results obtained both numerically and experimentally only in-
creases linearly with height at the rate predicted by theory beyond 10-20 diameters from the source, as
indicated by Fig. 3. 10a. The CFD results for inertial plume width corresponding to a small disk of 10
cm diameter (case 1, solid blue line) provide a good prediction for the experimental measurements of the
plume above a very small source (data set A), but not for the data of plumes above larger sources.
2The inertial plume width is referred to as b or b, in this thesis. The thermal plume width is referred to as Ab or br.
3The disagreement of data sets C, D and G with theory and CFD will be addressed once all the variables have been analyzed.
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Figure 3.9 - Comparison of dimensionless centerline velocity decay with dimensionless height between experimental and CFD data. A black dashed line
indicates the theoretical prediction for the decay of each variable in the self-similar region.
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3.4. COMPARISON TO EXPERIMENTAL DATA
On the other hand, the CFD results for the plume width above the largest disk (50 cm diameter, case
13) provide a good agreement for the sources of up to 40 cm diameter. The plume width for the largest
sources (> 70 cm diameter) is slightly over estimated by the CFD results for the largest disk. This
suggests that there may be an additional factor in the development of the plume and its transition to full
turbulence that is not purely dependent on the source's diameter.
The same phenomenon is not observed when looking at thermal plume width results, where the CFD
data for thermal plume width are a good predictor of the experimental results, regardless of the source's
diameter. Additionally, both numerical and experimental results grow linearly with height even at very
small distances from the source,as predicted by theoretical models (Fig. 3.10b).
Finally, the numerical results are in good agreement with the experimental data for plume flowrate (Fig.
3.11). The CFD results for a small and large disks are a good predictor of the flowrate for small and
large sources, respectively. The compilation of experimental data confirms what had been found int the
previous section: the theoretical model under predicts the amount of entrained air into the plume formed
above a large heat source until beyond 10 diameters away from the source.
Disagreement of data sets C, D and G
Three data sets appear to be in constant disagreement with the rest of the experimental data, as well as
the numerical and theoretical predictions.
Results for data set C, measuring the flow above a cylinder, do not follow the general trend of centerline
velocity decay. They do agree, however, with the results for the other four variables presented. This set
was measured by the same author [Kofoed, 1991] as data sets A and B for smaller sources -which are
in good overall agreement with other experiments-, which suggests that the author's measurement setup
was not ideal to measure centerline velocity above such a large heat source.
Results associated with data set D are repeatedly differ with the rest of the experimental data, as well
as CFD predictions and plume theory expressions. The experimental setup by Welling et al. [1998]
is not significantly different from the setups by other authors. However, the fact that both the excess
temperature and the centerline velocity for this data set were significantly lower than the rest of the
experiments, but the flowrate was significantly higher suggests a potential error by the author in properly
reporting these results.
Finally, the measurements corresponding to the four sets of experiments performed by Blaise et al. [2008]
above rectangular plates (data set G) are in constant disagreement with theory. In fact, this disagreement
increases along with the aspect ratio of the rectangular plates. For instance, the centerline velocity above
the two plates with the largest aspect ratio (G1 and G2) remains constant at a maximum velocity for
some distance before decaying. Similarly, the centerline temperature decay for experiment GI is of the
order of z 1 , while that for G4 is closer to the expected Z-1/ 3 for a round plume. These trends suggest
that the plumes developing above this source behave as plane plumes above line source (where velocity
is constant with height, and where centerline temperature decays as z-1), and only become axisymmetric
far away from the source.
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3.5 Conclusions
The results presented in the previous sections provide important information regarding the development
of plumes, particularly before they can be considered fully developed.
Overall, the numerical results for plumes above disks of varying diameter and heat output (Ra = 9.5 x 102
to 7.1 x 1011) adequately replicated the experimental data for plumes above large heat sources (Ra =
1.2 x 103 to 2.5 x 1023) at all the stages of development. This includes the region close to the source,
when the plumes have not reached the stage of self-similarity, and where plume theory cannot be used
to predict the plume growth. Numerical and experimental results analyzed in this chapter suggest that
the plume's transition into the stage of self-similarity occurs between 2 and 3 diameters from the source,
which is consistent with previous reports.
It is found, however, that the plume's flowrate and inertial width cannot be predicted by classical plume
theory before approximately 20 diameters from the source. This suggests to some the need to use a
concept such as the virtual origin, which only has an effect as short distances from the source, to adjust
this predictions to the specific characteristics of the flow in early development.
It is important to note that the size heat sources that are common in typical room settings, such as people
or computers, is close to that of the largest disk analyzed. This means that the transition into self-
similarity and stage of full development are reached, according to these results and experimental data,
at distances of at least than three times the source diameter above the source itself. That means that the
plume generated above a sitting person will not be fully developed before around 1.5 m above the person,
or 2.5 m above the ground level. Understanding the flow entrained by developing buoyant plumes in a
room is essential to describe the thermal and airflow dynamics in a room. While there are no analytical
expressions to describe development stage of buoyant plumes, it is important to keep in mind that the
existing model may not be useful to describe buoyant plumes in rooms, unless their ceiling heights are
considerably higher than ordinary rooms.
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Chapter 4
Behavior of Buoyant Plumes in the Early
Development Stage
4.1 Introduction
The previous chapter outlined the basics of the theory of pure plumes, and the usefulness of CFD sim-
ulations to replicate the development of buoyant plumes. It was found that, while experimental data,
numerical data and the existing theory for pure plumes all predict the same behavior of a plume far away
from the source, there is a disagreement regarding the early development region of the plume, when it is
not yet self-similar.
To date, there is no analytical model to predict the physics of the early development stage of plumes. Two
possible explanations can be given for this fact: First, that in most real-life situations plumes are present
in fully developed form (in other words, the sources are very small compared to their environment), and
therefore there is no interest in understanding the early plume development; or second, that modeling the
early development of a pure plume can be very complex, usually involving a combination of laminar and
turbulent flows that are highly dependent on the source's geometry. Regardless of the reason, the fact is
that in typical rooms heat is usually convected into the air by means of buoyant plumes that emerge from
heat sources that are relatively large -large enough that the plume reaches the stage of full self-similarity
only very close to the ceiling. This creates a need to predict the physics of the early flow stages of
plumes.
This chapter first studies the method of the virtual origin model for the development of plumes close
to the source, with the goal of understanding its usefulness, and finding its value using experimental
and numerical results. Then, a simple method to predict the plume flowrate in early development more
accurate than the method of virtual origin is proposed. Finally, an expression to predict the initial increase
in centerline velocity with distance is presented, obtained using results from CFD simulations of plumes
above heated disks.
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4.2 Virtual Origin
4.2.1 Previous Work
Morton et al. [1956] were the first authors to suggest a solution for the dependence of early development
plume physics on source size. They suggested that plumes forming above large heat sources could be
modeled as self-similar plumes emerging from a virtual origin located at a distance zo below the top of
the physical source as seen in Fig. 4.1.
This hypothesis suggests modifying equations 3.23 to 3.26 to account for the additional distance to the
virtual origin, as follows:
Qz = kg Fol (z+ zo) (4.1)
b = kb (z+zo) (4.2)
Wm = k. Fo (z+ zo) (4.3)
2
AT.=kr 4 (z+zo 3 (4.4)
go3
Morton et al. suggested that based on the fact that the plume width evolves linearly with height, the
location of zo should correspond to the point at which the width of the plume becomes zero (by ex-
trapolation). Using geometrical identities, and assuming that both the plume's velocity and temperature
cross-sectional distributions follow a Gaussian profile since the plume leaves the source, the authors
estimated that the virtual origin should be located 2.1 diameters below the surface of the source. Their
measurements of plume width, using water experiments to generate plumes emerging from three different
nozzle sizes, agreed with this prediction.
Other authors have suggested alternative methods to find the location of the virtual origin, either by
expanding Morton et al.'s approach to model tall heat sources (e.g. Mundt [1996]), by extrapolating
experimental data for plume width (Nakagome and Hirata [1976], Bouzinaoui et al. [2007], Devienne
and Fontaine [2012]), or by finding the best fit between experimental results and the expressions for
flowrate [Zukowska et al., 2007] or velocity [Welling et al., 1998]. These authors, however, have focused
on finding a virtual origin that matches their experimental results, but have not compared their findings
to Morton et al.'s or anyone else's measurements. Moreover, in many cases the experimental data has
been fit to the theoretical expressions by finding not only the value of virtual origin that minimizes the
error, but also the coefficients ki used in equations 4.1 to 4.4. The resulting values of zo, therefore, are
highly dependent of the coefficient ki obtained, and cannot be compared across studies.
Popiolek et al. [1998] summarized the wide array of expressions that have been proposed to find the loca-
tion of the virtual origin, and stressed the need for a more widely validated method for such predictions.
Without addressing the dependence of the virtual origin on the size of the source, the authors proposed
an expression to find it that requires knowing at least one value for plume width at a height within the
fully developed region of the plume. This expression relies on the same assumption that the virtual origin
is located at the point where the plume width becomes zero.
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Figure 4.1 - Location of the virtual origin according to Morton et al. [19561.
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Figure 4.2 - Dependency of inertial and thermal virtual origin on Ra according to Boetcher and Sparrow [2007].
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Fontaine et al. [2006] and Boetcher and Sparrow [2007] argued that the location of the virtual origin
should not only depend on the source's diameter but also on its heat output. Fontaine et al. ran numerical
simulations of plumes above heated disks of varying diameter and surface temperature, and estimated the
location of the virtual origin by extrapolating the results for plume width. They found that the magnitude
of the virtual origin increases with disk diameter, and decreases with an increase in surface temperature.
The impact is larger at surface temperatures below 350'C. Interestingly, the authors' results indicate
large discrepancies between their numerical results and their proposed prediction using the obtained
virtual origin for the decay of centerline velocity and of centerline temperature. Boetcher and Sparrow
modeled the plume forming above a heated sphere for values of Rayleigh number (Ra) ranging from 105
to 9 x 109 . They used the concept of virtual origin to match their numerical results for plume centerline
velocity and temperature decays to the theoretical expressions. They suggested that the virtual origins
needed to predict the velocity and temperature decays are different from each other, and that both values
increase non-linearly with Ra, as shown in 4.2.
4.2.2 Finding the virtual origin using existing plume data
This section focuses on understanding the role of the virtual origin in predicting all of the flow parameters
that describe pure plumes, near the heat source. To do so, experimental data for plume growth above
heat sources of varying shape, size and heat output were summarized and compared to the the theoretical
expressions found in equations 3.22 to 3.26 with and without virtual origin. The summary also includes
the numerical results obtained for plumes above hot disks presented in the previous chapter.
The same experimental data used in Chapter 3 (Table 3.2), is studied in this chapter. Data sets D, G1
and G2 were excluded from the analysis, since the nature of the data did not correspond to that of a pure
plume (see Chapter 3 for a discussion regarding these data sets). The variation with height of five plume
parameters were compared across data sets, all in dimensionless form.
Dependence of virtual origin on source diameter and convective heat output
Results for the location of the virtual origin (in dimensionless form) for each case are shown in Figures
4.3a (inertial) and b (thermal). These values were obtained by running a linear regression of the velocity
and temperature plume widths and extrapolating the data to find the hypothetical location where the
width would become zero. Negative values indicate that the virtual origin would be located above the
heat source.
The mean value for the location of the virtual origin obtained from both experimental and numerical
results corresponds to 1.48 diameters D below the source (standard deviation of 0.69D). This mean
excludes the values of virtual origin obtained numerically and experimentally for sources smaller than
10cm, since a large variation is found for such sources (the location of the virtual origin ranges from
0.3D above to 18.2D below the surface of the source). This large variation is also found if the location of
the virtual origin is calculated only accounting for the plume width data points measured farthest from
the source (where the plume is most likely fully self-similar).
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Figure 4.3 - a: inertial virtual origin per case, b: thermal virtual origin per case
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4.2. VIRTUAL ORIGIN
Results for the thermal virtual origin have a larger spread than those for inertial, and, with the exception
of dataset A, vary in location from 0.4D above the source to ID below it. (Values for dataset A range
from 7D above the source to 1.7D below it, a variation that still exists if fewer data points farther from
the source are accounted for the calculation.)
Figures 4.4a and b compare the same values for inertial and thermal virtual origin, respectively, against
the corresponding Rayleigh (Ra) number for each plume. Due to a lack of information regarding surface
temperature for most experiments, Ra in this work was calculated using the convective heat output of each
source, which prevents a direct comparison of this data to Boetcher and Sparrow's numerical results. No
clear correlation is found between virtual origin and Rayleigh number.
Usefulness of virtual origin to predict the behavior of plumes in early stage
Figures 4.5 to 4.7 show a summary of the non-dimensionalized experimental results for centerline veloc-
ity, velocity plume width, centerline excess temperature, thermal plume width and flowrate, respectively,
plotted against dimensionless height (z/D). In all figures, a black dashed line indicates the theoretical
prediction (region of self-similarity) for each variable, and a black dash-dotted line represents the predic-
tion for each variable using the virtual origin method. A virtual origin of 1.48 (zo/D = 1.48) was used,
corresponding to the most common value for inertial virtual origin amongst the studied data sets.
Figure 4.5 left reveals a good agreement between the centerline velocity decay and what theory predicts
(dashed line) without the use of a virtual origin. Accounting for a virtual origin of 1.48 diameters (dot-
dashed line) does not improve the theoretical prediction for velocity decay. In fact, it leads to an under
prediction near the source for the majority of the cases. The under prediction is particularly important in
the region up to ten diameters from the source top. Beyond that height, the negative impact of accounting
for the virtual origin is reduced.
The theoretical prediction of decay in centerline temperature excess without and with the use of virtual
origin (Fig.4.5 right) show a very good agreement between theory and experiment, without the need to
use a virtual origin. Accounting for a virtual origin can lead to an under prediction of the plume's excess
temperature of up to 40% in the vicinity of the source (5D or less).
Figure 4.6 compares the effect of using the concept of virtual origin to predict the inertial and thermal
plume widths (left and right, respectively). Using a virtual origin of 1.48D to predict the lateral grow of
the velocity profile of a plume proves particularly useful for experiments being conducted in the range
below ten diameters from the source. This is an expected result, since the value for virtual origin was
obtained by extrapolating the data for inertial plume width. On the other hand, using the concept of
virtual origin to predict thermal plume width does not prove to be useful. This is also an expected result,
since it was found that the inertial and thermal virtual origins of each plume were not correlated. In fact,
similar to that of the centerline temperature decay, the estimation of thermal plume width is very accurate
if no virtual origin is accounted for. Accounting for a virtual origin can lead to an over estimation of about
30% of the thermal plume width close to the source (about 3D) and 10% up to five diameters.
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4.2. VIRTUAL ORIGIN
Finally, Figure 4.7 addresses the usefulness of the virtual origin method to replicate experimental data
for a plume's volumetric flowrate. Results indicate that accounting for a virtual origin of 1.48 diameters
has a positive impact on the accuracy of flowrate prediction. Failing to account for a virtual origin can
lead to a under estimation of the plume flow by up to 50% at one diameter from the source, and of about
10% up to 10 diameters distance. It is important to note, however, that the virtual origin method fails to
predict the flowrate of the CFD simulations and data sets Al-A7 close to the source. This disagreement
will be addressed in the next section.
4.2.3 Discussion
The goal of this section was to gains a better understanding of the concept of virtual origin, the calculation
of its location, and its usefulness in predicting more accurately the development of a plume in the vicinity
of the heat source.
The inertial virtual origin obtained by extrapolating the experimental data for plume width seems to be
close to one hydraulic diameter for most of the sources, regardless of their height. An exception is found
with for dataset A obtained by Kofoed [1991] for a small tube, where the virtual origin predictions vary
over a large range, up to 18 diameters. The high variation in centerline velocity for this data set, which
is not as apparent for other data sets obtained by the same author, suggests a certain degree of difficulty
to obtain accurate velocity and temperature profile measurements for such a small source.
Plume theory suggests that the thermal width should be X times the inertial plume width; hence, it would
be expected that the inertial and thermal virtual origins become zero at the same location. However, the
consistency found for the location of the inertial virtual origin as a function of source diameter does not
apply to the location of the thermal virtual origin. Dataset A aside, the range of values for the thermal
virtual origin is still quite large, and does not seem to depend on parameters such as source height or
shape either. A possible explanation for this high variability in the data might be found on the difficulty
to measure small temperature differences to form a temperature profile. The location of the virtual origin
is highly dependent on the slope of the linear regression corresponding to all the plume width data, and
systematic errors on predicting the correct Gaussian profile due to high variability in the measurements
can make the correct prediction of the thermal virtual origin challenging.
Contrary to Boetcher and Sparrow [2007], no relationship between virtual origin, inertial or thermal,
with Rayleigh number was found. This indicates that the location of the virtual origin does not depend
on heat output or surface temperature.
In terms of the usefulness of the concept of virtual origin to predict the plume parameters near the source
(up to 10 diameters), it is found that only the estimation errors for inertial plume width are reduced with
the use of a virtual origin of 1.48 diameters. While the prediction of flowrate is somewhat improved by
using the concept of virtual origin, it appears as though the initial dimensionless flowrate above sources
such as the numerical hot disks and dataset A was different for each case. The method of the virtual
origin does not account for such variation. Beyond ten diameters, the use of the virtual origin does not
have a significant effect on the accuracy of the predictions.
Accounting for the virtual origin to predict the evolution of other parameters such as centerline velocity,
centerline temperature and thermal plume width near the heat source has a negative effect on the esti-
mation error. These variables may be accurately predicted in the region of fully developed flow using
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Figure 4.8 - Dependence of dimensionless initial flowrate on source diameter for the thirteen numerical simula-
tions of plumes above disks. A solid black line indicates the fit described by Eq. 4.9 relating both quantities.
the classical theory of pure plumes without a virtual origin. This finding is particularly striking when
comparing the effect of virtual origin on inertial and thermal plume widths, since it suggests that the
constant X that relates both widths increases is not constant during the plume's development stages.
It is important to note that, of the experimental data, the only variables measured directly are the velocity
and temperature profiles at various heights. The plume widths and the flowrate are a result of assuming
a Gaussian distribution for both measurements. If for some reason, the profiles in reality were far from
having a bell shape, the the estimation of plume width (and hence flowrate) becomes meaningless. Look-
ing at the results for centerline temperature and velocity decay, it is clear that the measurement for most
data sets began at heights where the plume was not fully self-similar, and both velocity and temperature
were not decaying at rates of z- 1/ 3 and z-5/ 3 , respectively. While the velocity and temperature profiles
can have a Gaussian shape before the plume reaches full self-similarity, a lack of information regarding
this profiles suggests that the values of inertial and thermal plume widths (and hence flowrate) at those
heights may not necessarily represent reality.
4.3 Volumetric flowrate in early plume development
This section present an alternative method to predict the volumetric flowrate in early plume development.
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4.3.1 Proposed method
In the previous section it was found that the concept of virtual origin fails to predict the volumetric
flowrate during the early development of some plumes. In particular, the virtual origin predicts a dimen-
sionless initial flowrate that is the same for all cases, while numerical and experimental results suggest
that this is not the case.
Consequently, a new solution to predict the flowrate in dimensionless form, Qz is proposed in Equation
4.5, where the term Qo corresponds to the initial dimensionless flowrate.
Qz = Qo + (z/D)5 /3  (4.5)
Qo = Q, - (zi/D)513  (4.6)
where the dimensionless flowrate is defined as Qi Qi/ (D 5F .
The initial flowrate corresponds to the flow of air in a plume as it leaves the heat source. This flowrate
corresponds to the amount of flow entrained along the walls of the heat source and would be expected to
be highly dependent on the shape of the source. This flowrate can be obtained using Eq. 4.6 if any value
of flowrate (Q1) at a distance close to the source (zi /D) is known from measurements or calculations. As
will be seen in Chapter 5 this method can be used to predict the flowrate for human plumes.
Equations 4.7 and 4.8 can alternatively be written in dimensional form as follows:
= Qo +kQ Fjz 5/ 3  (4.7)
Qo = Q1 -kQF3z5/ 3  (4.8)
For the specific case of plumes above hot disks, the initial dimensionless flowrate for the numerical
results for plumes above hot disks is found to depend on the disk's diameter, as shown in Figure 4.8. The
relationship corresponds to:
Qo = 0.2255D-1. 623  (4.9)
where the diameter D must be in meters.
Figure 4.9 presents the calculated flowrate of the plumes above two of the disks modeled using CFD
(solid red line: 10cm diameter and 10W, solid cian line: 50cm diameter and 90W). These calculations
are compared against the proposed flowrate calculation (pink and blue dot-dashed lines) against the
predictions using the virtual origin method (black dot-dashed line) and the prediction for flowrate for the
region of self-similarity (black dashes line). The proposed method can estimate the volumetric flowrate
within less than 5% error, whereas the virtual origin prediction can lead to an underestimation error of
several orders of magnitude close to the source.
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4.3.2 Discussion
The proposed method to predict the flowrate close to a source is equally simple in form as that of the
virtual origin but proves to be considerably more accurate. Moreover, it is a method where the concept
of initial flowrate has a physical meaning, and can be estimated in several ways. This is not the case with
the method of virtual origin, where the logic behind its location relies on the flawed assumption that a
pure plume is fully self-similar as it detaches from the heat source.
The proposed solution relies on knowing the value of the plume's flowrate at some height close to the
source, before it reaches the stage of self-similarity. This value can be obtained in two ways. On one
hand, this value can come from existing experimental data for the plume above an object with similar
size and convective heat output as that of the plume being studied. For example, in order to predict the
flowrate of the plume emerging from a human being, experimental results previously obtained by authors
studying the development of human plumes (some of which can be found in the following chapter) could
be used. Alternatively, this initial flowrate could also be obtained by using expressions describing the
development of the thermal and inertial boundary layers along the source's walls. This method would
require to know whether the convective flow is laminar or turbulent as is evolves in the vicinity of the
source, and use the corresponding expressions to predict the boundary layer properties.
The results corresponding to the plumes above heated disks suggest that there might be a general way to
estimate the initial flowrate of plumes above various geometries based on a significant length scale for
the source (the diameter, for the case of the disks) and its convective heat output. More research should
be done in this area to find the adequate significant lengthscales that could be used to predict the initial
flowrate of plumes above sources of various geometries.
4.4 Centerline velocity in early plume development
None of the methods proposed so far can be used to predict the behavior of centerline velocity during the
early stages for plume development. This is partly due to the fact that velocity does not decay constantly
with height: instead, it first increases from zero to a maximum value at a transitional height, and then
decays as predicted by plume theory.
The goal of this section is to provide a simple expression to predict the value of centerline velocity during
early plume development.
4.4.1 Proposed method
The data obtained from the CFD simulations of plumes above hot disks presented in Chapter 3 was used
to find an appropriate expression for early plume development centerline velocity. As can be seen in
Fig. 4.10, while the centerline velocity is the same for all cases a large distances from the source, the
peak dimensionless centerline velocity is not. In fact, the maximum velocity is higher with larger disk
diameter and higher heat output increase(Fig. 4.11). This dependency is described in Eq. 4.10, where
for simplicity the dimensionless value of vertical velocity (win (D/Fo) 1/3) indicated as '
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4.4. CENTERLINE VELOCITY IN EARLY PLUME DEVELOPMENT
W - (D, Fo) = 1.775 + 0.97D1.02 + 0.69Foo.13  (4.10)
The units for the diameter D and the buoyancy flux F0 must be m and m4 /s 3 , respectively.
At the origin of the plume the air accelerates rapidly as it leaves the top surface of the heat source, driven
by high buoyancy forces. The centerline velocity keeps increasing, until enough ambient air is entrained
into the plume that the plume's cross section begins increasing at a faster rate. The centerline velocity
reaches a peak velocity, and begins to decay as predicted by plume theory. This rapid velocity increase
and slow decrease to a maximum value w,,, can be described by an equation of the form:
WmI Wmax (I - eA(z/D)) (4.11)
The value for the constant A corresponding to the best fit for the numerical data of plumes above disks is
-2.89. Centerline velocity can therefore be described as:
Wm = (1.775+0.97D'. 02 +0.17FOo 13 ) (1 _ e-2.89 (z/D)) for z/D < (z/D)crit0 (4.12)
Wm2 = kw (z/D) -/ 3  for z/D > (z/D)crit
where wml ((z/D)crit) = Wm2 ((z/D)crit). Due to the nonlinearity of the system of two equations, this
location cannot be calculated analytically.
Fig. 4.12 provides a comparison of the centerline for the cases of a disk with 10cm diameter and 30W
heat output and 50cm diameter and 90W heat output with the prediction by Eq.4.12. The R 2 values
between the data and the predicted curves up to the location of wm,, for each case is presented in Table
4.1.
Results indicate that the proposed model is in good agreement with the numerical data.
4.4.2 Discussion
A model to predict the increase in centerline velocity of the air in a pure plume during early development
stages has been proposed. This model was obtained using the data from the CFD simulations above hot
disks presented in the previous chapter. It consists of two parts: the prediction of the peak centerline
velocity, and the approximation of a curve that replicates the fast initial air acceleration and it slow
deceleration until reaching that peak velocity.
It is found that the peak dimensionless centerline velocity is larger for plumes of large heat sources,
or source with higher buoyancy fluxes. In fact, the centerline velocity is relatively larger for large
sources/heat loads throughout the plume development stage. While this difference would be almost
imperceptible when plotted in a linear scale, these results shed some light on the added complexity of
the physics of early plume development. To model this stage analytically, additional factors other than
those that are typically accounted for in plume theory (i.e., D, Fo) should be considered.
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Table 4.1 - R2 values for the proposed fit, per CFD case.
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Figure 4.12 - Proposed expression for early development plume centerline velocity increase (red and blue dotted
lines) compared with matching solid colored lines to CFD results for a small disk (D=0. Im) with 30W heat output
(red) and a large disk (D=0. Im) with 90W heat output. A dashed black line represent the prediction for centerline
velocity decay by the classical theory of plumes, for a plume in a fully self-similar stage.
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Case D (m) qconv (W) R2
1 0.1 10 0.998
2 0.1 20 1.000
3 0.1 30 0.999
4 0.3 10 0.993
5 0.3 20 0.991
6 0.3 30 0.990
7 0.3 60 0.989
8 0.3 90 0.987
9 0.5 10 0.993
10 0.5 20 0.992
11 0.5 30 0.991
12 0.5 60 0.990
13 0.5 90 0.989
- - - w = k (z/D)-' 3
wml(D=0.1m, q=30W)
. - . W1 (D=0.5m, q=90W)
DO.1m 30W
DO.5m 90W
I I I . . I . .
4.5. CONCLUSIONS
While the proposed fit does not replicate in detail this excess in centerline velocity for the larger and
hotter disks at very small distances from the source, the error, remains very small, with R2 equal or
higher to 0.98 for all predictions.
This is a method that is particularly relevant to model plumes above large heat sources growing in con-
fined environments, where the location of the zone of self similarity may be close or beyond the bound-
aries of the space.
This is a modest first attempt to predict the value of centerline velocity that could ideally be expanded
and refined with experimental measurements.
4.5 Conclusions
The goal of this chapter was to provide some guidelines to predict different physical parameters of pure
plumes before they reach the stage of self similarity.
It was found that centerline temperature decay and thermal plume width close to the heat source can be
predicted with an acceptable degree of accuracy using the equations provided by plume theory.
On the other hand, the method of the virtual origin is only useful to predict the value of inertial plume.
Using a virtual origin to predict centerline temperature, thermal plume width or centerline velocity is not
recommended.
While the exact parameters affecting the distance to the virtual origin remain unknown, it was found
that for sources with a hydraulic diameter larger than 10cm it is safe to assume a virtual origin located
1.48 diameters below the source. This result, validated using an extensive set of experimental data from
several authors, is in disagreement with previous predictions suggesting that the distance to the virtual
origin is equal to 2.1 diameters.
The method of the virtual origin to predict the volumetric flowrate of developing plumes does not prove
to successfully replicate the flowrate for the range of cases studied.
A proposed expression, based on defining the initial plume flowrate, proves to be significantly more
accurate than the virtual origin method.
Finally, an empirical model is proposed to predict the value of centerline velocity above large sources.
This model depends on the size of the source and its heat output, and is only valid for the region of
centerline velocity increase.
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Chapter 5
Human Plumes
5.1 Introduction
The heat transfer from humans into the surroundings has been widely studied. Highly advanced thermal
manikins have been developed, both physically and numerically, to emulate the heat transfer of a real
human being to its surroundings. These manikins have proven very useful to have a better understanding
of the human body, and shed some insight on the effects of the room surroundings on thermal comfort.
Unfortunately, when it comes to modeling airflow in rooms with several occupants, the use of complex
manikins becomes less practical: real thermal manikins are expensive to build, and numerical manikins
can be computationally very time-consuming. As a consequence, studies aimed at understanding the
effects of several occupants on room airflow will tend to use simplified (and sometimes oversimplified)
human geometries, such as rectangular boxes or cylinders. In rooms where buoyancy is the dominant
flow driving factor (i.e., where the momentum of the inlet jet velocity is very small compared to that of
the plumes in the space), it is the plume development that will define the amount of thermal stratification
in the room. Hence, being able to accurately replicate these buoyant plumes is essential.
In general, the level of simplification required for a humanoid geometry to replicate the heat transfer and
buoyant flow from a human into the environment depends on the physical scale of the study: If the plume
is being modeled in a room whose height is significantly larger than the distance required for the plume
to reach the stage of self-similarity, then any geometry of approximate human dimensions could be used
as a heat source; however, if the distance between the occupants and the room ceiling is comparable
to the plume's transition height, then the geometry of the human shape becomes critical to the accurate
modeling of the airflow in such room. Because most office and residential spaces fall within the second
category it is important to find a geometry that will best represent a human plume during its development
region.
This chapter provides a study of the development of buoyant plumes above different numerical humanoid
geometries with different levels of complexity, as well as a comparison of the development of these
plumes during their transition to self-similarity to that of real human plumes. The main goal is to find a
simple geometry, or geometrical guidelines, that would be easy to replicate to model flow in rooms for
architectural/design purposes; in other words, a geometry that consumes less computational and setup
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time but still provides accurate results.
5.2 Study of human plumes
5.2.1 Buoyant plumes
Heat sources are key elements in room ventilation. The convective flow of the buoyant plumes generated
above heat sources is critical to the final flow patterns and air thermal properties of a room. Therefore, it
is critical to understand the main parameters that define these plumes, in order to replicate their effects
appropriately in experimental settings.
Buoyant plumes develop into two main stages. Close to the source, the plume has a zone of flow es-
tablishment. In this zone, the air in contact with the hot (or cold) surface is accelerated upwards (or
downwards) by buoyancy forces, until it begins to exhibit perturbations and break up into turbulent ed-
dies. These eddies lead to an entrainment of the surrounding still air, causing an increase of the plum's
flow rate and cross-sectional area, and a reduction of the plume's average velocity. Once the plume's
centerline velocity starts decaying, the plume slowly reaches a zone of full development. For plumes
growing in non-stratified environments, the zone of full development is also called the "self-similarity"
region, because the dimensionless cross-sectional profiles of velocity, temperature and concentration ex-
hibit a similar Gaussian shape at all heights. While the physics of the flow establishment zone are highly
dependent on the geometry of the source and are not trivial to model, the zone of self-similarity can be
described with the well-established theory of pure plumes. This theory predicts a decay in centerline
velocity proportional to the distance from the source to the power of -1/3.
The transition point into the stage of full development of a plume depends on the balance between
buoyancy and viscous forces along the plume, indicated by the local Grashof number. A plume is said to
be fully developed when Grlocai is greater than 5 x 109 [Chen and Rodi, 1980], using the distance to the
source as a length scale.
Experimental and numerical data suggests that buoyant plumes above humans reach a state of self-
similarity about one meter above the person's head if the temperature of the surroundings is uniform. If
the ambient air is thermally stratified, then this transition will occur closer to the source.
5.2.2 Experimental studies
Mierzwinski [1980] was one of the first to try to understand the development of human plumes, with
the goal of measuring the convective heat output of humans. He measured the velocity and temperature
profiles above standing and sitting living humans in a stratified environment, as well as the decay with
height of these parameters along the centerline. He found that the centerline velocity of human plumes
reached a maximum at about 0.4 m above the subject's head, and that the plume could be considered self-
similar at about 0.6 m beyond the head. With a similar experimental setup, Hyldgaard [1998] studied
the heat output of a sitting and standing thermal manikin, in order to quantify both the convective and
radiative contributions of humans. He found that the maximum centerline velocity for a manikin emitting
90 W in an almost isothermal environment occurred at about 1 m above the head. His results suggest that
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human plumes reach a stage of self-similarity about 2 m above the head. Craven and Settles [2006] used
particle image velocimetry to measure the flow (centerline velocity and velocity profile) above a standing
human in a stratified environment, which they later compared to numerical simulations of a simplified
human geometry. They located the point of maximum centerline velocity 0.4 m above the subject's head.
Borges et al. [2002] were the first to our knowledge to compare the plume above a sitting real human, a
sitting thermal manikin and a heated cylinder with a flat top. They analyzed the temperature and velocity
profiles of the plumes above the sources, as well as the centerline velocity and temperature decays. Their
results indicate that the plume above the thermal manikin and that above the human are very similar
compared to each other, and quite different compared to the plume above the cylinder. Additionally, the
authors found that the plume's centerline velocity and temperature decays do not follow the theoretical
decay up to 1 m above the top of any of the sources.
Finally, Zukowska et al. [2007] studied the plume development above a sitting thermal manikin, and
compared it to that of simpler geometries: a dummy (simplified sitting figure), a flat top cylinder and
a rectangular box. They measured the cross-sectional profiles for velocity and temperature, and used
them to calculate the plumes' temperature and velocity profile widths, as well as enthalpy, volumetric,
buoyancy and momentum fluxes at 0.7 m above each geometry, assuming the cross-sectional profiles
could be represented by Gaussian curves. Their results indicate that that the dummy can be successfully
used to simulate the plume above a sitting thermal manikin, while the plumes above the cylinder and the
rectangular box have similar the enthalpy and buoyancy fluxes as the thermal manikin and the dummy,
they do not do a good job at replicating the plume's width nor its asymmetry. As a continuation of this
work, Zukowska et al. [2012] studied the plume above a manikin sitting with different clothing and hair
levels, sitting in various chair types, as well as sitting in front of a desk. They found that higher thermal
insulation levels lead to weaker plumes, that loose clothing causes wider plumes, and that bald manikins
lose less convective heat than their haired counterparts. With respect to the presence of a desk, their
results indicate that while the convective heat transported in the three plumes is very similar, entrained
flowrate is about 20% higher for a manikin tightly seated at a desk than that of a manikin without a desk,
or 10 cm away from it.
5.2.3 Numerical studies
There are several studies focused on modeling humanoid geometries in computational fluid dynamics.
Most of them focus on replicating the heat transfer processes from the human body to the surroundings,
in order to have a deep understanding of human sensible and latent heat losses.
Murakami et al. [1996] introduced a thermal manikin representing a somewhat simplified shape of a
standing human, with the intention of measuring the heat transfer coefficient in different parts of the
human body. They performed a simulation with a constant heat output from the manikin surface and a
non-linear ambient stratification, finding results for centerline velocity with a maximum at about 0.7 m
above the head.
In an attempt to find a simple geometry that represents a human body appropriately, Deevy [2006] com-
pared the simulations of flow above a heated cylinder, a "simple" human shape (arms and torso lumped
into a large volume) and a "complex" human shape (replica of a real thermal manikin) in a small room
with a thermal gradient of 1C/m. The boundary condition for the human surface was a convective heat
85
CHAPTER 5. HUMAN PLUMES
flux of 38 W. He compared his results to experimental data of flow above a thermal manikin, ranging
from 0 to 0.2 m above the manikin's head (hence, not capturing the point of maximum centerline veloc-
ity). His numerical results showed considerable discrepancies between the velocities above the cylinder
and the two manikins (which matched fairly well the experimental data). While the flow above the cylin-
der reached a similar maximum velocity as the manikins and the data (0.22 m/s), the location of this
peak was considerably higher up (0.5 m above the head) than the other results (0.3 m). This led him to
conclude that a cylinder does not represent the flow above a human accurately enough.
Craven and Settles [2006], proposed a simpler geometry than Deevy's "simple" human which would be
able to reproduce the velocity profiles for the saggital plane (the human plane of symmetry) and frontal
plane (the one that cuts a human along its shoulders) of a real standing human. This geometry consisted
of a tall shape of elliptical horizontal cross-section representing the human's body, smoothly attached
to a round top cylinder (of the same diameter as the ellipse's minor axis) representing the head. An
image of this geometry can be found in the last column of Table 5.1. Their numerical results are in
good agreement with their experimental results (mentioned in section 5.2.2), with an underestimation in
centerline velocity of up to 20%. The geometry used by Craven and Settles is the simplest geometry
that has so far been matched to experimental data. Still, this geometry is not simple enough to be easily
replicated in computational or experimental settings, which may deter engineers and designers from
using it on a regular basis.
5.3 Simulations
The convective flow above a diverse set of simple human-like geometries was studied, using CFD, in a
uniform and a stratified environment. The results published by Craven and Settles were used to analyze
and compare the centerline velocity decay above our proposed standing human geometries in both envi-
ronments. These results are also compared to those obtained by Zukowska et al. for sitting humans in a
uniform environment.
5.3.1 Human geometries
Six different geometries were created (Table 5.1). The first three geometries, a box of square cross sec-
tion, a box of rectangular cross section, and a long cylinder, are similar to the shapes that are commonly
used by engineers and designers to simulate humans in computational o experimental settings. Two more
geometries, a long and a short cylinder with round top, portray simple modifications to the popular cylin-
drical shape. Finally, a humanoid, identical to that of C&S, was modeled for comparison purposes with
existing data.
The surface of all these figures was kept constant and equal to 2.2 m2 . All the geometries were modeled
at the center of a round room of 10 m diameter and 6 m height.
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Name Square Box Rectangular Tall Flat Tall Round Short Round Humaniod (C& S)
Box Cylinder Cylinder Cylinder
Geometry -- _-
Description Box of square Box of rectan- Tall cylinder Tall cylinder Short cylinder Elliptical body and
section gular section with hemi- with hemi- cylindrical head (with
spherical spherical rounded edges)
top top
Dimensions L: 0.4 L:0.5 D: 0.4 D: 0.4 D: 0.62 Ellipse:
(m) W: 0.4 W: 0.2 H: 1.65 H: 1.75 H: 1.13 MA: 0.58, mA: 0.23
H: 1.275 H: 1.5 H: 1.44
Head:
D: 0.23, H: 0.23
(Edges: R: 0.06)
Total body: H: 1.73
Table 5.1 - Six analyzed geometries
5.3.2 Boundary conditions
To save computational time, only one fourth of the room was simulated, using planes of symmetry as
boundary conditions (Figure 5.1, left). The results using symmetry planes closely matched results of a
full room simulation. Simulations were run in transient mode, a common practice when dealing with
convective flows.
Because both environments were aimed at replicating the experimental and numerical conditions of
C&S's experiments, the surface temperature of all geometries was 26.6'C. The surrounding wall and
floor were modeled as adiabatic walls.
Radiative heat transfer was not modeled.
Uniform environment
In the case of a uniform environment, the ceiling of the room was modeled as a pressure outlet with
an ambient backflow temperature of 21.3'C. This temperature had only a small effect on the plume
development, very close to the outlet. Modeling the room with a ceiling as a pressure outlet boundary
condition rather than a room with a side inlet at the bottom of the room and an exhaust at the top of
the room (as Craven and Settles [2006]) allows the plume to grow infinitely and guarantees a uniform
environment, without the need to regulate an inlet flowrate that prevents stratification.
The simulation was stopped once the average temperature across the ceiling boundary stabilized at a
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Ceiling:
-Uniform environment: Pressure outlet
-Stratified environment: Adiabatic wall
Symmetry planes
Walls, floor:
-Adiabatic walls
Heat source:
-Constant temperature (26.6-C)
Figure 5.1 - Left: The simulation environment was a room of 10 m diameter and 6 m high, with the human
geometry at the center, on the floor. For computational purposes, only one fourth of the room was modeled, using
planes of symmetry. Right: Example of mesh fineness: mesh around the tall round top cylinder.
constant value (<0.001*C variation).
Stratified environment
To simulate a stratified environment, the ceiling was modeled as an adiabatic wall, and the air inside the
room was initialized according to the following linear expression:
T(z) = 20.35+ Cz
where T is the temperature (*C) of the air at a given height above the ground floor, z (m). C is equal to
0.660 C/m and represents a thermal gradient matching that measured by C&S in the experimental room.
The simulation was stopped once the average air velocity at 2.5 m and 3.5 m above the ground became
stable (variation <0.001 m/s), and before the convective heat of the plume affected the imposed temper-
ature gradient. This last condition was measured by ensuring that the difference between the temperature
along a vertical line located at 1 m from the centerline and the original temperature gradient did not differ
by more than 0.01'C at any point.
5.3.3 Mesh
On each simulation the total cell-count for each of the simulations was around 1.5 million. For all
geometries, the closest node to the surface was at 5 mm distance (Figure 5.1, right) (guaranteed by the
use of a boundary layer mesh). This is a necessary condition to appropriately account for the effects of
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Figure 5.2-- From left to right: Rectangular box, cylinder and dummy, used by Zukowska et al. [2007] and clothed
manikin used by Zukowska et al. [2012] to model plumes above sitting humans.
laminar boundary layer flows close to heat sources or sinks where natural convection is present [Awbi,
1998]. The average y+ values for all surfaces remained below 5. The mesh was designed so that it was
finer around the geometry and the room's axis of symmetry guaranteed, and coarser away from these
boundaries, in order to obtain an accurate calculation without incurring into excessive computational
times.
5.3.4 'Ihrbulence
The simulation used the k-E RNG turbulence model, commonly used for flow in rooms, with enhanced
thermal wall treatment.
5.3.5 Details of experimental/numerical setups
Craven and Settles [2006] (from now on abbreviated as C&S) performed numerical and experimental
studies to measure the centerline velocity of a plume above a standing manikin. In the CFD study, a
the plume above humanoid geometry (Table 5.1) was modeled in a uniform (21.3*C) and a stratified
(0.66*C/m) environment. The humanoid was placed in a cylindrical room (R: 5m, H: 3.25 m), of which
only one fourth was modeled, using symmetry boundary conditions. The humanoid had a constant sur-
face temperature of 26.6*C. In the uniform environment simulation the inlet and exhaust were modeled
as pressure outlets, and were located at the bottom and top of the room's wall, respectively. For the
stratified environment simulation, no inlet or outlet were used, and the room wall acted as a heat sink to
match the heat output from the humanoid. The mesh used for these simulations had 106 elements, and
y+ values at cells neighboring the human surface of 2.5.
Experimentally, the authors used Particle Imaging Velocimetry (PIV) with theatrical fog to measure the
velocity above a standing real human being. The subject's clothing insulation was of the level of 0.3
clo, and he wore a head mask. Velocity profiles were measured along the coronal (frontal) and saggital
planes of the human.
Zukowska et al. [2007] and Zukowska et al. [2012] (from now on abbreviated as Z&Z) measured the
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evolution of plumes above several human geometries. In 2007 they published the results of their studies
on the flow above a cylinder (D: 0.4 m, H: 1.1 m) and a rectangular box (L: 0.4 m, W: 0.25 m, H: 1.1 m),
both heated with a 25 W light bulb, as well as a "dummy" (built of simple duct parts with a cylindrical
head, a trunk and legs) heated internally with six bulbs of different power. The results of these three
experiments will be compared to the numerical results of this work (Figure 5.2). They also studied the
plume above a nude manikin, results which will not be discussed in this chapter. Their 2012 paper studied
the impact of thermal insulation and looseness of clothing, and different chair types on the plume above
a sitting manikin. They also studied the difference between the plume above a manikin sitting in front of
a desk.
The numerical results of the current study were compared to three of Z&Z' configurations: a manikin
sitting on a computer chair (0.94 clo), as seen in Figure 5.2, and the same manikin sitting at 10 cm from
a desk (torso to desk separation) and 0 cm from the desk. The surface temperature from the manikin was
regulated to guarantee the skin temperature of an average person in a state of thermal comfort (based on
Fanger [1972]'s model) when exposed to the same environment, resulting on different heat outputs for
different configurations. The dimensions of the desk were L: 1.3 m, W: 0.83 m, H: 0.72 m.
The measurement method for all the plume studied by Z&Z was the same. Velocity and temperature
were measured at 0.7 m above the source's height using 16 omnidirectional speed sensors and 17 ther-
mocouples along a measuring arm placed parallel to the source's symmetry axis and moved from left to
right, in 0.1 m steps. The ambient temperature gradient measured was 0.07'C/m. Results were corrected
for plume axis wandering, and the mean air speed measurements were converted into mean air velocity
values using the Approximate Distributions Integration Method described in Zukowska et al. [2010].
5.4 Results
The results of the simulations presented in this section are compared to different data sets found in
literature. Data for centerline velocity in both a uniform and stratified environment are compared to
the numerical and experimental results for plumes above a standing human obtained by [Craven and
Settles, 2006]. Variables such as flowrate, enthalpy flux and plume widths for simulations in a uniform
environment are compared to the data of plumes above a box of rectangular cross section, a cylinder and
a sitting dummy provided by Zukowska et al. [2007], as well as experimental results for plumes above
the sitting manikins with and without a desk by Zukowska et al. [2012].
The heat output for each of the geometries, in a uniform and stratified environment, are shown in Table
5.2.
The flowrate and enthalpy flux were calculated by integrating numerically the velocity and excess tem-
perature profiles at 19 different heights (from 0.1 m to 4 m for a uniform environment and from 0.1 m
to 2 m for a stratified environment from the top of the source), assuming that circular cross-sections for
all plumes except those corresponding to the rectangular box and the humanoid, where elliptical cross-
sections were assumed (Eqs. 5.1 and 5.2). The cross-sectional profiles were only obtained up to 4 m
above the source to avoid including any secondary flow effects due to a proximity to the outlet.
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Table 5.2 - Summary of heat output for each geometry, in a uniform and linearly stratified environment
Geometry Heat output (W)
Uniform Stratified
Square Box 26.44 30.79
Rectangular Box 26.64 30.69
Tall Flat Cylinder 26.98 29.90
Tall Round Cylinder 26.62 30.62
Short Round Cylinder 26.40 31.38
Humaniod 27.70 31.61
QZ =27r wz r Ar (5.1)
0
Ez =2xrpC, (ATwz) r Ar (5.2)
0
b, = V(5.3)
b7 = E (5.4)
The inertial and thermal plume widths were estimated using Equations 5.3 and 5.4. These calculations
assume a that the cross-sectional profiles of velocity and excess temperature followed a Gaussian profile.
The plume widths for the plume above the rectangular box and the humanoid therefore represent equiv-
alent widths, if they had a circular cross-sections. Caution must be used when interpreting the values of
these widths at heights very close the the heat source, where the profiles are not necessarily Gaussian.
5.4.1 Environment with uniform temperature
Figure 5.3 presents, from top to bottom, and from left to right, the results for centerline velocity, cen-
terline excess temperature, inertial plume width, thermal plume width, volumetric flowrate and enthalpy
flux for all the cases studied, in an environment of uniform temperature. Dashes and solid colored lines
correspond to results above flat top and round top geometries, respectively. A dashed black line indicates
the theoretical prediction for each plume, according to equations 3.24 to 3.26. The black dashed line in
the flowrate plot corresponds to the volumetric air flowrate predicted by the method proposed in Chapter
4 (Eq. 4.7). These numerical results are compared to those obtained by C&S for centerline veelocity
(black circles), and to the experimental results found by Zukowska et al. [2007] and Zukowska et al.
[2012], described in the previous section, for all the variables.
Figure 5.3 presents the velocity and temperature contours for each of the cases, to facilitate the under-
standing of the plume development.
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Figure 5.3 - From top to bottom, from left to right Change with height of centerline velocity and excess temper-
ature, flowrate, enthalpy flux, and inertial and thermal plume widths above the studied geometries in a uniform
environment. Data are compared to experimental results (grey markers) by Zukowska et al. [2007]. Dashed black
lines represent the predictions of each variable according to classical plume theory (see Eqs. 3.24 to 3.26). The
black dashed line in the flowrate plot represents the proposed expression described in Chapter 4 (Eq. 4.7).
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Figure 5.4 - Contours of temperature and velocity (left and right of each figure, respectively) for the plume
development above a heated square box, rectangular box, tall flat top cylinder, tall round top cylinder, short round
top cylinder and a humanoidfrom top to bottom, from left to right, respectively in a uniform environment.
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Centerline velocity and excess temperature
The plumes originating from all round top geometries (cylinders and humanoid) reach a maximum cen-
terline velocity at the same height above the source (around 1.6 m), while the flat top geometries (two
boxes and a cylinder) reach such point at about 2 m above the geometry. While the heat output is roughly
the same for all geometries, the maximum centerline velocity is the highest for the round top cylinders
(-0.3 m/s), and the lowest for the flat top geometries (0.27 m/s). A slight discrepancy in the centerline
velocity results between this thesis' simulation for a humanoid and that of C&S, is probably due to the
mesh size, of which C&S's simulation had about half as many elements.
Z&Z's measurements indicate that the centerline velocity at 0.7 m from the source is highest for the
dummy, the real cylinder, and real rectangular box. The centerline velocities above the sitting manikins
with and without a desk range between 0.17 and 0.21 m/s. Since no measurements at other heights were
made by the authors, it is impossible to know how these measured velocities compare to the maximum
values reached by plume.
Within 1 m from the source, the centerline excess temperature is up to 1 C lower for the flat top geome-
tries than for round top shapes. Beyond 3 m from the source the centerline temperature is the same for all
geometries. The excess temperatures found by Z&Z above the box and cylinder are in excellent agree-
ment with the numerical results. This is not the case for the experimental measurements corresponding
to the dummy and the sitting manikin (with and without desk) which are from 0.4'C to 0.7*C lower than
the numerical results.
A dashed black line indicates the theoretical decay trend of z-1/ 3 and z- 5/ 3 in centerline velocity and
excess temperature, respectively, according to the classical theory of pure fully self-similar plumes de-
scribed in Chapter 3. The theoretical results correspond to a heat output of 27.7 W, matching the heat
output of the humanoid. Results show that beyond 4 m above all geometries, the value of the numerical
results and theoretical predictions align. This is suggests that 4 m is the beginning of the region of self
similarity, where velocity and temperature decays depend purely on the heat output of the source and the
distance from it.
Volumetric flowrate and enthalpy flux
The volumetric flowrate for each of the sources is in the order of 0.04 m3 /s at the top of each source
(z = 0), and increases with height at approximately the same rate for all geometries. The plume above
the humanoid geometry (solid green line) entrains the largest volume of air, followed by that above the
rectangular box (pink dashed line). The plume with the lowest flowrate is that of the short, round-top
cylinder. The flowrate 0.7 m above any of the geometries is about 10% to 30% lower than what was
measured by Z&Z above the cylinder and the sitting manikin tightly sitting in a desk by about 10%, and
above the rectangular box and the sitting manikin with no desk by about 20%. The flowrate measured at
0.7 m above Z&Z's dummy and manikin 10 cm far from a desk, however, is almost twice as large than
that above any of the geometries.
The enthalpy flux throughout each of the plumes remains constant with height. This is an expected result:
the enthalpy flux of the plume, which represents the excess heat carried by the plume with respect to the
environment, must remain constant if the environment conditions are uniform. Since the enthalpy flux at
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the source is equal to the source's convective heat output, this result illustrates the all the heat sources,
regardless of their shape, lost approximately the same amount of heat by convection. The magnitude of
heat losses is consistent with previously measured convective heat losses in humans of values Mierzwin-
ski [1980] reports values ranging 21.9 W-29.8 W) and suggests that the surface temperature used in these
simulations is appropriate to model human plumes. The geometries without any furniture arrangement
studied by Z&Z's generated between 3 W and 7 W more than the numerical studies presented in this
chapter, while the manikins sitting at desks appear to have a convective load between 3 W and 6 W lower
than that of the CFD geometries. Since the plume flowrate depends on the heat output to the power of
1/3, a 10% to 20% difference in initial convective heat output leads to a difference in flowrate of 3% to
7% at most. In other words, small discrepancies on the convective losses between an idealized geometry
and reality should not affect the entrained flowrate significantly.
Inertial and thermal plume widths
The inertial plume width is similar in magnitude for most of the geometries, increasing at a rate of 0.085
m/m, a lower rate than what is predicted by theory. The width growth rate increases with height, and
appears to coincide with the expected rate at 4 m from the source -height at which the centerline velocity
and temperature begin to agree with theory. Close to the source, the inertial plume width for the flat top
geometries is close (<4 cm) to what was measured by Z&Z for the cylinder, the box and both the manikin
without a desk and sitting 10 cm from it. The plumes widths above the authors' dummy and the manikin
at 0 from the desk are about between 7 and 12 cm larger than the numerical geometries. The large plume
width for the manikin very close to the desk is attributed by the authors to the fact that the hot air leaving
the lower part of the manikin's body creeps under the desk and merges into the human plume on the right
and left side to the human, thus creating a very wide plume.
The thermal plume width increases at a rate of 0.10, a lower rate that what is predicted by theory, but
proportional to the inertial plume width by a factor of A = 1.19, as predicted by theory. Unlike the
inertial plume width, the growth rate of bT remains steady with height. At 4 m far from the source the
thermal width is the largest for the humanoid plume (0.5 m) and smallest for both plumes above round
top cylinders (0.44 m). The thermal widths obtained by Z&Z are very close to what is found above the
numerical geometries, with the exception of the dummy's plume width, which is 10 cm larger than the
others.
5.4.2 Thermally stratified environment
Figure 5.5 presents the same parameters presented in Figure 5.3 for the plumes developing in a linearly
stratified environment. These numerical results for centerline velocity are compared to the experimental
results found by C&S above a standing human. Black markers (+, o) indicate results the saggital and
frontal planes, respectively, above the person. Because the intersection of these planes corresponds to
the line along which centerline velocity is measured, we can assume that these two sets of data to be a
repeated measure of centerline velocity. Contours for velocity and temperature for the stratified cases
can be found in Figure 5.6.
A black dashed line in the vertical variation of flowrate with height indicates the prediction outlined by
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Figure 5.6 - Contours of temperature and velocity (left and right of eachfigure, respectively) for the plume devel-
opment above a heated square box, rectangular box, tall flat top cylinder, tall round top cylinder, short round top
cylinder and a humanoidfrom top to bottom, from left to right, respectively in a stratified environment (0.66 0C/m).
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Mundt [1996] for development of plumes in a stratified environment, previously described in Chapter 3.
This prediction assumes a virtual origin of I m, obtained with the expression provided by Mundt.
Centerline velocity and excess temperature
Similarly to the cases with uniform temperatures, the centerline velocity reaches its peak about at lower
heights for the round top geometries than for the flat top ones. The magnitude of the peak velocity is
significantly higher for the round top geometries (0.26 m/s, 0.24 m/s, and 0.22 m/s for the short cylinder,
tall round top cylinder and humanoid, respectively) than for the flat top shapes (0.19 m/s for both boxes
and 0.16 m/s for the tall cylinder).
The centerline velocity in a stratified environment decays to zero between 1.7 m and 2 m depending on
the geometry. This is because the buoyancy flux of the plume diminishes with height, to a point in which
the plume stops rising, and instead spreads laterally as its centerline velocity goes to zero (after some
oscillation in certain cases). This can be clearly seen in the contour images of Figure 5.6, where the
plumes clearly spread once the plume's temperature equals that of the ambient air.
Both the tall round cylinder and the humanoid seem to be the best geometries to numerically replicate
the experimental data of a standing human.
The excess centerline temperature (with respect to ambient temperature at the same elevation) decays
faster than when the ambient air is uniform. The flat top geometries have a lower centerline temperature
than the round top geometries, with the plumes above the square box and the short round cylinder having
the lowest and highest temperatures, respectively. The excess temperature becomes zero for most plumes
at 1.1 m above the source, except for the short cylinder, where that happens at 1.3 m above the source.
Volumetric flowrate and enthalpy flux
The volumetric flowrate increases very little -if at all- with height for all the plumes before decaying
due to a lack of buoyancy in the plume. The tall cylinder shape (both with flat top and round top) has the
lowest flowrate of all plumes (Q,, 0.023m3 /s), while the plumes above the other geometries reach a
Q 0.073m3 /s. The flowrate reaches zero before 2 m above all the sources.
There is a large disparity between the flowrate results obtained from the numerical simulations and the
expression proposed by Mundt [1996], which predicts that the flowrate increases almost linearly with
height, at a very high rate. Possible reasons for this will be discussed later on.
The enthalpy flux is the highest for the short round top cylinder (Em" = 17.5W), and the lowest for
the flat top cylinder (Em, = 7.5W). The enthalpy flux rapidly decreases with height - as the ambient
temperature increases- and becomes zero between 1.2 m and 1.4 m from the top of the sources.
Inertial and thermal plume widths
The inertial plume width for all plumes remains almost constant with height ranging between 0.17 m
(round top cylinders) and 0.23 m (flat top geometries), while the plume exists. At 1 m above the sources,
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the plumes begin to spread laterally as their cross-sectional vertical velocity profile shrinks. The plume
width was defined as the radial distance at which the dimensionless velocity w/wm is equal to e- 1;
therefore, a reduction -and eventual disappearance- of the vertical velocity directly directly leads to a
reduction -and, too, eventual disappearance- of what was defined as the plume width.
The thermal width of the plumes above flat top geometries experiences a steady decline with height,
while that above the round top geometries remains approximately constant with height (0.1 m - 0.13 m)
up to about 1 m from the sources. At that point, the thermal width decays to zero between 1.2 m and 1.4
m elevation.
It is important to note that the relationship between inertial and plume widths proposed by the theory of
pure plumes (bw = X bT, where X ~ 1.19) does not seem to hold in a stratified environment: the inertial
plume width is about twice as large as the thermal plume width for all cases.
5.5 Discussion
5.5.1 Effect of geometry type
The results reveal a clear differences between the centerline velocity round and flat top geometries. It
appears that this difference in flows is due to the fact that in volumes with a smoother top the vertically-
rising convective flow that forms along their vertical walls remains attached longer to the round top
shapes, preserving most of the vertical momentum in the transition. In flat top geometries however,
the flow detaches at the top edge, creating a separation zone above the geometry that slows the flow and
reduces its momentum (Figs. 5.4 and 5.6). These results are consistent with those found by Deevy [2006]
for a flat top cylinder. The experimental results obtained by Zukowska et al. [2007] for the velocity above
a box and a cylinder also agree with what was found numerically for the plume above the two boxes and
the cylinder.
In terms of volumetric flowrate, however, all plumes are very similar, regardless of the geometry.
Standing human
Using as a reference the humanoid shape and the tall round top cylinder, which better agreed with the
experimental data for centerline velocity by C&S of the plume above a standing human in a stratified
environment, results suggest that when the air is not stratified, round-top geometries are better at repli-
cating the physics of the plume above a standing human such as centerline velocity and excess centerline
temperature. The flowrate above the sources, however, is similar for all geometries (highest above the
humanoid, lowest above the short round top cylinder), as well as the plume widths.
In a stratified environment, however, there is a clear effect of source geometry on the plume development:
similarly to the case of uniform ambient temperature, the maximum centerline velocity of the air above
flat top geometries is lower and it is located father away from the source than in the case of round
top shapes. The centerline velocity for the tall round top cylinder is in excellent agreement with the
experimental data by C&S, even better than that of the humanoid. The plumes above the flat top shapes
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are wider than their round top counterparts, but once again, there seems to be no clear effect of plume
geometry when it comes to the flowrate above each plume.
The geometry that generates a clearly different plume in the stratified environment is the short round
cylinder. Because of its short height, there is a higher average temperature difference between the cylin-
der's surface and the air than for other shapes, resulting in a higher convective heat output (Table 5.2).
This leads to higher excess centerline temperatures, hence a higher buoyant force driving the plume,
causing higher centerline velocities and flowrates.
Based on these results, it can be concluded that any of the two tall round top geometries (which match
the height of a standing person) can accurately replicate the plumes above a standing human.
Sitting human
With regard to modeling a sitting human, a comparison of the numerical results with those obtained
by Zukowska et al. suggests that most of the proposed geometries are able to accurately replicate the
flowrate above a manikin sitting very close to a table (with 0 cm separation from it). However, since the
convective heat output from the manikin is about 20% lower than that of any of the geometries, using one
of these shapes to represent a sitting human would require assuming that in reality the additional heat
transfer is being convected to the space in some other form (as a minor plume emerging from below the
desk, for instance) to match the total heat output. As discussed before however, the change in flowrate
and centerline velocity with a 20% difference in heat output is only of the order of 6% to 7%, and should
not be of great concern.
None of the proposed geometries manages to replicate the plume above an unobstructed sitting manikin
or a dummy, or a manikin sitting at a table with a 10 cm separation. This is likely due to the fact that,
regardless of the convective heat output of the manikin or dummy, their the surface is considerably larger
than that of a box or a cylinder. This leads to lower surface temperatures for the more complex shapes,
as well as wider plumes and more flow entrainment. Additionally, because the dummy and manikin are
sitting, they have a larger horizontal surface than any of the other geometries, generating a wider plume.
Because the volumetric flowrate above all the numerical geometries is very similar and is close to the
values of the two most realistic experimental conditions (sitting manikin without and with a desk with 0
cm separation), it is safe to conclude that any of the geometries matching the height of a sitting occupant
can replicate the entrainment above a sitting human. More detailed geometries would be needed to repli-
cate -besides the flowrate- the centerline velocity and width of a plume above a sitting person.
In summary, a tall round top cylinder seems to be the simplest and best geometry to simulating the plume
above a standing human. If additional detail regarding the asymmetry of the human body is needed,
then the humanoid shape proposed by C&S would be an appropriate geometry. Replicating the plume
above a sitting human could be done the short round top cylinder; while any of the other geometries
could induce the same flowrate as the human, using a shape that has a similar height as the sitting person.
Modeling a human being that is not sitting very closely to a table seems to require the use of a more
complex geometry than those proposed - one which would have a larger surface area to enhance the
natural convection around the human body.
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5.5.2 Effect of thermal stratification
The difference in the development of a plume in a stratified environment with 0.660 C/m versus a uniform
environment is very large. The main difference is that plumes in a uniform grow infinitely, whereas in
a stratified environment the plume spreads laterally and vanishes after reaching its neutral height. As a
result, the point of maximum centerline velocity in a stratified environment with a gradient of 0.60C/m
is close to 0.5 m above the person's head, about half the height when compared to a plume in a uniform
environment. Additionally the peak centerline velocity drops (by 30%, for the studied conditions) when
growing in stratified air. Similarly, when the ambient temperature increases linearly with height, then
the excess centerline temperature drops rapidly, as does the enthalpy flux. While the plume widths grow
linearly with height, and are related to each other by X in a uniform environment, this is no longer the
case in a stratified environment. In fact, in a stratified space the inertial and plume width behavior seems
to be uncorrelated to one another.
The variable most affected by stratification is the volumetric flowrate, which drops by a half compared
to that of a plume in a uniform environment at the same height - an expected result since the centerline
velocity is lower, and the plume does not grow laterally. Moreover, since the plume in a stratified en-
vironment only grows up to a certain height and the plume's flowrate reaches a maximum value before
such height, the total effect of flow entrainment of a plume in a uniform environment is at least an order
of magnitude higher than in a stratified space.
5.5.3 Comparison to theoretical expressions for plumes in uniform and stratified envi-
ronments
Results for plumes growing in a uniform environment indicate that the plumes reach a stage of self-
similarity at about 4 m above the source. It is only at that height that the centerline velocity, centerline
temperature and flowrate begin to decay/increase at the rates predicted by the theory of pure plumes
outlined in Chapter 3. The inertial and thermal plume widths increase at a slower rate, equivalent to an
entrainment coefficient of a = 0.070, about 20% lower than what has been found experimentally. While
the value of the centerline velocity and centerline temperature beyond 4 m is accurately predicted by
the theory of pure plumes, the expressions for flowrate and plume width may require the use of a virtual
origin or better predictions of the conditions of the flow leaving the object to improve its predictive power
closer to the source. This will be discussed in the next chapter.
Results for plumes growing in a uniform environment suggest that the theory of pure plumes cannot be
used to model the growth of buoyant plumes in spaces that are shorter than 4 m above the source's top.
Expressions to predict the behavior of plumes from large sources growing in a stratified environment
have been proposed by Mundt [1996] (based on Morton et al. [1956]), and outlined in Chapter 3 (Eqs.
3.35 to 3.38). They predict the maximum and spreading height of the plume, as well as the expected
flowrate. These expressions, however, do not agree with what was found in the CFD simulations, where
the flowrate, instead of growing quasi-linearly with height, remains constant before decaying to zero as
the plume disintegrates. An explanation for this discrepancy is that the flowrate estimated by Morton et al.
[1956] is based on the assumption that the plume flowrate through the plume's horizontal cross section
continues increasing with height following the entrainment hypothesis. This assumption is misleading:
as the plume grows and spreads laterally it, indeed, continues to entrain flow, however, this flow cannot
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Figure 5.7 - Cross-sectional velocity profiles above the tall round top cylinder at 0.4 m and 1.4 m from the top of
the source (left and center, respectively). Red lines indicate the value of vertical velocity, w, grey lines indicate the
value of speed (magnitude of the velocity vector), and black lines represent the Gaussian prediction of the vertical
velocity, using the values of centerline velocity and plume width obtained from the vertical velocity data. Right:
calculation of flowrate using the value of vertical velocity as prescribed by 5.1 (red line), and using the value of
speed (grey line). A black dashed line indicates the analytical prediction for flowrate outlined by Mundt [1996].
be estimated by integrating the vertical component of the air velocity over a horizontal cross section.
In other words, the expression provided by Morton et al. [1956] and expanded by Mundt [1996] first
estimates the plume's centerline velocity and total flowrate to then calculate the corresponding velocity
profile and plume width that result in the expected flowrate. Mundt validated with experiments using
anemometers that measured the air speed, rather than its vertical velocity component. This would be
expected to lead to an ever-increasing flowrate, as predicted by Morton et al. [1956]. While the error
in estimating the flowrate using air speed rather than vertical velocity in plumes growing in a uniform
environment is small (the only radial velocity corresponds to the air entrained at the plume's boundary
and is which is 10% of the centerline velocity), using speed measurements to estimate the flowrate of a
radially spreading plume can lead to a large over estimation of the flowrate, as shown in Figure 5.7.
As will be seen in the following chapters, the thermal gradient in a room is rarely perfectly linear, and its
profile is caused in part by the plumes themselves. This suggests that while some expressions to predict
the development of plumes in a room can apply to a perfect set of carefully controlled conditions, the
growth of buoyant plumes in real rooms cannot easily be modeled using analytical expressions.
5.5.4 Effect of skin temperature and surface areas
Two parameters were kept unchanged across simulations: skin temperature and surface area. This was
because the goal was to match C&S's CFD and experimental conditions in order to have a baseline to
compare out results. A fixed skin temperature, however, requires replicating both the ambient temper-
ature conditions and the skin surface in order to have a similar human heat output. This combination
of skin temperature and surface area may provide reliable results for buoyant plumes at ambient tem-
peratures close to 21*C. A simulation (not shown) of a plume using a constant heat output as a surface
boundary condition, instead of a constant surface temperature, for the same heat output of the short round
top cylinder resulted in an identical plume as that obtained using the constant temperature boundary con-
102
5.6. CONCLUSIONS
dition.
5.6 Conclusions
Using CFD, the convective flow above six heat sources with different geometries that had the same
surface area and temperature has been compares. The goal of this study was to find the simplest geometry
that could accurately replicate the characteristics of a human plume, particularly in the region of flow
development. Two types of environment were simulated: with uniform and stratified temperatures.
Results indicate that in rooms with uniform temperature the height of round top geometries does not
affect significantly the development of the plume. Height does matter, however, when dealing with
stratified environments: It is found that tall, rounded top geometries that match the height of the modeled
standing human replicate the plume above him/her more closely than those with a flat top.
To simulate the plumes above a sitting human, it is recommended to use a short round top cylinder, if the
occupant is expected to sit very close to his/her desk. If the human is not sitting in front of a desk, none
of the proposed geometries is ideal to replicate the plume above him: complex manikin shapes might be
required to accurately replicate such plume.
It is confirmed that in a room with uniform temperature, the expressions from the theory of pure plumes
can only be used beyond 4 m from the human's head to predict the behavior of human plumes reliably.
Predicting the flowrate of such plumes may require the use of a virtual origin or better estimations of the
conditions of the flow leaving the object.
Consistent with existing data, it is found that air thermal stratification has a significant effect on the
plume development. Even for temperatures gradients as small as 0.66 0 C/m, the physics of pure plumes
in a uniform environment do not apply anymore. The model proposed by Mundt [1996] for the flowrate
of plumes in a stratified environment fails to predict the flowrate of the plumes simulated in this chapter.
Finally, since plumes seem to be so sensitive to the the environment's vertical temperature profile, at-
tempting to use analytical expressions to predict their development in a space where the thermal stratifi-
cation is not carefully controlled may be a futile effort.
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Part II
Modeling room airflow in CFD
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Chapter 6
The importance of accounting for radiative
heat transfer in room airflow simulations
6.1 Introduction
Modeling the airflow and thermal dynamics in a room is not trivial. It requires understanding the effect
that each element in the room has separately on the room physics, and then analyzing the interaction
of all of these factors put together. Investigators of the convective flows above heat sources commonly
do not account for the effect of radiative heat transfer. The beauty of neglecting radiation lies on the
fact that it allows the use of experimental methods such as filling boxes, small scale containers where
the density difference between hot air and cold air can be replicated by using liquids (usually water) of
different densities. Because these liquids are opaque to infrared radiation, they allow us to understand
the physics of individual buoyant elements, as well as the development of closed analytical solutions
describing room airflow and temperature. However, it is often overlooked that air is very transparent in
the infrared and radiation may have a first order effect on the resulting convective behavior of buoyant
elements as well as on the final temperature distribution in a room, and that closed analytical expressions
might not provide a true representation of the room physics.
6.1.1 Radiative heat transfer in fluid-filled enclosures
Radiative heat transfer occurs when a body at a higher temperature transmits heat to one at a lower
temperature without the aid of any intervening medium. The amount of heat being transferred depends
on the temperature difference between their surfaces, the geometry and relative position of the objects,
as well as their surface properties (emissivity, absorptivity and reflectivity).
While thermal radiation is commonly modeled as the interaction between two solid objects, it can also
occur between an absorptive fluid of a certain shape and thickness and an adjacent object. Therefore,
when studying the heat transfer processes in an enclosure such as a room, it is important to consider the
absorption properties of the fluid inside the space.
Many gases in the atmosphere, such as 02 and N 2 have a symmetrical molecular structure and do not emit
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Figure 6.1 - Variation of the thermal absorption coefficient of water with wavelength [Segelstein, 1981]. While
water is virtually transparent to radiation within the visible spectrum range (in color), its absorption coefficient
significantly increases in the infrared range.
radiation, making them essentially transparent to thermal radiation. Therefore, when modeling radiation
inside a space filled with dry air, the gas can be considered to be nonparticipating. The same cannot
be said for spaces filled with non-symmetrical molecular fluids, such as water, water vapor, or carbon
dioxide, amongst others. Their asymmetry allows them to absorb radiation at specific wavelengths.
Figure 6.1 shows the absorption coefficient for water, kA, which, multiplied by the characteristic fluid
layer thickness L, defines the absorptivity ax of the fluid according to equation 6.1. The figure indicates
that while water is virtually transparent in the visible light wavelength range, it becomes opaque in the
infrared range - even for milimetric layers of water- preventing any radiation to be transferred from one
surface to the other in the space.
ax = 1 - e-kkL (6.1)
The presence of humidity in the air filling an enclosure can have an effect on the overall radiative heat
transfered between the surfaces. The absorptivity of humid air is dependent on the partial pressure of the
water vapor in the gas and the characteristic thickness of the gas layer. Expressions and tables to find the
values of the absorptivity of humid air can be found in Hottel and Sarofim [1967]. If the absorptivity of
the humid gas were not negligible, it would only absorb a portion of the heat radiated from the source,
and would allow the rest of it to reach the other surfaces in the enclosure. Therefore, modeling the heat
flow analysis for this type of settings would require treating the gas as a body that absorbs and emits
radiation throughout its volume.
The objective of this paper is to use computational fluid dynamics (CFD) to analyze the effect of neglect-
ing radiative heat transfer on the temperature distribution and airflow in rooms with heat sources. The
paper has three parts. We first begin by validating our CFD model with results of air and water experi-
ments in a rectangular enclosure with a cold and a hot vertical wall. We then we move on to analyzing
the results of simulating a room with a single heat source -a common configuration used when modeling
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convective heat transfer in a room - on CFD, with and without radiation modeling. Finally, we study the
effect of neglecting radiative heat transfer on the airflow through a large room with several heat sources.
6.1.2 Modeling displacement ventilation
Displacement ventilation is a type of room ventilation where the buoyancy originating from heat sources
dominates the room airflow. In a displacement ventilation system, there is low-velocity cold air entering
the room close to floor level, and buoyant plumes originating from heat sources such as occupants and
equipment growing undisturbed, carrying all the warm air and contaminants to an upper region in the
room which are then extracted through the exhaust at ceiling level. This upper air layer is meant to be
located above the occupied zone, allowing the occupants to operate in a relatively cool and contaminant-
free environment (Figure 6.2). The height of the interface between the upper and lower region in room
can be found analytically, and corresponds to the point at which the flow entrained by all the plumes is
equal to the flow supplied by the inlet. While most displacement ventilation systems rely on mechanical
ventilation to control the volume flowrate into the space, it is also possible to achieve displacement flows
using natural ventilation, even though in this case, the location of the interface between the two layers
will constantly vary, depending on the weather conditions.
In the fields of displacement and natural ventilation, the use of salt-water solutions of different densities
(also known as "emptying filling boxes") as an experimental method to represent displacement flows is
not uncommon (e.g., Linden et al. [1990]. It is often used to validate analytical models for buoyancy-
driven ventilation, under the key assumption that radiative heat transfer, namely the influence of the
temperature and geometry of the buoyancy source on the surrounding objects and walls, is negligible.
6.2 Flow in a rectangular enclosure with heat and cooled end walls
Many authors rely on water experiments to understand convective flows. One of the many experiments
attempting to predict room-scale air flow using a scaled water experiment is that of Nansteel and Greif
[1981]. With the goal of understanding the heat transfer mechanisms in a room with and without par-
titions, they built a small-scale rectangular enclosure with a cooled and a heated opposing vertical wall
(both isothermally), and a removable middle partition (RaL . 1010). They measured the vertical temper-
ature variation at the middle of the room, at a location that was equidistant to both the heat source and
sink. Almost a decade later, Olson et al. [1990] repeated the non-partitioned section of the experiment,
this time using gases instead of water. They performed two experiments: a full-size room using air, and
scaled enclosure using refrigerant gas, using Ra once again as a scaling parameter. The results from
Olson et al.'s full scale air experiment showed that Nansteel and Greif's water experiment had not been
successful at replicating the reality of room airflow. The scaling factors used by Olson et al.'s refrigerant
experiment did match radiation-related scaling factors; using a transparent medium such as a gas proved
to be a good strategy to replicate this simple set up.
In this paper, we use the results of both Nansteel and Greif, and Olson et al. to validate our CFD
simulations.
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Figure 6.2 - Principle of displacement flows. In a steady state condition, the amount of air entrained by the plume
is equal to that entering the room. The interface height h can be estimated analytically.
Three sets of simulations were performed using computational fluid dynamics (CFD). The first set fo-
cused on replicating those experimental results for flow in a rectangular room with air and with water as
convective media. Having validated our CFD simulations, we then analyzed the air flow and temperature
inside a room with a single heat source, in order to understand the effects of accounting for radiative
heat transfer in a more standard room setting. Finally, a full room CFD airflow simulation (with typical
flowrates and heat gains) was performed.
6.2.1 General simulation settings
We used Fluent (part of ANSYS 13.0) as the CFD software package.
Trbulence The k-e RNG turbulence model, commonly employed to study room airflow with CFD,
was chosen for all sets of simulations.
Mesh The closest node to all surfaces was at 5 mm distance, with a y+ consistently below 5. This is
a necessary condition to appropriately recreate the heat transfer from surfaces to the flow when
natural convection is present (Awbi [1998]).
Radiation When accounted for, radiation was modeled using surface to surface radiation model for
3D simulations, and discrete ordinates for 2D axisymmetric simulations. All surfaces had an
emissivity of 1.
Mode All calculations were performed in transient mode, and monitored until they reached a steady
state.
110
6.2. FLOW ENA RECTANGULAR ENCLOSURE WITH HEAT AND COOLED END WALLS
Thot Tcold
Measwrement
line
H
L
3 Adiabatic walls
Figure 6.3 - Configuration of rectangular enclosure. The rectangle in dotted lines corresponds to the location
where measurements were performed.
6.2.2 Simulation setup
Two rooms were modeled in order to replicate the experimental results obtained by Nansteel and Greif
[1981] using water experiments, and Olson et al. [1990] using gas experiments. Both rooms had opposing
hot and cold end walls as shown in Figure 6.3. The dimensions and wall temperatures for each simulation,
the same as in the original experiments by Nansteel and Greif, and Olson, can be found in Table 6.1. The
other walls were defined as adiabatic. The first simulation performed was done using the small (scale)
room, with water as a fluid. In this simulation radiation effects were not accounted for. The second
simulation was performed in the large (full scale) room using air as the working fluid. This simulation
accounted for both convection and radiation.
The average temperature of the adiabatic walls was monitored throughout the transient iterations. The
simulation was considered to have reached a steady state once the average adiabatic wall temperature
stabilized (< 0.01*C variation).
6.2.3 Results
Figure 6.4a presents a comparison of the vertical temperature distribution for the water experiment of
Nansteel and Greif [1981] (black markers) and the CFD simulations omitting radiation (red line), since
water is opaque to infrared radiation. There is a good agreement between the CFD simulations and the
experimental results (R2 = 0.94). The main discrepancy between the numerical and experimental results
is found near the floor and ceiling. There the temperature obtained from the CFD simulation has a zero
Table 6.1 - Room setting for the simulations replicating water and air experiments
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1
CFD neglecting radiation
Water experiment
(Nansteel and Greif 1981)
0.9
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-F CFD accounting for radiationAir experiment(Olson et al. 1990)
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z/H
(a) Water as a fluid
z/H
(b) Air as a fluid
Figure 6.4 - Vertical dimensionless temperature variation with dimensionless height (H=2.5m) along the mea-
surement plane (Figure 6.3). In the left plot (a) are presented results for CFD simulations that did not account for
radiative heat transfer (red dots) as well as for experiments using water as a fluid (*). The right plot (b) shows the
results for CFD simulations that included radiative heat transfer (red dots) and those for experiments with air as a
fluid (*).
gradient, consistent with the adiabatic and non-radiative wall boundary condition. The experimental
results suggest that heat was transferred through the cork gasket used by Nansteel and Greif [1981] as
means of insulating the chamber.
Figure 6.4b presents a similar comparison of the vertical temperature distributions for the air experiments
performed by Olson et al. (black markers) where infrared radiation is important and is included in
the CFD simulations (red line). The CFD simulation replicates the experimental results with air and
refrigerant measured by Olson et al., with an R2 of 0.84. Here again, the major difference between the
CFD results and the experimental data can be found close to the floor and ceiling. In this case, the
temperature at the floor is almost 0.1 units of dimensionless temperature higher for the CFD results.
This discrepancy could be due, once again, to a poorly insulated floor in the experimental setting, which
allowed some of the heat to escape, hence lowering the floor temperature.
When radiation is present, it provides an additional means to transfer heat from the ceiling to the floor,
causing their temperatures to be very similar. Hence, the air close to the floor is considerably warmer,
and that close to the ceiling is considerably colder than if there were no radiation, resulting in a smaller
temperature variation of air with height.
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6.3. ROOM WITH SINGLE SOURCE
Figure 6.5 - Left: Setup and boundary conditions for CFD simulation of an axisymmetric room with a heat source
at the center. Right: 2D axisymmetric room configuration and mesh.
6.3 Room with single source
Having validated the radiation CFD simulations, we now analyze the effect of accounting for radiation on
the temperature profile in a room with a single heat source, and cooled through buoyancy-driven natural
ventilation.
6.3.1 Simulation setup
The simulated room (radius: 2.5m, height: 4m) had an air inlet and outlet (radius 2.5m, height: 0.02m)
close to the floor and ceiling respectively (Figure 6.5a). At the center of the room was a single heat source
(radius: 0.305 m, height: 1.13m, hemispherical top), simulating the presence of a human (Menchaca-
Brandan and Glicksman [2011]). The simulation was run in 2D-axisymmetric mode (Figure 6.5b).
6.3.2 Boundary conditions
Six simulations were studied (Table 6.2), all recreating stack ventilation conditions. In simulations la/b
only convective heat transfer was modeled. In simulations 2a/b and 3a/b, both convection and radiation
were accounted for. The same amount of heat, 34 W, was generated in simulations la/b and 3a/b, from the
heated surface. In simulations 2a/b, the total heat transfer was defined after several iterations attempting
to match the convective heat output from the heat source to 34 W.
Simulations a and b were assigned "high" and "low" airflow rates (Q), respectively. The flowrate was
defined as the expected airflow through the room if it were being naturally ventilated through buoyancy,
assuming the air in the room is well mixed. While this is just a rough estimate of the expected flowrate
(the room temperature is not expected to be uniform with height), this calculation allowed to define a
baseline flowrate for each case. In order to set a value for high and low air flowrates, the pressure losses
through the inlet and outlet for the first three simulations (1 a, 2a, 3a) were consistent with a discharge
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coefficient of 0.75 for both openings. The losses in the second set of simulations (lb, 2b, 3b) were
assumed to be twice as large as in the first set (discharge coefficient of 0.32), cutting the flowrate of the
first set of simulations by half.
The inlet velocity for each simulation was defined as the expected air flow rate, Q (m 3 /s), in pure buoy-
ancy ventilation conditions divided by the inlet area.
The initial temperature of the room was set to 21.3'C. The simulation was run in transient mode, until
both the outlet temperature and the standard deviation of the temperature along a vertical line 1 m away
from the center of the room stabilized (< 1 x 10-3 'C, and < 1 x 10-4 'C variation, respectively).
6.3.3 Results
Temperature profile
Figure 6.6 shows the change in temperature with height of the two sets of simulations, with high flow rate
(a) and low flow rate (b), along a vertical line 1.5 m away from the center of the room. Results indicate
that when radiation is not accounted for, the air in the room stratifies into two layers of different tempera-
ture. The temperature of the cold layer is very close to the inlet temperature, whereas the temperature of
the hot layer for all cases is consistent with the outflow temperature obtained by a basic energy balance
in the room.
As would be expected, lower air flow rates increase the volume occupied by the "warm layer" in the
purely convective case. We also notice that while a similar warm layer starts forming in the simulations
that do account for radiation, the temperature profiles in these cases are still dramatically different from
those where radiation is neglected.
Figure 6.7a illustrates the temperature distributions in simulations la and 2a, for which the total heat gain
is the same. Figure 6.7b portrays the flow patterns and velocity distribution for simulations la and 3a,
which have the same convective heat output. Results for the second set of simulations (lb, 2b, 3b) were
qualitatively very similar, and are omitted in this paper.
Figure 6.7a reveals the differences in the thermal stratification between cases la and 2a. When radiation
is neglected (left) the room air is divided into two layers of uniform temperature. When radiation is
accounted for (right), the temperature in the room is more uniform, and increases gradually with height.
Note that the ambient temperature at the height of the occupant (1 m) is always higher (at least by 50% of
Table 6.2 - Summary of simulations
Case Simulation set Heat transfer qconv(W) qrad(W) qtotai(W) Qm-3/s) RaH
la High flowrate Conv 34 0 34 0.057 6.93 x 108
2a (Stack ventilation, Conv + Rad 6.5 27.5 34 0.057 6.93 x 108
3a Cd = 0.75) Conv + Rad 34.4 62.6 107 0.084 1.48 x 108
lb Low flowrate Conv 34 0 34 0.029 1.36 x 109
2b (Stack ventilation, Conv + Rad 6.7 27.3 34 0.029 1.36 x 109
3b Cd = 0.32) Conv + Rad 34.1 69.9 104 0.042 2.96 x 109
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Figure 6.6 - Temperature variation with height for simulations with (a) high and (b) low air flowrates, with respect
to inlet temperature. Blue markers represent the results for simulations where radiation is not accounted for, with
34 W of convective heat gains. Black dots represent those simulations where the total gain (convection + radiation)
is equal to 34 W, and red dots those where the convective heat input is 34 W, and radiation is accounted for.
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Figure 6.7 - (I) Contour plots of temperature ('C) for simulations la and 2a, which have the same total heat gains.
(II) Streamlines and color plots of velocity (m/s) for simulations 1 a and 3a, which have the same convective heat
gains.
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the total temperature difference in the room) for the case where radiation is accounted for. This difference
can be critical when predicting the thermal comfort of the occupants in the space.
In the velocity vector plots (Fig 6.7b) for simulation la (left), where radiation was neglected, one can
appreciate two separate regions of counter-clockwise flow separated by a region of almost steady air.
Because each of these regions is at a constant temperature, the flow within each of them is not constrained
to the effect of density gradients. On the other hand, in simulation 3a (right), which accounted for both
convection and radiation, the cold air flowing into the room slowly heats up as it moves through the floor.
Similar to simulations where no radiation is accounted for, the air recirculates towards the inlet, but as
the colder air encounters warmer air it is driven down by gravity forces, reducing the amount of mixing
in the space and promoting a linear stratification of air.
While not shown in detail, the vertical temperature distribution along the walls differs between cases
la and 2a similar to the difference in the air temperature distributions. When radiation is not modeled,
the wall temperature matches that of the room air: it is divided into two layers of different temperature,
with the warmest temperature layer located close to the ceiling. When both convection and radiation are
modeled, the wall temperature increases with height, and is consistently warmer than ambient air, due to
the radiative heat being transfered from the heat source.
Plume development
The centerline velocity of the buoyant plumes formed above the heat sources was calculated by the CFD,
as a means of quantifying the impact of a different temperature gradient on plume development. Figure
6.8 shows the vertical variation of centerline velocity for the two sets of cases, la/b and 3a/b, where the
convective heat gain was the same.
Cases 2a/b are not presented because of their very low convective heat gain.
Results show that the predicted centerline velocities for purely convective cases are constantly higher
than those cases where radiation is accounted for, sometimes by more than 10%. This is because in cases
3a/b the air is linearly stratified, whereas in cases la/b it is clearly divided into two layers. Since the
convective contribution from both heat sources is the same, we would expect the same buoyancy force
driving the plumes as they begin to form. However, the linear stratification present in cases 3a/b causes
a decrease in in this force, and slows down the plume. In cases la/b on the other hand, the ambient
temperature remains constant for at least two thirds of the room height, resulting in higher buoyancy
forces acting on the plumes for most of their growth.
6.4 Large room with multiple sources
6.4.1 Simulation setup
In order to understand and quantify the global effect of neglecting radiative heat transfer in room airflow
simulations, the cases of airflow through an office with multiple occupants is considered.
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Figure 6.8 - Vertical variation of centerline velocity of the buoyant plume formed above each heat source. Blue
markers and red dots correspond to those cases with similar convective heat output (34 W) where radiation was
neglected and accounted for, respectively.
Pressure outlet
Velocity
Figure 6.9 - Configuration of large room. All heated surfaces (occupancy and ceiling) were treated with constant
heat flux. Those surfaces that are not mentioned in the figure were defined as adiabatic walls.
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The simulated room was 15 m deep and 3 m high. The width of the room modeled on CFD was 2
meters, however, using symmetry boundary conditions along the two largest vertical walls, this "strip"
represented an infinitely wide office, with a repeating pattern of occupancy and inlet conditions (Figure
6.9). This symmetry conditions also applied to radiative heat transfer.
Each room strip had five heat sources, represented as round-top cylinders to simulate humans [Menchaca-
Brandan and Glicksman, 2011], each of the accounting for the approximate heat gains of a human and
a computer (140 W). The inlet (0.30 m x 0.50 m), defined as a velocity inlet, was centered along each
symmetry plane. The outlet (0.2 m x 2 m), defined as a pressure outlet, was located at the back of the
room, close to the ceiling. The ceiling was represented as a heated wall, with constant heat output of
8 W/m 2 to account for lighting. The total heat sources in the room amounted to 937 W (very close to
30W/M 2 ). The relative distribution of these sources between ceiling and occupancy has been previously
validated with experimental data. All the remaining surfaces (side walls and floor) were modeled as
adiabatic walls.
Two simulations were run: one neglecting and one accounting for radiative heat transfer. In both the
overall temperature increase of the room air was 8 degrees Celsius. The inlet air had a horizontal velocity
of U = 0.631 m/s, and a temperature of 21.85 *C.
The turbulence, radiation, meshing, and transient convergence properties of the simulation were the same
as in the previous section.
6.4.2 Results
Figure 6.10 illustrates the differences in temperature and velocity distribution between the case in which
radiative heat transfer was neglected, and that where it was not. More detail on the vertical temperature
distribution for each case is provided in Figure 6.11, where the average temperature at each height was
measured along two planes parallel to the end walls (on the XZ plane) at 5 m and 12 m from the front
wall (where the inlet is located). Excess temperatures above the inlet temperature for the ceiling and
floor at each location are also provided.
As shown in Figure 6. 10a, in the case where radiation is neglected, the air near the heated surfaces
(ceiling and occupancy) is warmer than when radiation is accounted for, since all heat must dissipate
through convection. When radiation is accounted for the floor is warmer, and hence the air near the
floor at a higher temperature too. This is consistent with the previous results presented in this work,
where accounting for radiation between the room surfaces results into smaller vertical changes in air
temperature compared to the cases when radiation is neglected.
It is important to note that when radiation is not accounted for, the temperature of the air in the room is 1
- 3 'C lower than when radiation is included. In other words, with radiation the temperature in the room
is more evenly distributed between the air and the surfaces, whereas when no radiation is modeled the
heat sources are very hot, but the air and the non-emitting surfaces are considerably colder.
Figure 6. 1Ob provides some additional information regarding the mixing of air inside the room. Away
from the incoming jet the air speed in both rooms remains low (<0.2 m/s). A recirculation region of flow
returning towards the window area can be appreciated in both simulations, although the air speeds for
such recirculation stream are slightly higher for the case in which radiation is accounted for.
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Finally, similarly to section 6.2, differences in the development of buoyant plumes can also be appreciated
due to the effect of accounting for radiation. The peak centerline velocity for plumes in a non-radiative
environment is of about 0.25 m/s, compared to maximum velocities of 0.18 m/s for the plumes in a
radiative environment. In the case with no radiation the plumes carry a convective heat load of 140 W
per cylinder, equivalent to the heat loads of a human and a desktop, whereas when radiation is accounted
for that heat load is split between radiative and convective heat transfer, resulting in a lower convective
contribution.
6.5 Discussion
Results from the three sets of simulations, the rectangular enclosure and the rooms with one and mul-
tiple sources, confirm the fact that radiative heat transfer in room ventilation simulations should not be
neglected. Radiation has a significant effect on the temperature of the walls, which in turn, has an effect
on the flows that develop along those surfaces. Additionally, the floor temperature estimated by a purely
convective simulation is considerably lower than when radiation is considered.
Temperature results in the rectangular enclosure with heated and cooled end walls (section 6.2) provide a
clear explanation for the effect of radiative interaction between walls inside a room. In both simulations
(with and without radiation) the air tends to stratify linearly. Close to the ceiling and floor however, the
temperature experiences a sharp change typical of a thermal boundary layer: close to the floor, the air is
suddenly heated up by the warm floor, and, inversely, close to the ceiling the warm air will be suddenly
cooled down by the effect of convective heat exchange with the colder ceiling.
A similar effect is found in the second and third set of simulations (sections 6.3 and 6.4). With the
single source in a room, the interaction of the cold air close to the warm floor induces a buoyancy-driven
recirculation that contributes to mixing the air within the space, leading to a linear temperature profile.
This mixing, even for rooms with reduced gains, as seen in these CFD simulations, seems to have a
strong effect on the development of buoyant plumes in the space. Results for centerline velocity, suggest
that a linear temperature gradient slows down the plume flow with respect to a "two layered" profile.
Due to the linear dependency between entrained flow and centerline velocity, this also results in a lower
plume volumetric flow rate than that estimated by plume theory for isothermal rooms.
Results for section 6.4 indicate that when radiative heat transfer is neglected the predicted air tempera-
ture is lower than it would be in reality, whereas the temperature of the heated surfaces is considerably
overestimated. These differences have a great impact on the prediction of thermal comfort of the occu-
pants, since neglecting radiative heat transfer would lead to an underprediction of the air temperature. It
would also lead to an overprediction of the ceiling temperatures, leading to considerably higher predicted
operative temperatures.
It is important to mention that this work only analyzes two extreme cases: heat transfer through a fluid
that is completely transparent to infrared radiation (such as dry air), and through a fluid that is absolutely
opaque to it (such as water). In reality, ambient air usually has a non-zero relative humidity. The absorp-
tivity of humid air at 20'C with a relative humidity of 40% in a room that is 3m high is of the order of
0.16, and goes up to 0.21 in a room at 25'C. Therefore, while the effect of humidity could be consid-
ered to be of second order when modeling regular office or residential spaces, it should be accounted for
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V T-Tinlet [K
No radiation
(a) Excess temperature neglecting radiation (top) and accounting for radiation (bottom) along the plane of symmetry(left) and the middle
plane (right).
(b) Velocity distribution and vectors neglecting radiation (top) and accounting for radiation (bottom) along the plane of symmetry(left) and
the middle plane (right).
Figure 6.10 - Comparison of the temperature and velocity distributions for the simulations accounting and ne-
glecting radiation
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Figure 6.11 - Vertical distribution of excess temperature above the inlet temperature along two planes at different
room depths (along Y axis, depth measured from the inlet) when radiation is accounted for (blue) and neglected
(red). The total room depth is 15 m. The Y axis in this plot is truncated at an excess temperature of 10 'C. The
excess ceiling and floor temperatures are indicated in each plot.
in extreme conditions with very high temperatures and humidity levels, as well as in spaces with high
ceilings such as theaters.
6.6 Conclusions
The CFD simulations indicate that the temperature profile in a room where convection is the only mode
of heat transfer is consistent with what is predicted by displacement flow models that do not account for
radiation: the air stratifies into two layers of different temperature. However, when radiative heat transfer
is included in a more realistic simulation, we find that temperature tends to rise linearly with height, due
to buoyancy-driven mixing of the air in the room.
The difference in the predicted temperature profiles when radiation is neglected and accounted for has a
direct effect on the development of the buoyant plumes in the space. Plumes growing in a linearly strati-
fied room have lower centerline velocities than those growing in a room with a two-layered temperature
profile. In other words, neglecting radiation can lead to an overestimation of the flow entrained by the
buoyant plumes in the room.
Neglecting the effects of radiation leads to predicting considerably higher excess temperatures for heated
surfaces, lower excess temperatures for non-heated surfaces, and an excess room temperature that is
between 10% to 40% lower than when radiation is present, which could have a significant impact in the
prediction of operating temperatures when estimating thermal comfort levels.
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Neglecting radiation when attempting to model room airflow and thermal dynamics, whether experimen-
tally or analytically, may not provide an accurate description of the real flow behavior or air temperature
level in buildings.
122
Chapter 7
Impact of Room Geometry in CFD Room
Airflow Simulations
The final goal of this thesis is to understand and predict the thermal stratification of air in naturally
ventilated rooms. These conclusions will be drawn from numerical results of several room airflow sim-
ulations. In order to be able to generalize the CFD results of vertical temperature distribution obtained
in the next chapter, it is important to ensure not only that the results obtained do in fact represent reality,
but also that they are robust.
The first part of this chapter is focused on analyzing the validity of the resulting airflow physics of a
proposed simplified room setup, by comparing it to experimental results of vertical temperature distribu-
tion for a room with different geometry but the same thermal and airflow properties. The second part is
aimed at quantifying the impact of some aspects of the room configuration, such as number of occupants
and size of the exhaust on the resulting airflow and thermal dynamics in the space. The third part of
this chapter focuses on assessing whether the results obtained for a single room or floor can be applied to
multiple floors connected by an atrium - a common configuration found in naturally ventilated buildings.
7.1 Validation of proposed simplified room setup
7.1.1 Proposed simplified room setup
The typical floor configurations used in naturally ventilated buildings consist of open plan spaces, similar
to what is shown in the top parts of Fig. 7.1. The spaces can be either connected to a small shaft or a
large atrium, or be cross ventilated. Occupant density tends to be higher than if the space were divided
into individual offices, and the occupants' desks are separated -if at all- by low height dividers. Because
the inlet and the exhaust are usually located at different ends of the room, these spaces tend to be short in
depth (distance between inlet and exhaust), but very wide. This aspect ratio minimizes the distance for
the air to flow, as well as the likelihood for it to find any obstructions, ensuring both a maximum flowrate
and similar comfort conditions for all occupants, regardless of their location in the space.
The lower part of Fig. 7.1 shows the proposed room configuration. It consists of a room that is 15 m
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H=3m
W=2m
Figure 7.1 - Top: Typical layout for a naturally ventilated space (left). If the room width is significantly larger than
its depth, the room can be subdivided, for computational purposes, into identical "room strips" (right). Bottom:
Proposed CFD room layout. The inlet and outlet are indicated in pink and blue, respectively. Occupants and their
equipment are represented by cylinders with a semi-spherical top (see Chapter 5).
deep (L), 3 m high (H), 2 m wide (W) but with symmetry boundary conditions that transform it into
an infinitely wide room. Small windows are located at desk height along the facade (pink), and a long
narrow exhaust is located at ceiling level on the opposite end of the room (blue). Five occupants and their
personal equipment (computers, desk lamps) are represented by the short cylinder with hemispherical top
analyzed in Chapter 4.
7.1.2 Setup of simulations A and B
Two simulations, A and B, were performed in this section, with the objective of understanding the differ-
ence between simulating an infinitely wide room (sim. A) with radiative exchange between the occupants
and 4 walls versus modeling a very narrow room (sim. B), where there is radiative heat exchange between
the occupants and six walls.
Using symmetry conditions, the proposed room setup presented in Fig. 7.1 can be divided into identical
2 meter-wide strips. Therefore, the dimensions of room used for these simulations were 15 mLx 2 mW x
3 mH. The two largest vertical planes were defined as symmetry planes (Fig. 7.2).
The inlet (H: 0.3 m, W: 0.5 m), split into two by the symmetry plane) was located on one far end of the
room, at 1 m above floor level. An air exhaust (H: 0.1 m, W: 2 m) was located on the other end of the
room, right below ceiling level. Occupants were modeled using the short cylinder with a semi-spherical
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Pressure outlet
Z
XVelocity inlet (constant heat output)
Figure 7.2 - CFD room setup. Temperature results will be presented along four measurement planes parallel to
the inlet, and at distances of 1, 5, 9, and 12 m from it. The large vertical planes (LV planes) acted as symmetry
planes in all simulations but simulation B, where they were defined as adiabatic walls.
top (D: 0.61 m, H: 1.13 m) described in Chapter 5.
The simulation (as well as all the simulations in this chapter) was run in transient mode, and was stopped
once the average temperature at the exhaust plateaued at the value predicted by an energy balance, with
a variation smaller then 0.01 'C.
Mesh
The mesh was generated ensuring that the distance between closest node to each surface was 5 mm. This
is a necessary condition to guarantee the proper simulation of naturally convective heat transfer from a
surface to the surrounding air [Awbi, 1998]. To save computational time, the mesh far away from the
surfaces was coarser, with a maximum element size of 0.3 m (Fig. 7.3).
The mesh for each of the room geometries presented in this chapter was generated in the same manner
as has been previously described. All simulated rooms had meshes sizes of the order of 106 elements.
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Figure 7.3 - Computational mesh used for room used in simulation A. A similar mesh fineness was used for all
the simulations presented in this chapter.
Turbulence and radiation
The k- e RNG turbulence model was used for all simulations in this chapter. This model is widely used
in room airflow simulations, and, as discussed in Chapters 2, 3 and 5, proved to replicate the physics of
jet and plumes with acceptable accuracy.
Radiation was accounted for in all the simulations, using the Surface to Surface (S2S) radiation model.
All surfaces had an emissivity of 1.
Boundary conditions
" Heat sources: Ceiling and cylinders The ceiling and cylinder surfaces were modeled as walls
with a constant heat output. Each cylinder emitted 86 W (total of 430 W for all cylinders), which
accounted for the heat gains of occupants and equipment. The total heat output from the ceiling
was 205 W (6.8 W/m 2 ).
" Opening The window (H: 1.1 m, W: 0.5 m) was modeled as an inlet with a constant velocity of
0.09 m/s. The incoming air temperature was 17'C.
" Outlet The air exhaust was modeled as a pressure outlet with zero gauge pressure. When a pressure
outlet is used as a boundary condition all the properties of the flow are extrapolated from the
neighboring domain. To comply with mass conservation, some backflow through the outlet may
exist. To minimize the effect of the backflow (if any) on the room airflow dynamics, in each
simulation the temperature of such backflow was set to 27 'C, corresponding to the expected
temperature of the air leaving the room, based on an energy balance.
" Large vertical planes (LV planes) In simulation A, the LV planes were simulated as symmetry
planes. In simulation B, they were modeled as adiabatic walls.
" Other walls and floor All the other surfaces and the floor were modeled as adiabatic walls with
no slip.
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Figure 7.4 - Left: Experimental setup for the displacement ventilation experiments performed by Chen et al. [2003]
(1-inlet, 2-outlet, 3-occupants, 4-tables, 5-window, 6-lamps, 7-cabinets, 9-computers). Right: Spacial distribution
of the 9 thermocouple vertical arrangements, along the XY plane.
7.1.3 Description of experimental setup used for validation
The experimental data that was used to validate the numerical data was obtained from a displacement
ventilation study performed by Chen et al. [2003]. The experiment consisted of a thermally insulated
room (thermal resistance 5.3 m2K/W) ventilated using displacement ventilation. The room (L = 5.16 m,
W = 3.65 m, H = 2.43 m), shown in Fig. 7.4, included two desks with one computer each (emitting 108
W and 173 W) and two rectangular boxes (L = 0.4 m, W = 0.36 m, H = 1.1 m) representing occupants
generating 75 W each. Overhead lighting was provided by 6 sets of compact fluorescent lamps of 34
W each. The air entered the space through a perforated vertical inlet (H = 1.1 m, W = 0.53 m) at a
flowrate of 0.05 m3/s, with a supply air temperature of 17 *C. The air exhaust (L = 0.43 m, W = 0.43
m) was located at ceiling level, at the center of the room. The vertical temperature profile was measured
in nine room locations at ten different heights, and were located across the room as indicated in Fig.7.4.
The room was connected to a climate chamber by a window (H = 1.16 m, W = 3.45 m), located at the
opposite wall from the inlet. The climate chamber was kept at a temperature between 27.3 *C and 28.1
OC.
7.1.4 Results
Figure 7.5a presents the vertical variation of dimensionless air excess temperature (0= (T - Tiet)/ATroom,
where ATroom = Texhaust - Tinlet = 10"C) with dimensionless height (z/Hroom) for simulation A, along four
planes parallel to the inlet, located at at four different distances from it: Im (blue), 5m (red), 9m (pink)
and 12m (green). These results are compared to the nine experimental measurements obtained by Chen
et al. [2003], each indicated with a different black marker.
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The oscillation in temperature at each height found in the CFD results reflects the temperature variation
with room width for each plane. This variation is larger close to the floor, and in particular close to
the inlet, where it can reach up to 0.25ATroom. Since farther away from the inlet (5m and beyond) this
variation does not exceed 0.07A Troom, only the average value will be presented in future plots.
Figure 7.5b provides a graphical representation of the same numerical results, along the four planes.
Results suggest a good agreement between the CFD simulation and the data obtained by Chen et al.
[2003]. Both the numerical and experimental results indicate that the variation of air temperature with
room depth is very small (< 0. lATroom) between 0.25 and 0.9 of dimensionless height. They also show
the same trend for change in the near-floor temperature, which increases with room depth.
The CFD results for temperature near the floor along the im plane coincide with those measured experi-
mentally close to the inlet (measurement points 1 and 2). Farther away from the inlet, experimental data
suggests that the air at floor level is warmer than predicted by CFD by at most 0. lATroom at 5m from the
inlet.
The largest temperature difference between experiment and CFD is found at the ceiling level. While the
ceiling temperature in the CFD simulation is consistently higher than that of the experimental data by
about 0. 2 A Troom, the ceiling temperature decreases as it approaches the ceiling in the experiments, and it
increases in the computational results.
Figure 7.5 compares the dimensionless excess temperature variation (averaged over room width, not
including the 20 cm closest to the LV planes) with dimensionless height for simulations A and B. Data
obtained by Chen et al.'s corresponding to measurement point 3 (center of the room) are also included for
reference. Results for simulation B indicate that the excess air temperature is about 3% higher when the
LV planes are modeled as adiabatic walls participating in the room's radiative heat transfer, than when
the room is modeled as infinitely wide (simulation A).
The dimensionless excess temperatures for the floor are about 0. lATroom lower in simulation B than in A.
The ceiling temperature in simulation B is slightly lower than that in simulation A, by about 0.02A Troom.
Both ceiling and floor temperatures in simulation B, where radiation between the LV planes and the room
was accounted for, are closer to what was obtained experimentally.
7.1.5 Discussion
The room excess air temperatures obtained using CFD simulations A and B are found to be in good
agreement with those obtained experimentally by Chen et al.. The main temperature difference existing
between computational and experimental results is found at floor and ceiling level, where CFD over
estimates both surface excess temperatures by about a 20% of the total air temperature change in the
room. Most notably, in the numerical simulations there is an increase in air temperature close to the
ceiling, while the experimental data shows a decrease. This indicates that the ceiling in Chen et al.'s test
chamber acted as a heat sink, as opposed to the CFD simulation, where the ceiling was defined as a heat
source. Two main explanations can be given for this phenomenon: first, that the fluorescent lightbulbs in
the experiment lost heat mostly by convection, increasing the air temperature near the ceiling but not the
ceiling temperature itself; and second, that, while the test chamber was very well insulated, there were
still some heat losses through the ceiling.
128
7.1. VALIDATION OF PROPOSED SIMPLIFIED ROOM SETUP
1.41-
1.2
0.8
0.6
0.4
n
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
(a) Vertical variation of dimensionless air temperature (0 = (T -T )/AT,,) with dimensionless height (z/H,o,1) for
simulation A. at four different room depths: I m (blue). 5m (red). 9m (pink) and 12m (green) from the inlet. Black markers
indicate the nine experimental measurements obtained by Chen et al. [2003].
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(b) Contours of dimensionless air temperature for simulation A corresponding to the numerical results along the four planes
mentioned above. Blue pathlines have been added to illustrate the airflow in the room.
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Figure 7.5 - Vertical variation of dimensionless air temperature, E with dimensionless height at a distance of 5 m
from the inlet for simulation A (red), representing an infinitely wide room, and simulation B (green), representing a
room of 2 m width. Black markers indicate the results for the measurement point 3 obtained by Chen et al. [20031.
This study suggests that the vertical air temperature distribution in an infinitely wide room (simulation
A) is very similar to that of a narrow room (simulation B). Results indicate that the room air temperature
for simulation B is slightly higher than that for A. At the same time, the floor and ceiling temperatures are
lower for simulation B than for A, although the difference is particularly significant at floor level. These
results are consistent with what would be expected: when the LV planes are modeled as solid adiabatic
walls, more heat is being dissipated from the ceiling and occupants in the form in radiation than it would
if the LV planes were modeled as symmetry planes. Additionally, more heat is being radiated from
the ceiling to the LV planes, and less to the floor, which explains the 20% drop in floor temperature in
simulation B. This radiative exchange causes an increase in temperature of the LV planes. While the heat
gains in both simulations are the same, the convective heat transfer coefficient of a hot vertical surface
subjected to natural convection is higher than that of a horizontal downward facing surface (ceiling),
promoting an additional convective heat transfer into the air and increasing its temperature.
Given the geometry of the test chamber used by Chen et al. for their experiments -more similar to a
narrow room with six walls participating in radiative heat transfer, than to an infinitely wide room-, it
would be expected that the results of simulation B would be closer to the room air temperature obtained
experimentally than those obtained in simulation A. One must recall, however, that the CFD room was
modeled as being perfectly adiabatic, while the experimental chamber had some heat losses (at least)
through the ceiling. It is therefore reasonable to assume that the air temperatures in Chen et al.'s could
have been slightly higher had the room been perfectly adiabatic, matching the prediction of simulation
B.
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Figure 7.6 - Comparison of the experimental setup for simulation A (left), where the lighting heat loads are
modeled as a distributed heat source spanning the entire ceiling, and simulation C (right), where the lighting loads
concentrated into a "light strip".
7.2 Effect modeling lighting loads as a distributed source
While lighting loads in real buildings are individual heat sources, modeling as a distributed heat load
greatly simplifies the task of creating a CFD model, and reduces computational time. On the other hand,
as it was seen in the previous section, defining the entire ceiling as a heat emitting surface leads to a
prediction of ceiling temperatures that is higher than what experimental data indicates it should be.
This section presents the results for a simulation (C) where the lighting loads were concentrated along a
narrow strip located at ceiling level. The main goal was to understand the effect that modeling the heat
gains due to lighting as a distributed source or as a concentrated source has on the room air temperature.
7.2.1 Setup of simulation C
The room setup for this simulation was the same as that of simulation A, but with a "light strip" -a narrow
and long rectangle (W = 0.1 m, L = 15 m) running along the ceiling surface- acting as a lighting heat
source (Fig. 7.6).
Boundary conditions
The boundary conditions for this simulations were the same as those outlined for simulation A, with the
exception of the following:
* Heat sources: Lighting strip and cylinders Similar to simulation A, cylinders emitted 86 W
each. The light strip was defined as a heat source with constant heat flux of 204 W (136 W/m 2).
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Figure 7.7 - Vertical change in dimensionless excess temperature, 0, with dimensionless height for simulations A
(red) and C (green, blue), at a distance of 5m from the inlet. The blue line corresponds to the temperature along a
vertical line located between the LV plane and the light strip, and the red to the temperature along a vertical line
that is exactly below the light strip (Fig.7.6). The value of ceiling temperature for simulation C is 0 = 2.49. Black
markers indicate the results for the measurement point 3 obtained by Chen et al. [2003].
7.2.2 Results and discussion
Figure 7.7 presents the vertical change in dimensionless excess temperature, 0, with dimensionless
height for simulations A and C, as well as experimental results reported by Chen et al. at the mea-
surement point 3 (center of the room). The results for simulation A (red) were obtained by averaging the
excess temperature over the width of the room at a distance of 5m from the inlet. Results for simulation
C represented with a green line correspond to the temperature along a vertical line located between the
LV wall and the light strip, while those indicated with a blue line describe the temperature variation along
a vertical line that is exactly below the light strip.
Results indicate that the overall vertical air temperature distribution is not significantly different when
lighting loads are modeled as a distributed source instead of a concentrated source at ceiling level. The
room temperature close to the ceiling level (and not exactly below the light strip) in simulation C in-
creases at a lower rate than that of simulation A, but the ceiling temperature itself is very close to that in
simulation A.
7.3 Effect of occupant density
So far, the heat load distribution between occupants and lighting was defined by matching that found
in Chen et al.'s experimental setup: 32% of loads emitted by the ceiling and 68% by the cylinders,
with an occupant density of 9.4 m2 /person. While this occupant density is fairly standard in American
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office spaces, a classroom full of students and a Japanese office could certainly have more occupants per
unit area. Since the lighting loads in traditional offices and classrooms does not change based on the
number of occupants, this chapter focuses on understanding the effect of a change in the heat load ratio
occupants/lighting on the temperature distribution predicted using the proposed room setup.
7.3.1 Setup of simulations D, E and F
These simulations included the same total heat gains used in simulations A-C, but with different occu-
pant/lighting ratios.
Boundary conditions
The boundary conditions are the same used in simulation A, with the exception of:
* Heat sources: Ceiling and cylinders The constant heat outputs from the occupants and ceiling
for the simulations A, D, E and F are shown in Table 7.1.
Table 7.1 - Heat output boundary conditions for simulations A, C, D, E
Simulation Lighting (%) Occupants (%) Lighting (W) Occupants (W)
A 32 68 203.2 431.8
D 25 75 158.75 476.25
E 0 100 0 635
F 100 0 635 0
7.3.2 Results and discussion
Figure 7.8 shows the vertical change in excess temperature with height for the cases with an occu-
pant/lighting ratio of 68/32 (red), 75/25 (green), 100/0 (blue) and 0/100 (black) respectively, along a
plane located at 5 m from the inlet into the room. The ceiling, floor and air temperatures are very similar
for simulations A and D, with the air temperature being about 0.02 units of 0 higher for D, and it ceiling
temperature 0.02 units lower. Similarly, in simulation E, where all the heat in the room is emitted by the
occupants, the air in the upper region of the room is warmer than in simulation A (0.06 units of 0) but
its ceiling temperature is lower (0.08 units of 0). While small, these differences indicate that a relative
increase in heat gains emitted by the cylinders generates more convective flows in the space than when
the lighting loads are higher. This is consistent with what is found for simulation F, where all the heat
loads are emitted by the ceiling, and where the air temperature in the room is considerably lower (0.12
units of 0) and the ceiling temperature is much higher (2.49 units of 0) than that in simulation A.
In practice, the difference in air temperature distribution for the change in occupant/lighting ratio between
simulations A and D is negligible, and the validation performed for a 68/32 ratio can be considered
valid for a higher ratio such as 75/25, and even a ratio of 100/0. It is clear from the results that the
thermal stratification of a room without any occupants but with the lights turned on could be considerably
different to an occupied room.
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Figure 7.8 - Vertical change in dimensionless excess temperature with dimensionless height for a room with a low
occupant density (occupant/lighting heat distribution = 68/32, simulation A) and a high occupant density (75/25,
simulation D) in red and green lines, respectively. To contrast these results, the extreme cases where all heat gains
are emitted by occupants (100/0, simulation E) or by lighting (0/100, simulation F) are presented in blue and black
lines, respectively. Data corresponds to the temperature along a plane located at 5m away from the inlet.
7.4 Effect of exhaust size
The size of the exhaust in the room setup analyzed so far was defined to be small enough to minimize
the possibility of a backflow into the room. Because the computational domain ends at the exhaust, all
backflow is the result of a numerical artefact to conserve mass in the space, and the presence of any
significant amount of it can artificially alter the airflow and thermal dynamics in the room.
In reality however, naturally ventilated spaces are not always connected to the ventilation shaft by small
exhausts like the one used so far in this chapter. In fact, office spaces can even have exhausts that span
the entire cross-sectional area of the space, when they are connected to an atrium, and where backflow is
a common phenomenon.
The goal of this section is to understand the effect of exhaust size and consequent backflow on the room's
airflow and thermal physics.
7.4.1 Setup of simulations G, H and I
Three simulations (G, H and I) are presented. In G and H, a room similar to the one that has been studied
so far (it is identical except for having a smaller window size) was attached to a 6 m high chimney with
an exhaust at the top (Fig.7.9).
In simulation G, the room and the chimney were connected without any obstructions. In simulation H
there was a partition between the room and the chimney, leaving a room exhaust of 1 mH, five times the
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Figure 7.9 - Room geometries for simulations G (left), H (center) and I (right). In simulation G the room is
connected to a 6 meter-high chimney without any obstructions, and in simulation H the connection between the
room and the chimney is five times larger than the exhaust in simulation I.
size of the exhaust used in the previous simulations.
A third simulation (I) served as baseline case to compare against simulations G and H. The room in
simulation I was almost identical to that of simulations A-F, but with a smaller window (H = 0.3 m, W =
0.5 m).
Boundary conditions
The room heat gains for these three simulations were set to be 30 W/m 2 , a common value for heat
loads in office spaces. The flowrate in the room was 0.152 m3 /s, defined such that the total temperature
difference between inlet and exhaust was 5 'C.
* Heat sources: Ceiling and cylinders The ceiling and cylinder surfaces were modeled as walls
with a constant heat output. Each cylinder emitted 140 W (total of 700 W for all cylinders). The
heat output from the ceiling was 240 W, 25% of the total heat gains.
* Opening The window (0.3 mHx 0.5 mW) was modeled as an inlet with a constant velocity of
1.011 m/s. The incoming air temperature was 21.45 *C (295 K).
" Outlet The air exhaust (located at ceiling height for simulation I, and at the top of the chimney for
simulations G and H) was modeled as a pressure outlet with zero gauge pressure. The temperature
of the backflow was set to 25.45 *C, corresponding to the expected temperature of the air leaving
the room, based on an energy balance.
" Symmetry planes The two largest vertical (LV) planes were defined as symmetry boundary con-
ditions.
" Walls and floor All the other surfaces and the floor were modeled as adiabatic walls with no slip.
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Figure 7.10 - Vertical variation of dimensionless air temperature with dimensionless height for simulations with a
floor-to-ceiling exhaust (G, red), a medium sized exhaust (H, green) and a small exhaust (I, blue)
7.4.2 Results and discussion
Figures 7. 1Oa and 7. 1Ob show the dimensionless excess temperature variation with height for simulations
G, H, I. Results indicate that the temperature distribution in the room is not affected by the size of the
exhaust.
It is important to note that all of these results correspond to simulations where only one room is connected
to a chimney. It is possible that the effect that multiple rooms have on the flow and thermal dynamics of
the chimney may have a combined impact on the physics of each individual room.
The effect of the vertical location of the exhaust was not studied, since it would seem counter intuitive, for
indoor air quality comfort reasons, to locate a ventilation exhaust in the lower part of a room. However,
if this were to be done, a further study would be needed.
7.5 Effect of number of floors
So far, all the simulations presented focus on the airflow inside a single floor space. In fact, all the
simulations in the next chapter will study a single floor too. In reality however, naturally ventilated
buildings have multiple floors, which are often connected through an atrium.
This section attempts to answer the question of whether the airflow and thermal dynamics modeled for a
single floor space can be generalized to that of two floors openly connected through an atrium.
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Figure 7.11 - Room geometry for simulations J and K. Two floors, each 3 m high, are connected to a 9 mH
chimney without any obstructions.
7.5.1 Setup of simulations J - M
In simulations J and L two floors, identical in geometry to those used in simulation G, are connected
through an atrium that is 9 m high, with its exhaust being located 6 m and 3 m above the ceiling level
of floors 1 and 2, respectively (Fig.7. 1, left). In simulations K and M, sets of two individual rooms
(identical to those of simulation I) are modeled separately, each one of them matching the flowrate
conditions of one of the floors in simulations J/L (Table 7.2).
Table 7.2 - Setup of simulations J, K, L, M. T, and T2 are the exhaust temperatures for the first and second
floor, respectively. Similarly, Qi and Q2 is the volumetric flowrate for the first and second floor, respectively.
Temperature changes and flowrates for forced ventilation were defined as inputs to the simulations, while for
natural ventilation they were obtained as outputs of the simulation (marked with ans asterisk).
Simulation Atrium? Ventilation Ti - Tinlet(*C) Q1(mS3) T2- Tinlet(0 C) Q2(M3/s)
J Y Natural 4.3* 0.176* 6.5* 0.122*
K N
L Y Forced 5 0.151 12 0.063
M N
In simulation J, the flowrate through the building corresponds to that of a naturally ventilated building
using pure buoyancy-driven flow. The resulting flowrates for the first and second floors were matched to
study the flow through the individual rooms in simulation K.
Simulations L/M portray an extreme case of simulations J/L: the flowrates through the first and second
floors are set to be very high and very low, respectively. Once again, for comparison, the same two
flowrates are assigned to each individual room in simulation M.
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Boundary Conditions
The boundary conditions regarding heat sources, symmetry planes, walls and floor used in this simula-
tions are the same as those for simulations G and H.
* Opening The window (0.3 mHx 0.5 mW) was modeled differently in each simulation, as shown
in the following table:
Table 7.3 - Inlet boundary conditions for each simulation (subscripts 1 and 2 indicate the first and second floors)
Simulation Inlet BC
J/L Velocity inlet (vi = 1.01m/s, v 2 = 0.42m/s)
K Pressure inlet (Pgauge = 0 Pa)
M Velocity inlet (vI = 1. 17m/s, v2 = 0.82m/s)
The incoming air temperature in all cases was 21.45 'C (295 K).
* Outlet The air exhaust (located at the top of the chimney for simulations J/L, and at ceiling height
for simulations K/M) was modeled as a pressure outlet with zero gauge pressure. The temperature
of the backflow was set to be 21.45 'C, the same as the inlet temperature - a necessary condition
to model naturally ventilated flows, such as in simulation J.
7.5.2 Results and discussion
Figure 7.12 shows the vertical temperature distribution along a plane located 5m from the inlet for the
first (7.12a) and second floors (7.12b) of simulation settings J and K. The plots indicate that the air
temperature distribution on the first floor for both simulations is virtually identical. However, the air is
warmer by about 0.1 0 on the second floor of simulation J than that of simulation K. In other words,
when two floors are connected through an open atrium, there does not seem to be an effect of presence of
the second floor on the physics of the first floor. The opposite, however, is not true. The air temperature
in the second floor of an atrium configuration (simulation K) is increased by secondary warm streams
creeping from the top of the first floor to the bottom of the second floor.
The vertical temperature distributions for simulations L and M can be found in Figure 7.13. Similar to
case K, the temperature if the first floor of simulation L is unaffected by the flow dynamics in the rest of
the building. The air temperature of the second floor is also higher for the building configuration where
the two rooms are openly connected by an atrium. The relative difference in temperature in this set of
simulations is of the order of 0.5 AT -much higher than in simulations K and L.
This suggests that using results single room simulations to predict the thermal stratification of floors
openly connected through an atrium may lead to an underestimation error of about 10% in cases of pure
buoyancy-driven flows, and up to 50% in the extreme cases where the flowrate of the first floor is more
than twice that of the first. These extreme situations could be caused, for instance, when the openings in
the second floor are smaller (or more closed) than those in the first floor.
The interaction between more than two floors should be studied to have a complete understanding of the
airflow and thermal dynamics in building with several floors openly connected o an atrium.
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Figure 7.12 - Vertical profiles of dimensionless temperature ((T - Tinlet)/ATfoor) for simulations J and K. The
flow through each floor corresponds to that resulting of pure buoyancy-driven ventilation in simulation J. All
measurements correspond to a vertical plane located 5 m from the inlet.
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Figure 7.13 - Vertical profiles of dimensionless temperature ((T - Tinlet)/ATfoor) for simulations L and M. The
flows through the first and second floors were defined to match a total air temperature change of 5 K and 12 K
respectively. All measurements correspond to a vertical plane located 5 m from the inlet.
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Figure 7.14 - Temperature contours along the middle plane and inlet streamlines for simulation L. Blue and pink
streamlines indicate the air entering the building through the first and second floor, respectively. A secondary flow
can be seen entering the second floor after emerging from the first floor.
7.6 Conclusions
The goals of this chapter were: first, to validate using existing experimental data the airflow and thermal
dynamics of a proposed CFD room setup to be used in future chapters as a typical office setting; and sec-
ond, to understand the sensitivity of the proposed setup to several geometrical parameters and boundary
conditions.
It was found that:
" The proposed CFD room setup can appropriately replicate the vertical air temperature distribu-
tion of another room with similar thermal characteristics, such as heat loads, opening sizes and
flowrates. The CFD simulations, however, have an over prediction error of up to 20% regarding
floor and ceiling excess temperatures. This error could have an impact on any attempt to predict
the operative temperature in a space.
" When attempting to simulate a small room, neglecting the presence of side walls in a space (i.e.
simulating an infinitely wide space) can lead to a slight under prediction (3% of the total temper-
ature change between air inlet and exhaust) of the air temperature and an over prediction of the
floor and ceiling temperatures by up to 10% and 2%, respectively.
" There is no significant difference in the temperature distribution of the proposed CFD room setup
if the lighting loads are modeled as a distributed source spanning the whole ceiling area or as a
concentrated heat source represented by a narrow heated strip running along the ceiling.
" There is no significant difference in the temperature distribution of the proposed CFD room setup
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if the ratio of heat gains generated by the lighting loads represent one third or one fourth of the
total heat gains in the space.
* There is no significant difference in the temperature distribution of the proposed CFD room setup
if the size of the exhaust is very small or spans the entire cross-sectional area of a ventilated space,
as long as the exhaust is located close to the ceiling. The effect of vertical location of the exhaust
was not studied.
e The results obtained for single-room simulations could be used to predict the temperature distri-
bution in a building with two floors openly connected through an atrium. The prediction error for
the first floor temperature profile is negligible. For the second floor one should expect an underes-
timation of: 10% of the overall air temperature if the flowrate through the second floor is no less
two thirds that of the first, or 50% if the flowrate of the second floor is two fifths or less than that of
the first. More studies are needed to understand the flow interaction between more than two floors
was not studied.
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Part III
Predicting thermal stratification of air in
naturally ventilated rooms
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Chapter 8
Prediction of thermal stratification in
naturally ventilated rooms
8.1 Introduction
The physics of the main elements causing and affecting thermal stratification were analyzed in Chapters
2 to 5 of this thesis. The subsequent chapters (6 and 7) focused on outlining the best conditions to
run room airflow simulations using Computational Fluid Dynamics (CFD), studying the properties of a
proposed room, and the applicability of the numerical results obtained in other room settings with similar
thermal and inertial properties.
This chapter focuses on answering the main question of this thesis: how to predict the thermal stratifi-
cation in naturally ventilated rooms? In order to answer this question it is necessary to, first, understand
what stratification profiles are observed in a typical naturally ventilated room, and second, develop a set
of criteria to quantify the vertical variation of temperature. The approach used to predict the thermal
stratification is based on a dimensionless comparison of the inertial strength of the jets entering the room
and the buoyant strength of the heat sources in the space.
8.2 Previous work on stratification
Understanding the thermal stratification of air is a critical aspect when designing a ventilation system.
Linden et al. [1990] was amongst the first to suggest a methodology to predict the temperature profile in
a naturally ventilated room. They did so by studying the physics of emptying filling boxes: transparent
water tanks where room convection can be modeled using a dyed fluid of higher density than the tank's
water to replicate, upside down, the flow of buoyant plumes. They simulated a room with a low inlet and
a high exhaust with one or more buoyant sources, and predicted that the fluid in the tank was divided
into two horizontal layers of different density. The upper layer of the tank (corresponding to the lower
part of the room) was to be at the density of the incoming fluid, and the lower layer, formed by the liquid
entrained by the plumes in the tank, was at a higher density. They found that in order for the height of
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the interface between the layers to be constant, the flowrate into the tank must be equal to the entrained
flowrate by the plumes at the interface height. From these results, they predicted that the air stratification
in rooms would follow a similar pattern, with two layers at different temperatures.
As has already been discussed in Chapter 6, water experiments can be very useful to understand the
interaction of convective currents in a space, but fail to replicate the radiative heat transfer occurring
between heat sources and walls. In an effort to apply a similar analysis as that used by Linden et al.
[1990] but accounting for the effects of radiation, Li [2000] proposed a set of two emptying air-filling
box models, describing two possible temperature profiles. The first profile includes two layers of constant
temperature and is similar to that proposed by Linden et al., but the ceiling temperature is colder than
the air close to it, and floor temperature is warmer than near-floor air, respectively. In the second profile,
temperature varies linearly with height, and again the ceiling and floor temperature are respectively colder
and warmer than the air in the vicinity. These analytical results were not validated with experimental
data. Li [2002] suggests the existence of a third, "mixed", temperature profile, where the room is divided
into two layers, the upper layer at constant temperature, and the lower layer with a linear temperature
gradient. He does not provide an analytical solution for such profile.
Some studies for thermal stratification have focused on predicting the temperature profile of rooms with
displacement ventilation. In this kind of ventilation, cold air enters the through the lower part of the
room at low velocities and moves upward when entrained by heat sources in the room. The air exhaust
is located at ceiling level. The flowrate through the room is low enough to guarantee that the occupied
zone is at comfortable temperature and that the contaminants remain above the occupants' heads. Mundt
[1995] used experimental data to find a relationship to find the temperature difference between the sup-
ply and the air at floor level based on the space's volumetric flowrate. Additionally, she provided an
expression to obtain the near-floor to near-ceiling temperature difference in the room assuming a linear
gradient, based on an energy balance between the heat sources, the walls and the air in the space. A
similar analysis is provided by Bauman et al. [2006] to predict the stratification of air in rooms with
underfloor air distribution systems.
All of the models described so far assume, first, that the cold air enters the room close to the floor
and leaves through a small exhaust close to the ceiling, and second, that its velocity is low enough that
its inertial effects on the airflow physics can be neglected. These two assumptions make these models
unsuitable to model the airflow and thermal dynamics of naturally ventilated rooms, where the opening
area can be located anywhere between the floor and the ceiling, and the supply air velocity can be large
enough such that the effect of its high momentum cannot be neglected.
Gladstone and Woods [2000] and Nielsen [2011] have addressed the relevance of the location of the air
inlet on the thermal stratification of a room. They both indicate that lower openings lead to a typical
displacement ventilation temperature profile, while higher inlets lead to a well-mixed room. Nielsen
goes further into detail by referring to the different types of ventilation systems as a family tree where
the variation of different variables defines the the type of ventilation of a room. The key parameters
proposed by Nielsen are the Archimedes (Ar) number of the room (total temperature difference divided
by the square of the flowrate), the ratio of the inlet area to the wall area (wall where the inlet is located),
and the vertical location of the inlet with respect to the floor and ceiling. For instance, a room with high
Ar (ie, strong buoyancy forces), with a medium inlet-to-wall area ratio (< 10-2 and an inlet close to the
floor would lead to displacement ventilation, whereas a room with low Ar (ie, strong inertial forces),
with a small inlet-to-wall area ratio (< 10-2 and an inlet close to the ceiling would lead to mixing flow
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(well-mixed air). The analysis done by is purely qualitative and does not provide any guidance on how
to estimate the vertical temperature profile in each of these conditions.
There is a need to find a set of criteria that accounts for the effect of buoyancy and of inertial forces, as
well as the location and size of the windows on the airflow and thermal dynamics of naturally ventilated
rooms.
8.3 Dimensionless criterion
The goal of this work is to find a simple criterion that allows predicting the vertical temperature variation
inside a naturally ventilated room. Such criterion should account for the most critical aspects of the
room physics affecting air mixing and stratification; in other words, it should include the main variables
defining the inertial and buoyant forces in the room.
Dimensionless parameters are widely used in the fields of fluid mechanics and heat transfer. They provide
a practical way of comparing the impact that two or more physical phenomena, such as inertia, buoyancy
or viscosity have on a resulting flow condition. In order to compare the strength of the buoyancy caused
by natural convection of air in the room to the strength of the inertia caused by the window air jets, the
use of an alternative form of the Archimedes number, X, is proposed in Eq.8. 1.
Buoyancy g fATr 3
Inertia u2A(
where g is the gravity constant, # is the thermal expansion coefficient of air, ATr is the total change in air
temperature in the room, ui, is the velocity of the air at the inlet (window) and A, is the window area. L
is a length scale that is representative of the room physics.
Since the total temperature change in the room is intrinsically dependent on the flowrate (Qo = uiA"),
through the space, Eq.8.1 can be rewritten as:
X = g q r L3 (8.2)
pC, Qouin
where qr is the total heat gain in the space.
From these expressions it can be seen that X becomes large in situations where the heat sources are re-
sponsible for a high air temperature rise in the space, and becomes small when the momentum of the
incoming jets becomes dominant. Consequently, one would expect that for very large X values, the tem-
perature profile of the room would be similar to what is observed in displacement ventilation conditions
where inertial effects are neglected, while for very small X values high mixing would dominate, and the
air would be considered well mixed.
All of the variables considered in the previous expressions are usually available in a multi-zone model,
and would therefore make the prediction of the temperature profile easy to implement into a software
like CoolVent.
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8.3.1 Selection of a significant length scale
Two different length scales may need to be used with the same criterion X to predict the vertical variation
of temperature with height in a naturally ventilated room: one to define the type of temperature profile
in the room, and the other length scale to estimate the total change in air temperature from the vicinity
of the floor to the vicinity of the ceiling.
According the observations by Gladstone and Woods [2000] and Nielsen [2011] described in section 8.2,
it would be expected the length scale L to be inversely related to the vertical location of the window in
the space, so that high mixing occurs when windows are located close to the ceiling (small L), and strong
stratification happens for inlets located close to the floor (large L). To define the temperature profile, it is
therefore proposed to use the distance from the window to the ceiling as a significant length scale:
L =Hwc = Hr - zw (8.3)
XHwc = Hwc (8.4)
where Hr is the height of the room, zw is the vertical location of the center of the window/inlet, and He
represents the difference between these heights.
To estimate the temperature difference between the air close to the floor to that close to the ceiling,
defining the appropriate length scale does not seem as straightforward. Window elevation, zw, and room
height, Hr, are two distances that are highly related to the room physics and whose increasing values
could lead to an increase in temperature difference between the bottom and the top of the room.
8.3.2 Expected temperature profiles and the unknown variables that define them
According to the previous work done regarding thermal stratification, it is reasonable to expect finding
one of the two following temperature profiles: linear and two-layer (see Figure 8.1). A linear profile is
one where the rate of change of air temperature with height remains constant. A well-mixed air condition
is an extreme case of linear profile, where the rate of change of temperature with height would be zero.
A two-layer profile, on the other hand, is that where the temperature in the lower part of the room of
varies linearly with height, while the air in the upper part is at a constant temperature.
The following sections describe the mathematical models defining each of these profiles.
Profile 1: Linear stratification
The temperature profile corresponding to linear thermal stratification can be described by the following
expression:
T(z) =Tac - mi * (Zac - z) (8.5)
Tac - Taf _ ATacf
mi = - (8.6)
zac -zaf 0.8 Hr
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Linear profile
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(ceiling)
Twolayer profile
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(floor) (ceiling)
Figure 8.1 - Sketch of the two temperature profiles expected. The vertical axis represents the dimensionless excess
temperature, defined as 0 = (T - Tn)/ATr. The horizontal axis corresponds to the dimensionless height above the
floor, defined as ( = z/Hr. The variables in dotted boxes are the unknown values that must be found in order to
predict each of the vertical temperature profiles.
where zac and zaf are the heights at which the temperature of the air close to the ceiling (Tac) and floor
(Taf) are measured, respectively. In this thesis, those distances correspond to zac = 0. 9 Hr and zaf = 0. Hr,
and were selected as points close to the ceiling and floor, respectively, but outside of the thermal boundary
layer formed in the vicinity of each surface. ATacf is the temperature difference between zac and zaf .
An extreme case form this type of stratification would be when mI = 0, which would mean that the room
air is well mixed.
Equations 8.5 can be re-written in dimensionless form as:
(8.7)
(8.8)
O(g) =Oac - A~acf * (1 -
AEacf =Oac - Oaf
Where:
T () - Tin T(4) - Tin
Tut - Tin ATr
T - Tn
Oac = A Tn
Of=Taf -TinATr
S=z/Hr
(8.9)
(8.10)
(8.11)
(8.12)
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In order to predict the vertical temperature variation of rooms with this profile, it is necessary to estimate
the values for AOacf and 0,ac-
Profile 2: Split stratification
This type of stratification consists of two layers divided by an interface. Similar to profile 1, the tem-
perature in the lower layer increases linearly with height until it reaches the interface at which point it
becomes constant.
The profile for this type of stratification can be described by the following set of equations:
ac - M2 * (Z - Zinterf) Z < Zinterf
Tac Z > Zinterf
_ Tac - Taf _ ATacf (8.14)
Zinterf - Zaf Zinterf - Zaf
Which, in dimensionless form, becomes:
Oac -- AEacf * - interf ) < interf (8.15)
Oac > interf
In order to predict the vertical temperature variation of rooms with this profile, it is necessary to estimate
the values for A~acf and Qac, and Zinterf.
8.4 Simulation setup
Several CFD simulations were performed in order to study the applicability of the main criterion outlined
in the previous section, and its potential usefulness to define the multiple parameters needed to predict
the vertical temperature profile in naturally ventilated rooms. The results from these simulations were
used to refine the limits of validity for the proposed criterion.
Various room configurations were studied, varying the relevant parameters outlined in the past section,
such as window size and elevation, heat gains and flowrate among others. The room configuration used
in this chapter is shown in Fig.8.2, and is based on that presented in Chapter 7.
8.4.1 Simulation settings
All simulations were performed using ANSYS Fluent 13.0.
'arbulence The k-E RNG turbulence model with enhanced thermal wall treatment was used. This
model is widely used in room airflow simulations.
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Pressure outlet
(constant heat output)
Occupancy heat sources
(constant heat output)
Velocity inletX
Figure 8.2 - Typical room setup for the CFD simulations
Radiation A surface-to-surface radiation model was used. No clustering was used, therefore each
radiative element was of the same size as the mesh elements along each surface.This model provides
accurate and fast calculations, since it estimates the added radiative hat transfer by using view factors,
which only need to be calculated once, before running the simulation.
Mesh The mesh size was of the order of 6 x 105 and 13 x 105 for 3 m- and 6 m-high rooms, respectively.
In all cases, the distance between any surface and the closest node was 5 mm. This is a necessary
condition to ensure the proper calculation of natural convective heat transfer using wall functions [Awbi,
1998]. The mesh fineness is similar to that shown in Fig.7.3.
Calculations Density calculations were performed using a Boussinesq approximation. Pressure cal-
culations were performed using the PRESTO calculator. Second-order calculations were used for all
computed variables.
Convergence Simulations were run in transient mode and initialized with a fluid temperature of at least
3C until the average exhaust temperature reached a steady value with a variation < 0.01*C.
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Boundary conditions
" Ceiling The ceiling was modeled as surface with constant heat output, corresponding to 27% of
the room's total heat gains (q,).
" Round-top cylinders The occupants and equipment, represented by five round-top cylinders (D=0.6 1,
H = 1.13), were also modeled as surfaces with constant heat output. The heat output corresponded
to 73% of the room heat gains (qr), including occupant and equipment heat gains.
* Inlet The window was defined as a velocity inlet. In other words, the air entered through the
inlet at a uniform velocity, uin. This velocity was defined to match the needed flowrate to cause a
specific increase of the air temperature in the room, ATr (= Tut - Tin), given the total heat gain in
the room, and the window area A,. In other words:
uin = q(8.16)pCpAwATr
The inlet temperature was always 21.85'C (295K).
* Exhaust The exhaust was represented as a pressure outlet with zero gauge pressure. The backflow
temperature corresponded to the expected final air temperature: 21.850 C+ATr.
" Large vertical planes The two large vertical planes were modeled as symmetry planes for radia-
tion, convection and airflow, which yields to the simulation of a very wide room.
* Other walls The floor and the two small vertical end planes were modeled as adiabatic surfaces.
8.4.2 Summary of simulations
Each simulation was characterized by a unique combination of 6 parameters shown in Table 8.1. Not
all possible combinations of parameters were analyzed. However, all geometrical and heat load com-
binations were tested under the three total room air temperature changes (5, 8 and 12 *C). In total, 36
simulations were performed. They are listed in Table 8.2.
One thing to note on this table is that when the room heat gains were varied, the heat loads per occupant
(cylinder) were varied proportionately. This was done to control the ratio of lighting/occupancy loads.
In reality, it is possible that different heat gains per unit area leads to different lighting/occupancy ratios.
Small variations of this ratio (25/75 vs 38/62, for instance) will lead to similar temperature profiles, as it
was found in Chapter 7 and are not of concern in the work done in this chapter.
8.5 Results and analysis
Airflow patterns and thermal stratification
Figures 8.3 and 8.3 show some of the temperature contours, streamlines and temperature profiles for
simulations 21, 23, 43, 53, 63 and 73.1 These results illustrate the impact of varying different parameters
'A full summary of results can be found in Appendix A.
152
8.5. RESULTS AND ANALYSIS
Table 8.1 - Range of variation for simulation parameters
Parameter Symbol (units) Values Description
5 Achieved by modifying inlet
Room air temperature change ATr (OC) 8 velocity (consequently, flowrate)
(To - Tin) 12 according to energy balance.
Room height Hr (m) 3
6
0.075 ("1x") H = 0.15 m, W = 0.5 m
Window size Aw (m2 ) 0.150 ("2x") H = 0.30 m, W = 0.5 m
0.300 ("4x") H = 0.60 m, W = 0.5 m
Window elevation 1m
(distance from the floor ZW (m) 2.5m
to the center of the window) 5.5m * *only when Hr = 6m.
469 Equivalent to approximately
625 15, 20, 30, 40 and 60 W/m 2 ,
Room heat loads qr (W) 938 respectively. Load distribution:
1250 27% ceiling, 73% occupants
1876 (round-top cylinders).
between simulations. The temperature contours and plots are provided in dimensionless form, where
0 = (T - Tin) /ATr. In both sets of results the maximum value of 0 shown is 1.2. The floor and ceiling
temperatures are reported in Table 8.3. The plots indicate the variation of 0 with dimensionless height,
(, along four planes parallel to the inlet and located at I m (blue), 5 m (red), 9 m (magenta), and 12 m
(black) away from it. The data in these plots was averaged with height by segments of 0.01Hr to reduce
plotting noise due to temperature variations along the x-axis. In other words, the data sets were reduced
to 100 temperature measurements equally spaced over room height.
These results provide some valuable information regarding the airflow through the space, as well as the
temperature variation with room depth. When the inlet air velocity is high (simulation 21) a large amount
of air recirculation occurs at all heights. Due to its high initial momentum, the air entering the room falls
and quickly moves along the floor. Most of the air returns at increased height towards the inlet and is
entrained by the incoming air. Some of the air is entrained upwards by buoyant plumes and is either
swept back to the inlet-end of the room to be re-entrained by the cold jet, or creeps along the ceiling to
leave the room. The resulting flow generates a temperature gradient that tends to be linear. Simulation 21
(along with simulations 11, 101 and 111) is one of the few cases where there is a considerable variation
in temperature profile with room depth. As can be fully appreciated in Appendix A, the shape of the
profile in the rest of the simulations remains constant, and only varies close to floor level, where the
temperature gradually increases with distance.
Results for simulation 23 on the other hand, indicate that smaller air velocities lead to the formation of
two clear layers in the space: a lower colder area that involves a high level of horizontal recirculation,
and an upper warmer layer with very low velocities. In this type of simulation, the cold air entering the
room flows toward the opposite wall while being gradually heated by the floor, and then returns toward
the inlet mixing some of the cold air entering the room and some of the hot air accumulated in the upper
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Table 8.2 - Summary CFD room airflow simulations
Case Aw(m 2 ) Hr(m) zw(m) Hwc(m) ATr( 0C) uin(m/s) Q(m /S) qr(W) XHwc Xzw
[size] [C,] [ ce] [ACH] [qr/Ar(W/m 2)_
011 0.075 [1x] 3 1 [0.33] 2 [0.67] 5.0 2.02 0.152 [6.1] 938 [31.3] 4.27 0.53
012 0.075 [lx] 3 1 [0.33] 2 [0.67] 8.0 1.26 0.095 [3.8] 938 [31.3] 17.48 2.18
013 0.075 [1x] 3 1 [0.33] 2 [0.67] 12.1 0.84 0.063 [2.5] 938 [31.3] 58.99 7.37
021 0.15 [2x] 3 1 [0.33] 2 [0.67] 5.0 1.01 0.152 [6.1] 938 [31.3] 8.54 1.07
022 0.15 [2x] 3 1 [0.33] 2 [0.67] 8.0 0.63 0.095 [3.8] 938 [31.3] 34.96 4.37
023 0.15 [2x] 3 1 [0.33] 2 [0.67] 12.1 0.42 0.063 [2.5] 938 [31.3] 116.03 14.50
031 0.3 [4x] 3 1 [0.33] 2 [0.67] 5.0 0.51 0.152 [6.1] 938 [31.3] 17.07 2.13
032 0.3 [4x] 3 1 [0.33] 2 [0.67] 8.0 0.32 0.095 [3.8] 938 [31.3] 69.91 8.74
033 0.3 [4x] 3 1 [0.33] 2 [0.67] 12.1 0.21 0.063 [2.5] 938 [31.3] 235.96 29.49
041 0.15 [2x] 3 2.5 [0.83] 0.5 [0.17] 5.0 1.01 0.152 [6.1] 938 [31.3] 0.13 16.67
042 0.15 [2x] 3 2.5 [0.83] 0.5 [0.17] 8.0 0.63 0.095 [3.8] 938 [31.3] 0.55 68.28
043 0.15 [2x] 3 2.5 [0.83] 0.5 [0.17] 12.1 0.42 0.063 [2.5] 938 [31.3] 1.81 226.63
051 0.15 [2x] 6 1 [0.17] 5 [0.83] 5.0 1.01 0.152 [6.1] 938 [31.3] 133.36 1.07
052 0.15 [2x] 6 1 [0.17] 5 [0.83] 8.0 0.63 0.095 [3.8] 938 [31.3] 546.26 4.37
053 0.15 [2x] 6 1 [0.17] 5 [0.83] 12.1 0.42 0.063 [2.5] 938 [31.3] 1813.03 14.50
061 0.15 [2x] 6 2.5 [0.42] 3.5 [0.58] 5.0 1.01 0.152 [6.1] 938 [31.3] 45.74 16.67
062 0.15 [2x] 6 2.5 [0.42] 3.5 [0.58] 8.0 0.63 0.095 [3.8] 938 [31.3] 187.37 68.28
063 0.15 [2x] 6 2.5 [0.42] 3.5 [0.58] 12.1 0.42 0.063 [2.5] 938 [31.3] 621.87 226.63
071 0.15 [2x] 6 5.5 [0.92] 0.5 [0.08] 5.0 1.01 0.152 [6.1] 938 [31.3] 0.13 177.51
072 0.15 [2x] 6 5.5 [0.92] 0.5 [0.08] 8.0 0.63 0.095 [3.8] 938 [31.3] 0.55 727.07
073 0.15 [2x] 6 5.5 [0.92] 0.5 [0.08] 12.1 0.42 0.063 [2.5] 938 [31.3] 1.81 2413.14
081 0.075 [1x] 3 1 [0.33] 2 [0.67] 5.0 1.01 0.076 [3.0] 469 [15.6] 17.06 2.13
082 0.075 [1x] 3 1 [0.33] 2 [0.67] 8.0 0.63 0.047 [1.9] 469 [15.6] 69.92 8.74
083 0.075 [1x] 3 1 [0.33] 2 [0.67] 12.1 0.42 0.032 [1.3] 469 [15.6] 235.04 29.38
091 0.15 [2x] 3 1 [0.33] 2 [0.67] 5.0 0.65 0.097 [3.9] 625 [20.8] 13.46 2.60
092 0.15 [2x] 3 1 [0.33] 2 [0.67] 8.0 0.40 0.061 [2.4] 625 [20.8] 34.47 10.64
093 0.15 [2x] 3 1 [0.33] 2 [0.67] 12.1 0.27 0.040 [1.6] 625 [20.8] 77.55 35.92
101 0.15 [2x] 3 1 [0.33] 2 [0.67] 5.0 1.29 0.194 [7.8] 1250 [41.6] 6.74 0.65
102 0.15 [2x] 3 1 [0.33] 2 [0.67] 8.0 0.81 0.121 [4.8] 1250 [41.6] 17.26 2.67
103 0.15 [2x] 3 1 [0.33] 2 [0.67] 12.1 0.54 0.081 [3.2] 1250 [41.6] 38.84 9.01
111 0.3 [4x] 3 1 [0.33] 2 [0.67] 5.0 1.01 0.303 [12.1] 1876 [62.5] 4.27 0.53
112 0.3 [4x] 3 1 [0.33] 2 [0.67] 8.0 0.63 0.190 [7.6] 1876 [62.5] 17.48 2.19
113 0.3 [4x] 3 1 [0.33] 2 [0.67] 12.1 0.42 0.127 [5.1] 1876 [62.5] 58.76 7.34
121 0.3 [4x] 6 5.5 [0.92] 0.5 [0.08] 5.0 0.51 0.152 [6.1] 938 [31.3] 0.267 355.0
122 0.3 [4x] 6 5.5 [0.92] 0.5 [0.08] 8.0 0.32 0.095 [3.8] 938 [31.3] 1.092 1454.0
123 0.3 [4x] 6 5.5 [0.92] 0.5 [0.08] 12.1 0.21 0.063 [2.5] 938 [31.3] 3.687 4907.2
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warmer layer. Eventually, the air is entrained upwards by the buoyant plumes in the space, and slowly
flows towards the exhaust. These flow dynamics cause a linear temperature profile in the lower part of
the room, and a profile with constant temperature in the upper part of the room.
The effect of window elevation is appreciated by comparing simulations 23 and 43. When the window is
located higher in the room, with the same inlet velocity and area, the limits of the recirculation region also
move higher. In these rooms there is a higher level of mixing, which is reflected in a linear temperature
profile with a small difference between near-floor and near-ceiling air temperatures.
Comparing simulations 23 and 53 illustrates the effect of room height on the airflow and thermal stratifi-
cation of the space. It can be seen that the boundary for the absolute height of the zone of recirculation is
not affected by the height of the room (- 1.5 m both cases). The upper layer of hot air remains constant,
at a temperature of 0 = 0.92.
Results for simulations 63 and 73 provide information regarding the impact of window elevation in a
larger room. Similar to the comparison of simulations 23 and 43, it is found that the higher the window
is located, the more mixing there is in the space. Interestingly, this higher mixing is not due to the fact
that the cold jet can reach deeper into the space, since the jet throw for simulations 53, 63 and 73 is almost
the same. (Note that in simulations with higher air velocities a longer jet throw can also contribute to
mixing.) Instead, it is the air entrainment into the falling cold jet that causes the large recirculation region
to form. Simulations where the window is located close to the ceiling are the only ones found in this set
of simulations where the temperature profile matches that of well-mixed air.
Convective heat transfer coefficients
The ceiling and floor average convective heat transfer coefficients (hconv-c and hconvf) were calculated
to verify that the convective heat transfer in these simulations was close to what would be expected in a
normal room setting. These values calculated using equation 8.17, and are summarized in Table 8.3.
heons = ""qconv-s (8.17)
ATasAs
where the subscript s indicates the surface (ceiling or floor), qconv-, corresponds to the amount of con-
vective heat transferred from s to the air, ATas is the temperature difference between the surface and the
air outside the thermal boundary layer (measured at 0. lHr from s, along plane 9 m), and As is the area of
the surface. It was assumed that the ATas used is for these calculations (at 9 m depth) could be considered
to be representative of A Tas in the room, since 9 m is close to the mid depth of the room and far from the
reach of any of the jets entering the space. Due to the significant variation with height of the convective
heat transfer from the heated cylinders to the surrounding air, the convective heat transfer coefficient
for those surfaces was not estimated. The ratio of convective/radiative heat loss from the cylinders was
approximately 60/40 in all cases. Their surface average temperature was consistently 8 degrees above
exhaust temperature (ATr + 8'C).
Figure 8.5 compares the values obtained for hconv-f and hcon, as a function of ATac and ATaf, respec-
tively, to the following empirical expressions for convective heat transfer coefficients for floor and ceiling
obtained experimentally by Awbi and Hatton [1999]:
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Figure 8.3 - Temperature contours and airflow streamlines (left) and change of dimensionless vertical temperature
(E = (T - Tn)/AT) vs. dimensionless height (( = z/HR) (right) at four vertical planes 1, 5, 9, and 12 m from
the inlet (blue, red, magenta and black lines, respectively) for simulations 21, 23, 43 and 53. A star indicates the
location of the inlet for each simulation.
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Figure 8.4 - Temperature contours and airflow streamlines (left) and change of dimensionless vertical temperature
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Table 8.3 - Summary of results of CFD room airflow simulations
Case Profile Cinterf Tf - Tin Tc - Tin Taf - Tin Tac - Tin Oaf Oac Of c qconv-c qconv-f hconv-c hconv-f
(0C) (0C) (1C) (0C) (W) (W) (W/m 2K) (W/m 2K)
011 1 7.3 10.3 3.7 5.8 0.73 1.16 0.54 50.93 345.25 0.38 3.34
012 1 9.8 11.8 4.9 7.7 0.62 0.96 0.43 63.02 357.11 0.50 2.56
021 1 7.8 9.9 3.0 5.3 0.60 1.07 0.59 74.05 357.33 0.54 2.61
022 1 9.4 11.5 4.6 7.6 0.57 0.95 0.48 63.06 387.12 0.54 2.82
031 1 8.6 10.6 2.6 4.8 0.52 0.96 0.55 66.28 348.85 0.38 2.04
041 1 8.0 9.5 4.1 5.6 0.82 1.12 0.38 104.01 325.61 0.88 2.93
042 1 10.7 12.8 6.4 8.5 0.80 1.07 0.34 58.10 354.74 0.45 2.90
043 1 14.5 16.1 9.7 12.0 0.80 0.99 0.25 76.89 351.43 0.64 2.56
061 1 6.9 8.8 3.5 4.7 0.69 0.94 0.31 62.89 281.73 0.52 2.88
071 1 6.4 8.3 4.0 4.9 0.80 0.98 0.23 165.94 236.63 1.62 3.45
072 1 10.8 11.4 7.3 7.8 0.91 0.97 0.07 97.43 259.57 0.89 2.60
073 1 14.8 16.8 11.1 11.9 0.91 0.98 0.09 32.59 310.81 0.22 2.95
081 1 6.3 7.5 3.3 4.9 0.65 0.97 0.41 27.59 186.79 0.36 2.14
091 1 6.2 7.8 2.9 4.8 0.58 0.97 0.48 50.80 234.70 0.46 2.49
101 1 8.4 11.3 3.0 5.5 0.60 1.11 0.64 115.48 436.19 0.55 2.83
102 1 10.1 13.0 4.6 7.8 0.58 0.98 0.50 103.15 468.32 0.54 3.04
111 1 9.7 13.5 2.7 6.1 0.53 1.23 0.87 162.28 642.22 0.74 3.22
112 1 11.1 15.0 3.8 7.8 0.47 0.98 0.63 140.00 672.50 0.65 3.24
113 1 14.6 19.2 6.2 12.2 0.51 1.01 0.63 13.86 775.08 0.07 3.24
121 1 7.3 8.8 4.1 4.6 0.82 0.92 0.13 43.86 246.36 0.35 2.71
122 1 9.8 11.4 6.8 7.6 0.85 0.95 0.12 37.74 238.06 0.33 2.82
123 1 13.4 14.9 10.5 11.3 0.87 0.94 0.09 33.21 216.45 0.31 2.59
013 2 0.55 12.6 15.2 7.7 11.5 0.63 0.95 0.40 30.25 407.05 0.27 2.88
023 2 0.55 11.9 13.8 6.9 10.5 0.57 0.87 0.38 23.82 450.66 0.25 3.13
032 2 0.6 9.2 11.0 4.1 7.5 0.51 0.94 0.54 47.19 383.31 0.45 2.63
033 2 0.5 12.0 13.9 6.9 11.3 0.57 0.93 0.46 37.22 408.93 0.48 2.82
051 2 0.6 7.1 9.0 2.8 4.6 0.56 0.91 0.45 56.36 317.12 0.43 2.59
052 2 0.35 9.2 11.4 4.8 7.6 0.60 0.95 0.45 29.46 374.69 0.26 2.97
053 2 0.3 11.9 14.3 7.9 11.4 0.66 0.94 0.36 21.02 424.00 0.24 3.77
062 2 0.5 9.6 11.5 5.4 7.4 0.67 0.92 0.32 40.55 298.61 0.33 2.49
063 2 0.45 13.1 15.1 8.9 11.2 0.73 0.93 0.24 28.63 305.82 0.25 2.51
082 2 0.51 8.4 9.8 5.2 7.6 0.66 0.96 0.38 14.97 213.62 0.24 2.39
083 2 0.48 11.7 13.0 8.3 11.4 0.69 0.94 0.32 10.27 229.18 0.21 2.39
092 2 0.6 8.7 10.2 4.8 7.6 0.61 0.95 0.43 35.71 275.41 0.34 2.53
093 2 0.5 11.8 13.4 7.9 11.4 0.65 0.95 0.37 25.98 295.29 0.27 2.61
103 2 0.56 12.7 16.0 7.4 11.5 0.61 0.95 0.43 66.84 535.99 0.35 3.56
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Figure 8.5 - Variation of the convective heat transfer coefficient with ATas, compared to the empirical expressions
for floor and ceiling heat transfer coefficient proposed by Awbi [1998].
hconv-f = 0 07 (Tf - Taf) 0 .308
0.704 03
heonc =Do.60 (Te - Tac).133
(8.18)
(8.19)
where D is the hydraulic diameter of the surfaces, and was assumed to be 30 m, corresponding to an
infinitely wide room of 15 m depth (distance away from the inlet).
Results indicate that the values for hcony-f are in close agreement to what has been found experimentally
by Awbi and Hatton. The values obtained for heonv-c, however, range between 0.5 and 2 times what was
found by Awbi and Hatton's observations. Note that heonv-c is very low, thus most of the heat transfer
from the ceiling to the space happens by thermal radiation. Given the nature of the flow in naturally
ventilated buildings, with the high horizontal circulation currents seen in Fig. 8.3 it is understandable
that the convective heat transfer coefficient at the ceiling is higher than in a space cooled with air supplied
at low velocities.
8.5.1 Temperature profile
Since in almost all simulations the temperature profile remains qualitatively constant with room depth,
from this point forward the calculations regarding temperature profile will refer exclusively to the results
obtained for the vertical plane located at 9 m depth into the room. The effect of change in near-floor air
temperature with room depth will be properly addressed in section 8.5.3.
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Figures 8.6 and 8.7 present a summary of temperature variation with height, in dimensionless form, along
the plane at 9 m depth away from the inlet. As mentioned earlier, for ease of visualization, the upper limit
of all the temperature plots is 0 = 1.2. The ceiling and floor excess temperatures (T - Ti, and Tf - Ti,
respectively), can be found in Table 8.3.
Results confirm the existence of two types of stratification profiles: linear (1) and two-layer (2). Each
case was initially categorized into a profile type through visual inspection. Figure 8.8 illustrates an
attempt to find an objective means to classify each case according to its temperature profile. The cases
were plotted according the standard deviation of their data (y-axis) against the standard deviation of
the residuals (of a linear fit) along the x-axis. The figure indicates each case with an asterisk, red and
blue markers correspond to the cases visually classified as linear profile (1) and two-layer profile (2),
respectively. The data following a linear temperature profile were expected to have a lower variation in
the residuals (left half of the plot) than the data for two-layer profiles (right half of the plot). Moreover,
within profile 1, the cases where the air temperature is almost constant with height (well-mixed condition)
were expected to have a low standard deviation and would be therefore located in the lower-left quadrant
of the plot, while cases with a steep -but linear- change of temperature with height would fall in the
upper-left quadrant. As it can be seen in Fig.8.8, results agree with these predictions, with the exception
of cases 11, 101 and 111 (green markers), which, due to their somewhat convex temperature profile
(with both high standard deviation from the data and the residuals) end up located along with cases with
two-layer profile.
For the cases with a two-layer profile, the interface height nerf was manually estimated (see Table 8.3
for a summary of these values).
8.5.2 Prediction of temperature profile using XHwc
Figure 8.9 shows the values of criterion XHwe, defined in Eq. 8.1, for each case. Red and blue markers
indicate cases with a linear and two-layer profile, respectively. This comparison indicates that there is a
clear correlation between the value of XHwc for each case and the case's stratification type: all cases that
are linearly stratified have a value of XHwc < 59(= 101.7).
profile = linear XHwc < 59two-layer XHwc > 59
gfpATAw (Wr 1 H' (8.20)XHwc Q2 H8. WC
where a = 2 m = 6.56 ft and corresponds to the room width of the room studied in CFD
To generalize the criterion XHwc to room geometries with a different room width (Wr) than that of the
simulations performed in this chapter, it is necessary to add a correction factor of Wr/a, as seen in Eq.
8.20. This correction is needed to account for the additional flowrate and window area in a room that is
wider than the studied room but has the same ATr:
L 2L (r) 2 (8.21)
QL CFD 2 real
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Figure 8.6 - Dimensionless representation of vertical variation of temperature with height for cases 11-63 along a
vertical XZ plane located at y=9 m. All cases per plot have the same geometrical properties (specified in the title)
and only differ in the total air room temperature change (blue: ATr = 5'C, green: ATr = 8'C, red: ATr = 12'C).
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Figure 8.9 - Comparison of dimensionless criterion X between cases. The stratification profile, linear (1) or split
(2) obtained in each case is indicated by a number next to each marker.
Interface height ((jinerf)
In the case of rooms where there is a two-layer profile (type 2), it is necessary to predict the height of the
interface dividing the hot upper layer and the colder lower layer.
Figure 8.10 presents the variation of (nterf with XHwe. Results indicate that, within the cases with split
stratification, the lower the value of XHwc, the higher the height of the interface (interf is. In other words,
as the strength of buoyancy forces increases in the space, (interf reaches a lower level in the room.
The resulting linear fit (R2 = 0.82) for this correlation is:
(interf = 0.92 -0.18 * logXHwc (8.22)
8.5.3 Prediction of the floor-to-ceiling air temperature difference (Aoacf)
In order to predict the vertical temperature variation in a room, two more variables must be found: the
difference between the near-ceiling and near-floor air temperatures (ATacf, or, in dimensionless form
Aeacf), and the temperature of the air near the ceiling (Tac, or 0,ac in dimensionless form) .
From an energy stand point, the temperature difference between the air close to the floor and that close
to the ceiling, A Tacf, would not be expected to exceed the total air temperature change in the room from
inlet to exhaust, ATr. On the other hand, it could be close or equal to zero in the case of a room with
well-mixed air. In dimensionless terms, one would expect Aacf to fall between 0 and 1.
Figures 8.11 top and bottom show the value of Aeacf for each case, compared to XHc and Xz, respec-
tively. Results suggest that there is clear correlation between the values of AOacf and Xz.- On the other
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Figure 8.10 - Variation of dimensionless interface height (inierf) with XH, for all cases with a split stratification
profile (type 2).
hand, XHwIc does not prove to be a good predictor of the temperature difference between the air near the
floor and the ceiling. Interestingly, the three cases with undefined profile (11, 101 and 111) have the
lowest values of r. A study with a larger pool of cases with low X values would shed some light into
the nature of these cases.
The fit (R2 = 0.73) found between AOacf and Xz, is the following:
AOaf = A - B * logXz, (8.23)
where A = 0.58 and B = 0.14.
Variation of Oaf with room depth
So far all the results analyzed correspond to temperature data along a measurement plane 9 m far from
the inlet. Results indicate that the temperature profile, the interface height (for split stratification) and the
near-ceiling air temperature are independent of where the temperature is measured. However, the same
cannot be said of the temperature of the air near the floor, which is colder closer to the inlet, and it warms
up as it flows through the room.
Because the air close to the ceiling 0ac remains constant with depth, the variation of the near-floor air
temperature 0af (y) can be obtained using the same analysis to find AOacf in the previous section, such
that:
Oaf (y) = AOacf (Y) - Oac (8.24)
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8.6. SUMMARY OF PREDICTIONS AND DISCUSSION
It is found that the relationship between Aeacf and Xz, for room depths of 5 m and 12 m is also linear,
of the same for as Eq.8.23. The slope A and the abscissa B for these expressions are:
Table 8.4 - Coefficients and R2 for the linear fit (Eq.8.23) corresponding to the resulting variation with room depth
of AOacf as a function of Xz,
Room depth (m) A B R2
5 0.72 0.18 0.73
9 0.58 0.14 0.78
12 0.43 0.10 0.73
The variation of the coefficients A and B was found to be linear with room depth, y, according to the
following expressions:
A = 0.933 - 0.041 *y (R 2 = 0.98) (8.25)
B =0.238-0.011 *y (R 2 = 0.99) (8.26)
where room depth is defined as the distance from the inlet into the room.
This model suggests that 0af increases with room depth, as would be expected.
It is important to note that in most simulations only the air in the lower portion of the room varied with
room depth (usually the lower 20% of the room). Finding the upper vertical limit of this region was not
addressed in this study. Therefore the expressions for Oaf (y) presented in this section cannot yet directly
be used to account for this near-floor temperature change to predict a more precise vertical temperature
profile.
8.5.4 Defining the near-ceiling air temperature (0ac)
Results (see Table 8.3) indicate that in most of the cases that have a linear temperature profile the near-
ceiling air temperature is very close to the exhaust temperature (more precisely, 0ac = 1.01 ATr, on
average). Similarly, in most cases with two-layer profiles the excess air temperature in the upper layer
is, on average, 0.92 ATr.
Since no significant variation across cases suggesting a strong dependence on any of the different room
parameters is found, the average values obtained for 0ac are assumed to be constant for each profile.
8.6 Summary of predictions and discussion
Figures 8.12 to 8.14 show a summary of the predictions for the temperature profile at a depth of 9 m into
the room (red line), compared to the CFD data (blue markers) obtained from the simulations described
in the previous sections. The predictions for the vertical planes at 5 m and 12 m from the inlet can be
found in the Appendix of this thesis. The root mean square error is indicated in each plot. The average
error corresponds to an average of the magnitude of the residuals, while the maximum error indicates the
difference gap between data and prediction.
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temperature variation measured in each CFD simulation (blue markers) along a vertical plane 9 m from the inlet.
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Figure 8.14 - Prediction of the vertical temperature profile against height (solid red line) compared to the vertical
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8.6. SUMMARY OF PREDICTIONS AND DISCUSSION
There is a good agreement between the predictions and the CFD data. The average estimation error for
all simulations was 4.8% of ATr. The simulation with the largest disagreement with data was simulation
11, where the proposed temperature profile over predicts the temperature by 31% of ATr (equivalent to
1.55'C) close to the floor level. At the occupant head height (( = 0.4), however, this error is much
smaller (approx 0.6C).
The most important thing to note about these results is that all multi-zone models currently predict a
zone temperature that would be equivalent to 0 = 1 (the room's exhaust temperature). In reality, the
temperature at the occupied zone is in most cases is at least a 20% lower than that. This means that for
a naturally ventilated room with a total air temperature increase of 5'C, all multi-zone models are over
estimating the temperature used to determine comfort conditions by at least 1C.
8.6.1 Limitations of the model
While this model model predicts the air temperature at the height of the occupants, in order to fully
predict thermal comfort conditions in a space it is necessary to also know the value of the radiative
temperature from the room surfaces. In most of this chapter the floor and ceiling temperatures were
not addressed. Given the boundary conditions used in the numerical simulations, which assumed a
perfectly insulated room with heat being generated at at ceiling level, the ceiling and floor were about
5'C above the air temperature near them. Since in reality most rooms are not perfectly insulated and
the ceiling itself is rarely a heat source, these high temperature differences between the surfaces and
the room air could be taken as an upper bound to what may be found in reality. The type of lighting
fixtures (suspended vs. attached to the ceiling) could have an important role on the ceiling temperature.
Suspended lighting fixtures would lead to a higher ratio of convective/radiative heat output than those
attached or pointing towards the ceiling, thus affecting the ceiling and floor temperature. Additionally,
the presence of horizontal surfaces in the space, such a desks, would also have an impact on the radiative
heat transfer between the ceiling and the floor, thus influencing the resulting floor temperature. Therefore,
in order to be able to confidently predict thermal comfort conditions in the space it is necessary to find
an effective way to estimate the real ceiling and floor temperatures. (Note that in the validation study
presented in Chapter 7, while the ceiling and floor temperatures predicted by CFD were several degrees
higher than what was found experimentally, the air temperature CFD predictions in the space were still
very close to the experimental data.)
The model assumes that the fresh air enters the space at constant and uniform velocity. While this
may be a good approximation for small windows, would probably not be as appropriate for larger, taller,
windows. Even if the air entering a large window is unidirectional, its velocity profile is highly dependent
on the pressure differences at different heights across the window. A similar situation occurs when the
air in an atrium flows into a room due to backflow. Since the effect of different velocity profiles on the
room airflow was not investigated, the applicability of this model for those conditions remains unknown.
All of these simulations were based on the assumption that the space is being cooled. In other words,
that the temperature of the air entering the space is lower than the current temperature of the room. This
may not be the case in buildings with high thermal mass, where the air entering the space may sometimes
be at higher temperatures. This situation would result in a positively buoyant jet moving upwards while
entering the room, changing the airflow physics of the space in an unpredictable manner.
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8.7 Conclusions
A set of simple criteria were developed to predict the vertical temperature variation of the air in nat-
urally ventilated rooms. The main principle behind their formulation relies on comparing the strength
of buoyant forces -generated by heat sources in the space- against that of inertial forces -originating
from negatively buoyant jets entering at higher speeds. Using this comparison along with the appropriate
choice of characteristic length scale, it is possible to predict whether the temperature profile is linear or
divided into two layers, as well as the total temperature difference between the air close to the floor and
that close to the ceiling.
High inlet air velocities cause linear temperature profiles in a space, while strong buoyancy forces with
low jet speeds result on a two-layer profile typically found in displacement ventilation conditions. Addi-
tionally, the only situations where the air matches the common assumption of being well mixed is when
the window is located very close to the ceiling.
The relationships developed here provide a good estimation of the air temperature of the air at the oc-
cupied height, and prove that multi-zone models over predict the zone temperature by at least 20% of
the total air temperature increase in the room by assuming that the air is well mixed and at exhaust
temperature.
While this model does not address the calculation of the floor or ceiling temperatures, necessary to predict
thermal comfort conditions, it provides a useful insight regarding what parameters of the room geometry
affect the thermal stratification in a room.
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Chapter 9
CoolVent: overview and implementation of
thermal stratification prediction
One of the main goals of this thesis was to find a method to predict the thermal stratification in naturally
ventilated rooms, and implement it into the multi-zone modeling tool CoolVent. This chapter includes
a detailed description of the tool's interface -which has gradually evolved since the first paper about
it was published [Menchaca-Brandan and Glicksman, 2008]- as well as a summary of its calculation
method (mostly developed by Tan [2005] and Yuan [2007]) and the further expansion of its calculation
capabilities; including the ability to predict the vertical temperature profile in each room.
The second part of this chapter focuses on providing some insight as to how a designer might benefit
from understanding the effects of thermal stratification on thermal comfort conditions.
9.1 Introduction
Understanding the effects of natural ventilation on the comfort levels of a building, during the early
stages of its design, can have a considerable positive impact on its final energy consumption.
Unfortunately, there is a lack of simple natural ventilation simulation tools to assist architects during this
design phase. The current options include Computational Fluid Dynamics (CFD) tools, and airflow mod-
eling programs. The use of CFD software requires not only an advanced understanding of the boundary
conditions, but also a great amount of details regarding the geometry of the building -parameters which
are usually not known while conceiving the design of a building. Moreover, modeling an entire building
with CFD is extremely time-consuming. On the other hand, airflow modeling tools such as CONTAM
and COMIS (Feustel [1999], Weber et al. [2002]), although relatively simpler to use than CFD, do not
account for buoyant forces to calculate the airflow through a building (unless embedded in energy sim-
ulation programs) and require the user to specify a zone temperature, which is assumed to be constant
throughout the simulation. The dependence of the indoor temperature on the air flow rate is an essential
piece of information when assessing the comfort levels of a building.
CoolVent is a simple, user-friendly and robust tool that couples airflow and thermal analysis to estimate
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the comfort conditions inside a naturally-ventilated building. The program was first developed by Tan
[2005], and further expanded by Yuan [2007]. Since 2007, the tool has undergone major changes in terms
of it visual appearance, and its transient simulation calculation capabilities have been expanded to model
the effects of night cooling, to account for solar heat gains using weather data, as well as distinguish
the difference between convective and radiative heat gains in the space. Additionally, a new module to
predict thermal comfort conditions has been added by Rich [2011]. The latest addition to CoolVent is an
outcome of the work developed in this thesis, regarding the prediction of thermal stratification in rooms.
9.2 User interface
The interface of CoolVent was designed to be simple. In a two-step process, the user can define the
input parameters: those characteristics of the building that will mostly influence the effects of natural
ventilation, without requiring more detail than what the early design of a building can provide.
The simulation requires less than a minute to run. Results are presented in a format that enables one
to clearly visualize the temperature and airflow in each zone of the building. Although the main output
interface is visual (i.e. color-based), the user can also access detailed data for each simulation, and store
it as a text file.
9.2.1 Input parameters
Main inputs
Two sets of data are required to run a CoolVent simulation: general and detailed building information.
The general information about the building and the terrain properties of its location is entered by the user
on the window presented in Figure 9.1.
Simulation type The simulation can be run for a 24-hour period (transient case) or for an instant in time
(steady case). The transient model calculate the performance of a building using a weather data file, and
allows to model the effects of thermal mass. The steady-state simulation allows the user to define the free
stream wind speed and its direction (N, NE, E, SE, S, SW, W, NW), as well as the ambient temperature
and air humidity. In this mode, an initial building temperature must be defined, in order to initialize the
calculations.
Building type Four predefined building types (ventilation strategies) can be modeled: single-sided ven-
tilation, cross ventilation, central atrium ventilation and side atrium ventilation (Figure 2). These ge-
ometries represent the most common shapes in newly-built naturally-ventilated buildings. Single-sided
ventilation only accounts for the air flow driven by buoyancy forces in a single zone. Cross-ventilation,
on the other hand, only addresses the effects of wind. Finally, both central and side atrium designs in-
clude a combination of wind- and buoyancy- generated forces. The former involves an occupied zone at
each side of the atrium, while the latter has only one occupied zone on the side of the atrium (similar to
a solar chimney or wind scoop design).
Occupancy heat loads The type occupancy determines how much heat is being generated inside the
building. In CoolVent, the user can define the occupancy type as residential, office, or educational
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Btdi:gTr. 0
Figure 9.1 - CoolVent user interface, inputs.
(predefined heat gains per unit area), or by an arbitrary heat load density. These heat gains represent
occupancy, lighting and equipment loads. It is assumed that the building is occupied from 8 am to 7pm.
In non-occupied hours the occupancy heat loads are reduced to 20% of the total. The use of an occupancy
schedule will soon be implemented.
Terrain information The profile of the wind enveloping the building greatly depends on the terrain
information. It is thus important for the user to define the type of terrain (urban, rural, or airport) and the
average height of the surrounding buildings.
Building orientation The user can choose between eight building orientations (N, NE, E, SE, S, SW, W,
NW).
Weather data
Transient simulations are run using weather data. CoolVent provides instant feedback regarding the
relevant weather parameters (wind speed, direction, air temperature and humidity) to allow the user to
make an informed decision regarding building geometry and orientation. In transient mode the building
orientation is selected in the same section where feedback on weather is provided (Figure 9.3), to promote
the best orientation based on wind direction.
Simulations are run for a specific month, using monthly-averaged weather data. Any weather data file in
.epw format can be used. Dry bulb temperature, air humidity, and solar radiation data is averaged hour by
hour for the selected month. The wind direction, subdivided into eight dominant directions, is selected
based on the highest frequency for each hour, and wind speed corresponds to the average speed for that
specific direction.
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Figure 9.2 - Building types (from left to right, from top to bottom): central atrium, sided atrium, cross-ventilation,
single-sided ventilation
Detailed building information
Once the general building information has been specified, more precise parameters about the building
dimensions must be specified. Figure 9.4 shows the interface through which the user enters such data.
Building dimensions The building is characterized according to the following parameters: number of
floors, floor-to-ceiling height, floor-to-floor height, floor length and width, and roof height and atrium
width (for central and side atrium building types only).
Glazing/opening dimensions In CoolVent, the window properties are divided into glazing and open-
ing parameters. Glazing properties determine how much solar heat load is allowed into the building
-independently of whether the windows are open or not -, while opening properties directly affect the
air flow rate in or out of the building. The user must specify first the areas for glazing and window open-
ings, and secondly, depending on the building type, the vertical location of the openings (single-sided
ventilation), roof opening area (central and side atrium type), and internal door area (cross ventilation).
Opening locations Users can specify the vertical location of the opening(s), which, in single-sided
ventilation mode, is critical to define the flowrate. The window elevation is also an important factor for
the prediction of the thermal stratification in the space.
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Figure 9.3 - Weather data visualization and selection of building orientation
Ventilation settings
Modeling the effects of thermal mass can only be done when performing transient calculations. When
24-hour simulation is selected, the following parameters can be specified.
Thermal mass description Users can characterize the thermal mass of the building by defining: slab
thickness, surface (expressed as a percentage of the occupational floor area), building material (con-
crete, brick or steel), a floor type (exposed, carpeted, raised), and a ceiling type (exposed or suspended).
Including the effect of thermal mass in the simulation is optional.
Night cooling In the transient calculation mode night cooling can be selected, where the windows can
be closed to 90% of their area during a period of the day -ideally when the external temperature is the
highest.
Window control strategies For simulations in winter conditions, CoolVent offers the possibility to a)
close the windows if the ambient temperature drops below a user-specified temperature; and/or b) close
the windows and turn on the heating if the inside temperature of any of the zones drop below a user-
specified temperature.
Thermal comfort conditions
In order to present the results in terms of thermal comfort, the user may select standard ASHRAE comfort
limits, or define a custom range of air temperature and humidity. More details on these calculations can
be found in Rich [2011].
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Figure 9.4 - Building dimensions
9.2.2 Output
The simulation can be run once all the input parameters have been specified. Running the calculations
takes less than a minute. Results (zone temperatures, airflows, and thermal comfort conditions) can be
presented in three different formats: as visualization, as data plots, or as a text file.
Visualization
Figure 9.5 shows the output of a simulation for the building at a specific instant (screenshot). Each zone
of the building is colored according to its temperature, based on a chromatic scale (darkest blue and red
for lowest and highest temperatures, respectively). Colored arrows indicate the direction and temperature
of the air flow into and out of each zone, and numerical displays provide the magnitude of the airflow
rate, in cubic feet per meter (cfm). A list of the temperatures (in C) for each zone can be found on the
lower part of the visualization window. In the near future, a wider availability of output units (e.g., 0 F,
L/s) will be implemented.
Transient simulations are visualized as an animation, with an adjustable time interval between each
screenshot. Steady simulations are presented as a single screenshot.
Daily temperature variation of a zone
For transient simulations, it is possible to view in plots the temperature variation of the building over 24
hours. Each plot contains two curves: one representing the temperature variation of a specific zone, and
the other showing the change in ambient temperature, over time (Figure 9.6, left).
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Figure 9.5 - Visualization of results: a chromatic scale indicates the temperature of each zone and the air flow;
arrows represent the direction of the flow; black rectangles show ventilation rates (cfm)
Air stratification
Selecting any zone will provide information regarding the thermal stratification in the space - if avail-
able - based on what was presented in Chapter 8. While the zone temperature provided in the main
visualization window corresponds to the exhaust temperature of the zone based on a energy balance,
visualizing the stratification profile increases the user's insight regarding the temperature in the occupied
zone (Figure 9.6, right). Due to the limitations of the prediction model, thermal stratification can only be
visualized when thermal mass is not modeled.
Thermal comfort
Based on the comfort conditions specified in the inputs section, CoolVent estimates what percentage of
the day the zone is within the acceptable comfort range. Additionally, temperature plots per zone allow
visualizing the comfort conditions using an adaptive thermal comfort model.
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Figure 9.6 - Left:Plots show the variation of a zone's temperature (pink) and the outdoor temperature (green) over
a 24-hour period. Right: Thermal stratification for a specific zone at a specific time. A scroll bar allows viewing
the profiles at different times of day.
Output file
Temperature, airflow and thermal comfort results can be exported into a text file, separated by zone and
time of day.
9.3 Model and calculations
CoolVent calculations are based on a multi-zone airflow model. That is, the building is represented as
network of multiple zones connected by airflow paths, to which the flow and energy equations can be
applied. In each zone, temperature and pressure are assumed to be uniform (i.e., well-mixed zones).
Two equations drive the dynamics of the system: the power-law orifice equation, and the energy con-
servation equation. Both expressions are non-linearly dependent, and must be solved simultaneously in
order to obtain accurate airflow and thermal results. The following sections provide an overview of the
method implemented in CoolVent to solve the system. A detailed description of the validation for such
methods can be found in Yuan [2007].
9.3.1 Airflow: Orifice equation
The mass airflow rate F; through an opening that connects zones i and j, is obtained by:
Fi = piCdA ( P ) (9.1)
where APi; represents the pressure drop between i and j the zones, p is the density of the air going
180
9.3. MODEL AND CALCULATIONS
through the opening, A and Cd are the cross sectional area and the discharge coefficient of the opening
respectively, and the flow exponent n is a constant, assumed to be 0.5 for large openings such as doors
and windows [Walton and Dols, 2005]. Following the equation for mass conservation, and assuming no
air sinks or sources, the sum of all flows Fij must be zero.
The discharge coefficient Cd depends both on the geometrical characteristics of the opening (size, shape,
depth, etc.) and on the nature of the flow. For turbulent flow going through a rectangular sharp-edged ori-
fice, Cd is approximately constant and equal 0.6, with n = 0.5 [Etheridge and Sandberg, 1996] (Etheridge
and Sandberg 1996).
The pressure drop (APij from Eq.9. 1) between the two sides of the opening can be calculated from the
Bernoulli equation for steady flow:
APi = [Pi - pig (ho -hi)] [Pj - pjg (ho - h)] +Cp 2 sign(v) (9.2)
where P, px, and h are the static pressure, density and elevation (relative to the ground) of zone x,
respectively, ho is the height of the opening (relative to the ground), g is the constant of gravity, v is the
ambient free wind velocity, and C, is the pressure coefficient of the opening. The sign of v defines the
direction of the flow, and is positive if the air flows from zone i to zone j.
The wind pressure coefficient Cp for each opening is calculated according to Eq. 9.4, proposed by Swami
and Chandra [1988] for high rise buildings.
Cp = Co + C1 a, + C2 cos(2a) + C3Z, sin(a) SO. 169 + C4 cos(2a) So. 279 + C5 sin(2a) +
C6ZH cos(a) + C7 cos(Xr) + C8 cos(Xa) + C 9 cos(Xr a) SO.245 +
C1oZH sin(a) + C1IXr sin(a)+ C12XL + C13 COS(Xr) SO.85 (9.3)
where a is the wind angle with respect to the outward normal of the fagade where the opening is located,
in degrees (ar is a in radians), ZH is the vertical location of the opening divided by building height, XL is
the horizontal location of the opening divided by the width of the fagade (assumed to be 0.5 in CoolVent),
and Xr = (XL - 0.5)/0.5. Finally, S = W1 /W 2 where W1 and W2 are the width of the fagade and of the
wall adjacent to the fagade, respectively.
The coefficients of the equation are:
Co = 0.068 Ci = -0.839 C2 = 1.773 (per radian) C3 = -1.553 C4 = -0.922
C5 =0.344 C6 =-0.801 C7 =1.118 C8 = -0.961 C9 = 0.691 (9.4)
CIO = 2.515 C11 = 0.399 C12 = -0.431 C 13 = 0.046
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9.3.2 Energy balance
Assuming the absence of any air humidification or dehumidification process, the equation of energy for
an internal zone i, connected to one or more zones j, states:
dT
pj~va,,Vt = (FjiCpair -(Fi;pTirb + qTM + qconvi (9.5)
where Fji and Fij are the incoming and outgoing mass flow rates from and into zone i, T1 and T are
the temperatures in each zone, Vi is the volume of air contained in zone i, and CPai, is the specific heat
capacity if the air. The term qi represents all the convective heat loads in zone i that are not related to
thermal mass effects (i.e., conduction through the floor slabs and radiative heat gains). In CoolVent these
loads correspond to occupancy (people and appliances/office equipment), a fraction of the solar radiation
(direct and diffuse), and heating (only if the corresponding window control strategy was selected -see
previous section). The heat gains and losses through the thermal mass, including radiative heat gains (see
next section), are represented by the term qTM.
9.3.3 Heat gains
Solar heat gains
The solar heat gains are calculated combining the contribution of direct and diffuse solar radiation per
unit area (q"ir and qiff, respectively) entering through each window (of glazing area Agi), as described
by Eq. 9.6.
qsotar = Agi gi (qdir cosO + 0.45qiff) (9.6)
where the window transmissivity rgi is assumed to be 0.6, corresponding to double pane clear fenestra-
tion. The amount of diffuse radiation is 45% of the total diffuse radiation reported in the weather file,
and corresponds to indirect radiation perceived by a vertical window without obstructions to the sky. The
direct solar radiation is obtained by estimating the incidence angle, 6 between the solar rays and the
normal of the fagade, according to:
ai = sin3 cosx cosy (9.7)
a2 = cos3 sinA cosy cosH (9.8)
a3 = cos5 siny sinH (9.9)
cosO = al + a2+ a3 if cos-' (a1+ a2+ a3) < 1800 (9.10)0 if cos-' (ai+ a2+ a3) > 180
where 8 is the solar declination at that time of year, A is the location's latitude, and y is the the angle
between the surface's orientation and the solar azimuth. H corresponds to the hour angle, defined as:
H = 15 (AST - 12) (9.11)
where AST is the apparent solar time. In CoolVent, this time is taken to be the local time. This calculation
for solar incidence assumes that all the windows are vertical.
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The use of external blinds can be modeled by reducing the glazing area Agi to the portion that is exposed
to solar radiation.
Ratio of convection/radiation
If thermal mass is accounted for, the occupancy and solar heat gains are divided into a convective and
radiative component, according to:
qocc-conv = 0.5qocc (9.12)
qocc-rad = 0-5qoce (9.13)
qsoiar-cony = 0.2 qsolar (9.14)
qsolar-rad = 0-8 qsolar (9.15)
(9.16)
The fraction of the solar radiation that is convected versus radiated is defined assuming that 80% of the
direct solar radiation reaches the floor and is absorbed by it, while the other 20% is directly transferred
to the air by convective means.
The radiative temperature is directly transferred to the thermal mass. When no thermal mass is modeled,
all the heat gains are considered to be convective.
9.3.4 Thermal mass
Heat gains and losses of the air in zone i due to the thermal mass of surfaces x (ceiling and floor), QTM,,
are calculated by:
QTM, hxAx (TTM, - T) (9.17)
where hx, Ax and TTMX are the convective heat transfer coefficient (3W/m2K for both ceiling and floor),
the surface area and the temperature of thermal mass x, respectively. For these calculations, one-
dimensional transient heat transfer through the thermal mass is assumed. Radiative heat gains will be
accounted for in the calculation of the thermal mass surface temperature (TTMX) in Eq. 9.19.
The solution for the temperature TTM,, is obtained by dividing the thermal mass thickness into a series
of "layers", each of them with a specific thermal resistance, and solving the energy equation, as will be
seen in next section.
9.3.5 Coupling airflow and thermal models: Numerical solution
The non-linear dependence of the air temperature and airflow rate requires the use of numerical methods
to obtain a solution to the system. Two methods can be used, both consisting of a series of iterations
over different time steps with intervals of At. On the first method, called the explicit method or "forward
Euler", the term corresponding to step t +1 is only found on one side (explicit) side of the equation to be
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solved. On the second method (implicit or "backward Euler"), almost all terms in the equation refer to
the time step t + 1. The first method is straight forward, but lacks stability; the second method requires
considerably more computational time [Yuan, 2007].
The numerical method implemented in CoolVent ("Crank-Nicholson" method) uses an average value of
both the explicit and the implicit solutions, as shown in equation 9.18.
piCvi,,Vi F ,t+1 - j 1 -( FijCp,,,Ti,t + Yhx,iAx,i (TTM.,i - Tit) + qjAt 2 Xa r
+ (EFjCpairijt+1 - FijCp,,,Tit+I + E hxA (TTMx,i - Tit+1 ) + qi (9.18)
with: { qocc-conv + qsolar-conv if thermal mass is modeled
qocc + qsolar if thermal mass is not modeled
In a similar fashion, the term TTMx,, is obtained by using the Crank-Nicholson method with the energy
equation for each layer (i..N) of the thermal mass:
PTM PTA.i'Tit+1 -- ,it I T-1,'t - Tit ,it ~ i~~ +1,t d~pTMCpr i 2 Ri-I Ri Ri Ri+1
2 2 2 2
i-1,t+1 - ~Tit+1 Ti,t+ -Ti+1,t+1
2 RRi Ri R+ qrad,t+ (9.19)
2 2 2 2
with:
qrad,t g qrad-solart + qrad-occupancy
where PTM and Cpr, are the density and thermal capacity of the thermal mass, and Axi, Ti, Ri are the
thickness, temperature and thermal resistance of layer i. The thermal resistance is convective for the first
and last layers, and conductive for all the others.
Results in transient simulations correspond to the last 24 hours of a 96-hour calculation.
9.3.6 Thermal stratification
Based on the work presented in the previous chapter, a prediction for the thermal stratification in rooms
has been implemented into CoolVent.
The stratification profile for each zone is selected based on the following criterion:
profile = linear XHw < 59 (9.20)
two-layer XHwe > 59
XHWC = buoyancy forces gfPA TrA, Wr H3 (9.21)inertialforces Q2 2 wc
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Figure 9.7 - Sketch and parameters defining the two temperature profiles: linear and two-layer.
where AT, is the total temperature increase of the air in that zone (Tzone - Tiniet), based on a energy
balance, A, is the area of the opening through which the colder air is entering, Q is the flowrate through
the zone, A-one is the floor area of the zone (in m2), and Hc is the distance between the center of the
window through which the air enters the zone (ie, the inlet) and the ceiling. Wr is the width of the room
(or fagade) and must be in meters.
The total temperature difference between the near-floor and near-air ceiling, ATcf, is found using:
ATacf = ATr (A - B log10oXw)
A = 0.58
B = 0.14
g#ATrA Wr 3
Q2 2
(9.22)
(9.23)
(9.24)
(9.25)
where z1 is the distance from the floor to the center of the inlet, and y is the horizontal distance between
the occupant and the inlet (in meters). More details regarding this stratification model can be found in
Chapter 8. Currently, CoolVent only provides the temperature profile at y = 9m from the inlet (A
0.58,B = 0.14). The two vertical points defining a linear profile are:
(z,T)I = (0.1Hroon, mTaf -lij)
(z, T) 2 = (0.9Hroom, T -lit?)
where Tf -i, and Tc-lin are the near-floor and near-ceiling temperatures, respectively, corresponding to:
Tac-lin= Tiniet + ATr
Taf -in Tac-lin - ATacf
(9.26)
(9.27)
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Figure 9.8 - Geometry of the building analyzed. The vertical location and area of the inlet and exhaust were varied
from simulation to the other.
The three points defining a two-layer profile are:
(zT)1 (0.lHroomTaf-21)
(z, T) 2 = (Zinterf, Tcf -21)
(z, T) 3 = (O.9Hroon, Tcf-21)
where ziniterf is the height of the interface dividing the two layers, and Taf-21 and T-21 are the near-floor
and near-ceiling temperatures, respectively, defined as:
Tac-21 = Tinlet + 0.92ATr
Taf -21 = Tac-21 - Tacf
(9.28)
(9.29)
A graphical description for each of the profiles and the variables is presented in Figure 9.7
9.4 Analysis of thermal stratification module and its impact on comfort
This section presents two cases of how the thermal stratification information provided by CoolVent may
be used to define the natural ventilation potential of a building based on comfort conditions, as well as
the basic dimensions and location of its openings. All cases involved single-floor rooms attached to an
atrium, depicted in Figure 9.8.
Because no method has yet been developed to predict the floor or ceiling temperatures, the comfort
conditions addressed in this section will only refer to air temperature, and not operative temperature.
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9.4.1 Effect of window size
To study the effect of window size on the thermal stratification of a space, and the comfort conditions
inside of it, four simulations were performed in CoolVent, in setady-state conditions. In these cases the
total inlet and exhaust areas were different, as described by Table 9.1. In cases 1 and 3, the inlet area
was the smallest, and in cases 2 and 4, the inlet area was the largest. Cases 1 and 2 had a low expected
flowrate through the space (and high indoor temperatures), whereas cases 3 and 4, because of the larger
area of both their windows, were labeled as "high flowrate" cases.
The room width was 20 m and its depth 10 m. The atrium was 5 m deep, and 6 m high. The vertical
separation between the inlet and the exhaust (5 m) (1.5m) and the heat gains in the space (6000W) were
kept constant. In consequence, the flowrate in both cases was the same. The floor-to-ceiling height of
the zone was 3 m, and the elevation of the lower window was 1m. The outdoor temperature was 20'C
for all cases. No wind was considered in this set of simulations.
Table 9.1 - Geometrical and airflow characteristics for cases 1 to 4.
Results and discussion
The resulting flowrate, total change in air temperature, excess temperature (with respect to inlet) of the
occupied height and the stratification profile for each case are presented in the following table:
Table 9.2 - Airflow, temperature and stratification results for cases 1 to 4.
Case Q(m /s) Texhaust - Tiniet (0C) T1.5m - Tinet ( 0C) Stratification profile
1 0.58 8.7 8.0 Two-layer
2 0.58 8.7 5.9 Linear
3 0.88 5.5 3.9 Linear
4 0.88 5.5 3.6 Linear
Figure 9.9 shows the stratification results, from top to bottom, from left to right, for cases 1 2, 3 and 4.
A red line indicates the height of the occupant head height, which has been selected as 1.5 m.
Case 1, with a large inlet, a small exhaust and resulting low flowrate, has a two-layer stratification profile,
while in all the other cases the temperature increases linearly with height. The two-layer profile in case
1 is caused by the combination of a high change in temperature in the room and a large window area,
increasing the value of XHwc beyond it critical value (59, see Eq. 9.21). This value is not reached in any
of the other cases.
The nature of the profile has a critical impact on the air temperature at occupant height. While the total
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Case Ainit(m2) Aexhaust(m 2 ) Ziniet(m) AH(m) Flowrate
1 4 0.5 1 5 low
2 0.5 4 1 5 low
3 4 1 1 5 high
4 1 4 1 5 high
CHAPTER 9. COOLVENT OVERVIEW AND IMPLEMENTATION OF THERMAL STRATIFICATION
PREDICTION
Zone I tmmperaue vs. Room height
3.0
2 .5 --.. ..-- - - - - - -- - - - . .- --...... ----. ........ ---.. -----....
12.0 1
23 24 25 26 27 28 29
Tamp-*"lm (P
3.0
J: 2.0
1.0 -
0.5-
22 23 24
Tmupm(Q P
25 26
Zone 1 tmpeatur vs. Raw. heigh
3.0
0.5
23 24 25 26 27 28 29
TempSalUMe (Q
1.0
0.5
21 22 23 24
Tempegrue (c)
I
I
0.0-
25 26
Figure 9.9 - Top:Vertical temperature profiles for Case 1 (left) and Case 2 (right), with low flowrate. Bottom:
Results for cases 3 (left) and 4 (right), with high flowrate.
change in air temperature in cases 1-2 and 3-4 is the same, a smaller inlet (cases 2 and 4) increases local
mixing, leading to lower temperatures at occupant height with respect to cases 1 and 3.
It is important to note that, without this additional information regarding stratification, any multi-zone
model (including CoolVent) would have predicted zone temperatures of 28.7*C and 25.5'C for cases with
low and high flowrate, respectively. This means that the temperatures in the occupied zone would have
been over estimated by 1.1 C, 2.3'C, 1.1 C and 1.70 for cases 1-4, respectively. In fact, if 25*C were
considered the maximum acceptable temperature in the occupied zone for comfort standards, without
the additional information for stratification the air in the rooms of both cases 3 and 4 would have been
considered to be too hot to meet the user's requirements, when, in reality they might have provided
acceptable comfort conditions.
Finally, these results also shed some light on another aspect of thermal comfort: the temperature gra-
dient in the occupied zone. Taking the standard maximum allowed of 3*C/m [ASHRAE, 2004], only
the conditions in cases 2 to 4 with have been considered acceptable, whereas the head-to-ankle temper-
ature difference in case 1 of about 4'C would have been considered borderline uncomfortable for the
occupants.
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9.4.2 Effect of window elevation
Two 24-hour transient simulations were performed in CoolVent to understand the effect of window el-
evation on the temperature profile of the space and on the corresponding temperatures in the occupied
zone. Again, a single-floor space attached to an atrium was used as building configuration. The occu-
pied floor area was 1000 m2 (W: 50 m, L: 20 m), with heat gains of 20 W/m 2 corresponding to lights,
equipment and occupants. The glazing area, through which solar heat gains enter the space, covered two
thirds of the fagade (100 m2). The building's main fagade was oriented towards the North. Two opening
configurations were considered, as shown in Table 9.3.
Table 9.3 - Inlet and exhaust areas, inlet height (zinie,) and vertical separation between inlet and outlet (AH) for
cases 5 and 6.
Case Ainiet(m2) Aexhaust(m ) Ziniet(m) AI-(m)
5 5.0 3.3 1 5
6 5.0 5.0 3 3
These configurations were designed to guarantee the same flowrate through the space, despite a change
in vertical distance between inlet and outlet. This was done by increasing the exhaust area to match the
change in vertical window spacing. The inlet area was kept constant.
The simulations were run in transient mode, using outdoor temperature data for Boston, from April to
October. The effect of wind was not modeled, to prevent situations with backflow (air entering the space
through the exhaust). No thermal mass was accounted for.
Results and discussion
Figure 9.10 shows the daily variation of temperature for the seven months analyzed, for cases 5 (top) and
6 (bottom). Lines indicate the outdoor temperature (blue), exhaust temperature (red), temperature at the
occupied zone height (z = 1.5 m, black) and near floor level (z = 0.5 m, grey). A green line indicates the
temperature difference between the exhaust temperature and the predicted temperature at the occupants'
head height.
The exhaust temperature for the given opening areas and elevations is consistently 7 'C above ambient
temperature at the warmest time of the day. In case 5, where the window is located at a lower height (1 m),
the maximum temperature difference between the occupant height (1.5 m) and the outdoor temperature
is 4'C. This difference is 6 'C in case 6, where the window is at 3 m from the floor. This indicates that
the difference between the exhaust temperature -provided by all multi-zone models as the temperature of
the zone- and the real temperature in the occupied space is larger for case 5 (3'C) than for case 6 (2'C).
In other words, the over estimation error of the air temperature relevant to assessing occupant thermal
comfort is larger for simulation 5 than for simulation 6: This can be easily appreciated by looking at the
green line in each plot.
The reasons for this difference between cases can be explained by Figure 9.11, which illustrates the
variation temperature profiles over 24 hours for the month of June. For the same flowrate, a lower inlet
elevation (case 5) causes the air to stratitify in two layers (XHwc > 59), while a higher inlet elevation (and
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Figure 9.10 - Daily variation of outdoor temperature (blue), exhaust temperature (red), temperature at the occupied
zone (z = 1.5 m, black) and near floor level (z = 0.5 m, grey) for a typical day of each month, from April to October,
for cases 5 (top) and 6 (bottom). A green line indicates the temperature difference between the exhaust temperature
and the predicted temperature at the occupants' head height.
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smaller distance between the inlet and the ceiling) promotes more mixing in the space and leads to a
linear stratification of the air (XHwc < 59). Additionally, a higher inlet elevation causes a lower near-floor
to near-ceiling air temperatures difference (larger Xzw), resulting in higher near-floor temperatures. As a
result, while a lower window may lead to a two-layer stratification profile -which in the previous set of
cases proved to cause higher air temperatures in the occupied zone than its linear counterparttemperature
isd is also results in lower near-floor to near-ceiling temperature difference. In other words, because of
its lower inlet elevation, the room air in case 5 will remain below the maximum air temperature allowed
by comfort standards during more months of the year than the room air in case 6.
Zone I temperature vs. Room height Zone I temperabas vs. Room height
16 18 20 22 24 26 28 30 18 20 22 24 26 28 30
Temperature (Q) Temperature (C)
Figure 9.11 - Vertical temperature profiles for Case 5 (left) and Case 6 (right) over 24 hours for the month of June.
9.5 Conclusions
This chapter has fulfilled two purposes. First, it has provided a detail introduction to CoolVent, a multi-
zone natural ventilation tool that couples energy and airflow calculations and provides a simple way to
assess the natural ventilation potential of a building during its early design stages. Second, it has intro-
duced the implementation of a new method for predicting the vertical temperature profile in a naturally
ventilated room, based on the work described in the previous chapters of this thesis.
Based on simple comparisons of different building geometries, it is found that predicting the air temper-
ature in the zone where the occupants are located, rather than just the exhaust temperature for the entire
room, can significantly increase the natural ventilation potential of a building. The different cases studied
in this chapter suggest that, when designing a building where the inlet elevation cannot be modified, and
where the occupancy characteristics of the space suggest the possibility of having two-layer stratification,
it is preferable to increase the area of the exhaust (rather than than of the inlet) to maximize the effective
area of the system and increase the flowrate through the space. In the case that room air flowrate is an
additional design constraint, it is recommended to have a larger exhaust and smaller inlet, even if the
total area of the openings remains the same. If there is no risk of having a two-layer stratification in the
space, then which opening area, inlet or exhaust, is maximized, is not of critical relevance.
It is also found that if modifying the inlet elevation, but not its area, is a possibility, it is recommended to
locate the inlet as low as possible, to maximize the near-floor to near-ceiling air temperatures and hence
minimize the temperature in the lower part of the space (since the near-ceiling air temperature difference
is always close to exhaust temperature). This strategy is particularly convenient for tall spaces where the
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occupied region is in the lower region of the space and far away from the location of interface height in
a two-layer profile.
The thermal stratification prediction still has several limitations: it cannot be used when modeling ther-
mal mass, nor to model the stratification of rooms openly connected through a central atrium, and the
lack of ceiling and floor temperatures prevents one from predicting adaptive comfort conditions using
an operative temperature. However, it provides a promising first step to improving the temperature pre-
dictions of the air in the occupied zone, and could significantly increase the predicted natural ventilation
potential of a building.
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Chapter 10
Conclusions and recommendations
This work was motivated by the need to improve the accuracy of natural ventilation multi-zone simulation
tools in predicting the air temperature in zone occupied zone. The objective of this thesis was to develop
an algorithm to predict the vertical temperature profile in naturally ventilated rooms. The algorithm
would compare the inertial to buoyant forces in the space based on the little information that can be
provided about the room geometry during early design stages of a building. It would then predict the
type of temperature profile (linear vs. two-layer) and the total temperature difference between near-floor
and near-ceiling air temperatures.
In order to obtain, validate and refine this algorithm, it was necessary to go through the following three
processes (which translate into the three parts of this thesis):
(I) have a good understanding of the most critical elements that affect room airflow and thermal
dynamics (i.e., buoyant jets and plumes), study their physics and the applicability of existing the-
oretical models to real room airflow settings, and ensure that they can be appropriately simulated
using Computational Fluid Dynamics(CFD);
(II) develop some guidelines regarding modeling room airflow rooms in CFD based on studying the
physics of room-scale heat transfer, and understand how a particular choice of room geometry
and/or boundary conditions can affect the vertical temperature profile;
(III) and finally, develop the appropriate expressions to quantify the effect of inertial and buoyancy
forces on the thermal stratification of different room airflow configurations, validate it with a com-
prehensive set of CFD room airflow simulations and implement it into the multi-zone natural
ventilation tool CoolVent.
The observations, conclusions and recommendations of each part can be summarized as the following:
Part I: Fundamental elements of room airflow
* The physics of turbulent jets can be replicated using CFD. Jets emerging from round and square
openings can be considered axisymmetric as soon as they are formed. Jets emerging from rectan-
gular openings, which are geometrically to the shape of a window become axisymmetric after ten
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hydraulic diameters from the source. The flowrate for all three jet types can be predicted using the
theoretical expression for axisymmetric jets, at any distance from the source.
" Numerical simulations for plumes above hot disks adequately replicate the experimental data for
plumes above large horizontal heat sources at all the stages of development. This includes the
region close to the source, when the plumes have not reached the stage of self-similarity. For hori-
zontal heat sources this stage begins at about 3 diameters from the source. Air thermal stratification
has a significant effect on the plume development, and the theoretical model for pure plumes in a
uniform environment cannot be used (even for temperatures gradients as small as 0.66 0C/m).
" The method of virtual origin can only be used to predict the inertial width of a plume. The location
of such virtual origin corresponds to 1.48 diameters below the physical source, and not 2.1 diam-
eters as predicted by the literature. The use of a virtual origin it does not significantly improve the
predictions for centerline velocity, centerline temperature or plume flowrate in the stage of early
plume development, with respect to the theory of pure plumes. Centerline temperature and thermal
plume width can be predicted without the need of a virtual origin.
" The volumetric flowrate of developing plumes can be predicted using a proposed method that
combines the standard solution from plume theory with the initial plume flowrate, within less
than 5% of the calculated flowrate. An empirical model is suggested to model the initial velocity
increase of a plume, until it reaches its peak value.
" The plume generated above a person only becomes self-similar at a height of 4m above the person's
head, therefore the existing theory for pure plumes is not useful to describe buoyant plumes in
rooms, unless the ceiling heights are considerably high.
" In a stratified environment, tall, round top geometries (~ 1.7m high) replicate the plume of a stand-
ing human more closely than those with a flat top. Sitting humans could be modeled using a short
round top cylinder.
" In a uniform environment standing and sitting humans may be accurately modeled using any ge-
ometry that matches the occupant's head height.
" The high sensitivity of plume development to the environment's vertical temperature profile, at-
tempting to use analytical expressions to predict their development in a space where the thermal
stratification is not carefully controlled may be a futile effort. This conclusion also applies to
predicting the exact behavior of non-isothermal jets entering a stratified environment through the
window.
Part II: Modeling room airflow in CFD
* Accounting for radiative heat transfer is critical to model room airflow and thermal dynamics.
Neglecting radiation when attempting to model room airflow and thermal dynamics, whether ex-
perimentally or analytically, may not provide an accurate description of the real flow behavior or
air temperature level in buildings. It leads to significantly different vertical temperature gradients
of the room air, considerably higher excess temperatures for heated surfaces, lower excess temper-
atures for non-heated surfaces, and an excess room temperature that is between 10% to 40% lower
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than when radiation is present, which could have a significant impact in the prediction of operating
temperatures when estimating thermal comfort levels.
* A proposed CFD room geometry has been validated to appropriately replicate the vertical air
temperature distribution of an experimental room setting with similar thermal characteristics, and
can be considered a good "generic" geometry to model airflow in rooms. An over prediction error
of up to 20% is found regarding floor and ceiling excess temperatures, which could have an impact
on any attempt to predict the operative temperature in a space.
" The impact of several geometrical aspects and boundary conditions of this generic room have been
studied. No significant impact on the vertical air temperature profile is found from: modeling an
infinitely wide room versus a smaller room; modeling the lighting loads as a distributed source
spanning the whole ceiling area vs a concentrated heat source represented by a narrow heated strip
running along the ceiling; lighting modeled as one third or one fourth of the total heat gains in the
space; and the size of the room exhaust in single room simulations connected to a shaft, as long
as it is located close to ceiling level. It is found that several rooms openly connected through an
atrium cannot be modeled as independent single rooms, due to the secondary backflow flow of
warm air from the lower to higher floors.
Part III: Predicting thermal stratification of air in naturally ventilated rooms
" A set of simple criteria has been developed to predict the vertical temperature variation of the air in
naturally ventilated rooms by comparing the strength of buoyant forces -generated by heat sources
in the space- against that of inertial forces -originating from negatively buoyant jets entering at
high speeds. Using this comparison along with the appropriate choice of characteristic length
scale, it is possible to predict the whether the temperature profile is linear or divided into two
layers, as well as the total temperature difference between the air close to the floor and that close
to the ceiling.
" Both high inlet air velocities as well as short inlet-to-ceiling vertical distances lead to linear tem-
perature profiles in a space. Conversely, strong buoyancy forces with low jet speeds or low inlet
elevations in tall rooms result on a two-layer profile typically found in displacement ventilation
conditions. The only situations where the air matches the common assumption of being uniform
with height is when the window is located very close to the ceiling.
" Multi-zone models over predict the zone temperature by at least 20% of the total air temperature
increase in the room by assuming that the air is well mixed and at exhaust temperature.
" The proposed set of criteria it provides a useful insight regarding what parameters of the room
geometry affect the thermal stratification in a room and allow the estimation of adaptive thermal
comfort conditions. Since it does not address the calculation of the floor or ceiling temperatures,
it cannot predict thermal comfort conditions corresponding to mechanically ventilated rooms.
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Future work
The thermal stratification prediction algorithm still has several limitations, which, if overcome, could lead
to a robust method to predict thermal stratification in a wider set of building configurations and natural
ventilation strategies. The following limitations of the model should be addressed in future research:
" Predicting ceiling and floor temperatures The current thermal stratification model does not use
the ceiling and floor temperatures to predict the vertical temperature profile. These temperatures,
however, are needed to calculate the radiant temperature affecting each occupant's comfort levels.
It is important to assess how realistic are the temperature results provided by CFD for rooms
that are nearly thermally insulated, and where desks and other horizontal surfaces are present.
Quantifying the level of air movement in the space could be useful to predict the convective heat
transfer coefficients at floor and ceiling level with accuracy.
" Accounting for thermal mass The current model must be adapted to account for the effect of
thermal mass, which could in turn allow to predict the stratification in night cooling settings.
There are two aspects of the presence of thermal mass that require revision. First, the presence of
thermal mass in a room has a significant effect on the floor and ceiling temperatures. This change
in temperatures could potentially affect the temperature profile in the space. And second, if the
heat being stored by the thermal mass at a point in time is higher than the heat being generated in
the space, the temperature of the room will be colder than the inlet temperature. This will cause
positively buoyant jets entering the space (i.e., jets that flow upwards rather than falling to the
ground), changing -maybe dramatically- the impact that the inlet-to-ceiling distance has on the
prediction of temperature profile and interface height.
* Modeling floors openly connected through an atrium It was proven that when two floors are
openly connected through an atrium, the temperature of the second floor is higher than would be
expected through a basic energy balance. This is because warm air from the first floor creeps into
the second floor through the lower part of the room. The airflow dynamics of this floor-to-floor
interaction should be studied, and not only to be included into the thermal stratification model, but
to correct any potential prediction errors in buoyancy forces driving the flow in the building. This
investigation would have a direct impact on the basic assumption of multi-zone models that the air
flows unidirectionally from one zone to the other.
" Effect of stratification on building airflow The proposed thermal stratification model is currently
used by CoolVent as a tool to assess comfort conditions. However, the effect of thermal stratifica-
tion on the entires building's natural ventilation dynamics was not explored.
" Air velocity and comfort In this work the effect of inertial forces in the space caused by incoming
cold jets was only used to predict the temperature profile in the space. There was no focus on
linking the level of air mixing to the levels of draft in a room - a critical variable in the estimation
of thermal comfort levels in a space.
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Appendix A
Prediction of thermal stratification at
different room depths
This appendix includes the comparisons of the numerical results of vertical dimensionless temperature
variation with dimensionless height for each case studied in Chapter 8. Figures A.2 to A.4 represent
the numerical results measured along a vertical plane at 5 m from the inlet, and Figures A.5 to A.7
correspond to temperature data along a vertical plane 12 m from the inlet (Fig. Apendix:Planes).
Pressure outlet
Velocity inlet
Figure A.1 - Vertical measurement planes for all simulations
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APPENDIX A. PREDICTION OF THERMAL STRATIFICATION AT DIFFERENT ROOM DEPTHS
T 0.8
0.6 [
0.4
0
1
0.5 1
0.8 -
0.6
0.4 -
0
I
0.8
Case: 12
rmse: 0.059
0.5
0.6
0.4
1 0
Case: 13
rmse: 0.039
0.5
( 0.8 ---------
0.6 - Case: 22
rmse: 0.076
0.4
0 0.5
1
0 0.8
0-41
1 0
0.5 1 0 0.5 1
1
0 0.81
Case: 42
rmse: 0.054
0.5
0.6 -. -.-.-.
0.4
1 0
0.8
0.6
0.4
0.6
1I
0.5
/ - Case: 33
rmse: 0.03
0
0.8
0.6
0.4
1 0
0.5
- ------- ---
. :Case: 43
rmse: 0.027
0.5
Figure A.2 - Prediction of the vertical temperature profile against height (solid red line) compared to the vertical
temperature variation measured in each CFD simulation (blue markers) along a vertical plane 5m from the inlet.
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Figure A.4 - Prediction of the vertical temperature profile against height (solid red line) compared to the vertical
temperature variation measured in each CFD simulation (blue markers) along a vertical plane 5m from the inlet.
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Figure A.5 - Prediction of the vertical temperature profile against height (solid red line) compared to the vertical
temperature variation measured in each CFD simulation (blue markers) along a vertical plane 12m from the inlet.
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temperature variation measured in each CFD simulation (blue markers) along a vertical plane 12m from the inlet.
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Figure A.7 - Prediction of the vertical temperature profile against height (solid red line) compared to the vertical
temperature variation measured in each CFD simulation (blue markers) along a vertical plane 12m from the inlet.
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COOLVENT: A MULTIZONE AIRFLOW AND THERMAL ANALYSIS SIMULATOR
FOR NATURAL VENTILATION IN BUILDINGS
Maria-Alejandra Menchaca-B. and Leon Glicksman
Massachusetts Institute of Technology, Cambridge, MA
ABSTRACT
Understanding the effects of natural ventilation on the
comfort levels of a building, during the early stages of
its design, can have a considerable positive impact on
its final energy consumption. CoolVent is a user-
friendly natural ventilation simulation tool that allows
visualizing such effects, requiring only the building's
bulk characteristics. Unlike similar programs, it
couples multi-zone airflow and thermal analysis to
predict zone temperatures and airflow rates. This paper
provides an introduction to CoolVent's interface, its
physical model, and typical results. It is expected that
the use of simple tools like CoolVent will promote a
wider and smarter use of natural ventilation in
buildings.
INTRODUCTION
The use of natural ventilation has become increasingly
popular in the sustainable building design community.
If well implemented, it results in great energy savings,
while maintaining the indoor thermal and air quality
conditions within the desired comfort levels.
Furthermore, some studies indirectly suggest that the
use of natural ventilation may also be a factor of
increased productivity in the workspace (Loftness
2004).
Natural ventilation consists on driving air through a
space by taking advantage of the pressure differences
caused by a) wind, b) buoyancy forces due to internal
temperature differences, or c) a combination of both.
Ideally, a natural ventilation strategy should be defined
from the early first stages of a building's design, when
aspects such as dimensions or construction materials of
a building are still flexible.
Unfortunately, there is a lack of simple natural
ventilation simulation tools to assist architects during
this design phase. The current options include
Computational Fluid Dynamics (CFD) tools, and
airflow modeling programs. The use of CFD software,
like PHOENICS, requires not only an advanced
understanding of the boundary conditions, but also a
great amount of details regarding the geometry of the
building -parameters which are usually not known
while conceiving the design of a building. Moreover,
modeling an entire building with CFD is extremely
time-consuming. On the other hand, airflow modeling
tools such as CONTAM, although relatively simpler to
use than CFD, do not account for heat gains or losses.
They therefore do not provide any information
regarding the variation of the internal building
temperature with airflow; they require an input
temperature, which is assumed to be constant
throughout the simulation. The dependence of the
indoor temperature on the air flow rate is an essential
piece of information when assessing the comfort levels
of a building.
CoolVent is a simple, user-friendly and robust tool that
couples airflow and thermal analysis to estimate the
comfort conditions inside a naturally-ventilated
building. The program was first developed by Tan
(2005), and further expanded by Yuan (2007). This
document summarizes their work and the later
improvements made to the simulation.
USER INTERFACE
The interface of CoolVent was designed to be simple.
In a two-step process, the user can define the input
parameters: those characteristics of the building that
will mostly influence the effects of natural ventilation,
without requiring more detail than what the early
design of a building can provide.
The simulation requires less than a minute to run.
Results are presented in a format that enables one to
clearly visualize the temperature and airflow in each
zone of the building. Although the main output
interface is visual (i.e. color-based), the user can also
access detailed data for each simulation, and store it as
a text file.
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Input parameters: General information
Two sets of data are required to run a CoolVent
simulation: general and detailed building information.
The general information about the building and its
location is entered by the user on the window presented
in Figure 1.
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Figure 1 CoolVent interface. Input window for general information
of the building (type, orientation, occupancy and weather
information, etc.)
Building tvpe and orientation. Four pre-defined
building types (ventilation strategies) can be modeled:
single-sided ventilation, cross ventilation, central
atrium ventilation and side atrium ventilation (Figure
2). These geometries represent the most common
shapes in newly-built naturally-ventilated buildings.
Single-sided ventilation only accounts for the air flow
driven by buoyancy forces in a single zone. Cross-
ventilation, on the other hand, only addresses the
effects of wind. Finally, both central and side atrium
designs include a combination of wind- and buoyancy-
generated forces. The former involves an occupied
zone at each side of the atrium, while the latter has
only one occupied zone on the side of the atrium
(similar to a solar chimney or wind scoop design).
The user can choose between eight building
orientations (N, NE, E, SE, S, SW, W, NW).
Occupancv heat loads and initial temperature. The
type occupancy determines how much heat is being
generated inside the building. In CoolVent, the user
can define the occupancy type as residential, office, or
educational (predefined heat gains per unit area), or by
an arbitrary heat load density, with the option of
defining an occupancy schedule. These heat gains
represent occupancy, lighting and equipment loads. An
initial building temperature must be defined, in order to
initialize the calculations.
Terrain information. The profile of the wind
enveloping the building greatly depends on the terrain
information. It is thus important for the user to define
the type of terrain (urban, rural, or airport) and the
average height of the surrounding buildings.
1 ~ wI$elsht II~~-*--- Width
I,
Figure 2 Building geometries (top to bottom, left to right): single-
sided ventilation, cross-ventilation, side atrium, and central atrium
ventilation.
Weather conditions. The simulation can be run for a
24-hour period (transient case) or for an instant in time
(steady case). The transient model uses monthly-
averaged typical meteorological year (TMY2) weather
data for ten pre-defined cities (Atlanta Boston,
Charlotte, Chicago, Houston, Los Angeles, Miami,
Puerto Rico, San Francisco and Seattle). The steady
simulation requires the user to define the free stream
wind speed and its direction (N, NE, E, SE, S, SW, W,
NW), and the ambient temperature.
Input parameters: Detailed building information
Once the general building information has been
specified, more precise parameters about the building
dimensions must be specified. Figure 3 shows the
interface through which the user enters such data.
Building dimensions. The building is characterized
according to the following parameters: number of
floors, occupational floor height, length and width, and
roof height and atrium width (for central and side
atrium building types only).
Glazing/opening dimensions. In CoolVent, the window
properties are divided into glazing and opening
parameters. Glazing properties determine how much
solar heat load is allowed into the building -
independently of whether the windows are open or
not-, while opening properties directly affect the air
flow rate in or out of the building. The user must
specify first the areas for glazing and window
openings, and secondly, depending on the building
type, the vertical location of the openings (single-sided
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ventilation), roof opening area (central and side atrium
type), and internal door area (cross ventilation).
Thermal mass description. Users can characterize the
thermal mass of the building by defining: slab
thickness, surface (expressed as a percentage of the
occupational floor area), building material (concrete,
brick or steel), a floor type (exposed, carpeted, raised),
and a ceiling type (exposed or suspended). Including
the effect of thermal mass in the simulation is optional.
Window control strategies. For simulations in winter
conditions, CoolVent offers the possibility to a) close
the windows if the ambient temperature drops below a
user-specified temperature; and/or b) close the
windows and turn on the heating if the inside
temperature of any of the zones drop below a user-
specified temperature.
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Figure 4 Visualization of results: a chromatic scale indicates the
temperature of each zone and the airflow; arrows represent the
direction of the flow; black rectangles show ventilation rates (cfin).
Transient simulations are visualized
with an adjustable time interval
screenshot. Steady simulations are
single screenshot.
Plots
as an animation,
between each
presented as a
For transient simulations, it is possible to view in plots
the temperature variation of the building over 24 hours.
Each plot contains two curves: one representing the
temperature variation of a specific zone, and the other
showing the change in ambient temperature, over time
(Figure 5).
Output file
Temperature and airflow results can be exported into a
text file, separated by zone and time of day.-J
Figure 3 Window used to enter detailed information of the building
(dimensions, thermal mass properties, control strategies, etc.).
Output
The simulation can be run once all the input parameters
have been specified. Running the calculations takes
less than a minute. Results (zone temperatures and
airflows) can be presented in three different formats: as
visualization, as data plots, or as a text file.
Visualization
Figure 4 shows the output of a simulation for the
building at a specific instant (screenshot). Each zone of
the building is colored according to its temperature,
based on a chromatic scale (darkest blue and red for
lowest and highest temperatures, respectively). Colored
arrows indicate the direction and temperature of the air
flow into and out of each zone, and numerical displays
provide the magnitude of the airflow rate, in cubic feet
per meter (cfn). A list of the temperatures (in *C) for
each zone can be found on the lower part of the
visualization window. In the near future, a wider
availability of output units (e.g., *F, L/s) will be
implemented.
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Figure 5 Plots show the variation of a zone's temperature (pink) and
the outdoor temperature (green) over a 24-hour simulation.
MODEL AND CALCULATIONS
CoolVent calculations are based on a multi-zone
airflow model. That is, the building is represented as
network of multiple zones connected by airflow paths,
to which the flow and energy equations can be applied.
In each zone, temperature and pressure are assumed to
be uniform (i.e., well-mixed zones).
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Two equations drive the dynamics of the system: the
power-law orifice equation, and energy conservation
equation. Both expressions are non-linearly dependent,
and must be solved simultaneously in order to obtain
accurate airflow and thermal results. The following
sections provide an overview of the method
implemented in CoolVent to solve the system. A
detailed description of the validation for such methods
can be found in (Yuan 2007).
Airflow: Orifice equation
The mass airflow rate Fi; through an opening that
connects zones i and], is obtained by:
Fij = CdA (1)
where AP1 represents the pressure drop between i andj
the zones, p is the density of the air going through the
opening, A and Cd are the cross sectional area and the
discharge coefficient of the opening respectively, and
the flow exponent n is a constant, assumed to be 0.5 for
large openings such as doors and windows (Walton
and Dols 2006). Following the equation for mass
conservation, and assuming no air sinks or sources, the
sum of all flows Fi; must be zero.
The discharge coefficient Cd depends both on the
geometrical characteristics of the opening (size, shape,
depth, etc.) and on the nature of the flow. For turbulent
flow going through a rectangular sharp-edged orifice,
Cd is approximately constant and equal 0.6 (Etheridge
and Sandberg 1996).
The pressure drop between the two sides of the
opening can be calculated from the Bernoulli equation
for steady flow:
APij = [Pi - pig(ho - hi)] - [P - pjg(ho - hj)]
+cP f sign(v) (2)
where Ps, px, and h, are the static pressure, density and
elevation (relative to the ground) of zone x,
respectively, ho is the height of the opening (relative to
the ground), g is the constant of gravity, v is the
ambient free wind velocity, and C, is the pressure
coefficient of the opening. The sign of v defines the
direction of the flow, and is positive if the air flows
from zone i to zone].
The pressure coefficient C, depends on several factors,
such as wind direction, wall porosity (i.e., opening-to-
wall area ratio), ground roughness, height of
surrounding buildings, amongst others.
Heat transfer: Energy conservation equation
Assuming the absence of any air humidification or
dehumidification process, the equation of energy for an
internal zone i, connected to one or more zones j,
states:
picy~iVi = FicyiT - Z Fi;CpTi + QTi + Qj (3)
where Fj and Fi; are the incoming and outgoing mass
flow rates from and into zone i, T and Tj are the
temperatures in each zone, V is the volume of air
contained in zone i, and cp . is the specific heat
capacity if the air. The term Qj represents all the heat
loads in zone i that are not related to thermal mass
effects. In CoolVent these loads correspond to
occupancy (people and appliances/office equipment),
solar radiation (direct and diffuse), and heating (only if
the corresponding window control strategy was
selected -see previous section). The heat gains and
losses through the thermal mass are represented by the
term QTMi -
Thermal mass
Heat gains and losses in zone i, QTMg, due to the
thermal mass of surfaces x (walls, ceiling, floor), are
calculated by:
QTMi = & hAx(TTM. - T) (4)
where h,, A, and TTMx are the convective heat transfer
coefficient, the surface area and the temperature of
thermal mass x, respectively. For these calculations,
one-dimensional transient heat transfer through the
thermal mass is assumed. Note that the outdoor
temperature (thus the temperature gradient) in transient
simulations changes with each iteration, according to
the weather data.
The solution for the temperature TTmx, is obtained by
dividing the thermal mass thickness into a series of
"layers", each of them with a specific thermal
resistance, and solving the energy equation, as will be
seen in next section.
Coupling airflow and thermal models: Numerical
solution
The non-linear dependence of the air temperature and
airflow rate requires the use of numerical methods to
obtain a solution to the system. Two methods can be
used, both consisting of a series of iterations over
different time steps with intervals of At. On the first
method, called explicit method or "forward Euler", the
term corresponding to step t+1 is only found on the left
side of the equation. On the second method (implicit or
"backward Euler"), almost all terms, on the left and
right side of the equation, refer to the time step t+1.
The first method is straight forward, but lacks stability;
the second method requires considerably more
computational time (Yuan 2007).
The numerical method implemented in CoolVent
("Cranck-Nicholson" method) uses an average value of
both the explicit and the implicit solutions, as shown in
equation 5.
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T,t+-Tt = 1 (FjicyTt -EFijcpy,,Tit +
PcPi, Vi At 2 ( ZXh.,iA,i(TrTM,, 
- Tit)+QZ )
1 Fji cy.,Tj,t+1 - Z Fij cyTi,t+1 )
2 +Exh,iA.i(Tufi-Tit+1) (5)
In a similar fashion, the term TTML -is obtained by
using the Crank-Nicholson method with the energy
equation for the thermal mass:
rTX. T rt+i-Tit = 1 r - 1 .t-rTt T,t-Ti+ 1 ,tPruc,,M dt 2 Ri-1/2+Rit2 R2+Ri+1/2
+1{i.+1 Tr1-rti.) (6)
-2-- Ri-1/2+R i/2 ~ Ri/ 2+Ri+1/ I )6)
where PTM and CPTm are the density and thermal
capacity of the thermal mass, and Axi, Ti, R, are the
thickness, temperature and thermal resistance of layer
i. The thermal resistance is convective for the first and
last layers, and conductive for all the others.
The boundary conditions are: the temperature of the
zones connected by the thermal mass, and a direct heat
flow term (assumed to be zero, since in the current
version of CoolVent the heat gains from direct solar
incidence on the walls are not taken into account).
Results in transient simulations correspond to the last
24 hours of a 96-hour calculation.
Limitations of the model
Well mixed air assumption. One of the major
assumptions of this model is well mixed air in each
zone. For most buildings this fact is far from reality: air
is usually stratified within a zone. Consequently,
buoyancy forces appear even in cross-ventilation
designs, and affect the airflow dynamics of the system.
For instance, except for single-sided ventilation, the
simulation will not show any difference between a
building with two vertically-spaced openings of area
A/2, and one with a single opening of area A. In
reality, the first configuration leads to better ventilated
zones than the second one.
Open plan assumption. The current simulation assumes
a "perfect" open plan configuration: it does not account
for any airflow resistance within each zone. This
condition is not applicable for closed plan designs,
where walls and doors may reduce the airflow rate
considerably. Furthermore, if such internal divisions
have a large thermal mass, the solution provided by the
current simulation may differ greatly from the real
case.
Radiative heat sources. The model does not account
for radiative heat transfer between the internal zonal
surfaces. This assumption may have an important
effect on the temperature calculation.
Solar radiation through roof openings Although the
current model incorporates the effects of solar radiation
through the side windows, it does not account for such
effects through the roof openings. As a consequence,
the temperatures in the upper north-facing zones may
be underestimated. Furthermore, not including such
heat gains prevents the current version of CoolVent
from modeling solar towers -a widely-used natural
ventilation strategy.
RESULTS
This section presents four cases of how CoolVent may
be used to define the basic dimensions and orientation
of a building, so that the indoor conditions remain
within comfort standards. The cases are divided into
steady and transient simulations.
All the simulations assume an urban terrain type and a
surrounding height of buildings of 5m.
Steady simulations
Steady simulations may be performed when the user
wants to understand the basics of natural ventilation
(e.g., what is the impact of increasing the area of an
opening on temperature/airflow? or that of separating
two openings vertically? how does wind affect a
specific natural ventilation strategy?) without the need
to simulate a 24-hour period.
The results in this section show the impact of vertical
separation between single-sided openings, and of wind
speed in cross ventilation on indoor conditions. For
both cases ambient temperature is set at 20*C.
Single-sided ventilation: Impact of vertical separation
between two openings
A classroom (floor area: 56m 2, height: 5m, heat load:
40W/M2) has two equally-sized openings of Im 2 each.
Both openings are equidistant to the vertical center of
the room. Two vertical separations between the
openings are analyzed: I m and 4m.
Figure 6a and Figure 6b show results for the
simulations with small and large separation,
respectively. Note that to compensate for the
assumption of fully mixed zonal air, CoolVent divides
single-sided ventilated rooms into two horizontal
zones.
The average internal room temperature is 24.6 IC and
23*C and the air flow rate corresponds to 0.30 and 0.48
m3/s (637 and 1013 cfm), for the small and large
opening separation, respectively. Thus, a larger vertical
separation between two openings results in higher
airflow rates (consistent with eq. 2) and, consequently,
in lower indoor temperatures.
Note that if the area of the opening is relatively small,
a large ventilation rate will translate into a high speed
of the air jet coming into the room. According to
ASHRAE, if such speed exceeds about Im/s the
occupants will feel uncomfortable (and the sheets of
paper will begin flying off from desks).
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Figure 6 Temperature ('C) and air flow rate(cfm) difference for a)
Im, and b) 4m vertical separations between openings in single-sided
ventilation. The bounds of the chromatic scale are 21.5"C (dark blue)
and 26.5 'C (bright red).
While obtaining the internal air speed requires
modeling the jet -a calculation not implemented into
CoolVent yet--, upper and lower bounds can be
estimated by calculating the speed of the air at the
smallest and largest openings, respectively. In this
particular case, with openings of Im 2, the air speed
through the windows is about 0.3 m/s and 0.5m/s, for
the first and second simulations respectively.
In conclusion, while both classroom configurations
provide the occupants with comfortable indoor
conditions, a larger vertical separation between the
openings will guarantee lower temperatures, without
exceeding the internal air speed limits.
Cross ventilation: Effect of wind speed
A single-floor office building (width: 10m wide,
height: 4m, heat load: 30W/m ) is divided into four
zones of 5m long (each), connected in series (Figure
7). The area of the openings linking each zone
internally (doors) is 2.5m2, and the total opening area
of the windows connecting zones 1 and 4 with the
exterior is 2m2. Two wind speed conditions are
analyzed: Im/s and 3m/s (Figure 7a and Figure 7b,
respectively). The building has an East-West
orientation, and the wind blows from West to East.
As results show, the temperature between external and
internal temperatures ranges from 21.2*C to 25*C for
low wind speed conditions, and from 20.4*C to 21.7"C
for high wind speeds. Also, the air flow rate triples
from the first case to the second, from 1.0 to 3.0 m3/s
(2132 to 6414 cfn). The airspeeds at the windows and
Figure 7 Temperature ("C) and airflow rate (cfin) difference for a)
Im/s, and b) 3m/s stream air speeds in cross ventilation. The bounds
of the chromatic scale are 20"C (dark blue) and 25 "C (bright red).
doors rise from 0.5 to 1.5 m/s, and from 0.4 to 1.2 m/s,
respectively.
The effect of wind speed is clear: higher wind speeds
contribute to higher ventilation rates, and thus to lower
indoor temperatures. Once again, however, a wind
speed of 3m/s for this particular case results in an
internal airspeed that may be excessive close to the
window. Several modifications in the building design -
aside from the option of partially closing the windows-
can help to reducing the internal airspeed and ensuring
the occupants' comfort: decreasing the area of the
window openings (which would increase the
temperature gradient); increasing the area of the
window openings (to keep or reduce the temperature
gradient); or even changing the building orientation.
Transient simulations
These simulations provide an overview of the airflow
and thermal dynamics of a building behave over a 24-
hour period, given real weather data. In this unsteady
case, changing factors such as thermal mass and
building orientation have important effects on the
indoor conditions of a building. Such effects will be
studied in this section.
Side atrium configuration: Effect of thermal mass on
indoor temperature
A side atrium-type residential has three floors (floor
area: 200m 2, floor height: 3m, occupational heat load:
20W/m2). Each floor has window openings of 1.8m 2
and glazing area of 6m 2. The roof is 3m high (with
respect to the top of the third floor), and has openings
of 20m2. The building has an East-West orientation.
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Figure 8 Resulting temperature variations of transient simulations a)
without and b) with the inclusion of thermal mass in the analysis.
The temperatures of a typical internal zone (pink), and that of the
outdoors (green) are plotted over a 24-hour period.
Two cases are studied: one where thermal mass is
neglected -an acceptable approximation when
construction materials are light- and other considering
20cm-thick concrete slabs, with exposed ceiling and
floor.
The weather data for this simulation corresponds to
that of the month of April in Houston, TX.
The best way to visualize the effects of thermal mass is
through plots. Figure 8a and Figure 8b show the
variation of the temperature (triangles) in zone 2
(second floor of the building) for the simulations
without and with thermal mass, respectively. Both
plots show additionally the variation of ambient
temperature (circles).
Note that these results are based on the assumption that
windows are open at all times of the day. Any
divergence from this assumption may result in a very
different output.
Central atrium geometry: Effect of building orientation
on airflow
The orientation of a building affects how the sun
warms the different zones, and how the wind hits each
fagade. This, in turn, determines whether buoyancy- or
wind wind-driven forces dominate the flow dynamics
and internal temperatures. As wind conditions vary
greatly from one location to another and throughout the
year, the resulting flow behavior can be rather
unpredictable without a transient simulation. For some
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Figure 9 indoor conditions of a central atrium building, located in
Boston, during the month of April (screenshot of 12:30 pm). Two
building orientations are simulated: a) North-South, b) East-West.
The chromatic scale ranges from 229C (dark blue) to 26 0C (bright
red). A irflow rate (solid rectangles) is expressed in cfm.
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cities, the orientation of a building could be a decisive
factor on the kind of natural ventilation strategy to be
implemented.
A central atrium-type office building has three floors
(floor area: 2x200m 2, floor height: 3m, occupational
heat loads: 30W/M2). Each floor has 3m2 of window
openings and 30m2 of glazing area (50% of the fagade)
on each side. The roof is 3m high (with respect to the
top of the third floor), and has openings of I 0m 2. The
thermal mass properties are the same as in the previous
section, but only 10 cm thick. The temperature and
airflow conditions for two building orientations, North-
South (NS) and East-West (EW) are compared, for the
same time of day: 12:30 pm.
The simulation is set in Boston, for the month of June.
A different flow regime is observed for each case: on a
NS orientation (Figure 9a) wind forces dominate over
buoyancy, and thus the air flows with cross ventilation.
On the other hand, on an EW orientation (Figure 9b)
buoyancy forces dominate and the air flows out
exclusively through the roof openings. This difference
in flow (relatively constant throughout the 24-hour
simulation) is due to the fact that in June, Boston winds
run predominantly from North to South.
During the day, air flow rates through the occupied
zones reach up to 13.9 m3/s and 7.7 m3/s, while the
maximum internal temperatures correspond to 25*C
and 28 "C, in the NS and EW orientations, respectively.
The airspeeds through the openings are closer to the
comfort range in the EW building, yet still higher than
1m/s. Smaller openings or a higher thermal mass may
contribute to reducing both air speed and temperature.
No cross effects of solar heat gains and building
orientation can be appreciated zone by zone in these
simulations. This is because of the air flow rate is high
enough that the air rapidly mixes inside the building,
and homogenizes the air temperature.
FUTURE WORK
" As mentioned within the current limitations of the
simulation, air stratification within zones, closed
plan configurations, internal radiative heat transfer,
and solar heat loads through roof openings should be
incorporated into the model.
" The use of thermal mass for night cooling is an
important natural ventilation strategy used for
climates where the daytime ambient temperature is
higher than the desired comfort temperature inside a
building. It is therefore important to consider
incorporating this design into CoolVent.
" Usually the openings on the first floor of a building
have different properties than those in the other
floors (e.g., there may be several doors and no
windows on the first floor, and several windows but
no doors in the upper floors). Although one of the
main features of CoolVent is having a simple
interface, it may prove useful to distinguish the
lower floor geometrical parameters from the others.
" Given that reducing energy consumption is within
the main objectives of the use of natural ventilation,
it would be useful to provide the user with
information about the energy consumption of the
building, with and without the use of natural
ventilation.
* Finally, usability tests of the software's interface
should be performed, to ensure that the end users
(architects) will successfully adopt CoolVent as a
modeling tool.
CONCLUSION
Several factors influence the performance of natural
ventilation systems in buildings. CoolVent is a user-
friendly tool developed to assist the architect in
understanding such influence, during the early stages
of a design. (Once the final design has been defined, a
full CFD simulation of the building may still be
needed, in order to have a detailed model of its indoor
airflow and thermal dynamics.)
The program predicts the temperature and ventilation
rate through the different zones of a building, using a
multi-zone coupled thermal and airflow model. A
visualization of the output allows the user to have an
easier understanding of the flow and thermal dynamics
inside the building. Steady and 24-hour simulations
can be performed.
Four case studies presented in this paper show how
some parameters of the building's geometry or location
affect its internal temperature and air flow. An
adequate design of natural ventilation systems can lead
to considerable savings in the energy consumption of a
building, while maintaining the indoor comfort levels
within acceptable limits.
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HOW TO REPLICATE COMPUTATIONALLY A HUMAN PLUME WITH A
SIMPLE GEOMETRY, AND HOW NOT TO
Maria-Alejandra Menchaca-B., Leon R Glicksman
Massachusetts Institute of Technology, Cambridge, MA
Abstract
Buoyant plumes created above humans are amongst the most important elements in room
airflow studies, and replicating them accurately is of critical importance. Considerable effort has been
invested on creating numerical or real life thermal manikins that replicate the exact thermal and
airflow properties of a human. However, the accuracy of these manikins comes at a high monetary
and/or computational cost, and becomes a limitation when running simulations with multiple
occupants. Consequently, occupants in large room airflow simulations are commonly represented by
heated rectangular boxes or cylinders. While these shapes are certainly simpler to create than a
thermal manikin, there has not been a detailed analysis of how well they emulate a real human plume.
In this paper we study the airflow and heat transfer characteristics of several simple geometries using
Computational Fluid Dynamics, and compare them to numerical results of a more complex humanoid
geometry found in the literature, as well as to experimental data of velocity profiles above live
humans. Six geometries are analyzed: a square box, a rectangular box, a simple cylinder, two different
cylinders with a round top, and a humanoid shape. Plumes were modeled in uniform and stratified
room environments. We find that the plumes generated above geometries with a round top match
experimental results, while flat top geometries (cylinder and square box in particular) fail to do so. We
also see a considerable effect of geometry height on the plume development, in stratified conditions.
Finally, results show that, in uniform environments, the centerline velocity of plumes above different
heated geometries with the same heat output converges only several meters above the heat source. We
conclude that it is possible to replicate the flow above a human plume using round top cylinders. The
use of flat top geometries is discouraged, unless the room height is considerably higher than the
elevation of the occupant level and the air is fully mixed.
Keywords: human thermal plumes, CFD, humanoid geometries
1 Introduction
The heat transfer from humans into the surroundings has been widely studied. Highly
advanced thermal manikins have been developed, both physically and numerically, to emulate the heat
transfer of a real human being to its surroundings. These manikins have proven very useful to have a
better understanding of the human body, and shed some insight on the effects of the room
surroundings on thermal comfort. Unfortunately, when it comes to modeling airflow in rooms with
several occupants, the use of complex manikins becomes less practical: real thermal manikins are
expensive to build, and numerical manikins can be computationally very time-consuming. As a
consequence, studies aimed at understanding the effects of several occupants on room airflow will
tend to use simplified (and sometimes oversimplified) human geometries, such as rectangular boxes or
cylinders. In rooms where buoyancy is the dominant flow driving factor (i.e., where the momentum of
the inlet jet velocity is very small compared to that of the plumes in the space), it is the plume
development that will define the amount thermal stratification in the room. Hence, being able to
accurately replicate these buoyant plumes is essential.
In general, the level of simplification required for a humanoid geometry to replicate the heat
transfer and buoyant flow from a human into the environment depends on the physical scale of the
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study: If the plume is being modeled in a room whose height is significantly larger than the distance
required for the plume to reach the stage of self-similarity, then any geometry of approximate human
dimensions could be used as a heat source; however, if the distance between the occupants and the
room ceiling is comparable to the plume's transition height, then the geometry of the human shape
becomes critical to the accurate modeling of the airflow in such room. Because most office and
residential spaces fall within the second category it is important to find a geometry that will best
represent a human plume during its development region.
In this paper we study the development of buoyant plumes above different numerical humanoid
geometries with different levels of complexity, and we compare the development of these plumes
during their transition to self-similarity to that of real human plumes. The main goal is to find a simple
geometry, or geometrical guidelines, that would be easy to replicate to model flow in rooms for
architectural/design purposes; in other words, a geometry that consumes less computational and setup
time but still provides accurate results.
2 Study of human plumes
2.1 Buoyant plumes
Heat sources are key elements in room ventilation. The convective flow of the buoyant plumes
generated above heat sources is critical to the final flow patterns and air thermal properties of a room.
Therefore, it is critical to understand the main parameters that define these plumes, in order to
replicate their effects appropriately in experimental settings.
Buoyant plumes develop into two main stages. Close to the source, the plume has a zone of
flow establishment. In this zone, the air in contact with the hot (or cold) surface is accelerated
upwards (or downwards) by buoyancy forces, until it begins to exhibit perturbations and break up into
turbulent eddies. These eddies lead to an entrainment of the surrounding still air, causing an increase
of the plume's flow rate and cross-sectional area, and a reduction of the plume's average velocity.
Once the plume's centerline velocity starts decaying, the plume slowly reaches a zone of full
development. For plumes growing in non-stratified environments, the zone of full development is also
called the "self-similarity" region, because the dimensionless cross-sectional profiles of velocity,
temperature and concentration exhibit a similar Gaussian shape at all heights. While the physics of the
flow establishment zone are highly dependent on the geometry of the source and are not trivial to
model, the zone of self-similarity can be described with the well-established theory of pure plumes.
This theory predicts a decay in centerline velocity proportional to the distance from the source to the
power of -1/3.
The transition point into the stage of full development of a plume depends on the balance
between buoyancy and viscous forces along the plume, indicated by the local Grashof number. A
plume is said to be fully developed when Grioca1 is greater than 5x 109 (Chen and Rodi 1980), using the
distance to the source as a length scale.
Experimental and numerical data suggests that buoyant plumes above humans reach a state of
self-similarity about one meter above the person's head if the temperature of the surroundings is
uniform. If the ambient air is thermally stratified, then this transition will occur closer to the source.
2.2 Experimental studies
Mierzwinski (1980) was one of the first to try to understand the development of human
plumes, with the goal of measuring the convective heat output of humans. He measured the velocity
and temperature profiles above standing and sitting living humans in a stratified environment, as well
as the decay with height of these parameters along the centerline. He found that the centerline velocity
of human plumes reached a maximum at about 0.4m above the subject's head, and that the plume
could be considered self-similar at about 0.6m beyond the head. With a similar experimental setup,
Hyldgaard (1998) studied the heat output of a sitting and standing thermal manikin, in order to
quantify both the convective and radiative contributions of humans. He found that the maximum
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centerline velocity for a manikin emitting 90W in an almost isothermal environment occurred at about
im above the head. His results suggest that human plumes reach a stage of self-similarity about 2m
above the head. Craven and Settles (2006) used particle image velocimetry to measure the flow
(centerline velocity and velocity profile) above a standing human in a stratified environment, which
they later compared to numerical simulations of a simplified human geometry. They located the point
of maximum centerline velocity 0.4m above the subject's head.
2.3 Numerical studies
There are several studies focused on modeling humanoid geometries in computational fluid
dynamics. Most of them focus on replicating the heat transfer processes from the human body to the
surroundings, in order to have a deep understanding of human sensible and latent heat losses.
Murakami et al. (1996) introduced a thermal manikin representing a somewhat simplified
shape of a standing human, with the intention of measuring the heat transfer coefficient in different
parts of the human body. They performed a simulation with a constant heat output from the manikin
surface and a non-linear ambient stratification, finding results for centerline velocity with a maximum
at about 0.7m above the head.
In an attempt to find a simple geometry that represents a human body appropriately, Deevy
(2006) compared the simulations of flow above a heated cylinder, a "simple" human shape (arms and
torso lumped into a large volume) and a "complex" human shape (replica of a real thermal manikin) in
a small room with a thermal gradient of 1*C/m. The boundary condition for the human surface was a
convective heat flux of 38W. He compared his results to experimental data of flow above a thermal
manikin, ranging from 0 to 0.2m above the manikin's head (hence, not capturing the point of
maximum centerline velocity). His numerical results showed considerable discrepancies between the
velocities above the cylinder and the two manikins (which matched fairly well the experimental data).
While the flow above the cylinder reached a similar maximum velocity as the manikins and the data
(0.22m/s), the location of this peak was considerably higher up (0.5m above the head) than the other
results (0.3m). This led him to conclude that a cylinder does not represent the flow above a human
accurately enough.
Craven and Settles (2006) (from now on abbreviated as C&S), proposed a simpler geometry
(Table 1) than Deevy's "simple" human which would be able to reproduce the velocity profiles for the
saggital plane (the human plane of symmetry) and frontal plane (the one that cuts a human along its
shoulders) of a real standing human. Their numerical results are in good agreement with the
experimental results (mentioned in section 2.2), with an underestimation in centerline velocity of up to
20%. The geometry used by C&S is the simplest geometry that has so far been matched to
experimental data. Still, this geometry is not simple enough to be easily replicated in computational or
experimental settings, which may deter engineers and designers from using it on a regular basis.
The results published by C&S are, to our knowledge, the most complete set of validated
numerical measurements of centerline velocity above a human. For this reason, their numerical setup
was used in this paper to analyze and compare the results for our different humanoid geometries.
3 Simulations
3.1 Human geometries
Six different geometries were created (Table 1). The first three geometries, a box of square cross
section, a box of rectangular cross section, and a long cylinder, are similar to the shapes that are
commonly used by engineers and designers to simulate humans in computational o experimental
settings. Two more geometries, a long and a short cylinder with round top, portray simple
modifications to the popular cylindrical shape. Finally, we modeled a humanoid, identical to that of
C&S, for comparison purposes with existing data.
The surface of all these figures was kept constant and equal to 2.2 m . All the geometries were
modeled at the center of a round room of 10m diameter and 6m height.
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Table 1: Six analyzed geometries (drawings not to scale)
Name Square Box0 Rectangular Tall Flat Tall Round Short Round Humaniod (C&S)Box Cylinder Cylinder Cylinder
Geometry
Box of Tall cylinder Short cylinder Elliptical body and
Description Box of square rectangular Tall cylinder with semi- with semi- cylindrical head (with
nsection section spherical top spherical top rounded edges)
Ellipse: 0.58MA x
0.4Lx 0.W x O.5Lx 0.W ~0.23mA x 1.44H
Dimensions (m) .275HO.W x L x 0.2W x 0.4D x 1.65H 0.4D x 1.75H 0.62D x 1.13H Head: 0.23D x 0.23 H
(edges: 0.06R)
I_ I I I I Total body: 1.73H
3.2 Boundary conditions
To save computational time, only one fourth of the room was simulated, using planes of
symmetry as boundary conditions (Figure 1). The results using symmetry planes closely matched
results of a full room simulation. Simulations were run in transient mode, a common practice when
dealing with convective flows.
Full room Symmetric room
Ceiling:
- Uniform temperature:
Symmetry plan pressure outlet
- Thermally stratified:
adiabatic wall
Geometry surface: Side walls and floor:
Constant temperature: 26.6C adiabatic walls
Figure 1. The simulation environment was a room of 10m diameter and 6m high, with the human
geometry at the center, on the floor (left). For computational purposes, only one fourth of the room
was modeled, using planes of symmetry (right)
Because both environments were aimed at replicating the experimental and numerical
conditions of C&S's experiments, the surface temperature of all geometries was 26.6'C. The
surrounding wall and floor were modeled as adiabatic walls.
Radiative heat transfer was not modeled.
3.2.1. Uniform environment
In the case of a uniform environment, the ceiling of the room was modeled as a pressure outlet
with an ambient backflow temperature of 21.3'C. This temperature had only a small effect on the
plume development, very close to the outlet.
The simulation was stopped once the average temperature across the ceiling boundary
stabilized at a constant value (<0.001*C variation).
3.2.2.Stratified environment
To simulate a stratified environment, the ceiling was modeled as an adiabatic wall, and the air
inside the room was initialized according to the following linear expression:
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T(z) = 20.35 + C*z
where T is the temperature (*C) of the air at a given height above the ground floor, z (m). C is equal to
0.66*C/m and represents a thermal gradient matching that measured by C&S in the experimental
room.
The simulation was stopped once the average air velocity at 2.5m and 3.5m above the ground
became stable (variation <0.001m/s), and before the convective heat of the plume affected the
imposed temperature gradient. This last condition was measured by ensuring that the difference
between the temperature along a vertical line located at im from the centerline and the original
temperature gradient did not differ by more than 0.01'C at any point.
3.3 Mesh
On each simulation the total cell-count for each of the simulations was
around 1.5 million. For all geometries, the closest node to the surface was at 5 mm
distance (Figure 2) (guaranteed by the use of a boundary layer mesh). This is a
necessary condition to appropriately account for the effects of laminar boundary
layer flows close to heat sources or sinks where natural convection is present
(Awbi 1998). The average y+ values for all surfaces remained below 5. The mesh
was designed so that it was finer around the geometry and the room's axis of
symmetry guaranteed, and coarser away from these boundaries, in order to obtain
an accurate calculation without incurring into excessive computational times.
Figure 2. Mesh 3.4 Turbulence
around the tall The simulation used the k-c RNG turbulence model, commonly used for flow
round top in rooms, with enhanced thermal wall treatment.
cylinder.
4 Results
4.1 Heat output Table 2: Heat output for each simulation, in
Table 2 summarizes the amount of convective the cases of uniform and stratifed
heat transferred from the geometries to the ambient environment.
air in each simulation. The magnitude of heat losses
is consistent with previously measured convective
heat losses in humans of values (Mierzwinski (1980)
reports values ranging 21.9W-29.8W).
4.2 Centerline velocity
4.2.1. Environment with uniform temperature
Centerline velocity was used as the main
comparison parameter for all the simulations, being the variable for which most data is available in the
literature of human plumes. Figure 3a presents, in solid and dashed lines, the change of centerline
velocities with height above each of the round top and flat top geometries, respectively, in an
environment of uniform temperature. These numerical results are compared to the numerical results
obtained by C&S (black circles).
The plumes originating from all round top geometries (cylinders and humanoid) reach a
maximum centerline velocity at the same height above the source (around 1.6 m), while the flat top
geometries (two boxes and a cylinder) reach such point at about 2m above the geometry. While the
heat output is roughly the same for all geometries, the maximum centerline velocity is the highest for
the round top cylinders (0.3 m/s), and the lowest for the flat top geometries (0.27 m/s). These results
for the flat top cylinder are consistent with those found by Deevy (2006).
A thick black line indicates the theoretical decay trend of za in centerline velocity for the tall
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Geometry Heat outu (W)Uniform Stratified
Square Box 26.44 30.79
Rectangular Box 26.64 30.69
Tall Flat Cylinder 26.98 29.90
Tall Round Cylinder 26.62 30.62
Short Round Cylinder 26.40 31.38
Humaniod 27.70 31.61
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Uniform environtnent
0.4 Stratified environment (0.66Chn) xp saggi C&S(200)
]04 ---- rp frontal C&S(2005)0.0.3 a 0.35 b] Humanoid CSS(2006)0.3---- Humnanoid
0.3 0.3 Tall round cyinder
- Short round cylinder
0.25 " 0.25 Square box
8 . 0 Humaenoid cas(205 - - Rectangular 
bx
> 0.K--- Hmaw 0.2 - --- Tall flat cylinder
-- - Tal round cylinder
0.15 Short round cydW 0.15
Squae box
o0.1 ------- Rectangular- box 0.1
0.05 0.05
0 1 2 3 4 5 0 0.5 1 1.5 2
height above heat source (m) height above heat source (m)
Figure 3. Change of centerline velocity (mis) with height above head (m) above the studied geometries
in (a)a uniform and (b)a stratified environment.
round top cylinder, assuming a virtual origin of 1.2m. Results show that beyond 4m above all
geometries, the centerline velocity's magnitude and decay are the same. This is consistent with the
theory of pure plumes, which states that in the self-similarity region the velocity decay depends purely
on the heat output of the source and the distance from it.
4.2.2.Thermally stratified environment
Figure 3b shows the centerline velocity above the different plumes in a linearly stratified
environment. The numerical results obtained in this work are represented with solid lines (round top
geometries) and dashed (flat top geometries). Results obtained by C&S are represented by markers:
circles indicate the numerical results for velocity decay above the humanoid. Black and grey dots
correspond to the experimental results for centerline velocity along the saggital and frontal planes
respectively, above a live standing person. Because the intersection of these planes corresponds to the
line along which centerline velocity is measured, we can assume that these two sets of data to be a
repeated measure of centerline velocity.
There is a slight discrepancy in results between our simulation for a humanoid and that of C&S,
which is probably due to the mesh size, of which C&S's simulation had about half as many elements
as ours.
Due to the ambient stratification, the buoyancy flux of the plume diminishes with height, to a
point in which the plume stops rising, and instead spreads laterally as its centerline velocity goes to
zero (after some oscillation in certain cases), as seen on Figure 3b.
Similarly to the cases with uniform temperatures, the maximum velocity is reached earlier for
the geometries with round tops, including C&S's humanoid, and much later for the geometries with a
flat top. Both the tall round cylinder and the humanoid seem to be the best geometries to numerically
replicate the human plume data. While, contrary to the humanoid, the axisymmetric properties of the
cylindrical shape do not allow it to replicate the difference in velocity distributions between the
saggital and frontal planes of a standing human, it does en equally good job at matching the centerline
velocity than any other geometries in this study.
5 Discussion
5.1 Effect of geometry type
The results for plume development in a uniform environment reveal clear differences between
round- and flat top geometries. It appears that this difference in flows is due to the fact that in volumes
with a smoother top the vertically-rising convective flow that forms along their vertical walls remains
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attached longer to the round top shapes, preserving most of the vertical momentum in the transition. In
flat top geometries however, the flow detaches at the top edge, creating a separation zone above the
geometry that slows the flow and reduces its momentum.
Results for environments with uniform temperature suggest that any round top geometry with
the same surface area and temperature can accurately represent a human plume; flat top geometries,
however, fail to represent this behavior both qualitatively and quantitatively. It is important to note
that perfectly uniform environments are seldom found in real settings, and that these simulations were
performed as an exercise to understand the flow of plumes in a theoretical condition.
Analyzing the effect of the geometry of the heat source in a thermally stratified environment is
less trivial, because the height of the human geometry has a direct effect on the buoyancy forces in the
plume. Similarly to the case of uniform ambient temperature, we can see that the maximum centerline
velocity of the air above flat top geometries is lower and it is located father away from the source than
in the case of round top shapes. While results confirm that the plumes above round top geometries
best represent a human plume in terms of location of the transition from developing to a fully
developed plume, it is less clear which round top geometry would best represent a human plume based
on the magnitude of the maximum centerline velocity. We find that the highest centerline velocity is
higher for the short cylinder than for the tall cylinder, which is in turn slightly higher than for C&S's
manikin. A potential explanation for such high centerline velocity in the short cylinder is that, because
of the temperature gradient in the room, there will be a higher average temperature difference between
the cylinder and the air for this shorter cylinder than for other shapes. Consequently, the plume being
created along the walls of the short cylinder will have a higher local buoyancy flux, and its air will
move at speeds higher than those of the taller cylinders.
The question of whether a short cylinder best recreates the human plume of a sitting human
remains unanswered. Future work should attempt to compare plume experimental data above sitting
humans, with round top cylinder of different heights.
5.2 Effect of stratification
The point of maximum centerline velocity in a stratified environment is close to 0.5m above the
person's head. This is about half the height when compared to a plume in a uniform environment. This
result stresses the effect of thermal stratification of the air on the development of buoyant plumes.
Furthermore, the temperature gradient used in these simulations (0.660C/m) is very small compared to
the gradients of 2-3 0 C/m allowed by thermal comfort standards.
5.3 Effect of skin temperature and surface area
Two parameters were kept unchanged across simulations: skin temperature and surface area.
This was because we were looking to match C&S's CFD and experimental conditions in order to have
a baseline to compare out results. A fixed skin temperature, however, requires replicating both the
ambient temperature conditions and the skin surface in order to have a similar human heat output.
This combination of skin temperature and surface area may provide reliable results for buoyant
plumes at ambient temperatures close to 21 C. Further work should look into the effect of the
geometry's surface area and thermal boundary conditions in order to define a human geometry that
can replicate a wider range of conditions in room airflow.
6 Conclusions
Using CFD, we have compared the convective flow above six heat sources with different
geometries that had the same surface area and temperature. The goal of this study was to find the
simplest geometry that could accurately replicate the characteristics of a human plume, particularly in
the region of flow development.
Two types of environment were simulated: with uniform and stratified temperatures.
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Comparing the centerline velocity above each shape, we find that geometries with a rounded
top develop a plume that is very similar to that of humans in a room, as opposed to the commonly
used rectangular boxes or flat top cylinders.
Results indicate that in rooms with uniform temperature the height of round top geometries
does not affect significantly the development of the plume. Height does matter, however, when
dealing with stratified environments: We find that tall, rounded top geometries (-1.7m high) replicate
the plume of a standing human more closely than those with a flat top.
We confirm that in a room with uniform temperature, the decay in centerline velocity begins at
about im from the human's head. It is only beyond this height that plume theory can be used to
predict the behavior of human plumes reliably.
Consistent with existing data, we find that air thermal stratification has a significant effect on
the plume development. Even for temperatures gradients as small as 0.66 0C/m, the physics of pure
plumes in a uniform environment do not apply anymore.
Finally, future work should examine both the ideal boundary conditions and geometries
necessary to replicate a human plume in a wider set of ambient temperatures, as well as the effect of
the geometry's height on the resulting plume in a stratified environment. Additionally, it would be
particularly useful to the field of room ventilation to find a simple analytical model describing the
transitional stage of plume development.
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THE IMPORTANCE OF ACCOUNTING FOR RADIATIVE HEAT TRANSFER
IN ROOM AIRFLOW SIMULATIONS
Maria-Alejandra Menchaca-Brandan, Leon R Glicksman
Massachusetts Institute of Technology, Cambridge, MA
Abstract
Because modeling air flow in rooms can become a very complex task, in order to understand the effect
of each element in a room (heat sources, ventilation jets), it is common practice to model the
convective heat transfer from heat sources separately from the effects of radiation. Doing this greatly
simplifies the task of understanding the physics of the flow above hot surfaces, and allows simulating
the behavior of buoyant jets and plumes using liquid experiments (such as emptying filling boxes).
However, it is often overlooked that radiation may have a first order effect on the resulting convective
behavior of buoyant elements, as well as on the final temperature distribution in a room. The objective
of this paper is to shed light on the critical importance of accounting for radiative heat transfer when
modeling airflow and temperature distribution in rooms. We ran multiple Computational Fluid
Dynamics simulations of flow in heated rooms, with and without the radiation. The effect of
accounting for radiation on the temperature profile in a room was studied, as well as the influence of
this stratification on the development of buoyant jets and plumes. The vertical change of temperature
in rooms where radiation is accounted for is consistently linear. On the other hand, when radiation is
not accounted for, the air in the room is divided into two layers of different temperature, result
consistent with water experiment results. Because the development of buoyant plumes is highly
dependent on thermal stratification, a plume growing in a two-layer thermally stratified room will
develop in a very different manner than in a linearly stratified environment. We conclude that, while
filling boxes experiments are extremely useful to understand the physics of pure convection, they may
not provide an accurate description of the real flow behavior in real buildings.
Keywords: radiation, CFD, heat sources, thermal stratification
1 Introduction
Modeling the airflow and thermal dynamics in a room is not trivial. It requires understanding the
effect that each element in the room has separately on the room physics, and then analyzing the
interaction of all of these factors put together. This is an approach that has been commonly taken to
study the effect of heat source elements on room airflow: because air is mostly transparent to infrared
radiation, those who attempt to understand the convective flows above heat sources commonly do not
account for the effect of radiative heat transfer. The beauty of neglecting radiation lies on the fact that
it allows the use of experimental methods such as filling boxes, small scale containers where the
density difference between hot air and cold air can be replicated by using liquids (usually water) of
different densities. Because these liquids are opaque to infrared radiation, they allow us to understand
the physics of individual buoyant elements, as well as the development of closed analytical solutions
describing room airflow and temperature. However, it is often overlooked that radiation may have a
first order effect on the resulting convective behavior of buoyant elements, as well as on the final
temperature distribution in a room, and that closed analytical expressions might not provide a true
representation of the room physics.
The objective of this paper is to use computational fluid dynamics (CFD) to analyze the effect of
neglecting radiative heat transfer on the temperature distribution and airflow in rooms with heat
sources. We begin by validating our CFD model with results of air and water experiments in a
rectangular enclosure with a cold and a hot vertical wall. We then we move on to analyzing the results
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of simulating a room with a single heat source - a common configuration used when modeling
convective heat transfer in a room-on CFD, with and without radiation modeling.
2 Heat transfer in room airflow simulations
2.1 Air flow and heat transfer in a rectangular enclosure
Many authors rely on water experiments to understand convective flows. One of the many
experiments attempting to predict room-scale air flow using a scaled water experiment is that of
Nansteel and Greif (1981). With the goal of understanding the heat transfer mechanisms in a room
with and without partitions, they built small-scale rectangular enclosure with a cooled and a heated
opposing vertical wall (both isothermally), and a removable middle partition (RaL ~1010). They
measured the vertical temperature variation at the middle of the room, at a location that was
equidistant to both the heat source and sink. Almost a decade later, Olson et al. (1990) repeated the
non-partitioned section of the experiment, this time using gases instead of water. They performed two
experiments: a full-size room using air, and scaled enclosure using refrigerant gas, using Ra once
again as a scaling parameter. The results from Olson et al.'s full scale air experiment showed that
Nansteel and Greif's water experiment had not been successful at replicating the reality of room
airflow. The scaling factors used by Olson et al.'s refrigerant experiment did match radiation-related
scaling factors; using a transparent medium such as a gas proved to be a good strategy to replicate this
simple set up.
In this paper, we use the results of both Nansteel and Greif, and Olson et al. to validate our CFD
simulations.
2.2 Modeling displacement flows
The simplest displacement flow in rooms consists on the generation of warm air (from heat
sources) released into colder ambient air in a room with an inlet at floor level and an outlet at ceiling
level. If the hot air comes from a small source compared to the size of the room, it will generate a
buoyant plume whose turbulent eddies will entrain some of the ambient air, increasing the volume of
the plume, and decreasing its temperature. With time, the lighter fluid will slowly accumulate at the
top of the room, creating an upper hot layer and leaving a cold H
ambient layer in the lower part of the space (Figure 1). The
height of the interface between these layers can be found -
analytically, and will correspond to the point at which the flow
entrained by the plume is equal to the flow supplied by the
inlet. In displacement ventilation, the inlet flow is pre-
determined, whereas for natural ventilation, it will depend on
the room height, room heat gains, as well as the area and
discharge coefficients of the two openings.
In the fields of displacement and natural ventilation, the , _j
use of salt-water solutions of different densities (also known
as "emptying filling boxes") as an experimental method to Figure 1. Principle of displacement
represent displacement flows is not uncommon (e.g., Linden flows. In a steady state condition, the
et al 1990). It is often used to validate analytical models for amount of air entrained by the plume
buoyancy-driven ventilation. is equal to that entering the room.
A key assumption for the displacement flow models is The height of the from h can be
that radiative heat transfer, namely the influence of the estimated analytically. Figure taken
temperature and geometry of the buoyancy source on the from Linden et al. (1990).
surrounding objects and walls, is negligible. This assumption may be valid in infinitely large
environments like the atmosphere, or in fluids, where the buoyancy source is not necessarily a heat
source. This paper attempts to assess how valid this assumption may be for standard room and
building settings, where convective heat transfer is modest, and radiation can be of equal magnitude.
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3 Simulations and results
Three sets of simulations were performed using computational fluid dynamics (CFD). The first
set focused on replicating those experimental results for flow in a rectangular room with air and with
water as convective media. Having validated our CFD simulations, we then analyzed the air flow and
temperature inside a room with a single heat source, in order to understand the effects of accounting
for radiative heat transfer in a more standard room setting.
3.1 General simulation settings
We used Fluent (part of ANSYS 13.0) as the CFD software package.
e Turbulence. The k-8 RNG turbulence model, commonly employed to study room airflow with
CFD, was chosen for all sets of simulations.
* Mesh. The closest node to all surfaces was at 5mm distance, with a y* consistently below 5.
This is a necessary condition to appropriately recreate the heat transfer from surfaces to the
flow when natural convection is present (Awbi, (1998)).
* Radiation. When accounted for, radiation was modeled using surface to surface radiation
model for 3D simulations, and discrete ordinates for 2D axisymmetric simulations. All
surfaces had an emissivity of 1.
e Mode. All calculations were performed in transient mode, and monitored until they reached a
steady state.
3.2 Flow in a rectangular enclosure with heat and cooled end walls
3.2.1.Simulation setup
In order to replicate the experimental results obtained by Nansteel and Greif (1981) using water
experiments, and Olson et al. (1990) using gas experiments, we modeled a rectangular room (height:
2.5m, width: 3.9m, length: 7.9m), with opposing hot and cold end walls (35.5*C and 19.9*C,
respectively), as shown in Figure 2, which are the properties of the room studied by Olson et al. (the
dimensions of the enclosure for water experiments were much smaller, due to scaling factors). The
other walls were defined as adiabatic. Two simulations were performed: the first accounting only for
convective heat transfer, and the second accounting for both convection and radiation.
.** Teoid=19.9*C
Thot=36.6 0C
Measurement plane
4g
Figure 2. Configuration of rectangular enclosure. The rectangu e in dotted lines corresponds to the
location where measurements were performed.
The mesh had 1.9x105 elements. The average temperature of the adiabatic walls was monitored
throughout the transient iterations. The simulation was considered to have reached a steady state once
the average adiabatic wall temperature stabilized (<0.01 *C variation).
3.2.2. Results
Figure 3a presents vertical change of dimensionless temperature for the simulations that did not
account for radiative heat transfer (red), compared to the experimental results obtained by Nansteel &
Greif (1981), in black markers. There is a very good agreement between the CFD simulations and the
experimental results (R2=0.97).
The CFD output for the simulation that did account for radiative heat transfer is shown in Figure
3b. Again, the CFD simulation replicates the experimental results with air and refrigerant
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0.9 - Water experirnent (Nansteel and Greif 1981) + Air experiment (Olson et al. 1990)
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Figure 3. Vertical dimensionless temperature variation with dimensionless height (H=2.5m) along the
measurement plane (Fig 2). In the left plot (a) are presented results for CFD simulatons that did not
account for radiative heat transfer (red dots) as well as for experiments using water as a fluid (*). The
right plot (b) shows the results for CFD simulatons that included radiative heat transfer (red dots)
and those for experiments with air as a fluid (*).
measured by Olson et al., with an R2 of 0.841.
When radiation is accounted for, it provides an additional means to transfer heat from the ceiling
to the floor, causing their temperatures to be very similar. Hence, the air close to the floor is
considerably warmer, and that close to the ceiling is considerably colder than if there were no
radiation, resulting in a smaller temperature variation of air with height.
3.3 Room with single source
3.3.1.Simulation setup
Having validated the radiation CFD simulations, we now analyze the effect of accounting for
radiation on the temperature profile in a room with a single heat source (Figure 4a), and cooled
through buoyancy-driven natural ventilation. The simulated room (radius: 2.5m, height: 4m) had an
air inlet and outlet (radius 2.5m, height: 0.02m) close to the floor and ceiling respectively. At the
center of the room was a single heat source (radius: 0.305 m, height: 1.13m, semi-spherical top),
simulating the presence of a human (Menchaca-Brandan and Glicksman (2011)). The simulation was
run in 2D-axisymmetric mode (Figure 2b).
Outlet: - - - - -
-Pressure outlet
Walls, ceiling, floor:
Heat source: -Adiabatic wall
-Heated wall,
constant heat flux
Inlet:
-Velocity inlet
Figure 4. (a) Setup and boundary conditions for CFD simulation of an axisymmetric room with a heat
source at the center. (b) 2D axisymmetric room configuration and mesh.
3.3.2. Boundary conditions
All the walls were defined as adiabatic. All surfaces were set as opaque with an emissivity of
1. The air inlet was defined as a velocity inlet with an inlet temperature of 21.3*C, and the outlet as a
pressure outlet.
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Six simulations were studied (Table 1), all recreating stack ventilation conditions. In
simulations la/b only convective heat transfer was modeled. In simulations 2a/b and 3a/b, both
convection and radiation were accounted for. The same amount of heat, 34W, was generated in
simulations la/b and 3a/b, from the heated surface. In simulations 2a/b, the total heat transfer was
defined after several iterations attempting to match the convective heat output from the heat source to
34W.
The difference between simulations a and b was the airflow rate. For both simulations, the inlet
velocity corresponded to the expected air flow rate, Q (m3/s), in pure buoyancy ventilation conditions.
The flow rate was calculated using the principles of energy conservation and flow through orifices
assuming a uniform room temperature, as follows:
2
3
Q =AjOCd gfdh---
where Aj, is the area of the inlet/outlet (0.314 m 2), Ah is the vertical distance between the inlet and the
outlet (3.98m), q corresponds to the total heat gains in the room (W), Cd is the discharge coefficient of
the openings, g is the gravity constant, and , p, and C, are the volume expansion coefficient at
constant pressure, density and heat capacity of air, respectively (3.33x10-3K , 1.225 kg/m 3, 1010
J/kgK).
For the first three simulations (la, 2a, 3a), a discharge coefficient of 0.75 was assumed. In the
second set of simulations (1b, 2b, 3b), the discharge coefficient was set to 0.32, lowering the flowrate
by half with respect to the first set. This second set was intended to simulate natural ventilation with
higher pressure losses and larger temperature differences in the room.
Table 1 Summary of simulations.
Case Simulation set Heat transfer - qeonvectio. (W) qratOnp(W) qa_(W) Q n/s)
la High flowrate Convection 34 0 34.0 0.057
2a (Stack ventilation, Convection + Radiation 6.5 27.5 34.0 0.084
3a~ Cd=0. 7 5) Convection + Radiation 34.4 62.6 107.0 0.057
lb Low flowrate Convection 34 0 34.0 0.029
2b (Stack ventilation, Convection + Radiation 6.7 27.3 34.0 0.042
3b Cd=0. 32) Convection + Radiation 34.1 69.9 104.0 0.029
The initial temperature of the room was set to 21.3*C. The simulation was run in transient
mode, until both the outlet temperature and the standard deviation of the temperature along a vertical
line im away from the center of the room stabilized (<I x10-3 "C, and <1x10-4 *C variation,
respectively).
3.3.3. Results
Temperature profile
The plots in Figure 5 show the change in temperature with height of the two sets of
simulations, with high flow rate (a) and low flow rate (b), along a vertical line 1.5m away from the
center of the room. Results indicate that when radiation is not accounted for, the air in the room
stratifies into two layers of different temperature. The temperature of the cold layer is very close to the
inlet temperature, whereas the temperature of the hot layer is consistent with the outflow temperature
obtained by a basic energy balance in the room.
As would be expected, lower air flow rates increase the volume occupied by the "warm layer"
in the purely convective case. We also notice that while a similar warm layer starts forming in the
simulations that do account for radiation, the temperature profiles in these cases are still dramatically
different from those where radiation is neglected.
Figure 6a illustrates the temperature distributions in simulations la and 2a, for which the total
heat gain is the same. Figure 6b portrays the flow patterns and velocity distribution for simulations la
and 3a, which have the same convective heat output. Results for the second set of simulations (lb, 2b,
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(a) High air flowrate
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(b) Low air flowrate
1b. Conv (34.OW)
2b. Conv (6.7W) + Rad (27.3W) = 34.0W total
- e 3b. Cornv(34.1W) + Rad (69.9W) = 105.0W total
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Figure 5. Temperature variation with height for simulations with (a) high and (b) low air flowrates.
Blue markers represent the results for simulations where radiation is not accounted for, with 34W of
convective heat gains. Black dots represent those simulations where the total gain (convection +
radiation) is equal to 34W, and red dots those where the convective heat input is 34W, and radiation
is accounted for.
Figure 6. (a) Countour plots of temperature ("C) for simulations Ja and 2a, which have the same total
heat gains. (b)Streamlines and color plots of velocity (mis)for simulations la and 3a, which have the
same convective heat gains.
3b) were qualitatively very similar, and are omitted in this paper.
In the vector plots for simulation la, where radiation was neglected, one can appreciate two
separate regions of counterclockwise flow separated by a region of almost steady air. Because each of
these regions is at a constant temperature, the flow within each of them is not constrained to the effect
of density gradients. On the other hand, in simulation 3a, which accounted for both convection and
radiation, the cold air flowing inwards slowly heats up as it moves through the floor. Similar to
simulations where no radiation is accounted for, the air returns towards the side walls, but as it
encounters colder air it is driven down by gravity forces. The upper flow recirculation can be
explained in a similar fashion. This gravity effects generates a diagonal flow pattern, which, combined
with the modest wall plume formed along the side walls, contribute to a much higher mixing of the air
than in simulation la along with larger vertical temperature gradients.
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Plume development
The centerline velocity of the buoyant plumes formed above the heat sources was calculated
by the CFD, as a means of quantifying the impact of a different temperature gradient on plume
development. Figure 7 shows the vertical variation of centerline velocity for the two sets of cases, la/b
and 3a/b, where the convective heat gain was the same.
(a) High air flowrate (b) Low air flowrate
0.45 - - - -- - - - - - - - - - - - - -
0 - - -0.35 - - - - - - - - - - - - - - - - - -
I 0.2 - -
0.35 - - - - - 0. - - Conv-(4.0W)
05 1 . 2 3 1 2I S I
0. I - 02  te -~4~
HegtfrmhatsucI()Higtfo ha oucIm
Eo2 0.2 - -I0 .
0.2 - - - 0. - -4 -- -I -- 1
0.2-- - - - - I
0.2 I I~ .l
Figure 7. Vertical variation of centerline velocity of the buoyant plume formed above each heat
source. Blue markers and red dots correspond to those cases with similar convective heat output
(34W) where radiation was neglected and accounted for, respectively.
The predicted centerline velocities for purely convective cases are constantly higher than those
cases where radiation is accounted for, sometimes by more than 10%.
4 Discussion
Results from the two sets of simulations, the rectangular enclosure and the room with a single
source, confirm the fact that radiative heat transfer in room ventilation simulations should not be
neglected. Radiation has a significant effect on the temperature of the walls, which in turn, has an
effect on the flows that develop along those surfaces. Additionally, the floor temperature estimated by
a purely convective simulation is considerably lower than when radiation is considered.
Temperature results in the rectangular enclosure provide a clear explanation for the effect of
radiative interaction between walls inside a room. While for this experiment the air tends to stratify
linearly with or without accounting for radiation, close to the ceiling and floor the temperature
experiences a sharp change typical of a thermal boundary layer: close to the floor, the air is suddenly
heated up by the warm floor, and, inversely, close to the ceiling the warm air will be suddenly cooled
down by the effect of convective heat exchange with the colder ceiling.
A similar effect is found in the second set of simulations with the single source in a room, where
the interaction of the cold air close to the warm floor induces a buoyancy-driven recirculation that
contributes to mixing the air within the space, leading to a linear temperature profile. This mixing,
even for rooms with reduced gains, as seen in these CFD simulations, seems to have a strong effect on
the development of buoyant plumes in the space. Results for centerline velocity, suggest that a linear
temperature gradient slows down the plume flow with respect to a "two layered" profile, which, due to
the linear dependency between entrained flow and centerline velocity, results in a lower plume
volumetric flow rate than that estimated by plume theory for isothermal rooms.
It is important to note that in most simulations for rooms with heat sources (for which the
convective and radiative heat contributions are about the same), the temperature difference between
inlet and outlet will be twice as large when radiation is accounted for (3a/b), than when only
233
Roomvent 2011
convection is modeled (la/b). In other words, accounting for radiation not only has an effect on the
shape of the temperature profile, but also on its floor-to-ceiling thermal gradient.
Finally, we can see that stronger temperature gradients, such as in the low flow rate cases, tend
to shift the location of the peak centerline velocity towards the heat source. However, from these
results, it is not clear whether neglecting radiation has a strong effect on the prediction of this
maximum.
5 Conclusions
Through our CFD simulations, we found that the temperature profile in a room where
convection is the only mode of heat transfer is consistent with what is predicted by displacement flow
models that do not account for radiation: the air stratifies into two layers of different temperature.
However, when radiative heat transfer was included in a more realistic simulation, we found that
temperature tends to rise linearly with height, due to buoyancy-driven mixing of the air in the room.
Accounting for radiation seems to have two clear effects on a room's physics: first, that the floor
and ceiling temperatures are very different than what would be predicted by a displacement flow
analytical model; second, that the vertical temperature profiles are so different in shape and magnitude
than when pure convective flow is modeled, that the plume development is affected. Results suggest
that using plume theory to predict the flow entrainment above a heat source in a room could lead to
errors of the order of 10%.
We conclude that neglecting radiation when attempting to model room airflow and thermal
dynemics, wether experimentally or analytically, may not provide an accurate description of the real
flow behavior in real buildings.
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ABSTRACT
Hybrid ventilation systems have been previously shown to reduce cooling and ventilation energy consumption, however they
often require large atria and do not sufficiently attenuate ambient noise, especially in urban areas. This paper presents a
case study of a new ten story 83,700 ft2 (7,780 m2) office building in downtown Tokyo with a hybrid ventilation system that
uses only 1.7% of the building footprint for ventilation shafts.
A special design approach is used to predict the hybrid ventilation potential of this building. As a first step, an airflow
network model tool developed at MIT is used to predict the overall building conditions (temperature and airflow rate) inside
the building when using pure and fan-assisted natural ventilation on a monthly basis. As a second step, Computational Fluid
Dynamics (CFD) simulations are used to investigate airflow and temperature distributions in the open-plan office space and
inform the design of exhaust airflow conditions. The building is currently under construction.
Pure natural ventilation is predicted to provide comfortable conditions within the space, according to ASHRAE Standard 55,
for 727 of a possible 1400 working hours between April and October in Tokyo. That time can be extended to 1018 hours if
low-power fans that operate with less than 6% of the energy required for mechanical cooling are used to leverage the low
airflow resistance of the building. CFD simulations indicate that the inlet angle of the incoming air into the room has a
significant effect on the temperature distribution in the space.
INTRODUCTION
Hybrid ventilation systems, which consist of natural and mechanical ventilation, are growing in popularity around the
world as a means to save energy and increase occupant comfort. However, they can be challenging to use due to the general
uncertainty of airflow patterns within occupied zones. This paper presents a case study of a new office building in central
Tokyo designed through a novel approach to demonstrate a successful hybrid ventilation system in a dense urban setting.
BUILDING CONCEPT
This ten story 83,700 ft2 (7,780 in 2) office building is the corporate headquarters for a Tokyo-based development
company that prides itself in the efficient use of resources, particularly energy. Thus their new headquarters incorporates an
array of energy efficient measures including an advanced daylighting system, occupancy sensors, building controls, and a
hybrid ventilation system on floors 3-9. The first two floors are reserved for commercial tenants and the tenth floor houses
executive offices that require mechanical ventilation. Exterior perspective, sectional, and plan views of the building are
shown in Figure 1.
Maria Alejandra Menchaca-Brandan and Stephen Ray are both PhD candidates in the Department of Mechanical Engineering at the
Massachusetts Institute of Technology, Cambridge, MA. Leon R Glicksman is a Professor in both the Department of Mechanical Engineering
and the Department of Architcture at the Massachusetts Institute of Technology, Cambridge, MA.
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/Figure 1 (left) Outer view from west (middle) Section view (right) Plan view with ventilation shafts shaded.
Inlet ducts on the NW fagade of floors 3-9 supply outdoor air to the space when the natural
ventilation system is in operation. The open floor plan allows air to flow to two ventilation shafts
located in the SE side of the building. To prevent reverse flow in the upper floors, two shafts, each
with 30 ft2 (2.8 in 2) cross sectional area are used to ventilate floors 3-7 and two separate shafts (22 9
ft2 (2.0 M2) each) are used to ventilate floors 8 and 9. Figure 2 shows a schematic of this separation n
including binary dampers at the facade inlets and adjustable dampers at the entrances to the 6F
ventilation shafts, which adjust the flow and isolate zones in case of a fire.
Low-power fans (0.67 hp [500 W] and 0.33 hp [250 W] for shafts 3-7 and 8-9 respectively) 3F
atop each chimney leverage the low airflow resistance of the building to extend the period during
which fan-assisted natural ventilation can be used. Wong et al. (2004) has performed extensive
experimentation to show this type of fan-assisted ventilation that uses a low pressure and low power Shaft Shaft
(8-9F) (3-7F)fan can increase average air velocities in the space by 47%. Figure 2 Schematic
An energy balance is applied to each floor to calculate a reasonable airflow, fpoor, which is ofventilation path
used in various parts of the design process. showing separate
Vloor = oTioor shafts for floors 3-7pCy(TinTout)
where Qfloor is the sum of internal heat gains for occupants, lighting, and equipment loads (1.6, 3.2, and 4.7 Btu/ft2h [5, 10,
and 15 W/m 2 ], respectively) in an occupied area of 5660 ft2 (526 M2)), p and C, are the density and heat capacity of air, and
Tin and Tout are the indoor and outdoor air temperatures, respectively. Using a design 9"F (50C) temperature difference, it is
found that each floor requires a flow rate of V oor = 5570 CFM (2.63 m3/s), or 6 air changes per hour (ACH), based on a 9-
foot (3m) clear floor height.
AIRFLOW NETWORK MODELLING
An MIT-developed airflow network model is used to investigate whether the desired flow rate of 5570 CFM (2.63 m3/s)
is actually achieved given the calculated pressure losses (Menchaca-Brandan et al., 2008). This model simultaneously solves
for buoyancy driven airflow and interior temperature. It includes transient heat transfer using local weather data, which
includes the maximum expected solar gains through glazing on the fagade by not accounting for any exterior shading. The
model does not account for heat transfer conduction through walls, assuming it is negligible compared to the other modes of
heat transfer. EnergyPlus with its AirflowNetwork model was considered, but its stated limitation that it cannot account for
"air temperature stratification within a thermal zone" and recommendation that one "should not try to divide a high space,
such as an atrium, into subzones" dissuaded us from its use (The Board... 2010). As the ventilation shaft is a central feature
of this design and temperature gradients are expected within it, we did not think EnergyPlus would predict accurate results.
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Summary of pressure losses
Figure 3 shows the four areas in which pressure losses are considered. Region a) corresponds to
the inlet assembly and region d) corresponds to the exhaust system.
Region c) accounts for the frictional pressure loss in the ventilation shaft and uses the Darcy-
Weisbach equation for frictional pressure loss in ducts (White, 1999). The Reynolds number is
expected to change depending on location within the shaft and varies from 2.4x10 4 to 1.2x10 5.
Because the Reynolds number is near the transition regime, the friction factor f is found to be 0.025,
using an empirical relationship developed by Haaland for the transitionally rough regime (White,
1999).
The frictional pressure loss within the ventilation shaft from each floor to the exhaust chamber is
shown in Table 1.
Although the airflow from floor 3 has the greatest distance to travel in the shaft, much of it is at
low velocities, which results in little frictional pressure loss. Whereas the airflow through floor 7 has
a comparatively shorter distance to travel, all of it is at higher velocities due to the air from lower
floors. Floors 8 and 9 have very short distances and low velocities, resulting in negligible frictional
pressure loss. To be conservative, the pressure loss for floor 3 and 8 are used for all calculations in
the 3-7 shaft and 8-9 shaft, respectively.
d)
9F
OF C)
7F
6F
5 F
a) 4F b)
*' 3F
Shaft Shall
(8-9F) (3-7F)
Figure 3 Schematic
of ventilation path
with four regions of
pressure loss labeled.
Table 1: Frictional Pressure Losses With Ventilation Shaft
Flow path 3 to exit 4 to exit 5 to exit 6 to exit 7 to exit 8 to exit 9 to exit
AP [in. wp x 10"] (Pa) | 4.0 (1.0) 4.0 (1.0) 3.9 (0.98) 3.6 (0.89) 2.9 (0.73) 2.9 (0.050) 1.6 (0.041)
Region b) accounts for the pressure loss at the entrance to the ventilation shaft and uses the following empirical
relationships from (Idelchik, 2008) shown in Table 2. The pressure loss at each region for both shafts is summarized in Table
3 below:
ssure Loss Relationships Used From
Aluminium grill 90 degree bend
8-1 6-11 no. 4
1.1 (0.27) 1.0 (0.25)
Idelchik (2008)
Converging flow
7-3
0.12 (50.03)
Table 3: Total System Pressure Loss Shown for Each of Four Regions in Figure 3
Region a) b) c) d)
Floor 3-7AP [in. wp x 10-] (Pa) 12.0 (3.0) 2.2 (0.55) 4.0 (1.0) 14.0 (3.4)
Floor 8-9 AP [in. wp] (Pa) 12.0 (3.0) 2.2 (0.55) 2.0 (0.050) 6.8 (1.7)
Results from Airflow Network calculations
With all expected pressure losses accounted for, the airflow network tool is used to predict hourly average zone
temperatures and airflow rates (Menchaca-Brandan, 2008). The tool uses .epw weather files to provide hourly averaged
weather data for the simulations. Specifically, the Tokyo Hyakuri file is used in these simulations. Effective areas are defined
at both inlet and exhaust locations to account for the calculated pressure losses using the following relationship where Cd is
the predefined discharge coefficient of the opening.
Simulations are conducted during working hours (8am-6pm) for April through October because natural ventilation is
otherwise deemed impractical due to low outdoor temperatures in November through February and high levels of airborne
particulates during March. In addition to pure natural ventilation, fan-assisted ventilation is also modeled using four low-
power 0.04 in. wp (10 Pa) fans mounted at the top of each of the four exhaust shafts, two 0.67 hp (500 W) fans for shaft 3-7
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Table 2: Empirical Pre
Component of region b)
AP relationship(source)
Calculated AP [in. wp x 10-] (Pa)
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Figure 4 Hourly simulated zone temperatures for pure natural ventilation during 8am-6pm for Apr-Oct.
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Figure 5 Hourly simulated zone temperatures for low-power fan-assisted natural ventilation during 8am-6pm for
Apr-Oct for floors 3 through 9.
and two 0.33 hp (250 W) fans for shaft 8-9. These low-power fans are preferred to the economizer setting of the mechanical
system because they consume less power and extend the season in which outdoor air can be used for cooling. This extension
results from larger exchange rates available in the fan-assisted case from the absence of ducts that restrict airflow and require
modest flow rates. Hourly simulated zone temperatures for each of the naturally ventilated floors with and without a fan are
shown in Figures 4 and 5 respectively for the case when all dampers are fully opened.
Acceptable comfort conditions are defined using the optional method for naturally ventilated buildings from ASHRAE
Standard 55, which specifies a range of average indoor operative temperatures based on the outdoor temperature (American
Society 2004). Limits on indoor humidity levels and air speeds are not required when this option is used. Although low
temperatures are predicted in April, they can be avoided by decreasing the air flow rate with adjustable dampers (b) shown in
Figure 3. Low-power fans considerably extend the comfortable use of natural ventilation and provide more uniform
temperatures. To quantify this extension of use, it is assumed that each month from April to October has four work weeks
comprised of five work days of ten hours each, thus 1400 hours. When pure natural ventilation is used, four or more floors
fall within the ASHRAE 55 80% acceptability limits for 727 hours, whereas the same conditions are met for 1018 hours if
low-powered fans are used when pure natural ventilation alone does not provide adequate cooling (American Society 2004).
Although fan-assisted natural ventilation requires some energy to run the low-power fans, the amount of energy used is
significantly less than the energy required to run a vapor compression cooling cycle with a COP of 4 (even neglecting fan
power). If only the internal gains are offset, 5.4x10 4 Btu/h (15.8 kW) of cooling is required per floor, thus 1.3x10 4 Btu/h (3.9
kW) of energy is supplied to the mechanical cooling system with a COP of 4. Floors 3-7 and 8-9 thus require 6.5x 104 and
2.6x104 Btu/h (19.5 and 7.8 kW) of cooling energy respectively, compared to at most the 3.4x10 3 and 1.7x10 3 Btu/h (1 and
0.5 kW) to run the low-power fans, which operate using 5.1 and 6.4% of the energy required by the mechanical cooling
system.
Figure 6 shows the predicted flow rates for each naturally ventilated floor. Although the theoretically desired flow rate
of 5570 CFM (2.63 m3/s) is not achieved for the majority of the purely naturally ventilated conditions, Figure 4 shows that
these lower flow rates still provide comfortable temperatures for more than half of the time from April through October.
Additionally, the actual flow rates are expected to be higher because the pressure drop throughout the system is over-
predicted using the desired flow rate of 5570 CFM (2.63 m3/s) or 6 ACH. The low-power fan clearly increases the air flow
rate and provides slightly more uniform flow rates to each of the floors.
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Figure 6 Hourly simulated air flow rates for pure and low-power fan-assisted natural ventilation during 8am-6pm
for Apr-Oct.
CFD ANALISYS OF INTERNAL AIRFLOW AND TEMPERATURE DISTRIBUTIONS
The airflow network calculations provided a good first-order approximation for the natural ventilation performance of
the building. These calculations, however, do not provide any details such as airflow and temperature distribution in each
floor, which are critical to have a full understanding of the thermal comfort conditions in the space.
Computational Fluid Dynamics is used to perform more detailed simulations of the airflow physics of each office.
There is particular interest in understanding the effect of the angle of the incoming air jet on the room temperature and
airflow distributions.
Simulation Settings
One office space (equivalent to one typical floor of the building) is modeled, as shown in Fig 8. In order to save
computational time, we take advantage of the symmetrical properties of the room and only model one half of it, using a
symmetry plane. The total surface area of the half-room is 3010 ft2 (280 M2). An inlet strip is placed at ceiling level, 2.6 ft
(0.80 m) away from the fagade, as indicated by the building design. Forty-five occupants are modeled as round top cylinders
(Menchaca-Brandan, 2011), located in a standard Japanese office layout. Partitions separating the rows of occupants are also
included, to match the layout projected by the developer.
The flow rate in the space is the previously mentioned desired flow rate of 6 ACH, equivalent to an air temperature
increase of 9.20F (5.1*C). The total heat gains of the room correspond to 9.4 Btu/ft2h (29.7W/m 2 ), accounting for occupancy,
illumination (natural or artificial) and plug loads. Latent heat gains are not accounted for.
The simulation is run using ANSYS Fluent 13.0.
Boundary Conditions
" Air inlet. The inlet 20.7 ft2 (1.92 m2 ) is modeled as a velocity inlet, with an air speed of 2.30 fps (0.701 m/s), and an air
temperature of 71.3*F (21.8 0C).
* Air outlet. The air exhaust into the chimney is defined as a pressure outlet with zero gauge pressure and backflow
temperature of 83.9*F (28.80C). Occupants. The cylindrical geometries representing occupants have a constant heat
output of 239 Btu/h (70W) each.
" Ceiling andfloor. Both surfaces are defined as heat sources with 3.8 and 2.2 Btu/ft2h (12 and 7 W/m2), respectively.
This heat represents the contributions of lights and equipment.
" Symmetry. The surface representing the middle (symmetry) plane of the office is defined as a symmetry plane.
. Walls andpartitions. All other walls, including partitions are modeled as adiabatic.
Simulations are run in transient mode, a common practice when dealing with convective flows. The simulation is
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air inlet , symmetry plane
z
air outlet into chimney
human heat sources
Figure 7 CFD room layout. The plane dividing the room in half corresponds to a symmetry boundary condition. Only
the left side of the room was modeled. Surrounding walls are defined as adiabatic. Ceiling (not shown),
floor and humans are defined as walls with constant heat output. Air inlet is a velocity inlet. Air outlet is
defined as a pressure outlet.
stopped once the average temperature across the outlet stabilizes at a constant value (<0.001"F (0.00P1C) variation).
Mesh. On each simulation the total cell-count for each of the simulations is 3.7 x 106 cells. For all surfaces except the
symmetry planes, the closest node to the surface is at 5 mm distance (guaranteed by the use of a boundary layer mesh). This
is a necessary condition to appropriately account for the effects of laminar boundary layer flows close to heat sources or sinks
where natural convection is present (Awbi 1998). The average y+ values for all surfaces remains below 5.
Turbulence and radiation. The simulation uses the k-s RNG turbulence model, commonly used for flow in rooms,
with enhanced thermal wall treatment. The surface to surface radiation model is used in this simulation, with all surfaces
assumed black (s=1).
Results from CFD simulations
The first two rows of Figure 8 show the temperature distribution along a horizontal plane at 0.8 m height (2.6 ft) from
the floor, and three vertical planes at 10.7, 32.8 and 55.8 ft (3.25, 10 and 17 m) from the SW fagade, for the two analyzed
cases A and B (incoming jet angle of 45 and 70 degrees with respect to the ceiling, respectively). The results are presented in
terms of excess temperature with respect to inlet temperature, allowing the reader to apply these results to any inlet
temperature condition, given the same heat gains and air flow rate.
Results indicate that in the case A the incoming jet remains attached to the ceiling upon entering the room, due to a
Coanda effect. This attachment is very weak close to the center of the room (symmetry plane), and becomes stronger as we
approach the room's exhaust. The temperature distribution along the horizontal plane indicates an accumulation of hot air in
the room, close to the fagade, of up to 12.6*F (7"C) of excess temperature. This hot spot would clearly be a source of concern
in reality, especially considering that solar radiation is not accounted for in these simulations, and the perimeter of the room
tends to be even warmer due to such heat gains.
On the other hand, the airflow in case B appears to be more uniform throughout the space, with most of the occupied
area remaining between 4.8*F and 9*F (20C to 5*C). The jet enters the room without attaching and flows immediately through
the occupied zone. The air in the room is warmer as we move away from the inlet, but no significant hot spots are formed.
One source of concern regarding an incoming higher angle for the jet is the potential discomfort of those occupants
located right below the room's inlet, regarding low air temperatures and high air velocities. Since including any kind of air
diffuser in the system would have led to additional pressure losses, the final design of the building includes louvers where the
incoming jet angle can be individually adjusted by the occupants.
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Case A: Incoming jet at 45* with respect to the ceiling Case B: Incoming jet at 700 with respect to the ceiling
Excess_T Excess_T
C F C F
7.0 12.6 7.0 12.6
5.3 9.5 5.3 9.5
3.5 6.3 3.5 6.3
1.8 3.2 1.8 3.2
0.0 0.0 ae0.0 0.0
x N x N
N 1RN
CC F Fc F 7.0 12.6
7.0 12.6 -5.3 9.5
5.3 s 9.
363 35 6.31.8 3.2
0,0 0.0
Speed Speed
m/s ft/s m/s ft/s
0.70 2.30 0.70 2.30
0.52 1.71 0.52 1.71
0.35 1.15 0.35 1.15
0.17 0.65 0.17 0.65
0.00 0.00 0.00 0.00
x N X N
Figure 8. Temperature above inlet value (Excess_T, two top rows) and air speed (bottom row) distribution for the
simulations with an incoming jet angle of 45 (left) and 700 (right) with respect to ceiling.
DISCUSSION
The presented design strategy results in a detailed analysis of the hybrid ventilation system to be implemented in the
building, and provides a reliable estimation of its ventilation potential.
The airflow network calculation software used proves to be an invaluable tool to quickly understand the transient
airflow and thermal physics inside a naturally ventilated building. While its results are very coarse (one set of results per
building floor), it provides a good first order approximation to what might be expected with a certain building design.
Moreover, because it uses weather data to create minute-by-minute ambient conditions, it allows one to understand transient
effects on the thermal and airflow dynamics of the building. This is something that can rarely be done with CFD because of
the excessively large computational requirements of the simulation. Finally, the software also allows an estimation of the
effect of using fans to assist the flow through the building. Using this tool on its own, however, limits the analysis to a
building scale.
In order to have a good understanding of the thermal comfort conditions inside each space it is still necessary to rely on
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tools such as CFD. As illustrated by the results, the office space comfort levels are highly dependent of factors such as the
inlet angle of the incoming air. Other simulations not included in this paper also suggest that the office layout -the orientation
of the partitions with respect to the direction of the incoming air- is also critical to maximizing comfort in each floor. While
these CFD results are limited to the conditions at 6 ACH, they provide a qualitative insight to phenomena (such as hot spots)
that would happen in other flow rate conditions.
CONCLUSIONS
This paper describes a novel design approach used to predict the potential of a hybrid ventilation system to be
implemented in a future building in Tokyo, Japan. The strategy involves using airflow network calculations as a first step to
predict air flow rates in the building, and detailed CFD simulations of a single floor to predict local thermal comfort
conditions as a second calculation step.
The airflow network model predicts that while pure natural ventilation can effectively be used in the building for at
most two and a half months, fan-assisted natural ventilation can double that time period with a minimal increase in the energy
consumption of the building.
The CFD results presented in this work indicate that comfort conditions in the space can be achieved if the angle of the
incoming air is properly controlled.
The presented design method proves to be more efficient than the traditional approach of running large numbers of CFD
simulations to understand the airflow and thermal dynamics of a naturally ventilated building during early design stages.
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NOMENCLATURE
C = heat capacity of air
Qfloor total internal gains for one floor
p = density of air
Tisom = average indoor (in) and outdoor (out) temperature
Vioor = volume flow rate of air through one floor
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Performance study of a flow enhancing device for a single-sided chimney
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ABSTRACT
Some naturally-ventilated buildings rely on the stack effect of chimneys to generate the necessary airflow rate to cool each
floor. In many cases, due to cost constraints, the exhaust of these chimneys faces one single direction, which raises concerns of
a potential hampering of the flow in opposing wind conditions. Some naturally ventilated buildings use an L-shaped barrier
attached to the chimney exhaust in order to prevent the negative effects of opposing wind. This paper studies, using
Computational Fluid Dynamics, the impact of such wind-shielding system on the natural ventilation performance of the
building in both opposing and favorable wind conditions, and for three different roof obstruction conditions: no parapet, a
louvered parapet, and a solid parapet. Results indicate that for all conditions the system successfully prevents opposing winds
from reducing the overall driving pressure in the buildings. In fact, the device increases the magnitude of the negative wind
pressure coefficient at the exhaust in most cases, regardless of the wind direction, by up to 0.15. The use of this device is
particularly beneficial in the case where the roof does not have any kind of parapet. In conclusion, an L-shaped wind-shielding
systems proves to be an inexpensive solution to decrease the wind pressure coefficient at the exhaust of single-sided chimneys
in naturally-ventilated buildings.
1. Introduction
Natural ventilation consists in driving air through a space
using two natural forces: wind and buoyancy. If well
implemented, it is a promising strategy to reduce the
energy demand in residential and office buildings. When
considering the use of natural ventilation in a building, it is
necessary to account not only for the average weather
conditions of a specific location, but also their variability.
This is particularly important when designing a mixed
(wind- and buoyancy-driven) natural ventilation system,
where unfavorable winds can greatly reduce the airflow
rate through the building, worsening the comfort
conditions for the occupants.
In the specific case of buildings that have a chimney as an
air exhaust, the design of the top of such chimney becomes
critical to prevent a negative effect of wind. In many cases
chimneys are designed to have openings in multiple
directions, to guarantee that the wind will have a suction
effect on the chimney regardless of its direction (Fig 1).
More sophisticated designs include pressure-sensitive
windows that open only when the pressure is higher inside
the building than on their external surface. When such
windows are located pointing at different directions at the
top of the chimney, they guarantee that, regardless of the
wind direction, there will always be at least one set of
them open. In many cases however, placing windows in
multiple directions can be costly, or not viable due to the
design of the building. In those situations chimney
openings are located pointing in only one direction,
leaving the performance of the natural ventilation at the
mercy of wind direction.
A low-cost solution to the dependence of single-sided
chimney openings to wind conditions was introduced to
the authors a couple of years ago. It consists in placing a
vertical wall in front of the chimney opening (at a distance
such that it does not add an additional resistance to the air
flowing out of the chimney) whose upper edge goes at
~/\ /\*
Fig 1. Single sided (top) and double sided (bottom)
chimney exhausts. Arrows indicate the most likely
direction of the air flowing through the chimney given
three possible wind conditions. Backflow into the chimney
(indicated by thin arrows) would only happen if the
exhaust is not equipped with pressure-sensitive windows.
Fig 2. Sketch of the building's chimney exhaust without
(left) and with (right) flow enhancing device.
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least as high as that of the chimney opening (Fig 2). While
this device is used in at least one existing building (Japan
Sustainable Building Database 2009), to the authors' our
knowledge there is no literature analyzing the performance
of such device.
This paper quantitatively analyzes the performance of this
low-cost solution to prevent the negative effects of
opposing winds on chimneys with a single-sided outlet
through the study of CFD results. It addresses dependence
of the device's performance the following aspects: location
of the chimney within the roof area, orientation of the
outlet windows with respect to such location, existence of
a louvered or solid wall roof parapet, and wind direction.
2. Method
Computational Fluid Dynamics (CFD) was used to
perform the analysis. A 10-story building soon to be
located in downtown Tokyo was used to define a more
specific geometry and building surroundings. The building
has a chimney located on one of the roof edges, as shown
in Fig 3.
Fig 3. Two dimensional profile of the studied building.
The building's chimney is located in one of the edges of
the building, with chimney exhaust pointing towards the
roof.
Table 1 summarizes the twelve simulations used for
analysis. Six different geometrical configurations were
considered (Fig 4), where the roof could have one of three
parapet configurations (none, louvered and solid), and the
exhaust could have or not have the L-shaped flow-
enhancing device. Each configuration was tested under
two wind conditions, A and B (Fig 3). In condition A the
exhaust of the chimney is in the downwind direction. In
condition B the chimney exhaust faces the oncoming wind.
Fig 4. Summary of different configurations tested. From
top to bottom: No, louvered and solid parapet, respectively.
Right column: With flow enhancing device. Left column:
Without flow enhancing device.
Table 1. Description of simulations performed
Roof parapet Obstruction Wind condition
N A<-
Case
la
None
2.1.1 Simulation Settings
All the simulations were run in using the two-dimensional
(2D) feature of Fluent (Ansys Fluent 13.0), to save
computational time. This measure was considered
acceptable after comparing a three-dimensional simulation
of flow around a rectangular box to an equivalent 2D
environment, with discrepancies in pressure differences
between leeward and windward facades of only 6%.
The building dimensions were 43.8m high and 14m long.
The chimney had a width of 1.9m, a height of 4.6m. The
chimney exhaust was 0.9m in height, and had an upper-
hung window of 0.8m long with 45 degrees of inclination.
The louvered parapet consisted of 23 rectangles of 10cm
height and 15cm wide sheared by 45 degrees and vertically
separated by 10cm. The solid parapet consisted of a 10cm
thick wall. The top edge of both parapets coincided with
the roof height of the chimney.
The modeled environment is presented in Fig 5. Its
dimensions were 1300m long by 800m height, which were
defined in order to guarantee a minimal influence of the
sky and outflow boundaries on the local airflow through
the buildings (Swami & Chandra 1988).
Including the profiles of the closest surrounding buildings
allowed to account for the local wind variations around to
the building. The overall effect of the urban surroundings
on wind profile were accounted for by using a power-law
type velocity profile at the inlet boundary condition.
The mesh was created so that it was more refined close to
the buildings (10cm between nodes), getting coarser father
away from them (up to 10m between nodes).
The turbulence model used was k-s with standard wall
function. Simulations were run in steady state mode, with
convergence criteria of residuals for all variables being
smaller than 1x10 3 .
2.1.2 Boundary Conditions
Environment inlet: The inlet was modeled as a velocity
inlet with the following power-law velocity profile, based
on (ASHRAE 2001a), that varies with the vertical
coordinate z as follows:
Zmeas (Z abuldng
bUiLdnuWz( = Ume 
as )u~z) = ueas
Hmeas)
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Fig 5. Simulation environment for wind condition A (for
condition B the location and boundary condition of inlet
and outlet are swapped).
Corresponding to an upstream wind velocity of 3.3m/s
(umeas), measured at 10m (Hmeas) from ground level. The
magnitude of the velocity corresponds to the average
velocity measured at Hyakuri Airport (ASHRAE 2001b),
the closest to Tokyo, for months in which there is potential
to use natural ventilation (spring and fall). The term 8
corresponds to the boundary layer thickness at the
measurement point (Smeas = 210m) and at the building
location (6 building = 460m). The exponent a describes the
effect of obstructions on wind velocity at both locations
(ameas = 0.10, abuiding = 0.33).
The inlet boundary corresponds to the right vertical edge
of the environment (Fig 5) for what is defined as wind
condition A, and on the left side for wind condition B.
Environment outlet. The outlet boundary is defined as an
outflow, for which the boundary conditions are
extrapolated from the interior adjacent cells. The outlet is
located on the right side for wind condition A, and on the
left side of the environment for what is defined as wind
condition B.
Sky, ground and building walls. All these boundaries are
defined as walls with no-slip conditions.
Chimney outlet. The outlet of the chimney consisted of an
opening at the top of the building's chimney. As this is the
only opening in the building, no steady state flow through
the exhaust was expected.
3. Results
Results are presented in dimensionless form, in terms of
the wind pressure coefficient, C,, obtained according to:
C P gauge1 2
2 p Ulneas
where Pgauge is the gauge pressure (relative pressure of the
air with respect to ambient pressure), and p is the density
of air (1.225 kg/rm3).
Fig 6 shows the performance of each configuration, under
the two studied wind conditions. From left to right the
I nlet
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cases vary in terms of roof configuration (no parapet,
louvered parapet and solid parapet). For each wind
condition, the top three cases do not have the flow-
enhancing device, and the bottom cases do. Velocity
vectors (scaled by speed) are added to the results for ease
of visualization.
The main value analyzed in each simulation is the C, at
the exhaust of the chimney, obtained by using the gauge
pressure inside the building. These values are summarized
in Table 2.
Results indicate that for all the studied configurations, the
wind pressure coefficient at the chimney exhaust is always
negative, regardless of the parapet type or wind condition.
The magnitude of the negative C, is always larger under
wind condition B, regardless of the geometrical
configuration of the roof.
In the cases of a roof without a parapet under wind
condition B (cases 1b, 2b), the presence of a flow-
enhancing device increases the magnitude of the negative
C, at the exhaust by more than 0.15 indicating the lowest
relative pressure of all cases. Under wind condition A (la,
2a) however, the addition of the device affects, while very
moderately, the potential suction drive by an decrease in
magnitude of 0.03 of the wind pressure coefficient.
In the case of buildings with a parapet, the addition of the
device is relatively favorable in the majority of cases (0.01
- 0.06 Cp increase in magnitude) with the exception of
cases 3b and 4b, with a louvered parapet under wind
condition B. In that case, the absence of the device seems
to have a negative effect on the potential natural
ventilation performance of the building by reducing the
suction at the chimney, decreasing the magnitude of the
wind pressure coefficient by 0.05.
4. Discussion
In all cases, the magnitude of the wind pressure coefficient
at the exhaust of the chimney seems to depend on both the
type of parapet -if any- surrounding the roof, as well as on
the wind direction and the presence of the L-shaped
device.
As previously noted, regardless of the geometrical
configuration, the magnitude of the negative C, at the
exhaust is always larger under wind condition B. This is
mainly due to the asymmetric nature of the environment
surrounding the building, causing lower speeds in the
vicinity of the building for wind condition A than for
condition B. This asymmetry does not allow to compare
the effect of wind direction on the resulting C, of a given
configuration. Instead, the differences in C, within each
wind direction are compared.
The positive effect of adding a flow-enhancing device to a
building without any parapet is reflected in a magnitude
increase of more 0.15 of the negative wind pressure
coefficient at the exhaust, when the chimney exhaust is
pointing in a windward direction.
The benefits of adding such a device in a building with
either a louvered or a solid parapet are small, but present.
In general, the presence and selection of a parapet is a
design decision that depends on many other factors than
the performance of the natural ventilation system.
*' bi SP 5P 45 P
Cp
3a
(a) Wind condition A
(b) Wind condition B
Fig 6. Wind pressure coefficient distribution for all six geometrical configurations, under (a) wind condition A, and (b) wind
condition B. The top thee figures in each section do not include the flow-enhancing device, while the three bottom figures do.
From left to right, three parapet configurations are analysed: no parapet, louvered parapet, and solid parapet. Vector arrows
indicate the direction and relative magnitude of the air velocity.
Table 2. Summary of obtained wind pressure coefficients for all simulations.
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Results indicate that the impact of the parapet type is not
crucial enough to affect this decision. In other words, the
addition of a parapet seems to have a flow-enhancing
aspect itself, and the further inclusion of an L-shaped
device can maximize such enhancement.
In all cases, the negative pressure coefficient is caused by
the existence of a flow separation region. This flow
detachment is caused by the presence of sharp edges
obstructing the natural flow of the wind. In case Ib, for
instance, it is the edge of the building that is deflecting all
the air flow upwards, "protecting" the chimney exhaust
from any opposing flow. Because this separation region
depends on factors like the sharpness of the building edge,
as well as the relative location of the chimney exhaust with
respect to that edge the presence of an L-shaped device in
front of the chimney exhaust is particularly beneficial: it
creates its own local separation layer, independent from
that created at the roof edge, guaranteeing a negative
pressure at the exhaust at any time.
This study only considered an chimney opening facing
toward the rooftop, the most likely condition for which the
exhaust will be immersed into the flow separation layer
starting at the roof edge for opposing wind (condition B),
or at the back edge of the chimney in case wind condition
A. Placing the chimney closer to the center of the roof
would most certainly increase the benefits of adding a
flow-enhancing device, since now the chimney exhaust
would more likely be outside of the separation layer, thus
exposed to a faster wind stream. In case the chimney were
placed, due to design constraints, off the center of the roof,
locating its exhaust looking away from the largest roof
area would be highly discouraged, based on the results
obtained in this study.
Finally, the performance of a natural ventilation system is
highly dependent on many additional variables beside the
design of the chimney exhaust. Therefore, in order to have
a full understanding of the effect of the wind on the overall
ventilation performance it is essential to analyze each
building design on an individual basis, to make sure that
the benefits of the suggested device are not canceled by
aspects such as the inappropriate location of inlets, or the
effect of surrounding buildings on local airflow.
5. Conclusions
The performance of a low-cost, flow-enhancing device to
prevent the negative effects of opposing wind on single-
sided chimney exhausts of naturally-ventilated buildings
was studied using CFD. Three roof parapet conditions
were considered: no parapet, louvered or solid parapet. It
was found that the analyzed device can effectively increase
the magnitude of the negative pressure at the chimney
exhaust, in most design and flow conditions.
The device proved to be particularly beneficial when no
parapet is present: Under opposing wind conditions this
device can increase the magnitude of the negative wind
pressure coefficient at the chimney exhaust by 0.15 to the
building's natural ventilation system.
If the building does have a parapet however, the effect of
the device is diminished, but remains positive in most
conditions. This effect is only found to be harmful under
opposing wind conditions, with a louvered parapet.
The proposed system proves to be a simple solution to not
only prevent the negative effects of opposing winds on the
performance of natural ventilation in a building, but also
take advantage of it in order to improve such performance.
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