The differential evolution (DE) algorithm is currently one of the most widely used evolutionary-based optimizers for global optimization due to its simplicity, robustness and efficiency. The DE algorithm generates new candidate solutions by first conducting the mutation operation which is then followed by the crossover operation. This order of genetic operation contrasts with other evolutionary algorithms where crossover typically precedes mutation. In this study, we investigate the effects of conducting crossover first and then followed by mutation in DE which we named as crossover-first differential evolution (XDE). In order to test this simple and straightforward modification to the DE algorithm, we compared its performance against the original DE algorithm using the CEC2005 global optimization's set of 25 continuous optimization test problems. The statistical results indicate that the average performance of XDE is better than the original DE and three other well-known global optimizers. This straightforward reversal in the order of the genetic operations in DE can indeed improve its performance, in particular when attempting to solve complex search spaces with highly non-uniform landscapes.
Introduction
Differential evolution (DE) was first proposed by [15] drawing inspirations from evolutionary-based optimization algorithms as well as classical optimization algorithms such as the Nelder-Mead and controlled random search algorithms [2] . It is currently one of the most widely used evolutionary optimizers being simple to understand and implement as well as robust and efficient in solving different classes of optimization problems [1, 2, 14] . DE's popularity and widespread adoption by practitioners can be attributed to its following characteristics and properties [2, 6, 8, 10 ]:
1. very simple to understand and implement; 2. highly competitive all-round global optimizer that performs well across synthetic as well as real-world problems, including non-linear constraints, non-convex, nondifferentiable, multi-objective, and dynamic components; 3. fast convergence speed and robust; 4. very few parameters that need to be tuned; 5. extremely scalable to large dimensionality and expensive problems due to its very low computational overhead.
Over the last two decades, numerous schemes and modifications have been proposed to improve upon the original DE algorithm. The interested reader can refer to a number of comprehensive surveys that have been conducted over the years on DE to appreciate the large body of interest and multifaceted effort in attempting to advance the state-of-the-art in DE's capabilities [2, 12, 13] . Although these efforts have advanced DE academically, the numerous modifications, refashioning, tweaking and variations have added a highly significant level of complexity to the basic DE algorithm. As notable from the reviews mentioned above, practically all of the improved algorithms have added sub-routines (e.g. self-adaptation of parameters [6] ), specialized functions (e.g. surrogate models [10] ) and/or more parameters/operators (e.g. aggregation methods [11] ). This has made DE comparatively more difficult to understand and subsequently more challenging to implement. As highlighted in [2] : Simplicity to code is important for practitioners from other fields, since they may not be experts in programming and are looking for an algorithm that can be simply implemented and tuned to solve their domainspecific problems. This is indeed true when one observes that the most commonly implemented DE version when applied in solving real-world problems is actually the original and most basic version known as "rand/1/bin" [1, 2, 14] . Simplicity appears to be key in real-world adoption of DE where more involved versions of DE, though providing superior performance, is much less preferred compared to the basic, original version of DE.
As such, in this study we will propose a very simple modification which does not add any parameters, sub-routines or computational complexity. We show that this simple change to DE is able to improve its performance for solving complex search spaces that are highly non-uniform. We observed that the genetic operation in DE is unusual compared to canonical evolutionary algorithms in that it conducts the mutation operation before the crossover operation [15] . Motivated by this observation, we proceeded to make a straightforward change of simply reversing the order of mutation and crossover in the basic DE algorithm. Indeed, testing on the set of benchmark problems provided by the CEC2005 global optimization competition yielded results that show the most improvements in DE's performance when solving the most challenging problems from the test set, i.e. those that comprised expanded (F13-F14) and hybrid composition functions (F15-F25).
This paper is presented as follows. Section 2 explains the basic DE and current methods of augmenting DE. Section 3 presents our simple approach to XDE. Section 4 provides the experimental results that compare XDE to the basic DE as well as three other heuristics. Finally, some conclusions and future avenues of exploration are given in Sect. 5.
The basic differential evolution algorithm
The basic DE algorithm is a population-based, real-valued, stochastic global optimizer that conducts the following operations in the following order after initialization: 1. mutation; 2. crossover; 3. selection; 4. repeat until termination. It also requires three user-defined parameters to be set prior to the optimization run: 1. F: scaling factor; 2. CR: crossover rate; and 3. NP: population size. The reader may refer to [14] for a detailed treatment of DE. In brief, given a minimization problem f : 
where r 1, r 2, and r 3 are randomly chosen from [1, N P] and i = r 1 = r 2 = r 3. 2. Crossover: for each parent x G i , a trial solution is created as follows:
where R j is a random uniform real [0, 1] and j rand is random integer [1, D] . 3. Selection: the new trial solution competes with the parent for survival to the next optimization iteration:
Next, we present the proposed modification to the basic DE algorithm.
XDE: the crossover-first differential evolution algorithm
Here we explain the simple proposed modification to the basic DE algorithm presented above. As mentioned earlier, there is no introduction of any new parameters, sub-routines nor specialized functions. The only difference is the reversal of the operations between mutation and crossover in the generation of the trial solution.
In XDE, a new trial solution is generated in the following order:
1. Crossover: for each parent x G i , a new vector is created as follows:
where r 1 is randomly chosen from [1, N P], R j is a random uniform real [0, 1], j rand is random integer [1, D] and i = r 1. 2. Mutation: for each parent x G i , a trial solution is created as follows:
where r 2, r 3, and r 4 are randomly chosen from [1, N P], R j is a random Boolean and i = r 1 = r 2 = r 3 = r 4. 3. Selection: the new trial solution competes with the parent for survival to the next optimization iteration:
In this proposed approach, XDE functions more conventionally as an evolutionary optimization algorithm by first crossing-over the target parent vector with a randomly chosen individual from the existing population in Eq. 5. It then takes this crossover-ed vector and mutates it using the standard DE mutation operator (as described in Sect. 2 by Eq. 3) whereby a scaled differential between two randomly chosen individuals are added to a third randomly chosen individual, which is implemented as described in Eq. 6 to create a new trial solution. In the mutation operation, there is an equal chance for a particular gene to mutate or not. An advantage of setting R j as a random Boolean instead of a random uniform real number is that it will not introduce a new tunable parameter to the DE algorithm, which is one of the motivations of this line of study, since the use of a random uniform real number will necessitate the comparison against an occurrence probability that needs to be tuned and determined as the optimal mutation rate prior to the optimization run. The survivor selection method remains unchanged.
The effect of conducting crossover first in XDE is that the genes of the target vector for replacement is first mixed (crossover-ed) with the genes of a randomly selected individual (r 1) from the population (Eq. 5), thereby generating a more diversified gene composition within the chromosome of the target vector before the mutation process further diversifies the genes of this target vector in finalizing the chromosome of the trial solution (Eq. 6) for possible selection into the next generation. Compared to the conventional DE algorithm whereby the finalized trial vector is the result of crossover-ing the mutant vector with the target vector (Eq. 4), this scheme allows more variation in the gene composition of the trial solutions since the crossover-first scheme has already introduced diversity via the r 1 individual whereas in the conventional DE scheme, the finalized trial vector will only contain either the genes of the unchanged target vector or the mutant vector. In other words, the finalized trial vector from the conventional DE scheme will contain a significantly higher proportion of original gene material from the target vector.
Benchmark testing
In order to benchmark the performance of XDE, we have chosen the CEC2005 competition set of benchmark test problems [16] . It contains 25 minimization problems with diverse characteristics ranging from simple unimodal functions (F1-F5) to straightforward multimodal functions (F6-F12) as well as expanded functions (F13 & F14) to the highly complex and non-uniform hybrid composition functions (F15-F25). Before we test the proposed XDE against DE and the other algorithms, we first conduct a simple experiment to determine whether or not our choice of setting R j as a random boolean is indeed a favorable one, where it essentially acts as an on/off switch for mutation to occur. This means that there is a 50 % chance for Eq. 6 to be executed. Hence, instead of setting R j as a random Boolean, here we set R j to be a random uniform real [0, 1] and use it to compare against an occurrence probability of 10 and 90 % representing a value lower and higher respectively than the default value of 50 % in XDE. Table 1 presents the results of running XDE with these three settings for the mutation operation with NP = 100 with CR = 0.9 and tested using the 25 benchmark functions. The algorithm with the best outcome for each problem is highlighted in bold. XDE with the default setting of 50 % obtained the most number of best results with 15 followed by the high setting of 90 % with 11 and lastly the low setting of 10 % with only 2. Hence, XDE will be tested against DE and the other algorithms as detailed below using the default setting of 50 % where R j operates as a random Boolean.
Summarized below are the experimental settings used in this study for the various algorithms, which is similar to those of [3] : -Optimization parameters: D = 10, repeats = 50, termination = f (x) < 10 −8 or G = 100,000. -DE & XDE: rand/1/bin, NP = 100, CR = 0.9, F = 0.5. -Classic particle swarm optimization (PSO) [9] : c1 = 2.8, c2 = 1.3, and w from 0.9 to 0.4, individuals = 100. -CHC [4] : BLX-α crossover operator, α = 0.5, individuals = 50. -Steady-State Genetic Algorithm [5, 7] : BLX-α crossover operator, negative assortative mating, BGA mutation, α = 0.5, individuals = 50.
The average best solutions obtained from each of the algorithms tested are presented in Table 2 . The algorithm with the best outcome for each problem is highlighted in bold. Over the 25 test problems, XDE has the most number of best outcomes at 12, followed by DE with 9, CHC with 6 and SSGA with 4. Of particular interest is the fact that the most number of best outcomes for XDE was in the category of test problems which comprised hybrid composition functions that are considered to be the most challenging category within the CEC2005 benchmark suite of test problems, representing significantly more complex search landscapes that are nonuniform and extremely irregular due to the hybridization of the chosen functions to be composited. Of the 11 hybrid composition test functions, XDE had the best outcome in six of them whereas the original DE performed poorly in this category with only two best outcomes, tied with CHC, and finally SSGA coming last with only one best outcome. When comparing XDE against DE only for the hybrid composition test functions, XDE improved upon DE's outcomes in all of the tests except for three problems (F22, F24 and F25). It is also worth noting that XDE outperformed all other algorithms in terms of average best solution found by two orders of magnitude for F13, which is the Shifted Expanded Griewank's plus Rosenbrock's Function.
The ranks of the non-parametric Aligned Friedman test over all 25 test problems is shown in Table 3 . XDE is highlighted as the best performing algorithm of the comparison, with a rank of 44.54 followed by SSGA with a rank of 60.86. It also performed better than the original DE, which obtained a rank of 64.56.
We then conducted the same Friedman test again but this time using only the outcomes of the 11 hybrid composi- tion functions (F15-F25) ( Table 4) . XDE is still highlighted as the best algorithm having its rank improve considerably within this category of test functions. Importantly, the original DE's performance here is poor when searching within these complex, non-uniform test function's landscapes, with XDE clearly improving its rank upon the original DE algorithm. As per [3] , eight post hoc procedures were considered using the ranks computed by the Aligned Friedman test as shown in Tables 5 and 6 with rejected null hypotheses at the α = 0.05 significance level highlighted in bold. The improvement in XDE is significant over DE and all other algorithms compared in this test for all the post-hoc procedures considered except for the Bonferroni-Dunn procedure which only shows improvement of XDE over PSO and CHC. This shows that the crossover-first operation in DE appears to be promising particularly for improving the performance of DE in highly non-uniform and challenging search landscapes. From the results obtained, it appears that the reversal of order between the mutation and crossover operations in XDE has allowed more exploration of the complex and nonuniform landscapes to avoid convergence to a less optimal area of the landscape. This supports the diversity-enhancing mechanism introduced in XDE as explained earlier in Sect. 3.
We conducted an additional test to directly compare XDE against DE using Wilcoxon's Signed Rank test. Table 7 shows the pairwise comparison of XDE against DE where XDE shows a significant improvement over DE at the α = 0.05 significance level and this statistically significant outcome is highlighted in bold.
Conclusions
In this study, we have proposed a simple and straightforward modification to the basic DE algorithm by reversing the order of the mutation and crossover operations. In the basic DE, mutation is conducted first followed by crossover, which is less conventional compared to canonical evolutionary algorithms. Intrigued by this observation, we proceeded to conduct a simple experiment in DE whereby crossover is first conducted, then followed by mutation, which we call the crossover-first differential evolution algorithm (XDE). Testing over 25 global optimization test problems revealed that indeed, keeping to the very simple nature of the DE heuristic which has made it so popular in real-world adoption by optimization practitioners, this straightforward reversal of genetic operations can improve the performance of DE. Nonparametric statistical testing ranks XDE at the top compared to DE and three other global optimization heuristics. In particular, our analysis has shown that XDE improves upon DE's performance the most in complex and non-uniform search spaces.
Our next immediate study will be to incorporate selfadaptation into XDE. A self-adaptive approach has shown promise in some variants of the original DE, and as such may be of benefit to XDE as well. It would also be beneficial to extend this work to multi-objective implementations of DE. Other areas of optimization that XDE could be applied to include noisy as well as dynamic environments. More extensive and comprehensive studies of XDE over diverse and larger areas of optimization would provide greater insight to this new method of implementing the DE algorithm.
