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The many-facet Rasch model (MFRM) is an extension of the item response theory, a one-parameter model. The one-parameter model, also known as the simple Rasch model, was created by George Rasch (1960) . It includes two facets: ability level and item difficulty (Stahl, Bergstrom, Shumway, & Fisher, 1997) . The probabilistic relationship between the two facets is formulated using the following equation: log(P ni1 / P ni0 ) = B n -D i
In this equation, B n shows the ability level of the examinee with the number n, D n shows the difficulty level of the item with the number i, P ni1 shows the possibility of the examinee number n scoring 1 point on item number i, and P ni0 shows the possibility of the examinee number n scoring 0 points on item number i (Schumacker, 1996) . This mathematical model makes it possible to estimate the ability level and item difficulty simultaneously (Brown, O'Gorman, & Du, 1996) . As the equation shows, the simple Rasch model was created for dichotomous items that can be rated as either correct or incorrect (Sebok, Luu, & Klinger, 2013) . Andrich (1978) extended the use of the simple Rasch model to Likert-type data, which produced the rating scale model, and Masters (1982) created the partial credit model, which was an extension of the research by Andrich (1978) . The partial credit model was developed to analyze open-ended items. In this model, researchers can conduct a partial rating considering the steps followed in the solution process instead of scoring the items as either correct or incorrect (Cagnone & Ricci, 2005) . However, both the rating scale model by Andrich (1978) and the partial credit model by Masters (1982) consist of two facets-ability level and item difficulty-like the simple Rasch model. Following the studies conducted by Masters (1982) , Linacre (1989) furthered the partial credit model by including variability sources such as judge effect in the model (Farrokhi & Esfandiari, 2011) . By adding variability sources, which could affect the assessment results, to the partial credit model, he developed a new model called the many-facet Rasch model (MFRM) (Mulqueen, Baker, & Dismukes, 2000) . Table 1 Short-answer items (with partial credit scoring) Open-ended items summary of the different types of Rasch models along with their characteristics and the researchers who created them.
The Many-Facet Rasch Model (MFRM)
In general, the MFRM includes three variability sources: examinees, items, and judges. These sources are shown in the equations below. In this equation explaining the MFRM, B n shows the ability level of examinee n, B i shows the difficulty level of item i, C j shows the severity or leniency of the judge j, and F k shows the difficulty of observing category k relative to category (k-1) (note that F is not a separate facet but a part of the item facet). The expression on the left side of the equation shows the possibility for examinee n whose response to item number i was rated by judge j to obtain a point corresponding to the category k and the possibility of this examinee to obtain a score corresponding to the category (k-1) (Linacre, 1991) . log(P nijk / P nij(k-1) ) = B n -D i -C j -F k Though the general form of the MFRM consists of three facets (examinee, item, and judge), this does not mean the number of facets in the model cannot be increased. In other words, if there are any other sources of variability (other than examinee, item and judge) that can affect the assessment results, these sources with the potential to affect the assessment results can be added to the model. For instance, the scale used for rating is also included in the model as a source of variability that can affect the assessment results if there are different rating scales used for different items of the test (Hung, Chen, & Chen, 2012) . This is the equation for a model of the rating scale affecting the assessment results:
In this equation, F ik represents the difficulty of observing category (k-1) relative to category k for item number i. With MFRM, it is both possible to conduct analyses that differ by the number of facets and analyses that differ by the design of the study. In other words, MFRM can perform crossed design analyses where all items answered by all students are rated by all judges as well as nested, mixed, and judge pair analyses where it is not necessary for all judges to rate all items or all students (Linacre, 2014) .
MFRM Designs
The fundamental model of MFRM is the crossed design where all judges rate all the items answered by all students (Schumacker, 1999) . Table 2 shows a sample crossed design that includes three judges (J1, J2, and J3), three students (S1, S2, and S3), and three items (I1, I2, and I3). Judges  J1  J2  J3  Items  I1  I2  I3  I1  I2  I3  I1  I2  I3  Students  S1  2  3  5  3  4  4  3  3  5  S2  3  4  1  4  3  2  5  4  3  S3  4  5  2  5  4  3  4  2  3 * Schumacker (1999) .
In a crossed design MFRM, all facets and all components on them are placed on a common metric. Thus, crossed design MFRM yields one single variable map where all facets in the model are located (Schumacker, 1999) . It is also possible to conduct nested design MFRM analyses (Linacre, 2014) . Table 3 shows a completely nested design sample in which each judge rates a different item on the test. J1  J2  J3  Items  I1  I2  I3  I1  I2  I3  I1  I2  I3  Students  S1  2  ---4  ---5  S2  3  ---3  ---3  S3 4 ---4 ---3 * Schumacker (1999). Table 3 shows that the first judge rated the first item on the test, the second judge rated the second item on the test, and the third judge rated the third item on the test. As nested design does not satisfy the requirement of connectivity (linking) between facets, it yields different variable maps for each facet (Schumacker, 1999) . To overcome this problem, Schumacker (1999) suggested using a mixed design where at least one judge was included in a crossed structure with all the components. A mixed design is created by adding a fourth judge to the nested design to rate all three items on the test. This mixed design is shown in Table 4 . J1  J2  J3  J4  Items  I1  I2  I3  I1  I2  I3  I1  I2  I3  I1  I2  I3  Students  S1  2  ---4  ---5  3  5  4  S2  3  ---3  ---3  4  3  2  S3  4  ---4  ---3  5  5  4  * Schumacker (1999) . Although mixed design makes it possible to show the components of the facets on one variable map and compare them, it is not practical for implementations with a large number of participants such as national examinations, as one judge has to rate all the items answered by all students. This means there is a need for a design that will make it possible to compare all the components in the facets included in the model as well as being less expensive in terms of time, cost, and labor. Judge pair design can meet this need by having each answer to the test items be rated by two judges (Linacre, 2014) . Table 5 shows a data set for three students, three items, and three judges, which is an example of the judge pair design. MFRM  Judges  J1  J2  J3  Items  I1  I2  I3  I1  I2  I3  I1  I2  I3  Students  S1  2  3  -3  -4  -3  5  S2  4  -2  -4  3  3  4  -S3  -2  3  5  -3  4 5 -As Table 5 shows, each answer is rated by two judges in the judge pair design. In the first item of the test, for instance, the first student's response was rated by judges 1 and 2, the second student's response was rated by judges 1 and 3, and the third student's response was rated by judges 2 and 3. It is not necessary in the judge pair design for the judges to rate all the answers by all the students; this makes the design less expensive to build correlations between the facets in the MFRM and to show all the components in the facets on one single variable map than crossed and mixed designs. In this respect, the judge pair design is accepted to be more practical than the other designs. However, this design's reliability for measurement must be compared to that of the crossed design, and it should be determined if it leads to a differentiation in ability estimations before deciding to use it.
The Objective and Importance of the Study
This study aims to compare the results of many-facet Rasch analyses based on the crossed and judge pair designs. Thus, its objectives are as follows: i) to compare the analysis outputs of the two designs, ii) to determine the relative agreement between their ability estimations, and iii) to determine whether there is an absolute agreement between their ability estimations.
It is expected that the study findings will make a great contribution to the literature on assessment. Initially, a review of the literature about the MFRM indicated that there is only one study that compares different designs for this model. This study, which was conducted by Schumacker (1999) , performed a theoretical analysis of the crossed, nested, and mixed MFRM designs for a very small data set. However, there are no studies in the relevant literature that compare the crossed and judge pair designs. This study will, unlike that of Schumacker (1999) , be conducted on a real data set, compare the analysis outputs of the crossed and judge pair designs, and statistically test for differences between their ability estimations. As this study is also unique in these ways, it will have an important place in the relevant literature. It is important for the improvement of science that theories with the same purpose be compared, their functioning and non-functioning aspects determined, and that theories that provide more accurate information under real conditions be proposed (Doğan, 2002) . Thus, comparing different measurement theories or different designs for a single measurement theory, determining their ability to provide information, and identifying the most practical and accurate theories and designs is important for further development of the science of measurement and evaluation (Atılgan, 2004) . Hence, this study will contribute to the MFRM literature in particular and support the improvement of the science of measurement and evaluation in general.
In addition to its scientific purpose, this study will also contribute to practice. The Republic of Turkey, Ministry of National Education (Milli Eğitim Bakanlığı [MEB] ) and the Student Selection and Placement Center (Öğrenci Seçme ve Yerleştirme Merkezi [ÖSYM]) are planning for open-ended questions to be included in large-scale examinations in the upcoming years (MEB, 2013; ÖSYM, 2015) . Two fundamental issues related to the implementation of large-scale tests consisting of open-ended questions are the rating of items and the analysis of the ratings. The statements regarding this subject reveal that the rating will be given by two judges using a rubric ignoring the identity of the candidate answering the item (ÖSYM, 2015) . Conversely, there have been no statements about how the data provided by these examinations will be analyzed if the large-scale examinations with open-ended questions begin to be administered. Methods based on classical test theory (CTT) will not be sufficient to analyze such large-scale tests because they can deal only with one source of error within a given analysis. Furthermore, they cannot determine the interactions between different sources of error, provide information about the examinees at the individual level, or distinguish systematic and random measurement errors (Haiyang, 2010) . Nor can they determine judge errors, including rater severity and leniency, central tendency effect, halo effect, rater bias, inconsistency, and range restriction (İlhan, 2015) . Generalizability theory (GT), another measurement theory, does consider different error sources simultaneously, unlike CCT, and can determine their interactions (Lynch & McNamara, 1998) . However, GT, like the CTT, can only provide group level information about the judges and examinees. This theory is also incapable of determining the judge errors just mentioned (Barkaoui, 2008) . However, the MFRM considers different error sources simultaneously, is capable of determining their interactions, identifies judge errors effectively (halo effect, central tendency effect, rater bias, inconsistency, rater severity and leniency, and range restriction) (Barkaoui, 2008) , and provides individual level information about all the variability sources (judges, examinees, and items) that influence assessment results in contrast with the CCT and GT giving group level information. Thus, the most suitable option for examinations consisting of open-ended questions is the MFRM.
In summary, studies about CTT, GT, and MFRM in the literature (Barkaoui, 2008; Güler & Gelbal, 2010; Haiyang, 2010; Smith & Kulikowich, 2004) provide guidance on which one of these models is most suitable for the analysis of large-scale examinations consisting of open-ended questions. However, there are no studies in the relevant literature that suggest which MFRM design (crossed, nested, mixed, and judge pair) will yield estimations for large-scale examinations most cost effectively. As stated above, the MFRM consists of four designs: crossed, nested, mixed, and judge pair. According to statements by the MEB (2015) and the ÖSYM (2015), each item in the examinations consisting of open-ended questions will be rated by two judges, meaning the data to be derived from them will correspond to the judge pair MFRM design. It is still necessary to clarify the extent to which the ability estimations based on the judge pair design will match those of the crossed design as the characteristic design of the MFRM is the crossed design where all judges rate the answers given by all students to all items on the test (Schumacker, 1999) . Hopefully, the study findings will also make a practical contribution as a response to this question.
Methodology

Study Design
This is basic research; its main aim is to improve science in theoretical terms and add to theoretical knowledge. Basic research is not concerned about practice though this does not mean that its results have no practical application (Hall, 2008) . Basic research makes indirect contributions to practice because most practical studies are built on findings derived from basic research (Jackson, 2008) .
Study Sample
The study was conducted with 168 eighth-grade students and five judges who rated the students' responses to open-ended questions. Of the students, 81 (48.21%) were female and 87 (51.79%) were male. Of the judges, two were female and three were male. Four of the judges were mathematics teachers. The fifth judge was a research assistant with an undergraduate degree in primary mathematics teaching.
The study was conducted with eighth-grade students because the MEB had conducted the pilot test for the inclusion of open-ended items in national evaluation and assessment studies with eighth-grade students (MEB, 2015) . To select the judges for the study sample, the researcher ensured that they were easy to contact. The other criteria used for the selection of the study sample were related to the number of participants to be included in the research. The reference for the number of students in the study was suggested by Demars (2010) : a sample of 100-200 participants should be sufficient for the Rasch analysis. The researcher anticipated that including too many students in the study would increase the judges' work load motivating them to rate negatively. Thus, the sample was limited to 168 students. To decide on the number of judges, the researcher adopted a suggestion by Turgut and Baykul (2012) that it is necessary to have at least two judges and no more than five judges in the rating process to minimize judge errors in the rating of open-ended questions. Based on these criteria, it was determined that the number of participants in the study was sufficient.
Data Collection Tools
The study data were collected using an achievement test consisting of open-ended questions and a holistic rubric that was used to rate these questions.
Achievement test consisting of open-ended questions.
This study was not concerned about determining students' achievement for a specific course. Thus, this variable could not influence the research results. The researcher decided to develop the achievement test for mathematics considering the accessibility of the experts who would be consulted for the test items as well as that of the judges who would rate the students' responses to them. In this respect, the researcher prepared a draft form including 12 items. To determine the suitability and understandability of the test items for eighth grade students, the researcher consulted a measurement and assessment expert, a mathematics teaching expert, and two mathematics teachers. The experts were informed that the test would not be used for determining student achievement in a specific subject, so they did not need to make an evaluation regarding content validity. They found no items on the test with understandability problems. However, they deemed that one question was unsuitable for the eighth grade level and that another violated the principle of conformity with nature; these two items were excluded. Moreover, the experts stated that the blank space given for solving the problems was not sufficient for some items and should be expanded and they were. Based on the expert opinions, the researcher conducted a pilot test with seven eighth grade students (three females and four males). It aimed to obtain the students' opinions about the test items and the instructions given at the beginning of the test. The students said that the instructions provided sufficient information about the study's objectives and that they had no difficulty understanding the test items or the instructions. Thus, the achievement test was determined to be ready for implementation.
The Rubric. Rubrics can be designed for a specific purpose, or a common rubric can be used to evaluate similar performances (Moskal & Leydens, 2000) . When one rubric is used to evaluate similar performances, it is called a general rubric (Kutlu, Doğan, & Karakaya, 2010) . Conversely, when different rubrics are created for each task, and a rubric created for one task cannot be used for another task, they are called task-specific rubrics (Arter & McTighe, 2001 ). The rating strategies of rubrics are either analytic or holistic (Gronlund, 1998) . Holistic rubrics award a single point based on a general impression about the product or process (Popham, 1997) . Analytic rubrics score the components of the performance individually (Klein et al., 1998) . General and holistic rubrics are recommended for use when there are many performances to be evaluated (Jonsson & Svingby, 2007; Riddle & Smith, 2008) . As each judge would rate ten items in this study, it was determined that general and holistic rubrics were suitable for the rating. Thus, the students' responses to the open-ended questions in the achievement test were rated using such a rubric created by Güler (2008) . This rubric included a sixlevel rating scale, from 0 to 5. No answer or completely incorrect answers received 0 points. Answers that only provided the correct answer but no operations or explanation of how the solution was found were awarded 1 point. Answers that used the correct method to solve the problem but did not obtain the correct result due to mistakes in basic operations were awarded 2 points. Answers that began with the correct method and proceeded correctly but obtained an incorrect result due to minor operational mistakes were awarded 3 points. Answers with the correct result and correct operations but lacking sufficient explanation about how to find the result were awarded 4 points. Complete, consistent, and exemplary answers were awarded 5 points.
Procedure
The study data were collected in October 2015. A number of stages were included in the data collection process. In the first stage, the researcher administered a mathematics achievement test consisting of open-ended questions to the students. Before the test, they were informed about the study objective and told that the results of the achievement test would not be used for grading but only for scientific purposes. The students were reminded that it was important for them to answer the questions seriously as if they were taking a real examination. The researcher gave students one class session (40 minutes) to take the test and asked them to write out their operations clearly. Afterwards, the researcher prepared five photocopies of the students' papers for rating. The judges were introduced to the rubric to be used for evaluation and explained the points to be considered in rating. They were informed that they should rate all responses to an item in one sitting and should score one item at a time (Hogan & Murphy, 2007) . Then the test papers were given to the judges. The judges completed the rating in 3-11 days. Each paper was rated by five judges. This generated a crossed design where every answer from every student was rated by five judges.
The judge pair design was created by making the necessary changes in the data set provided by the crossed design. In judge pair design, each item is rated by two judges. This means that the answer by student number 1 to the first test question was rated by judges 1 and 2, the answer to the second question was rated by judges 3 and 4, and the answer to the third question was rated by judges 1 and 3. Table 6 shows the pattern of the data set in crossed and judge pair designs. An analysis of the crossed design in Table 6 shows that each student's (168 students in total) answers to each test item (10 items in total) were rated by all judges (five judges in total). In other words, each of 1680 answers were scored by five judges. When creating the data set file for the crossed design, the facets included in the manyfacet Rasch analysis were arranged as rater, examinee, and item. For instance, the first line of the data set shows the points given by the first judge to the answers by the student 1. The last line of the data set shows the points given by the fifth judge to the answers by student number 168.
In the judge pair design, an answer to an item was rated by any two of the five judges. Thus, each of the 1680 answers were rated by two judges. In this design, the facets included in the many-facet Rasch analyses were arranged as examinee, item, and judge. For instance, the first line of the data set shows that judge 1 gave 5 points to the answer by student 1 to item 1. The last line of the data set indicates that judge 5 gave 3 points to the answer by student 168 to item 10.
After the data were assembled and the data files were arranged according to crossed and judge pair designs, the researcher tested the assumptions of the many-facet Rasch analysis. The assumptions that had to be tested before conducting the many-facet Rasch analysis include unidimensionality, local independence, and the fit between the model and the data. Initially, the unidimensionality assumption was tested. The researcher conducted a confirmatory factor analysis (CFA) for the average points given by the five judges. According to the CFA, the unidimensional model was confirmed by the data (χ 2 / sd = 1.46, RMSEA = .052, SRMR = .046, NFI = .96, NNFI = .98, CFI = .99, RFI = .95, IFI = .99, GFI = .94, and AGFI = .91), and the factor loads of the items ranged between .38 and .85. Accordingly, the unidimensionality assumption was justified. Figure 1 presents the measurement model created by the CFA.
Local independence was the second assumption that needed to be justified for the many-facet Rasch analysis. Local independence means that the responses to one item will be independent of the responses to another item when the abilities influencing the test variable are held constant (Demars, 2010) . Local independence is a result of the unidimensionality of the implicit trait that is being analyzed. For this reason, it is accepted that the local independence assumption is justified along with the unidimensionality assumption (Hambleton, Swaminathan, & Rogers, 1991) . Thus, the local independence assumption was justified in this study.
Another assumption that required justification to conduct the many-facet Rasch analysis is the fit between the model and the data. The fit between the model and the data is determined by analyzing the standardized residuals reported by the outputs of the many-facet Rasch analysis. For the fit between the model and the data to be sufficient, the standardized residuals out of the ±2 interval should not be more than approximately 5% of the total number of data, and the number of the standardized residuals out of the ±3 interval should not be more than approximately 1% of the total number of data (Linacre, 2014) . In the many-facet Rasch analysis based on the crossed design, five judges rated the answers of 168 students to ten items, and the total number of data was calculated as 8400 (168 × 10 × 5). In this design, the number of the standardized residuals out of the ±2 and ±3 intervals was calculated as 432 (5.14%) and 144 (1.71%), respectively. In the many-facet Rasch analysis based on the judge pair design, the total number of data was 3360 (168 × 10 × 2) as 168 students' answers to each of the ten items were rated by two judges. In the judge pair design, the number of the standardized residuals out of ±2 and ±3 intervals were 178 (5.30%) and 53 (1.57%), respectively. The standardized residuals calculated in the study were out of the criterion limits both in crossed and judge pair designs. However, McNamara (1996) reported that the MFRM should still be used for analysis even though the fit between the model and the data is not strong. According to McNamara (1996) , there are three models (one-, two-, and threeparameter models) in the basic item response theory, and the analyses are conducted with the model that has the best fit with the data. In many-facet Rasch analysis, though, there is no alternative model when the fit between the model and the data is not strong. For this reason, McNamara (1996) said it not incorrect to use the MFRM as long as the fit between the data and the model is not extremely different from the criterion to be met. These statements by McNamara (1996) imply that the standardized residuals reported as a result of the analysis for both crossed and judge pair designs had a size that was suitable for the use of the MFRM. Linacre (2014) recommended these criteria to be considered as approximate values rather than strict limitations when evaluating the fit between the model and the data, which also supports the notion that the fit between the model and the data is acceptable. Based on this determination, the third assumption related to the MFRM was also justified.
After it was determined that the required assumptions were justified, the researcher conducted the many-facet Rasch analysis according to the crossed and judge pair designs and compared the analysis outputs of the two designs. The study used the Pearson product-moment correlation coefficient to test the relative agreement between the ability estimations based on crossed and judge pair designs. The study also conducted the paired sample t-test to determine whether there was an absolute agreement between the ability estimations for the two designs. In the study, the manyfacet Rasch analysis was conducted using FACETS software. The unidimensionality assumption was tested by CFA with LISREL software. The relative and absolute agreements between the ability estimations of the two designs were examined using SPSS software.
Findings
This section will present the findings reached in this study. Figure 2 shows the variable map created for the crossed design, and Figure 3 shows the variable map created for the judge pair design.
In the second column of Figure 2 , the examinees were ranked by ability level. The ability level increases from the negative edge of the column to its positive edge. Thus, student 79 had the highest ability level, while student 20 had the lowest ability level. The students were distributed at different points of the ability scale, which shows that the participants with different levels of ability were successfully distinguished. In the third column of Figure 2 , the items were ranked by their difficulty levels. The item difficulty increases from the bottom to the top of this column. Accordingly, the most difficult question was item 5, and the easiest question was item 2. The items are not clustered on a single point of the logit scale, which shows that the questions on the test had a range of difficulty levels. The judges are shown in the third column of The judge severity increased from the bottom to the top of the judge column. Therefore, it was determined that the most severe rating was done by judge 1. Judges 2, 3, and 4 were similar regarding their severity and leniency in rating. These three judges were more lenient than judges 1 and 5. After the variable map for the crossed design, the researcher examined the variable map for the judge pair design (Figure 3) . Figure 3 shows that the ranking of the examinees by their ability levels and the ranking of the items by their difficulty levels were highly similar to the ranking in the crossed design yet not completely overlapping. However, there was complete consistency between the two designs regarding the ranking of judges by their severity and leniency. These results imply that the relative agreement was high between the analysis outputs for the crossed and judge pair designs.
After examining the variable maps for the crossed and judge pair designs, the researcher evaluated the measurement reports for each facet. Table 7 shows the measurement reports for the rater facet. The measurements of the judges' severity and leniency ranged between .22 logit and −.10 logit in the crossed design, while they ranged between .22 and −.11 logit in the judge pair design. Moreover, the means of the logit measures for the judges (.00 logit) were the same in both designs. This shows that the logit measures reported for the raters in crossed and judge pair designs were consistent with each other. An analysis of the fit statistics for the crossed design indicated that the infit mean square was ranked between .94 and 1.07, and the outfit mean square was ranked between .95 and 1.26. Considering that the values between .6 and 1.4 are acceptable for the fit statistics (Wright & Linacre, 1994) , it was found that no raters affected the fit between the model and the data negatively in crossed design. Similarly, the infit and outfit mean square were in the acceptable range (.6-1.4) in the judge pair design. This means that there were also no raters who diminished the fit between the model and the data in the judge pair design. Table 7 shows the separation ratio, reliability, and chi-square values calculated in the Rasch analysis. The separation ratio was 7.04, and the reliability index was .98 for the judge facet in the crossed design. The separation ratio and reliability index calculated for the rater facet shows the reliably difference between the judges rather than the reliably similarity (Haiyang, 2010) . Thus, the separation ratio and reliability index calculated for the rater facet being high shows that the judges differed in their severity and leniency. This is also the same for the judge pair design. The separation ratio and reliability index values in the judge pair design were lower than the coefficients calculated in the crossed design. However, they were not small enough to say that the judges rated with similar severity and leniency. In other words, the researcher calculated high values in the judge pair design as well as in the crossed design, indicating a difference between judges regarding separation ratio and reliability index. The chi-square test results, which indicate the significance of the difference between judges' severity and leniency, were statistically significant in both designs [crossed design: X (4) 2 = 216.4 and judge pair design: X (4) 2 = 87.4; p < .01].
The researcher examined the measurement reports for the item facet after the rater facet and presented the findings in Table 8. According to Table 8 , the difficulty level of the items ranged between −.06 logit and −1.07 logit in the crossed design and between .00 logit and −1.07 logit in the judge pair design. Although there were differences between the difficulty levels reported in the crossed and judge pair designs for some of the test items, the values calculated in both designs for the mean item difficulty level are almost equal. For this reason, it was determined that the item difficulty levels calculated in the two designs were consistent with each other. The fit statistics reported for crossed and judge pair designs were consistent with each other as in the item difficulty levels. The infit mean square was in the acceptable range (.6-1.4) (Wright & Linacre, 1994) in both crossed and judge pair designs. An analysis of the outfit mean square showed that item 1 in the crossed design and items 1 and 2 in the nested design were above the 1.4 limit. As the outfit mean square is more sensitive towards the extreme values, it is well known that the decisions based on the infit mean square are more accurate than those made considering the outfit mean square (Bond & Fox, 2001 ). Thus, none of the items in the data set included a difference between observed and expected values large enough to diminish the fit between the model and the data. Table 8 shows that the separation ratio for the item facet was 11.68 in the crossed design and 7.52 in the judge pair design. The item reliability calculated for crossed and judge pair designs were .99 and .98, respectively. The separation ratio and reliability values were high, which indicates that the items with different difficulty levels in both crossed and judge pair designs were reliably distinguishable. The separation ratio values, similarly, show that the difference between the difficulty levels of the items can be more effectively determined by the crossed design than the judge pair design. The chi-square results are another finding that shows that the difference between the difficulty levels of the items can be determined more successfully by the crossed design. As Table 8 shows, the chi-square value of the crossed design is higher than that of the judge pair design [in the crossed design: X (9) 2 = 1146.8 and in the judge pair design: X (9) 2 = 477.4; p < .01].
After the measurement of the judge and item facets, the researcher examined the measurement reports for the examinee facet. These findings are shown in Table 9 . As there were 168 components included in the examinee facet, it was not possible to show the measurement of this facet for every examinee, and Table 9 is limited to the mean measures for this facet. Table 9 also includes the separation ratio and reliability index, as well as the chi-square results showing whether there was any difference between the examinees' ability levels. Table 9 shows that the means of the examinees' ability levels were the same (.00 logit) in both designs. The infit and outfit mean squares in Table 9 are in the acceptable interval for these statistics (.6-1.4) (Wright & Linacre, 1994) . Thus, it was determined that the fit between the model and the data was provided in both crossed and judge pair designs. Although the separation ratio and reliability index for the examinee facet are lower in the judge pair design compared to the crossed design, they are sufficient to say that the students with different ability levels can be distinguished from each other by high reliability. The results in Table 9 show that the chi-square test results were higher in the crossed design than in the judge pair design [for the crossed design: X (167) 2 = 2814.8 and for the judge pair design: X (9) 2 = 1077.4; p < .01]. The separation ratio, reliability index and chi-square values were higher in the crossed design than in the judge pair design, which indicates that the examinees were distinguished from each other with higher reliability in the crossed design.
After conducting the many-facet Rasch analysis based on the crossed and judge pair designs, the researcher examined the relative and absolute agreements between the ability estimations provided by these two analyses. The relative agreement between the ability estimations based on the two designs was tested using correlation analysis, while the absolute agreement between them was tested using paired sample t-test. Table 10 presents the results of correlation analysis and paired sample t-test tests together. 
Discussion and Conclusion
Scientific studies have both theoretical and empirical aspects. Science is developed by proving theories experimentally (Doğan, 2003) . This is also true for the science of measurement and evaluation. As a branch of science, the development of measurement depends on proving the theories in this field in empirical studies. This study was based on this notion and compared many-facet Rasch analyses based on crossed and judge pair designs.
According to the study findings, the measurement reported by the crossed and judge pair designs regarding judge severity and leniency were consistent with each other. Both designs determined that there was a significant difference between the judges regarding severity and leniency. However, the difference between the judges was more reliable in crossed design than in the judge pair design. In the crossed design, it was possible to compare all judges with each other directly, while the judges were ranked by their severity and leniency based on dual comparisons in the judge pair design. For instance, the measurements for four judges (A, B, C, and D) are directly compared to each other in the crossed design. In the judge pair design, the four judges were compared to each other based on the ranking by the severity and leniency between judges A-B, A-C, A-D, B-C, B-D, and C-D. This makes determining the differences between the judges more highly reliable in crossed design than in judge pair design. However, there was no difference between the judge reliability in the crossed design and in the judge pair design large enough to differentiate the interpretation of the study results, as the judge pair design included all the double combinations of the judges.
The study found that the item difficulty levels calculated based on crossed and judge pair designs were mainly consistent with each other. It was also found that there was a significant difference between items in both designs regarding difficulty levels. This result reflects that the test items could be rated individually in both crossed and judge pair designs, and that the halo effect was not included in the rating. A comparison of the separation ratio and chi-square values in the two designs showed that the coefficients of the crossed design were higher than those of the judge pair design. Considering that the items were significantly distinguishable from each other in both designs despite this difference, the judge pair design seems to be more suitable for reducing the expenses of large-scale examinations.
An evaluation of the measurement reports for the examinee facet indicated that the reliability was high in both the crossed and judge pair designs. Although there are significant differences between judges' severity and leniency in both designs, the reliability in the examinee facet is high. This is because the MFRM is not limited to the determination of the differences between judges and includes statistical arrangements to keep these differences under control (Abu Kassim, 2007) . The examinee facet's separation ratio, reliability, and chi-square values were higher in the crossed design than in the judge pair design. This means that crossed design distinguishes the examinees with different ability levels from each other more effectively than the judge pair design. However, this difference between the two designs is not large enough to upstage the cost-effectiveness of the judge pair design as the study found that the relative agreement between the ability estimations calculated in the crossed and judge pair designs was very high, and there was no significant difference between the ability estimations reported by the two designs. This justifies this study's claims that there will be no differentiation in the ranking of students or the decisions to be made if the data set is arranged based on crossed or judge pair designs in examinations consisting of open-ended questions.
In the end, the difference between the components of the facets included in the analysis was demonstrated more effectively by the crossed design than the judge pair design. However, the components of the facets were significantly distinguished from each other in the judge pair, which was implemented more cheaply than the crossed design. This suggests that crossed design may be more suitable for classroom activities and the exams with a small number of participants, but judge pair design will be a better option for large-scale examinations. For this reason, this study recommends using judge pair design to analyze the data derived from the examinations when the large-scale test administrations consisting of open-ended questions begin to be done by the ÖSYM and MEB.
Future Directions
This study compared the outputs of many-facet Rasch analyses based on crossed and judge pair designs, and it makes important theoretical contributions to the literature on measurement and evaluation. The study findings will be a scientific resource about which MFRM design is a better choice for classroom evaluation and large-scale test administrations. The theoretical and practical contributions of this study to measurement and evaluation have some limitations, and further studies should be conducted to eliminate them.
First of all, the comparisons of the crossed and judge pair designs in this study were made using a MFRM with three facets: judge, examinee, and item. In this context, it is suggested that further studies are conducted to compare the crossed and judge pair designs with additional variability sources that can affect the measurement results. Second, researchers should conduct studies including other MFRM designs (nested and mixed) as this study is limited to the comparison of the crossed and judge pair designs. Another limitation of the study is that only 168 students and five judges were included in the sample. Analyses based on item response theory produce more accurate estimations with larger samples (DeMars, 2010) . Thus, a similar study should be conducted with a larger sample. To conclude, the rubric used in this study has a general and holistic structure. An important factor in the ratings performed by judges is whether the rubric is general or task-specific, analytic or holistic (Nitko, 2004) . Accordingly, the rubric used in this study may have affected the Rasch analysis results. Thus, task-specific rubrics, which have an analytic structure, should be used in further studies of this subject.
