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Abstract
The evoSIR model is a modification of the usual SIR process on a graph G in which
S−I connections are broken at rate ρ and the S connects to a randomly chosen vertex.
The evoSI model is the same as evoSI but recovery is impossible. In [9] the critical
value for evoSIR was computed and simulations showed that when G is an Erdo˝s-Re´nyi
graph with mean degree 5 and rewiring rate 4, the system has a discontinuous phase
transition, i.e., as the infection rate λ decreases to λc, the final fraction of once infected
individuals does not converge to 0. In this paper we study evoSI and evoSIR dynamics
on graphs generated by the configuration model. We show that for each model there is
a quantity ∆ determined by the first three moments of the degree distribuion, so that
the transition is discontinuous if ∆ > 0 and continuous if ∆ < 0. We can also compute
the limiting epidemic size in the supercritical regime for evoSI and evoSIR.
1 Introduction
This investigation is motivated by research performed by three Duke undergraduates in
the summer and fall of 2018 (Yufeng Jiang, Remy Kassem, and Grayson York) under the
direction of postdoc Matthew Junge, and Rick Durrett. The title of their paper [9] is SIR
epidemics on evolving graphs. In the SIR model, individuals are in one of three states: S =
susceptible, I = infected, R = removed (cannot be infected). In [9] the epidemics take place
on an Erdo˝s-Re´nyi graph that gives the social structure of the population; vertices represent
individuals and edges a connection. S − I edges become I − I at rate λ, i.e., after a time
T with an exponential(λ) distribution: P (T > t) = e−λt. The two versions of the model
considered in [9] differ in the length of time individuals remain infected. In the first, infections
always last for time 1. In the second, infection times are exponential(1) distributed. Once
individuals leave the infected state, they enter the removed state. In addition the graph is
allowed to evolve: S−I edges are broken at rate ρ and the susceptible individual connects to
an individual chosen at random from the graph. They called this process evoSIR. To prove
results for evoSIR they also studied a variant that they called delSIR in which S − I edges
are deleted at rate ρ.
The SIR epidemic with fixed infection times (and no rewiring) is simple because each
edge will be in state S− I at most once. When that occurs the infection will spread to the S
with probability 1− e−λ, so if we delete edges independently with probability e−λ then the
component containing x in the resulting graph is the set of vertices that will become infected
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when we start with one infected individual at x. If the Erdo˝s-Re´nyi graph has n vertices
with edges present with probability µ/n, then the critical value for the epidemic satisfies
µ(1− e−λc) = 1.
The same reasoning can be applied to delSIR. In order for infection to cross an edge, the
rate 1 infection must occur before the rate ρ rewiring and before time 1. Since the minimum
of an exponential(λ) and an exponential(ρ) is exponential(λ+ ρ), the critical value satisfies
λc
λc + ρ
(1− e−(λc+ρ)) = 1.
Theorem 1 of [9] proves that the critical value of evoSIR is the same as for delSIR and
as n → ∞ the ratio of the expected epidemic size in delSIR to the size in evoSIR in the
subcritical case converges to 1. Intuitively, this is true because a subcritical delSIR will die
out quickly, so there is not enough time for the rewiring to have a significant effect. The
analysis for fixed infection time discussed above generalizes easily to exponential infection
time. The probability an infection crosses an S − I edge in delSIR is now λ/(λ+ 1 + ρ), so
the critical value is given by
µλc/(λc + 1 + ρ) = 1 or λc = (1 + ρ)/(µ− 1). (1)
Again the critical value of evoSIR is the same as that of delSIR. Furthermore, in the super-
critical case and the probability of a large epidemic is the same in the two models.
Figure 1: Simulation of the final fraction of once infected vertices of evoSIR with exponen-
tial(1) infection time on an Erdo˝s-Re´nyi graph with µ = 5 and ρ = 4. λc = 1.25. The top
curve is the final size of evoSIR. The bottom curve is the final size of the delSIR epidemic
with the same parameters. The dashed lines above it are unsuccessful attempts to compute
the final size of evoSIR, which is discusssd in [9].
Simulations in [9] showed the surprising result that the size of the epidemic in a super-
critical evoSIR is discontinuous at the critical value, i.e., the fraction of individuals infected
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in evoSIR does not converge to 0 as λ ↓ λc. See the simulation results in Figure 1. The
transition is continuous in delSIR, since the final size is the size of the giant component in
a random subgraph of the Erdo˝s-Re´nyi graph obtained by randomly deleting edges. Before
moving on to discuss our new research, we should acknowledge in 2016 Britton et al [1] stud-
ied the evoSIR model and rigorously calculated the critical value and some other quantities
but did not discover the discontinuous phase transition.
The main result in this paper is to show that if we consider the evoSIR model on graphs
generated by the configuration model, then there is a quantity ∆ determined by the first
three moments of the degree distribution so that the phase transition is discontnuous if
∆ > 0 and continuous if ∆ < 0. See Theorem 6. To begin, we consider the evoSI model for
which more detailed results are possible The dynamics are the same as evoSIR, except that
infecteds never recover. When there is no rewiring, the SI dynamics reduce to first passage
percolation with exponential(λ) distributed passage times. If we start with only x infected
then the set of I’s at time t is {y : T (x, y) ≤ t} where T (x, y) is the passage time from x to
y. The SI model can also be thought of as a model of the spread of a rumor, but in that
situation it is not clear why one would want to rewire a connection to prevent learning the
information, unless it is “climate change is real and man made.”. To be frank, our motivation
for studying the evoSI is not because of its “applications,” but is due to the fact that we
can give conditions that are almost necessary and sufficient for the evoSI epidemic to have
a discontinuous phase transition. The solution of that problem led to our proof for evoSIR.
In this paper G will either be a graph generated by the configuration model or its close
relatives . The configuration model is constructed as follows. Given a nonnegative integer
n and a positive integer valued random variable D, take n i.i.d. copies D1, . . . , Dn of D
and conditioned the sum
∑n
i=1 Di to be even. We then construct a graph G on n vertices
as follows. We attach D1, . . . , Dn half-edges to vertex 1, 2 . . . , n, respectively and then pair
these half-edges uniformly at random and form a graph. We call this graph ensemble the
configuration model on n vertices with degree distribution D and denote it by CM(n,D).
We assume D has finite second moment so that the resulting graph will be a simple graph
with nonvanishing probability as n→∞. This is discussed in Chapter 2 of [3]. For a more
detailed introduction to this model we refer to Chapter 7 in volume 1 and Chapters 4 and 5
of volume 2 of van der Hofstad’s book [17].
We will also consider Erdo˝s-Re´nyi graph and random regular graph. The Erdo˝s-Re´nyi
graph ER(n, µ/n) is a graph on n vertices where each pair of vertices has an edge with
probability µ/n, independently over different pairs. Since a binomial(n−1, µ/n) converges to
a Poisson(µ) as n→∞, and the degrees of different vertices are symptotically independent, it
is clear intuitively that the properties of Erdo˝s Renyi graph ER(n, µ/n) and the configuration
model with Poisson(µ) degrees are the same. This relationship between these models is
discussed in great detail in [10] (see, e.g., Theorem 1.1 in [10] for a precise statement). Here
we will take the less sophisticated approach that the Erdo˝s-Re´nyi graph can be treated with
the same techniques, so we will regard results for Erds¨-Renyi random graphs as corollaries
of results for the configuration model. The random r-regular graph with size n is a graph
chosen uniformly from all r-regular simple graphs on n vertices. When D is a constant r and
we condition on G ∼ CM(n,D) being simple, G has the law of random r-regular graph.
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1.1 Critical value, survival probability
Let It be the number of infected vertices at time t. For evoSI or delSI epidemics the final
size is
I∞ := lim
t→∞
It.
We say a large outbreak occurs if I∞ is of order n. To be precise, this means that there is
an  > 0 so that
lim sup
n→∞
P1(I∞/n > ) > 0, (2)
where P1 is the process starting with one randomly chosen vertex infected. If we fix ρ then
the critical value λc is the smallest value of λ for which a large outbreak occurs. We use
lim sup in the definiton in (2) so that if λ < λc then for all  > 0
lim
n→∞
P1(I∞/n > ) = 0. (3)
The reader will see that when λ > λc the limiting size exists for delSI, and the size of evoSIR
is larger, so (2) holds with lim sup replace by lim inf.
Our first result identifies λc. To begin, we recall the procedure for determining if a graph
generated by the configuration model has a giant component. Let dj = P(D = j) be the
probability D takes the value j and let mk be the k−th moment of D. This always exists but
may be ∞. To begin to explore the graph, we pick a vertex x at random, which has degree
distribution D. Due to the definition of the configuration model, x connects to other vertices
with probability proportional to their degrees, so the neighbors of x and the neighbors of
neighbors of x, etc., have degree distribution
P(D∗ = j) =
jdj
m1
.
One edge is used in making the connection, so the number of outgoing edges from neighbors
of x has the same distribution as D∗ − 1.
Let Zm be the number of vertices at distance m from x, then as n→∞, the process Zm
converges to the two-phase branching process in which Z0 = 1, the number of children in the
first generation has distribution D, and the number of offspring in subsequent generations
has distribution D∗ − 1. Though the term is slightly inaccurate, it is convenient to call the
distribution of D∗− 1 the size-biased degree distribution. One can see from this description
that the limiting branching process will have positive survival probability if
1 < E(D∗ − 1) = m2
m1
− 1 = m2 −m1
m1
.
Before moving on, we will pause to compute the generating function of D∗ − 1. Let G be
the generating function of D,
G(z) = E(zD) =
∞∑
j=0
djz
j. (4)
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The distribution of D∗ − 1 satisfies P(D∗ − 1 = j − 1) = jdj/m1, so
G∗(z) = E(z(D∗−1)) =
∞∑
j=1
jdj
m1
zj−1 =
G′(z)
m1
.
If we consider the delSI model then the probability the infection will cross a S − I edge
is
τ = λ/(λ+ ρ)
(τ is the probability of transmitting the disease). If we independently keep edges with
probability τ and delete them with probability 1− τ , then there will be a large epidemic in
the delSI model if
λ
λ+ ρ
· m2 −m1
m1
> 1. (5)
Rearranging gives λ(m2 −m1) > (λ+ ρ)m1 which holds if
λ > ρm1/(m2 − 2m1).
The critical values of delSI and evoSI only depends on the ratio ρ/λ, so it is natural to define
a parameter
α = ρm1/λ. (6)
Theorem 1. Suppose E(D3) < ∞. (i) The critical values of delSI and evoSI are equal to
αc = m2−2m1. (ii) In addition, when α < αc the probability of a large epidemic is the same
in the two models.
The assumption E(D3) <∞ is natural because it implies that the size-biased distribution
has finite variance. The proof of Theorem 1 is based on two proofs from [9] which were done
for Erdo˝s-Re´nyi graphs. The proof in [9] generalizes easily to degree distributions with an
exponential tail. However, when we assume only that E(D3) <∞, we can no longer use the
crude bound in [9] that the number of edges rewired on each step is bounded by the maximum
degree in the graph. Our proof of (i) is simpler because we prove that when delSI is subcritical
we have P1(I∞/n > )→ 0 in evoSI rather than establishing
∑
x Px(I∞/n > )→ 0.
Here and in what follows, formulas are sometimes easier to evaluate if we use the “factorial
moments” µk = E[D(D − 1) · · · (D − k + 1), since these can be computed by from the k-th
derivative of the generating function. To translate between the two notations:
µ1 = m1 µ2 = m2 −m1 µ3 = m3 − 3m2 + 2m1
In particular αc = m2 − 2m1 = µ2 − µ1.
To compute the probability of a large epidemic in delSI we note that generating function
of degree distribution for the reduced graph is
G0(z) =
∞∑
j=0
∞∑
k=j
dk
(
k
j
)
τ j(1− τ)k−jzj (7)
=
∞∑
k=0
dk
k∑
j=0
(
k
j
)
(τz)j(1− τ)k−j = G(zτ + (1− τ)).
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Similarly, in the reduced graph the offspring distribution in the second phase of the branching
process has generating function
G1(z) = G
∗(zτ + (1− τ)) (8)
G0 is the distribution of Dτ , which is the degree distribution thinned by flipping coins with
probability τ of heads to see which edges are retained. G1 is the distribution of (D
∗ − 1)τ .
Thinning and size-biasing do not commute so the reduced graph is not a configuration model.
However, it fits in the framework of Molloy and Reed [14, 15] and can be studied by using
the two-phase branching process. In what follows we will also need the distribution G2 of
deleted edges (D∗ − 1)1−τ which has generating function G2(z) = G∗(z(1− τ) + τ).
To compute the size of the delSI epidemic now, note that the probability the homogeneous
branching process started by a first generation particle dies out is the smallest solution of
G1(ζ) = ζ. The probability the two-phase branching process dies out is G0(ζ). Since there
is a unique giant component in the configuration model, all of the vertices that start a
supercritical branching process must be in the same component, so
the size of the giant component in delSI is 1−G0(ζ). (9)
Example 1. Erdo˝s-Re´nyi graph with mean degree µ. G(z) = G∗(z) = exp(−µ(1−z)),
so
G0(z) = G1(z) = exp(−µ[1− (zτ + (1− τ))]) = exp[−µτ(1− z)]
i.e., the reduced graph is an Erdo¨s Renyi graph with mean degree µτ . If µ = 3 then
αc = µ2 − µ1 = 6. If ρ/λ = 4/3 then α = 4. In this case τ = (1 + 4/3)−1 = 3/7 so µτ = 9/7
and the probability of dying out is the solution of exp(−(9/7)(1− ζ)) = ζ which is ζ ≈ 0.591
Example 2. Random r-regular graph. G(z) = zr, G∗(z) = zr−1. If r = 4 then αc =
m2 − 2m1 = 8. If ρ/λ = 3/2 then α = 6. In this case τ = (1 + 3/2)−1 = 2/5 so G1(z) =
(τz+ (1− τ))3, i.e. the size-biased distribution for the reduced graph is Binomial(3,τ) which
has mean 6/5 > 1. To find ζ we set
z = τ 3z3 + 3τ 2(1− τ)z2 + 3τ(1− τ)2z + (1− τ)3
= (8/125)z3 + (36/125)z2 + (54/125)z + (27/125).
This is a cubic equation, but 1 is a root, so it can be reduced to a quadratic. However, it is
less work to solve the equation numerically and conclude that ζ = 0.554, so the system dies
out with probability G0(0.554) = (0.8216)
4 = 0.4556.
1.2 Limiting size
The computation of the limiting size of a large epidemic in the evoSI model is much more
complicated. Recall that G is the generating function of the degree distribution D as defined
in (4). Consider the following function
f(w) = log
(
m1w
G′(w) + α(1− w)G(w)
)
+
α
2
(w − 1)2. (10)
This function may look mysterious, but as we will explain below, it allows us to compute
the limiting size of the epidemic.
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Theorem 2. Suppose α < αc and let
σ = sup{w : 0 < w < 1, f(w) = 0} with sup(∅) = 0, (11)
ν = 1− exp
(
−α
2
(σ − 1)2
)
G(σ). (12)
If we suppose
(?) either σ = 0 or 0 < σ < 1 and there is a δ > 0 so that f < 0 on (σ − δ, σ),
then for any  > 0,
lim
n→∞
P1(I∞/n < ν + ) = lim
η→0
lim inf
n→∞
P1(I∞/n > ν − |I∞/n > η) = 1.
Although (?) may look strange as an assumption, it is easy to verify in concrete examples.
On the other hand it seems difficult to prove in general. It is not hard to see that if (?) fails
then f(σ) = 0, f ′(σ) = 0, and f ′′(σ) ≥ 0. This seems very unlikely, but we cannot prove
that it is impossible.
To begin to explain the proof of this result we need to recall some history. Volz [18] was the
first to derive a limiting ODE for an SIR epidemic on a graph generated by the configuration
model. Miller [13] later simplified the derivation to produce a single ODE. The results of
Volz and Miller were based on heuristic computations, but later their conclusion was made
rigorous by Decreusfond et al [2] assuming E(D5) <∞.
Janson et al [8] proved the result under more natural assumptions. They studied the
epidemic on the graph by revealing its edges dynamically while the epidemic spreads. To be
precice they call a half-edge free if it has not yet been paired with another half-edge. They
call a half-edge susceptible, infected or removed according to the state of its vertex. Each
free infected half -dge chooses a free half-edge at rate β. Together the pair form an edge and
are removed from the collection of half-edges. If the pairing is with a susceptible half-edge
then its vertex becomes infected and all its edges before infected half-edges. Infected vertices
recover (and enter the removed state) at rate ρ.
Rather than assume the graph is generated by the configuration model and initial infect-
eds are chosen randomly, they assume
(D1) The initial number of susceptibles, infecteds, and recovered satisfy
nS/n→ aS, nI/n→ aI , nR/n→ aR.
(D2) The number of susceptible vertices with degree k satisfies
nS,k/n→ pk with λ =
∑
k
kpk <∞.
(D3)
∑
k knS,k/nS → λ. (D4)
∑
k knA,k → µA for A = S, I, R. (D5) max{k : nI,k > 0} =
o(n). To avoid pathologies they also assume
(D6) Either ρ > 0 or p1 > 0 or µR > 0.
One bad example is the random 2-regular graphs which consists of cycles. For two others
and a discussion of (D6) see page 735–736 in [8].
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Motivated by Volz’s approach they let νS(θ) = aS
∑
k pkθ
k and hS(θ) = aS
∑
k kθ
kpk =
θν ′S(θ). In addition they define the following quantities
hX(θ) = µθ
2, hR(θ) = µRθ +
µρ
β
θ(1− θ);
hI(θ) = hX(θ)− hS(θ)− hR(θ), pI(θ) = hI(θ)/hX(θ).
Theorem 2.6 in [8]. Assume (D1)− (D6) and µI > 0.
(a) There is a unique θ∞ with hI(θ∞) = 0 hI is positive on (θ∞, 1], negative on (0, θ∞). θ∞
gives the size of a large epidemic.
(b) θ′t = −βθtpI(θt)., As t→∞, θt → θ∞.
(c) Let Iˆt be the unique solution to
d
dt
Iˆt =
βhI(θt)hS(θt)
hX(θt)
− ρIˆt and let Rˆt = 1− νS(θt)− Iˆt.
Then we have St/n→ νS(θt), It/n→ Iˆt, Rt/n→ Rˆt,
XA,t/n → hA(θt) for A = S, I, R and hence Xt/n→ hX(θt).
Intuitively θt is the limiting probability (as n → ∞) that an initial susceptible has not
been paired with an infected half-edge by time t. Miller’s single equation gives the evolution
of this quantity from which St, Rt, and It can be computed. For example
St/n = νS(θt) = aS
∑
k
pkθ
k
t .
In words, a vertex is susceptible if an infection has not crossed an edge leading to it, and
those events are independent. The independence and Miller’s equation break down in the
presence of rewiring.
While we need new methods to prove our result, we get one very important idea from
Section 3 of [8]. We change time in the process by multiplying all the transition rates by
(Xt − 1)/(λXI,t),
where Xt is the total number of half-edges and XI,t is the number of infected half-edges.
Since the set of infected half-edges makes new connections at rate λXI,t and connections to
a given half-edge with probability 1/(Xt− 1), the time change makes connections to a given
half-edge occur at rate 1. In this paper, we omit the word free because when a half-edge is
no longer free it is an edge.
The dynamics of St,k in evoSI is given by, see (39),
dSt,k = −
(
λXI,t
kSt,k
Xt − 1
)
dt+
(
1{k≥1}ρXI,t
St,k−1
n
)
dt−
(
ρXI,t
St,k
n
)
dt+ dMt,k,
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where Mt,k is a martingale and we have returned to using our notations λ as the infection
rate and ρ as the rewiring rate. Using S¯t,k for the time-changed process the new dynamics
are, see (41),
d
(
St,k
n
)
= −
(
k
St,k
n
)
dt+
(
1(k≥1)
ρ
λ
X t − 1
n
St,k−1
n
)
dt
−
(
ρ
λ
X t − 1
n
St,k
n
)
dt+ d
(
M t,k
n
)
. (13)
Note that the number of infected half-edges no longer appears in the equation. This enables
us to solve for
s¯t,k = lim
n→∞
S¯t,k/n. (14)
See Section 3.2. In Section 3.3 we deal with the technicality of showing that the limit of∑
k kS¯t,k/n is the sum of the limits.
Let γn be the first time there are no infected half-edges. Combining the arguments just
outlined gives us the first three results, which we need to prove Theorem 2, see Lemma 3.1.
The fourth result, see (79), is needed in the proof of Theorems 4 and 5.
sup
0≤z≤γn
∣∣∣∣Xzn −m1w2
∣∣∣∣→ 0 where w = exp(−z) and m1 = E(D),
sup
0≤z≤γn
∣∣∣∣∑k Sz,kn − F0(t)
∣∣∣∣→ 0,
sup
0≤z≤γn
∣∣∣∣∑k kSz,kn − F1(t)
∣∣∣∣→ 0, (15)
sup
0≤z≤γn
∣∣∣∣∑k k(k + 1)Sz,k+1n − F2(t)
∣∣∣∣→ 0.
If aS is the initial fraction of susceptibles then
F0(t) = aS exp(−(α/2)(w − 1)2)G(w),
F1(t) = aS exp(−(α/2)(w − 1)2)w(G′(w) + α(1− w)G(w)), (16)
F2(t) = aS exp(−(α/2)(w − 1)2)w2
(
G′′(w) + 2α(1− w)G′(w) + (α(1− w))2G(w)) .
From the results above, we see that
Xz
XS,z
→ m1w
exp(−(α/2)(w − 1)2) · (G′(w) + α(1− w)G(w)) (17)
The logarithm of the right-hand side is f(w), so when α < αc the largest root σ < 1 of
f(w) = 0 gives the time z = − log(σ) at which the infection dies out in the time-changed
process. f(w) is similar to hI(θ) in Theorem 2.6 quoted above, but in our case a second
equation is needed to compute the size of the epidemic, see (12).
Using Theorem 2, we get the following almost necessary and sufficient conditions for a
discontinuous phase transition in the final epidemic size. We say “almost” since the case
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∆ = 0 is left out. We could analyze that case by looking at f ′′′(1) but then we would have
no result when f ′′′(1) = 0. For this result, we only have to study the behavior of f(w) near
1 so we do not need to assume (?). The next result can be proved under the assumption
that E(D2) <∞ but when E(D3) =∞, ∆ = −∞ and the transition is always continuous.
Theorem 3. Assume ED3 < ∞. Consider the evoSI epidemic on the configuration model
CM(n,D). Let
∆ = −µ3
µ1
+ 3(µ2 − µ1).
If ∆ > 0 then there is a discontinuous phase transition. For some 0 > 0 and some δ > 0,
lim
η→0
lim inf
n→∞
P1(I∞/n > 0|I∞/n > η) = 1 for all αc − δ < α < αc. (18)
If ∆ < 0, then there a continuous phase transition. For any  > 0, there exists some δ > 0,
so that
lim
n→∞
P1(I∞/n > ) = 0 for αc − δ < α < αc. (19)
To prove Theorem 3 we compute that
f ′(1) = −
(
m2 − 2m1
m1
− ρ
λ
)
which is > 0 for α < αc,
f ′(1) = 0, f ′′(1) = ∆ when α = αc.
When ∆ > 0, as shown in the Figure 2, the curve turns up, and σ stays bounded away from
0. When ∆ < 0, as shown in the Figure 3, the curve turns down, and σ converges to 1 as
α→ αc.
To help explain the result and its proof, we consider some concrete examples.
Example 3. Erdo˝s-Re´nyi graph with mean degree µ. For D = Poisson(µ), µk = µ
k,
so the critical value αc = µ2 − µ1 = µ2 − µ, which is positive if µ > 1. ∆ = 2µ3 − 3µ2 so the
phase transition for evoSI is discontinuous if µ > 3/2.
Example 4. Random r-regular graph, r ≥ 3. The case r = 2 is excluded because in that
case the graph consists of a number of circles. The critical value is αc = m2−2m1 = r2−2r.
For k < r, µk = r(r − 1) · · · (r − k + 1), so
∆ = −(r − 1)(r − 2) + 3(r(r − 1)− r)
= −(r − 1)(r − 2) + 3r(r − 2) = (r − 2)(2r + 1) > 0,
and the phase transition is discontinuous for all r ≥ 3.
Figure 3 shows the case r = 4, which has αc = 8. The behavior near 0 is similar to Figure
2. When α ≤ 8, f(w) > 0 for w ∈ [1− δ, 1), so σ is bounded away from 1 as w → 0
G′(w) + α(1− w)G(w) ∼ rwr−1,
so for w small we have
f(w) ≈ log(r) + log(w)− log(r)− (r − 1) logw + α
2
∼ −(r − 2) logw.
A little thought shows that the asymptotics as w → 0 hold when G(w) ∼ wm with m ≥ 3,
which holds if dk = 0 for k < m.
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Figure 2: The behavior of f(w) near 1 with respect to different α′s for the Erdo˝s-Re´nyi
graph with mean 3, which has ∆ > 0. αc = µ
2 − µ = 6. Notice that when α ≤ αc, f(w) > 0
for w ∈ [0.9, 1), so σ is bounded away from 1.
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Figure 3: The behavior of f(w) near 1 with respect to different α′s for the Erdo˝s-Re´nyi
graph with µ = 1.4, which has ∆ < 0. αc = µ
2 − µ = .56. Notice that as α increases to 0.56
the intersection with the x axis tends to 1, so the transition is continuous.
Example 5. Geometric(p). The factorial moments are µ1 = 1/p, µ2 = 2(1 − p)/p2,
µ3 = 6(1− p)2/p3. αc = µ2 − µ1 = (2− 3p)/p2, so we need to take p < 2/3 to have αc > 0.
∆ = −6(1− p)
2
p2
+ 3
(
2(1− p)
p2
− 1
p
)
= − 6
p2
+
12
p
− 6 + 6
p2
− 6
p
− 3
p
=
3
p
− 6,
so the phase transition is discontinuous if p < 1/2. To compute f we need
G(w) =
∞∑
k=1
(1− p)k−1pwk = wp
∞∑
k=1
((1− p)w)k−1 = wp
1− (1− p)w
G′(w) =
p
1− (1− p)w +
wp(1− p)
(1− (1− p)w)2 =
p
(1− (1− p)w)2 .
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Figure 4: The behavior of f(w) with respect to different α′s for random 4-regular graph. w
axis is on the log scale. αc = 8. In this case if α ≤ 8, f(w) ≥ 0 for all w. Thus σ = 0 and
ν = 1.
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Figure 5: The behavior of f(w) with respect to different α′s for Geometric(1/3). αc = 9. w
is on the log scale. Note that as α increases the location of the zero decreases. So σ decreases
for α ≤ αc and ν increases.
1.3 Solving f(w) = 0
The first time one sees (10) it seems hopeless to solve f(w) = 0. However, Figure 5 shows
that the solution will be close to 0 and this simplifies computations.
Example 6. Erdo´s-Renyi graph with mean degree µ. The picture is similar for the
Erdo˝s-Re´nyi graph when the w axis is on a log scale (compare Figure 6 with Figure 4 and
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Log. (6)
Figure 6: Graphs of f(w) with respect to different α′s for Erdo´s-Renyi graph with µ = 3.
w is on the log scale. The extra curve is a linear approximation of the curve with α = 6
showing that it is not quite linear. Again as α increases the location of the zero decreases.
So σ decreases for α < αc and ν increases.
Figure 5). G(w) = exp(−µ(1− w)) and G′(w) = µG(w) so our equation is
0 = log(µ) + log(w)− log(G′(w) + α(1− w)G(w)) + (α/2)(w − 1)2
≈ log(µ) + log(w)− log(G(0))− log(µ+ α) + α/2
when w is small. Rearranging we have
w ≈ e
−µ−α/2(µ+ α)
µ
.
Using this value for σ and substituting it into (12) we can get the fraction of final epidemic
size ν. Note if we set λ = 1 and vary ρ then α = µρ. If µ = 3, αc = 6, so we should look at
ρ ∈ [0, 2]. See Figure 7 for the graph of ν versus ρ.
1.4 Results for evoSIR
In evoSIR infected vertices become recovered at rate 1. Let Rt denote the number of removed
vertices at time t. Let R∞ be the number of eventually removed vertices. We say a large
outbreak occurs if for some  > 0
lim sup
n→∞
P(R∞/n > ) > 0.
Again, we will also consider delSIR in which edges are deleted instead of rewired. In [9] it
was shown that the critical value of infection rate for evoSIR is the same as that for delSIR.
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Figure 7: Graph of the limit size of the epidemic ν for the evoSI epidmeic on Erdo˝s-Re´nyi
with µ = 3 versus the rewiring rate ρ. λ has been set equal to 1. When ρ = 0 the size
of a large epidemic is the size of the giant component in Erdo˝s-Re´nyi(n, 3/n), which is
0.941n. Rewiring increases the size of the epidemic because it causes vertices initially in
small components to connect to the giant component.
The probability τ of an infection crossing an S − I edge is equal to λ/(λ + ρ + 1), so as in
(5) there is a large delSIR epidemic if
λ
λ+ ρ+ 1
· m2 −m1
m1
> 1, (20)
so rearranging the critical value is
λc = (1 + ρ)
m1
m2 − 2m1 = (1 + ρ)
µ1
µ2 − µ1 . (21)
As in the analysis of evoSI, we will change time by multiplying the rates by (Xt−1)/λXI,t.
As noted after (13) the time-changed equations for St,k no longer contain the number of
infected half-edges so the results in (15) remain valid for evoSIR. To analyze the phase
transition we will study the differential equations satisfied by
y(t) = lim
n→∞
I t/n, z(t) = lim
n→∞
∑
k
kI t,k/n
with initial condition y(0) = , z(0) = m1. Again,the bar indicates we are investigating
the time-changed system. In Section 5 we show that
y′(t) = −
y
λz
m1w
2 + F1(t), (22)
z′(t) = −
(
1 + λ+ ρ
λ
)
m1w
2 +
ρ
λ
m1w
2y + F2(t), (23)
where F1(t) and F2(t) were defined in (16).
For any δ > 0, define the hitting time
τ,δ = inf{t > 0 : z(t) = δ},
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and let τ,0 = limδ→0 τ,δ. Note for 0 < δ < m1 we have τ,δ = inf{t > 0 : z(t) ≤ δ}. As
in Theorem 2 we can only compute the limiting size exactly under an assumption (?) which
guarantees that after the first time z(t) hits 0 in the ODE (23) it becomes negative.
Theorem 4. For λ > λc, suppose we start from n randomly chosen infected vertices with
 > 0 (hence aS = 1− ). Let σ′ = exp(−τ,0) (which depends on  since F1 and F2 depends
on aS). Then for any η > 0 we have
lim
n→∞
Pn
(
R∞/n ≥ 1− (1− ) exp
(
−α
2
(σ′ − 1)2
)
G(σ′)− η
)
= 1. (24)
If τ,0 =∞ or
(?) τ,0 <∞ and − 1 + λ+ ρ
λ
m1 exp(−2τ,0) + F2(τ,0) < 0
then for any η > 0
lim
n→∞
Pn
(
R∞/n ≤ 1− (1− ) exp
(
−α
2
(σ′ − 1)2
)
G(σ′) + η
)
= 1. (25)
Looking at (23) and using y(τ,0) = z(τ,0) = 0 (this will be clear from the proof) we see
that (?) implies z′(τ,0) = 0 and hence that the epidemic dies out at time τ,0.
If we let  → 0, then as will be proved later in Lemma 6.1, (y, z) → (y0, z0) for some
functions y and z with initial condition (0, 0), uniformly in [0, τ0] where
τ0 = lim
δ→0
lim
→0
τ+,δ, τ
+
,δ := inf{t > τ,δ : z(t) ≤ δ}.
(as will be clear in the proof of Lemma 6.1 this limit always exists regardless of (?)). We
have the following result for evoSIR starting from one infected vertex.
Theorem 5. For λ > λc, suppose we start from 1 randomly chosen infected vertices. Let
σ′ = exp(−τ0). Then for any η > 0 we have
lim
κ→0
lim
n→∞
P1
(
R∞/n ≥ 1− exp
(
−α
2
(σ′ − 1)2
)
G(σ′)− η
∣∣∣R∞/n > κ) = 1. (26)
If τ0 =∞ or
(?) τ0 <∞ and − 1 + λ+ ρ
λ
m1 exp(−2τ0) + F2(τ0) < 0,
then for any η > 0
lim
n→∞
P1
(
R∞/n ≤ 1− exp
(
−α
2
(σ′ − 1)2
)
G(σ′) + η
)
= 1. (27)
Using Theorem 5 we can derive a result that is the analogue of Theorem 3. However,
here we look at z′′0 (0) instead of f
′(1). When α = αc, z′0(0) = 1. When ∆ > 0, z0(t) turns up,
and σ stays bounded away from 0 on [0, η0] for some η0. When ∆ < 0, z0(t) turns dows, and
σ converges to 1 as α → αc. Note that ∆ here is the one from Theorem 3 with 3 replaced
by 2ρ/(1 + ρ).
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Theorem 6. Assume E(D3) < ∞. Consider the evoSIR epidemic on the configuration
model CM(n,D). Let
∆ = −µ3
µ1
+
2ρ
(1 + ρ)
(µ2 − µ1).
If ∆ > 0 then we have a discontinuous phase transition, i.e., for some 0 > 0 and δ > 0
lim inf
η→0
lim inf
n→∞
P1(R∞/n > 0|R∞/n > η) > 0 for all αc − δ < α < αc.
If ∆ < 0 then we have a continuous phase transition, i.e. for any  > 0 there is a δ > 0 so
that
lim
n→∞
P1(R∞/n > ) = 0. for all αc − δ < α < αc.
Again it is useful to look at concrete examples.
Example 7. Erdo´s-Renyi graph with mean degree µ. For D = Poisson(µ), µk = µ
k.
To make αc = µ2 − µ1 = µ2 − µ > 0 we need µ > 1.
∆ = −µ2 + 2ρ
1 + ρ
(µ2 − µ) = ρ− 1
1 + ρ
µ2 − 2ρµ
1 + ρ
.
Phase transition is discontinuous if ρ > 1 and µ > 2ρ/(ρ− 1). This holds in the example in
Figure 1 where µ = 5 and ρ = 4 since in this case
λc =
(1 + ρ)µ1
µ2 − µ1 =
5 · 5
25− 5 = 1.25 and µ = 5 > 2× 4/(4− 1) = 8/3.
Thus we have confirmed the conjecture in [9] that evoSIR on an Erdo˝s-Re´nyi graph can
have a discontinuous phase transition. See also Figure 8. Our results also imply the phase
transition is sometimes continuous.
Example 8. Random r-regular graph, r ≥ 3. µk = r(r − 1) · · · (r − k + 1).
∆ = −(r − 1)(r − 2) + 2ρ
1 + ρ
(r2 − 2r) = (r − 2)
(
1 +
ρ− 1
ρ+ 1
r
)
.
So phase transition is discontinuous if ρ ≥ 1 or ρ < 1 and r < (1 + ρ)/(1− ρ). This holds if
r = 4 and ρ = 2 (see Figure 9). In this case
λc =
(1 + ρ)µ1
µ2 − µ1 =
3 · 4
12− 4 = 1.5.
Example 9. Geometric(p). The first three factorial moments are µ1 = 1/p, µ2 = 2(1 −
p)/p2, µ3 = 6(1− p)2/p3.
∆ = −6(1− p)
2
p2
+
2ρ
1 + ρ
(
2(1− p)
p2
− 1
p
)
.
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Figure 8: Plot of z ( = 10
−5), the solution to equation (23), versus w = exp(−t) for
different λ when the graph is Erdo˝s-Re´nyi graph with µ = 5, ρ = 4. Note that the picture is
similar to Figure 2.
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Figure 9: Plot of z ( = 10
−5) versus w = exp(−t) for different λ when the graph is random
4-regular and ρ = 2.
The quantity in brackets is (2− 3p)/p2 so we cannot have ∆ > 0 unless this is positive, i.e.,
p < 2/3. When this holds ∆ is maximized by letting ρ → ∞ in which case 2ρ/(1 + ρ) = 2.
In this situation
∆ = − 6
p2
+
12
p
− 6 + 4
p2
− 6
p
= − 2
p2
+
6
p
− 6.
The discriminant 62 − 4 · 2 · 6 < 0 so there is no real root. The right-hand side → −∞ as
p→ 0 so ∆ < 0, i.e., the phase transition is always continuous. To have a concrete example
we will take p = 1/2 (see Figure 10). In this case
λc =
(1 + ρ)µ1
µ2 − µ1 =
2 · 2
4− 2 = 2.
Comparison of conditions for discontinuous transitions
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Figure 10: Plot of z ( = 10
−5) versus w = exp(−t) for different λ when the graph has
degree distribution geometric(1/2).Note that the picture is similar to Figure 3
evoSI evoSIR
Erdo˝s-Re´nyi(µ) µ > 3/2 ρ > 1 and µ > 2ρ/(ρ− 1)
random r-regular, r ≥ 3 all r ρ ≤ 1, or ρ > 1, r < (1 + ρ)/(ρ− 1)
geometric(p) p < 1/2 never
2 Proof of Theorem 1
To compute the size of the delSI epidemic starting from a single infected (say, vertex 1), we
apply a standard algorithm, see e.g., [12] for computing the size of the component containing
1 in the reduced graph in which edges have independently been deleted with probability
1 − τ . We call this the exploration process. Let the active set A0 = {1}, the unexplored
set U0 = {2, . . . n}, and the removed set R0 = ∅. Here removed means these sites are no
longer needed in the computation. In the SIR model these vertices will eventually be in the
removed state but in the SI model they will stay infected forever. Let ηi,j = ηj,i = 1 if there
is an edge connecting i and j in the reduced graph. If ηi,j = 1 an infection at i is transmitted
to j. At time t if At 6= ∅ we pick an it ∈ At and update the sets as follows.
Rt+1 = Rt ∪ {it},
At+1 = At − {it} ∪ {y ∈ Ut : ηit,y = 1},
Ut+1 = Ut − {y ∈ Ut : ηit,y = 1}.
When At = ∅ we have found the cluster containing 1.
Let |At| be the size of At. On the first step
|A1| = |A0| − 1 + ζ0,
where ζ0 has generating function G0 defined in equation (7). In the later steps, as long as
|At| > 0,
|At+1| ≤ |At| − 1 + ξt,
where the ξt have generating function G1 defined in (8) and the ≤ comes from the fact that
some of the neighbors of it may already be in At. To avoid having to deal with two different
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distributions we will analyze the second recursion with |A0| = the number of neighbors of 1
in the reduced graph, and assume all the ξt have generating function G1.
We will also use the random walk
St = S0 +
t−1∑
r=0
(−1 + ξr) (28)
where the ξr have generating function G1 and the process does not stop when it hits 0.
Here and in what follows we will use C,C1, C2, · · · to denote various constants whose
specific values might change from line to line. Also sometimes for a random variable X we
write EX instead of E(X) to denote its expectation for ease of notation.
2.1 Proof of (i)
A simple coupling shows that the final set of infected individuals in delSI is contained in the
analogous set for evoSI with the same parameters so
λc(evoSI) ≤ λc(delSI).
The prove that the two are equal we will show that if λ < λc(delSI) then evoSI dies out.
To compare the two evolutions, we will first run the delSI epidemic to completion. Once
this is done we will randomly rewire the edges deleted in delSI. If the rewiring creates a new
infection, then we have to continue to run the process. Let R′ be the set of sites that are
infected at time ∞ in delSI, and let R be the set of infected sites at time ∞ in evoSIR. Let
R′ = |R′| and R = |R|.
To get started we use a result of Janson [7]. He works in the set-up of the Molloy-Reed
[14, 15] where the degree sequence dni , 1 ≤ i ≤ n is specified and one assumes only that
limiting moments exist
1
n
dni → µ,
1
n
n∑
i=1
dni (d
n − 1)→ ν,
as well some other technical assumptions that are satisfied in our case, so his result applies
to the reduced graph we use to study delSI. Note: in this section the reader should ignore
the previous meanings of the Greek letters used here. We use Janson’s notation to make it
easier to compare with his paper. The next result is his Theorem 1.1.
Theorem 7. Suppose µ > 0, ν < 1, and P(dni ≥ k) ≤ Ck1−γ for some γ > 3. Then there is
a constant A0 so that the largest component has |C1| ≤ A0n1/(γ−1) whp.
where “whp” is short for with high probability, and means that the probability the inequality
holds tends to 1 as n → ∞. We have assumed that in the original graph ED3 < ∞, so
P(D ≥ k) ≤ k−3ED, and the assumption in Theorem 7 holds with γ = 4. It follows that
|C1| ≤ An1/3 whp. (29)
Janson proves Theorem 7 by using the algorithm described at the beginning of this section
starting from the vertex of maximum degree, ∆. As he shows one can prove the sharper
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result, which is his Theorem 1.3:
|C1| = ∆
1− ν + o(n
1/(γ−1)).
Here ν is the mean of the size biased distribution D∗ so if we view the growth of the cluster
as a branching process the expected number of sites at distance m is EZm = ∆νm with
ν < 1. Summing over m gives the first term on the left.
Let N ′ be the number of deleted edges in delSIR. One vertex is removed from the con-
struction on each step, so whp the number of steps is ≤ r = A0n1/(1−γ). Since we are working
up to a fixed time
N ′r ≤
r−1∑
i=0
χi,
where the χi are i.i.d. with generating function G2 = G
∗(z(1− τ) + τ).
Eχi =
ρ
λ+ ρ
E(D∗ − 1).
We could compute the variance of χi by using the formula for the generating function G2,
but the exact value is not important, so we just let var (χi) = σ
2
2. Let 1/3 < a < 1/2. Using
Chebyshev’s inequality
P(N ′r ≥ rEχ1 + na) ≤ rσ22/n2a. (30)
A similar argument shows that
P(A′r +R′r ≥ rEξ1 + na) ≤ rσ21/n2a, (31)
where σ21 is the variance of distribution with generating function G1. When n is large we
can replace rEχ1 + n
a and rEχ1 + n
a by 2na.
At time r we use independent random variables independent of delSIR to randomly rewire
the deleted edges. Let Y be the number of edges that rewire to infected or active sites. By
construction
Y = binomial(N ′, (A′r +R
′
r)/n).
Using (30), (31) and r = A0n
1/3 we see that on a set with probability ≥ 1− Cn−(2a−1/3)
Y  binomial(2na, 2na−1) ≡ Y¯ ,
where ≡ indicates that the last equality defines Y¯ and Y  Z denotes stochastic order:
P(Y > x) ≤ P(Z > x) for all x.
To prepare for the next step we prove
Lemma 2.1. If 0 < x < 1 and k is a positive integer, then (1− x)k ≥ 1− kx.
Proof. Let A1, . . . Ak be independent and have probability 1− x.
(1− x)k = P(∩ki=1Ai) ≥ 1−
k∑
i=1
P(Aci) = 1− xk.
proving the desired result.
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Using the formula for the binomial distribution an Lemma 2.1
P(Y¯ = 0) =
(
1− 2n
a
n
)2na
≥ 1− 4n
2a
n
, (32)
From this we get
P(Y¯ ≥ 1) ≤ 4n
2a
n
. (33)
This shows P (R = R′)→ 1 as n→∞ and completes the proof of (i).
2.2 Proof of (ii)
Let Bd and Be be the events that there is large epidemic in delSI and evoSIR respectively.
Lemma 2.2. Suppose λ > λc(delSI). As n→∞, P (Be)− P (Bd)→ 0.
Proof. Clearly P (Bd) ≤ P (Be). Let St be the random walk defined in (28).
Lemma 2.3. Let τˆ = inf{t : St = 0}. There is a γ > 0 so that
P (τˆ <∞|S0 = γ log n) ≤ n−2.
Proof. We have E(ξ1 − 1) > 0 and P(ξt = 0) > 0, so if we let φ(θ) = E exp(θ(ξt − 1) then
φ′(0) > 0 and φ(θ)→∞ as θ → −∞. Since φ(θ) is convex there is a unique α0 < 0 so that
E exp(α0(ξt − 1)) = 1. In this special case of the exponential martingale Mt = exp(α0St) is
a bounded martingale. On τ =∞, St →∞ and hence Mt → 0. Using the optional stopping
theorem for bounded martingales we have
P(τ <∞|S0 = γ log n) = exp(α0γ log n).
Taking γ = −2/α0 the desired result follows.
Lemma 2.4. There is a β so that if we let r = β log n then
P(Sr < γ log n|S0 = 0) ≤ n−2.
Proof. Recall we are using the random walk, which does not stop when it hits 0. Let
θ0 ∈ (α0, 0) and note that φ(θ0) < 1
P(Sr < γ log n|S0 = 0) ≤ exp(−γθ0 log n)φ(θ0)β logn
so if we pick β large the desired result follows.
At = |At| be the number of active sites at time t in the exploration process. Taking
r = β log n and using Lemma 2.4 we have
P(0 < Ar < γ log n) ≤ n−2.
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Let F0 = {Ar = 0}, F1 = {0 < Ar < γ log n} and F2 = {Ar ≥ γ log n}. Decomposing Bd
into three parts and using Lemma 2.4
P(Bd) =
2∑
i=0
P(Bd | Fi)P (Fi) = P (Bd | F2)P (F2) + o(1).
The term P(Bd | F2) converges to 1 as n→∞ by Lemma 2.3 (see also Step 4 of [3, Theorem
2.3.2]).
As for P(Be), we note by repeating the proof of (i) one has P(Ar = Ar′)→ 1. Using the
decomposition P(Be) =
∑2
i=0 P(Be ∩F ′i ) where the event F ′i is defined in a similar way to Fi
with Ar replaced by A
′
r, we see
• P(Be ∩ F ′1) ≤ P(F ′1) ≤ P(F1) + o(1) = o(1),
• P(Be ∩ F ′0) = o(1) by definition of Be,
• P(Be ∩ F ′0) = P(F ′2) + o(1) = P(F2) + o(1).
It folows that P(Be)− P(F2)→ 0. This implies P(Be)− P(Bd)→ 0.
3 Proof of Theorem 2
To do this we follow [8] and construct the graph at the same time as we run the infec-
tion process. In the beginning all half-edges attached to the n vertices are unpaired. The
half-edges attached to infected nodes are called infected half-edge and those attached to sus-
ceptible nodes are susceptible half-edges. Here and in what follows “randomly chosen” and
‘’at random” mean that the distribution of the choice is uniform over the set of possibilities.
• At rate λ each infected half-edge pairs with a randomly chosen half-edge. If the vertex
y associated with that half-edge is susceptible then it becomes infected. Note that if
vertex y changes from state S to I then all half-edges attached to y become infected
half-edges.
• Each infected half-edge gets removed from the vertex that it is attached to at rate ρ
and immediately becomes re-attached to a randomly chosen vertex.
When there are no infected half-edges the process stops. Then we pair all remaining half-
edges at random. We refer to this process as coupled-evoSI process or simply the C-evoSI
process.
We claim that it suffices to study the number of infected vertices in the C-evoSI process
to recover the behavior of original evoSI. Indeed, one can construct a graph G which has
the law of CM(n,D) such that the law of evolution of the set of vertices in state S and I in
C-evoSI process is the same as that in original evoSI process on the G. The graph G can be
constructed as follows. Initially, each vertex of G has the same number of half edges as in the
C-evoSI process at time 0. We assign a unique label to each half-edge and correspondingly
label the half-edges in G. Whenever two half-edges combine into one edge in C-evoSI process
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we pair the two half-edges with the same labels in G. It’s clear that the pairings of half-edges
is done at random. Hence G itself has the law of CM(n,D). Moreover, if we use the same
Poisson clocks of C-evoSI for the evoSI on G, then at each time the set of vertices in state
S are the same for the C-eovSI and evoSI. Hence we deduce the final size of epidemic is also
the same.
From now on we will study the C-evoSI process. Let Xt be the total number of half-edges
at time t in the C-eovSI. At time t let XI,t be the number of half-edges that are attached to
infected vertices, let It be the number of infected vertices, and let It,k be the total number of
infected vertices with k half-edges. Similarly we can define XS,t, St,k and St with ‘infected’
replaced by ‘susceptible’. Note that we have suppressed n, the size of G, in these expressions.
For the purpose of deriving limiting equations it will be convenient to follow the approach
in Section 3 of [8] and consider the time-changed dynamics where we multiply the original
transition rates by a factor (Xt−1)/(λXI,t). When XI,t = 0 the infected process gets stopped
so this rate change is always well defined. We use an overline to indicate the quantities in
time-changed process. For example, X t is the total number of half-edges at time t in the
time-changed process. We refer to the time-changed process as T-evoSI process.
To begin we prove the following lemma, Recall the definitions of G and α in (4) and (6),
respectively.
Lemma 3.1. Suppose the initial fraction of (randomly chosen) infected individual converges
to aI (aI can be 0). Let aS = 1 − aI . Let γn be the first time that XI,t reaches 0. Let
w = exp(−z) and m1 = E(D). We have the following convergences in probability as n→∞
sup
0≤z≤γn
∣∣∣∣Xzn −m1w2
∣∣∣∣→ 0, (34)
sup
0≤z≤γn
∣∣∣∣∑k Sz,kn − aS exp(−α2 (w − 1)2)G(w)
∣∣∣∣→ 0, (35)
sup
0≤z≤γn
∣∣∣∣∑k kSz,kn − aS exp(−α2 (w − 1)2)w(G′(w) + α(1− w)G(w))
∣∣∣∣→ 0. (36)
Proof of (34). Note the dynamics for X t has the same transition rates as the time-changed
SIR dynamics (the difference between SI and SIR is that in SIR infected vertices will become
recovered at some rate). Thus the equation (3.4) in [8] still holds true in T-evoSI, which
gives for any fixed t,
sup
0≤z≤t∧γn
∣∣∣∣Xzn −m1 exp(−2z)
∣∣∣∣ converges to 0 in probability. (37)
In order to upgrade sup0≤z≤t∧γn to sup0≤z≤γn , we note that for any  > 0, we can pick a
sufficiently large T s.t. m1 exp(−2T ) < . Then by monotone decreasing property of X t we
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see
P
(
γn > T, sup
T<z≤γn
∣∣∣∣Xzn −m1 exp(−2z)
∣∣∣∣ > 3) ≤ P(γn > T,XT/n > 2) (38)
≤ P
(
sup
0≤z≤T∧γn
∣∣∣∣Xzn −m1 exp(−2z)
∣∣∣∣ > ) ≤ ,
for n large enough. Thus we deduce
lim
n→∞
P
(
sup
0≤z≤γn
∣∣∣∣Xzn −m1w2
∣∣∣∣ > ) ≤ 2
with w(z) = exp(−z) for n sufficiently large, which proves the first result.
The rest of this section is devoted to the proofs of (35) and (36). Again we first prove
the weaker version with sup0≤z≤t∧γn . The proof is divided into three parts.
3.1 Tightness of St,k
We first consider St,k, the number of susceptible vertices with k half-edges at time t in the
C-evoSI process (i.e., without the time change). We have the following equation
dSt,k = −
(
λXI,t
kSt,k
Xt − 1
)
dt+
(
1{k≥1}ρXI,t
St,k−1
n
)
dt−
(
ρXI,t
St,k
n
)
dt+ dMt,k (39)
To explain the terms
1. At rate λXI,t infections occur. The infected half-edge attaches to a susceptible with
k half-edges, which we call an Sk, with probability kSk,t/(Xt − 1). The −1 in the
denominator is because the edge will not connect to itself.
2. At rate ρXI,t rewirings occur. If k ≥ 1, the edge gets attached to an Sk−1 with
probability (k − 1)Sk−1,t/(Xt − 1) promoting it to an Sk.
3. If the rewired edge gets attached to an Sk, which occurs with probability kSk,t/(Xt−1),
it is promoted to an Sk+1 and an Sk is lost.
4. If Zt is a Markov chain with generator L then Dynkin’s formula implies
f(Zt)−
∫ t
0
Lf(Xs) ds is a martingale.
See Chapter 4, Proposition 1.7 in [5]. Fortunately, we do not need an explicit formula
for the martingale. All that is important is that when f(Zt) = St,k, M ·,k has jumps
equal to ±1.
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The equation for St,k can be then obtained by multiplying the first three terms in the
right hand side of (39) by the time change, leading to
dSt,k =−
(
λXI,t
X t − 1
λXI,t
kSt,k
X t − 1
)
dt+
(
1{k≥1}ρXI,t
X t − 1
λXI,t
St,k−1
n
)
dt
−
(
ρXI,t
X t − 1
λXI,t
St,k
n
)
dt+ dM t,k. (40)
Here M t,k is a time-change version of the previous martingale so it still has jumps ±1. The
M t,k is also a margingale.
Cancelling common factors and dividing both sides by n we get
d
(
St,k
n
)
= −
(
k
St,k
n
)
dt+
(
1(k≥1)
ρ
λ
X t − 1
n
St,k−1
n
)
dt
−
(
ρ
λ
X t − 1
n
St,k
n
)
dt+ d
(
M t,k
n
)
. (41)
We now show that for all k ≥ 0,
sup
0≤z≤t∧γn
∣∣M z,k∣∣ /n converges to 0 in probability. (42)
To do this we note that the quadratic variation of M t∧γn,k, which is also equal to E(M
2
t∧γn,k),
is bounded above by the expectation of total number of jumps in the whole T-evoSI process,
which is equal to
E
(
X0/2 +
X0∑
j=1
Nj
)
,
where the 2 in the denominator is because each pairing event takes two half-edges and Nj is
the number of times that half-edge j gets transfered to another vertex. Note that an infected
half-edge gets rewired before being paired with probability at most ρ/(λ+ρ) and susceptible
half-edge can’t gets rewired unless the vertex it is attached to becomes infected. Thus, Nj
is stochastically dominated by a geometric(ρ/(λ + ρ)) distributed random variable, so that
for all j, E(Nj) ≤ C for some constant C. Therefore by L2 maximal inequality applied to
submartingale
∣∣M t∧γn,k∣∣.
E
(
sup
0≤z≤t∧γn
M
2
r,k
)
≤ 4E(M2t∧γn,k) ≤ Cn, (43)
where C is a constant whose value is unimportant.
Since S0,k/n ≤ 1, we know S0,k/n is a tight sequence. To establish weak convergence of
S0,k/n we need to show for any fixed , δ > 0, there exist θ > 0, n0 ∈ N s.t. for n ≥ n0
P
(
sup
|z1−z2|≤θ,z1,z2≤t
∣∣Sz1∧γn,k − Sz2∧γn,k∣∣ /n ≥ δ
)
≤ . (44)
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To this end, we note that there exist a constant C s.t.
P(X0/n > C) ≤ /3, (45)
since E(X0) = E(
∑n
i=1Di) = nm1. Hence using St,k−1 + St,k ≤ n and X t ≤ X0 with (41)
P
(
sup
|z1−z2|≤θ,z1,z2≤t
∣∣Sz1∧γn,k − Sz2∧γn,k∣∣ /n ≥ δ
)
≤ P
(
kθ >
δ
4
)
+ 2P
(
ρ
λ
X0
n
θ ≥ δ
4
)
+ P
(
2 sup
0≤z≤t∧γn
∣∣M r,k/n∣∣ ≥ δ
4
)
.
Using (45) and (43), we see that if we pick θ small and n large then the last line is ≤ .
Hence Sz∧γn,k/n, 0 ≤ z ≤ t, as an element of D, the space of right continuous paths
with left limits, satisfies condition (ii) of Proposition 3.26 in [6], and for any subsequence
of St,k/n we can extract a further subsequence that converges in distribution to a process
st,k with continuous sample path. By Skorokhod representation theorem we can assume the
convergence is actually in the almost sure sense and we can also assume that Xs/n converges
a.s. to m1 exp(−2s) in the time interval [0, t].
3.2 Convergence of St,k/n
Having established tightness, a standard argument implies that we can show the convergence
of St,k/n by establishing that the limit st,k is independent of the subsequence. First consider
the case k = 0. The first two terms on the right-hand side of (41) are 0, so using (42) and
(34) we see that any subsequential limit st,0 has to satisfy the equation
st,0 = −ρ
λ
m1
∫ t
0
exp(−2z)sz,0dz. (46)
Since z → exp(−2z) is Lipschitz continuous so this has a unique solution.
Repeating this process for k ≥ 1 we see that any subsequential limit sr,k of Sz,k/n satisfies
the differential equation
s′t,k = −kst,k − α exp(−2t)st,k + 1{k≥1}α exp(−2t)st,k−1, (47)
where α = ρm1/λ.
This system of equations can be solved explicitly. First we rewrite the equations as
s′t,k + [k + α exp(−2t)]st,k = 1(k≥1)α exp(−2t)st,k−1.
Define
gt,k = exp (kt+ (α/2)(1− exp(−2t))) st,k, (48)
then
g′t,0 = α exp(−2t)gt,0 + exp((α/2)(1− exp(−2t))s′t,0
= α exp(−2t) exp((α/2)(1− exp(−2t)))st,0
+ exp(α/2)(1− exp(−2t))[−α exp(−2t)]st,0 = 0.
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Let Ak,t = exp(kt+ (α/2)(1− exp(−2t))). An almost identical calculation for k ≥ 1 gives
g′t,k = [k + α exp(−2t)]gt,k + Ak,ts′t,k
= [k + α exp(−2t)]At,kst,k
+ At,k{[−k − α exp(−2t)]st,k + α exp(−2t)st,k−1},
so we have
g′t,k = At,kα exp(−2t)st,k−1 = α exp(−t)gt,k−1.
Making the change of variable τ = α(1 − exp(−t)) and letting hτ,k = gt,k then we have
hτ,0 is constant and
h′τ,k = hτ,k−1, k ≥ 1,
from which we see hτ,k is a polynomial of degree k in τ and for all l ≤ k the l-th derivative
of hτ,k at 0 equals h0,k−l. From this we see for all k,
hτ,k =
k∑
l=0
h0,k−l
l!
τ l.
The initial conditions are g0,k = h0,k = s0,k = aSdk. It follows that
hτ,k = aS
k∑
l=0
dk−lτ l
l!
, (49)
and hence using definitions of s, g, and h
gt,k = hτ,k = aS
k∑
l=0
dk−l
l!
(α(1− w))k, (50)
st,k = aS exp
(
−α
2
(1− w2)
)
wk
k∑
l=0
dk−l
l!
(α(1− w))l, (51)
where w = exp(−t).
3.3 Summing the st,k
We pause to record the following fact which we will use later. From the explicit expression
for st,K in (51), dropping he constant in front and writing k = (k − `) + `
sup
0≤z≤t
∑
k≥K
ksz,k ≤ sup
0≤w≤1
∑
k≥K
k∑
l=0
(k − l)dk−l
l!
(α(1− w))lwk,
+ sup
0≤w≤1
∑
k≥K
k∑
l=1
`dk−l
l!
(α(1− w))lwk. (52)
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The ` = 0 term in the first sum is
≤
∑
k≥K
kdk.
The remainder of the two sums is
≤ sup
w
wK(1− w)
[ ∑
k≥`,`≥1
(
α`(k − `)dk−`
`!
+
α``dk−`
`!
)]
.
Interchanging the order of summation in the double sum and letting m = k − ` it is
≤
∞∑
`=1
` · α
`
`!
( ∞∑
m=0
mdm + dm
)
≤ Cα,D
Combining our calculations
lim sup
K→∞
sup
0≤z≤t
∑
k≥K
ksz,k = 0. (53)
We can use this bound to show that
∑∞
k=0 St,k/n converges to
∑∞
k=0 st,k as well as∑∞
k=0 kSt,k/n converges to
∑∞
k=0 kst,k. Since the proofs are similar, we only prove the second
result. We fix a large number K and observe
∑
k≥K kSt,k satisfies the differential equation
d
(∑
k≥K
kSt,k
)
=−
(∑
k≥K
k2St,k
)
dt+ ρXI,t
Xt − 1
λXI,t
KSt,K−1
n
dt
+
∑
k≥K
ρXI,t
X t − 1
λXI,t
St,k
n
dt+ dMˆt,K , (54)
where Mˆt,K is some martingale term such that
∑
t
(Mˆt,k − Mˆt−,k)2 ≤ 3
n∑
`=1
Q2` , (55)
where Q` is the number of half-edges that vertex ` has before it becomes infected. This
follows from the observation that there are two sources for the jump of
∑
k≥K KSt,k:
• A susceptible vertex ` with at least K half-edges gets infected. Then ∑k≥K KSt,k
drops by the degree of this vertex, N`. Each vertex can contribute to this type of jump
at most once.
• A half-edge of an infected vertex gets transfered to a susceptible vertex of degree at
least K−1. Then∑k≥K kSt,k increases by either ≤ K (if the vertex gaining a half-edge
had K − 1 half-edges before) or 1 (if the verte gainning a half-edge had at least K
half-edges before). Vertex ` can contribute at most Q` times to jump of size 1 and at
most once to jump of size K.
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Initially vertex ` has D` half-edges. As time grows the half-edges of other vertices might
be transfered to vertex `, the number of which is dominated by
V = Binomial(W, 1/n) where W =
∑
mDm. (56)
Thus we have
E(Q`)2 ≤ E(D` + V )2 ≤ 2ED2 + 2EV 2. (57)
Conditioning on the value of W we have
EV 2 = (1/n)(1− 1/n)EW + E(W/n)2 ≤ C, (58)
and using (55) it follows that
E
(
sup
0≤z≤t∧γn
∣∣∣Mˆz,k∣∣∣2) ≤ 4E(Mˆ2t∧γn,k) ≤ Cn. (59)
Writing (54) as an integral equation and dropping the negative term −(∑k≥K k2St,k) we
see ∑
k≥K
kSz∧γn,k ≤
∑
k≥K
kS0,k +
ρ
λ
K
∫ z
0
Xu∧γn
n
Su∧γn,K−1du
+
ρ
λ
∫ z
0
Xu∧γn
n
∑
k≥K
Su∧γn,k + Mˆz∧γn,k.
Take sup0≤z≤t on both sides we have
sup
0≤z≤t∧γn
∑
k≥K
kSz,k ≤
∑
k≥K
kS0,k +
ρ
λ
K
∫ t
0
sup
0≤u≤z∧γn
Xu
n
Su,K−1dz
+
ρ
λ
∫ t
0
sup
0≤u≤z∧γn
Xu
n
∑
k≥K
Su,kdz + sup
0≤z≤t∧γn
Mˆz,k.
(60)
Dividing both sides of (60) by n, taking the square and using (a + b + c + d)2 ≤ 4(a2 +
b2 + c2 + d2) we have
(
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2
≤ 4
(∑
k≥K
kS0,k
n
)2
+ 4
(ρ
λ
K
)2
t
∫ t
0
(
sup
0≤z≤t∧γn
Xu
n
Su,K−1
)2
dz
+4
(ρ
λ
)2
t
∫ t
0
(
sup
0≤u≤z∧γn
Xu
n
∑
k≥K
Su,k
)2
dz + 4
(
sup
0≤z≤t∧γn
Mˆz,k
)2
, (61)
where we have also used the Cauchy-Schwarz inequality to conclude(∫ t
0
[
sup
0≤u≤z∧γn
g(u)
]
dz
)2
≤ t
∫ t
0
[
sup
0≤u≤z∧γn
g2(u)
]
dz.
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If we use Eˆ to denote the conditional expectation with respect to the σ-algebra generated
by X0 = X0, then for any  > 0, using equation (59) we can find a C2 > 0 so that.
P
(
Eˆ
(
sup
0≤z≤t∧γn
Mˆ2z,k
)
> C2n
)
≥ .
By choosing C2 large we may also assume P(X0/n > C2) ≤ .
Taking the conditional expectation of (61) with respect to X0 we see on the event
Ω0 = {X0/n ≤ C2} ∩
{
Eˆ( sup
0≤z≤t∧γn
Mˆ2z,k) ≤ C2n
}
which has probability ≥ 1− 2, we have
Eˆ
(
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2
≤ C3t
∫ t
0
Eˆ
( sup
0≤u≤z∧γn
∑
k≥K kSu,k
n
)2 dz
+ C4
K2tEˆ [( sup
0≤z≤t∧γn
Sz,K−1
n
)2]
+
1
n
+ Eˆ
(∑
k≥K
kS0,K
n
)2 .
(62)
If we let
φ(t) = Eˆ
(
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2
,
and B = the second line in (62) then on [0, t] we have
φ(s) = C3s
∫ s
0
φ(r) dr +B.
Gronwall’s inequality gives
if φ(t) ≤ α(t) +
∫ t
0
β(s)φ(s) ds, then φ(t) ≤ α(t) exp
(∫ t
0
β(s) ds
)
(63)
provided β(t) ≥ 0 and α(t) is nondecreasing. So applying (63) we have φ(t) ≤ B exp(C3t2/2)
on Ω0, that is,
Eˆ
(
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2
≤ C4 exp(C3t2/2)
K2tEˆ ( sup
0≤z≤t∧γn
Sz,K−1
n
)2
+
K2
n
+ Eˆ
(∑
k≥K
kS0,K
n
)2  . (64)
To control the first term on the right we use the convergence of St,K−1/n to st,K−1 in prob-
ability as well as the bounded convergence theorem (St,K−1/n ≤ 1) to see
lim sup
n→∞
Eˆ
(
sup
0≤z≤t∧γn
Sz,K−1
n
)2
≤
(
sup
0≤z≤t
sz,K−1
)2
.
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Using this and equation (53) if we first pick a large K then for all n sufficiently large all three
terms on right hand side of (64) smaller than 2/3 with probability at least 1− , which in
turn implies that there is a set Ω1 with P(Ω1) ≥ 1− 3, so that on Ω1 the following is true
Eˆ
(
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2
≤ 2.
It follows that
E
(
1Ω1Eˆ
(
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2)
= E
(
1Ω1 sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
)2
≤ 2.
Using P(Ω1) ≥ 1− 3 and Chebyshev inequality, we see that with probability ≥ 1− 4,
sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
≤ .
Fixing t and  and using the triangle inequality
sup
0≤z≤t∧γn
∣∣∣∣∣
∑
k≥0 kSz,k
n
−
∑
k≥0
ksz,k
∣∣∣∣∣ ≤ sup0≤z≤t∧γn
∣∣∣∣∣
∑
k≥0 kSz,k
n
−
∑
k≥0
ksz,k
∣∣∣∣∣
+ sup
0≤z≤t∧γn
∑
k≥K kSz,k
n
+ sup
0≤s≤t
∑
k≥K
ksz,k.
(65)
By first choosing K large enough and then n large enough we can make both the first and
second term on the right hand side of (65) smaller than  with probability at least 1 − 4.
The third term can also be made smaller than  using (53).
Since  is arbitrary we get convergence of
∑∞
k=0 kSz,k/n to
∑∞
k=0 ksz,k for 0 ≤ z ≤ t ∧ γn
in probability. To find
∑∞
k=0 st,k and
∑∞
k=0 kst,k, recall that G(w) = E(wD). The limit of
fraction of susceptible nodes st satisfies
st =
∞∑
k=0
st,k = aS exp(−(α/2)(1− w2))
∑
p,l≥0
dp
l!
(α(1− w))lwp+l
= aS exp(−(α/2)(1− w)2)G(w).
(66)
The limit of (scaled) number of susceptible half-edges satisfies
xS,t =
∞∑
k=0
kst,k = aS exp(−α
2
(1− w2))
∑
p,l≥0
(p+ l)
dp
l!
(α(1− w))lwp+l.
The double sum
= w
∑
p≥0
pdpw
p−1∑
l≥0
(α(1− w)w)l
l!
+ αw(1− w)
∑
p≥0
pdpw
p−1∑
l≥1
(α(1− w)w)l−1
(l − 1)! ,
so we have
xS,t = aS exp(−(α/2)(1− w)2)w(G′(w) + α(1− w)G(w)). (67)
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3.4 Extension to time γn
We have proved the second and third statements of Lemma 3.1 with 0 ≤ z ≤ γn replaced by
0 ≤ z ≤ t ∧ γn for any fixed t. To upgrade to 0 ≤ z ≤ γn, note that
∑
k kSt,k ≤ X t. Picking
a large T satisfying (m1 + α) exp(−T ) ≤  and re-using equation (38) we obtain
P
(
γn > T, sup
T≤z≤γn
∣∣∣∣∑k kSz,kn − aS exp(−α2 (w − 1)2)w(G′(w) + α(1− w)G(w))
∣∣∣∣ ≥ 3)
≤P
(
γn > T, sup
T≤s≤γn
∑
k
kSt,k/n > 2
)
(68)
≤P(γn > T,XT/n > 2) ≤ .
This proves (36). The proof of (35) is slightly more complicated. Again we fix T with
(m1 + α) exp(−T ) ≤  as well as
exp
(−α/2 (exp(−T )− 1)2)G(exp(−T ))−G(0) ≤ . (69)
Using
∑
k≥1 St,k ≤
∑
k kSt,k and equation (68) we see
P(γn > T, sup
T≤t≤γn
(
∑
k≥1
St,k)/n > 2) ≤ .
Using the weaker version of equation (35) with sup0≤z≤T∧γn we see
P(γn > T,
∣∣ST,0/n− aS exp (−α/2 (exp(−T )− 1)2)G(exp(−T ))∣∣ > ) ≤ . (70)
On the event {γn > T}, supT≤t≤γn
∣∣ST,0 − St,0∣∣ can be bounded by XT , since in order to lose
a susceptible vertex of degree 0 there must be a half-edge transfered to it. It follows that
P
(
γn > T, sup
T≤t≤γn
∣∣ST,0 − St,0∣∣ /n > 2) ≤ P (γn > T,XT/n > 2) ≤ . (71)
Finally, equation (69) and the fact that exp
(−α/2 (exp(−t)− 1)2)G(exp(−t)) is decreasing
in t imply
sup
t,t′>T
∣∣∣exp (−α/2 (exp(−t)− 1)2)G(exp(−t)) (72)
− exp
(
−α/2 (exp(−t′)− 1)2
)
G(exp(−t′))
∣∣∣ ≤ .
Combining equations (70), (71) and (72) we conclude
P
(
γn > T, sup
T<t≤γn
∣∣∣∣∣∑
k
St,k/n− aS exp(−α/2(w − 1)2)G(w)
∣∣∣∣∣ > 10
)
≤ 3,
which then proves (35) and concludes the proof of Lemma 3.1.
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3.5 Completing the proof of Theorem 2
Recall for all t ≤ γn we have Xt ≥ XS,t and at γn we have Xt = XS,t since γn is the time
that we run out of infected half-edges and the dynamics stops. Note that by the definition
of f in (10) we have
exp(f(w)) =
xt
xS,t
.
We can rewrite f as
f(w) = log(m1) + log(w)− log(G′(w) + α(1− w)G(w)) + α
2
(w − 1)2.
Taking the derivative we have
f ′(w) =
1
w
− G
′′(w)− αG(w) + α(1− w)G′(w)
G′(w) + α(1− w)G(w) + α(w − 1). (73)
To evaluate f ′(1), recall that G(1) = 1, G′(1) = m1 and G′′(w) = E[D(D − 1)] = m2 −m1.
The terms with 1− w vanish. Using α = ρm1/λ from (6), it follows that
f ′(1) = 1− m2 −m1 − ρm1/λ
m1
= −
(
m2 −m1
m1
− ρ
λ
)
.
Theorem 1 tells us that in the supercritical case, we have λ > (ρm1)/(m2 − 2m1), and
hence f ′(1) < 0, which implies f is positive on (1 − δ, 1) for some δ > 0. Suppose we start
from vertex 1 infected (which means the limiting fraction of initially susceptible vertices
aS = 1). As we have mentioned in Theorem 1 when η > 0 is small, the probability of
I∞/n > η is close to the survival probability of two-phase branching process with offspring
distribution Binomial(D,λ/(λ+ ρ)) for the first generation and Binomial(D∗− 1, λ/(λ+ ρ))
for all later generations. Conditional on I∞/n > η for some small η, Lemma 3.1 implies that
with high probability γn is also bounded from below by some small number T (depending
on η), since otherwise we would have∑
k
Sγn,k/n > exp
(
−α
2
(exp(−T )− 1)2
)
G(exp(−T )),
contradicting with
∑
k Sγn,k/n = 1−
∑
k Iγn,k/n ≤ 1− η if T is small enough.
Recalling the definition of σ in statement of Theorem 2) we see that for any  > 0, f(w)
is bounded from below by some positive constant for w ∈ [σ+ , exp(−T )]. Thus conditional
on I∞/n > η, with high probability XI,s = X t − XS,t is positive for s ∈ [0,− log(σ + )]
since for such t exp(f(w)) = xt/xS,t > 1. Since γn is the first time XI,t reaches 0, we have
{γn ≥ − log(σ + )}. Using the monotone decreasing property of
∑
k Sz,k and the second
statement of Lemma 3.1 we see that conditional on I∞/n > η, with high probability∑
k
Sγn,k/n ≤ exp
(
−α
2
(σ + − 1)2
)
G(σ + ).
Hence for any  > 0,
lim inf
n→∞
P1(I∞/n > ν − |I∞/n > η) = 1,
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where ν = 1− exp(−α/2(σ − 1)2)G(σ).
For the other direction, (?) implies that we can pick δ > 0 so that f(w) < 0 on (σ− δ, δ).
Lemma 3.1 thus implies with high probability γn cannot be larger than − log(σ − δ) since
otherwise we would have X− log(σ−δ) < XS,− log(σ−δ), which is impossible. Since δ is arbitrary
we conclude that for any  > 0
lim
n→∞
P1(I∞/n < ν + ) = 1.
4 Proof of Theorem 3
From (73) we see that as λ→ λc we have f ′(1)→ 0. The second derivative of f is given by
f ′′(w) = − 1
w2
− G
′′′ + α(1− w)G′′ − 2αG′
G′ + α(1− w)G +
(
G′′ − αG+ α(1− w)G′
G′ + α(1− w)G
)2
+ α
Recall µk denotes the factorial moment E[(D(D− 1) · · · (D− k+ 1)]. We have assumed that
the distribution of D has finite third moment so
G′′′(1) = E[D(D − 1)(D − 2)] = µ3,
Since the terms with 1− w vanish, inserting the values of G(1), G′(1), G′′(1) and G′′′(1), it
follows that
f ′′(1) = −1− G
′′′(1)− 2αG′(1)
G′(1)
+
(
G′′(1)− αG(1)
G′(1)
)2
+ α,
= −1− µ3
m1
+ 2α +
(
m2 −m1 − α
m1
)2
+ α.
Theorem 1 tells us that αc = m2 − 2m1 so
−1 +
(
m2 −m1 − αc
m1
)2
= 0.
From this, we see that at αc
f ′′(1) =
−µ3 + 3m1m2 − 6m21
m1
.
Using µ1 = m1, µ2 = m2 −m1 this can be written as
f ′′(1) = −µ3
µ1
+ 3(µ2 − µ1) ≡ ∆.
By Theorem 2 it suffices to prove that in the case ∆ > 0 we have σ is bounded below by
a positive constant as λ→ λc and in the case ∆ < 0 we have σ is converges to 0 as λ→ λc.
∆ > 0. In this case for λ sufficiently close to λc we know there exists a (non-shrinking)
neighborhood of 1 s.t. f ′′(1) > 0 in this neighborhood. Since f(1) = 0 and f ′(1) is negative
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for λ sufficiently close to λc. We conclude for λ close to and greater than λc, f
′(w) stays
negative and so f(w) > 0 in some interval (1−δ, 1). Hence σ = sup{w : f(w) = 0, 0 < w < 1}
does not converge to 1 as λ→ λc and we get a discontinuous phase transition.
∆ < 0. This implies for λ close to λc, in a (non-shrinking) neighborhood of 1, f
′′(w) has to
be bounded from above by some negative constant. Since f ′(1) converges to 0 as λ→ λc we
conclude that for any fixed w < 1, for all λ sufficiently close to λc one can find wˆ ∈ (w, 1) so
that f(wˆ) < 0. Using the definition of σ we see σ > wˆ > w. Letting w → 1, we see σ has to
converge to 1 as λ→ λc. Hence we have a continuous phase transition.
If ED2 <∞ and ED3 =∞ then ∆ = −∞
5 Proof of Theorem 4
Suppose initially we randomly select n individuals to be infected. This implies I0/n → 
and XI,t/n→
∑
k kI0,k/n = m1. Let G be the generating function of the degree distribution
and consider the ODE system
y′(t) = − y
λz
m1w
2 + (1− ) exp(−(α/2)(1− w)2)w(G′(w) + α(1− w)G(w)), (74)
z′(t) = −1 + λ+ ρ
λ
m1w
2 +
ρ
λ
m1w
2y (75)
+ (1− ) exp(−(α/2)(1− w)2)w2[G′′(w) + 2α(1− w)G′(w) + α2(1− w)2G(w)],
where w = exp(−t) and initially y(0) = , z(0) = m1. Note this is exactly the system of
equations (22) and (23) but we write (y, z) instead of (y, z) for simplicity of notation (since
 is fixed in this section).
Lemma 5.1. For any 0 < δ < m1, let τ
n
δ be the first time
∑
k kI t,k/n < δ, then we have
sup
0≤t≤τnδ
(∣∣I t/n− yt∣∣+ ∣∣XI,t/n− zt∣∣)→ 0 in probability.
Proof of Lemma 5.1. We have the following equation for the evolution of It,k, the number
of infected vertices with k half-edges. There should be a dt after each drift term in the
equations that follow, but for simplicity we do not write them.
dIt,k =− It,k + λ ((k + 1)It,k+1 − kIt,k)
+ λXI,t
(k + 1)St,k+1
Xt − 1 + ρ ((k + 1)It,k+1 − kIt,k)
+ ρXI,t
(
It,k−1
n
− It,k
n
)
+ dMt,k,
where It,−1 = 0 and Mt,k is some martingale term. To explain the equation, the first term
comes from infected vertices recovering at rate 1. In the second term It,k increases by 1 when
an infected vertex with k + 1 half-edges gets paired with a susceptible, while It,k decreases
by 1 when the paired vertex has k half-edges. The third term corresponds to a susceptible
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vertex with (k + 1) half-edges getting infected, which increases It,k by 1. The fourth term
has an interpretation similar to the second term, except that this time the change is due to a
half-edge being rewired from a vertex with k+ 1 or k half-edges. The fifth term corresponds
to a half-edge being transfered to an infected vertex with (k − 1) half-edges or k half-edges
resulting in an increase or decrease in Ik,t by 1.
Introducing the time change κt = (X t − 1)/(λX t,I) as evoSI,
dI t,k =− κtI t,k + κtλ
(
(k + 1)I t,k+1 − kI t,k
)
+ κtλXI,t
(k + 1)St,k+1
X t − 1
+ κtρ
(
(k + 1)I t,k − kI t,k
)
(76)
+ κtρXI,t
(
I t,k−1
n
− I t,k
n
)
+ dM t,k.
When we sum over k the second, fourth, and fifth terms telescope to 0, so filling in the value
of κt and doing some cancelling in the second term
dI t = −(X t − 1)
λX t,I
I t +
∑
k
(k + 1)St,k+1 + dM
I
t . (77)
We will show the martingale term M
1
t is o(n). Once this is done we can use Lemma 3.1 with
aS = 1−  to conclude
y′(t) = − y
λz
m1w
2 + (1− ) exp(−(α/2)(1− w)2)w(G′(w) + α(1− w)G(w)).
Multiplying (76) by k and summing we have
∞∑
k=1
k(k + 1)I t,k+1 − k2I t,k = −
∞∑
j=1
jI t,j = −XI,t in terms two and four,
∞∑
k=1
kkI t,k−1 − kI t,k =
∞∑
j=0
I t,j = I t in term five.
So we have
dXI,t =− κtXI,t − κtλXI,t + κtλXI,t
∑
k
(k + 1)St,k+1
X t − 1
− κtρXI,t + κtρXI,t I t
n
+ dM
X
t .
Using κt = (X t − 1)/(λXI,t and cancelling gives
dXI,t = −
(
1
λ
+ 1 +
ρ
λ
)
(X t − 1) +
∑
k
k(k + 1)St,k+1 (78)
+
ρ
λ
(X t − 1)I t
n
+ dM
X
t .
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The first term on the right-hand side comes from terms one, two and four in the previous
equation.
To get the equation for z′(t) we need an expression for
∑
k k(k+ 1)st,k+1. Using (51) and
computing as in (67) we have∑
k
k(k + 1)st,k+1 = aS exp(−α
2
(1− w2))
∑
p,l≥0
(p+ l)(p+ l − 1)dp
l!
(α(1− w))lwp+l.
Writing (p+ l)(p+ l − 1) = p(p− 1) + 2pl + l(l − 1) the above becomes
aS exp(−(α/2)(1− w2))
(∑
p≥0
p(p− 1)dpwp
∑
l≥0
(α(1− w)w)l
l!
+2
∑
p≥0
pdpw
p
∑
l≥0
l
l!
(α(1− w)w)l +
∑
p≥0
dpw
p
∑
l≥0
l(l − 1)
l!
(α(1− w)w)l
)
.
Evaluating the sums over p by noticing they are derivatives of generating functions give
aS exp(−(α/2)(1− w)2)
(
w2G′′(w) + 2α(1− w)w2G′(w) + (αw(1− w))2G(w)) , (79)
where we have used exp(−(α/2)(1−w2))·exp(α(w−w2)) = exp(−(α/2)(1−w)2). Combining
this with (78) gives the equation for z′(t), assuming M
2
t = o(n).
5.1 Tightness
In this subsection we show the tightness for I t/n and XI,t/n up to time τ
n
δ . As in the proof
of tightness of St,k given in Section 3.1, we do this by bounding the drift term and the
martingale term in the stochastic diferential equations for I t/n and XI,t/n.
We first show for any fixed η, κ > 0, there exist θ > 0, n0 ∈ N s.t. for n ≥ n0
P
(
sup
|t1−t2|≤θ
∣∣I t1∧τnδ − I t2∧τnδ ∣∣ /n ≥ κ
)
≤ η. (80)
By the definition of τnδ we have for t ≤ τnδ
X t − 1
λXI,t
I t +
∑
k
(k + 1)St,k+1 ≤ X0
λδn
n+X0 ≤ (1 + 1
λδ
)X0.
Since X0 = X0 =
∑n
i=1Di with Di having finite mean we see for some constant C
P
(
sup
0≤s≤t∧τnδ
∣∣∣∣∣−X t − 1λXI,t I t +
∑
k
(k + 1)St,k+1
∣∣∣∣∣ > Cn
)
≤ η. (81)
To bound the martingale M
I
t associated with I t, we use exactly the same strategy as in
the proof of (55). Specifically, we show that the quadratic variation of M
I
t∧γn , which is also
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equal to E[(M It )2], is bounded above by the expectation of total number of jumps in the
whole T-evoSI process (since the jump size of I t is 1). If we let Nj is the number of times
that half-edge j gets transfered to another vertex, the expectation of the total number of
jumps is equal to
E
(
X0/2 +
X0∑
j=1
Nj
)
< Cn.
In the setting of evoSIR Nj is dominated by a geometric random variable with success
probability ρ/(ρ+λ+ 1), with the +1 is to account for the fact each infected vertex recovers
at rate 1.
Therefore by L2 maximal inequality applied to the martingale M
I
t∧τnδ .
E
(
sup
0≤z≤t
(M
I
z∧τnδ )
2
)
≤ 4E[(M It∧τnδ )
2] ≤ Cn. (82)
By monotone convergence we see
E
(
sup
0≤z≤τnδ
(M
I
z)
2
)
≤ Cn. (83)
Equation (80) now follows from using (81), (83), and the triangle inequality on (77). Since
0 ≤ I t/n ≤ 1, this proves tightness of the sequence I t/n.
We now prove the tightness of XI,t assuming
sup
0≤t≤γn
∣∣∣∣∣∑
k
k(k + 1)St,k+1/n−
∑
k
k(k + 1)st,k+1
∣∣∣∣∣→ 0 in probability as n→∞. (84)
Since
∑
k k(k+1)st,k+1 is bounded by G
′′(1)+2αG′(1)+α2G(1) which is a finite constant,
this claim implies the process
∑
k k(k + 1)St,k+1/n is also bounded with high probability.
Thus the drift terms in equation (78) are uniformly bounded with high probability. To
analyze the martingale term M
X
t , we observe the following sources for the jumps of M
X
t :
• An infective half-edge pairs with another infective half-edge. This decreases XI,t by 2.
Such jumps can occur at most X0/2 times.
• An infective half-edge pairs with a susceptible half-edge attached to vertex `. This
increases XI,t by Q`− 2, where Q` is the number of half-edges that vertex ` has before
being paired. Each susceptible vertex can contribute at most once to such jumps.
• An infective half-edges gets transfered to a susceptible vertex. This decreases XI,t by
1. Recall we use Nj to denote the number of time the j-th half-edge gets transferred.
• An infected vertex ` becomes recovered. This decreases X t by the number of half-edges
of ` at that time. Each infected vertex can contribute at most once.
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If we use Q` to denote the number of half-edges that vertex ` has before it gets infected
(if ` is infected initially we let Q` be the half-edges at time 0) and use Qˆ` to denote the
number of half-edges that ` has at the time it becomes recovered then
E(MXt∧τnδ )
2 ≤ 2
(
E(X0) + E
(
X0∑
j=1
Nj
)
+ E
(∑
`
Q2`
)
+ E
(∑
`
Qˆ2`
))
. (85)
Since Q` and Qˆ` are both dominated by D`+V where V = Binomial(X0, 1/n), using equation
(57) and (58) we see
E
(
sup
0≤z≤t∧τnδ
(
M
X
z
)2)
≤ 4E[(MXt∧τnδ )
2] ≤ Cn. (86)
where C depends on the degree distribution but is independent of t. Letting t→∞ gives
E
(
sup
0≤z≤τnδ
(M
X
z )
2
)
≤ Cn (87)
From this it follows that for any fixed η, κ > 0, there exist θ > 0, n0 ∈ N s.t. for n ≥ n0
P
(
sup
|t1−t2|≤θ,t1,t2
∣∣X t1∧τnδ −X t2∧τnδ ∣∣ /n ≥ κ
)
≤ η. (88)
Combining this with 0 ≤ XI,t/n ≤ X0/n we deduce the tightness of XI,t/n.
Proof of (84)
The proof is similar to the proof convergence of
∑
k kSt,k/n in Section 3.3. We first prove
the following auxillry result, which is a reminiscent of equation (53),
lim sup
K→∞
sup
0≤s≤t
∑
k≥K
k2st,k = 0. (89)
Using k2 ≤ 2((k − `)2 + `2) and imitating (52)
sup
0≤z≤t
∑
k≥K
k2sz,k ≤ sup
0≤w≤1
∑
k≥K
k∑
l=0
2((k − l)2)dk−l
l!
(α(1− w))lwk
+ sup
0≤w≤1
∑
k≥K
k∑
l=1
2`2dk−l
l!
(α(1− w))lwk.
The ` = 0 term in the first sum is
≤ 2
∑
k≥K
k2dk.
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The remainder of the two sums is
≤ 2 sup
w
wK(1− w)
[ ∑
k≥`,`≥1
(
α`(k − `)2dk−`
`!
+
α``2dk−`
`!
)]
.
Interchanging the order of summation in the double sum and letting m = k − ` the sum is
≤ 2
∞∑
`=1
`2 · α
`
`!
( ∞∑
m=0
mdm + dm
)
≤ C ′α,D.
Equation (89) then follows.
Returning to the proof of (84), using (41) multiplied by n and with k replaced by k + 1
and then summing
d
(∑
k≥K
k(k + 1)St,k+1
)
=−
(∑
k≥K
k(k + 1)2St,k+1
)
dt
+
∑
k≥K
k(k + 1)
ρ
λ
(XI,t − 1)St,k
n
dt
−
∑
k≥K
k(k + 1)
ρ
λ
(XI,t − 1)St,k+1
n
dt+ dMKt ,
where MKt comes from summing the old martingale terms. Combining the second and third
terms and noting (k + 2)(k + 1)− k(k + 1) = 2(k + 1)
d
(∑
k≥K
k(k + 1)St,k+1
)
=−
(∑
k≥K
k(k + 1)2St,k+1
)
dt
+ ρXI,t
XI,t − 1
λXI,t
K · (K + 1) · St,K
n
dt (90)
+
∑
k≥K
ρXI,t
X t − 1
λXI,t
· 2(k + 1) · St,k+1
n
dt+ dMKt ,
where we have multiplied the second and third terms by XI,t/XI,t.
We now bound the 3/2 moment of the martingale term MKt . Similar to the analysis for
quadratic variation of the martingale associated with
∑
k≥K kSt,k, see (55) and the calcula-
tions, we can derive the following bound∑
t
(MKt −MKt−)2 ≤ C
∑
`
Q4` ,
where Q` is as in equation (85). Using the fact that for p ≥ 1 and positive numbers a1, . . . , am(
m∑
i=1
api
)1/p
≤
m∑
i=1
ai,
40
we see (taking p = 4/3)(∑
t
(M
K
t −MKt−)2
)3/4
≤ C
(∑
`
Q4` +
∑
`
Qˆ4`
)3/4
≤ C ′
(∑
`
Q3` +
∑
`
Qˆ`
3
)
.
The boundedness of third moment of Q` and Qˆ` thus implies
E
(∑
t
(MKt −MKt−)2
)3/4
≤ Cn. (91)
Using the Burkholder-Davis-Gundy inequality (see, e.g., [10, Theorem 7.34], take p = 3/2
there) we see
E
[
sup
0≤s≤t∧γn
∣∣Mkt ∣∣3/2] ≤ C ′E
(∑
t
(MKt −MKt−)2
)3/4
≤ Cn.
We now drop the first negative drift term from equation (90). Using the fact that for
positive numbers a1, a2, a3, a4
(a1 + a2 + a3 + a4)
3/2 ≤ (4 max
i
ai)
3/2 ≤ 8(a3/21 + a3/22 + a3/23 + a3/24 ),
we see (
sup
0≤z≤t∧γn
∑
k≥K k(k + 1)Sz,k+1
n
)3/2
≤ 8
(∑
k≥K k(k + 1)Sz,k+1
n
)3/2
+ 8
(ρ
λ
K(K + 1)
)3/2
t1/2
∫ t
0
(
sup
0≤z≤t∧γn
Xu
n
Su,K−1
)3/2
dz
+ 8
(ρ
λ
)3/2
t1/2
∫ t
0
(
sup
0≤u≤z∧γn
Xu
n
∑
k≥K
kSu,k
)2
dz + 8
(
sup
0≤z≤t∧γn
Mz,k
)2
, (92)
where we have used an instance of Ho¨lder’s inequality with p = 3 and q = 3/2∫ t
0
1 · h(z) dz ≤ t1/3
(∫ t
0
h(z)3/2 dz
)2/3
to conclude that (∫ t
0
sup
0≤u≤z∧γn
g(u)dz
)3/2
≤ t1/2
∫ t
0
sup
0≤u≤z∧γn
g(u)3/2dz.
With equation (92) established, one can prove the claim (84) in the same way as we prove
convergence of
∑
k kSt,k/n via equation (61). We omit the details but we remark that (89)
will play the role of equation (53) this time.
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5.2 Extension to γn
So far we proved the claim (84) with sup0≤t≤γn replaced by sup0≤t≤T∧γn for any fixed T . To
prove the claim itself, note if we use Dt,` to denote the number of half-edges attached to
vertex ` at time t then Dt,` is increasing before ` gets infected and is bounded by Q`, which
has finite third moment. Rewriting
∑
k k(k + 1)St,k+1 as∑
k
k(k + 1)
∑
`
1{Dt,`=k+1,` is susceptible at time t} ≤ 2
∑
`
Q2`1{Dt,`>0}.
Using
∑
` 1{Dt,`>0} ≤ X t, and an instance of Ho¨lder’s inequality
m∑
i=1
ambm ≤ (
m∑
i=1
a3/2m )
2/3(
m∑
i=1
b3m)
1/3,
we have ∑
k
k(k + 1)St,k+1 ≤ C
(∑
`
Q3`
)2/3
X
1/3
t .
Note that the right hand side is decreasing in t. Thus
E
(
1{γn>T} sup
T≤t≤γn
∑
k
k(k + 1)St,k+1
)
≤ CE
(∑
`
Q3`
)2/3
X
1/3
T

≤ C
(
E
[∑
`
Q3`
])2/3
E(XT )1/3,
which is smaller than C ′n exp(−0.5T ) by the convergence of XT to m1 exp(−2T ) in proba-
bility proved in Lemma 3.1 and the facts
XT ≤ X0,E(X20) ≤ Cn2
which give the uniform integrability of XT/n. By choosing T large it can be made smaller
than ηn for any η > 0. This completes the proof of the claim (84) as well as the tightness of
I t/n,XI,t/n. The claim itself also justifies the passage from equation (78) to the equation
(74) for z(t) since we proved the convergence of
∑
k k(k + 1)St,k+1/n.
5.3 Uniqueness
Now take a subsequence of (
∑
k It,k/n,
∑
k kI t,k/n) and suppose that it converges to (y(t), z(t))
along this subsequence. If we can prove that the solution is unique then the limit is inde-
pendent of chosen subsequence, which then implies convergence of (
∑
k I t,k/n,
∑
k kI t,k/n).
Recall from Lemma 3.1, X t/n converges uniformly to m1 exp(−2t) and
∑
k kSt,k/n con-
verges to
∑
k kst,k. As explained in the beginning of this section
∑
k k(k + 1)St,k+1/n con-
verges to
∑
k k(k+1)st,k+1. Hence (y(t), z(t)) satisfies the equations (22) and (23) mentioned
in the introduction with the initial condition y(0) = , z(0) = m1.
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To show the system has a unique solution, we take two solutions (y1, z1) and (y2, z2).
Subtracting the equations for z2 from the equation for z1 we get
z′1 − z′2 =
ρ
λ
m1 exp(−2t)(y′1 − y′2),
from which we see
|z1(t)− z2(t)| ≤ C
∫ t
0
sup
0≤u≤s
|y1(u)− y2(u)| ds. (93)
On the other hand subtracting the equation for y2 from the equation for y1 we get
y′1 − y′2 =−
m1 exp(−2t)
λ
(
y1
z1
− y2
z2
)
=
m1 exp(−2t)
λz1z2
(y2z1 − y1z2)
=
m1 exp(−2t)
λz1z2
(y2(z1 − z2) + (y2 − y1)z2). (94)
Integrating the abov equation from 0 to t we have
|y1(t)− y2(t)| ≤
∫ t
0
m1 exp(−2t)
λz1z2
y2 sup
0≤r≤s
|z1(r)− z2(r)| ds
+
∫ t
0
m1 exp(−2t)
λz1z2 2
sup
0≤r≤s
|y1(r)− y2(r)| ds.
Applying the Gronwall inequality (63) to the function φ(t) = sup0≤s≤t |y1(s)− y2(s)|
sup
0≤s≤t
|y1(s)− y2(s)| ≤ C sup
0≤s≤t
|z1(s)− z2(s)| . (95)
Using equation (93) to bound the right hand side of (95) we get
sup
0≤s≤t
|y1(s)− y2(s)| ≤ C
∫ t
0
sup
0≤u≤s
|y1(u)− y2(u)| ds.
Apply Gronwall’s inequality to the function sup0≤u≤s |y1(u)− y2(u)| we see y1 − y2 is iden-
tically 0 on [0, t]. Hence the solution to (74) is unique. This implies the convergence of
(
∑
k I t,k/n,
∑
k kI t,k/n) and completes the proof of Lemma 5.1.
5.4 Proof of lower bound
Recall τ,δ is the first time that the z(t) component in the solution to equation (74) hits δ,
i.e., inf{t > 0 : z(t) = δ}. We claim for any η > 0, 0 < δ < m1
lim inf
n→∞
P(τnδ ≥ τ,δ − η) = 1. (96)
Indeed, on the set {τn,δ ≤ τδ− η} we would have
∑
k kIτn,δ,k/n ≤ δ but zτnδ > inf{zt : 0 ≤ t ≤
τ,δ − η} > δ, contradicting with the uniform convergence of XI,t/n to z(t) in Lemma 5.1.
43
Now we are ready to complete the proof the lower bound (24) in Theorem 4. By definition
γn ≥ τn,δ. Hence equation (96) implies for any δ < m1, η > 0 we have
lim
n→∞
P(γn ≥ τ,δ − η) = 1.
Since τ,0 = limδ→0 τ,δ, we also have
lim
n→∞
P(γn ≥ τ,δ − η) = 1.
If we let wn = exp(−γn) then
lim
n→∞
P(wn ≤ exp(−τ,0) + η′) = 1, (97)
where η′ is any positive number.
Using the fact that exp(−(α/2)(w− 1)2)G(w) is a continuous and increasing function of
w we see for any η > 0 with high probability
exp(−(α/2)(wn − 1)2)G(wn) < exp(−α
2
(σ′ − 1)2)G(σ′) + η,
where σ′ = exp(−τ,0).
Now using equation (35) of Lemma 3.1 we see for any η > 0
lim
n→∞
P
(∣∣∣∣∣∑
k
Sγn,k/n− (1− ) exp(−(α/2)(wn − 1)2)G(wn)
∣∣∣∣∣ > η
)
= 0.
It follows that
lim
n→∞
P
(∑
k
Sγn,k/n ≤ (1− ) exp(−α/2)(σ′ − 1)2)G(σ′) + 2η
)
= 1.
Therefore at time γn
lim
n→∞
P
(
(Iγn +Rγn)/n ≥ 1− (1− ) exp(−α/2)(σ′ − 1)2)G(σ′)− 2η
)
= 1.
Since infected vertices eventually become recovered, we have R∞ = Iγn + Rγn , proving the
lower bound in Theorem 4.
5.5 Proof of upper bound
To prove the upper bound for (Iγn +Rγn)/n, we will show for any η > 0
lim
n→∞
Pn (exp(−γn) > exp(−τ,0)− η) = 1. (98)
Using this we can show the following upper bound
lim
n→∞
Pn
(
(Iγn +Rγn)/n ≤ 1− (1− ) exp(−(α/2)(σ′ − 1)2)G(σ′)− η
)
= 1.
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in exactly the same way as we proved the lower bound via (97). If τ,0 = ∞ then equation
(98) obviously holds. So let’s now assume τ,0 <∞ as well as
− ((1 + λ+ ρ)/λ)m1 exp(−2τ,0) + (1− )
∑
k
k(k + 1)sτ,0,k < 0. (99)
Let Ωη = {γn > τ,0 + η}. We will show limn→∞ P(Ωη) = 0.
Lemma 5.2. yt converges to 0 as t→ τ,0.
Proof. To see this, assume for some η > 0 we have lim supt→τ,0 y(t) > η. The equation for
y′(t) implies y′(t) ≤ F (t) < C. It follows that we must also have lim inft→τ,0 y(t) > η. By
reducing the value of η we may also assume y is bounded below by η in [τ,0/2, τ0]. If we
integrate y′(t) from τ,0/2 to τ,0 then we get
−1 ≤ y(τ,0)− y(τ,0/2) =
∫ τ,0
τ,0/2
(
− y(t)
λz(t)
m1 exp(−2t)
)
dt+
∫ τ,0
τ0/2
F1(t)dt,
which is bounded above by
−cη
∫ τ,0
τ,0/2
dt
z(t)
+ Cτ,0
since F1(t) is bounded. The equation for z(t) implies |z′(t)| is bounded by some constant.
It follows that
|z(t)− z(τ,0−)| ≤ C |t− τ,0| ⇒ z(t) ≤ C(τ,0 − t)
since z(τ,0−) = 0. Thus we get
−1 ≤ − c
C
∫ τ,0
τ,0/2
1
τ,0 − tdt+ C
′ = −∞,
which is a contradiction.
For convenience let’s define z(τ,0) = y(τ,0) = 0. From (78), we have
d
(
XI,t
n
)
= −1 + λ+ ρ
λ
· X t − 1
n
dt+
∑
k
k(k + 1)
St,k+1
n
dt
+
ρ
λ
X t − 1
n
I t
n
dt+ d
(
M
X
t
n
)
.
The drift part is bounded up to time γn by some constant with high probability. Since we
have also proved a bound for the associated martingale term up to time γn (see (86)), we
conclude that the process XI,t/n is a tight sequence up to time γn (not just up to τ
n
δ ). It
follows that for any subsequence of XI,t/n we can always extract a further subsequence such
that XI,t/n converges along that subsequence to some limiting process z˜(t) uniformly on
[0, γn]. Note z˜(t) has to be equal to z(t) for t ≤ τ,0 (but z˜(t) can be random after τ,0). In
other words we have for any δ > 0
lim
n→∞
P
(
sup
τ0≤t≤γn
(XI,t/n− zˆ(t)) > δ
)
= 0. (100)
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Now consider the following system of equations starting from t = τ,0 and yˆ(τ,0) =
zˆ(τ,0) = 0:
yˆ′(t) = F1(t) (101)
zˆ′(t) = −1 + λ+ ρ
λ
m1w
2 +
ρ
λ
m1w
2yˆ + F2(t).
The difference between this system and (74) as well as (75) is that there is no negative drift
term in equation (101). Hence (yˆ(t), zˆ(t)) dominates (y(t), z(t)).
This condition (99) implies that zˆ(τ,0 + η) < 0 for sufficiently small η. If we pick δ to be
−zˆ(τ,0 + η)/2 in equation (100) then we get
lim
n→∞
P(γn > τ,0 + η,XI,τ,0+η/n > zˆ(τ,0 + η)/2) = 0.
Since zˆ(τ,0 + η)/2 < 0 and XI,t ≥ 0 for all t, it follows that
lim
n→∞
P(γn > τ,0 + η) = 0.
So we have proved limn→∞ P(Ωη) = 0. By the reasoning at the begining of this section the
upper bound for γn implies the upper bound for R∞ and we are done with the proof of
Theorem 4.
6 Proof of Theorem 5
Let F1(t) =
∑
k kst,k and F2(t) =
∑
k k(k + 1)st,k+1. Recall (y, z) are the solution to the
following system of ODE with initial conditions y(0) = , z(0) = m1,
y′(t) = −
y
λz
m1w
2 + F1(t), (102)
z′(t) = −
(
1 + λ+ ρ
λ
)
m1w
2 +
ρ
λ
m1w
2y + F2(t). (103)
Recall the definition τ,δ = inf{t > 0 : z(t) = δ} and τ+,δ = inf{t > τ,δ : z(t) ≤ δ}. We have
the following lemma.
Lemma 6.1. Let λ > λc. For any fixed δ, as → 0, τ+,δ converges. Let τ0 = limδ→0 lim→0 τ+,δ.
Then (y(t), z(t)) converges uniformly to some limit (y0(t), z0(t)) for 0 ≤ t ≤ τ0
Proof. The pair of ODEs in (102) and (103) are inhomogeneous in time, so we will look at
the solutions in three dimensions: (s, y, z) where s is time. Results in Section 5.3 imply that
the solution starting from any (s, y, z) is unique. We will show that
lim sup
1,2→0
lim sup
→0
sup
1≤t≤2
∣∣∣∣z(t)y(t) −
(
m2 −m1
m1
− ρ+ λ
λ
)∣∣∣∣ = 0. (104)
The first step is to note that F2(0) = G
′′(1) = m2−m1 so (20) implies that when λ > λc,
F2(0)−m1(1 + λ+ ρ)/λ > 0 so z′(t) is bounded below near 0.
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The equation for y′ involves y/z. To study its evolution we compute (y/z)
′
d
dt
y
z
=
1
z
(
−1
λ
y
z
m1 exp(−2t) +
∑
k
kst,k
)
− y
z2
(
−ρ+ λ+ 1
λ
m1 exp(−2t) +
∑
k
k(k + 1)st,k+1 +
ρ
λ
m1 exp(−2t)y
)
.
Doing some algebra and changing notation we have
d
dt
(
y
z
)
=
1
z
((
ρ+ λ
λ
m1 exp(−2t)− ρ
λ
m1 exp(−2t)y − F2(t)
)
y
z
+ F1(t)
)
. (105)
When  and t are small, y, z are small and 1/z is large so y/z will be close to the solution
of
ρ+ λ
λ
m1 exp(−2t)− ρ
λ
m1 exp(−2t)× 0− F2(t) + z
y
F1(t) = 0,
so we have in the limit as → 0 and then t→ 0
z(t)
y(t)
=
F2(0)− (ρ+ λ)m1/λ
F1(0)
=
E[D(D − 1)]− (ρ+ λ)m1/λ
m1
. (106)
which proves the desired equation (104).
Having proved that y(t)/z(t) is well behaved near 0, it follows that (y, z) is a sequence
of uniformly bounded and equi-continuous functions. It follows that each subsequence of
(y, z) has a further subsequence that converges by Arzela`-Ascoli Theorem. We now prove
the limit is unique, which implies (y, z) itself is a Cauchy sequence. Clearly the limit has
to satisfy equation (102) and (103) with initial condition (0, 0).
Claim: there exists a maximal solution (y0, z0) with initial condition (0, 0) (‘maximal’
means any other solution is dominated by it in both y and z component). Assuming the
claim for a moment, using ODE comparison techniques we see the sequential limit of (y, z)
must be the maximal solution (y0, z0) since initially y(0), z(0) > 0. As a consequence,
for all sufficiently small δ > 0, lim→0 τ+,δ exists and (y(t), z(t)) converges uniformly to
(y0(t), z0(t)) for 0 ≤ t ≤ τ0 (which is lim→0 limδ→0 τ+,δ).
Proof of Claim. Take two different solutions (y0, z0) and (yˆ0, zˆ0) s.t. z0(s0) > zˆ0(s0) for some
s0 > 0. We want to show (y0, z0) dominates (yˆ0, zˆ0). Once this is done then the desired
conclusion follows from Zorn’s Lemma. It’s clear from simple ODE comparison that, if for
some s we have y0(s) > yˆ0(s), z0(s) > zˆ0(s) then for all t > s, y0(t) > yˆ0(t), z0(t) > zˆ0(t). Now
we want to show it’s impossible that there exists some t > 0 s.t. y0(t) ≥ yˆ0(t), z0(t) ≤ zˆ0(t)
(with at most one equality) or y0(t) ≤ yˆ0(t), z0(t) ≥ zˆ0(t) (with at most one equality).
Indeed, if y0(t) < yˆ0(t), z0(t) ≥ zˆ0(t) for some t, then one can show for all s ≤ t, y0(s) ≤
yˆ0(s), z0(s) ≥ zˆ0(s). But this contradicts with
y′0(s)− yˆ′0(s) = −
mw2
λ
(
y0
z0
− yˆ0
zˆ0
)
> 0, s ≤ t.
This then implies we must have (y0, z0) dominates (yˆ0, zˆ0) and completes the proof of the
claim.
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From the proof of Lemma 6.1 it’s easy to see that we actually have the a stronger result
for more general initial conditions of (y, z). For any 0 < c < C < ∞, consider the set
Wc,C = {(x1, x2) : c < x1, x2 < C}. For each (y(0), z(0)) ∈ Wc,C we can solve for
equations (102) and (103) and get y(t), z(t). We have the following uniform convergence
lim
→0
sup
(y(0),z(0))∈Wc,C
sup
0≤t≤τ0
(|y(t)− y0(t)|+ |z(t)− z0(t)|) = 0. (107)
Consider the supercritical evoSIR process starts from only vertex 1 infected and condition on
a large outbreak. Note using comparison with the system (101) we see with high probability
sup0≤t≤2 I t/n ≤ C1 for some constant C1. Equation (78) implies there is a positive drift
for t small (since λ > λc), so for some constant c1, C2 we have with high probability
c1 ≤ inf
0≤≤t≤2
XI,t/n ≤ sup
0≤≤t≤2
XI,t/n ≤ C2.
Now we show with high probability for some constant c2, sup≤t≤2t I t/n > c2. To do
this we argue by contradiction. Suppose I t ≤ min{λ/4,m1/(2C2)}XI,t for all  ≤ t ≤ 2,
then using equation (77) for I t we see the drift term for t ∈ [, 2] is bounded below by
−X t/4 +
∑
k(k + 1)St,k+1 which in turn is bounded from below by m1n/2 for  small with
high probability. Since the quadratic variation for the martingale term M
1
t is bounded by
C ′n we see with high probability I2− I > m1n/2. Hence I2/XI,2 ≥ m1/(2C2) with high
probability, contradicting with the assumption I t ≤ min{λ/4,m1/(2C2)}XI,t at t = 2.
It follows that with high probability at time 2 the ratio I t/XI,t will lie in the interval
[min{λ/4,m1/(2C2)}, C1/c1]. If we shift time by 2 so that time 2 becomes 0 then we get an
evoSIR proess that starts from a small fraction of infected vertices: (I0/n,XI,0/n) ∈ Wc,C
for some constant c, C. Repeating the proof in the previous section we see (I t/n,XI.t/n)
will be close to a mixture of (y, z) with different initial conditions in the set Wc,C (recall
Theorem 4 is proved exactly by showing convergence to (y, z)). Also we remark the proof
shows that if m1 < δ and z reaches δ at least twice before reaching 0 then the γn ≥ τ+,δ− η
with high probability for any η > 0. Equation (107) shows specific initial condition plays a
negligible role in the behavior of (y, z) as → 0. The lower bound part of Theorem 5 now
follows since we have γn ≥ limδ→0 lim→0 τ+,δ − η whp.
For the upper bound part, note if the
−((1 + λ+ ρ)/λ)m1 exp(−2τ0) + (1− )
∑
k
k(k + 1)sτ0,k < 0
is satisfied, then we must have τ0 = lim→0 τ,0 and
−((1 + λ+ ρ)/λ)m1 exp(−2τ,0) + (1− )
∑
k
k(k + 1)sτ,0,k < 0
holds for small . This implies the condition for upper bound of Theorem 4 holds, which in
turn implies the upper bound part of Theorem 5 and completes the proof of Theorem 5.
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7 Proof of Theorem 6
To move things to [0, 1] with the variable w we write
Y (w) = y0(− logw), Y ′(w) = y′0(− logw)(−1/w),
Z(w) = z0(− logw), Z ′(w) = z′0(− logw)(−1/w),
and recall that by Lemma 3.1 and (79)
F1(w) = exp(−(α/2)(1− w)2)w[G′(w) + α(1− w)G(w)], (108)
F2(w) = exp(−(α/2)(1− w)2)
(
w2G′′(w) + 2α(1− w)w2G′(w) + (αw(1− w))2G(w)) .
(109)
So we have
Y ′(w) =
Y (w)
λZ(w)
m1w − F1(w)
w
, (110)
Z ′(w) =
1 + λ+ ρ
λ
m1w − ρ
λ
m1wY (w)− F2(w)
w
. (111)
Noting that F (1) = E(D) = m1 and H(1) = G′′(1) = E(D(D − 1)) = m2 −m1 gives
Z ′(1) =
1 + λ+ ρ
λ
m1 − (m2 −m1).
If λ > λc then by (20)
λ
1 + λ+ ρ
m2 −m1
m1
> 1, (112)
and it follows that Z ′(1) < 0. Using (110) and (106)
Y ′(1) =
1
λ
[
m2 −m1
m1
− ρ+ λ
λ
]−1
m1 −m1.
For λ > λc
1
λ
− m2 −m1
m1
+
ρ+ λ
λ
< 0
by (112) so Y ′(1) < 0.
Turning to the second derivative
Z ′′(w) =
1 + λ+ ρ
λ
m1 − ρ
λ
m1[Y (w) + wY
′(w)] +
F2(w)
w2
− F
′
2(w)
w
. (113)
Recall that Y (1) = 0, Y ′(1) = 0 when λ = λc, and
F2(1) = G
′′(1) = m2 −m1.
If we differentiate the formula in (109) then the derivative has nine terms. The exponential
factor is 1 when w = 1, and has derivative 0 there so it can be ignored. The only terms in
the derviative that do not vanish when evaluated at 1 are
2wG′′(w) + w2G′′′(w)− 2αw2G′(w).
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Taking w = 1 and writing things in terms of the factorial moments at λc this is
2µ2 + µ3 − 2αcµ1.
Using (112) we have
1 + λc + ρ
λc
·m1 = m2 −m1 = µ2.
Using (21), the critical value of α
αc =
ρm1
λc
=
ρm1(m2 − 2m1)
(1 + ρ)m1
.
Combining the last few calculations with (113) , and noting m2− 2m1 = µ2−µ1 we see that
when λ = λc
Z ′′(1) = µ2 + µ2 − 2µ2 − µ3 + 2ρ(µ2 − µ1)
1 + ρ
µ1,
so if we let
∆ =
µ3
µ1
− 2ρ
1 + ρ
(m2 − µ1)
then Z ′′(1) > 0 when ∆ > 0 and Z ′′(1) < 0 when ∆ < 0.
• If ∆ > 0 then for λ−λc > 0 and small we know there are δ,  > 0 so that Z ′′(w) ≥  on
[1−δ, 1]. Since Z(1) = 0 and Z ′(1) < 0 for λ < λc, we conclude that for λ−λc > 0 and
small Z ′(w) stays negative on (1− δ, 1] and so Z(w) > 0 on (1− δ, 1), i.e., the fraction
of infected half-edges is positive in this interval. This implies 1 − σ′ = 1 − exp(−τ0)
is bounded from below by some positive constant. Using the lower bound part in
Theorem 5 we conclude the proof for discontinuous phase transition.
• If ∆ < 0 then for λ − λc > 0 and small, there are δ,  > 0 so that Z ′′(w) ≤ − on
[1 − δ, 1]. Since Z(1) = 0 and Z ′(1) → 0 as λ → λc, this implies that exp(−τ0) =
sup{w < 1 : Z(w) = 0} → 1 as λ→ λc. Since Z ′′(w) ≤ − on [1− δ, 1], it follows that
Z ′(exp(−τ0)) > 0 and z′0(τ0) < 0 (if τ0 < ∞). This implies the condition for upper
bound in Theorem 5 holds and the upper bound for final epidemic size goes to 0 as
λ→ λc since exp(−τ0)→ 1. This completes the proof of continuous phase transition.
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