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Abstract—In this paper, we propose a widely-linear (WL)
receiver structure for multiple access interference (MAI) and
jamming signal (JS) suppression in direct-sequence code-division
multiple-access (DS-CDMA) systems. A vector space projection
(VSP) scheme is also considered to cancel the JS before detecting
the desired signals. We develop a novel multiple-candidate succes-
sive interference cancellation (MC-SIC) scheme which processes
two consecutive user symbols at one time to process the unreliable
estimates and a number of selected points serve as the feedback
candidates for interference cancellation, which is effective for
alleviating the effect of error propagation in the SIC algorithm.
Widely-linear signal processing is then used to enhance the
performance of the receiver in non-circular modulation scheme.
By bringing together the techniques mentioned above, a novel
interference suppression scheme is proposed which combines the
widely-linear multiple-candidate SIC (WL-MC-SIC) minimum
mean-squared error (MMSE) algorithm with the VSP scheme
to suppress MAI and JS simultaneously. Simulations for binary
phase shift keying (BPSK) modulation scenarios show that the
proposed structure achieves a better MAI suppression perfor-
mance compared with previously reported SIC MMSE receivers
at lower complexity and a superior JS suppression performance.
Index Terms—Direct-sequence code-division multiple-access,
multiple access interference, jamming signals, minimum mean-
squared error, successive interference cancellation, vector space
projection, multiple-candidate.
I. INTRODUCTION
Direct-sequence code-division multiple-access (DS-CDMA)
systems are one of the most successful multiple access tech-
nologies for wireless communication systems. Such services
include third generation cellular telephone, indoor wireless
networks and satellite communication systems. Multiple ac-
cess interference (MAI), arising from the nonorthogonality
between the signature sequences and jamming signals is a
significant limiting factor to the performance of DS-CDMA
systems. To address this problem, the optimum multiuser
detector (MUD) and several suboptimum MUDs were intro-
duced [1]. Optimal multiuser detection has an exponential
computational complexity and is therefore impractical. Several
low-complexity multiuser detectors including the linear decor-
relator, the linear minimum mean-squared error (MMSE), the
successive interference cancellation (SIC) [2], and the parallel
interference cancellation (PIC) have been proposed [3].
The SIC detector regenerates and cancels the signals of
other users before data detection of the desired user. The
potential of SIC to alleviate the near–far problem comes
from its property of removing stronger users before detecting
weaker users. Specific forms of the SIC are closely related
to approximations of the optimum maximum likelihood (ML)
detector [4], [5], as well as iterative techniques for solving
linear equations [6]. There are several variants of the SIC
algorithm, which have been investigated in last decade or so
[8]-[14]. The performance of the SIC algorithm relies heavily
on the accuracy of the symbol estimate and is subject to error
propagation effects when the estimated symbol is not accurate.
Methods including soft or linear interference cancellation and
partial interference cancellation are proposed to mitigate this
error propagation [7]. A multiple feedback SIC (MF-SIC)
algorithm with shadow area constraints (SAC) strategy for
detection of multiple data streams has been introduced in [10].
The MF selection algorithm searches several constellation
points rather than one and chooses the most appropriate
constellation symbol as the decision. A joint successive in-
terference cancellation technique (JSIC) has been introduced
in [12]. The key idea behind JSIC is to exploit the structural
properties of the sub-constellation formed by the signals of two
consecutive users in an ordered set to gain an improvement in
the detector performance.
In wireless communication systems, most interference sup-
pression or parameter estimation techniques are based on
linear signal processing [15], [16]. However, when a noncir-
cular modulation is applied, e.g. binary phase shift keying
(BPSK), linear estimation of an improper real-valued signal
from complex data appears complex, which in a statistical
signal processing sense, is not optimal. It has been shown in
[24] that by exploiting the improper nature of the received
signal, the estimation performance can be significantly im-
proved. Therefore, the resulting widely linear (WL) estimate
has gained great popularity for systems using non-circular
modulation schemes [25], [26], [27].
The jamming signal (JS) is another form of interference
which has a huge influence on the performance of DS-CDMA
systems. The notch filter is used to cancel the JS and an
estimate of the interference parameters is required before the
interference cancellation [31]. A generalized approach for the
2JS suppression in PN spread-spectrum communications using
open-loop adaptive excision filtering is introduced [32]. The
algorithm has a tradeoff between interference removal and the
amount of self-noise generated from the induced correlation
across the PN chip sequence due to the filtering procedure.
A new transversal filter structure is used before correlation to
improve the performance of DS-CDMA systems [33]. Several
subspace techniques have been developed to exploit the low-
rank structure of the interference in . The eigenspace-based
interference canceller has been proposed in [44] and to cancel
the interference through constructing the proposed estimate-
and-subtract interference cancellation beamformer.
The goal of this work is to develop an interference sup-
pression strategy for DS-CDMA systems that operates in the
presence of non-circular data, JS and MAI. To this end, we
bring together a novel SIC algorithm, WL processing and
a JS cancellation scheme. Inspired by the error propagation
mitigation in the MF-SIC and JSIC algorithms, we propose
a novel Multiple-Candidate SIC (MC-SIC) scheme which
processes two consecutive user symbols at one time when
the current symbol decision is not reliable and also exploits
the constellation knowledge in the generation of candidates
for detection. In addition to this, we combine WL processing
with the MC-SIC scheme and propose a widely linear MC-
SIC (WL-MC-SIC) algorithm, which aims to deal with the
performance degradation due to error propagation in SIC and
linear signal processing on the noncircular signal. We also
devise a technique to cancel JS that is incorporated into the
proposed WL-MC-SIC algorithm, which relies on a vector
space projection (VSP) method. The interference cancellation
operator is constructed to project the desired signal onto the
complement of the JS subspace.
The main contributions of this paper are summarized as
follows:
• A MC-SIC scheme based on the MMSE criterion is
proposed.
• A novel widely linear MC-SIC (WL-MC-SIC) MMSE
algorithm is devised, which combines WL processing
and a MC-SIC MMSE scheme to improve the detector’s
performance under noncircular modulation scheme and
alleviate the effect of error propagation in the traditional
SIC algorithm.
• A novel interference mitigation scheme is proposed
which combines the VSP algorithm with the WL-MC-
SIC MMSE algorithm to jointly suppress the MAI and
JS.
• The performance of the proposed algorithm for MAI
and JS suppression is compared with other interference
suppression schemes.
The organization of the paper is as follows. The system
model is given in Section II. Section III introduces the
proposed WL-MC-SIC algorithm and VSP. In Section IV the
complexity of the WL-MC-SIC algorithm is analyzed. Section
V presents the simulation results and a comparison between
the proposed WL-MC-SIC algorithm with the VSP method
and previously reported algorithms.
Notation: In this paper, scalar quantities are denoted with
italic typeface. Lowercase boldface quantities denote vectors
and uppercase boldface quantities denote matrices. The op-
erations of transposition, complex conjugation, and conjugate
transposition are denoted by {·}T , {·}∗ and {·}H , respectively.
The symbol E[·] denotes the expected value of a random quan-
tity, the operator R{·} selects the real part of the argument,
the operator J {·} selects the imaginary part of the argument,
L[M ] denotes a linear subspace spanned by the columns of
the matrix A and the operator | · | denotes the absolute value
of the argument.
II. SYSTEM MODEL
Let us consider a synchronous DS-CDMA system with
K active users signaling through an additive Gaussian noise
channel. The received baseband signal during one symbol
interval in such channel can be modeled as
r(t) =
K∑
k=1
Akbksk(t) + j(t) + n(t), t ∈ [0, T ], (1)
where j(t) and n(t) represent the jamming signal and the
ambient channel noise respectively; T is the symbol interval;
bk ∈ {±1} is the BPSK symbol for the user k with amplitude
Ak, and sk(t) is the spreading sequence waveform of the k-th
user.
After chip matched filtering and time synchronization, sam-
pling with rate L/T , where L is equal to the spreading factor
and appropriate normalization, the vector r(i) containing the
L samples received in the interval [iT ; (i + 1)T ), i ∈ Z can
be expressed as
r[i] =
K∑
k=1
Akbk[i]sk[i] + j[i] + n[i], (2)
where sk is the spreading sequence vector of the kth user. The
quantity j[i] is the jamming interference vector, n[i] is a zero-
mean additive white Gaussian noise (AWGN) sample vector
with E{n[i]nH [i]} = σ2nIL, σ2n , N0, where N0 is the
single-sided power spectral density, IL is the L × L identity
matrix. We use the definition pk , Aksk, P , [p1 · · ·pk]
and b[i] , [b1[i]b2[i] · · · bK [i]]T . Eq.(2) can be equivalently
expressed as
r[i] = Pb[i] + j[i] + n[i]. (3)
We assume the transmitted symbol sequences of different
users are mutually and statistically independent. The spreading
sequences are linearly independent and normalized to sHs =
1, 1 ≤ k ≤ K .
The jamming signal is modeled as a sinusoidal signal (tone)
or an autoregressive (AR) signal. The jamming signal can also
be digital with a data rate much lower than the spread spectrum
chip rate. The tone interference is commonly used in the JS
analysis [28] and we use this type of interference as the JS,
which can be expressed as
j(i) =
m∑
l=1
√
Pie
j(2pifil+ϕl), (4)
where Pi and fi are the power and the normalized frequency of
the ith tone interference and ϕl are independent random phases
3uniformly distributed on (0, 2pi). The quantity m denotes the
number of components of the tone interference.
In this paper, we detect the users according to their received
power level arranged in descending order; the strongest user
is detected first. We assume that the user k is the desired user
and estimate the user k after removing k − 1 users from the
received signal. For our implementation of the SIC schemes,
we assume perfect knowledge of the signal amplitudes and the
spreading codes.
III. PROPOSED WIDELY LINEAR MC-SIC MMSE
DETECTOR DESIGN
In this section, we firstly introduce the scheme of the VSP
interference canceller [44] to suppress the JS before estimating
the desired users. Secondly, we review the linear MMSE
detector based on widely linear signal processing. Then we
describe the MC-SIC MMSE detector design based on the
constellation constrains and multiple-candidate scheme and
devise the WL-MC-SIC MMSE algorithm which combines
widely linear signal processing with the MC-SIC MMSE
scheme. Finally, the proposed interference suppression strategy
which employs the WL-MC-SIC MMSE scheme to suppress
the MAI and use the VSP scheme to suppress the JS is
proposed.
A. VSP Scheme for Jamming Signal Subtraction
Generally, the second-order statistics of the received signal
r[i] are represented by the covariance matrix Rrr as
Rrr = E[r[i]r[i]
H ] = Rs +Rj+n, (5)
where Rs is the covariance matrix of the desired signal and
Rj+n denotes the covariance matrix without any contribution
from the desired signal. In practical applications, the covari-
ance matrix can be estimated by using the time averaging
method shown as follows
Rˆrr =
1
M
M∑
i=1
r[i]r[i]H , (6)
where M is the length of the averaging window.
Performing an eigendecomposition on Rrr yields
Rrr =
L∑
i=1
λiei(ei)
H
= EsDs(Es)
H + σ2nEn(En)
H ,
(7)
where {λi, i = 1, · · · , L} are the eigenvalues of Rrr arranged
in decreasing order, ei is the eigenvector associated with λi,
Es and En contain the K +1 dominant eigenvectors and the
remaining eigenvectors, respectively. The quantity K is the
number of users, that is
Es = [e1, e2, · · · , eK+1] ∈ CL×(K+1), (8)
En = [eK+2, eK+3, · · · , eL] ∈ CL×(L−K−1) (9)
and
Ds = diag{λ1, λ2, · · · , λK+1} (10)
is a diagonal matrix.
We can get the linear subspace C1 = L[H ] where
H = [s1, · · · , sK ] (11)
and
C2 = L[Es]. (12)
The desired user signal uk = Akbk[i]sk[i], {k = 1, · · · ,K}
lies in the subspace C1 and C2. Therefore, we have the desired
user signal lies within the intersection of C0 [44] where
C0 = C1 ∩ C2. (13)
In accordance with the theorem of sequential vector space
projection [45], the intersection of the two constraint sets
can be found by applying the alternating projection algorithm
which is described by
Uˆ = P{PC2PC1}, (14)
where Uˆ ∈ CL×K is the estimate of the desired signal. P{A}
denotes the matrix composed of the K eigenvectors of the
matrix A and those K dominant eigenvectors are selected
according to the descending order of the eigenvalue of the
matrix A. PC1 and PC2 are the projection operators which are
defined as [44]
PC1 = H(H
HH)−1HH , (15)
PC2 = Es(Es)
H . (16)
Equation (14) can be interpreted as selecting the vectors
located in the linear subspace spanned by the columns of H ,
which has the smallest angle from the subspace L[Es].
Using the estimated desired signal Uˆ , the desired-signal-
absent covariance matrix can be formed by
Rˆj+n = Rrr − UˆUˆ
H
. (17)
Performing an eigendecomposition on Rˆj+n yields
Rˆj+n =
L∑
i=1
λˆieˆi(eˆi)
H
= EˆIDˆIEˆ
H
I + EˆNDˆN Eˆ
H
N ,
(18)
where {λˆi, i = 1, · · · , L} are the eigenvalues of Rˆj+n
arranged in decreasing order, eˆi is the eigenvector associated
with λˆi. In addition, DˆI and DˆN are diagonal matrices and
Eˆ
H
I and Eˆ
H
N consist of the M dominant eigenvectors and
remaining eigenvectors, respectively. An important conclusion
through simulations results shown below is drawn that the
main power of the jamming interference is centralized in
the principal eigenvector of desired-signal-absent covariance
matrix. Before we use the principal eigenvector eˆ1, eˆ1 should
be normalized as follows
eˆ =
eˆ1√
〈eˆ1, eˆ1〉
=
eˆ1√
(eˆH1 eˆ1)
, (19)
where 〈a, b〉 denotes the inner product of vector a and vector
b.
4Let P⊥I be the complement projection operator of the
interference signal. Then P⊥I can be estimated by
P
⊥
I = IL − eˆ(eˆ)H , (20)
where IL is the L×L identity matrix. Using the complement
projection operator P⊥I on the received signal vector r to
suppress the JS before the SIC MMSE detection yields
r′ = P⊥I r, (21)
where r′ is the vector which is projected onto the complement
of the JS subspace. The VSP algorithm to preprocess the
received signal in order to suppress the JS is summarized
in Table I. From the previous discussion we know that one
TABLE I: THE VSP ALGORITHM
1: Initialize the averaging windows M=100.
2: Calculate the covariance matrix
Rˆrr =
1
M
∑M
i=1 r[i]r[i]
H
.
3: Perform an eigendecomposition on Rˆrr
Rˆrr = EsDs(Es)H + σ2nEn(En)
H
.
4: Es = [e1,e2, · · · ,eK+1].
5: H = [s1, · · · , sK ].
6: Calculate the projection operators
PC1 = H(H
HH)−1HH ,
PC2 = Es(Es)
H
.
7: Uˆ = P{PC2PC1}.
8: Calculate the desired-signal-absent covariance matrix
Rˆj+n = Rrr − UˆUˆ
H
.
9: Perform an eigendecomposition on Rˆj+n
Rˆj+n =
∑L
i=1 λˆieˆi(eˆi)
H
.
10: eˆ =
eˆ1√
(eˆH1 eˆ1)
.
11: P⊥I = IL − eˆ(eˆ)
H
.
12: r′ = P⊥I r.
important step for the VSP scheme is detecting the existence of
the jamming signal. From (17) we can get the desired-signal-
absent covariance matrix Rˆj+n and most of the information
about the jamming signal is associated with the principal
eigenvector. This conclusion can be drawn from the simulation
result shown below. The simulation scenarios are: the length
of the spreading sequence is 16 and the spreading sequence is
randomly generated. The number of users is 8 and the signal
to noise ratio (SNR) for every user is set to 8dB. The power
between different tone interferences is equal and the signal
to interference ratio (SIR) of the tone interference is 0dB.
The normalized frequency of the tone interference is set as:
f1 = 20, f2 = 40, f3 = 60, f4 = 80, f5 = 100. In this
paper, SIR is calculated after despreading. The eigenvalue of
the desired-signal-absent covariance matrix is shown in Fig.1.
From the simulation result we can see that the interference
energy is mainly located at the principal eigenvalue of the
desired-signal-absent covariance matrix. Using this character
we can easily know about the existence of the JS. This method
is also insensitive to the number of the interferers.
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Fig. 1: The eigenvalue of the desired-signal-absent covariance matrix.
B. Widely Linear Signal Processing Scheme
In [24] and [25], it has been shown that for BPSK modula-
tion and other non-circular or improper modulation schemes,
the performance of linear receivers can be further improved
if both the received signal and also its complex conjugate
are processed. This is because, for improper signals, the
covariance matrix Rrr = E[rrH ] cannot completely describe
the second-order statistics of the received vector and the
complementary covariance matrix Rˆ = E[rrT ] needs to be
taken into account. The resulting receiver is referred to as a
WL receiver.
In order to exploit the second-order information, we perform
WL processing that utilizes the received vector r and its
complex conjugate r∗ to form an augmented vector. For
convenience we introduce the bijective transform J {·}
r → r˜ : r˜ = 1√
2
[rT , rH ]T . (22)
In what follows, all WL based quantities are denoted by
an over tilde. An important property of J {·} is that, for a
complex vector r and u, u˜H r˜ = r˜H u˜. Now a widely linear
MMSE solution can be directly obtained as
w˜k = R
−1
r˜r˜ p˜k, (23)
where
Rr˜r˜ = E[r˜r˜
H ] =
1
2
[
Rrr Rˆrr
Rˆ
∗
rr R
∗
rr
]
, (24)
p˜k = J {pk} (25)
and the widely linear MMSE estimate of the data symbol is
given by
bˆk = R{sgn(w˜kr˜)}. (26)
5C. MC-SIC MMSE Design
As mentioned above, the SIC scheme is a decision-driven
detection algorithm which suffers from error propagation and
performance degradation, the strategy of the MC-SIC scheme
is to find the optimum feedback decision and mitigate the
error propagation. The key idea behind the MC-SIC scheme
is to exploit the structural properties of the sub-constellation
formed by the signals of two consecutive users in an ordered
set to gain an improvement in detection performance.
In the following, we detail the MC-SIC algorithm through
the procedure for detecting sˆk[i] for user k. The detection
of the data symbols of the other user can be performed
accordingly. The soft estimation of the user k’s symbol uk[i]
is obtained by using the MMSE detector as
uk[i] = w
H
k rˆk[i], (27)
where the MMSE filter is given by wk = (P kPHk +
δ2nIL)
−1pk, P k denotes the matrix obtained by taking the
columns k, k+1, · · · ,K of P and rˆk[i] is the received vector
after cancellation of the k − 1 previously detected symbols.
Based on the estimate of the user k’s symbol uk[i], the user
(k + 1)’s symbol can be calculated as
uk[i] = w
H
k+1(rˆk[i]−Q[uk[i]]pk), (28)
where Q[·] is the signal quantization operator used to detect the
signals of each user. The detection parameter af is constructed
with the estimated symbols uk[i] and uk+1[i] as
af = R{uk[i]}+ jR{uk+1[i]}. (29)
For each user, the reliability of the soft estimate uk[i] is
determined by the combined constellation constraint structure
which is illustrated in Fig.2.
Fig. 2: The combined constellation constraint structure. The constellation
constraint is invoked as the soft estimate parameter af is dropped into the
shaded area.
The combined constellation constraint structure shown in
Fig.2 is for BPSK modulation mode and the combined constel-
lation set is constructed as A = {a1 = −1+j, a2 = 1+j, a3 =
1−j, a4 = −1−j}. The parameter dth is the threshold distance
to evaluate the reliability of the current estimated symbol
uk[i], which is a predefined parameter. The reliability of the
estimated symbol is determined by the Euclidean distance
between the detection parameter af and its nearest combined
constellation points, which is given by
dk =| aopt − af | . (30)
The optimum parameter aopt denotes the constellation point
which is the nearest to the detection parameter af and can be
expressed as
aopt = arg minac∈A{| ac − af |}. (31)
There are two possibilities as follows:
1) If dk ≥ dth, then the current soft estimate uk[i] is
determined reliable and the estimated symbol of user k is
obtained by sˆk[i] = Q[uk[i]]. After we get the estimated
symbol sˆk[i], we can regenerate user k, cancel it from
the received vector rˆk[i] and continue the procedure
above to estimate user k + 1.
2) If dk < dth, then the current soft estimate uk[i]
is determined unreliable and the optimum feedback
symbol must be found before cancellation. Since the
effect of “closest” interferer is significant in terms of
performance degradation while estimating the user k’s
symbol sˆk[i] [12], we estimate two consecutive user
signals {sk, sk+1} at one time and the candidates for
sk and sk+1 are selected from L = {c1, c2, c3, c4},
where c1 = [−1,+1], c2 = [−1,−1], c3 = [+1,+1],
c4 = [+1,−1]. After the optimum candidate copt is
selected from L, the effects of user k and k + 1 will
be subtracted together before detecting the rest of the
users. The selection algorithm is described as follows.
In order to get the optimum candidate copt for user k and
user k + 1, we construct the estimated symbol vector from
three parts: the first part is the previously detected symbols
sˆ1[i], sˆ2[i], · · · , sˆk−1[i], the second part ck is the symbol
taken from the candidate constellation point set L, the last part
uses the previous decisions and performs the following users
k+2,· · · ,K’s detection by the nulling and symbol cancellation
which is equivalent to the traditional SIC algorithm. Therefore,
we can get the estimated symbol vector
bm[i] = [sˆ1[i], · · · , sˆk−1[i], cm, bmk+2[i], · · · , bmq [i], · · · , bmK [i]],
(32)
where cm ∈ L, bmq [i] is the potential decision that corresponds
to the selection of cm in the constellation point set,
bmq [i] = Q
[
wmk rˆ
m
q [i]
]
. (33)
where q indexes a certain user between k + 2 to K . For each
user the same MMSE filter wk is used for all the candidates,
which can be calculated in advance and allows the proposed
algorithm to have the computational simplicity of the SIC
algorithm described by
rˆ
m
q [i] = rˆ
m
k [i]−
[
pk,pk+1
]
cTm −
q−1∑
j=k+2
pjb
m
j [i]. (34)
6According to the maximum likelihood rule in the selected
candidates set, the optimum candidate copt is given by
copt = arg mincm∈L‖ r[i]− Pbm[i] ‖
2
, (35)
where the copt is chosen to replace the unreliable uk[i] and
uk+1[i], which will be the optimal feedback symbols for the
next user as well as the more reliable estimate for the current
two users.
D. Widely Linear MC-SIC MMSE Algorithm
In this subsection, we will combine widely linear signal
processing with the MC-SIC MMSE scheme and obtain the
WL-MC-SIC MMSE algorithm.
From the previous subsection, we can compute the widely
linear MMSE filter as
wˆk = 2


(
P kP
H
k + σ
2
nIL
) (
P kP
T
k
)
(
P kP
T
k
)∗ (
P kP
H
k + σ
2
nIL
)∗


−1
p˜k.
(36)
The soft estimate of the user k’s symbol u˜k[i] is obtained by
using the WL MMSE detector as
u˜k[i] = w˜
H
k r˜k[i], (37)
where r˜k[i] = J {r˜k[i]}. The algorithm of the proposed WL-
MC-SIC is summarized in Table II.
E. VSP Scheme and WL-MC-SIC MMSE Detector
In this subsection, the procedure for MAI and JS suppres-
sion using the proposed WL-MC-SIC MMSE algorithm along
with the VSP scheme is described.
Using the VSP algorithm [44] we can get the desired-
signal-absent covariance matrix Rˆj+n and perform an eigen-
decomposition as in (18). The eigenvalues {λˆi, i = 1, · · · , L}
are obtained and we can set a threshold dλ for checking the
existence of the JS, which can be calculated as follows
dλ = β
(
1
D
D∑
i=1
λˆi+1
)
, (38)
where β is a threshold factor and its associated with the power
of the JS and the ambient noise. In this paper it is set to 0.2.
D is the number of eigenvalues which are used to estimate the
power of the ambient noise and normally it can be set as D =
2. By comparing the principal eigenvalue λˆ1 with the threshold
dλ, we can get the information about the existence of the
jamming signal. The procedure for MAI and JS suppression
using the proposed algorithm is summarized in Table III.
F. Complexity Analysis
In this section, we will discuss the computational complex-
ity of the proposed WL-MC-SIC MMSE algorithm compared
with other existing algorithms mentioned above.
The k-th user is the desired user in this paper, and we
should deduct the effects of k-1 users before we estimate the
k-th user. In terms of complex multiplications, the complexity
of the proposed algorithm and other existing algorithms as
TABLE II: THE WL MC-SIC ALGORITHM
1: wˆk = 2
( (
P kP
H
k + σ
2
nIL
) (
P kP
T
k
)
(
P kP
T
k
)∗ (
P kP
H
k + σ
2
nIL
)∗
)−1
2: L = {c1, c2, c3, c4}
3: while k < K
4: u˜k[i] = w˜Hk r˜k[i]
5: u˜k+1[i] = w˜Hk+1(r˜k[i]−Q [u˜k[i]] p˜k)
6: af = R{uk[i]}+ jR{uk+1[i]}
7: if dk > dth
8: if k = K − 1
9: copt = arg mincm∈L‖ r[i]− Pb
m[i] ‖2
10: s˜K−1[i] = copt(1, 1) s˜K [i] = copt(1, 2)
11: loopsym = 1 % loopsym=1 denotes program execution in
this branch,initial value is 0
12: else if k = K − 2
13: r˜mK [i]− [p˜K−2, p˜K−1]cTm
14: bmK [i] = Q[w˜
H
K r˜
m
K [i]]
15: bm[i] =
[
s˜1[i], · · · , s˜K−3[i], cm, b
m
K
[i]
]
16: copt = arg mincm∈L ‖ r˜[i]− P˜ b
m[i] ‖2
17: ˜K−2[i] = copt(1, 1) ˜K−1[i] = copt(1, 2)
18: r˜k[i] = r˜K−2[i]− s˜K−2[i]p˜K−2 − s˜K−1[i]p˜K−1
19: else
20: r˜mk+2[i] = r˜
m
k [i]−
[
p˜k−2, p˜k−1
]
cTm
21: for j = k + 2 to K
22: bmj [i] = Q
[
w˜Hj r˜
m
j [i]
]
23: r˜mj+1 = r˜mj − bmj [i]p˜j
24: end for
25: copt = arg mincm∈L ‖ r˜[i]− P˜ b
m[i] ‖2
26: s˜k[i] = copt(1, 1) s˜k+1[i] = copt(1, 2)
27: r˜k+2[i] = r˜k[i]− s˜k[i]p˜k − s˜k+1[i]p˜k+1
28: end if
29: k = k + 2
30: else
31: s˜k[i] = Q [u˜k[i]]
32: r˜k+1[i] = r˜k[i]− s˜k[i]p˜k
33: k = k + 1
34: end if
35: end while
36: if loopsym 6= 1
37: s˜K [i] = Q
[
w˜HK r˜K [i]
]
38: end if
mentioned above is presented in Table IV. We focus only on
the complexity of the main successive cancellation procedure
since the rest of the operations including the VSP procedure
are similar to the algorithms to be compared against.
The main difference between the SIC MMSE algorithm and
the MC-SIC MMSE detector is how to choose the optimum
candidates from the constellation points to replace the unreli-
able estimate. The threshold dth is an important factor on the
effect of the algorithm complexity. In Table IV the parameter
R denotes the number of times that the optimum candidate
will be calculated when the threshold dth is set. The parameter
N denotes the length of the MMSE filter. The parameter S
denotes the number of candidates in L. The parameter M
7TABLE III: THE ANTI-INTERFERENCE PROCEDURE of
VSP and WL-MC-SIC MMSE ALGORITHM
Step1: Calculate the covariance matrix Rˆrr .
Step2: Calculate the desired-signal-absent covariance matrix Rˆj+n
using VSP scheme.
Step3: Perform an eigendecomposition on Rˆj+n
and get the eigenvalues {λˆi, i = 1, · · · , L}.
Step4: Calculate the threshold dλ.
Step5: Compare the principal eigenvalue λˆ1 with the threshold dλ,
if λˆ1 > dλ , execute step 6 otherwise execute step 7.
Step6: Perform the JS suppression using the VSP algorithm.
Step7: Perform MAI suppression using the WL-MC-SIC MMSE
and get the estimate of the desired signal.
TABLE IV: THE ANTI-INTERFERENCE PROCEDURE OF
VSP AND WL-MC-SIC MMSE ALGORITHM
Algorithm Required complex multiplications
SIC MMSE RN
MF-SIC MMSE RN +MRSN +QRN
MC-SIC MMSE RN +MRS2N + PRN
WL-SIC MMSE 2RN
WL-MF-SIC MMSE RN + 2MRSN + 2QRN
WL-MC-SIC MMSE RN + 2MRS2N + 2PRN
denotes the unreliable estimate times. The parameters Q and
P denote the number of times we need to calculate the third
part of the estimated symbol vector bm[i] in the MF-SIC and
MC-SIC algorithms respectively and usually P is bigger than
Q.
The parameter dth has an important influence on the per-
formance and the complexity of algorithms. we should find a
trade off between them. In the next section we will simulate
the effects of the different dth on the algorithm.
IV. SIMULATION RESULTS
In this section, we assess the bit error rate (BER) per-
formance of the proposed WL-MC-SIC MMSE algorithm
compared with the existing MAI cancellation algorithms men-
tioned above. Firstly, the simulations for the selection of
parameter threshold dth are made. Secondly, the performance
comparisons between the proposed WL-MC-SIC MMSE algo-
rithm and the existing MAI cancellation algorithms are made.
Finally, the performance of the MAI and JS suppression of
the proposed VSP and WL-MC-SIC MMSE is shown.
In the following simulations, we consider that all the algo-
rithms are used in synchronous DS-CDMA systems employing
BPSK modulation and we transmit 10000 information symbols
per user in one packet and the results are averaged over
independent Monte Carlo runs. The spreading signature used
for every user is randomly generated and the sequence length
is 16. We assume that all the users have the same power unless
otherwise stated.
A. Parameter Threshold Setting
As we have discussed above, the threshold dth is crucial to
the performance of the proposed algorithm. The threshold dth
can be either a constant or a function of the signal power
and the noise power, which can also be obtained through
simulation in practical applications. In the paper we assess the
BER performance of the algorithm under different thresholds
to get the optimum threshold. We assume that the number
of users is 8 and the SNR varies from -2dB to 12dB. The
threshold is set to dth = 0.1, 0.3, 0.5, 0.7, 0.9 and 1.1. The
evaluation of the BER performance against the SNR with
different values of dth is shown in Fig.3.
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Fig. 3: BER performance against SNR(dB) with threshold dth = 0.1, 0.3,
0.5, 0.7, 0.9 and 1.1.
In order to detail the performance difference between the
different values of the threshold dth, we assess the BER
performance of the algorithm at SNR=8dB. The simulation
result is shown in Fig.4.
From the simulation results shown in Fig.3 and Fig.4 we
can get the optimum threshold dth = 0.9. It should be pointed
out that the optimum value of dth is relative and it also varies
with the different scenarios. The optimum value should be
selected under the different scenarios. Unless stated otherwise,
in the following scenarios in this paper the threshold dth of the
proposed WL-MC-SIC MMSE algorithm is set to dth = 0.9.
B. Performance Comparison
In this subsection, we will compare the BER performance of
the proposed WL-MC-SIC MMSE algorithm with the existing
MAI cancellation algorithms mentioned above. We use SNR,
the capacity in terms of the number of users and algorithm
complexity to compare the performance of those algorithms.
Firstly, we evaluate the BER performance against the SNR
of the received signal, for the MF-SIC algorithm we choose the
optimum threshold dth = 0.3 which is also obtained through
simulation in the same simulation scenario. In the following
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Fig. 4: BER performance against threshold with SNR = 8dB and the number
of user is set to 8.
simulations, we choose this value for the MF-SIC algorithm
and the WL-MF-SIC algorithm. The number of users in this
scenario is set to 8.
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Fig. 5: BER performance against SNR with the number of users is set to 8
and SNR varies from -2dB to 10dB.
The simulation result in Fig.5 shows that the BER per-
formance of the WL-MC-SIC MMSE algorithm outperforms
other algorithms.
Secondly, we evaluate the BER performance against the
number of users. The SNR of this scenario is set to 8dB. The
simulation result is illustrated in Fig.6. From the simulation
result shown in Fig.6 we can see that with the increase in
the number of users, the proposed algorithm has a better
performance than the other considered algorithms.
Finally, we will evaluate the algorithm complexity of those
algorithms. We have analyzed the algorithm complexity the-
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Fig. 6: BER performance against the number of users with SNR=8dB and
the number of user varies from 2 to 12.
oretically in Section IV. Here two simulation scenarios will
be considered: the first scenario is the algorithm complexity
against the length of spreading sequence. The number of users
is set to 8 and SNR is set to 8dB. The length of spreading
sequence varies from 16 to 128. As mentioned above, we
use the number of complex multiplications as the tool to
evaluate the complexity of those algorithms. Fig.7(a) shows
the simulation result of the first scenario. the second scenario
is the algorithm complexity against the number of users and
the simulation is shown in Fig.7(b). In the simulation SNR is
set to 8dB and the number of users varies from 4 to 12.
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Fig. 7: Algorithm complexity simulation, (a) algorithm complexity against
the length of spreading sequence, SNR=8dB and the number of users is set
to 8, (b)algorithm complexity against the number of users, SNR=8dB and the
length of spreading sequence is set to 16.
From the simulation results shown in Fig.7, we find the WL-
MC-SIC MMSE algorithm has much less complexity than the
WL-MF-SIC MMSE algorithm and the MF-SIC MMSE algo-
rithm. Since the proposed algorithm uses the candidate scheme
to alleviate the effect of error propagation in the conventional
9SIC algorithm, the complexity of the proposed algorithm is
inevitably higher than the conventional SIC algorithm.
C. Performance of Jamming Suppression
The linear MMSE detection algorithm has a good perfor-
mance for suppressing the MAI and the JS [28]. In order to
get the MMSE detector, we should have the knowledge of
the jamming signal, usually which can be obtained through
an adaptive strategy [29]. In this subsection we evaluate the
performance of the WL-MC-SIC algorithm on joint MAI and
JS suppression.
We take the tone interference as the jamming signal and its
form is shown in formula (4). From the conclusion we have
drawn above we know that the VSP algorithm is insensitive
to the number of tone interferers. In the simulation below,
we consider a scenario that uses only one tone signal as
the JS and the parameter m = 1. As the VSP algorithm is
used to suppress the JS before suppressing the MAI, to be
simplicity we only assess the effect of JS suppression of the
proposed algorithm, which combines the VSP algorithm with
the WL-MC MMSE algorithm together. The other simulation
conditions are the same with the simulations above.
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Fig. 8: BER performance simulations under the JS scenario and SIR=0dB:
(a) BER performance against SNR, the number of users is set to 8, (b) BER
performance against the number of user, SNR=8dB.
From the simulation results shown in Fig.8 we can see that
using the VSP algorithm to suppress the JS before detecting
the desired signals will improve the performance of the SIC
detector greatly. The proposed algorithm which combines the
VSP method and WL-MC-SIC MMSE algorithm together has
a much better performance for MAI and JS suppression than
the existing schemes mentioned above.
V. CONCLUSION
A WL-MC-SIC MMSE algorithm for DS-CDMA systems
for joint MAI and JS suppression is proposed in this paper.
The contributions of our research work are composed of three
parts: Firstly, in order to cancel the jamming signal, we present
a VSP algorithm which is effective in the JS suppression.
This method is able to identify the existence of the jamming
signal and is insensitive to the number of the tones. Secondly,
we propose the multiple candidates constellation constraints
scheme to alleviate the effect of error propagation in the SIC
algorithm. In order to deal with the improper characteristic
of received signal, widely-linear signal processing is used to
make full use of the second-order information of received
vector which outperforms linear signal processing. Finally,
we propose a WL-MC-SIC MMSE scheme which combines
the VSP algorithm with the WL-MC-SIC MMSE algorithm
together for joint suppressing MAI and JS. The simulation
results show that the proposed algorithm outperforms the
existing SIC MMSE algorithms mentioned above and have
a good performance for JS suppression.
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