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We study the effects of atomic vibrations on the solid-state chemical shielding tensor using first principles
density functional theory calculations. At the harmonic level, we use a Monte Carlo method and a perturba-
tive expansion. The Monte Carlo method is accurate but computationally expensive, while the perturbative
method is computationally more efficient, but approximate. We find excellent agreement between the two
methods for both the isotropic shift and the shielding anisotropy. The effects of zero-point quantum mechan-
ical nuclear motion are important up to relatively high temperatures: at 500 K they still represent about half
of the overall vibrational contribution. We also investigate the effects of anharmonic vibrations, finding that
their contribution to the zero-point correction to the chemical shielding tensor is small. We exemplify these
ideas using magnesium oxide and the molecular crystals L-alanine and β-aspartyl-L-alanine. We therefore
propose as the method of choice to incorporate the effects of temperature in solid state chemical shielding
tensor calculations the perturbative expansion within the harmonic approximation. This approach is accurate
and requires a computational effort that is about an order of magnitude smaller than that of dynamical or
Monte Carlo approaches, so these effects might be routinely accounted for.
I. INTRODUCTION
Nuclear magnetic resonance (NMR) is a central tech-
nique in the study of the structure and dynamics of solid-
state systems,1–3 providing direct access to the micro-
scopic local environment of solids. Interestingly, NMR
can be used to study systems which lack periodicity and
it can probe light elements such as hydrogen, both of
which are challenging to study with other structure de-
termination techniques such as X-ray diffraction.4
Experimental NMR spectra cannot usually be related
to the underlying structure and dynamics in a straight-
forward manner. This difficulty can be addressed by the-
oretically predicting NMR spectra that may then be used
in conjunction with experimental results to study the
structure and dynamics of the systems of interest. For
solid-state NMR, the use of first-principles calculations
based on pseudopotential plane-wave density functional
theory (DFT)5–7 has proved to be a very powerful ap-
proach. These calculations are typically based on the
gauge including projector augmented waves (GIPAW)
theory of Pickard and Mauri,3,8,9 that permits the re-
construction of the electronic wave function near atomic
nuclei when pseudopotentials are used, and has been suc-
cessfully applied to the study of organic systems,10 inor-
ganic systems,11 glasses,12 polymers,13,14 and surfaces.15
However, first-principles calculations are typically per-
formed in the static lattice approximation, in which the
zero-point (ZP) and thermal motions of atomic nuclei are
ignored due to the high computational cost of including
a)Electronic mail: bm418@cam.ac.uk
them. The uncertainty associated with the static lat-
tice approximation may be quite severe for light elements
and, considering their importance in NMR, it is evident
that a proper treatment of nuclear motion is desirable.
The quantum-mechanical study of NMR parameters
including nuclear motion has been extensively explored
in the gas phase using a variety of methods.16–20 In
the solid phase there exists a smaller number of first-
principles NMR studies that take into account nuclear
motion.21–29 In these studies, the vibrational phase space
of the solid is explored either by Monte Carlo sampling
of the harmonic vibrational wave function,21,22 molecu-
lar dynamics,22–27 path-integral molecular dynamics,28
or perturbation theory.29 These approaches incorporate
the effects of nuclear motion in solid state NMR calcu-
lations, but their computational expense prohibits their
use in many applications.
In this work, we investigate the accuracy and compu-
tational expense of a method for NMR calculations for
solids that treats the vibrations within the harmonic ap-
proximation and the coupling between vibrations and the
chemical shielding tensor perturbatively. We expand the
chemical shielding tensor about the static lattice value in
terms of vibrational normal mode amplitudes. Truncat-
ing this expansion at second order leads to a formalism
that requires the determination of the chemical shield-
ing tensor at a number of points in the vibrational phase
space that scales linearly with the system size. We test
the accuracy and efficiency of the scheme using the sim-
ple crystal magnesium oxide (MgO) and the molecular
crystals L-alanine and β-aspartyl-L-alanine (bDA), cho-
sen because previous calculations including the effects of
vibrations exist for each of them.
We also investigate the effects of anharmonic vibra-
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2tions in L-alanine using a recently proposed method for
solid-state anharmonic calculations.30–32 We find that
anharmonic corrections are small even for the hydrogen
atoms.
Our main conclusion is that the perturbative approach
within the harmonic approximation accurately describes
the changes in the chemical shielding tensor induced by
atomic motion. As this approach is about an order of
magnitude computationally cheaper than Monte Carlo
methods for the system sizes of interest in NMR, we be-
lieve it should be the method of choice for systematically
incorporating temperature effects in first principles NMR
calculations.
The rest of this paper is arranged as follows. In Sec. II
we describe the theoretical formalism and computational
implementation, and in Sec. III we detail the computa-
tional parameters used in our calculations. In Sec. IV
we present our results obtained by treating vibrations
at the harmonic level, with particular attention to the
accuracy and computational expense of the harmonic
method. In Sec. V we describe the effects of including
anharmonic terms for the coupling of vibrations to the
chemical shielding tensor. Finally, in Sec. VI we summa-
rize our findings and draw our conclusions.
II. FORMALISM
A. Theoretical formalism
The expectation value of the chemical shielding tensor
σ with respect to the vibrations of the atoms in a solid
at temperature T can be written as
〈σ〉 = 1Z
∑
S
〈ΦS(q)|σ(q)|ΦS(q)〉e−ES/kBT . (1)
In this expression, the vibrational state S has wave func-
tion |ΦS〉 and energy ES, Z =
∑
S e
−ES/kBT is the par-
tition function, and kB is Boltzmann’s constant. The
collective coordinate q is a 3N -dimensional vector con-
taining the vibrational amplitudes of the N atoms in the
solid.
The expectation value in Eq. (1) has been evaluated in
the past by sampling the vibrational density using Monte
Carlo techniques,21,22 molecular dynamics,22–27 path-
integral molecular dynamics,28 or perturbation theory.29
Molecular dynamics samples phase space classically, and
therefore neglects the effects of zero-point motion. Monte
Carlo sampling provides information about the zero-
point motion, which can be important for light elements
and at low temperatures, but it is limited by the approx-
imations used to describe |ΦS〉, usually the harmonic ap-
proximation. Path integral methods sample phase space
including the quantum nature of nuclear vibrations, and
also terms beyond the harmonic approximation. Each
of these approaches suffers from a significant computa-
tional cost due to the large number of sampling points
required to reduce the statistical uncertainty. In the
cases of molecular dynamics and path-integral molecu-
lar dynamics, this cost must be added to the intrinsic
cost of the phase space sampling. Perturbation theory29
has been used including terms up to fourth order in the
expansion of the Born-Oppenheimer potential, and up
to second order in the expansion of the chemical shield-
ing tensor about its equilibrium value. The inclusion
of high-order terms also makes perturbative expansions
computationally intensive.
In this work we evaluate the expectation value in
Eq. (1) by approximating the coupling of the chemical
shielding tensor to the vibrational state in an expansion
in terms of the amplitudes of the vibrational modes:
σ(q) = σ(0) +
∑
n,k
c
(1)
nkqnk +
∑
n,k,n′k′
c
(2)
nk;n′k′qnkqn′k′ , (2)
where we have retained terms up to second order. In
Eq. (2), (n,k) denotes the branch n and wave vector k
of a vibrational normal mode, qnk is the normal mode
vibrational amplitude, and cnk is the tensor coupling of
vibrational mode (n,k) to the chemical shielding ten-
sor. Within the harmonic approximation, the vibra-
tional wave function is even, and therefore the only non-
zero terms in the expectation value of Eq. (1) when us-
ing the expression in Eq. (2) are the quadratic diagonal
terms c
(2)
nk;nk, which from now on we simply write as cnk.
Therefore, without loss of generality, we may write
σ(q) =
∑
n,k
cnkq
2
nk. (3)
The use of Eq. (3) to evaluate the expectation value in
Eq. (1) within the harmonic approximation leads to a
simple expression for the temperature dependence of the
chemical shielding tensor:
〈σ〉Q =
∑
n,k
cnk
2ωnk
[1 + 2nB(ωnk)], (4)
where nB(ω) = (e
ω/kBT − 1)−1 is a Bose-Einstein factor,
and Q makes reference to quadratic.
This method is computationally more efficient than
other approaches because it typically requires a smaller
number of individual NMR calculations to be performed.
However, the gain in computational cost comes at the
expense of accuracy, as the expression in Eq. (3) assumes
that the coupling of vibrational mode (n,k) to the chem-
ical shielding tensor is independent of all other vibra-
tional modes, and also assumes that the dependence of
the coupling on the vibrational amplitude is quadratic.
Below we provide numerical evidence to support the va-
lidity of this approximation when vibrations are treated
at the harmonic level. Finally, we note that apart from
the gain in computational efficiency, the expression in
Eq. (3) is also attractive because it provides microscopic
information about the vibrational coupling to the chemi-
3cal shielding tensor, which is obscured in sampling meth-
ods.
B. Computational implementation
1. Quadratic approximation
Within the quadratic approximation, the coupling con-
stants cijnk of the tensor component labelled by Cartesian
coordinates (i, j) can be evaluated by a finite displace-
ment method. We displace the atoms along the har-
monic vibrational modes with an amplitude ∆qnk of or-
der
√〈q2nk〉 = 1/√2ωnk, and average over positive and
negative displacements (see the discussion in Sec. IV D 2
below for details of the choice of normal mode ampli-
tude). The coupling constants cijnk are then obtained
from a quadratic fit to the finite displacement data, which
can be formulated as
cijnk=
σij(0, . . . ,∆qnk, . . . , 0)+σ
ij(0, . . . ,−∆qnk, . . . , 0)
2∆q2nk
.
(5)
The largest computational expense in the methodology
described above arises in the first principles calculation of
the finite-displacement chemical shielding tensor at each
phonon branch n and Brillouin zone (BZ) point k. In
order to reduce the number of calculations required, we
may use symmetry to restrict the calculation of the finite-
displacement chemical shielding tensor to the irreducible
wedge of the BZ. The chemical shielding tensor trans-
forms according to
σ(qnRk) = R−1σ(qnk)R, (6)
where R denotes the rotations of the point group of the
crystal. The use of symmetry is advantageous when con-
sidering the convergence of the renormalised chemical
shielding tensor as a function of the size of the simu-
lation cell. We note that convergence with respect to the
simulation cell size, which is equivalent to convergence
with respect to the phonon BZ sampling density, is also
required to explore phase space when using Monte Carlo
sampling or molecular dynamics methods.
The quadratic approximation described above is com-
putationally efficient because a small number of data
points is needed to sample the relevant vibrational phase
space. A further benefit in terms of computational ef-
ficiency compared with molecular dynamics and path-
integral molecular dynamics methods is that the sam-
pling points in the quadratic approximation are indepen-
dent of each other (this is also true in the Monte Carlo
sampling approach). This means that the sampling cal-
culations can be simply parallelized over a large num-
ber of processors, and the results can be obtained very
rapidly in real time, naturally fitting with the expand-
ing field of high throughput computation. This should
be contrasted with the need to follow a correlated path
in the dynamics methods, which means that they cannot
make similar usage of modern computational architec-
tures.
2. Monte Carlo sampling
In this work we also use a Monte Carlo sampling
scheme in order to validate the approximations involved
in the quadratic expansion and to include the effects of
anharmonic vibrations. The expectation value of the
chemical shielding tensor with respect to the harmonic
density is
〈σ〉 =
∫
dq|Φhar(q)|2σ(q), (7)
which may be evaluated using Monte Carlo sampling as
〈σ〉MC ' 1
M
M∑
i=1
σ(qi), (8)
where M is the number of random sampling points, dis-
tributed according to the density |Φhar|2, and MC stands
for Monte Carlo. The statistical uncertainty may be es-
timated as
∆〈σ〉MC'
 1
M(M − 1)
M∑
i=1
σ(qi)− 1
M
M∑
j=1
σ(qj)
2

1/2
.
(9)
Within the harmonic approximation, the den-
sity |Φhar|2 is a product of Gaussian functions
(2pis2)−1/2 exp(− q22s2 ) whose widths s depend on the tem-
perature according to
s2(T ) =
1
2ω
coth
(
ω
2kBT
)
. (10)
The random sampling of a Gaussian distribution is
a computationally efficient process, making this ap-
proach more appealing than the alternative dynamical
approaches.
III. COMPUTATIONAL DETAILS
In this section we describe the computational de-
tails of our first-principles calculations. All our calcu-
lations are performed within plane-wave pseudopoten-
tial DFT5–7 as implemented in the castep package.33
We have used the generalized gradient approximation of
Perdew-Burke-Ernzerhof to approximate the exchange-
correlation functional,34 and we have described the
electron-ion interaction by means of ultrasoft “on the
fly” pseudopotentials.35 We have used a plane-wave en-
ergy cut-off of 800 eV for MgO and 700 eV for L-alanine
4and bDA, and a Monkhorst-Pack36 BZ sampling grid of
density 2pi × 0.04 A˚−1 for the three systems. These pa-
rameters lead to differences between frozen-phonon struc-
tures below 10−4 eV/atom for the energy, 10−3 eV/A˚ for
the forces on atoms, 10−2 GPa for the stress on MgO,
and below 10−2 ppm for the components of the chemical
shielding tensor.
A. Structures
MgO has a cubic crystal structure of space group
Fm3m with two atoms in the primitive cell. We have
relaxed the volume of the primitive cell of MgO within
DFT, finding an equilibrium lattice constant equal to
a = 4.245 A˚, which is a little larger than the experi-
mental value of 4.212 A˚.
L-alanine is a molecular orthorhombic crystal of space
group P212121, in which each molecule has 13 atoms
(C3H7NO2) and the primitive cell has 4 molecules. We
use the structure reported in Ref. 37, determined by
neutron diffraction at a temperature of 60 K. The or-
thorhombic structure has lattice parameters a = 5.806 A˚,
b = 5.940 A˚, and c = 12.274 A˚. We have relaxed the in-
ternal atomic coordinates to reduce the forces on each
atom below 10−3 eV/A˚.
bDA is an orthorhombic molecular crystal of space
group P212121, in which each molecule has 26 atoms
(C7H12N2O5), and the primitive cell has 4 molecules.
We use the structure reported in Ref. 38, determined
by X-ray diffraction at a temperature of 120 K. The or-
thorhombic structure has lattice parameters a = 4.845 A˚,
b = 9.409 A˚, c = 19.170 A˚. We have relaxed the inter-
nal atomic coordinates to reduce the forces on each atom
below 10−3 eV/A˚.
B. NMR calculations
The first-principles calculations of the chemical shield-
ing tensor are performed using the GIPAW theory3,8,9
as implemented in the castep package.33 We investigate
the isotropic chemical shift
σiso =
1
3
trσ, (11)
and the shielding anisotropy (SA)
σSA = σzz − 1
2
(σxx + σyy) (12)
where appropriate. In the latter, the principal compo-
nents of the chemical shielding tensor are ordered ac-
cording to |σzz − σiso| ≥ |σxx − σiso| ≥ |σyy − σiso|.
C. Vibrational calculations
For the vibrational harmonic calculations, we have cal-
culated the harmonic frequencies and eigenvectors at the
Γ point for L-alanine and bDA, and at the phonon BZ
k-points commensurate with the size of the supercell in
MgO. We have used the finite-displacement method39 in
order to construct the matrix of force constants, with
atomic displacements of magnitude 0.005 A˚ and averag-
ing over positive and negative displacements. We have
then diagonalized the corresponding dynamical matrix to
find the harmonic frequencies and eigenvectors.
For the anharmonic vibrational calculations, we have
used the principal axes approximation including inde-
pendent modes to map the Born-Oppenheimer energy
surface beyond the harmonic approximation,30 including
only Γ-point vibrational modes. We have solved the re-
sulting Schro¨dinger equation using an expansion of the
vibrational wave function in a basis of simple harmonic
oscillator eigenstates, and we have used a total of 40 basis
functions for the description of each vibrational degree of
freedom.
IV. HARMONIC VIBRATIONS
In this section we assess the validity of the quadratic
approximation 〈σ〉Q by comparing it with Monte Carlo
sampling calculations 〈σ〉MC. The results in this sec-
tion are within the harmonic approximation, and we use
MgO, L-alanine, and bDA as test systems. We report
the vibrational correction, defined as the difference be-
tween the vibrationally-averaged value and the static lat-
tice value, ∆σiso = 〈σiso〉−σiso for the isotropic shift and
∆σSA = 〈σSA〉 − σSA for the shielding anisotropy.
A. Magnesium Oxide
In MgO, the chemical shielding tensor is diagonal and
isotropic. Therefore, we report the isotropic chemical
shift only. At the static lattice level, we find σOiso =
−197.99 ppm and σMgiso = −535.05 ppm. All of the cal-
culations correspond to simulation cells containing 16
atoms.
1. Quadratic approximation
The temperature-dependent correction to the isotropic
chemical shift ∆σiso evaluated by Monte Carlo sampling
and by means of the quadratic expansion in Eq. (3) is
given in Fig. 1. The results show that, within the sta-
tistical uncertainty of the more accurate Monte Carlo
sampling approach, the quadratic expansion leads to the
same results, demonstrating the validity of the approxi-
mations involved in the latter.
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FIG. 1. Temperature dependence of the correction to the
isotropic chemical shift from the static lattice value in MgO.
The solid lines correspond to the results obtained using
Eq. (3), and the circles and diamonds to the results obtained
from Monte Carlo sampling. The statistical error bars give
the standard deviation.
The Monte Carlo sampling calculations reported in-
clude the sampling of 350 points at each temperature
(0 K, 200 K, and 500 K) and a total of 1, 050 points, and
the statistical uncertainty is still 6% of the total correc-
tion in oxygen at T = 500 K, and 15% in magnesium at
the same temperature. In contrast, the quadratic expan-
sion approach requires only 30 sampling points, making
the quadratic expansion approach more than an order of
magnitude more efficient than the Monte Carlo sampling
approach. Furthermore, these 30 sampling points are suf-
ficient to obtain the renormalization at any temperature
by means of Eq. (4).
Monte Carlo sampling is appropriate for the evalua-
tion of high-dimensional integrals, as the number of sam-
pling points required to obtain a given statistical uncer-
tainty is, in principle, independent of the dimension of
the integral.40 Therefore, we expect that, for a given sta-
tistical uncertainty, Monte Carlo sampling will become
the most efficient approach for the evaluation of Eq. (1)
at some system size N . However, our results for MgO
and the molecular crystals L-alanine and bDA presented
below show that for all of these systems the quadratic
approximation is significantly more efficient than Monte
Carlo sampling. Therefore, it appears that, for most sys-
tem sizes of interest in NMR, the quadratic approxima-
tion of Eq. (4) is expected to lead to the smallest com-
putational expense, and should therefore be the method
of choice for such calculations.
2. Microscopic details
Within the quadratic approximation, the couplings of
the chemical shielding tensor to the vibrational state cnk
are treated individually for each vibrational mode (n,k).
N
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FIG. 2. Scheme used to label the atoms in L-alanine (top)
and bDA (bottom).
It is therefore possible to investigate the microscopic ori-
gin of the vibrational effects on the chemical shielding
tensor by comparing the magnitudes of the different cou-
plings.
The vibrational coupling to the chemical shielding ten-
sor of oxygen atoms is dominated by short-wavelength vi-
brational modes in which an MgO pair oscillates against
an adjacent MgO pair. The second largest contribution
comes from vibrational modes in which oxygen atoms
dominate the motion.
For magnesium atoms, the coupling to the chemical
shielding is dominated by vibrational modes in which
only the oxygen atoms vibrate. The second largest con-
tributions come from vibrations of the oxygen and mag-
nesium atoms against one another in a primitive cell.
B. L-alanine
The scheme we use for labeling the atoms in the L-
alanine molecule shown in the top diagram of Fig. 2 is
used throughout this work.
In Fig. 3 we report the ZP correction to the isotropic
chemical shift of L-alanine, evaluated by Monte Carlo
sampling (light red bands) and using the quadratic ex-
pansion (red triangles). As already observed in the case
of MgO, the two approaches are in agreement within the
statistical uncertainty of the Monte Carlo sampling re-
sults for all atomic species and all atoms. We note that
the uncertainty associated with the ZP correction of indi-
vidual atoms in the Monte Carlo evaluation is highly cor-
related because for every structure sampled we calculate
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FIG. 3. ZP correction to the isotropic chemical shift from the
static lattice value of L-alanine. The red triangles correspond
to the results obtained using Eq. (3), and the light red bands
to the results obtained from Monte Carlo sampling. The links
between atom numbers are only an aid to the eye.
the chemical shielding tensor on all atoms in the crystal.
This means that the statistical uncertainty is associated
with a shift of the entire light red band rather than in-
dependent shifts of the values for individual atoms.
We show the isotropic shift of L-alanine at tempera-
tures of T = 0 K, 200 K, and 500 K in Fig. 4. The tem-
perature dependence is particularly strong in the NH3
group, whose hydrogen atoms also have the strongest ZP
correction. For all species and atoms, the ZP correction
is quite large, and represents about 50% of the overall vi-
brational correction even at a temperature of T = 500 K.
In Fig. 5 we show the ZP correction to the shielding
anisotropy of L-alanine, evaluated by Monte Carlo sam-
pling (light red bands) and using the quadratic expansion
(red triangles). For carbon atom 3 and oxygen atom 1,
the ordering of the principal values of the chemical shield-
ing tensor reverses between the static and vibrationally-
averaged calculations, and this is indicated by the black
arrows in Fig. 5. In these cases, the ZP correction shown
corresponds to ∆σSA = |〈σSA〉| − |σSA|.
We show the temperature dependence of the shielding
anisotropy at temperatures of T = 0 K, 200 K, and 500 K
in Fig. 6. The temperature dependence of the shielding
anisotropy has a similar strength in the CH3 and NH3
groups, unlike the isotropic shift dependence. The mag-
nitude of the correction due to temperature is smaller for
the shielding anisotropy than for the isotropic shift. This
feature is even more pronounced in the case of bDA (see
Sec. IV C below).
We have investigated the origin of the weak temper-
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FIG. 4. Correction to the isotropic chemical shift from the
static lattice value of L-alanine at temperatures of T = 0 K
(red triangles), 200 K (blue squares), and 500 K (green dia-
monds). The solid lines are an aid to the eye.
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FIG. 5. ZP correction to the shielding anisotropy from the
static lattice value of L-alanine. The red triangles correspond
to the results obtained using Eq. (3), and the light red bands
to the results from Monte Carlo sampling. The arrows in-
dicate the atoms in which the shielding anisotropy changes
sign from the static lattice value to the vibrationally aver-
aged value. The links between atom numbers are only an aid
to the eye.
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FIG. 6. Correction to the shielding anisotropy from the static
lattice value of L-alanine at temperatures of T = 0 K (red
triangles), 200 K (blue squares), and 500 K (green diamonds).
The solid lines are an aid to the eye.
ature dependence of the shielding anisotropy in the two
molecular crystals considered, which contrasts with the
strong temperature dependence of the isotropic chemical
shift. We consider the change in each of the three eigen-
values of the chemical shielding tensor due to atomic vi-
brations from zero temperature, Σαα = σαα(T )−σαα(0),
where α stands for the three Cartesian directions α =
x, y, z. Although there are differences depending on
the atom under consideration, in general the changes
in the three eigenvalues for a given atom are similar
Σxx ' Σyy ' Σzz, which leads to
σiso(T )−σiso(0)= 1
3
∑
α=x,y,z
Σαα ' Σxx, (13)
σSA(T )− σSA(0) = Σzz − 1
2
(Σxx + Σyy) ' 0, (14)
qualitatively explaining the observed temperature de-
pendences of both the isotropic shift and the shielding
anisotropy. In reality the eigenvalue with the largest ab-
solute value has a somewhat larger correction, which ul-
timately leads to the non-vanishing temperature depen-
dence of the shielding anisotropy.
The quadratic expansion requires the evaluation of 306
data points, including the averaging over positive and
negative displacements. For the Monte Carlo sampling
evaluation, we have used a total of 10, 000 data points,
which is about 30 times larger than the set used in the
quadratic calculation. We have used such a large number
of sampling points because we reuse them for the anhar-
monic calculations (see Sec. V below). The statistical
error bars with this number of sampling points represent
less than 10% of the overall ZP correction for all species
and atoms, apart from the hydrogen atoms in the methyl
group CH3, for which they represent 10–30% of the ZP
correction. If one is only interested in harmonic results,
a more reasonable number may be of the order of 1000
random sample points. This data set leads to statistical
uncertainties in the ZP correction that represent about
10% of the overall ZP correction for hydrogen atoms 1, 5,
6, and 7, and about 50% for the hydrogen atoms of the
methyl group CH3. For carbon atoms the uncertainty
is in the range 20–30% of the overall ZP correction, and
about 10% for the nitrogen and oxygen atoms. In either
case, the quadratic approximation is significantly more
computationally efficient than the Monte Carlo sampling
approach.
1. Comparison with experiment
The experimental shielding anisotropy at room tem-
perature of the carbon atoms in L-alanine are reported
in Ref. 41. In Table I we show the experimental shielding
anisotropies compared to the theoretical ones obtained
within the static lattice approximation and the quadratic
approximation at T = 293 K. For carbon atom 1 the vi-
brational contribution leads to a significant improvement
in terms of the agreement between theory and experi-
ment. For the other two atoms, we also find better agree-
ment between theory and experiment when the effects of
atomic vibrations are included, but the improvement is
smaller.
C. β-aspartyl-L-alanine
The scheme we use for labeling the atoms in a bDA
molecule is shown in the bottom diagram of Fig. 2. This
scheme is used throughout this work.
1. Theoretical calculations
In Fig. 7 we show the ZP correction to the isotropic
chemical shift of bDA, evaluated by Monte Carlo sam-
pling (light red bands) and using the quadratic expan-
sion (red triangles). These results further support the
validity of the approximate Eq. (3), as the results from
the quadratic expansion agree with those of the Monte
Carlo sampling within the statistical uncertainty of the
latter.
In Fig. 8 we show the isotropic shift of bDA at T = 0 K,
200 K, and 500 K, calculated using the quadratic approx-
imation of Eq. (4). We observe a very strong temperature
dependence of the isotropic chemical shift in the three hy-
drogen atoms of the CH3 methyl group, and also in the
corresponding carbon atom. Another noteworthy feature
8TABLE I. Comparison of experimental and theoretical shielding anisotropies for the carbon atoms in L-alanine, in units of
ppm. The experimental data is from Ref. 41.
Species Atom number Experiment Theory (T = 293 K) Theory (static)
C 1 29.5 29.1 33.3
2 106.5 111.1 111.8
3 17.5 19.0 15.1
1 2 3 4 5 6 7 8 9 10 11 12
Atom number
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
∆ σ
i s
o 
( p p
m )
Hydrogen
1 2 3 4 5 6 7
Atom number
-7
-6
-5
-4
-3
-2
-1
0
∆ σ
i s
o 
( p p
m )
Carbon
1 2
Atom number
-12
-10
-8
-6
-4
-2
0
∆ σ
i s
o 
( p p
m )
1 2 3 4 5
Atom number
OxygenNitrogen
FIG. 7. ZP correction to the isotropic chemical shift from the
static lattice value of bDA. The red triangles correspond to
the results obtained using Eq. (3), and the light red bands to
those from Monte Carlo sampling. The links between atom
numbers are only an aid to the eye.
is the importance of the correction due to the quantum-
mechanical ZP motion, which still represents about half
of the overall correction at a temperature of T = 500 K
for all species and atoms. This suggests that methods
of sampling phase space that neglect ZP motion, such as
molecular dynamics methods, would lead to inaccurate
results.
In Fig. 9 we show the ZP correction to the shielding
anisotropy of bDA, evaluated by Monte Carlo sampling
(light red bands) and using the quadratic expansion (red
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The solid lines are an aid to the eye.
triangles). The agreement between the two methods is
also very good in this case. The ZP correction to the
shielding anisotropy is significantly larger than the ZP
correction to the isotropic shift, and an accurate treat-
ment of it including atomic vibrations could therefore be
more important.
We show the vibrational correction to the shielding
anisotropy at temperatures of T = 0 K, T = 200 K, and
T = 500 K in Fig. 10. We observe a very weak tem-
perature dependence of the shielding anisotropy for all
species and atoms, in contrast to the strong temperature
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FIG. 9. ZP correction to the shielding anisotropy from the
static lattice value for bDA. The red triangles correspond to
the results obtained using Eq. (3), and the light red bands to
the results obtained from Monte Carlo sampling. The arrows
indicate the atoms for which the shielding anisotropy changes
sign from the static lattice value to the vibrationally averaged
value. The links between atom numbers are only an aid to
the eye.
dependence found in the isotropic shift (see Fig. 8). This
agrees with the equivalent observation for L-alanine, but
in the case of bDA this feature is more prominent. The
inclusion of ZP quantum motion is therefore central in
calculating finite temperature shielding anisotropies, and
sampling the vibrational phase space using molecular dy-
namics would fail to reproduce the effects of vibrations
on the shielding anisotropy. In line with the observa-
tion from the temperature dependence of the isotropic
shift, the CH3 methyl group dominates the temperature
dependence of the shielding anisotropy.
The Monte Carlo calculations reported used 1000 sam-
pling points. The quadratic expansion used 618 data
points, taking into account the need to average over pos-
itive and negative displacements. For this larger system,
the computational gain obtained with the quadratic ex-
pansion is not as dramatic as for MgO and L-alanine, but
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FIG. 10. Correction to the shielding anisotropy from the
static lattice value for bDA at temperatures of T = 0 K (red
triangles), 200 K (blue squares), and 500 K (green diamonds).
The arrows indicate the atoms where the shielding anisotropy
changes sign from the static lattice value to the vibrationally
averaged value. The solid lines are an aid to the eye.
it is nonetheless important. We note that the number of
Monte Carlo sampling points required is determined by
the desired size of the statistical uncertainty. For the
isotropic shift, the use of 1000 data points leads to sta-
tistical uncertainties in the range 10–30% of the full ZP
correction for hydrogen atoms 2–4 and 8–12, for atom 6
of about 60%, and for atom 1 the statistical uncertainty
is too large to be able to distinguish the ZP correction
from zero. At finite temperature the uncertainties are
expected to be even larger. These uncertainties suggest
that the number of data points used here would still be
inadequate for some applications. The statistical uncer-
tainty in the shielding anisotropy has a similar behaviour
across all species and atoms for the same number of data
points.
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Experimental results are from Ref. 42.
2. Comparison with experiment
The experimental chemical shifts δexp of hydrogen and
carbon for bDA are reported in Ref. 42. The chemical
shifts δ, which are the quantities readily available experi-
mentally, are defined with respect to a reference isotropic
shift σref according to
δ = σref − σiso. (15)
We have determined the value of σref by fitting the func-
tion f(x) = a − x to the experimental shifts against the
theoretical isotropic shifts, with a single fitting parame-
ter a. It follows that σref = a, and we have determined
different references for the static lattice approximation
and for the finite temperature quadratic approximation
results.
In Table II we show experimental chemical shifts for
bDA compared to the theoretical ones obtained using the
static lattice approximation and the quadratic approxi-
mation at the experimental temperature of T = 293 K.
In each case we also report the reference shielding evalu-
ated as described above. In Fig. 11 we show the difference
between the theoretical and experimental chemical shifts
for the calculations performed within the static lattice
approximation (black circles) and at T = 293 K within
the quadratic approximation (red squares). We also show
the root mean square deviation (RMSD) of the theoret-
ical data by coloured bands. For hydrogen, the RMSD
decreases from 0.49 ppm for the static lattice calculation
to 0.21 ppm when the effects of temperature are included.
Therefore, the inclusion of temperature effects leads to a
significantly better agreement with experiment. For car-
bon the improvement achieved by including the effects of
temperature is more moderate: the RMSD is 3.5 ppm for
the static lattice calculations, and decreases to 2.5 ppm
when vibrational effects are taken into account.
D. Convergence details
1. Convergence with simulation cell size
In this section we discuss the convergence of the vibra-
tional correction to the chemical shielding tensor with
respect to the size of the simulation cell used. This con-
vergence is equivalent to the convergence with respect to
the sampling of the phonon BZ.
For the case of MgO, we have used a simulation cell
with 16 atoms containing 2×2×2 primitive cells. In the
case of the molecular crystals, the primitive cells of L-
alanine and bDA contain 52 and 104 atoms respectively,
and a simulation cell size convergence study would re-
quire a prohibitive amount of computational resources.
Although such a study is not necessary for the arguments
put forward in this work, we refer the reader to the work
of Robinson and Haynes.25 They found a significant ef-
fect of the simulation cell size on the calculation of chem-
ical shifts in L-alanine using classical force fields fitted to
quantum mechanical forces in molecular dynamics sim-
ulations. The larger size of the primitive cell of bDA
suggests that simulation size effects might be smaller in
this system than in L-alanine.
2. Convergence of couplings with normal mode amplitude
The use of the quadratic expansion for calculating the
vibrational coupling to the chemical shielding tensor re-
quires a careful analysis of the amplitude of the vibra-
tional mode at which the sampling points are taken. In
this section we give some details of this using bDA as an
example.
For all atoms, the coupling strength is large for a small
number of vibrational modes (about 10), and is small for
the rest. The small size of the coupling strength for the
vast majority of vibrational modes can lead to problems
with numerical noise. In Fig. 12 we plot the coupling
to the (1, 1) component of the chemical shielding tensor
of a representative hydrogen atom as a function of the
normal mode amplitude at which the coupling is calcu-
lated. The data is normalised with respect to the largest
amplitude considered, corresponding to 4/
√
2ω. The red
squares correspond to data for one of the modes that has
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TABLE II. Comparison of experimental and theoretical chemical shifts for bDA, in units of ppm. The experimental uncertainty
is in the range 0.01–0.15 ppm for H and 0.1 ppm for C.
Species Atom number Experiment Theory (T = 293 K) Theory (static)
H 1 14.01 14.11 14.90
2 8.34 8.57 8.83
3 3.23 3.04 2.90
4 4.40 4.15 4.08
5-7 7.94 8.14 8.29
8 2.70 2.41 2.16
9 5.32 5.27 5.28
10-12 1.27 1.52 0.77
Reference 29.85 30.55
C 1 175.7 178.4 179.5
2 52.8 50.5 51.5
3 40.4 38.4 37.9
4 171.2 169.4 171.4
5 47.5 46.1 46.5
6 16.9 16.9 11.7
7 175.7 180.5 181.6
Reference 164.0 169.3
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FIG. 12. Convergence of the coupling to the chemical shield-
ing tensor (1, 1) component for a vibrational mode with large
coupling (red squares) and small coupling (black circles). The
reference c11ref is the coupling for mode amplitude 4/
√
2ω.
a strong coupling to c11, and we can see that the cou-
pling strength is independent of the amplitude at which
it is calculated for the range considered. In contrast,
the black circles, which correspond to a mode with weak
coupling, show a strong dependence of the value of the
coupling on the amplitude. Although this coupling is
weak, in bDA there are about 300 such modes, all with
similar behaviour, which means that the error in the cou-
pling of one mode increases by two orders of magnitude
in the final result, and this leads to a significant error in
the final result. As the coupling strength of the modes
with strong coupling is largely independent of the sam-
pling amplitude, the strategy we follow is to choose the
sampling amplitude as that at which the weak-coupling
modes are converged. In the case of bDA, an amplitude
of 4/
√
2ω leads to converged results (see Fig. 12).
This behaviour could be expected in most molecu-
lar crystals with a large number of atoms in the prim-
itive cell, as these systems are expected to have a small
range of modes with strong coupling while the majority
of modes have weak coupling. Therefore, any calcula-
tion using the quadratic expansion should be preceded
by a convergence test to estimate the sampling ampli-
tude required for converged results. For this convergence
test, a weak-coupling and a strong-coupling mode should
suffice. For any given atom, these can be identified by
investigating the atomic motion of the vibrational nor-
mal modes, and selecting a mode for which the atom of
interest moves significantly, and one in which it does not.
V. ANHARMONIC VIBRATIONS
The results presented in Sec. IV show very good
agreement between the quadratic approximation and the
Monte Carlo sampling when the vibrational wave func-
tion is treated within the harmonic approximation. This
suggests that quartic terms in the expansion in Eq. (2)
are not important for the description of the coupling
of the chemical shielding tensor with the vibrational
state of the solid. However, when the vibrations of the
solid have an anharmonic asymmetric component, odd
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FIG. 13. Harmonic (black dashed lines) and anharmonic
(solid red lines) potentials and ground state densities for the
stretching mode of hydrogen atom 1 (shown schematically in
the inset). The harmonic and anharmonic energies are very
similar, at 188 meV.
terms in the expansion in Eq. (2) may become impor-
tant. Recent work has made the incorporation of anhar-
monic vibrations in first-principles calculations of solids
possible.30–32,43–48 In this section we use the method de-
scribed in Ref. 30 to obtain an anharmonic vibrational
wave function for L-alanine, and use it to evaluate the
coupling of the anharmonic vibrational state to the chem-
ical shielding tensor.
A. Anharmonic vibrations
The harmonic vibrational energy of L-alanine, cal-
culated using only Γ-point vibrations, is har =
228.2 meV/atom. The anharmonic energy is only slightly
larger, at har = 228.8 meV/atom, leading to an anhar-
monic correction to the ZP vibrational energy of only
0.6 meV/atom. The vibrational modes that dominate
the anharmonic correction to the energy correspond to
bond stretching vibrations of individual hydrogen atoms.
It is interesting to note that, although the anharmonic
contribution to the vibrational energy is small, the anhar-
monic vibrational wave function of some atoms deviates
from the corresponding harmonic wave function by ac-
quiring an asymmetric component. An example of such a
feature is shown in Fig. 13, in which we plot the harmonic
and anharmonic potentials and densities. This particu-
lar example corresponds to the bond-stretching vibra-
tions of hydrogen atom 1. When the hydrogen atom ap-
proaches the carbon atom (positive displacements), the
anharmonic potential is steeper than the harmonic one,
whereas when the hydrogen atom moves away from the
carbon atom, the anharmonic potential becomes shal-
lower. The anharmonic vibrational density shifts towards
the shallower part of the potential, acquiring an asym-
metric component.
B. Anharmonic coupling to the chemical shielding tensor
In order to calculate the renormalized shielding tensor
using an anharmonic vibrational wave function, we reuse
the data points calculated in Sec. IV for the Monte Carlo
calculation sampled from a harmonic vibrational wave
function. For the ZP correction, the expectation value
reads
〈σ〉 =
∫
dq |Φanh(q)|2σ(q)
=
∫
dq
|Φanh(q)|2
|Φhar(q)|2 |Φhar(q)|
2σ(q), (16)
and within a Monte Carlo integration scheme it may be
evaluated as
〈σ〉MC ' 1
M
M∑
i=1
|Φanh(qi)|2
|Φhar(qi)|2 σ(qi), (17)
where the data points qi are distributed according to
the harmonic density |Φhar|2. Therefore, the data points
calculated in Sec. IV that were distributed according to
|Φhar|2 may be reused with the inclusion of the appropri-
ate weighting |Φanh|2/|Φhar|2 to obtain the expectation
value in Eq. (16). This weighting procedure leads to an
increase in the statistical uncertainty of the weighted in-
tegral, and this is the reason why we used a very large
number of sampling points in the case of L-alanine. The
large number of sampling points is also necessary to en-
sure that the sampling of the tails of the anharmonic
distribution is correct.
In Fig. 14 we show the ZP correction to the isotropic
chemical shift of L-alanine calculated using the Monte
Carlo sampling approach with harmonic (light red bands)
and anharmonic (light blue bands) vibrational wave func-
tions. The use of a more accurate anharmonic vibrational
wave function leads to small differences in the isotropic
shift. We can observe a small increase in the ZP correc-
tion to the isotropic shift of the hydrogen atoms belong-
ing to the CH3 methyl group, and a small decrease in
those belonging to the NH3 group, when an anharmonic
wave function is used. However, these differences are very
small, therefore the overall picture is that anharmonic
corrections are small, even for the lightest elements, and
may therefore be safely neglected.
In Fig. 15 we show the ZP correction to the shield-
ing anisotropy of L-alanine calculated with a harmonic
(light red bands) and an anharmonic (light blue bands)
wave function. The inclusion of anharmonic terms in the
description of vibrations also has a small effect on the
off-diagonal part of the chemical shielding tensor.
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VI. DISCUSSION AND CONCLUSIONS
We have investigated two approaches for studying the
effects of nuclear vibrations on the chemical shielding ten-
sor of solids. The first is based on the parametrising the
quadratic approximation to the coupling of the chemical
shielding tensor to the vibrational state of a solid, which
leads to a scheme requiring moderate computational re-
sources compared to other approaches. The second con-
sists on calculating the expectation value of the chemi-
cal shielding tensor with respect to the vibrational wave
function by means of Monte Carlo integration. We have
tested them using MgO, L-alanine, and bDA as model
systems.
At the harmonic level, we have found excellent agree-
ment between the quadratic approximation and Monte
Carlo sampling, demonstrating the practical usefulness of
the former. In all cases for which experimental data was
available, we have found an improved agreement between
theory and experiment when the effects of temperature
are included in the calculations. We have also shown
that anharmonic vibrations have a small influence on the
effects of vibrations on the chemical shielding tensor, at
least for the systems studied here. It would be interest-
ing to investigate a wider range of materials to discover
systems with important anharmonic contributions.
The quadratic and Monte Carlo approaches are compu-
tationally trivially parallelizable as the sampling points
are independent, unlike the correlated paths of the dy-
namical methods that require a serial evaluation. This
means that the computational time of the quadratic and
Monte Carlo methods can be expressed as a multiple
of the computational time TNMR for a single chemi-
cal shielding tensor calculation. The calculation times
for MgO, L-alanine, and bDA are shown in Fig. 16.
As the system size increases, the dimensionality of the
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vibrational phase space to be explored also increases,
and Monte Carlo sampling should eventually become the
most efficient method. However, the results in Fig. 16
show that for the system sizes studied (up to 104 atoms
in the simulation cell) the benefits of using the quadratic
approximation are significant.
The results reported in this work suggest the follow-
ing scenario. For an accurate treatment of the effects of
vibrations (and therefore of temperature) on the chem-
ical shielding tensor it is necessary to include quantum
zero-point effects as these are of a similar size to ther-
mal effects even at temperatures as high as 500 K. The
quadratic approach is capable of including these effects
while treating vibrations at the harmonic level, which has
been shown to provide very accurate results. Further-
more, the computational benefits of using the quadratic
method allow us to propose it as the method of choice
for a systematic inclusion of the effects of vibrations in
calculations of the chemical shielding tensor from first
principles in solids.
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