Abstract. The Bartle-Graves theorem extends the Banach open mapping principle to a family of linear and bounded mappings, thus showing that surjectivity of each member of the family is equivalent to the openness of the whole family. In this paper we place this theorem in the perspective of recent concepts and results, and present a general Bartle-Graves theorem for set-valued mappings. As applications, we obtain versions of this theorem for mappings defined by systems of inequalities, and for monotone variational inequalities. 
Theorem 1 ([1], Theorem 4, [6], p. 85). Let A : T → L(X, Y ) be a continuous operator-valued function. Define the mapping A : C(T, X) → C(T, Y ) by (Ax(·))(t) := A(t)x(t) for t ∈ T.

Then A ∈ L(C(T, X), C(T, Y )) and the following are equivalent: (i) For every t ∈ T the mapping A(t) is surjective. (ii) There exists a constant N > 0 such that for every y(·) ∈ C(T, Y ) there exists x(·) ∈ C(T, X) with Ax(·) = y(·) and x(t) ≤ N y(t) for all t ∈ T .
The Banach open mapping principle is obtained from this theorem by considering that T consists of only one element.
In a different direction, the Banach open mapping principle found its extension for nonlinear operators in the work of Graves [7] and, merging with a related earlier result by Lusternik [9] , in the 60s and 70s it became a cornerstone of the theory of minimum problems with constraints. The underlying concept was then recognized as the property of metric regularity which is formulated in the more abstract setting of set-valued mappings.
In this paper · is any norm and B is a closed unit ball; a ball centered at a with radius r is B r (a). The distance from a point x to a set A is denoted by d(x, A). We indicate by F : X ⇒ Y a set-valued mapping from X to the subsets of Y . If F is a function, that is, for each x ∈ X the set of values F (x) consists of no more than one element, then we write F : X → Y . The graph of a mapping F is given by gph F = {(x, y) | y ∈ F (x)} and its inverse F −1 is defined as x ∈ F −1 (y) ⇔ y ∈ F (x). A set-valued mapping F : X ⇒ Y with (x,ȳ) ∈ gph F is said to be metrically regular atx forȳ if there exists a constant κ > 0 such that
The infimum of κ for which (1) holds is the modulus of metric regularity which we denote by reg F (x|ȳ); the case when F is not metrically regular corresponds to reg F (x|ȳ) = ∞. If A : X → Y is linear and bounded, then metric regularity of A at any point in its graph is equivalent to metric regularity at zero for zero; for simplicity we then denote the modulus of metric regularity of A by reg A. This phenomenon, and an adjoint duality formula, extends to closed convex processes [3] . Metric regularity of a mapping F atx forȳ with a constant κ is known to be equivalent to the so-called Aubin property of the inverse F −1 atȳ forx with the same constant κ. That is, equivalently, there exists a neighborhood O ofx such that
In the sequel we shall also use the fact that the metric regularity of F atx forȳ implies that for a sufficiently small neighborhood O ofx, F −1 (y) ∩ O = ∅ for all y close toȳ. For recent works on metric regularity, see [4] , [5] , [8] and [11] .
Recall that g : X → Y is strictly differentiable atx ∈ dom g with a strict derivative Dg(x) ∈ L(X, Y ) if for every ε > 0 there exists δ > 0 such that (2) g(
An updated form of the results of Lusternik and Graves is as follows:
Theorem 2 (Lusternik-Graves). Let g : X → Y be strictly differentiable atx with strict derivative Dg(x), and let
, and let gph G be closed in a neighborhood of (x,ȳ). Then
In particular, g is metrically regular atx for g(x) if and only if Dg(x) is surjective.
In terms of the modulus of metric regularity, the Bartle-Graves theorem can be formulated in the following concise form (which does not follow directly from Theorem 1 but is contained in the original proof of Bartle and Graves):
Theorem 1a (Bartle-Graves reformulated). In the notation of Theorem 1,
Here and below, it is instructive to consider the case where T is either (i) the onepoint (Alexandroff ) compactification, N, or (ii) the Cěch compactification, β(N), of N. In the latter case recall that C(β(N)) is isometric to ∞ (N), so that the continuity hypothesis becomes one of boundedness.
A new proof of the Bartle-Graves theorem was recently given by Páles [10] based on the Michael selection theorem. In this note we extend Páles' proof to provide a more general version of the theorem for set-valued mappings. We then apply it to systems of inequalities and to monotone variational inequalities.
Consider a continuous function f : T × X → Y , and letx ∈ C(T, X). For a fixed t ∈ T , let reg f (t;x(t)) denote the modulus of metric regularity of
and denote the modulus of metric regularity of f atx(
The next lemma gives a sufficient condition for strict differentiability of the induced function, f .
Lemma 3. Letx(·) ∈ C(T, X), and let f : T × X → Y be continuous with respect to t and Fréchet differentiable with respect to x in an open tube T aroundx(·) such that the derivative D x f is continuous in T . Then the function f is strictly differentiable atx(·), in the norms of C(T, X) and C(T, Y ), with strict derivative
Proof. Apply the definition of the strict differentiability (2) to f .
We are now ready for the following result which is an extension of the BartleGraves theorem for smooth functions:
Theorem 4. Under the conditions of Lemma 3,
Proof. From the Lusternik-Graves theorem (Theorem 2) we obtain that reg f (x(·)) = reg Df (x(·)) and reg f (t;x(t)) = reg D x f (t,x(t)).
Combining these equalities with Lemma 3 and the Bartle-Graves theorem (Theorem 1a) completes the proof.
Let F : T ×X ⇒ Y be a set-valued mapping. Define, much as before, a set-valued mapping F acting from C(T, X) into the subsets of C(T, Y ) as follows:
The main result of this paper will be given in Theorem 6. A first step towards it is the next proposition.
Proof. The case sup t∈T reg F (t;x(t)|ȳ(t)) = 0 is trivial. Take
then for some t 0 ∈ T , γ < reg F (t 0 ;x(t 0 )|ȳ(t 0 )). This implies that for any neighborhoods V ofȳ(t 0 ) and U ofx(t 0 ) there exist y 1 , y 2 ∈ V , y 1 = y 2 , and x 1 ∈ U with y 1 ∈ F (t 0 , x 1 ) such that for every x 2 with y 2 ∈ F (t 0 , x 2 ) we have
Fix neighborhoods U and V and associated points y 1 , y 2 , x 1 . Take neighborhoods U ⊂ C(T, X) and V ⊂ C(T, Y ) ofx(·) andȳ(·), respectively, of the "sizes" of U and V ; that is, if B a (x(t 0 )) ⊂ U , then B a (x(·)) ⊂ U, and similarly for V.
Let x 1 (·) be a function in V with y 1 (t) ∈ F (t, x 1 (t)), t ∈ T , and such that x 1 (t 0 ) = x 1 .
[If such a function x 1 (·) does not exist, then, since the neighborhoods U and V can be chosen arbitrarily small, we conclude that reg F(x(·)|ȳ(·)) = ∞ and there is nothing more to prove.] From (5) and (6), for any function x 2 (·) with y 2 (·) ∈ F(x 2 (·)), we have
Hence, reg F(x |ȳ) ≥ γ and therefore (4) holds.
Recall that a mapping G : T ⇒ T is (sequentially) lower semicontinuous on T if for every t ∈ T , every x ∈ G(t) and every sequence t k ∈ T, t k → t, there exist x k ∈ G(t k ) for k = 1, 2, . . ., with x k → x. In our setting, sequential lower semicontinuity and lower semicontinuity coincide.
Theorem 6. The inequality (4) becomes an equality if there exists a constant a > 0 such that the mapping P defined as
satisfies the following two conditions: a) For every t ∈ T and every y ∈ B a (ȳ(t)), P (t, y) is a closed, and convex set. b) For every y ∈ t∈T B a (ȳ(t)) the mapping T t → P (t, y) is lower semicontinuous on T .
Proof. If sup t∈T reg F (t;x(t)|ȳ(t)) = ∞, then equality follows from (4) and there is nothing to prove. Let γ and β be positive numbers such that γ > γ − β > sup t∈T reg F (t;x(t)|ȳ(t)). Then for every t ∈ T the mapping F (t, ·) is metrically regular with constant γ − β which is independent of t. Since metric regularity is equivalent to the Aubin property with the same constant, for every t ∈ T there exist neighborhoods U (t) and V (t) ofx(t) andȳ(t) respectively, such that for every y, y ∈ V (t) and x ∈ U (t) with y ∈ F (t, x), there exists x with y ∈ F (t,
Compactness of T allows us to choose neighborhoods U, V ofx(·) andȳ(·) in C(T, X) and C(T, Y ) respectively, such that if x(·) ∈ U, then x(t) ∈ U (t) for every
t ∈ T and also for V and V. Take any functions y(·), y 1 (·) ∈ V and x 1 (·) ∈ U such that y 1 (t) ∈ F (x 1 (t), t) for all t ∈ T . Consider the mapping
T t → M (t) := x ∈ X | F (x, t) y(t) and x − x 1 (t) ≤ γ y(t) − y 1 (t) .
We shall now show that this mapping has nonempty, convex and closed values and is lower semicontinuous on T . Then, by the Michael selection theorem, there will exist a continuous selection x(·) of M . This, by the definition of M , means precisely that the mapping F has the Aubin property atȳ(·) forx(·) with constant γ. Therefore γ ≥ reg F(ȳ(·)|x(·)) and since γ can be made arbitrarily close to sup t∈T reg F (t;x(t)|ȳ(t)) we obtain the opposite inequality to (4), and hence the equality is established.
We proceed with proving that the mapping t → M (t) has the desired properties. That the mapping M has closed and convex values follows from condition a). Also, for all t ∈ T the mapping F (t, ·) is metrically regular atx(t) forȳ(t); hence M (t) = ∅ for all t ∈ T . It remains to show lower semicontinuity. Let t ∈ T and T t k → t, and let x ∈ M (t). If y(t) = y 1 (t), we have M (t) = x 1 (t) and then M (t k ) x 1 (t k ) → x 1 (t), and we are done. Assume that for some α > 0 we have α < y(t) − y 1 (t) ; then, without loss of generality, α/2 < y(
Sincex k → x and x 1 (·), y(·), y 1 (·) are continuous functions, and the denominator is > α/2, we have ε k → 0 as k → ∞. Let α k be a sequence of positive scalars convergent to zero which satisfy
and consider the sequence
because of the convexity assumption in a). Furthermore,
Because of the choice of α
and therefore x k ∈ M (t k ). This completes the proof.
Conditions a) and b) are not necessary for the conclusion of the theorem; they are needed in the proof to apply the Michael selection theorem. On the other hand they are quite general, e.g., in the context of variational analysis. We illustrate this result with two applications where these conditions are automatically satisfied -and they hold in the original setting of Bartle and Graves.
Example 7. Systems of inequalities. As a first example of application, consider the mapping
where f : T × X → R m and K is a closed and convex cone in R m .
Inducing F(x(·)) on the basis of F (t, x) as in (3), we have (x(·),ȳ(·)) ∈ gph F whenx(·) andȳ(·) are continuous functions which satisfy the inequality f (t,x(t)) ≤ K y(t) for all t ∈ T , where ≤ K is the order relation defined by K. Metric regularity of mappings of the form (7) is a central issue in the analysis of optimization problems with constraints given by order inequalities; see [2] for a detailed earlier discussion of this topic.
For simplicity, we letx(·) = 0,ȳ(·) = 0 and f (t, 0) = 0 for all t ∈ T , and assume that ( * ) For some neighborhood O of the origin in X the function f :
is continuous and Fréchet differentiable with respect to x in T × O and its derivative D x f is continuous there.
Then metric regularity of F at zero for zero is, according to Theorem 2, equivalent to metric regularity of the linearization of F, that is, of the mapping S defined as in (3) Let sup t∈T reg S(t; 0|0) < ∞, otherwise, by Proposition 5, there is nothing to prove. In terms of the Aubin property, there exists a constant κ > 0 such that for every t ∈ T , y, y close to the origin and x with A(t)x ≤ y, there exists an x with A(t)x ≤ y such that x − x ≤ κ y − y . Let t k → t ∈ T and let x ∈ S −1 (t, ·)(y) for some (x, y) close to the origin. Now, clearly 
(t, ·)(x(t)|ȳ(t)).
For K = {0}, from the second equality we recover the Bartle-Graves theorem (Theorem 1a).
Example 8. Monotone variational inequalities.
Observe that both conditions a) and b) in Theorem 6 are trivially satisfied if for t ∈ T and y nearȳ the mapping P is single-valued and the function P (·, y) is continuous. Such a property of P automatically follows from the metric regularity of F if F is used to describe a monotone variational inequality. Specifically, let f : T × X → X * be a continuous function, and let Q be a convex and closed set in X. Consider the following variational inequality: find x(·) ∈ C(T, X) such that for every t ∈ T ,
This variational inequality can be written as the inclusion
where N Q (x) is the standard normal cone to Q at x. Again, for simplicity assume that F (t, 0) 0 for all t ∈ T ; that is, our reference point isx(·) = 0,ȳ(·) = 0. Also, assume that condition ( * ) in Example 7 holds for the current f and, moreover, that the derivative A(t) := D x f (t, 0) is negative semidefinite for all t ∈ T , that is, A(t)x, x ≤ 0 for all x ∈ X and t ∈ T . Since metric regularity is stable under linearization, in the sense of Theorem 2, we may replace F by the mapping (t, x) → S(t, x) := A(t)x+N Q (x) which is associated with the linearized variational inequality A(t)x(t), v − x(t) ≥ 0 for all v ∈ Q and for each t ∈ T , S(t, ·) is a monotone mapping. Define F as in (3) and, without loss of generality, assume that sup t∈T reg S(t;x(t)|ȳ(t)) < ∞. At this point we apply the well-known fact that any monotone mapping which is lower semicontinuous is single-valued. The application of this fact to metrically regular mappings has the form:
Let H : X ⇒ X * be monotone locally around (x,ȳ) ∈ gph H, that is, y 1 − y 2 , x 1 − x 2 ≤ 0 for all (x i , y i ) ∈ gph H, i = 1, 2, that are close to (x,ȳ). In addition assume H is metrically regular atx for y. Then there exists a > 0 such that H −1 (y) ∩ B a (x) is a singleton for every y ∈ B a (ȳ).
Applying this result to the mapping (t, y) → P (t, y) = S −1 (t, ·)(y) ∩ B a (0), from the negative semidefiniteness of A(t) we obtain that for each t ∈ T and y ∈ B a (0) the set P (t, y) is a single point, hence condition a) holds. Let y ∈ B a (0) and t k → t ∈ T , and let x ∈ P (t, y). Then y + (A(t k ) − A(t))x ∈ A(t k )x + N Q (x) and from the Aubin property of S −1 (t k , ·) and the continuity of A(·) we obtain that there exists x k ∈ P (t k , y) such that x k → x. Since P is single-valued, it is continuous at t; that is, condition b) holds. Thus, we can apply Theorem 6, obtaining that, in the current notation, we again have equality (8) . For Q = X the second equality becomes yet again the Bartle-Graves theorem. 
