For many years the Belousov-Zhabotinsky reaction has been used to explore the large variety of dynamical behavior of excitation waves. The understanding of chemical waves can be applied to other physical and biological systems. Most theoretical and experimental work has been done in planar media, whereas for nonplanar systems there exist many theoretical but only very few experimental studies. In this article we present a methodology to develop quasi-two-dimensional, nonhomogeneously curved reaction media. These systems can be used to perform experiments on chemical reaction-diffusion processes which occur, for instance, in the Belousov-Zhabotinsky reaction placed in nonplanar geometries.
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I. REACTION-DIFFUSION SYSTEMS
Excitation waves are common phenomena in many biological, chemical, and physical systems. 1, 2 The properties of these waves differ considerably from acoustic or electromagnetic waves in traditional conservative systems. This difference is due to the active local dynamics of excitable media. All these waves, which show spatiotemporal dynamics, can be described by reaction-diffusion ͑RD͒ equations including at least one autocatalytic reaction step and the diffusion of the participating components. Wave fronts can appear as circular patterns, as straight or curved lines, or as Archimedian spirals. Important components in all systems are the activator u and the inhibitor v having equal or different diffusion coefficients D. In general the relation D u /D v у1 is valid for RD waves. If D v ϾD u , one can observe time-independent, spatially distributed structures, which are called Turing patterns. 3 This kind of patterns are thought to appear for example on snails and shells 4 or during the growth of plants in water-limited regions. 5 Let us introduce some examples of excitation waves. In biological systems one can observe waves of cyclic adenosine monophosphate during the chemotactic cell aggregation of the slime mold Dictyostelium discoideum, 6 excitation waves on the heart muscle, 7 waves of protons and the coenzyme nicotinamide adenine dinucleotide ͑NADH͒ during the glycolysis in yeast cell extracts 8 and neutrophil cells, 9 or Ca 2ϩ waves at the surface membrane of oocytes of Xenopus laevis 10 and after fertilization of human oocytes. 11 Depolarization waves, so called ''spreading depression waves,'' exist in the neural tissue of the cortex, 12 on the chicken retina, 13 or in the neural tissue of the spinal cord. 14 The ''working horse'' for investigations of nonlinear wave propagation is the famous Belousov-Zhabotinsky ͑BZ͒ reaction. 15, 16 An example of waves in this reaction is shown in Fig. 1 .
This chemical reaction can be used to explore the dynamics of excitation waves, for example, in homogeneous 16 and nonhomogeneous 17 or planar 18 and nonplanar 19, 20 systems. The results can be applied to other biological and physical systems by changing the parameters, for example, in coupled three-or two-component differential equation systems, such as the Oregonator model 21 or the Tyson-Fife model, 22 respectively. The first model contains the activator species, the inhibitor species, and the catalyst as variables. In the two-variable system the inhibitor is adiabatic eliminated to obtain a model with the activator and a control variable.
Generally, the BZ reaction can be described as the oxidation of an organic substrate by bromate in an acid solution and in the presence of a redox catalyst. Investigations can be performed in a liquid solution or in a jelled medium. In the latter case the catalyst is immobilized in a gel matrix where the reaction takes place. These systems prevent hydrodynamic convection in the BZ reaction media 23 and make experiments in open Petri dishes possible.
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II. CURVED REACTION-DIFFUSION SYSTEMS
In this article we present a methodology to produce nonplanar quasi-two-dimensional systems. But why is it important to investigate excitation waves in such systems? Up to now most experiments were done in planar RD systems such as in Petri dishes, on membranes, in planar porous glass plates, or in gels between planar permeable membranes to investigate spatio-temporal structures. In these planar geometries the system is assumed to be infinitely extended and characterized by homogeneously or nonhomogeneously distributed parameters.
in 1946 by Wiener and Rosenblueth. 26 Since then, there have been theoretical studies investigating excitation waves in homogeneously 27, 28 and nonhomogeneously [29] [30] [31] curved systems, exploring a large variety of dynamical behavior. 25 The investigation of curvature effects starts from at least two aspects. First, there is an influence of the surface curvature on the diffusive coupling of active components. Second, closed surfaces as cylinders and spheres have an influence on the pattern formation. Different periodic boundary conditions have to be considered, which leads to the possibility that wave fronts can reach their origin. Both factors ͑surface curvature and topology͒ determine the stability or the existence of specific dynamical conditions that are not possible in infinite extended planar systems. 32 But there are only a few, not very detailed, experimental results. The first reported observation of excitation waves ͑spirals͒ in a curved BZ system was done in 1989. 19 In 1997, Steinbock investigated the propagation of spiral waves on a cylindrical surface. 20 In both experiments the surfaces were homogeneously curved. Only one experimental article reports about the behavior of spirals on a nonhomogeneously curved surface ͑a paraboloid͒. 33 The other experiments, which investigated the dynamics of initially planar fronts propagating across a periodically modulated curved surface 34 -36 are based on the methodology presented in this article.
III. FABRICATING CURVED SURFACES
The experimental device containing the quasi-twodimensional, heterogeneously curved system uses a hollow acrylic glass ͑e.g., plexiglass͒ mold with a pair of complementary surfaces. The two curved surfaces, once put together, have a small, constant distance in normal direction of each point. The procedure of developing and calculating the two surface functions is the main goal of this article. Figure 2 shows one side of such a system with the centered nonhomogeneously curved part.
The two surfaces with the central curved part and a surrounding planar region can be visualized with a computeraided design program and milled with a computer numerical control machine. The thin, hollow space of the mold can accommodate the chemical reaction solution. Because of the different absorption coefficients of the reduced state and the oxidized wave in the BZ reaction, illuminating the transparent system from below enables the detection of wave propagation with a charge-coupled-device camera.
To develop quasi-two-dimensional systems with this methodology one has to choose between two different possibilities. In both cases one has to select an explicit starting function: for a modulated system, for example, the simple, doubly periodical function
with amplitude A, wave number bϭ2/, and modulation wavelength . The Cartesian coordinates are given by x, y, and z. With such functions one can describe an extended, periodically modulated system 34, 35 or single, localized nonhomogeneously curved parts by milling, for example, only one half of the modulation wavelength in x and y direction. 37 The two possible realizations differ in the position of the given starting function f . The first option is to choose the function for one surface of the system itself. In this case the second, calculated surface has the distance of the thickness of the system. For the second option, the function is placed precisely between the two surfaces of the hollow mold. In this case one has to calculate both surface functions, each with a distance ϭ/2 in opposite direction from the starting function, as shown in Fig. 3 . Since the calculations for the first case are included in those for the second case, we will confine ourselves to the latter one. The advantages of the second case are explained in Sec. III C with the example of Eq. ͑1͒ after the basic calculations have been introduced.
A. Calculating the surface functions
Starting with an explicit function f (x,y), the upper s u (x,y) and lower s l (x,y) surface functions of the hollow mold, with a constant distance in normal direction of every point of the starting function, can be expressed only in parametric description. 38 The surface with the starting function f is defined by k ϭ͓x,y, f (x,y)͔ T . With the derivatives f x ϭ‫ץ‬ f (x,y)/‫ץ‬x and f y ϭ‫ץ‬ f (x,y)/‫ץ‬y the opposite normal vectors can be written as N u ϭ(Ϫ f x ,Ϫ f y , 1) T and N l ϭ( f x , f y ,Ϫ1) T . Using the normalization N n ϭ͉N u ͉ϭ͉N l ͉, one obtains the normalized antiparallel vectors in normal direction n u ϭN u /N n and n l ϭN l /N n of k. Now one can define the two surface functions by s u ϭkϩ•n u and s l ϭkϩ•n l .
Remember that the distance of each surface from the median surface is half of the total thickness of the system. The resulting surface functions can be obtained from
B. The maximal normal distance
The maximal normal distance is not an arbitrary parameter of the system. For every median surface k a maximal value max exists. Larger values cause singularities in the calculated surfaces s u and s l . This effect is shown in Fig. 4 in a cross section of the surface of Eq. ͑1͒ in the xz plane at yϭ/4.
To calculate the maximal normal distance from the median surface one has to look for a line through the surface that contains the points where the max values are minimal. For the upper surface these points are the minima of the median surface f , for the lower surface the maxima. If the minima and maxima have different curvatures, one has to choose the extrema with the highest absolute curvature. In a doubly periodical surface as defined by Eq. ͑1͒ one can choose, for example, yϭconst.ϭ/4. Now one can rewrite Eq. ͑1͒ as
͑4͒
As one can see in Eq. ͑4͒ the determination of max can be done with only one variable because of the inequality aуA. In this case Eq. ͑2͒ reads with f x ϭd f (x)/dxϭ fЈ and f y ϭ0 as follows:
To use s 2 (x) as a function of s 1 (x) one has to determine the inverse function s 1 Ϫ1 (x) and guarantee that this function exists. The following inequality has to hold
Because this necessary condition is valid for all x, one has to find the minima of the left part of Eq. ͑5͒ with
With the condition Eq. ͑6͒ one can calculate a x 0 value for the surface function. Inserting this value in Eq. ͑5͒, one obtains a maximal distance max which generates useful outer surfaces. Combining both equations yields: 
C. Surface curvature
The determination of the curvature in every point of the surfaces is necessary to choose appropriate hemispherical milling heads. The curvature of the milling head always has to be larger than the largest value of the surfaces. Because of the given symmetrical functions it is sufficient to check the surface curvature along a line at, e.g., yϭconst. For surfaces given in parametric description ͓x ϭx (x),ỹ ϭỹ (x)͔ one has to use 38
The primes denote the derivative with respect to x. For the explicitly given function the curvature can be calculated by
.
͑8͒
Now we will explain why it is better to use as the starting function the median surface with the example Eq. ͑1͒. In this case it is also sufficient to check the function along a line which contains the maxima and minima as in Eq. ͑4͒.
Starting function as a surface
Let us take the lower surface as the given starting function. One has to calculate the corresponding curvature function K l for the selected line with Eq. ͑8͒. For the upper surface one has to use Eq. ͑2͒ with the chosen reduction to a one-dimensional system with
͑10͒
Inserting Eqs. ͑9͒ and ͑10͒ into Eq. ͑7͒ yields the curvature function K u of the upper line. Figure 5 shows the z values of the two surface functions in x direction at the chosen y value and the corresponding curvature functions. Now two phenomena are conspicuous. First, the curvature of the given function f (x,y) at yϭ/4 is symmetrical with respect to the point at f (x)ϭA sin(/2) as is the function itself. In this case, the absolute value of the curvature in the minima and maxima are the same according to
Second, the curvature function of the calculated surface differs considerably from the function of the given surface. As a result, the curvature differences ͑which are unavoidable͒ in the minima and maxima of the two surfaces are not the same. If the normal distance is constant, this effect will increase by decreasing the wavelength of the given function and vanish if is increased.
In the minima, the curvature K l increases strictly monotonically for →ϱ and is approaching ϱ asymptotically. The behavior of the curvature function K u is similar, with the difference that the asymptotic approximation of K u at ϱ appears already at a critical wavelength crit defined by Eq. ͑5͒ and therein the surface function ͓e.g., Eq. ͑4͔͒. Below this value, crit will obtain singularities in the calculated surface as shown in Fig. 4. 
Starting function between the surfaces
To reduce the explained curvature differences ⌬K between the upper and lower surface and, more important, to get the same ⌬K in the minima and the maxima, one has to define the given function as the median function of the system. In this advantageous case with the same ⌬K values in all extrema, the upper and lower surface has to be calculated by Eqs. ͑2͒ and ͑3͒. Such a system is shown in Fig. 3 .
Calculating the curvature functions K u and K l by Eq. ͑7͒, ⌬K results and one obtains the graphs shown in Fig. 6 .
A comparison of Figs. 5 and 6 yields two differences: ⌬K max is smaller than before and ⌬K in the maxima and minima have the same values. The latter result is the most important one. Now there is no difference between maxima and minima with respect to the local system curvature for propagating reaction-diffusion waves.
D. Surface roughness
The surface roughness is an important factor for uncontrolled, potential nucleation points of chemical waves. During the fabrication with cylindrical and hemispherical milling heads, one has to distinguish between two kinds of roughness. One is determined by the milling process itself, namely by the cutting remnant of the milling process. This effect also occurs on planar milling surfaces and can be removed by polishing the surface with an acrylic glass polish paste.
The other roughness with a much larger effect can be minimized by the consideration of some process parameters. As a result of Eq. ͑11͒ it can be seen that the knowledge of the maximal curvature of the surface makes a reduction of the surface roughness possible. The radius of the milling head has to be chosen as large as possible.
IV. USING THE NONPLANAR MOULD
After the fabrication of a quasi-two-dimensional, curved system one can choose several ways to investigate excitation waves in the BZ solution.
A. Liquid BZ system
Using a liquid BZ system in a closed mold, one has to adopt the classical BZ system to these conditions. Therefore, one has to ensure that the reaction does not produce CO 2 as a product. Such ''bubble-free'' reactions ͑e.g., Ref. 39͒ prevent the formation of undesired CO 2 bubbles in this system. In this case, the liquid BZ solution is poured into the mold. After closing the filling tube and initiating a front, wave propagation can be investigated.
B. Closed gel BZ system
In a closed gel system the procedure is the same as for a liquid BZ system. The difference is that the solution contains, for example, a defined amount of waterglas which jells after some time to form a silica gel. In this case one can also use a bubble-free recipe or insert sodium-dodecylsulfat, which reduces the surface tension, to suppress the growing of undesired CO 2 bubbles. Now the catalyst is immobilized in the gel matrix and all components are included in the gel. Normally this procedure is used to investigate threedimensional BZ waves. 40, 41 
C. Open gel BZ system
Using an open gel system is nearly the same as preparing an experimental setup with Petri dishes. For these experiments the liquid gel with the catalyst has to be poured into the acrylic glass mold. After jelling, the mold must be opened, to reveal the curved gel surface. The gel has to be prepared as usual ͑e.g., Ref. 42͒ and can be covered with the liquid BZ solution. To keep a sufficient liquid layer on top of the gel, the use of a frame around the gel is necessary.
D. Other systems
In further applications one may think of other chemical systems that produce characteristic propagating fronts for which the stability may strongly depend on the curvature of the surface.
V. DISCUSSION
We have presented a procedure to produce quasi-twodimensional, heterogeneously curved devices for investigating the dynamics of reaction-diffusion waves propagating in nonplanar systems. Up to now, these are mainly applied to nonhomogeneously curved Belousov-Zhabotinsky reaction layers. A remarkable finding has been reported that documents the curvature effect on the excitability of BZ systems. On curved surfaces Davydov et al. found a curvaturedependent loss of excitability 35 that causes the breakup of propagating wave fronts. There is certainly a large variety of further examples, for possible use, that have been investigated exclusively in planar geometries.
In further applications one may think of other chemical systems, such as the monostable or bistable arsenous acid reaction, in which characteristic propagation fronts occur. The stability of these fronts may also sensitively depend on the the curvature of the surface they are crossing. In the context of investigating viscous fingering in Hele-Shaw cells 43 De Wit has considered theoretically the behavior of front propagation in cells of periodically varying thickness. 44 A corresponding experimental study of a chemical front propagating in such a cell geometry is underway. Finally, applications to front propagation in biological systems as in bacterial colonies, 45 for example, are of major interest.
