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For quantum few-body systems, a method of spectral representation generated by specially 
extracted sub-Hamiltonians is developed. In this approach, the connections between the 
geometry of a base manifold, the spectral structure of sub-Hamiltonians, and the geometric 
characteristics of induced Hilbert bundles arc investigated. The appropriate relations between 
connections on these Hilbert bundles and global invariants of S-matrix are obtained. Some 
applications of the proposed approach to exactly solvable two- and three-body scattering 
problems are considered. c: 1991 Academic Press, Inc. 
1. INTRODUCTION 
The increasing interest in the geometrical aspects of the quantum scattering 
theory can be explained by several reasons of both theoretical and computational 
nature. The first of them is mainly connected with the fact [l-3] that spectral 
representation of a specially extracted sub-Hamiltonian in the N-body quantum- 
mechanical problem and further averaging over the eigenfunctions of this sub- 
Hamiltonian generate (N - 1 )-body dynamical equations. These equations describe 
the common dynamics of quasi-particles and some classical gauge fields, generated 
by the procedure of triangle (adiabatic) expansions [l-12]. 
On the other hand, in this approach the sub-Hamiltonian Y(x) of the system 
depends on the parameter x, belonging to some manifold A?. The triple connections 
between the geometry of the manifold A, the spectral structure of the operator 
LX’(x) and the geometric characteristics of the induced Hilbert bundles is an impor- 
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tant subject of investigation. However, the wave functions of the operator Y(x) 
continuous spectrum and, consequently, the corresponding S-matrices practically 
have not been under discussion in similar approach (except papers [ 1, 11, 123). At 
the same time, there is no doubt that from the point of view of the scattering theory 
that the investigation of triple connections mentioned above is a most interesting 
problem. The special interest is caused by the systems where parameter XE J& is 
directly connected with the dynamics of the system itself. It brings the dynamical 
meaning to the geometry associated with the triangle expansion for such systems. 
The three-body system is a good example of an interesting quantum-mechanical 
system obeying the conditions mentioned above. 
Finally, the computational reason is the following. The procedure of triangle 
expansion mentioned above leads to the effective scattering theory in the space of 
a lower dimension. The investigation of this theory is an easier problem than the 
analysis of the original many-body (and, consequently, many-dimensional) 
problem. In this sense the triangle expansion technique can be treated as a variant 
of dimensional reduction [ 1 l-141. 
One should also notice that the decomposition of the original problem into an 
eigenvalue problem for the sub-Hamiltonian and effective scattering problem 
appearing after dimensional reduction allow us to reconstruct the interaction from 
the scattering data, step by step. This procedure turns the solution of the inverse 
problem into a considerably easier task. Thus the main problem in such an 
approach is to obtain the links between induced gauge fields and global invariants 
of the S-matrix. 
In this paper we shall discuss the questions mentioned above in the following 
order. In Section 2 the general scheme of the method is discussed. We formulate the 
most general conditions for the system available for the analysis by the triangle 
expansion method in Subsection 2.1. Subsection 2.2 contains the geometrical inter- 
pretation of the method; connections on the corresponding Hilbert bundles are 
studied there. In Subsection 2.3 we interpret the connection operator as a gauge 
field, induced by the dimensional reduction procedure. 
In Section 3 we consider the three-body system in R3. The effective problem for 
coefficients of the triangle expansions of the wave functions is formulated and the 
asymptotical boundary conditions are obtained in Subsection 3.1. In Subsection 3.2 
we combine the triangle expansion technique with the projection on the open chan- 
nels method [ 151 and connect this approach with some kind of renormalization 
procedure. 
Section 4 contains the application of the method under discussion to the exactly 
solvable model of the three-body one-dimensional system with point interaction. In 
Subsection 4.1 we reformulate this problem in terms of diffraction on a wedge. In 
Subsection 4.2 the asymptotical behaviour of connections operator A is studied and 
its compactness in a suitable space is proved. Also the relations between the 
effective S-matrix S’” of the reduced problem and the global S-matrix of the total 
original problem are obtained there. 
In Section 5 we consider the wave propagation by the curved quantum 
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waveguide (CQW) in the frames of the triangle expansion method under the condi- 
tion of small curvature of CQW. We formulate there the inverse problem for CQW 
and suggest scheme for its solution. 
2. GENERAL SCHEME OF THE METHOD 
2.1. Notations and Formulation of the Problem 
We shall consider a quantum system whose dynamics is determined by the 
Hamiltonian H acting in the Hilbert space 8 represented in the form 
where A is some manifold and FX form the family of Hilbert spaces parametrized 
by the point x E A. Decomposition (1) is equivalent to the existence of a Hilbert 
bundle, where A? is the base space, TX are Hilbert libres [16-183, 3 is the total 
configuration space, i.e., !+j is the Hilbert space of functions on %. We suppose the 
special structure of the Hamiltonian 
H=h@I+c!Z, (2) 
where operator 3 can be represented in the form of a direct integral 
P’=j OcY(x)dx, 
“u 
(3) 
and 3’(x) are the self-adjoint operators in the Hilbert fibres 9$. In representation 
(2), h@ I means the self-adjoint operator acting as h on the variable XEA! and as 
identity operator on additional variables. 
In this paper we are going to consider situations when & = L*(.M x N, d$), djj 
being some positive measure on &Z x N. Then the Hilbert libres are FX = 
L*(JV, dm,) and h acts in the space L*(M, dp), where dp is the measure on A! and 
dm, form the family of measures on JV, parametrized by the point x E ~‘4. 
Let us consider the spectral problem for the Hamiltonian H: 
HY=zY. (4) 
In order to investigate this problem we are to use the method of so-called triangle 
expansions rl, l&12 3 which means the transformation into the spectral representa- 
tion for the operator P’(x): 
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Here rp, denote the eigenfunctions of the operator Z(x): 
and the symbol C, f stands for the summation over the discrete spectrum of the 
operator Y(x) and integration over the continuous one. Due to the self-adjointness 
of P?(x), VXG 1, the eigenfunctions {(p,) form the moving frame (i.e., the 
orthonormal basis which depends on the point x E A! prametrically) in the libre pz. 
Hence , we call the operator 2’(x) at each fixed x E 4 the frame Hamiltonian and 
the spectral problem (6) as the frame problem. In time-dependent problems, where 
x = r, the operator 2(t) is called the instantaneous Hamiltonian. 
The completeness of the set { cp,> provides the possibility to represent every 
YE 45 in the form (5), which is called the triangle expansion. Coefficients x,,, = x,(x) 
in the expansion (5) depend on the parameter x E A. 
Let us substitute the representation (5) into Eq. (3) and project the result on (Pi 
in the Hilbert libre FT. Orthogonality of the set (qM} 
<%?I> cpn> = 6Inm VXEA!, 
leads to the following equation for the coeflicents x,(x): 
cjm (hOZ(X,cp,),cp,)X,+(I,(x)-z)X,(x)=O, Vn (7) 
Here ( *, I ) means the inner product in FX. 
Functions n,(x) are the energy levels of the family of the frame Hamiltonians 
P’(x), The main properties of the effective equation (7) are essentially determined 
by the fact of whether there exists level crossing or not (i.e., whether or not there 
exist such points x0 E &, in which &,(x,) = &(x0) for some m, n). The case of 
absence of level crossing is essentially simpler, and in most concrete situations 
suppose this condition to be valid. 
Henceforth let us suppose the following structure of the operator h: 
h= -A,+ V(x), 
the 
we 
(8) 
where V(x) is a potential, or, more generally, an operator of interaction. This leads 
to the following version of the effective equation (7): 
+(v-(x)+&(x)-z)x,=O, vn. (9) 
Formal expression (9) evidently needs justification. Namely, one should be sure 
that the functions (P,,, have two derivatives over the parameter x. In every concrete 
situation we discuss this property. 
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Let us rewrite the system (9) in a more convenient form. Namely, let us introduce 
the matrix A(x) (infinite-dimensional in the general case) with the matrix elements 
4,,(x) = (Vxcprm (an >. (10) 
If CJJ,,, q,,, are the wave functions of the continuous spectrum of the operator p(x), 
then A(x) is the integral operator having the kernel A,,(x). In the general case the 
kernel A,,(x) is the distribution. Note that switching-on the regularizer (that trans- 
forms plane waves into wave packet) allows interpretation of the “continuous” part 
of A(x) in the ordinary sense. The following lemma is valid. 
LEMMA 1. If (P,,, E C*(A) for every m and { cp,,,] is the orthonormal set for every 
x E -I, the operator A(x) de$ned b-v its matrix elements A,,(x) satisfies the equality 
(QA,,, cp,> = (V.x.4 + A2Lzm. (11) 
Proof is based on direct calculations. Lemma 1 allows rewriting Eq. (9) in the 
form 
{-(V,@l+A(x))*+A(x)+(V(x)-z)O1)~(x)=O. (12) 
Here A(x) = diag{i,(x)} is the diagonal operator and 1 stands for the identical 
operator, acting over the “vector variables.” “ Vector coefficient x = (X,(X)) is the 
element of the space 
(13) 
where L2(9JI, dv(A)) is the Hilbert space, where spectral representation of the 
absolute continuous part of Y(x) acts as the operator for multiplying byf(x). Here 
N(x) is the dimension of the discrete subspace of the Hamiltonian frame Y(x), and 
C,(X) is the continuous spectrum of U(x). Let us point out, that if N(x) = CC then 
C=N(x) = 12. The space G% is 2 = L’(JZ, 12, d,u) if the Y(x) have discrete spectrum 
only; this important case is considered in Section 4, 5. Here we only notice that in 
this case the triangle representation (5) can be written as 
where cp = (cp, > and (( -, . )),* stands for the inner product in 1,. 
The effective equation (12) is the principal object in the approach under discus- 
sion. The next two subsections are devoted to special interpretations of the operator 
A(x), playing the main role in Eq. (12). 
2.2. Geometrical Interpretation 
The construction suggested in the previous subsection has a natural geometrical 
interpretation. The main goal of the corresponding geometrical considerations is to 
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single out some important objects which determine the essential dynamical proper- 
ties of the system. Objects usually discussed in quantum scattering theory, such as 
the resolvent, T-matrix, or S-matrix have a very complicated structure in the most 
interesting situations. In the frame of the approach under discussion we extract 
some invariant geometrical objects. The analysis of the remaining structures is 
sometimes a less difficult problem than analysis of the original problem. 
The geometry in our construction starts from the Hilbert bundle corresponding 
to the representation (1) of the Hilbert space $. Under condition (8) the coefficients 
A,,(x) determine the connection l-form d(x) on the Hilbert bundle described 
above. One can check this fact by considering the set {q,) as the fibre vector 
cp( ., x), x E A, and investigating the parallel transport of cp( ., x) when x undergoes 
the shift x + x + dx: 
cp( ., x + dx) = cp( ., x) + 6~. 
Consider x = {x”} E A, p = 1, ..,, dim A’ and define vector components of the 
connection ap as the coefficients in the representation 
Scp = c k(x) dx%p. 
P 
(14) 
On the other hand, one can represent 6~ in the form 
where a, = a/ax”. Writing the relations (14), (15) for the components 
one can see that 
The set {cp,} is the orthonormal basis; hence, 
where the bar denotes a complex conjugation. 
Projecting the relation (16) on cpS and using Eqs. (10) and (17), one can obtain 
the equation 
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where A“ is a complex conjugated to 2 P. Thus A(x) actually determines the 
connection Al(x): 
A(x) = -A(x). (18) 
One can notice that the covariant derivative 
D, = 8, + A”(x) (19) 
generated by connection a(x) allows rewriting Eq. (12) in the form 
{ -D’(x) + A(x) + (V(x) -z)> x(x) = 0, (20) 
where D2 = C, Di. 
Let us construct the connection l-form 
d(x) = 1 P(x) dx, (21) 
P 
and define the 2-form of the curvature 
g=ds?t+ r\~=~Fp”dx, A dx” (22) 
with the coeffkients 
F”“=$,~“-&k’+ [k’,~“]. 
The following lemma is valid. 
(23) 
LEMMA 2. Under condition cp( ., x) E C’(A) the curvature 
Fp” = 0. 
The proof is based on relation aP 8, = 8, d, for smooth cp: 
(24) 
On the other hand, 
(a,~x, = aa,h, CP,) +mh apqn) 
(aAfl),,= aauh, CP,> + (a,cp,, a,cp,>. 
Hence, using (23), we obtain (24). 
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Thus we have demonstrated that the operator A(x) generates the connection 
l-form d(x). Before starting the study of A(x) properties, let us point out that the 
infinite-dimensional character of A(x), i.e., of the effective equation (12) introduces 
essential difficulties to the investigation and numerical solution. One of the possible 
ways to avoid this difficulty is to construct the libre bundle with one-dimensional 
structure group U(l), where each point XE A! of the base space A’ is connected 
with the single function. In principle it can be obtained in the frame of the operator 
quasiclassical approach [19]. We consider this problem elsewhere, and here we 
overcome the infinite-dimensional character of the effective equations in some other 
way. Namely, in model situations (see Sections 4, 5) we prove the compactness of 
the operator A(x) in suitable spaces, which gives an opportunity to approximate 
A(x) by the finite-dimensional operators. 
2.3. Operator A as a Gauge FieId 
Let us consider the physical meaning of the procedure, described in Subsec- 
tion 2.1. Using the triangle expansion (5) we have obtained the effective equation 
(12) instead of the original Schroedinger equation (4). One can notice that the 
“vector-coefficient” x(x) determined by the effective equation (12) is a function 
defined on the manifold A’ which plays the role of the configuration space of a lower 
dimension in comparison with the configuration space of the original problem. 
Investigation of the effective scattering theory in the space of the lower dimension 
can be an easier problem than the analysis of the original many-dimensional 
problem, because in the approach under discussion the difficulties are partially 
transmitted to the frame problem (6). In this sense the triangle expansion technique 
can be treated as a version of dimensional reduction [l&12]. In many-body quan- 
tum scattering theory this procedure is associated with the possibility of clustering 
of particles and construction of an effective scattering theory for the clusters. In 
such a theory, from the quantum-mechanical point of view, clusters play the role 
of composite particles whose internal structure is displayed in the operator ,4(x). 
On the other hand, one can interpret the vector x = (x,} as the inlinite- 
dimensional vector describing the material field. In this consideration the operator 
A(x) plays the role of an effective gauge field mediating the interaction between 
quasi-particles . 
Let us consider the relation between gauge transforms and geometrical construc- 
tion described in a preceding subsection. We introduce the so-called evolution 
operator. 
Consider a contour C lying in the base space A and parameterized as follows: 
CSX = x(A); x0=x(O). For the parallel transport of the libre vector cp( -, x) along 
the contour C (the adiabatic transport [16-181) we have Eqs. (14), (18). Hence for 
~(1) = cp( ., x(A)) we obtain, after complex conjugation, 
&i/dR + c Ag(x(tl)) dx”/dhj = 0. 
P 
(25) 
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Equation (25), together with the initial condition x(&)=x,,, generates the 
resolving operator U(A, A,): 
44) = UA &) cpm (26) 
The set of the operators U(A, A,) satisfies the equation 
dU(I1, I,)/dA + 1 A”(x(l)) dxp/d2 U(L, A,,) =O, 
P 
l/q&, A,) = I. 
(27) 
The solution for problem (27) is given by the multiplicative integral 
U(A, 1,) = Texp J‘” c A@(x)(dx”/dll) d2 
243 p 
following the contour C in A. This T-exponent coincides with the well-known 
Wilson loop [6]. 
If the integral in Eq. (28) does not depend on the path (which is true if there is 
no level crossing for the frame Hamiltonian g(x)), one can define the operator- 
valued function U(x): 
U(A, A,) = U(x(l), x0) = U(x). (29) 
We refer to the operator U(x) acting from S& to TX and having the property (26) 
the evolution operator. 
The condition of completeness of the set {(Pi} in each libre FX can be written in 
the form 
U’(x)= U-‘(x), VXEA. (30) 
Thus we have the relation between the evolution operator U(x) and the effective 
gauge field A(x). If the integral in Eq. (28) does not depend on the path, i.e., U(x) 
can be defined, Eq. (27) leads to the equation 
a,u+A@u=o (31) 
and, hence, 
A”(X) = -a, u(x) u-‘(X). 
Thus the covariant derivative associated with the gauge field Ap, 
(32) 
D, = a,, + A”(x), (33) 
can be rewritten in terms of the operator U(x): 
D,=a,-a,uu-1. (34) 
CONNECTIONS AND EFFECTIVE S-MATRIX 339 
Under condition (30) the gauge field A(x) can be removed by the corresponding 
gauge transform x’ = U- lx. 
In order to obtain this fact we need the following: 
LEMMA 3. If Up’ = Uf, then 
ua~-v-'=(a,,-a,uu~')2. 
Proof of this lemma is based on the relation 
a,iP= -u-‘(L?,U)lr? 
Relation (32) and Lemma 3 allow to rewriting Eq. (12) in the form 
(35) 
(36) 
(-UAYoUP’+AUUP’-EUUP’)~=O. 
Using the gauge transform 
x’(x) = U-‘(x) x(x), 
(37) 
(38) 
we obtain the following equation for x’(x), 
{ -A,Y+ U-‘AU-E}x’=O, (39) 
containing no gauge field. 
The anti-Hermitian operator A(x) can also be interpreted as the operator of non- 
adiabacity. Indeed, the off-diagonal elements A,,(x), m # n, determine the coupling 
of equations in system (12). Adiabatic behaviour of the system, i.e., trivial evolution 
of eigenfunction q,(x): q,(x) = exp(i&x, x,)) 9,(x0) implies the vanishing of 
diagonal terms: A,,(x) s 0. 
Let us notice that if eigenfunction (Pi can be chosen real globally, the diagonal 
elements of the operator A(x) are equal to zero: A,,(x)=O, Vn. However, in the 
general case, this choice of gauge is not always possible globally [20]. 
If we locally change the choice of phases for q,(x): 
e(x): {cp,(x)> f--+ {exp(W-~)) CP,(X))~ 
Wx) = diag{exp(&(x)l, L(x) E R 
the effective gauge field A(x) undergoes the transform 
d(x): A(x)HwlAQ+V,%@--l. 
3. THREE-BODY SYSTEM IN TRIANGLE REPRESENTATION 
(40) 
(41) 
3.1. Representation of the Three-Body Hamiltonian 
In this section we consider the application of the general scheme described above 
to the system of three quantum spinless particles in Iw’. 
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Let US consider a system of three spinless quantum particles whose reduced 
configuration space is treated as a manifold having atlas {XN} consisting of three 
maps Xx, CY = 1, 2, 3. Each X, corresponds to one extracted set of Jacobi coordinates 
X= {x,, y,}. There exists a C” -diffeomorphism between Xa and R6, and in the 
local coordinates X= {x,, I?,} in the map XT, the space R6 can be represented 
in the form lR6 = Rl, x R;.. The local coordinates {x,, y,) for different c( are 
connected by orthogonal matrices which are parametrized by the masses of the 
particles [21]. 
The Hamiltonian of the system acts in the Hilbert space 8 = L2(R6) and can be 
represented in the form 
H= -A, +I Vp(xB) 
B 
=(-A,)Oz,~+!,*~(-A..*)+c v&d, (42) 
P 
where VB(xs) are the interactions between the particles. This operator is the self- 
adjoint on the domain 9(H) = 9( -A,) c sj. 
There are several versions of the application of the general scheme described in 
Section 2 to this problem. The choice of the base space determines which coordinate 
serves as the effective dynamical variable and which coordinate stands for the 
parameter. If one used I&!:, as the base space he would obtain the effective two- 
center problem at each fixed x,. Another possibility is given by the choice of the 
base space & = F$ which is used in the paper. On the formal level there is no 
difference between the general scheme of the application of the triangle expansions 
method in these two cases; however, the version & = “1, can be easily generalized 
for the many-body systems with natural two-cluster clusterisation, such as d+ t or 
d+ tl systems at the energies less than u-particle break-up threshold [lo]. 
Another version of the triangle expansion technique for the three-body system is 
given by the so-called hyperspherical adiabatic method in total angular momentum 
representation, where the half-axis R,+ serves as the base space (r stands for hyper- 
radius). We consider such an approach in Section 4 in the one-dimensional model. 
Thus we consider the Hilbert space b = L2( lR6) and the fibre bundle over the 
base space L2( I%;.) with Hilbert fibres T,,a = I’. 
We have some freedom in the representation of the Hamiltonian (42) in the form 
of (2), where the operator h has the form (8). Sometimes it is useful to extract some 
effective interaction VeB( y,) [lo], 
and represent the operator H in the form 
where 2(y,) = -A,@ + p(x,, y,). 
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Here we represent the Hamiltonian H in the form 
where 
341 
(43) 
(44) 
The following assertion is obviously true. 
LEMMA 4. Zf V(x,) -+ 0 as xg -+ co, then the operator Y(y,)= -A,a+C VD is 
self-adjoint on the domain 9(Y(y,)) = 9( - A,Y,) c T,,,. The discrete spectrum of the 
operator U( y,), a,(Y( y,)) = {E%~( y,) > determines the levels A,+( y,); the continuous 
spectrum o,.(U(y,)) = [0, a), for every y,. 
Lemma 4 ensures the self-adjointness of the operator P’(yr) in the space yv, and 
thus allows application of the general scheme described in Section 2, i.e., repre- 
senting the solution Y(X) of the eigenvalue problem (4) in the form of the triangle 
expansion (5), which looks like 
in the situation under discussion. 
The effective equation ( 12) turns into 
{-(V,.~++A(.Y,))‘+A(Y,)-,-} x(y,)=O, 
where 0,) = diag{~k(y,)l, NY,) = {Akrnb%)), 
Akm(YSL) = (y&?h YJ, Vk(-% Y,)>. (47) 
Let us notice that for the potentials V,, analytical under dilations, functions qrn 
have two derivatives over the parameter yz [4], and thus the operator Vi., in 
Eq. (46) has the standard meaning. 
Equation (46) determines the effective dynamics on the non-compact base space 
A? = [wz.; thus in order to obtain the unique solution of Eq. (46), one should add 
the asymptotical boundary conditions for x,(y,) at y, + co to Eq. (46). Coefficients 
x,( yb) in the triangle expansion (45) are 
Xm(YJ = (Y (Pm(%, YJ>. (48 1 
Equation (48) demonstrates ‘that the asymptotics of x,(y,) is determined by the 
asymptotics of functions Y and pm. The asymptotical behaviour of the three-body 
wave function has been studied in detail in [21], thus the problem turns into the 
problem of moving frame (cp,} asymptotics construction. 
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Let us start from consideration of the discrete spectrum eigenfunctions of Y(y,), 
determined by the equation 
Ytp(Y,) (Pn(xw YE) = GAY,) %I(-%, Y,). (49) 
The following statement is valid. 
LEMMA 5. Zf uY(xy) - Ix,1 P3Pv, v > 0, at lxyl + co, then cp,, has the asymptotical 
representation 
where 
G(x,, Y,)= Q:+ c Q;, (50) 
PfO 
Qkz, .y.)=(A.~,+~,(~,))-'~,rpn,~~,,~~ 
=fXL YJev(-&KI Ix,l) I~,l-‘+~(l~~l-~), (51) 
Q;(xav YJ = (A+ + 4~,))-~ up40, ,-xic,y IxI 
=f”,(& yp) exp~-J~ Ix~I/Ic~,I) lxpl --1+ wpi -2). (52) 
Here f: ure some smooth functions, xfr =cBaxz+sg~ y,, yp= -sSBax,+ cga y,, and 
% =x,/Ix, I. 
This lemma can be proved by methods of integral equations [36]. Namely, one 
can rewrite (49) in the integral form 
(P,,(x,, YJ= -C sdxz 
exp{ -JIEncvan k--x&l > 
471 Ix,-x;l “p(Xb) cp,(X&? Y,) P 
and calculate the asymptotics of the right-hand side components: 
Q;;= -‘dx& 
exp{ -Jm Ix, -4 1 
4n Ix,-xxjl vp(x;I) cp?l(xi, YJ 
The result is given by Eqs. (50)-(52). We can obtain more detailed information 
about asymptotical behaviour of the basis cp. Namely, let us denote as a,(h,,) the 
discrete spectrum of the two-body Hamiltonians 
h,, = -AxI, + c.ji24q) (53) 
and give the following definition. We say that there is no accidental degeneracy in 
the system if 
c;,dh,rp) n c;,dkzy) = 0 
for every fi, y = 1, 2, 3 (c,, = 1) 
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LEMMA 6. rffor every y = I, 2, 3, 
(1) fJy E L2(R3); 
(2) ug(xY) is continuous for sufficiently large x,; 
(3) there is no accidental degeneracy in the system, then 
for some y = 1, 2, 3, where 11/z’ is an eigenfunction of the Hamiltonian h,,. 
The proof of this statement can be given by rewriting Eq. (49) in form of the 
Faddeev equations and estimating the &-norm of the right-hand side of these 
equations at ) ya\ -+ co. 
For the continuous spectrum wave functions (py, 
~hh, = q2’py3 $>O, 
we have a result similar to Lemma 5. 
LEMMA 7. Under conditions of Lemma 5 the following asymptotics are valid: 
(P&L yJ=exp{i(x,, 4)) + QZ+ C Qg, (54) 
@#a 
QB(-xz, Y,) = (A.+ + q* + iO)-’ 0,~~ ,;,,; oc 
=f% yJev{ilql I-AI l~~l-‘+~(I-~,l~*)~ 
Q;/,(-L YJ = (A.xz + 4*)-I “g’pq ,xa,y m- 
=f ;Gp, yp) exp{i I41 Ix,lIIcp,l f IxBl -’ + Wlxpl -‘I, (56) 
Here f ,” are some smooth functions (the amplitudes of appropriate processes). 
The proof can be given by the same methods [36] as for Lemma 5. 
3.2. Projecting on Open Channels and Renormalization 
Now we are to connect the spectral decomposition of the operators A and U 
defined in Section 2 with some kind of renormalization procedure. In order to do 
that let us rewrite Eq. (46) in another form, 
{ -D*+a+a+ (V)}x=q, (57) 
where D2 = &, Dz, a+a is a non-negative operator which can be interpreted as the 
mass operator and is determined by the matrix elements 
(a+ hm = <V,yavm, vk), 
(58) 
(a+a)k,,, = - (&av,, (ok), 
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and 
<v= {Vkmlv Vkm= <v%7, (Pkh v=c v,. (59) 
P 
As it was shown in Section 2, for smooth operators U, the gauge field 
Ap= -a,UU-’ has the trivial curvature F”“=O (see Lemma 2). The non-trivial 
part of the connection a = -A can be expressed in terms of the spectral projections 
P”“(y,) on the discrete and continuous subspaces of the operator 9(y,): 
A”= -a,uu-I= -a,[(P*+Pc)u][(pd+PC)u]+ 
= -a,(Pu)pu)+ +M=A$+M, (60) 
where 
M= -~,[(P”+P~uI(P=)+-a,(p=u)[(pd+~c)u-j+, (61) 
A$ = - a,(Pu)(Pu) +. (62) 
The curvature Fy associated with the gauge field A$ is non-trivial (Fp” #O) iff the 
restriction P$eU(y,)rP$aq,a is not unitary [ 1, 121. Thus extracting the non-trivial 
part AZ of the gauge field in the Eq. (34) is equivalent to redefining the covariant 
derivative D + D, = Vz + A$ and simultaneous renormalization of the mass 
operator: 
a+a + a+a + A4. 
However, the method mentioned above is a special case of a more general 
scheme, which is based on the projection on the open channels [lo, 12, 151. 
Let us define the projection operators 
Q=I-P 
in the space $. Here the symbol xk.ope,, s stands for the summation and integration 
over the part of the spectrum of the operator Y(y,) only; 
where E, is some fixed energy. We refer to the subspace PB as the open channels 
at energy I$,, and Q$j as the closed channels. One can represent the wave function 
Y in the form Y = P Y + Q Y and use the triangle representation in the open 
channels only; 
y=PY+QY= 2 (y,I,k)(Pk+Qy, 
k-open 
(64) 
where we sum over indices k corresponding to the open channels only. 
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Eliminating the term Q Y from Schroedinger equation (4), one can obtain the 
effective equation for xP = ~~~~~~~~~~ = { (Y, cp,)}, analogous to Eq. (46): 
{ -(V,~++A,)‘+A,(y,)+A~+ w(z)-z)~p=o. (65) 
Here A,= (Akm}k.m.open= ((V,;(p,, (P~)}~.,,.~~~~ is the gauge field on the open 
channels, 
W,(Z): Xj ++ -<HQ(QHQ-z)-’ QH(VjXj)t Vi>. (66) 
Equation (65) shows that the effect of closed channels is displayed in the 
redefinition of the covariant derivative D + D, = V,# + A, and the corresponding 
renormalization of the mass operator, a+u + up’ up + A: + Mp, where 
(M~hrn = (Q Vy,cm Q V,.,,4~Am-o~en. 
In addition, the closed channels make a contribution to Eq. (65) in the form of 
energy-dependent non-local operator W(Z). Let us define 
(67) 
and corresponding curvature 2-form, 
where 
(68 1 
Fr = @;- &A ;^ + [a;, a;]. (69) 
We call the subspace FO c 9 = L,( Ri,) the adiabatic subspace for the set of the 
frame operators { L(y,)} in the region A0 c A’ = Rl,, if for every (pJ&,) E PO (at 
some to E A), the following statement is valid: 
(Pn(5)EJe for every t: E A$. 
LEMMA 8. If cp(y,)~ C’(R:J and the subspace &= V.~,,,,{(P~} is the adiabatic 
subspace for the set { L( ya)} in the region ~2’~ c [w-:. , then the corresponding curvature 
is equal to zero on MO: 
F, I <szo = 0. (70) 
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ProoJ Using the relations obtained in the proof of Lemma 2, we have 
If & is the adiabatic subspace for (L(y,)} in J&, then for every (Pi E & (i.e., 
n-open), Vy E AO, we have 
cpn(Y, + dYJ E 6. 
On the other hand, for smooth (P,,, 
CPJY, + dYJ = cpn(YJ +c ar(Pn dYE. (72) 
P 
Hence 13~q,, E &, and, consequently, (a, (P,,, cp,) = 0 for every s-closed. Using this 
fact and Eq. (71) we obtain (70). 
Thus, Lemma 8 allows formulation of the necessary condition of the adiabatic 
property in the form of the zero-curvature equation: 
ds8, = $G& L&]. (73) 
4. THREE-BODY SCATTERING IN ONE DIMENSION 
4.1. Formulation of the Problem: Frame Hamiltonian 
We consider the quantum system of three spinless particles interacting with delta- 
function potentials of equal strength g E R in one dimension [22-26, 301. We 
suppose the wave function of the system to be symmetric; i.e., consider the statistics 
of boson particles. In the c.m. frame, the scattering in such a system is equivalent 
[22-261 to that in the sector GE R* (see Fig. 1): 
@={(r,fj):rElR+, --7c/6<q5<7~/6}. 
In polar coordinates (r, 4) the Hamiltonian of the system acts in the Hilbert space 
L*(R’x[ -x/6,746], r dr dq5) and has the form 
= *@lo= *n/6 
Condition uj r=O < co means the absence of three-body forces in the system [26]. 
It is convenient to use the standard change of variables 
(74) 
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FIG. 1. The sector @. 
which leads to the spectral problem in the space !?j = L2( R + x [ - 46, n/6], dr dq5), 
tiv = zv, (75) 
where 
= f PI,= *n/6 . 
The spectral problem (75) is equivalent to the original spectral problem 
Hu = zu. 
The operator fi can be represented in the form (2): 
tf= -afoz+.z 
(76) 
The operator U(r) varies with the parameter r E R, and acts in the space 
9, = L*[ - 46, x/6] on the domain 
Dom(Y(r))=Sn f -L’f I 
L I r a# )+I6 
= kgf l)=+n,6 
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This construction corresponds to the Hilbert bundle with the base space J@ = R, 
and Hilbert libre 9?. The frame Hamiltonian P’(r) is self-adjoint on the domain 
Dom(Z(r)) and thus its eigenfunctions cp,,,(& r), 
y(r) cp,(A r) = L(r) cp,(h rh (77) 
form the orthogonal basis (moving frame) in F,. This fact allows representation of 
the arbitrary function u E 5 in the form of triangle (adiabatic) expansion: 
u(r, 4) = C cp,(h r) x,(r). 
m 
(78) 
Hence (see Eq. (74)), 
(79) 
The spectral problem (77) for the instantaneous Hamiltonian 8(r) can be exactly 
solved. The operator P(r) for every r has the discrete spectrum only. The energy 
levels 
L(r)=$(k:(r)-f) 
vary with r and are shown in Fig. 2. 
The case g> 0 corresponds to the delta-functional repulsion in the pair sub- 
system, and the case g < 0, to the delta-functional attraction. The first situation is 
easier, because there are no two-body and three-body bound states. Here we 
consider the situation g > 0 in detail and for g < 0 we demonstrate the results only. 
In the case g >O we have two series of solutions of the spectral problem (77). 
One of them is 
~2~(4, r) = wZm(r) ~0s k,,(rM, m = 1, 2, . . . 
and k*,,,(r) is the solution of the equation 
nk2Ar) 
k2Jr) = rg cot 6. 
Another series is 
(~2~+~(~,r)=w~~+~(r)sink,,+,(r)~, m = 1, 2, . . . . (82) 
where 
w,,+i(r)=[z/6-(sin “k2m;1(r))jk,,,,(r)]-1’z, 
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FIG. 2. Energy levels of the frame Hamiltonian U(X). 
and k Zm + r(r) is the solution of the equation 
k 
nk 2m+ l(r) 
~~+~(r)= --rgtan 6 (83) 
4.2. Effective Equation, Connection, and S-matrix 
According to the general scheme of the method (see Section 2), we substitute 
expansion (78) into Eq. (75) and consider the projection of the result on the eigen- 
functions rp,(& I) of the frame Hamiltonian Y’(r) in the space E = L2( - rc,/6, n/6). 
The properties of completeness and orthogonality allow to obtain the result of the 
procedure mentioned above, 
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where /l(r) = diag{ A,(r) > and x is the element of the space 
Jff=L2(lR+,1~). 
The connection operator A acts in the space X as the operator of multiplication 
by the operator-valued function A(r), 
A =Z,@A(r), 
where I, is the identical operator in L2(lR+) and the operator A(r) acts in 1 l are 
defined by their matrix elements: 
(85) 
The values A,,(r) can be exactly calculated, for example, 
A*n2m(r) = _ W2m W2n c+ {; [ cos(k2nk- yy6) - l 
2n 2m 
cos(k2, + k2,)(7~‘6) - 
4, + k,m 1 + sW2, + k2,)(@) - (kin + k2,)(71/6) (k,, + k2m )’ 
sin(k2, - k2,)(0) - (bn - b,J(+) - 
Ok - k2,)2 
(86) 
Let us notice, that analysis of Eqs. (80)-(86) allows us to obtain the following 
asymptotics of A,,(r): 
const 
A,,(r) g x7 m,n+cO. 
It means, that for every r E R + , the operator A(r) is a Hilbert-Schmidt operator 
in 1:. 
Thus the triangle expansion (78) turns the spectral problem (75) in the space 
!+j = L2(@) into the effective probleem (84) in the space Y? = L,(!R+ , Zc). Let us 
formulate the scattering problem for the effective operator 
A= -(E@Z+A)2+A(r) 
acting in 2. In order to do that we consider the “asymptotical” effective operator 
fi,= -( ~@z+z,@a* > 
2 
+Z,OA,, 
where A,, A, are limits of A(r), A(r) at r+ cc for every component: (A,),,= 
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lim,,, A,,, (4dmn=limr+, A,. The analysis of Eqs. (80)-(86) gives the 
following asymptotic behaviour of the elements A,,(r), A,,(r) = 6,,&,(r): 
Thus the limits A, and A, do exist and are equal to zero and the “asymptotical” 
effective Hamiltonian looks like 
We consider the Hamiltonian fiO on the domain pom(Z?J = J-Y n {x: xlIZO = 0 > as 
the nonperturbed operator. The eigenfunctions xBs are 
.,(,)=(,-i~.-,i~,)J, 
where J is the arbitrary vector JE 1 T . Solution of the effective spectral problem (84) 
for the perturbed Hamiltonian I? has the asymptotics: 
-&)=e-‘fi ‘J,,, - e’ fi ‘J,,, . (87) 
We define the effective S-matrix for the pair of the operators fi,, fi as 
Jout = Se’(z) Jinc (88) 
for arbitrary Ji,, E 1: . The effective scattering matrix defined by Eq. (88) is the 
operator in the space 1: : 
Now we obtain the relations between Seff(z) and the global S-matrix of the 
original scattering problem in the sector @. In the case g > 0 (repulsion) the global 
S-matrix has the only non-trivial matrix elements S,,, corresponding to the process 
3 + 3. It can be defined as the operator which turns the amplitude at the incoming 
spherical wave in R* into that of the outgoing spherical wave. Namely, the solution 
U(T, 4) of the spectral problem (76) has the asymptotics 
e-iJYr 
u(r, 4) E ~ 
e’J;r 
I~co fi 3’““(4)+ Jr FY-4). (89) 
It is more convenient to use ZF( -4) in Eq. (89) in order not to consider the 
inversion operator [28]. We refer to the operator 
s33 : zP( (25) + zP”y 4) 
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with the kernel p&(4, d’, z) as the scattering matrix for the 3 + 3 scattering in the 
sector @. Using the triangle representation (79) asymptotics (87), and definition 
(881, one can obtain the asympotical representation for the function U(T, #), 
where J, are the components of the vector Ji,, and q,“(4) are the following limits: 
One can see that 
4~24 = $F coa3(2m + wij 
vZ+ 1(d) = ,./6/n sinC6b + 1141. 
Comparing the asymptotics and using the orthogonality property, we have the 
relations, 
Relations (90) and (91) are of general character and realize the relations between 
the operators fi and fi in terms of scattering matrices. Relations (90), (91) connect 
the total and effective S-matrices. 
However, the model under discussion allows us to obtain more information 
about these relations and gives an example of an exactly calculated S-matrix for the 
matrix Schroedinger operator & in the space Y&’ = L2( -n/6, 7c/6, Z: ). Investigation 
of the three-body scattering problem in one dimension by the Sommerfeld integral 
method [22-261 gives an opportunity to obtain the exact expression for the kernel 
%A#> 4’2 z), 
where 
B(cc, z) = 
ifi coscr+g 
ificoscr-g’ 
Hence, using Eq. (91), we have 
(92) 
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Let us point out some facts which are important from our point of view. 
(1) The effective equation (84) is a matrix ordinary differential equation. The 
methods of solution of the inverse problem for such equations are well known [27]. 
Using these methods one can try to reconstruct the effective potential, determined 
by the matrix-valued potentials A(r) and V(r) in terms of Serr(z) [12]. As the result 
one will obtain the relations which associate Se’(z) and, consequently S,,(z) (see 
Eq. (91)) with the connection A which plays the role of the gauge field in the 
effective equation (84). 
(2) The model becomes more extensive in the case g<O (attraction), where 
there exist 2-body and 3-body bound states. Thus the global S-matrix contains the 
matrix elements corresponding to 2 -+ 2 and 3 + 3 processes. However, it can be 
shown, that in the case of equal particle masses there are no 2 + 3 and 3 + 2 pro- 
cesses in the system. This fact is not very surprising and has the classical analogy: 
three elastic balls on the line. The “bound state” of two balls touching each other 
after being struck by the third ball turns into the “bound state” of the second and 
third balls with the first one moving freely. The diffraction on the system of three 
screens located symmetrically (which is absolutely analogous to the system of three 
one-dimensional particles) gives another example of the same phenomenon. Let us 
notice, that processes 2 --f 3 and 3 + 2 for three-point one-dimensional particles of 
equal masses can be included in consideration, if one considers any kind of com- 
plicated internal structure of the particles [26]. In our model if g < 0, we have only 
the Sz2 matrix element of the scattering matrix besides S,,. If one denotes as fit, 
the amplitudes of incoming plane waves propagating along the screens 4 = *z/6 
(see Fig. 1) and asf& the amplitudes of outgoing ones, and the & element of the 
scattering matrix is defined 
we can ensure that S12 has the antidiagonal form 
S,*(z) = (TpL) T;z’). 
This representation means that we have no reflection of the two-body plane waves 
in our model. The transition coefficient T(z) can be calculated as 
T(z) = 8(x/3 -5(z), z) @T(Z), z), 
where r(z) satisfies the equation 
i fi cos(n/3 + z(z)) = g 
and B(a, z) is defined by Eq. (92). Let us notice, that T(z) has the only singularity 
595.‘205 z-9 
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at z = - g2 which corresponds to the energy of the three-body bound state whose 
eigenfunction is 
u,(qS, I) = exp(2gr cos 4). 
On the other hand, the existence of bound states in the triangle representation 
approach means the existence of negative energy levels of the frame Hamiltonian 
Y(r) (see Fig. 2). The corresponding eigenfunctions q;(4) and q;“(d) generate 
the matrix elements of the effective S-matrix P(z), associated with S,, in the 
representation, analogous to (90) and (91). 
(3) A more comprehensive exactly solvable model with non-trivial connec- 
tions of geometrical ingredients of the Hilbert bundle and spectral characteristics of 
the Hamiltonian can be obtained by consideration of the three one-dimensional 
particles with an internal structure [26]. Of main interest in this situation is the 
interaction of spectra of internal (simulating the internal structure) and external 
(three-body) Hamiltonians displayed in the corresponding geometrical objects. This 
problem is still under consideration. 
5. WAVE PROPAGATION BY A CURVED QUANTUM WAVEGUIDE 
5.1, Curvilinear Coordinates and the Triangle Representation 
In this section we represent one more example of the application of the triangle 
expansion method to a quantum mechanical problem. We study the system whose 
dynamics is determined by Schroedinger equation in curved planar strip Sz of a 
fixed width d with some self-adjoint boundary conditions varying along the strip. It 
can be serve as a model for electrons in the film or in a curved quantum wire [29]. 
We call such a system a curved quantum waveguide [31-351. We denote as 80, = 
&X u %2 the boundaries of the CQW (see Fig. 3) and the boundaries &2+ and 
ZG- are assumed to be identical, i.e., the boundary conditions on %2 + and da ~ 
coincide. Thus we have the following boundary problem in configuration space Sz: 
-AY==ZY 
8, wx2* =Yw%Q~~ 74s) E t-2. 
(93) 
Here 8, stands for the internal normal derivative (see Fig. 3). 
Let us introduce the local coordinates (v, s), associated with the strip a. The 
transformation into the local coordinates (v, s) determines the metric in lR*: 
d*.x + d*y = g,, ds* + g,, dv*, 
where (x, y) are Cartesian coordinates and the components of the metric tensor are 
g,, -= g = (1 + vc(s))*, 
gw = 1 
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FIG. 3. The waveguide 9. 
Here C(S) is the curvature of the curves %2 + . The Jacobian of the transformation 
into the local coordinates (v, S) looks like 
D(x, Y) _ = 1 + vC(s) = g? 
D(v, s) 
The change of variables (x, y) H (v, S) is regular in every point inside Q if 
d< IC(s)l - ‘, VSE R. The Laplace operator A = a2/ax2 + B*/ay* in the coordinates 
(v, S) has the form 
= (1 + vC(s))-’ 
i 
~(l+vC(s))~+~(l+vC(s))-l~}. (94) 
Henceforth we suppose the curvature C(s) to be small. Namely, the conditions 
dk6 14k/C, C= max IC(s)l, 
5 
are assumed, where k is the wave number. Under these conditions we can 
approximate the Laplace operator A by the operator 
A,= a2/as2+ qs) alav+a~lav*. (95) 
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This approximation is quite reasonable in this region of energies, z = k*. Now we 
consider the approximate boundary problem 
-A,Y=z!P 
~“~I,~=o=Y(~)~l”=, (96) 
a,fvI,=,= -Y(S)W),=, 
for the operator -A, in the Hilbert space 
5 = L*(CO, dl x b, pfW dv ds), 
where p,(v) = exp{$C(s)v}, 8, = a/&. 
The self-adjoint operator -A, can be represented in the form 
-A,= -az/as*+ jm @6pE(s)ds, 
--5 
(97) 
where the frame operator is 
2g(~)= -a*/av*-c(s)a/av. (98) 
The eigenvalue problem (96) generates the Hilbert bundle over the one-dimen- 
sional base space R, with Hilbert fibres e = L*( [0, d], p:(v) dv). The following 
lemma is valid. 
LEMMA 9. The operator Te(s) is self-aa’joint on the domain 
in the Hilbert space LiS(R,) 
with the inner product 
<u, u>> = jod 4~) u(v) d(v) dv. 
This lemma allows application of the general scheme of the triangle expansion 
method described in Section 2 to CQW. Namely, one can represent the solution of 
the eigenvalue problem (96) in the form 
ti = c x,(s) (Pm(vt S)? 
ml 
where (P,,Jv, s) are the eigenfunctions of the frame Hamiltonian YE(s). The effective 
equations (12) read here as 
(99) 
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where A,,(S)= (d,v,, cp,,,), 4s)=diag{L(s)j, and A,(s) are the eigenvalues of 
the frame operator Ye(s). 
5.2. The Frame Problem for CQ W 
The eigenvalue problem 
Z(s) %(V, s) = L(s) (Pm(V, s) (100) 
for the frame operator Ye(s) by the following change of variables $(v, S) = 
p,(v) cp(v, s) becomes 
where 
k;(s) = A,(s) - iC2(s). (102) 
This change of variables transforms the metric of the space, 
~;pL) -+ L2(U 
and its eigenvalues are given by the roots of the equation 
k2(s) + gz2(s) = 2k(s) y(s) cot(k(s)d) + y*(s). (103) 
Their behaviour is very similar to that of the levels in Fig. 2 and there is no level 
crossing. The corresponding eigenfunctions have the form 
$m(v, s)= C~Y~(S)+~%))/~I -Ii2 {Y(S) sin(kk(s)v) 
+ k,(s) cos(k$b)), m = 0, 1, 2, . . . . 
One can see, that if ye C2(R), then the eigenfunctions (PJv, s) have two 
derivatives over the parameter s and thus the formal scheme of the triangle expan- 
sions method is justified. 
The straightforward calculation of the matrix elements of the connection 
operator A gives 
+iVn sin(d(k, - k,)) 
k-k, 
M~,Y -km ~A) + ~,k,tk(y + 1) + Y ~,C(s)l 
+ sin(W, + k)) 
kn+k, C -148,~ -km ~A) 
+ ~Akh + 1) - Y asW)l 
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+ cos(d(k, - k,)) - 1 
km-k 
Ckn(asy -km ask,) - a,kmy(y + 1 )I 
+ cos(d(k, + k,)) - 1 
km+kn 
C -k(a,y -km ask,) - a,k,y(y + 1 )I 
- (7’ - knk) a,C(s) 
cos(d(k, - k,)) - 1 cos(d(k, + k,)) - 1 
(k-kJ2 - I) (kz+kJ* ’ 
where 
N,(s) = [d(y2(s) + k;(s))/21 -I”. (104) 
An analysis similar to that of Section 4 gives 
A.,,,(s)=~(l+o(l)) at m,n-+co. 
Hence A(s) is Hilbert-Schmidt operator in Zl at every s. 
5.3. The Inverse Problem: A Scheme of Solution 
Now we are going to use a step-by-step procedure based on the separation of the 
frame problem (100) from the total original problem (96) and the corresponding 
reduction to the the effective problem (99), for the reconstruction of the functions 
y(s), C(s) in terms of scattering data. This procedure allows us to understand the 
role of the effective gauge field A as the coupling operator between scattering data 
of the effective problem and the frame problem. 
In order to define the scattering data for the effective problem (75) let us suppose 
the following asymptotical behaviour of the curve X2, : 
C(s) -+ 0 when s-+kco, (105) 
y(s) -9 y m = const when s--t fco. (106) 
The effective equation (99) can be rewritten using Lemma 1 in the form 
[ -d2/ds2 + A(s) - (A*(s) + dA(s)/ds) - 2A(s) d/ds]x = zx. (107) 
Let us denote f(s) = (x(l), x”‘), where x”’ = dx/ds, xc2) = x(s) and rewrite Eq. (107) 
in the form 
d/dsf + W-(s, z)i = 0, (108) 
where 
2A A*+dA/ds+(z-A) 
0 (109) 
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Let us consider the problem with the “asymptotical” matrix potential wm(z) = 
iim s- +oo w(s, z) as the non-perturbed one: 
d/dsj+Wm(z)~=O. (110) 
The diagonal operator n(s) has the matrix elements &,Js), given by Eq. (102). 
Due to the assumption (105), the “asymptotical” matrix potential dir,(z) has the 
form 
0 dL&(z) = -z z-oA- ( > . (111) 
Here, due to the assumption (100) 
Let us denote as if (s, z) the solutions of the Eq. (84), determined by the 
asymptotics 
a; (s, z) --+ fy(s, z) when s+ &co, (112) 
where ias(s, z) are the following solutions of the non-perturbed equation (110): 
$y(s, z) = ( i B(E) exp(is P(z)) 0 J > exp(isP(z))oJ (113) 
In Eq. (113), 
9(z) = (ZZ- A,)1’2 
and JEI$. One can check that ias@, z) is the solution of the non-perturbed equa- 
tion (110). We define the scattering matrix Se’(z) of the effective problem (99) (i.e., 
of Eq. (108)) as follows: 
i; (0, z) = P(z) i; (0, z). (114) 
Equation (108) is an ordinary linear differential equation with the matrix poten- 
tial YY’+, z). For such equations the inverse problem can be solved [27] and thus 
the potential “Ilr(s, z) can be reconstructed in terms of Se’. In fact, we should 
consider the finite-dimensional block of S”” only, because the contribution to Se’ 
is given only by propagating normal modes, corresponding to cp, with m < m,. The 
value m, is determined by the width d of the CQW and its curvature C(s). 
According to Eq. (109) YV(S, z) has the structure 
w&z)= -z 
( 
W”(s, z) wys, z) 
> 0 ’ 
(115) 
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where ?V”(s, z) are infinite-dimensional operators. Equations (109) and (115) give 
Hence 
W” = 2A 9 “FY’-‘~ = A2 + dA/ds + (2 -A). (116) 
A(s) = [@ys, z))’ + ; awys, z)/ds- w’2(s, z)] + z, ZE II& (117) 
The frame Hamiltonian dce(.s) has no continuous spectrum, and we refer to the 
set (Se’, N,}, where N, is the normalizing coefficient of the eigenfunction qrn (see 
Eq. (100)) for arbitrary lixed m, as the scattering data. We formulate the inverse 
problem as the problem of reconstructing C(S) and y(s) in terms of scattering data. 
The scheme of the inverse problem solution is the following: 
(1) Using Eq. (117), we express A,(s) in terms of %‘“(s, z), i.e., in terms of 
the effective scattering matrix F’(z) (the solution of the inverse problem for the 
effective Eq. (110) is not discussed here; see, e.g., [27]). 
(2) Using Eqs. (102), (104), and (107) one obtains 
2 
y’(s)-iC2(s)=-- 
dNi,(s) 
a (WY% z,,:, 
+; aw~;(s, zyas - w-~m(s, z) 1 - z. (118) 
In order to reconstruct two unknown functions C(s) and y(s), one needs two inde- 
pendent equations. One of them is given by the expression (118). In order to obtain 
the second equation, one should solve Eq. (103) and express the function C(s) in 
terms of k:(s) and y(s). We denote such a solution of Eq. (103) as 
C(s) - T&t;, y, s) = T, 
2 
~ - Y2bh Y(S), s 
d%-i(s) 
. (119) 
The system of Eq. (118) and (119) allows us to find two functions C(S) and y(s). 
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