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Abstract
Probabilistic classifiers output a probability dis-
tribution on target classes rather than just a class
prediction. Besides providing a clear separation
of prediction and decision making, the main ad-
vantage of probabilistic models is their ability to
represent uncertainty about predictions. In safety-
critical applications, it is pivotal for a model to pos-
sess an adequate sense of uncertainty, which for
probabilistic classifiers translates into outputting
probability distributions that are consistent with
the empirical frequencies observed from realized
outcomes. A classifier with such a property is
called calibrated. In this work, we develop a gen-
eral theoretical calibration evaluation framework
grounded in probability theory, and point out sub-
tleties present in model calibration evaluation that
lead to refined interpretations of existing evalu-
ation techniques. Lastly, we propose new ways
to quantify and visualize miscalibration in proba-
bilistic classification, including novel multidimen-
sional reliability diagrams.
1 Introduction
Understanding whether the predictions of a classification
model are trustworthy is of crucial importance in machine
learning applications. Many popular classifiers such as neu-
ral networks output a real-valued vector whose values are
typically used to choose the most likely class or even rank
the likeliness of different classes. Hence, the key question
in the evaluation of such classifiers is whether the classifier
output can be interpreted as real-world probabilities, which
are what matters for decision making in reality. As much of
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machine learning research and applications concern build-
ing models with good predictive performance, the question
of how well the confidence score (expressed as a number be-
tween 0 and 1) of the predicted class is calibrated has been
dominating the model evaluation literature (Niculescu-Mizil
and Caruana 2005; Guo et al. 2017; Kumar, Sarawagi, and
Jain 2018). Put differently, it is whether the confidence score
of the predicted class can be interpreted as the probability
of the classifier getting the class right–a natural question in
many applications.
However, in a number of new, especially safety-critical, ap-
plications of machine learning it is of increasing impor-
tance to know whether the entire classifier output can be
interpreted probabilistically, not just the confidence of the
predicted class; this is the main question to be addressed
in this paper. We illustrate the need for a probabilistic in-
terpretation of the entire classifier output via a simplistic
yet illustrative example. Suppose we have a classification
problem in which given an image containing either a sin-
gle or no living entity a classifier outputs a probability vec-
tor expressing the likeliness of three different classes “no
creature”, “person”, and “animal”. Suppose that for
the same image the outputs of two different classifiers are
(no creature = 0.9, person = 0.1, animal = 0) and
(no creature = 0.9, person = 0, animal = 0.1). Since
all widely adopted calibration evaluation techniques take
into account only the score of the predicted class, the two
mentioned classifier outputs are the same, as far as evalu-
ation is concerned. However, if these outputs actually cor-
responded to real-world probabilities, the control actions
based on these vectors might be very different, e.g., for an
autonomous vehicle, due to behavioral differences between
pedestrians and animals or differing driving norms in prox-
imity to objects of the distinct classes. This simple example
motivates the significance of our quest for calibration evalu-
ation of probabilistic multiclass classifiers beyond just the
confidence score of the predicted class.
In this paper, we develop and motivate a general mathemati-
cal framework grounded in probability theory for evaluating
probabilistic multiclass classifiers. Within it, the existing cal-
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Figure 1: Two-dimensional reliability diagrams for LeNet on the CIFAR-10 test set with 25 and 100 bins of equal size. The
predictions are grouped into three groups {0, 1, 2}, {3, 4, 5}, and {6, 7, 8, 9} of the original classes. Arrows represent the
deviation of the estimated calibration function value (arrow head) from the group prediction average (arrow tail) in a bin.
The empirical distribution of predictions is visualized by color-coding the bins.
ibration evaluation techniques can be seen as special cases.
The theoretical construct allows for rigorous in-depth analy-
sis of chosen aspects of model calibration and provides clear
statistical interpretation of results. Moreover, it unlocks new
and sheds light on existing calibration evaluation methods.
In particular, we build up theoretical understanding of how
popular calibration evaluation techniques should be reinter-
preted to avoid jumping to attractive though unjustified con-
clusions with possibly undesirable practical consequences.
Furthermore, drawing inspiration from the statistics litera-
ture we revisit classical reliability diagrams used for calibra-
tion evaluation and put forward our variant that conveniently
summarizes the relevant calibration information in an in-
terpretable way. Addressing the multidimensional nature
of calibration evaluation in a multiclass setting we propose
novel multidimensional reliability diagrams that are capable
of representing the full calibration evaluation information
for classification problems with three and four classes. The
proposed calibration evaluation methods are illustrated on
standard neural network classifiers.1
In the NeurIPS 2017 spotlight paper by Lakshminarayanan,
Pritzel, and Blundell (2017), the authors conclude with “We
hope that our workwill encourage the community to consider
non-Bayesian approaches (such as ensembles) and other
interesting evaluation metrics for predictive uncertainty”.
Sharing the same interest in predictive uncertainty evalua-
tion, we respond to the call with this article.
1The code is in preparation to be outsourced for public use
and will become available on https://github.com/uu-sml/
calibration shortly.
2 Problem formulation
In this paper, we study a classical supervised classification
problem. Let (Ω,ℱ,ℙ) be a probability space on which we
have independent and identically distributed random vari-
able pairs (𝑋, 𝑌), (𝑋1, 𝑌1), …, (𝑋𝑛, 𝑌𝑛) ∈ 𝒳 × 𝒴 having
the same joint distribution 𝑝(𝑋, 𝑌). Here𝒳 denotes the in-
put space while𝒴 denotes the finite set of 𝑚 available class
labels. Given a training data set of realizations {(𝑥𝑖, 𝑦𝑖)}
𝑛
𝑖=1
of {(𝑋𝑖, 𝑌𝑖)}
𝑛
𝑖=1, ideally we would like to find the optimal
probabilistic classifier 𝑔opt ∶= 𝑝(𝑌 | 𝑋 = ⋅); here the popu-
lar “⋅” notation acts as a placeholder for the argument of a
function.
Unfortunately, it is generally impossible to recover the op-
timal classifier given only a data sample of finite size. Ac-
knowledging this inexorable limitation we can only hope
to find a measurable model 𝑔∶ 𝒳 → 𝒫(𝒴) with 𝑔 ≈
𝑔opt that best suits our purpose. Here 𝒫(𝒴) denotes the
space of probability measures on 𝒴. Since 𝒴 is a finite
discrete set, we can identify the space 𝒫(𝒴) with the
(𝑚 − 1)-dimensional probability simplex Δ𝑚−1 ∶= {𝑥 ∈
[0, 1]𝑚 ∶ ‖𝑥‖1 = 1}. As it is often more convenient to work
with vectors in Δ𝑚−1 than with elements in𝒫(𝒴), we will
use both spaces interchangeably.
In safety-critical applications, it is of crucial importance that
the predictive distribution of a classification model honestly
expresses its true predictive uncertainty. In statistical ter-
minology, such honest classifiers are called reliable or cali-
brated (see, e.g., Bröcker 2009; Zadrozny and Elkan 2002).
Mathematically the reliability condition reads as
ℙ[𝑌 ∈ ⋅ | 𝑔(𝑋)] = 𝑔(𝑋), (1)
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i.e., the distribution of the target class conditional on any
given prediction of our model is exactly equal to that predic-
tion. For instance, the prediction (0.95, 0.05) of a reliable
binary classifier implies that the probability of the target be-
ing in the first class is 0.95 and being in the second class is
0.05, when considering all inputs resulting in the classifier
output (0.95, 0.05). Interestingly, within the machine learn-
ing community (Guo et al. 2017) a probabilistic model is
called perfectly calibrated even if the much weaker condition
ℙ[𝑌 = argmax 𝑔(𝑋) | max 𝑔(𝑋)] = max 𝑔(𝑋) (2)
is satisfied, possibly giving rise to some confusion. As dis-
cussed by Zadrozny and Elkan (2002), in practice it is also
desired that
ℙ[𝑌 = 𝑦 | 𝑔(𝑋)({𝑦})] = 𝑔(𝑋)({𝑦}) (3)
for all 𝑦 ∈ 𝒴, i.e., that the marginal predictions of a model
are calibrated. The conditions in Equations (1) to (3) are
equivalent for binary classification problems but not in a
general classification setting as the following example shows.
Example 1 (A motivating toy example)
Let us take a look at a simple example in which perfect
calibration according to Guo et al. (2017) and calibrated
marginal predictions do not imply reliability. Suppose
𝒴 = {1, 2, 3}. Let 𝑔 be a probabilistic classifier that pre-
dicts the six probability distributions in the first column of
Table 1 with equal probability and assume that the true con-
ditional distribution ℙ[𝑌 ∈ ⋅ | 𝑔(𝑋)] is given by the second
column. Figure 2 depicts these quantities on the probability
simplex. The model is perfectly calibrated according to Guo
et al. (2017) and additionally all marginal predictions are
calibrated. However, 𝑔 is not reliable since (1) is not satis-
fied. Taking a safety-critical viewpoint and viewing model
reliability as being of crucial importance, in this paper we
set out to develop a comprehensive calibration evaluation
methodology, a goal that will also require more future re-
search to reach.
Structure of the paper In Section 3, we present a gen-
eral theoretical calibration evaluation framework allowing
for investigation of arbitrary aspects of model calibration.
Section 4 is dedicated to empirical evaluation of model cali-
bration. It includes a study of estimators of key quantities,
explanations of inherent subtleties of practical importance,
refined interpretations of existing calibration evaluation tech-
niques, and newly proposed calibration evaluation tools
such as hypotheses tests and multidimensional reliability
diagrams shown in Figure 1. The proposed evaluation meth-
ods are illustrated on standard neural network classifiers as
well as on a tractable Gaussian mixture model in Section 5.
The main text is supported by closely related appendices,
available in the supplementary material, in which proofs,
additional examples, explanations, and numerical results are
included.
2.1 Related work
Practical application of calibrated classification models re-
quires the knowledge of at least two crucial things: 1) how
to evaluate the calibration of a given model, and 2) how to
build a candidate model.
Predictive uncertainty evaluation Calibration evalua-
tion of neural networks in classification tasks has been a
research topic for over a decade and has witnessed a resur-
gence of interest over the last two years. Niculescu-Mizil
and Caruana (2005) used classical reliability diagrams (Mur-
phy and Winkler 1977; Murphy and Winkler 1987) to in-
vestigate calibration of shallow neural networks in a binary
classification setting and concluded that these networks are
well-calibrated. Recently Guo et al. (2017) showed empiri-
cally that modern neural networks are ill-calibrated and ig-
nited a strand of research (Kumar, Sarawagi, and Jain 2018;
Zhang et al. 2018; Kendall and Gal 2017; Tran et al. 2018)
proposing methods for obtaining calibrated classifiers. In
all these works, calibration of the classifier is judged based
on classical reliability diagrams and the so-called expected
calibration error (ECE) (Guo et al. 2017) whose real-valued
estimate is calculated from a reliability diagram and its as-
sociated confidence histogram. As we explain in this paper,
calibration evaluation using this popular methodology suf-
fers from certain shortcomings that we address in this work.
Another recent paper by Lakshminarayanan, Pritzel, and
Blundell (2017) argues that predictive uncertainty calibra-
tion should be evaluated in terms of empirical approxima-
tions of expected scores based on strictly proper scoring
rules (Gneiting andRaftery 2007). However, expected scores
do not quantify model calibration directly; in fact, a model
that is not close to the true classifier with respect to the ex-
pected score can nevertheless be calibrated. Also, different
scoring rules can rank the same models differently (Winkler
and Murphy 1968; Merkle and Steyvers 2013).
Building calibrated probabilistic classifiers There exist
two general approaches to obtain calibrated classifiers. The
first one encourages model calibration already during train-
ing (Lakshminarayanan, Pritzel, and Blundell 2017; Kumar,
Sarawagi, and Jain 2018; Zhang et al. 2018; Kendall and Gal
2017; Tran et al. 2018, see, e.g., ). An alternative approach is
to recalibrate an existing ill-calibrated model; for binary clas-
sification this post-processing was applied by Platt (2000)
and Zadrozny and Elkan (2001), and for multiclass classifi-
cation by Zadrozny and Elkan (2002) and Guo et al. (2017).
A quality comparison of different approaches calls for a
sound calibration evaluation methodology. Moreover, relia-
bility diagrams and expected miscalibration estimators can
also be utilized as recalibration devices, similar to the work
of Platt (2000) and Zadrozny and Elkan (2001), and hence
the developments in the present paper are also of relevance
for recalibration of classifiers.
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Table 1 & Figure 2: Probabilistic classifier 𝑔 for𝒴 = {1, 2, 3} with six uniformly distributed predictions.
3 Theoretical framework
Before delving into calibration evaluation questions let us
point out that for a given classification problem there are
typically infinitely many calibrated models. Hence, there is
hope to find a calibrated classifier (or at least one close to
being calibrated) even though the ideal model 𝑔opt is almost
impossible to find.
Proposition 1 (Many calibrated classifiers). For any mea-
surable function ℎ∶ 𝒳 → 𝒵, where𝒵 is some measurable
space, the map 𝑔 defined by
𝑔(𝑋) ∶= ℙ[𝑌 ∈ ⋅ | ℎ(𝑋)]
is a calibrated probabilistic classifier.
A proof of this statement is provided in Appendix A.2. In
particular, if ℎ is a bijection, then 𝑔 is the ideal model 𝑔opt.
At the other extreme, if ℎ is a constant function, then 𝑔 is
a calibrated but quite uninformative classifier that always
predicts the marginal distribution of 𝑌 regardless of the input.
3.1 Calibration functions
All information about the calibration of a probabilistic clas-
sifier 𝑔 is contained in its (canonical) calibration function 𝑟
given by
𝑟(𝜇) ∶= ℙ[𝑌 ∈ ⋅ | 𝑔(𝑋) = 𝜇] (4)
for every𝜇 ∈ 𝒫(𝒴) for which it is well-defined. By the def-
inition of reliability in (1), a model is reliable if and only if
its calibration function is the identity function. Furthermore,
deviations from the identity function capture the degree of
miscalibration present at different predictions. In many prac-
tical situations, especially when the number of target classes
is large, we will typically not have enough data to accurately
estimate the calibration function. Nonetheless, with the data
available we might still be able to investigate certain aspects
of model calibration; we next turn to formalize this idea of
partial calibration evaluation.
The main principle underlying partial calibration evaluation
is that a calibrated classifier induces calibrated classifiers for
induced problems. Let𝜓∶ 𝒴×𝒫(𝒴) → 𝒵 be a measurable
function that maps a pair of an observation in 𝒴 and a
probabilistic prediction on𝒴 to an element in a measurable
space𝒵which is possibly different from𝒴. Then𝜓 induces
a function 𝜋𝜓 ∶ 𝒫(𝒴) → 𝒫(𝒵) given by
𝜋𝜓(𝜇) ∶= ℙ𝑌 ′∼𝜇[𝜓(𝑌
′, 𝜇) ∈ ⋅], 𝜇 ∈ 𝒫(𝒴),
which maps a probabilistic prediction on𝒴 to a prediction
on𝒵. Thus the model 𝑔 and the function𝜓 yield an induced
predictive model 𝑔𝜓 ∶= 𝜋𝜓 ∘ 𝑔 for an induced problem. In
this induced problem, the random variable pairs (𝑋1, 𝑍1), …,
(𝑋𝑛, 𝑍𝑛) ∈ 𝒳 × 𝒵, where 𝑍𝑖 ∶= 𝜓(𝑌𝑖, 𝑔(𝑋𝑖)), correspond
to the observable data, and finding a probabilistic prediction
of 𝑍 = 𝜓(𝑌, 𝑔(𝑋)) given 𝑋 is of interest. Instead of the cali-
bration function of 𝑔 in (4), we can consider the calibration
function of 𝑔𝜓, which we also call the calibration function
𝑟𝜓 ∶ 𝒫(𝒵) → 𝒫(𝒵) induced by 𝜓. It is given by
𝑟𝜓(𝜈) ∶= ℙ[𝑍 ∈ ⋅ | 𝑔𝜓(𝑋) = 𝜈]
= ℙ[𝜓(𝑌, 𝑔(𝑋)) ∈ ⋅ | 𝜋𝜓(𝑔(𝑋)) = 𝜈]
for every 𝜈 ∈ 𝒫(𝒵) for which it is well-defined. Informally,
each function 𝜓 provides a lens through which we can in-
spect a particular aspect of model calibration. If a model is
calibrated, then every induced calibration function is equal
to the identity function. However, even if an induced cali-
bration function is equal to the identity function, a model
does not have to be calibrated, as can be seen from Exam-
ple 1 together with Example 2 below. We now look at a few
natural choices of the calibration lens 𝜓. Specifically, any
popular calibration evaluation performed in machine learn-
ing literature can be phrased in this general setup.
Example 2 (Calibration functions)
(i) The canonical calibration function. The calibration
function induced by𝜓∶ (𝑦, 𝜇) ↦ 𝑦 is just the canonical
calibration function.
(ii) The fixed partition. Fix a partition {𝐴𝑖}
𝑘
𝑖=1 of𝒴. Then
𝜓∶ (𝑦, 𝜇) ↦ ∑𝑘𝑖=1 𝑖𝟙𝐴𝑖(𝑦) induces a probabilistic clas-
sifier for a classification problem with target classes
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𝐴1,… , 𝐴𝑘 and a calibration function that captures its
reliability.
(iii) The 𝑘 largest predictions. Define 𝛼∶ {1,… ,𝑚} ×
𝒫(𝒴) → 𝒴 such that 𝛼(𝑖, 𝜇) is the class of the 𝑖th
largest prediction according to 𝜇. Let 1 ≤ 𝑘 < 𝑚 and
define 𝜓𝑘(𝑦, 𝜇) ∶= ∑
𝑘
𝑖=1 𝑖𝟙{𝛼(𝑖,𝜇)}(𝑦), which induces
a calibration function capturing how well the 𝑘 largest
predictions are calibrated. The perfect calibration defi-
nition by Guo et al. (2017) corresponds to the special
case 𝑘 = 1.
Since𝒴 is a finite discrete space in classification problems,
it is sufficient to consider only finite spaces𝒵 with |𝒵| ≤
𝑚. Consequently, every result about canonical calibration
functions generalizes immediately to induced calibration
functions by applying the results to the induced models.
Thus without loss of generality we only provide results for
canonical calibration functions.
3.2 Measures of miscalibration
Often it is desirable to summarize the overall calibration
performance in a single number. This can be achieved with
the help of a distance function 𝑑∶ Δ𝑚−1 × Δ𝑚−1 → [0,∞)
gauging the closeness between the output of a probabilis-
tic classifier and the corresponding value of the calibration
function.
One natural quantity of interest is the expected miscalibra-
tion on 𝐴 ⊆ Δ𝑚−1 with respect to 𝑑 defined by
𝜂𝑑 ∶= 𝔼[𝑑(𝑟(𝑔(𝑋)), 𝑔(𝑋)) | 𝑔(𝑋) ∈ 𝐴]. (5)
Another interesting metric is the worst case miscalibration
max𝜇∈𝐴 𝑑(𝑟(𝜇), 𝜇). Choosing 𝐴 = Δ𝑚−1 allows us to quan-
tify miscalibration on the entire probability simplex whereas
by selecting 𝐴 ⊊ Δ𝑚−1 we can focus on miscalibration in a
particular region of interest. For the sake of brevity we will
omit the dependency on the subset 𝐴 in our notation when
no confusion arises.
In the language of our framework, Guo et al. (2017) used the
popular total variation (TV) distance 𝑑(𝑥, 𝑦) = 12 ‖𝑥 − 𝑦‖1 to
measure miscalibration of an induced binary probabilistic
classifier. The squared Euclidean distance 𝑑(𝑥, 𝑦) = ‖𝑥 − 𝑦‖22
is another easily interpretable distance, though any distance
function can be chosen to suit the application.
4 Empirical calibration evaluation
Having introduced the theoretical framework, we next turn
to empirical evaluation questions.
4.1 Estimators and their properties
Calibration functions Let Φ = {Φ(𝑖)}𝐿𝑖=1 be a random
partition of 𝐴 ⊆ Δ𝑚−1 with the randomness arising solely
from the dependence on the observable data {(𝑔(𝑋𝑖), 𝑌𝑖)}
𝑛
𝑖=1.
We denote the unique set in this partition containing a vector
𝑤 ∈ 𝐴 by Φ[𝑤].
The histogram regression estimator ̂𝑟 ∶ 𝐴 → 𝒫(𝒴) ∪ {0} of
the calibration function on 𝐴 is defined by
̂𝑟(𝑤)({𝑦}) ∶=
|{𝑖 ∶ 𝑔(𝑋𝑖) ∈ Φ[𝑤] ∧ 𝑌𝑖 = 𝑦}|
|{𝑖 ∶ 𝑔(𝑋𝑖) ∈ Φ[𝑤]}|
for all 𝑤 ∈ 𝐴 and 𝑦 ∈ 𝒴, with the convention that ̂𝑟(𝑤) = 0
if the denominator happens to be zero, i.e., if there are no
data points in Φ[𝑤]. The estimate ̂𝑟 is constant on every set
in the partition Φ, and hence we can define ̂𝑟(𝑖) as its unique
value on Φ(𝑖).
For sensible partitioning schemes that result in finer and
finer partitions as the data set grows the estimate ̂𝑟 converges
to the calibration function in an appropriate sense as shown
by Nobel (1996). Splitting the probability simplex into bins
of equal size (as often done in the machine learning litera-
ture for binary problems) is the simplest option. However,
choosing a data-dependent binning scheme is known to pro-
vide much faster convergence in practice (Nobel 1996).
Expected miscalibration Let us denote the proportion
and the average of all predictions in a subset Φ(𝑖) by
̂𝑝(𝑖) ∶=
|{𝑗 ∶ 𝑔(𝑋𝑗) ∈ Φ
(𝑖)}|
|{𝑗 ∶ 𝑔(𝑋𝑗) ∈ 𝐴}|
and ̂𝑔(𝑖) ∶=
∑𝑗 ∶ 𝑔(𝑋𝑗)∈Φ(𝑖) 𝑔(𝑋𝑗)
|{𝑗 ∶ 𝑔(𝑋𝑗) ∈ Φ(𝑖)}|
,
respectively. Similarly as before, we adopt the convention
that ̂𝑝(𝑖) = 0 and ̂𝑔(𝑖) = 0 if the denominators happen to be
zero.
The next result tells us that
?̂?𝑑 ∶=
𝐿
∑
𝑖=1
̂𝑝(𝑖)𝑑( ̂𝑟(𝑖), ̂𝑔(𝑖)) (6)
can be interpreted as an estimator of the expected miscali-
bration 𝜂𝑑. Guo et al. (2017) used a special case of this esti-
mator to estimate the expected miscalibration of an induced
binary classifier with respect to the total variation distance.
Theorem 1. Suppose that the calibration function 𝑟 is Lips-
chitz continuous and 𝑑∶ Δ𝑚−1 × Δ𝑚−1 → [0,∞) is contin-
uous and uniformly continuous in the first argument. Let
{Φ𝑁}𝑁∈ℕ be a sequence of finite data-independent parti-
tions of 𝐴 ⊆ Δ𝑚−1 such that lim𝑁→∞max𝑆∈Φ𝑁 diam 𝑆 = 0,
where diam 𝑆 ∶= sup𝑥,𝑦∈𝑆 ‖𝑥 − 𝑦‖2. Then
lim
𝑁→∞
lim
𝑛→∞
?̂?𝑑,𝑁 = 𝜂𝑑,
with limits in the almost sure sense, where estimator ?̂?𝑑,𝑁 is
defined according to (6) for each 𝑁 ∈ ℕ.
Interestingly, the estimator in (6) yields a lower bound for
the expected miscalibration if the partition is kept fixed as
the size of the data set grows to infinity.
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Theorem 2. Let 𝑑∶ Δ𝑚−1 × Δ𝑚−1 → [0,∞) be a continu-
ous convex function and let Φ be a finite data-independent
partition of 𝐴 ⊆ Δ𝑚−1. Then
lim
𝑛→∞
?̂?𝑑 ≤ 𝜂𝑑, (7)
with limit in the almost sure sense. Moreover, if 𝑑 can be
written as 𝑑(𝑝, 𝑝′) = 𝑓 (𝑝 − 𝑝′) for a convex function 𝑓, then
equality holds if and only if for every Φ(𝑖) there exists a set
𝑆 ⊆ ℝ𝑚 such thatℙ[𝑟(𝑔(𝑋))−𝑔(𝑋) ∈ 𝑆 | 𝑔(𝑋) ∈ Φ(𝑖)] = 1
and 𝑓 coincides almost surely with an affine function on the
convex hull of 𝑆.
Proofs of Theorems 1 and 2 are given in Appendix A.2. Note
that the popular distances arising from ‖ ⋅ ‖1 and ‖ ⋅ ‖
2
2 satisfy
the convexity condition in Theorem 2.
4.2 Quantifying the estimator variability
In the previous section, we discussed estimation of the cali-
bration function and the expected miscalibration. Abstractly,
both can be viewed as a realization of a random variable of
the form ℎ(𝐷), where 𝐷 ∶= {(𝑔(𝑋𝑖), 𝑌𝑖)}
𝑛
𝑖=1 is random and
ℎ is a deterministic function. Thus to avoid being fooled by
randomness, the distribution of the calculated statistic must
be taken into account when drawing any conclusions.
Consistency resampling The randomness of the estima-
tor ℎ(𝐷) can be attributed to the randomness of 𝑔(𝑋1), …,
𝑔(𝑋𝑛) and the randomness of 𝑌1 | 𝑔(𝑋1), …, 𝑌𝑛 | 𝑔(𝑋𝑛). The
variability of ℎ(𝐷) due to the randomness of 𝑔(𝑋𝑖) can be
estimated by bootstrapping new data sets 𝑠1, 𝑠2, …, where
𝑠𝑗 = {𝑔𝑗𝑖}
𝑛
𝑖=1, from the predictions {𝑔(𝑥𝑖)}
𝑛
𝑖=1 (see Efron and
Hastie 2016). Moreover, assuming that the true calibration
function 𝑟 equals some known function 𝜌 (in the following
we indicate this assumption with a superscript 𝜌), we can
approximate the variability of the estimator ℎ(𝐷𝜌) due to
the randomness arising from 𝑌𝜌𝑖 | 𝑔(𝑋𝑖) by sampling values
𝑦𝜌,𝑗1 , …, 𝑦
𝜌,𝑗
𝑛 from the distributions𝜌(𝑔
𝑗
1), …, 𝜌(𝑔
𝑗
𝑛), respec-
tively. The described resampling procedure is referred to as
consistency resampling (Bröcker and Smith 2007). Given
a big enough data set, we can also perform the usual boot-
strapping from the complete data set 𝐷 ∶= {(𝑔(𝑥𝑖), 𝑦𝑖)}
𝑛
𝑖=1
to estimate the variability of ℎ(𝐷).
4.3 Interpreting empirical calibration evaluation
Testing a hypothesis of perfect calibration The approx-
imate distribution of ℎ(𝐷𝜌) obtained via consistency resam-
pling can be used to perform null hypothesis tests. A natural
choice is to check whether the calibration function equals
the identity function, i.e., 𝜌 = id, as is the case for cali-
brated models. If ℎ is a real-valued function we can estimate
ℙ[ℎ(𝐷id) ≥ ℎ(𝐷)] and use this value as a p-value to reject
the hypothesis of perfect calibration.
Comparing miscalibration estimates Suppose we want
to compare two probabilistic classifiers 𝑔 and 𝑔′ in terms of
their reliability. Let ?̂?𝑑 and ?̂?
′
𝑑 be the estimators of 𝜂𝑑 and
𝜂′𝑑, respectively. It is currently common practice (see, e.g.,
Guo et al. 2017; Kumar, Sarawagi, and Jain 2018; Naeini,
Cooper, and Hauskrecht 2015) to compare the reliability of
𝑔 and 𝑔′ in terms of just the realized values ?̂?𝑑 and ?̂?
′
𝑑 of ?̂?𝑑
and ?̂?′𝑑, respectively. Alas, we do not know anything about
how much the biases𝔼[?̂?𝑑]−𝜂𝑑 and𝔼[?̂?
′
𝑑]−𝜂
′
𝑑 differ (it is
easy to come up with examples showing that the two biases
can differ significantly, see Appendix A.1). Moreover, the
statistics ?̂?𝑑 and ?̂?
′
𝑑 are random variables typically having
different distributions. As a result, comparing calibration
of two models just in terms of the realizations of these esti-
mators is unjustified and not necessarily meaningful. This
reasoning indicates that the current widespread practice does
not reveal the full story and leads to certain doubts about the
conclusions reached.
Let us see how the direct comparison in terms of the esti-
mates contrasts with our preferred p-value approach. Using
the ideas of Section 4.2, we can approximate the distribu-
tions of ?̂?id𝑑 and ?̂?
′id
𝑑 in order to calculate ℙ[?̂?
id
𝑑 ≥ ?̂?𝑑] and
ℙ[?̂?′id𝑑 ≥ ?̂?
′
𝑑]. It might be that ?̂?𝑑 > ?̂?
′
𝑑 but ℙ[?̂?
id
𝑑 ≥ ?̂?𝑑] >
𝛼 > ℙ[?̂?′id𝑑 ≥ ?̂?
′
𝑑], where 𝛼 is a chosen significance level.
Hence, our p-value test would reject the hypothesis of per-
fect calibration for model 𝑔′ based on the small estimate
ℙ[?̂?′id𝑑 ≥ ?̂?
′
𝑑] < 𝛼 but not for model 𝑔, regardless of the
larger estimate ?̂?𝑑 > ?̂?
′
𝑑.
Lower bound interpretation The result in (7) tells us that
?̂?𝑑 calculated using a fixed partition is prone to underestimat-
ing the true expected miscalibration for uncalibrated models
as the size of the data set grows to infinity. The condition
for strict inequality in Theorem 2 holds for distances aris-
ing from strictly convex functions (unless 𝑟(𝑔(𝑋)) − 𝑔(𝑋) is
constant within every bin) as well as for the total variation
distance used by Guo et al. (2017) (unless 𝑟(𝑔(𝑋)) − 𝑔(𝑋)
belongs to a single orthant within every bin). Hence, the
common practice of estimating expected miscalibration with
a fixed small number of bins and many data points can lead
to reporting better than actual model miscalibration mea-
sures and thus might even put the safety of machine learning
applications at risk. Rephrased in statistical terminology,
the popular estimator in (6) for the expected miscalibration
is asymptotically inconsistent in many situations with a neg-
ative asymptotic bias.
We emphasize, however, that this lower bound interpretation
relies on asymptotics in the number of data points with a
fixed binning. Establishing rates of convergence for the bias
and variance of various binning schemes is an interesting
topic for future work, which would enable us to draw more
informative conclusions about the risk of underestimating
miscalibration.
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Figure 3: Negative log-likelihood (nLL), accuracy, expected
miscalibration (ECE), and p-value under consistency as-
sumption (pECE) of LeNet during training on MNIST (5
different initializations). Asteriks indicate models with min-
imum negative log-likelihood on the validation data set.
4.4 Visualizing model miscalibration
Classical reliability diagrams A classical reliability dia-
gram is a method to investigate the miscalibration of a bi-
nary probabilistic classifier (see Murphy and Winkler 1977;
Bröcker 2008, for an early and a more recent account) by
plotting for one class the average prediction versus the re-
gression estimate of the calibration function in each bin. In a
binary classification setting the reliability diagram contains
all information about ̂𝑔(𝑖) and ̂𝑟(𝑖) for every 𝑖 and hence can
be viewed as depicting estimates for 𝔼[𝑔(𝑋) | 𝑔(𝑋) ∈ Φ(𝑖)]
and 𝔼[𝑟(𝑔(𝑋)) | 𝑔(𝑋) ∈ Φ(𝑖)].
In Figure 4, we present our variant of the classical reliability
diagram inspired by Bröcker and Smith (2007). We plot the
difference between the regression estimate and the average
prediction (the so-called deviation) instead of just the regres-
sion estimate. In our opinion, this modification simplifies
the visual comparison of both estimates while retaining the
same information. Additionally consistency bars indicate
quantiles of the estimates obtained under the consistency
assumption, either by resampling or by making use of the
binomial distribution of consistent outcomes as discussed
by Bröcker and Smith (2007). Thus consistency bars provide
a visual indication of the range within which deviations are
likely to appear even if the model is calibrated. Moreover,
they can be interpreted as a hypothesis test of perfect calibra-
tion in each bin. Figure 4a shows equally-sized bins whereas
Figure 4b presents the same data using a data-dependent bin-
ning scheme that is explained in Appendix B.
Higher-dimensional reliability diagrams In multiclass
classification, a classical one-dimensional reliability dia-
gram contains information only about a specific partial as-
pect of model reliability as it only represents an induced
binary classification problem (recall Example 1 and Sec-
tion 3.1). A direct generalization of our one-dimensional
reliability diagram to higher dimensions would be to plot
the deviations of the regression estimates from the average
predictions for all but one class as arrows pointing from the
average predictions to the regression estimates. However,
such a visualization would depend on the choice of the left-
out class. In our opinion, a better alternative is to plot the
deviations of the estimates from the average predictions of
all classes as arrows directly on the probability simplex. An
estimate of the proportion of predictions falling into a bin
can be included in the plot by color-coding the correspond-
ing arrows or bins.
An example of a higher-dimensional reliability diagram is
presented in Figure 1. More details such as the variability of
the estimates (similar to consistency bars in one-dimensional
reliability diagrams) can be added to the diagrams but are
not included here to avoid overloaded visualizations. For
classification problems with up to four classes, a full mul-
ticlass classification reliability diagram can be plotted. If
the number of classes is greater than four, we cannot visu-
alize the full probability simplex, but we can still explore
particular aspects of model calibration using one-, two-, and
three-dimensional reliability diagrams of induced classifiers.
5 Experimental results
Next, we illustrate the proposed calibration evaluation frame-
work with reliability diagrams by applying it to an analyti-
cally tractable example and standard neural networks.
5.1 One-dimensional Gaussian mixture model
We consider a simple Gaussian mixture model consisting of
two equally likely standard normally distributed classes with
mean −1 and 1. More concretely, we take 𝒳 = ℝ, 𝒴 =
{−1, 1}, 𝑝(𝑌 = −1) = 𝑝(𝑌 = 1) = 1/2, and 𝑝(𝑋 = 𝑥 | 𝑌 =
𝑦) = 𝒩(𝑥; 𝑦, 1) for all (𝑥, 𝑦) ∈ 𝒳 ×𝒴. This yields 𝑝(𝑌 =
−1 | 𝑋 = 𝑥) = 1/(1 + exp (2𝑥)), and thus the perfect model
is covered by the class of logistic regression models 𝑔∶ 𝒳 →
Δ1 of the form 𝑔1(𝑥) = 1/(1+exp (−(𝛽0 + 𝛽1𝑥))), 𝑔2(𝑥) =
1−𝑔1(𝑥), with parameters 𝛽0, 𝛽1 ∈ ℝ. The only calibrated
logistic regression models are the perfect model (𝛽0 = 0,
𝛽1 = −2) and the constant model with parameters 𝛽0 =
𝛽1 = 0 and 𝑔1(𝑥) = 𝑔2(𝑥) = 1/2 for all 𝑥. In addition
to those calibrated models, we consider the uncalibrated
logistic regression model with 𝛽0 = 𝛽1 = 1.
The expected miscalibration 𝜂TV with respect to the total
variation distance is 0 for the calibrated models and approxi-
mately 0.56 for the uncalibrated model. For each of these
models we repeatedly computed empirical estimates of mis-
calibration according to (6) for varying number of samples
and bins. The results are presented in Figures 6, 7, 9, 10,
12 and 13 in Appendix C. As expected, for the calibrated
models the empirical estimates are close to zero but almost
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Figure 4: Reliability diagrams for the maximum predictions of LeNet on the CIFAR-10 test set w.r.t. the total variation
distance. Crosses indicate the deviation of the outcome distribution from the predictions in each bin. Blue bars show the
distribution of predictions. Red bars visualize the 5th and 95th percentiles of the deviation in 1000 consistency resamples.
always overestimate the expected miscalibration. For the
uncalibrated model both over- and underestimation of the
expected miscalibration can be observed. It seems that in
this example with increasing number of samples and, maybe
even more importantly, increasing number of samples per
bin, underestimation becomes more likely.
Moreover, we randomly generated 10000 input-output pairs
of the Gaussian mixture model and plotted one-dimensional
reliability diagrams for the perfect model, the calibrated
constant model, and the uncalibrated model in Figures 8,
11 and 14 in Appendix C, respectively. In addition to the
empirical deviation, the distribution of the predictions, and
the consistency bars, these plots show the true analytical de-
viation, which is closely matched by the empirical estimates.
5.2 Neural networks
We trained LeNet (LeCun et al. 1998), DenseNet (Huang et
al. 2017), and ResNet (He et al. 2016) models on the CIFAR-
10 data set (Krizhevsky 2009) in the standard way described
in the literature. For the LeNet model, one-dimensional reli-
ability diagrams of the maximum predictions are shown in
Figure 4, for equally-sized and data-dependent bins. Visu-
ally both diagrams cannot rule out the reliability hypothesis
for the LeNet model, in accordance with previous publica-
tions (Guo et al. 2017; Niculescu-Mizil and Caruana 2005).
Various alternative inspections of reliability are possible with
the proposed two-dimensional reliability diagrams such as
the plots in Figure 1, for which the original 10 classes of the
CIFAR-10 data set are combined into three groups. In these
diagrams, the deviation between outcomes and average pre-
dictions is small, particularly in regions with frequent predic-
tions, which is again consistent with a calibrated model hy-
pothesis. The one- and two-dimensional reliability diagrams
of the DenseNet and ResNet models in Figures 15 to 18 in
Appendix C, and in particular the one-dimensional reliability
diagrams with data-dependent bins, do not seem to support
the reliability hypothesis for these models to the same extent,
in line with previous results by Guo et al. (2017).
To observe the proposed p-value test in action, we trained
LeNet on the MNIST data set (LeCun et al. 1998) and visu-
alized the p-value evolution as well as other relevant metrics
during training in Figure 3. Interestingly, we see that mod-
els with the best predictive uncertainty as measured by the
negative log-likelihood (a strictly proper scoring rule evalu-
ation advocated by Lakshminarayanan, Pritzel, and Blundell
(2017)) are quite consistently indicated as miscalibrated by
the p-value test. Moreover, in Appendix D, expected miscali-
bration estimates are calculated for different neural networks.
Our results exhibit the importance of the binning scheme and
show that ResNet and DenseNet can have lower expected
miscalibration estimates than LeNet, contrasting with the
model reliability story told by the reliability diagrams.
6 Conclusion
Evaluation of model calibration is about checking whether
probabilities predicted by a model match the distribution
of realized outcomes. In this article, we built on existing
calibration evaluation approaches and proposed a general
mathematical framework for evaluating model calibration, or
a chosen aspect of it, in classification problems. We showed
that empirical estimates of intuitive miscalibration measures
should not be used in a naive way to compare probabilistic
classifiers but instead can be employed in hypothesis tests
for testing model reliability. We hope our developments and
attempts in rigorous model calibration evaluation will en-
courage other researchers to study this essential topic further.
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Evaluating model calibration in classification
Supplementary material for ‘Evaluating model calibration in classification’
A Theoretical results on calibration evaluation
A.1 Additional examples
The following example shows that perfect calibration according to Guo et al. (2017) does not imply calibrated marginal
predictions.
Example 3 (No calibrated marginal predictions)
Suppose 𝒴 = {1, 2, 3}. Let 𝑔 be a probabilistic classifier that predicts only the two probability distributions in the first
column of Table 2 with equal probability and assume that the true conditional distribution ℙ[𝑌 ∈ ⋅ | 𝑔(𝑋)] is given by the
second column. The model is perfectly calibrated according to Guo et al. (2017). However, all marginal predictions are
uncalibrated and additionally 𝑔 is not reliable since (1) is not satisfied. Figure 5 provides an illustration of these observations.
𝑔(𝑋) ℙ[𝑌 ∈ ⋅ | 𝑔(𝑋)]
(0.6, 0.1, 0.3) (0.7, 0.2, 0.1)
(0.4, 0.6, 0.0) (0.3, 0.5, 0.2)
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Table 2 & Figure 5: Probabilistic classifier 𝑔 for𝒴 = {1, 2, 3} with two uniformly distributed predictions.
Using a modification of our framework, one can express the calibration evaluation by Kendall and Gal (2017) by an induced
calibration function.
Example 4 (Marginalized calibration)
Kendall and Gal (2017) evaluated model calibration by estimating the calibration function
𝑟𝜓(𝑢) = ℙ[𝜓𝑢(𝑌, 𝜇) ∈ ⋅ | 𝜋𝜓𝑢(𝑔(𝑋)) = 𝑢𝛿1 + (1 − 𝑢)𝛿0]
induced by 𝜓𝑢(𝑦, 𝜇) = 𝟙{𝜇({𝑦})=𝑢}, where 𝑢 ∈ [0, 1] and 𝛿𝑎 denotes the Dirac measure at 𝑎.
The following example shows that the biases of the estimators of expected miscalibration can differ significantly even for
calibrated models.
Example 5 (Different bias)
Consider a binary classification problem with𝒴 = {1, 2} and 𝑝(𝑌 = 1) = 𝑝(𝑌 = 2) = 1/2 that is clearly separable, i.e., with
𝑝(𝑌 = 0 | 𝑋 = 𝑥) ∈ {0, 1} for all 𝑥 ∈ 𝒳. Both the optimal model 𝑔opt and the constant model 𝑔 ≡ (1/2, 1/2) are calibrated
and hence the expected miscalibration 𝜂TV is zero for both models.
Let us define an estimator ?̂?TV of expected miscalibration with only one bin on the whole probability simplex and a single
data point (𝑋, 𝑌). Then the bias of the estimator is𝔼[?̂?TV]−𝜂TV = 0 for the perfect model since the expected miscalibration
estimate is always zero. However, the constant model yields a bias of 𝔼[?̂?TV] − 𝜂TV = 1/2 since in that case the expected
miscalibration estimate is always 1/2.
A.2 Proofs
Proposition 1 (Many calibrated classifiers). For any measurable function ℎ∶ 𝒳 → 𝒵, where𝒵 is some measurable space,
the map 𝑔 defined by
𝑔(𝑋) ∶= ℙ[𝑌 ∈ ⋅ | ℎ(𝑋)]
is a calibrated probabilistic classifier.
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Proof. Let 𝑦 ∈ 𝒴. We have
𝑔(𝑋)({𝑦}) = 𝔼[𝑔(𝑋)({𝑦}) | 𝑔(𝑋)] = 𝔼[𝔼[𝟙{𝑦}(𝑌) | ℎ(𝑋)] | 𝑔(𝑋)].
Since by definition 𝑔(𝑋) is a function of ℎ(𝑋) it follows from the tower property that
𝑔(𝑋)({𝑦}) = 𝔼[𝟙{𝑦}(𝑌) | 𝑔(𝑋)] = ℙ[𝑌 = 𝑦 | 𝑔(𝑋)].
Hence 𝑔(𝑋) = ℙ[𝑌 ∈ ⋅ | 𝑔(𝑋)], and therefore the probabilistic classifier 𝑔 is calibrated.
Theorem 1. Suppose that the calibration function 𝑟 is Lipschitz continuous and 𝑑∶ Δ𝑚−1×Δ𝑚−1 → [0,∞) is continuous and
uniformly continuous in the first argument. Let {Φ𝑁}𝑁∈ℕ be a sequence of finite data-independent partitions of 𝐴 ⊆ Δ𝑚−1
such that lim𝑁→∞max𝑆∈Φ𝑁 diam 𝑆 = 0, where diam 𝑆 ∶= sup𝑥,𝑦∈𝑆 ‖𝑥 − 𝑦‖2. Then
lim
𝑁→∞
lim
𝑛→∞
?̂?𝑑,𝑁 = 𝜂𝑑,
with limits in the almost sure sense, where estimator ?̂?𝑑,𝑁 is defined according to (6) for each 𝑁 ∈ ℕ.
Proof. To keep the notation simple we provide a proof for 𝐴 = Δ𝑚−1. The case 𝐴 ⊊ Δ𝑚−1 follows in the same way by
conditioning on 𝑔(𝑋) ∈ 𝐴.
For 𝑁 ∈ ℕ let Φ𝑁 = {Φ
(𝑖)
𝑁 }
𝑙𝑁
𝑖=1 be a finite data-independent partition of Δ𝑚−1 such that lim𝑁→∞max𝑖 diamΦ
(𝑖)
𝑁 = 0. We
define ̂𝑟(𝑖)𝑁 , ̂𝑔
(𝑖)
𝑁 , ̂𝑝
(𝑖)
𝑁 , and ?̂?𝑑,𝑁 analogously to the notation in Section 4.1. Similarly we denote the average output distribution,
the average predicted distribution, and the proportion of predictions in subset Φ(𝑖)𝑁 by 𝑟
(𝑖)
𝑁 ∶= 𝔼[𝑟(𝑔(𝑋)) | 𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ],
𝑔(𝑖)𝑁 ∶= 𝔼[𝑔(𝑋) | 𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ], and 𝑝
(𝑖)
𝑁 ∶= ℙ[𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ], respectively.
From the continuous mapping theorem it follows that for all 𝑁 ∈ ℕ
lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
∣ ̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 ) − 𝑝
(𝑖)
𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )∣ =
𝑙𝑁
∑
𝑖=1
𝑝(𝑖)𝑁 ∣𝑑 (𝑟
(𝑖)
𝑁 , 𝑔
(𝑖)
𝑁 ) − 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )∣ , (8)
with limit in the almost sure sense.
Let 𝐾 ≥ 0 be a Lipschitz constant for calibration function 𝑟. Hence for all 𝑁 ∈ ℕ and 𝑖 ∈ {1,…, 𝑙𝑁} we have
∥𝑟(𝑖)𝑁 − 𝑟(𝑔
(𝑖)
𝑁 )∥2 = ∥𝔼 [𝑟(𝑔(𝑋)) − 𝑟(𝑔
(𝑖)
𝑁 ) | 𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ]∥2
≤ 𝔼[‖𝑟(𝑔(𝑋)) − 𝑟(𝑔(𝑖)𝑁 )‖2 | 𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ]
≤ 𝐾𝔼[‖𝑔(𝑋) − 𝑔(𝑖)𝑁 ‖2 | 𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ] ≤ 𝐾𝔼[diamΦ
(𝑖)
𝑁 | 𝑔(𝑋) ∈ Φ
(𝑖)
𝑁 ] = 𝐾 diamΦ
(𝑖)
𝑁
≤ 𝐾 max
𝑆∈Φ𝑁
diam 𝑆.
(9)
Let 𝜖 > 0. Since by assumption distance function 𝑑 is uniformly continuous in the first argument, there exists 𝛿 > 0
such that for all 𝑥, 𝑦, 𝑧 ∈ Δ𝑚−1 with ‖𝑥 − 𝑦‖2 < 𝛿 inequality |𝑑(𝑥, 𝑧) − 𝑑(𝑦, 𝑧)| < 𝜖 holds. From (9) and the assumption
lim𝑁→∞max𝑆∈Φ𝑁 diam 𝑆 = 0 we know that there exists 𝑁0 ∈ ℕ such that for all 𝑁 ≥ 𝑁0 and all 𝑖 ∈ {1,…, 𝑙𝑁} we have
‖𝑟(𝑖)𝑁 − 𝑟(𝑔
(𝑖)
𝑁 )‖2 < 𝛿. Hence together with (8) we obtain for all 𝑁 ≥ 𝑁0
lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
∣ ̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 ) − 𝑝
(𝑖)
𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )∣ <
𝑙𝑁
∑
𝑖=1
𝑝(𝑖)𝑁 𝜖 = 𝜖,
with limit in the almost sure sense. Since 𝜖 was chosen arbitrarily this implies
lim
𝑁→∞
lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
∣ ̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 ) − 𝑝
(𝑖)
𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )∣ = 0, (10)
with limits in the almost sure sense.
For all 𝑁 ∈ ℕ the triangle inequality yields, with limits taken in the almost sure sense,
∣𝜂𝑑 − lim𝑛→∞ ?̂?𝑑,𝑁∣ =
∣
∣∣
∣
𝔼 [𝑑 (𝑟(𝑔(𝑋)), 𝑔(𝑋))] − lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 )
∣
∣∣
∣
≤
∣
∣∣
∣
𝔼 [𝑑 (𝑟(𝑔(𝑋)), 𝑔(𝑋))] −
𝑙𝑁
∑
𝑖=1
𝑝(𝑖)𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )
∣
∣∣
∣
+
∣
∣∣
∣
lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 ) −
𝑙𝑁
∑
𝑖=1
𝑝(𝑖)𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )
∣
∣∣
∣
.
(11)
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From the definition of the Riemann-Stieltjes integral it follows that
lim
𝑁→∞
∣
∣∣
∣
𝔼 [𝑑 (𝑟(𝑔(𝑋)), 𝑔(𝑋))] −
𝑙𝑁
∑
𝑖=1
𝑝(𝑖)𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )
∣
∣∣
∣
= 0, (12)
and (10) implies that
lim
𝑁→∞
∣
∣∣
∣
lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 ) −
𝑙𝑁
∑
𝑖=1
𝑝(𝑖)𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )
∣
∣∣
∣
≤ lim
𝑁→∞
lim
𝑛→∞
𝑙𝑁
∑
𝑖=1
∣ ̂𝑝(𝑖)𝑁 𝑑 ( ̂𝑟
(𝑖)
𝑁 , ̂𝑔
(𝑖)
𝑁 ) − 𝑝
(𝑖)
𝑁 𝑑 (𝑟(𝑔
(𝑖)
𝑁 ), 𝑔
(𝑖)
𝑁 )∣ = 0, (13)
with limits in the almost sure sense. Thus all in all, from Equations (11) to (13) we obtain
∣𝜂𝑑 − lim𝑁→∞
lim
𝑛→∞
?̂?𝑑,𝑁∣ = lim𝑁→∞
∣𝜂𝑑 − lim𝑛→∞ ?̂?𝑑,𝑁∣ ≤ 0 + 0 = 0,
with limits in the almost sure sense.
Theorem 2. Let 𝑑∶ Δ𝑚−1 ×Δ𝑚−1 → [0,∞) be a continuous convex function and let Φ be a finite data-independent partition
of 𝐴 ⊆ Δ𝑚−1. Then
lim
𝑛→∞
?̂?𝑑 ≤ 𝜂𝑑, (7)
with limit in the almost sure sense. Moreover, if 𝑑 can be written as 𝑑(𝑝, 𝑝′) = 𝑓 (𝑝 − 𝑝′) for a convex function 𝑓, then equality
holds if and only if for every Φ(𝑖) there exists a set 𝑆 ⊆ ℝ𝑚 such that ℙ[𝑟(𝑔(𝑋)) − 𝑔(𝑋) ∈ 𝑆 | 𝑔(𝑋) ∈ Φ(𝑖)] = 1 and 𝑓
coincides almost surely with an affine function on the convex hull of 𝑆.
Proof. To keep the notation simple we provide a proof for 𝐴 = Δ𝑚−1. The case 𝐴 ⊊ Δ𝑚−1 follows in the same way by
conditioning on 𝑔(𝑋) ∈ 𝐴.
Let Φ = {Φ(𝑖)}𝑙𝑖=1 be a finite data-independent partition of Δ𝑚−1. Then we have
𝜂𝑑 = 𝔼[𝑑(𝑟(𝑔(𝑋)), 𝑔(𝑋))] =
𝑙
∑
𝑖=1
ℙ[𝑔(𝑋) ∈ Φ(𝑖)]𝔼[𝑑(𝑟(𝑔(𝑋)), 𝑔(𝑋)) | 𝑔(𝑋) ∈ Φ(𝑖)] (14)
≥
𝑙
∑
𝑖=1
ℙ[𝑔(𝑋) ∈ Φ(𝑖)]𝑑 (𝔼[𝑟(𝑔(𝑋)) | 𝑔(𝑋) ∈ Φ(𝑖)],𝔼[𝑔(𝑋) | 𝑔(𝑋) ∈ Φ(𝑖)]) , (15)
where (14) follows from the law of total probability and (15) from Jensen’s inequality. Hence by the continuous mapping
theorem we get
𝜂𝑑 ≥ lim𝑛→∞
𝑙
∑
𝑖=1
̂𝑝(𝑖)𝑑( ̂𝑟(𝑖), ̂𝑔(𝑖)) = lim
𝑛→∞
?̂?𝑑,
with limit in the almost sure sense. The exact equality condition is obtained by unwrapping the equality condition in Jensen’s
inequality.
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B Binning schemes
With enough data available the calibration function can be approximated by partitioning the probability simplex into bins and
calculating the observed empirical frequencies of realized outcomes associated with the bins, e.g., by using the histogram
regression of Nobel (1996). In the commonly considered binary classification setting the unit interval [0, 1] is typically split
into a given number of intervals of equal width (Bröcker 2008) (fixed-width binning). This approach can be extended to
multiple dimensions by using symmetric equally-sized higher-dimensional bins but the number of bins grows exponentially
with the number of classes. Additionally, predictions of neural networks after training are usually highly non-uniformly
distributed, often making accurate estimation of the calibration function in multiclass classification with moderately sized
amounts of data practically infeasible in large parts of the probability simplex.
Thus an attractive alternative is to partition the probability simplex into bins with approximately equal number of predictions.
Bröcker (2008) suggests this binning procedure even in the case of non-uniformly distributed predictions of binary outcomes.
In our study we employed a simple recursive partitioning scheme and split predictions along the mean of the dimension
with highest variance as long as the number of predictions per bin was above a given threshold value, which was typically
set to 1000 in our experiments. As discussed by Nobel (1996), different data-dependent binning schemes are possible and
described in literature.
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C Additional visualizations
C.1 Gaussian mixture model
C.1.1 Perfect model
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Figure 6: 5th percentile, mean, and 95th percentile of the difference of estimated and expected miscalibration of the perfect
model (𝛽0 = 0, 𝛽1 = −2) w.r.t. the total variation distance and 10 equally-sized bins (1000 series of random data).
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Figure 7: 5th percentile, mean, and 95th percentile of the difference of estimated and expected miscalibration of the perfect
model (𝛽0 = 0, 𝛽1 = −2) w.r.t. the total variation distance and 100 equally-sized bins (1000 series of random data).
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(a) Equally-sized bins
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(b) Data-dependent bins
Figure 8: Reliability diagrams for the perfect model (𝛽0 = 0, 𝛽1 = −2) w.r.t. the total variation distance on a randomly
generated test set (10000 inputs). Crosses indicate the deviation of the outcome distribution from the predictions in each
bin. Blue bars show the distribution of predictions. Red bars visualize the 5th and 95th percentiles of the deviation in 1000
consistency resamples. The green curve shows the true analytical deviation.
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C.1.2 Calibrated constant model
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Figure 9: 5th percentile, mean, and 95th percentile of the difference of estimated and expected miscalibration of the calibrated
constant model (𝛽0 = 𝛽1 = 0) w.r.t. the total variation distance and 10 equally-sized bins (1000 series of random data).
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Figure 10: 5th percentile, mean, and 95th percentile of the difference of estimated and expected miscalibration of the
calibrated constant model (𝛽0 = 𝛽1 = 0) w.r.t. the total variation distance and 100 equally-sized bins (1000 series of random
data).
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(a) Equally-sized bins
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(b) Data-dependent bins
Figure 11: Reliability diagrams for the calibrated constant model (𝛽0 = 𝛽1 = 0) w.r.t. the total variation distance on a
randomly generated test set (10000 inputs). Crosses indicate the deviation of the outcome distribution from the predictions
in each bin. Blue bars show the distribution of predictions. Red bars visualize the 5th and 95th percentiles of the deviation in
1000 consistency resamples. The green curve shows the true analytical deviation.
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C.1.3 Uncalibrated model
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Figure 12: 5th percentile, mean, and 95th percentile of the difference of estimated and expected miscalibration of the
uncalibrated model (𝛽0 = 𝛽1 = 1) w.r.t. the total variation distance and 10 equally-sized bins (1000 series of random data).
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Figure 13: 5th percentile, mean, and 95th percentile of the difference of estimated and expected miscalibration of the
uncalibrated model (𝛽0 = 𝛽1 = 1) w.r.t. the total variation distance and 100 equally-sized bins (1000 series of random data).
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(b) Data-dependent bins
Figure 14: Reliability diagrams for the uncalibrated model (𝛽0 = 𝛽1 = 1) w.r.t. the total variation distance on a randomly
generated test set (10000 inputs). Dots indicate the deviation of the outcome distribution from the predictions in each bin.
Blue bars show the distribution of predictions. Red bars visualize the 5th and 95th percentiles of the deviation in 1000
consistency resamples. The green curve shows the true analytical deviation.
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C.2 Neural network models
C.2.1 DenseNet on CIFAR-10
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(b) Data-dependent bins
Figure 15: Reliability diagrams for the maximum predictions of DenseNet on the CIFAR-10 test set w.r.t. the total variation
distance. Crosses indicate the deviation of the outcome distribution from the predictions in each bin. Blue bars show the
distribution of predictions. Red bars visualize the 5th and 95th percentiles of the deviation in 1000 consistency resamples.
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Figure 16: Two-dimensional reliability diagrams for DenseNet on the CIFAR-10 test set with 25 and 100 bins of equals.
The predictions are grouped into three groups {0, 1, 2}, {3, 4, 5}, and {6, 7, 8, 9} of the original classes. Arrows represent the
deviation of the estimated calibration function value (arrow head) from the group prediction average (arrow tail) in a bin.
The empirical distribution of predictions is visualized by color-coding the bins.
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C.2.2 ResNet on CIFAR-10
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(b) Data-dependent bins
Figure 17: Reliability diagrams for the maximum predictions of ResNet on the CIFAR-10 test set w.r.t. the total variation
distance. Crosses indicate the deviation of the outcome distribution from the predictions in each bin. Blue bars show the
distribution of predictions. Red bars visualize the 5th and 95th percentiles of the deviation in 1000 consistency resamples.
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Figure 18: Two-dimensional reliability diagrams for ResNet on the CIFAR-10 test set with 25 and 100 bins of equal size.
The predictions are grouped into three groups {0, 1, 2}, {3, 4, 5}, and {6, 7, 8, 9} of the original classes. Arrows represent the
deviation of the estimated calibration function value (arrow head) from the group prediction average (arrow tail) in a bin.
The empirical distribution of predictions is visualized by color-coding the bins.
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D Expected miscalibration estimates for neural networks
The results presented in Tables 3 to 5 show estimates of the expected miscalibration 𝜂 for DenseNet, ResNet, and LeNet
models trained on CIFAR-10, using different binning schemes (see Appendix B), calibration lenses (see Example 2), and
distance functions (see Section 3.2). Estimates with respect to the total variation distance for maximum predictions and
equally-sized bins correspond to the expected miscalibration error used by Guo et al. (2017). For comparison, we also
approximate estimates of the expected miscalibration under the consistency assumption of a perfectly calibrated model.
Standard deviations are estimated using bootstrapping. The accuracy of the investigated DenseNet, ResNet, and LeNet
models is 0.933 ± 0.002, 0.934 ± 0.002, and 0.727 ± 0.004, respectively.
Table 3: Estimates of the expected miscalibration for DenseNet trained on CIFAR-10.
Calibration lens Distance 𝑑
Equally-sized bins Data-dependent bins
?̂?𝑑 ?̂?
id
𝑑 ?̂?𝑑 ?̂?
id
𝑑
Canonical
Total variation 0.059 ± 0.002 0.029 ± 0.001 0.041 ± 0.002 0.007 ± 0.001
Squared Euclidean 0.072 ± 0.003 0.034 ± 0.001 0.046 ± 0.003 0.006 ± 0.001
Maximum
Total variation 0.038 ± 0.002 0.002 ± 0.001 0.038 ± 0.002 0.001 ± 0.001
Squared Euclidean 0.054 ± 0.003 0.006 ± 0.001 0.053 ± 0.003 0.004 ± 0.001
Table 4: Estimates of the expected miscalibration for ResNet trained on CIFAR-10.
Calibration lens Distance 𝑑
Equally-sized bins Data-dependent bins
?̂?𝑑 ?̂?
id
𝑑 ?̂?𝑑 ?̂?
id
𝑑
Canonical
Total variation 0.059 ± 0.002 0.022 ± 0.001 0.042 ± 0.002 0.007 ± 0.001
Squared Euclidean 0.071 ± 0.003 0.028 ± 0.001 0.047 ± 0.003 0.005 ± 0.001
Maximum
Total variation 0.043 ± 0.002 0.002 ± 0.001 0.043 ± 0.002 0.001 ± 0.001
Squared Euclidean 0.061 ± 0.003 0.004 ± 0.001 0.061 ± 0.003 0.004 ± 0.001
Table 5: Estimates of the expected miscalibration for LeNet trained on CIFAR-10.
Calibration lens Distance 𝑑
Equally-sized bins Data-dependent bins
?̂?𝑑 ?̂?
id
𝑑 ?̂?𝑑 ?̂?
id
𝑑
Canonical
Total variation 0.219 ± 0.003 0.215 ± 0.003 0.027 ± 0.003 0.023 ± 0.002
Squared Euclidean 0.243 ± 0.004 0.238 ± 0.003 0.024 ± 0.003 0.019 ± 0.002
Maximum
Total variation 0.007 ± 0.003 0.010 ± 0.002 0.009 ± 0.003 0.011 ± 0.002
Squared Euclidean 0.010 ± 0.004 0.015 ± 0.003 0.013 ± 0.004 0.011 ± 0.003
