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Abstract
An Archimedean copula is characterised by its generator. This is a real function
whose inverse behaves as a survival function. We propose a semiparametric genera-
tor based on a quadratic spline. This is achieved by modelling the first derivative of
a hazard rate function, in a survival analysis context, as a piecewise constant func-
tion. Convexity of our semiparametric generator is obtained by imposing some simple
constraints. The induced semiparametric Archimedean copula produces Kendall’s tau
association measure that covers the whole range (−1, 1). Inference on the model is done
under a Bayesian approach and for some prior specifications we are able to perform an
independence test. Properties of the model are illustrated with a simulation study as
well as with a real dataset.
Keywords: Archimedean copula, Bayes nonparametrics, piecewise constant, survival analy-
sis, quadratic spline.
AMS Classification: 60E05 · 62G05 · 62N86.
1 Introduction
Let ϕ(·) be a continuous, strictly decreasing function from [0, 1] to [0,∞) such that ϕ(1) = 0.
Let ϕ−1(·) be the inverse or the pseudo-inverse of ϕ, where the latter is defined as zero for
t > ϕ(0). If ϕ(t)→∞ as t→ 0+ the generator is called strict. For instance, ϕ(t) = − log(t),
is an example of a strict generator. An Archimedean copula C(u, v) with generator ϕ is a
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function from [0, 1]2 to [0, 1] defined as
C(u, v) = ϕ−1 (ϕ(u) + ϕ(v)) . (1)
A further requirement for (1) to be well defined is that ϕ must be convex (e.g. Nelsen, 2006).
There are many properties that characterize Archimedean copulas, for instance, they
are symmetric, associative and their diagonal section C(u, u) is always less than u for all
u ∈ (0, 1). Generators ϕ(·) are usually parametric families defined by a single parameter.
Most of them are summarised in (Nelsen, 2006, Table 4.1) and few of them are also included
in Table 1.
Association measures induced by Archimedean copulas are a function of the generator.
For instance, Kendall’s tau becomes
κτ = 1 + 4
∫ 1
0
ϕ(t)
ϕ′(t+)
dt, (2)
where ϕ′(t+) denotes the right derivative of ϕ at t.
In this work we propose a Bayesian semiparametric generator defined through a quadratic
spline. Within a survival analysis context, we model the first derivative of a hazard rate func-
tion with a piecewise constant function. The hazard rate and the cumulative hazard functions
become linear and quadratic continuous functions, respectively. The induced survival func-
tion is used as an inverse generator for an Archimedean copula. Convexity constraints are
properly addressed and inference on the model is done under a Bayesian approach.
Other studies on semiparametric generators for Archimedean copulas can be found in
Genest and Rivest (1993) where their model is based on an empirical Kendall’s process.
A new approach and extensions of this latter methodology can be found in Genest et al.
(2011). In Guillote and Perron (2015) the model arises from the one-to-one correspondence
between an Archimedean generator and a distribution function of a nonnegative random
variable. In particular they use a mixture of Po´lya trees as a prior for the corresponding
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distribution function under a Bayesian nonparametric approach. In a work more related to
ours, Vandenhende and Lambert (2005) use the relationship between quantile functions and
Archimedean generators to define a semiparametric generator by supplementing a parametric
generator with n+1 dependence parameters. Differing to their work, our model is not based
on any parametric generator and the Kendall’s tau can take values on the whole interval
(−1, 1).
The contents of the rest of the paper is as follows. In Section 2 we present our proposal
and characterise its properties. In Section 3 we provide details of how to make posterior
inference under a Bayesian approach. In Section 4 we illustrate the performance of our
model with a simulation study as well as with a real data set. We conclude with some
remarks in Section 5.
Before proceeding we introduce notation: Un(a, b) denotes a continuous uniform density
on the interval (a, b); and N(µ, σ2) denotes a normal density with mean µ and variance σ2.
2 Model
To elicit our proposal we noticed that ϕ−1 is a decreasing function from [0,∞) to [0, 1],
so it behaves as a survival function, in a failure time data analysis context (e.g. Klein and
Moeschberger, 2003). The idea is to propose a semi/non parametric form for the inverse
generator ϕ−1 by using survival analysis ideas. For that we recall some basic definitions.
Let h(t) be a nonnegative function with domain in [0,∞) such that H(t) = ∫ t
0
h(s)ds
satisfies H(t) → ∞ as t → ∞. Then S(t) = exp{−H(t)} is a decreasing function from
[0,∞) to [0, 1], so it behaves like an inverse generator ϕ−1(t). In a survival analysis context,
functions h(·), H(·) and S(·) are the hazard rate, cumulative hazard and survival functions,
respectively.
In particular, if h(t) = θ, i.e. constant for all t, then S(t) = e−θt. If we take ϕ(t)−1 = e−θt,
then ϕ(t) = −(log t)/θ. Using (1) we obtain that the resulting copula C(u, v) = uv is the
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independence copula, and what is interesting, is that it does not depend on θ.
2.1 Main proposal
Using the previous ideas we construct a semiparametric generator in the following way. We
first consider a partition of size K of the positive real line, with interval limits given by
0 = τ0 < τ1 < · · · < τK = ∞. Then, we define the first derivative of the hazard rate, as a
piecewise constant function of the form
h′(t) =
K∑
k=1
θkI(τk−1 < t ≤ τk), (3)
where θK ≡ 0. We recover the hazard rate function as h(t) =
∫ t
0
h′(s)ds + θ0, where h(0) =
θ0 > 0 is an initial condition. Using (3), the hazard rate becomes a piecewise linear function
of the form
h(t) =
K∑
k=1
(Ak + θkt) I(τk−1 < t ≤ τk), (4)
where A1 = θ0 and Ak = θ0 +
∑k−1
j=1(θj − θj+1)τj, for k = 2, . . . , K.
Integrating now the hazard function (4), the cumulative hazard is a piecewise quadratic
function given by
H(t) =
K∑
k=1
(
Bk + Akt+
θk
2
t2
)
I(τk−1 < t ≤ τk), (5)
where B1 = 0 and Bk =
∑k
j=2(θj − θj−1)τ 2j−1/2, for k = 2, . . . , K.
We therefore define a semiparametric inverse generator as the induced survival function,
which can be written as
ϕ−1(t) = exp{−H(t)}, (6)
where H(t) is given in (5). We now study some properties of this inverse generator.
Proposition 1 Consider the semiparametric inverse generator ϕ−1(t), given in (6), and
assume that {θk, k = 0, 1, . . . , K} are such that θ0 > 0, θK = 0 and satisfy conditions (C1)
and (C2) given by
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(C1) Ak + θkt > 0, for t ∈ (τk−1, τk] and for all k = 1, . . . , K.
(C2) (Ak + θkt)
2 > θk, for t ∈ (τk−1, τk] and for all k = 1, . . . , K.
Then,
(i) ϕ−1(t) is a continuous and injective function of t,
(ii) ϕ−1(t) is a convex function,
(iii) ϕ−1(t) induces a strict generator.
Proof For (i) we know that h′(t), as in (3), is a piecewise constant discontinuous function,
however, function h(t), as in (4), is continuous. To see this, for each k = 1, . . . , K, the
limit from the left is limt→τ−k h(t) = limt→τ−k Ak + θkt = Ak + θkτk, and the limit from
the right becomes limt→τ+k h(t) = limt→τ+k Ak+1 + θk+1t = Ak+1 + θk+1τk. Since Ak+1 =
Ak +(θk−θk+1)τk, then both limits coincide. For the second part of (i), we have that H(t) is
a monotonous function whose derivative is strictly positive, due to condition (C1), therefore
H(t) is injective and invertible on its image (Rudin, 1987). For (ii) we take the second
derivative of ϕ−1(t) which becomes ϕ−1(′′)(t) = {h(t)}2 exp{−H(t)}−h′(t) exp{−H(t)}, this
is positive if and only if {h(t)}2 − h′(t) > 0. For this to happen we require condition (C2).
For (iii), ϕ−1(t) must be a proper survival function, that is, h(t) must be nonnegative, which
is achieved by imposing condition (C1). Furthermore, we need limt→∞ ϕ−1(t) = 0, which
is equivalent to prove that limt→∞H(t) = limt→∞ (BK + AKt+ θKt2/2) = ∞. This is true
since BK is a finite constant, by definition θK = 0, and this together with (C2) imply AK > 0,
so the linear part goes to infinity when t→∞. 
By property (i) in Proposition 1, we can invert equation (6) to obtain an expression for
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the generator. This is given by
ϕ(t) =
K∑
k=1
([
sgn(θk)
{
2
θk
(
A2k
2θk
−Bk − log(t)
)}1/2
− Ak
θk
]
I(θk 6= 0)
−Bk + log(t)
Ak
I(θk = 0)
)
I
(
ϕ−1(τk) ≤ t < ϕ−1(τk−1)
)
. (7)
The value K controls the flexibility of the generator, and thus of the copula. If K = 1, the
induced Archimedean copula is the independence copula, whereas for larger K, the generator,
and the induced copula, become semiparametric. Potentially K could be infinite implying
a nonparametric model. We now discuss some association properties of our semiparametric
generator.
To see the kind of association induced by our proposal, we computed the Kendall’s tau
using expression (2) with generator (7). This is given in the following result.
Proposition 2 The Kendall’s tau obtained by the Archimedean copula with semiparametric
generator (7) is given by
κτ = −1 + 2
K∑
k=1
Ak
∫ τk
τk−1
exp
(−2Bk − 2Akt− θkt2) dt.
Moreover, this κτ ∈ (−1, 1).
Proof Rewriting expression (2) in terms of the inversed generator we obtain κτ = 1 −
4
∫∞
0
t{ϕ−1(′)(t)}2dt. Computing the derivative we get ϕ−1(′)(t) = −∑Kk=1(Ak + θkt)×
exp{−(Bk +Akt+ θkt/2)}I(τk−1 < t ≤ τk). Doing the integral we obtain the expression. To
obtain the range of possible values of κτ it is easier to re-write κτ in terms of h(t) and H(t).
This becomes κτ = −2
∫∞
0
th′(t) exp{−H(t)} dt. Here it is straightforward to see that the
sign of κτ is determined by the sign of h
′(t), therefore h′(t) > 0 for all t implies −1 < κτ < 0
and h′(t) ≤ 0 implies 0 ≤ κτ < 1. 
The expression for κτ tells us that the concordance induced by our semiparametric copula
is a function of both, the parameters {θk}, as well as of the partition limits {τk}. It depends
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on a definite integral and can be evaluated numerically. What is more important is that κτ
covers the whole range from −1 to 1, showing that our proposal is very flexible.
To illustrate the flexibility of our model we define a partition of the positive real line of
size K = 10, such that τk = − log(1− k/10) for k = 0, 1, . . . , 10. We consider two scenarios
for the values of the parameters {θk}. The first scenario is defined by θk < 0 for all k < K,
whereas the second scenario contains θk > 0 for all k < K. Conditions (C1) and (C2) were
satisfied in both cases. Figure 1 contains functions h′(t), H(t) and ϕ−1(t) for two different
scenarios, the solid (blue) line corresponds to the first scenario and the dotted (red) line
to the second scenario. In the first case the corresponding hazard function (middle panel)
is decreasing, whereas for the second case the hazard function is increasing. The induced
concordance values are κτ = 0.368 and κτ = −0.202, respectively.
As a second example, we consider a partition of size K = 50, such that τk = − log(1 −
k/50) for k = 0, 1, . . . , 50. We consider three different scenarios for the parameters {θ(i)k }
with i = 1, 2, 3, respectively. In the first scenario we assume θ
(1)
1 ∼ Un(−1, 1), in the
second θ
(2)
1 ∼ Un(−50, 0) and in the third θ(3)1 ∼ Un(0, 1). Posteriorly, we define sequentially
θ
(i)
k ∼ Un(a(i)k , b(i)k ) with a(i)k and b(i)k constants such that constraints (C1) and (C2) are
satisfied, for k = 2, . . . , K−1 and i = 1, 2, 3. We repeated sampling from these distributions
a total of 5,000 times, and for each repetition we computed κτ . The induced histogram
densities for the three scenarios are presented in Figure 2. For the first scenario, the values
of κτ range from −0.3 to 0.4, showing that our model can capture both negative and positive
concordance measures. For the second scenario, the values of κτ are all positive and the
distribution is right skewed, and for the third scenario the values of κτ are all negative
showing a left skewed distribution.
According to Nelsen (2006), new generators can be defined if we apply a scale transforma-
tion of the form φ−1(t) = ϕ−1(βt) if and only if φ(t) = ϕ(t)/β, for β > 0, where φ(t) becomes
a new Archimedean copula generator. More recently, Di Bernardino and Rullie`re (2013) re-
7
alised that the new generator φ(t) induces exactly the same copula (1) as that obtained with
ϕ(t). To see this we have that Cφ(u, v) = φ
−1(φ(u) + φ(v)) = ϕ−1
(
β
{
1
β
ϕ(u) + 1
β
ϕ(v)
})
=
Cϕ(u, v). In other words, an Archimedean copula generator is not unique.
Moreover, in terms of the hazard rate functions, hφ(t) and hϕ(t), induced by generators
φ and ϕ, respectively, the relationship becomes hφ(t) = βhϕ(βt). In order to make our semi-
parametric generator identifiable, without loss of generality, we impose the new constraint
(C3) θ0 = 1.
This constraint is equivalent to imposing h(0) = 1 in definition (4).
2.2 Alternative construction
Instead of starting with a piecewise function for the derivative of a hazard rate, we could
start by defining a piecewise constant function for the hazard rate itself. That is h(t) =∑K
k=1 θkI(τk−1 < t ≤ τk) with θk > 0, and {τk} a partition of the positive real line. In
this case the cumulative hazard function becomes H(t) =
∑k
j=1 θj∆j + θk(t − τk−1), for
t ∈ (τk−1, τk], with ∆j = τj − τj−1. The inverse generator is then a linear spline of the form
ϕ−1(t) = exp
{
−
K∑
k=1
θkwk(t)
}
,
with
wk(t) =

∆k, t > τk
t− τk−1 t ∈ (τk−1, τk]
0 otherwise
and the corresponding Archimedean generator has the form
ϕ(t) =
K∑
k=1
{
τk−1 − 1
θk
(log t+ ϑk−1)
}
I(ϑk−1 < − log t ≤ ϑk),
with ϑk =
∑k
j=1 θj∆j. To ensure convexity of the generator we further require θ1 ≥ θ2 ≥
· · · ≥ θK . Furthermore, the Kendall’s tau has a simpler expression
κτ = 1 +
K∑
k=1
{
e−2ϑk(1 + 2θkτk)− e−2ϑk−1(1 + 2θkτk−1)
}
.
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However, it can be shown that this expression for the Kendall’s tau only allows positive
values, constraining the possible associations captured by the model. Therefore, in the
remainder of the paper we will concentrate on our main proposal defined in Section 2.1.
3 Posterior inference
The copula density fC(u, v), of an Archimedean copula, can be obtained by taking the second
crossed derivatives with respect to u and v in expression (1). In terms of the generator and
its inverse this density becomes
fC(u, v) = ϕ
−1(′′) (ϕ(u) + ϕ(v))ϕ(′)(u)ϕ(′)(v), (8)
where the single and double primes denote first and second derivatives, respectively, and are
given by
ϕ−1(′′)(t) =
K∑
k=1
{
(Ak + θkt)
2 − θk
}
exp
{
−
(
Bk + Akt+
θk
2
t2
)}
I(τk−1 < t ≤ τK)
and
ϕ(′)(t) = −
K∑
k=1
1
t
(−2θkBk + A2k − 2θk log(t))−1/2 I (ϕ−1(τk) ≤ t < ϕ−1(τk−1)) .
Let (Ui, Vi), i = 1, . . . , n be a bivariate sample of size n from fC(u, v) defined in (8). With
this we can construct the likelihood for θ = (θ0, θ1, . . . , θK) as lik(θ | u,v) =
∏n
i=1 fC(ui, vi |
θ), where we have made explicit the dependence on θ in the notation of the copula density.
Recall that the parameter space Θ contains the values of θ that satisfy several conditions,
(C1) and (C2) given in Proposition 1, (C3) to make our generator unique, and θK = 0.
We assume a joint prior distribution for θ of the form
f(θ) ∝
K−1∏
k=1
{
pi0I(θk = 0) + (1− pi0)N(θk | µ0, σ20)
}
I(θ ∈ Θ). (9)
Note that we explicitly allow the θk’s, for k = 1, . . . , K − 1 to be zero with positive
probability pi0. This prior choice is useful to define an independence test. Specifically, we
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consider the hypotheses H0 : U and V independent, which is equivalent to H0 : θ1 = · · · =
θK−1 = 0, versus the alternative H1 : U and V dependent, which is equivalent to H1 : θk 6= 0
for at least one k = 1, . . . , K − 1. To perform the test we can compute the posterior
probabilities of H0 and H1 and make the decision using decision theory (DeGroot, 2004), or
use the corresponding Bayes factor (Kass and Raftery, 1995), which in case that P(H0) =
P(H1), this becomes the odds in favour of H1, that is, B10 = P(H1 | data)/P(H0 | data).
Here we follow the approach of Filippi et al. (2016) and report P(H1 | data) as an evidence
in favour of dependence.
The posterior distribution of θ is simply given by the product of expressions (8) and (9),
up to a proportionality constant. It is easier to characterize the posterior distribution by
implementing a Gibbs sampler (Smith and Roberts, 1993) and sampling from the conditional
posterior distributions
f(θk | θ−k, data) ∝ lik(θ | u,v)f(θ), (10)
for k = 1, . . . , K − 1. However, sampling from conditional distributions (10) is not trivial
since the parameter θk appears everywhere in the likelihood, the parameter space is complex
and no closed expression can be obtained for the normalising constant, we therefore propose
a Metropolis-Hastings step (Tierney, 1994) by sampling θ∗k at iteration (r+1) from a random
walk proposal distribution
q(θk | θ−k, θ(r)k ) = pi1I(θk = 0) + (1− pi1)Un(θk | max{ak, θ(r)k − δck},min{bk, θ(r)k + δck})
where the interval (ak, bk) represents the conditional support of θk, ck = bk−ak is its length,
with ak = maxk≤j≤K−1
{(√
θj+1I(θj+1 ≥ 0)− θ0 −
∑j
i=1,i 6=k(τi − τi−1)θi
)
/(τk − τk−1)
}
, for
k = 1, . . . , K − 1, bk =
(
θ0 +
∑k−1
j=1(τj − τj−1)θj
)2
, for k = 2, . . . , K − 1, and b1 = 1. The
justification of these bounds obeys the inclusion of constraints (C1) and (C2) and their
derivations are given in Appendix 5. The parameters pi1 and δ are tuning parameters that
control the acceptance rate.
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Therefore, at iteration r + 1 we accept θ∗k with probability
p
(
θ∗k, θ
(r)
k
)
= min
{
1 ,
f(θ∗k | θ−k, data) q(θ(r)k | θ−k, θ∗k)
f(θ
(r)
k | θ−k, data) q(θ∗k | θ−k, θ(r)k )
}
.
This Metropolis-Hastings within Gibbs procedure to obtain posterior inference of our model
was implemented in Python and the code is available upon request from the first author.
To perform the independent test, posterior probability of H0 can be approximated via
Monte Carlo by using the MCMC posterior draws of the vector θ and computing the relative
frequency of the event θk = 0 for all k = 1, . . . , K−1, we therefore obtain posterior probability
of H1 by computing the complement.
4 Numerical studies
We illustrate the performance of our model in two ways, through a simulation study, and
with a real data set.
To define the partition {τk} of the positive real line, inspired by the generator of the
product copula, we consider a Log-α partition defined by τk = −α log(1 − k/K) for k =
0, . . . , K − 1, with α > 0. This partition is the result of transforming a uniform partition
in the interval [0, 1] via a convex function. Larger values of α increase the spread of the
partition along the positive real line.
4.1 Simulation study
We generated simulated data from four parametric Archimedean copulas, namely the prod-
uct, Clayton, Ali-Mikhail-Haq (AMH) and Gumbel copulas. Their features are summarised
in Table 1, where we include the parameter space, the generator, the inverse generator, an
indicator whether the copula is strict or not and the induced h(t) function obtained through
inversion of relationship (6).
Note that, due to the nonunicity of an Archimedean generator, an equivalent constraint
to (C3) has to be imposed to the parametric generators that we are going to compare to.
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That is we set h(0) = 1 for the product, Clayton and AMH copulas, and h() = 1 for the
Gumbel copula, for say  = 0.01. The difference in the latter case is because, for a Gumbel
copula, h(t)→∞ when t→ 0. These conditions are already included in the parametrisation
used in Table 1.
For each parametric copula we took a sample of size n = 200. To specify the copulas we
took particular values in the parametric space that induce negative and positive dependence.
In particular we set θ ∈ {−0.4,−0.8, 0.6, 1} for the Clayton copula, θ ∈ {−0.3,−0.7, 0.3, 0.7}
for the AMH copula, and θ ∈ {1.4, 2.0} for the Gumbel copula. For the partition size we
compared K ∈ {10, 20} and tried values α ∈ {0.3, 0.5, 0.9, 1, 2, . . . , 10}.
For the prior distributions (9) we took pi0 = 0, µ0 = −1 and σ20 = 10. We implemented
a MH step within the Gibbs sampler where the proposal distributions were specified by
pi1 = 0 and δ = 0.25. The acceptance rate attained with these specifications are around
30%, which according to Robert and Casella (2010) are optimal for random walks. Finally,
the chains were ran for 20,000 iterations with a burn-in of 2,000 and keeping one of every 5th
iteration to produce posterior estimates. Convergence of the chains was assessed informally
by looking at the trace and ergodic means plots. Computational times using an intel core
i7 microprocessor averaged 6 and 15 minutes for the partition sizes K = 10 and K = 20,
respectively.
To assess goodness of fit (GOF) we computed several statistics. The logarithm of the
pseudo marginal likelihood (LPML), originally suggested by Geisser and Eddy (1979), to
assess the fitting of the model to the data. The supremum norm, defined by supt|ϕ−1(t) −
ϕ̂−1(t)| to assess the discrepancy between our posterior estimate (posterior mean) ϕ̂−1(t)
from the true inverse generator ϕ−1(t). We also computed the Kendall’s tau coefficient
and compare the point (posterior mean) and 95% interval estimates with the true value.
Additionally, as a graphical aid to see the performance of our model, we compare the posterior
estimates, point (posterior mean) and 95% pointwise credible intervals, of functions h(t) and
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ϕ−1(t) with the true ones. In general, the idea of our model is to properly estimate the joint
density of a particular dataset, say f(u, v), but in Archimedean copulas such a density is
characterised by the generator, like in (8). This is why we concentrate on comparing the
inverse generator and its associated hazard function.
To avoid overwhelming the reader with many tables and graphs, we only show results
for some of the simulated datasets to illustrate, the performance of our model in the other
datasets not shown is analogous. The GOF statistics are shown in Tables 2 to 7. Although
we fitted our model with all values of α mentioned above, we only show results for those
around the best fitting model in the tables. Posterior estimates of the functions are depicted
in Figures 3 to 8. Here we only show estimates with the best fitting model.
For the product copula the GOF measures are presented in Table 2. With exception
of the partition Log-3 for K = 20, for all settings considered, the true κτ lies inside the
95% credible intervals. The LPML chooses the model with Log-1 partitions of size K = 10,
and corresponds to the second smallest value of the supremum norm. Posterior estimates of
functions h(t) and ϕ−1(t) are shown in Figure 3. In both cases the true function lies inside
the 95% credible intervals.
For the Clayton copula we have two choices of θ, −0.8 and 1. The first choice, θ = −0.8,
corresponds to a generator that is not strict, that is, ϕ−1(t) > 0 for t ∈ [0, 5/4], and
ϕ−1(t) = 0 for t > 5/4. This is an interesting challenge because our model defined only strict
generators. The settings with smallest supremum norm, Log-0.5 with K = 10, produces the
95% credible interval for κτ closest to the true value, however it does not achieve the largest
LPML. The inconsistency of the GOF measures might be due to the non strictness feature
of the true generator. Moreover, if we look at the graphs of the posterior estimates of h(t)
and ϕ−1(t) (Figure 4), for larger values of t the true functions lie outside of our posterior
estimates. For θ = 1, the best model is obtained with a Log-6 partition of size 10. In this
case, posterior estimates of functions h(t) and ϕ−1(t) with the best fitting (Figure 5), contain
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the true functions.
For the AMH copula we have two values of θ, −0.7 and 0.7. The best fitting chosen
by at least two of the three GOF criteria is obtained with a Log-6 and Log-1 partitions of
size K = 10, respectively for the two values of θ. Posterior estimates of functions h(t) and
ϕ−1(t) with the best fitting are shown in Figures 7 and 6, respectively. In all cases the true
functions lie within the 95% credible intervals.
For the Gumbel copula with θ = 1.4 we have an interesting behaviour. The true h(t)
function has the feature that h(0) =∞. This represents a challenge for our model since we
have imposed the constraint (C3) which is equivalent to h(0) = 1. The highest LPML value
is obtained with a Log-7 partition of size K = 10, however the posterior 95% credible interval
for κτ does not contain the true value. On the other hand, the second best value of LPML
is obtained with an Log-3 partition of size 10, and in this case the 95% credible interval for
κτ does contain the true value. We select this latter as the best fitting. Posterior estimates
of functions h(t) and ϕ−1(t) are shown in Figure 8. Recalling that the true hazard function
goes asymptotically to infinity when t → 0, therefore, for values close to zero the true h(t)
lies outside our posterior credible intervals, something similar happens in the estimates of
the inverse generator. Apart from this, our posterior estimates are very good for t > .
An important learning from the previous examples is that increasing the partition size
does not necessarily imply better fitting.
4.2 Real data analysis
In public health it is important to study the factors that determine the birth weight of
a child. Low birth weight is associated with high perinatal mortality and morbility (e.g.
Stevens-Simon and Orleans, 2001). We study the dependence structure between the age of a
mother (X) and the weight of her child (Y ), and concentrated on mothers of 35 years old and
above. The dataset was obtained from the General Hospital of Mexico through the open data
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platform that can be accessed at https://datos.gob.mx/busca/dataset/perfiles-metabolicos-
neonatales/resource/4ab603eb-b73a-498f-8c56-0dc6d21930e8. It contains n = 208 records
from the first sample of the neonatal metabolic profile of male babies registered in the year
2017 in Mexico City.
The marginal distributions for variables U and V , induced by copula (1), are uniform.
In practice, copulas are used to model the dependence for any pair of random variables
regardless of their marginal distributions. Let X and Y be two random variables with
marginal cumulative distributions F (x) and G(y) respectively. Then the joint cumulative
distribution function for (X, Y ) is obtained as (Sklar, 1959), H(x, y) = C(F−1(x), G−1(y)),
where C is given in (1).
Since we are just interested in modelling the dependence between X and Y , it is common
in practice to transform the original data, (Xi, Yi), i = 1, . . . , n, to the unit interval via a
modified rank transformation (Deheuvels, 1979) in the following way. Let X′ = (X1, . . . , Xn)
and Y′ = (Y1, . . . , Yn) then Ui = rank(i,X)/n and Vi = rank(i,Y)/n are the transformed
data, where rank(i,X) = k if and only if Xi = X(k) for i, k = 1, . . . , n. This is based on the
probability integral transform using the empirical cumulative distribution function of each
coordinate.
In Figure 9 we show a dispersion diagram of the original data (left panel) and the rank
transformed data (right panel). To avoid problems due to ties in the original data, we first
include a perturbation to the data by adding a uniform random variable Un(−0.0, 0.01) to
each coordinate. The sample Kendall’s tau value for the transformed data is κ˜τ = −0.1162.
We fitted our model to the transformed data with the following specifications. To define
the partitions we took values α ∈ {0.3, 0.5, 0.9, 1, 2, . . . , 10} with sizes K ∈ {10, 20}. For the
prior we took pi0 = 0, µ0 = −1 and σ20 = 10. The MCMC specifications were the same as
those used for the simulated data.
The GOF measures computed were the LPML and the posterior estimates (point and
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95% credible interval) of κτ . The results are reported in Table 8. The best fitting model
according to LPML is that obtained with a partition of size K = 10 and Log-10. The
sample concordance κ˜τ is included in our posterior 95% credible interval estimate κτ ∈
(−0.213,−0.098).
The estimated hazard rate function h(t) and the inverse generator ϕ−1(t), with the best
fitting model, are included in the top row in Figure 10. The solid thick line corresponds
to the point estimates and the solid thin lines to the 95% credible intervals. For a visual
comparison, the blue dotted line corresponds to the functions of the independence (product)
copula. Additionally, we include an estimate of the joint density as well as the corresponding
contour plots (bottom row in Figure 9. These estimates suggest that there is a negative
(weak) dependence between the age of the mother and the birth weight of the child. The
older the mother, the less weight of the child. This finding could potentially help the policy
makers to focus campaigns to help the awareness of future mothers.
4.3 Independence test
As mentioned in Section 2, we can use our model to undertake an independence test. For
that we choose the prior distribution for the θk’s, as in (9), such that the prior probability of
H0 : θ1 = · · · = θK−1 = 0 is 1/2, in other words, we want P(H0) = piK−10 = 1/2. Particularly,
for a partition of size K = 10 we need to specify pi0 = 0.9258. In order to get a point of
mass proposal in the MH step we consider pi1 = 0.3. We re-ran our model using these values
with the other specifications left unchanged and performed the test for all simulated and
real datasets.
To place our test in context, we compare our results with the recently proposed indepen-
dence test of Filippi et al. (2016), based on Dirichlet process mixture models. These authors
actually proposed two tests, one based on a contingency table approach (CT) and another
based on a mixture model approach (MM). Additionally, we implemented a frequentist test
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based on the empirical copula (EC) given in Deheuvels (1979). For the three Bayesian
tests, ours (SPAC) and the other two competitors, we report P(H1 | data), whereas for the
frequentist test we report the p-values. All these values are included in Table 9.
We first mention that the values P(H1 | data) from the Bayesian tests have to be cali-
brated with respect to that obtained for the product (independent) dataset. The three tests
assign small evidence of dependence to the product dataset, as it should be, whereas the
frequentist test assigns a p-value of 0.15 to the same product dataset, which is large enough
to not to reject the null hypothesis of independence.
For the Clayton and Gumbel datasets, all four test are consistent giving enough evidence
to dependence. For the AMH datasets we have mixed decisions. None of the four tests are
able to detect dependence for the cases of θ = −0.3 and θ = 0.3. This is understandable
since the AMH copula produces data that look similar to the product copula for values of θ
close to zero. For the other two values, θ = −0.7 and θ = 0.7, the frequentist test EC does
not detect dependence, however the Bayesian tests give more evidence of dependence, being
our SPAC test the one that best supports dependence for these two datasets.
Finally, for the real dataset, we also have mixed decisions. Tests CT and EC do not detect
any dependence, however, our new test SPAC and MM give enough support to dependence,
which is also consistent to the estimated generator obtained with our model and presented
in the right panel of Figure 10.
5 Concluding remarks
We have proposed a semiparametric Archimedean copula that is flexible enough to capture
the behaviour of several families of parametric Archimedean copulas. Our model is capable
of modelling positive and negative dependence. The number of parameters in the model to
produce a good estimation of the dependence in the data should not be extremely high. For
most of the examples considered here ten parameters are enough.
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Defining an appropriate partition to analyse real data sets is not trivial. We suggest to
try different values of α in a wide range and compare using a GOF criteria like the LPML
we used here.
Our proposal is also suitable to perform an independent test, which compares favourable
with alternative independence tests. For the datasets considered here, our proposal assigned
the largest evidence of dependence for the dependent datasets.
In the exposition and in examples considered here, we concentrated on bivariate copu-
las, however extensions to more than two dimensions is also possible, say C(u1, . . . , um) =
ϕ−1 (ϕ(u1) + · · ·+ ϕ(um)). Performance of our semiparametric copula in this multivariate
setting is worth studying.
Our model is motivated by semiparametric proposals for survival analysis functions
(Nieto-Barajas and Walker, 2002) and appropriately modified to satisfy the properties of
an Archimedean generator. The semiparametric generator presented here turned out to be
based on quadratic splines, however, alternative proposals are possible as the one described
in Section 2.2.
Although, the motivation of our proposal lies within a survival analysis context, the in-
clusion of right censored observations into the analysis is not straightforward. The likelihood
contribution would involve the cumulative distribution function of the bivariate density in-
duced by the copula, and this is not available in closed form. A data augmentation technique,
like those in Tanner (1991), would be the way to proceed.
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Appendix
Derivation of posterior conditional support of θk.
In order to satisfy constraint (C1), we consider first the case θk ≤ 0. Therefore
mint∈(τk−1,τk]Ak + θkt = Ak + θkτk. This implies the following constraint for θk,
θk ≥ max
k≤j≤K−1
{
−
(
θ0 +
j∑
i=1,i 6=k
(τi − τi−1)θi
)
/(τk − τk−1)
}
,
for k = 1, . . . , K − 1, where we define the empty sum as zero.
On the order hand, if θk > 0 we have mint∈(τk−1,τk]Ak + θkt = Ak + θkτk−1, and we get,
from condition (C2), the following restriction
θk <
(
θ0 +
k−1∑
i=1
(τi − τi−1)θi
)2
.
This defines the upper bound bk, for k = 2, . . . , K − 1, and b1 = 1.
Because the term θk appears on the right side of the previous inequality for j = k +
1, . . . , K − 1, we need to consider the following restriction
θk >
(√
θj − θ0 −
j−1∑
i=1,i 6=k
(τi − τi−1)θi
)/
(τk − τk−1)
if θj ≥ 0. Combining this with the constraint when θk ≤ 0 above, we get the lower bound
ak for k = 1, . . . , K − 1.
References
DeGroot, M.H. (2004). Optima statistical decisions. New Jersey, Wiley.
Deheuvels, P. (1979). La fonction de de´pendance empirique et ses propriete´s. Un test non
parame´trique d’inde´pendance. Roy. Belg. Bull. Cl. Sci., 65, (5), 274–292.
Di Bernardino, E. and Rullie`re, D. (2013). On certain transformation of Archimedean cop-
ulas: Application to non-parametric estimation of their generators. Dependence Modeling
1, 1–36.
19
Filippi, S., Holmes, C. and Nieto-Barajas, L.E. (2016). Scalable Bayesian nonparametric
measures for exploring pairwise dependence via Dirichlet Process Mixtures. Electronic
Journal of Statistics 10, 3338–3354.
Geisser, S. and Eddy, W. F. (1979). A predictive approach to model selection. Journal of
the American Statistical Association 74, 153–160.
Genest, C., Nesˇlehova´ J. and Ziegel J. (2011). Inference in multivariate Archimedean copula
models. TEST 20: 223. https://doi.org/10.1007/s11749-011-0250-6.
Genest, C. and Rivest, L. (1993). Statistical inference procedures for bivariate Archimedean
copulas . Journal of the American Statistical Association, 88, 1034-1043.
Guillote, S. and Perron, J. (2015). Inference on Archimedean copulas using mixtures of Po´lya
trees. Journal of Statistical Planning and Inference, 166, 2-13.
Kass, R.E. and Raftery, A.E. (1995). Bayes Factors. Journal of the American Statistical
Association 90, 773–795.
Klein, J.P. and Moeschberger, M.L. (2003). Survival analysis. Springer, New York.
Nelsen, R.B. (2006). An introduction to copulas. Springer, New York.
Neuhaus, G. (1971). On weak convergence of stochastic processes with multidimensional
time parameter. The Annals of Mathematical Statistics , 42 (4), 1285-1295.
Nieto-Barajas, L.E. and Walker, S.G. (2002). Markov beta and gamma processes for modeling
hazard rates. Scandinavian Journal of Statistics 29, 413–424.
Robert, C. P. and Casella, G. (2010). Introducing Monte Carlo methods with R. Springer,
New York.
Rudin, W. (1987). Real and complex analysis. 3rd ed. McGraw-Hill.
20
Sklar, M. (1959). Fonctions de re´partition a´ n dimensions et leurs marges. Universite´ Paris
8.
Smith, A. and Roberts, G. (1993). Bayesian computations via the Gibbs sampler and related
Markov chain Monte Carlo methods. Journal of the Royal Statistical Society, Series B 55,
3-23.
Stevens-Simon, C. and Orleans, M. (2001). Low-birthweight prevention programs: The
enigma of failure. Birth 26, 184–191.
Tanner, M.A. (1991). Tools for statistical inference: Observed data and data augmentation
methods. New York, Springer.
Tierney, L. (1994). Markov chains for exploring posterior distributions. Annals of Statistics
22, 1701-1722.
Vandenhende, F. and Lambert, P. (2005). Local dependence estimation using semiparametric
Archimedean copulas. The Canadian Journal of Statistics 33, 377–388.
21
0.0 0.5 1.0 1.5 2.0 2.5
t
1.0
0.5
0.0
0.5
1.0
1.5
2.0
h
′ (
t)
0.0 0.5 1.0 1.5 2.0
t
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
h
(t
)
0 5 10 15 20
t
0.0
0.2
0.4
0.6
0.8
1.0
ϕ
−
1
(t
)
Figure 1: Functions h′(t) (first panel), h(t) (second panel) and ϕ−1(t) (third panel) for two
scenarios of {θk}. All negative values (solid line), and all positive values (dotted line).
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Figure 2: Prior distributions of Kendall’s tau, induced by our model, under three different
scenarios.
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Figure 3: Posterior estimates of h(t) and ϕ−1(t), obtained with a Log-1 partition of size K = 10,
for a simulated dataset of size n = 200 from the product copula. Posterior mean (thick solid line),
95% pointwise credible intervals (thin solid lines), and true function (dotted line).
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Figure 4: Posterior estimates of h(t) and ϕ−1(t), obtained with a Log-0.5 partition of size K = 10,
for a simulated dataset of size n = 200 from the Clayton copula with θ = −0.8. Posterior mean
(thick solid line), 95% pointwise credible intervals (thin solid lines), and true function (dotted line).
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Figure 5: Posterior estimates of h(t) and ϕ−1(t), obtained with a Log-6 partition of size K = 10,
for a simulated dataset of size n = 200 from the Clayton copula with θ = 1. Posterior mean (thick
solid line), 95% pointwise credible intervals (thin solid lines), and true function (dotted line).
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Figure 6: Posterior estimates of h(t) and ϕ−1(t), obtained with a Log-1 partition of size K = 20,
for a simulated dataset of size n = 200 from the AMH copula with θ = 0.7. Posterior mean (thick
solid line), 95% pointwise credible intervals (thin solid lines), and true function (dotted line).
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Figure 7: Posterior estimates of h(t) and ϕ−1(t), obtained with a Log-6 partition of size K = 10,
for a simulated dataset of size n = 200 from the AMH copula with θ = −0.7. Posterior mean (thick
solid line), 95% pointwise credible intervals (thin solid lines), and true function (dotted line).
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Figure 8: Posterior estimates of h(t) and ϕ−1(t), obtained with a Log-3 partition of size K = 10,
for a simulated dataset of size n = 200 from the Gumbel copula with θ = 1.4. Posterior mean (thick
solid line), 95% pointwise credible intervals (thin solid lines), and true function (dotted line).
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Figure 9: Scatter plots. Original data (left) and rank transformed data (right).
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Figure 10: Posterior estimates obtained with a Log-10 partition of size K = 10 for the real dataset.
Top row: h(t) and ϕ−1(t), posterior mean (thick solid line) and 95% pointwise credible intervals
(thin solid lines). Corresponding functions from the product copula (dotted lines) are included for
visual comparison. Bottom row: joint density and contour plot estimates.
Table 1: Summary of some parametric Archimedean copulas parametrised such that h(0) =
1, for the first three copulas, and h() = 1, for the Gumbel copula.
Copula Θ ϕ(t) ϕ−1(t) Strict? h(t)
Product - − log(t) e−t Yes 1
Clayton [−1,∞) 1
θ
(t−θ − 1) (1 + θt)−1/θ If θ ≥ 0 1
1+θt
AMH [−1, 1) 1
1−θ log
(
1−θ+θt
t
)
1−θ
e(1−θ)t−θ Yes
(1−θ)e(1−θ)t
e(1−θ)t−θ
Gumbel [1,∞) 
(
− log(t)
θ
)θ
exp
{
−θ ( t

)1/θ}
Yes
(

t
)1−1/θ
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Table 2: GOF measures, obtained with different partition definitions, for a simulated dataset
of size n = 200 from the product copula.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ κτ Sup.Norm LPML
Log-1 10 −0.102 −0.029 0.056 0 0.045 −2.071
Log-2 10 −0.122 −0.054 0.013 0 0.061 −2.210
Log-3 10 −0.157 −0.072 0.007 0 0.061 −4.461
Log-1 20 −0.083 −0.005 0.066 0 0.036 −4.895
Log-2 20 −0.138 −0.064 0.002 0 0.065 −2.744
Log-3 20 −0.141 −0.073 −0.007 0 0.064 −3.051
Table 3: GOF measures, obtained with different partition definitions, for a simulated dataset
of size n = 200 from the Clayton copula with θ = −0.8.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ κτ Sup.Norm LPML
Log-0.3 10 −0.262 −0.207 −0.142 −0.667 0.132 29.122
Log-0.5 10 −0.510 −0.478 −0.436 −0.667 0.028 112.249
Log-0.9 10 −0.487 −0.451 −0.409 −0.667 0.119 136.807
Log-0.3 20 −0.359 −0.305 −0.246 −0.667 0.104 49.245
Log-0.5 20 −0.516 −0.476 −0.429 −0.667 0.140 141.271
Log-0.9 20 −0.507 −0.461 −0.423 −0.667 0.122 152.163
Table 4: GOF measures, obtained with different partition definitions, for a simulated dataset
of size n = 200 from the Clayton copula with θ = 1.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ κτ Sup.Norm LPML
Log-4 10 0.198 0.265 0.316 0.333 0.065 32.983
Log-6 10 0.222 0.293 0.350 0.333 0.045 34.744
Log-8 10 0.174 0.240 0.295 0.333 0.082 31.584
Log-4 20 0.085 0.247 0.323 0.333 0.092 27.594
Log-6 20 0.043 0.141 0.215 0.333 0.144 15.339
Log-8 20 0.015 0.078 0.139 0.333 0.167 5.326
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Table 5: GOF measures, obtained with different partition definitions, for a simulated dataset
of size n = 200 from the AMH copula with θ = −0.7.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ κτ Sup.Norm LPML
Log-4 10 −0.197 −0.133 −0.050 −0.134 0.022 1.733
Log-6 10 −0.200 −0.132 −0.070 −0.134 0.021 2.869
Log-8 10 −0.205 −0.147 −0.079 −0.134 0.022 2.695
Log-4 20 −0.208 −0.139 −0.067 −0.134 0.022 −0.865
Log-6 20 −0.205 −0.138 −0.067 −0.134 0.021 0.779
Log-8 20 −0.207 −0.137 −0.074 −0.134 0.019 1.828
Table 6: GOF measures, obtained with different partition definitions, for a simulated dataset
of size n = 200 from the AMH copula with θ = 0.7.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ κτ Sup.Norm LPML
Log-1 10 0.127 0.193 0.249 0.195 0.030 6.721
Log-3 10 0.047 0.123 0.205 0.195 0.068 4.221
Log-7 10 0.006 0.088 0.169 0.195 0.071 0.847
Log-1 20 0.139 0.203 0.264 0.195 0.033 4.524
Log-3 20 −0.007 0.088 0.188 0.195 0.094 −2.083
Log-7 20 −0.037 0.018 0.085 0.195 0.130 −5.715
Table 7: GOF measures, obtained with different partition definitions, for a simulated dataset
of size n = 200 from the Gumbel copula with θ = 1.4.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ κτ Sup.Norm LPML
Log-1 10 0.165 0.239 0.294 0.286 0.083 14.025
Log-3 10 0.129 0.197 0.290 0.286 0.055 18.013
Log-7 10 0.096 0.135 0.153 0.286 0.064 21.383
Log-1 20 0.073 0.160 0.222 0.286 0.064 11.991
Log-3 20 0.034 0.105 0.249 0.286 0.091 16.908
Log-7 20 −0.009 0.063 0.131 0.286 0.112 11.134
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Table 8: GOF measures, obtained with different partition definitions, for the real data.
Part.Type K Q
(0.025)
κτ κˆτ Q
(0.975)
κτ Sample κ˜τ LPML
Log-6 10 −0.212 −0.153 −0.092 −0.116 2.967
Log-8 10 −0.220 −0.153 −0.087 −0.116 2.294
Log-10 10 −0.208 −0.150 −0.094 −0.116 3.702
Log-6 20 −0.212 −0.153 −0.091 −0.116 0.461
Log-8 20 −0.217 −0.150 −0.097 −0.116 1.303
Log-10 20 −0.231 −0.158 −0.096 −0.116 2.046
Table 9: Independence test for all simulated and real datasets. semiparametric Archimedean
copula test (SPAC), contingency table test (CT), mixture model test (MM), and empirical
copula test (EC). For the Bayesian tests we report P(H1 | data) and for the frequentist test
we report p-values.
Bayesian Tests Freq.Test
Dataset θ SPAC CT MM EC
Product – 0.19 0.04 0.12 0.15
Clayton −0.8 1.00 1.00 0.99 0.00
Clayton −0.4 0.96 0.65 0.83 0.00
Clayton 0.6 0.96 0.43 0.79 0.01
Clayton 1.0 1.00 0.87 0.75 0.00
AMH −0.7 0.63 0.11 0.21 0.31
AMH −0.3 0.23 0.05 0.08 0.79
AMH 0.3 0.22 0.06 0.09 0.81
AMH 0.7 0.86 0.38 0.48 0.33
Gumbel 1.4 1.00 0.50 0.75 0.00
Gumbel 2.0 1.00 0.97 0.93 0.00
Real data – 0.47 0.07 0.40 0.35
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