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Abstract. In 1952, F. Pollaczek gave a method for finding the distribution of the maximal par- 
tial sum of mutually independent and identically distributed random variables. In this paper, 
Pollaczek’s results are extended, and fhe extended results are applied in theory of queues for 
finding the disttibution of the whiting time for single server queues. 
1 . Introductior~ 
Manv problems in the theory of probability and stochastic processes M 
can be stated in the following way: Deno>te by the space of all those 
functions @(s) defined for Re(s) = 0 on the complex plane, wl_ich can 
ed in the form 
(1) 
where 5‘ is a complex (or real) random variable with E( 1 s-1) < = and 7 
is a real random variable. Define a transformation T for a(s) E R by 
(2) T{@(s)} := Q+(s) = E{cexp[-sq+]}, 
where $ = max( 0,~). The function 9’(s) is uniquely determined for 
Re(s) 2 0 by Q(s). Let y(s) E R, ro(s) E R, W&)} = PO(s) and define 
a sequence of functions I’,(s) (n = 1 , 2, . ..) for Re(s) 2 0 by the recur- 
rence formula 
1 he problem is to dletermine r,(i) fcr n = I,?, . . . and Re(s) Zs i). 
oblem has been solved by ??ollaczek [ 1 I in somif ~~~~ic~l 
olla(:zek considered a smaller space than for this space ex- 
{Q(s)} by a simple Cauchy integral, and obtained 
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fo:r sufficiently small p a.s the solution of t e singular integral equation 
Pollaczek’s method has the obvious advantage that it is constructive and 
gives the solution in a closed form; however, the space of functions 
which he considered is too small to cover many important cases. 
Following Pollaczek’s investigations, several authors introduced new 
methods for solving the aforementioned problem. Most of these meth- 
ods are descriptive a:-ld do not provide the solution in a closed form 
which is suitable for calculations. 
In what follows, we shall demonstrate how Pollaczek’s original meth- 
od can be extended to the space R which is on the one hand large 
enough to contain all the important functions arising in the theories of 
probability and stochastic processes, and on the other hand is small 
enough to allow an explicit representation of the transformation 
which is suitable for calculations. 
2. ‘The space 
‘We say that the function G(s) defined for Re(s) = 0 belongs to 
it can be represented in the form (1) with (1 cl} < -. Let us define the 
norm of a(s) by 
where the infimum is taken for all admissible c, that is, for all those 5‘ 
for which ( 1) holds. 
It can easily be seen that if a is a complex (or real) number, and 
II. Furthermore, if 
g 2. The space 
Let us define the transformati 
plex. (or real) number and a(s) E 
by (2). If Q! is a com- 
hen obvious!y 
and 
-- CT@ 1 09) (T@, (SD. 
We can prove (7) easily. For any real x and y, we have the identity 
@) exp[-s[x + y]+] = exp[-s[x + y’] ‘3 + exp[ -s[x+ + _y]+] 
- exp[ -3(x+ + y’) 1, 
where we used the notation [xl+ c= x+ = max(O,x). Let us suppose that 
$(s) = E{S, exp[--sql I} and @,(s) = E{r2 expb-sq2 I}, where &, rllJ 
and I({~, Q) are independent. If we put x = ql and y = q2 in (8), muh- 
ply it by c1 ir2 and form its expectation, then we obtain (7). 
We note that if @,(A) E for n = 0, 1, 2, . . . . if an (12 = 0, 1, 2, . ..) as-e 
com,plex (or real) numbers, and if 
l-23 
W) e(s) = zi a, en(s) E 
n=O 
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We can prove ( 10) and 11) as follows. Let @ { SpI exp[ ---qI I} 
for n = 0, 1, . . . . where (& I} < 211 @,ll. Let n} = l&n+ l)(n +2) 
folr n = 0, 1, . . . , and suppose that v is independent of (s,, qn) 
- 0, 1, 2, . ..). Define 5 = (v + 1) (v + 2)aJ, and q = vV. Then \Ir( 
{{ exp[ -sv]} . Since E (I 5 I} C *, it follows that q(s) belongs to 
{b exp[ --$1) is given by ( 11). 
recurrence re 
ILet us suppose that r(s) E and T{l?,(s)} = I?&). Define 
r,(s) for n = 1, 2, . . . by the recurrence formula (3). 
eorem 1. If ro(s) = 1, lhen 
i12) E QJS) P Uw[l -PY(dl}l 
n=O 
forIpl++C landRe(s)>O. 
roof. e observe that (3) implies that 
(13) 
1 n 
1’n(s) =n c rn-k(S) 
k=O 
for IV = 1, 2, . . . and Re(s) > 0. This can be proved by mathematical in- 
duction. If n = 1, then ( 13) is evidently true. If we suppose that ( 13) is 
true for 1, 2, . . . . YE, if in rn+l (s) = T{T(s) rn (s)} we replace rn (S) by 
(13) and if we apply (7) to _k (s) and 41’2 (s) = [r(s)] k 
whenever k = 1, 2, . . . . at ( 13) is true if n is replaced 
by n! + 3.. us it follows that ( 13) is true for every y2 = 1, 2, . . . . 
Let us introduce the generatin 
00 
(14) W&P) = n(s) P” 
rl-=Q 
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for I p I - II y II < 1 and t:(s) 2 0. By ( 131, we obtain that 
Since U(s, 0) = I! , it folllows that 
U@ log us, p) = (er(s2lk) = --T{log[ 1 -py(s)]} . 
The last equality follows from ( 1 1). This proves ( 12). 
{rO(s)} = q,(s), then 
W! 5 rrrWP = expl- {log[ 1 -p ml } I 
n=O 
for Ipl*llylk: 1 andRe( 0. . 
roof. Let us define the functions Qkis) for k = 0, 1, 2, . . . and 
Re(s) 3% 0 by 
where Ip I l II 7 II <: 1. By Theorem 1 it follows chat Qo(s) = 1 and 
T{T(s) Q&)} = Qk+&) for k = 0, 1, 2, . . . . 
Furthermore, llet us define the functions Qi(sl for k = 0, 1, 2, . . . and 
Re(s) = 0 by 
(19) -- r[log[ 1 - p r(s)] ,L = 2 Q;(s)Pk 
1 - p 7th 
, 
k=O 
where IpI= II+1 < 1. g(s)) = 0 for k = 1, 2., .. . ., 
IFor Q;;(s) is a polynomiali of degree k of the variables [r(s)]j - 
(j = 1, Z!, .. . . k). 
Now we ~halll plrove that 
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(20) r,,(s) = k$ f&,-k(S) T {ro(s) Q;(s)) 
0 
for n = 0, 1, 2, . . . and Re(s) > 0. If, 1, then (20) is true. Let us as- 
sume that (20) is true for n (n = 0, . ..). If in r,,+t(s) = T{y(s) I’,,(s)} 
we replace I’,(s) by (20) and if we apply (7) to @r(s) = r(s) Q,,_&(s) and 
Qi*(s) = I’&) Q;(s) whenever k = 0, 1, . . . . n, then we obtain that (20) is 
valid if n is replaced by n + 1. Accordingly, it follows 1 athematical 
induction that (20) is true for every n = 0, 1, 2, .., . If we multiply (20) 
by p” and add for n = 0, 1, 2, . . . . then we obtain (17) which was to be 
proved. 
If I’&) = 1, then (20) reduces to r,,(s) = Q,, 0) for n = 0, 1,2, . . . which 
is in agreement with Theorem 1. 
The usefulness of formulas ( 12) and ( 17) depends on the applicability 
of the transformation T. Our next aim is to give a method for finding 
Q*(s) = T{*(S)} for@(s) E R. If we know CD(s) for Re(s) = 0, then a+(s) 
is uniquely determined for Re(s) > 0. The function a+(s) is regular in 
the domain Re(s) > 0 and continuous for Re(s) > 0. For Re(s) > 0, we 
can obtain a+(s) explicitly by the formula 
(21) cp*(s) = + ww+;_y &,, _ s ip+* 
Mere the path of integration Le (e > 0) consists of the imaginary axis 
from 2 = -im toz= -ie and again from z = ie to z = iw. We can prove 
(? 1) easily by using Cauchy’s integral formula. For Re(s) = 0, we can ob- 
tain a+(s) by continuity. 
4. lQpplications 
h,et us consider asingle-server queue in which customers arrive at a 
counter at times ro, rl, . . . . r,,, . . . . where 7. = 0, and 7n - 7,,_1 
(n = 1,2, . ..) are mutually independent and identically distributed, posi- 
tive random variables. Denote by x,, the service time of the customer ar- 
riving at time z,,. We suppose that xn (n = 0, 1,2, . ..) is a sequence of
mutually independent and identically distributed, non-negative random 
v&ables, and that (7, - 7,_1} and {x,} are also independent. Suppose 
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that the customers are served by a single server in the order of arrival. 
Denote by q. the intitial occupation time of the server at time t = 0. We 
suppose that no is a non-negative random variable which is independent 
of the sequences {r,, - ~~_r} and {X,} . 
We are interested in f:Zding the distribution of Q,, , the actual waiting 
time of the customers arriving at time 7,,  and the distribution of r)(t), 
the virtual waiting time at time t. (The virtual waiting time n(t) is the 
time which a customer would have to wait if he arrived at time t.) 
Let us introduce the notation E(exp[-~(7, -T,._~)]} = g(s) for 
n =: I, 2, . . . and Re(s) > 0, and E{exp[ -sX, I} = JI(s) for n = 0, 1, 2, .,. 
and Re(s) > 0. Furthermore l t E{exp[--sell} = 52,(s) for n = 0, I, . . . 
and Re(s) > 0. 
First, we observe that 
forn = I, 2, .,. . Hence it follows that 
(23) O,(S) a T{Qn_,(S)9(-ss) Eli
forn = I, 2, . . . and Re(s) > 0. Since Q,(s) E R, T{S20(s)} =no(s) and 
y(s) =9(--.9 $(s) E R, we can apply Theorem 2 to obtain 
(24 fi nn(S)p” = ewFWogl1 -P d-4 WI}1 
n=O 
x T f+WwWlog[ 1 -P d-d $Wl} ) 
1 - P 94-s) J/w I 
for Ip I < 1 and Re(s) 3 0. The distribution function P{rl, 4 x} is uni- 
quely determined by S2&). 
Next, we observe that for almost all realizations of tha queuing pro. 
cess we have the identity 
(25) (s-q) $ exp[--qt-sn(t)] dt = 
0 
= C bq+~~r),+l -QTn+ll -@Xpl-sV~ -SXn -4rnl I 
n=O 
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which holds if Re(q) > 0 and Re(s) 2 0. If we take into consideration 
that q(t) = ]qn_r + Xn_1 - (t - 7n-r )]’ for ~~-1 4: t < T,, then (25) can 
easily be proved. 
If we form the expectation of (23, then we obtain that 
(26) (8 -4) f exp[-qtl E(expk=wW} dt 
0 
for Re(q) > 0 and Re(s) 3 0 where 
(27) Mq, s, p) = ii E{exp[-qr,, - srl, 11 P 
It=0 
for Re(q) > 0, Re(s) 2 0 and Ip I < 1. Let us write 
(28) u,,(qJ) = E{exP]--q7, -SV,J) 
ffor n = 0, 1, 2, . . . . Re(q) > 0 and Re(s) > 0. If we use (22), then we ob- 
tain that 
(2% u,(q, s) = T{4(r * ) $(s) U,,_l(qv s)} 
for n = 1, 2, . . . . Re(q) > 0 and Re(s) >, 0, where T operates on the vari- 
able s and U,(q, s) = S2, (s). For Re(q) > 0, the function y(s) = . 
q(q - s) G(s) belongs to R and II y II < 1. Thus we can apply Theorem 2 
to obtain 
(m u(& s, ~3 = ev[-T {log[ 1 -p cp(q --S) J/(S)]) ] 
x T q)w wmw 1 --p s(q --s) WI} ( -- 1 -P&p-S) 9(s) I 
for Re(q) > 0, Re(s) > 0 and I p I G 1. IFrom (26) we can obtain 
E {exp[ -sq(t)i} for every t 2 0 by inversion, and P {q(t) < xf, is uni- 
cluely determined by its Laplace-Stieltjes transfornl. 
We note that if E(x,) = oc and E{rn --T,J = fl exist, if c11<: 6, an< if 
7 - T,+ 1 is not a lattice random variable, then the limiting distributirln 
function lim t,,P{q(t) < x} = W*(x) exists and is independent of thl: 
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distribution o;f qo. If a*(s) = Jr exp[--sx-]dW”‘(x) for Re(s) > 0, then . 
by an Abelian theorem for Laplace transforms we obtain that for 
Re(J:) > 0, 
(31) S,!*(S) = lim q J exp[--qt] E{exp[--sq(t)]} dt = 
4-+0 0 
where 
= 
( 1 
1-f + OS [ 1 - wl~(,) 9 
(32) G!(S) = p lim q U(q, s, 1) = exp [- 5 k {I -T[lp(--s) $(s)] “}I. 
q--+0 k-=1 
In this case thle limiting distribution function lim,,, P{q, < _u!= W(x) 
also exists and. Q(S) = JI expj --sx] dW(x) is given by (32). If 
P{ x,,, < x} = H(x) and 
and 
jr*(X) =; ’ J [l --H(tl)]dt4 for _Y > 0 
0 
W*(x)=0 for x< 0, 
then by (3 1) we obtain that 
(33) w*(X) = 1-f’ 
( ) 
+ F/Y’(x) * W(x) 
for JC 2 0. This is in agreement with an earlier result of the author [33. 
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