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The famous Erdo˝s–Heilbronn conjecture plays an important role in
the development of additive combinatorial number theory. In 2007
Z.W. Sun made the following further conjecture (which is the linear
extension of the Erdo˝s–Heilbronn conjecture): For any ﬁnite subset
A of a ﬁeld F and nonzero elements a1, . . . ,an of F , we have∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and xi = x j if i = j}∣∣
min
{
p(F ) − δ, n(|A| − n)+ 1},
where the additive order p(F ) of the multiplicative identity of F
is different from n + 1, and δ ∈ {0,1} takes the value 1 if and only
if n = 2 and a1 + a2 = 0. In this paper we prove this conjecture of
Sun when p(F ) n(3n−5)/2. We also obtain a sharp lower bound
for the cardinality of the restricted sumset
{
x1 + · · · + xn: x1 ∈ A1, . . . , xn ∈ An, and
P (x1, . . . , xn) = 0
}
,
where A1, . . . , An are ﬁnite subsets of a ﬁeld F and P (x1, . . . , xn)
is a general polynomial over F .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A basic objective in the active ﬁeld of additive combinatorial number theory is the sumset of ﬁnite
subsets A1, . . . , An of a ﬁeld F given by
A1 + · · · + An = {x1 + · · · + xn: x1 ∈ A1, . . . , xn ∈ An}.
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|A1 + · · · + An|min
{
p(F ), |A1| + · · · + |An| − n + 1
}
,
where p(F ) is the additive order of the multiplicative identity of F (which is the characteristic of F if
F is of a prime characteristic, and the positive inﬁnity if F is of characteristic zero). When n = 2 and
F = Z/pZ with p a prime, this gives the original form of the Cauchy–Davenport theorem.
In 1964 P. Erdo˝s and H. Heilbronn [10] conjectured that if p is a prime and A is a subset of Z/pZ
then ∣∣{x+ y: x, y ∈ A and x = y}∣∣min{p, 2|A| − 3}.
This challenging conjecture was ﬁnally solved by J.A. Dias da Silva and Y.O. Hamidoune [8] in 1994
who employed exterior algebras to show that for any subset A of a ﬁeld F we have∣∣{x1 + · · · + xn: xi ∈ A, xi = x j if i = j}∣∣min{p(F ), n|A| − n2 + 1}.
Recently P. Balister and J.P. Wheeler [5] extended the Erdo˝s–Heilbronn conjecture to any ﬁnite group.
In 1995–1996 N. Alon, M.B. Nathanson and I.Z. Ruzsa [2,3] used the so-called polynomial method
rooted in [4] to prove that if A1, . . . , An are ﬁnite subsets of a ﬁeld F with 0< |A1| < · · · < |An| then
∣∣{x1 + · · · + xn: xi ∈ Ai, xi = x j if i = j}∣∣min
{
p(F ),
n∑
i=1
(|Ai| − i)+ 1
}
.
The polynomial method was further reﬁned by Alon [1] in 1999, who presented the following useful
principle.
Combinatorial Nullstellensatz. (See Alon [1].) Let A1, . . . , An be ﬁnite subsets of a ﬁeld F with |Ai| > ki
for all i = 1, . . . ,n where k1, . . . ,kn ∈ N = {0,1,2, . . .}. Suppose that P (x1, . . . , xn) is a polynomial over F
with [xk11 · · · xknn ]P (x1, . . . , xn) (the coeﬃcient of the monomial xk11 · · · xknn in the polynomial P (x1, . . . , xn))
nonzero and k1 + · · · + kn = deg P . Then there are x1 ∈ A1, . . . , xn ∈ An such that P (x1, . . . , xn) = 0.
The Combinatorial Nullstellensatz has been applied to investigate some sumsets with polynomial
restrictions by various authors, see [7,13,15,17,20,23,14,22].
Throughout this paper, for a predicate P we let
[[P ]] =
{
1 if P holds,
0 otherwise.
For a,b ∈ Z we deﬁne [a,b] = {m ∈ Z: am b}. For a ﬁeld F we let F ∗ be the multiplicative group
of all nonzero elements of F . As usual the symmetric group on {1, . . . ,n} is denoted by Sn . For σ ∈ Sn
we use sgn(σ ) to stand for the sign of the permutation σ . We also set (x)0 = 1 and (x)n =∏n−1j=0(x− j)
for n = 1,2,3, . . . .
Recently Z.W. Sun made the following conjecture (cf. [21]) which can be viewed as the linear
extension of the Erdo˝s–Heilbronn conjecture.
Conjecture 1.1 (Sun). Let A be a ﬁnite subset of a ﬁeld F and let a1, . . . ,an ∈ F ∗ = F \ {0}. Provided p(F ) =
n + 1 we have∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and xi = x j if i = j}∣∣
min
{
p(F ) − [[n = 2 & a1 = −a2]], n
(|A| − n)+ 1}. (1.1)
Example 1.1. Let p be an odd prime and let k be a positive integer relatively prime to p − 1. As
k ≡ 0 (mod p − 1), we have ∑x∈F p xk = 0 where F p = Z/pZ. For any distinct x, y ∈ F p we cannot
have xk = yk since ku + (p − 1)v = 1 for some u, v ∈ Z. Thus∣∣{xk1 + · · · + xkp−2 + 2xkp−1: x1, . . . , xp−1 ∈ F p are distinct}∣∣= ∣∣F ∗p∣∣= p − 1.
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Feb. 2011 via computation under the guidance of the ﬁrst author.
All known proofs of the Erdo˝s–Heilbronn conjecture (including the recent one given by S. Guo and
Sun [12] based on Tao’s harmonic analysis method) cannot be modiﬁed easily to conﬁrm the above
conjecture. New ideas are needed!
Concerning Conjecture 1.1 we are able to establish the following result.
Theorem 1.1. Let A be a ﬁnite subset of a ﬁeld F and let a1, . . . ,an ∈ F ∗ . Then (1.1) holds if p(F ) 
n(3n − 5)/2.
We obtain Theorem 1.1 by combining our next two theorems.
Theorem 1.2. Let n be a positive integer, and let F be a ﬁeld with p(F )  (n − 1)2 . Let a1, . . . ,an ∈ F ∗ , and
suppose that Ai ⊆ F and |Ai| 2n − 2 for i = 1, . . . ,n. Then, for the set
C = {a1x1 + · · · + anxn: x1 ∈ A1, . . . , xn ∈ An, and xi = x j if i = j} (1.2)
we have
|C |min{p(F ) − [[n = 2 & a1 + a2 = 0]], |A1| + · · · + |An| − n2 + 1}. (1.3)
Theorem 1.2 has the following consequence.
Corollary 1.1. Let p > 7 be a prime and let A ⊆ F p = Z/pZ with |A|  √4p − 7. Let n = |A|/2	
and a1, . . . ,an ∈ F ∗p . Then every element of F p can be written in the linear form a1x1 + · · · + anxn with
x1, . . . , xn ∈ A distinct.
Remark 1.1. In the case a1 = · · · = an = 1, Corollary 1.1 is a reﬁnement of a conjecture of Erdo˝s proved
by da Silva and Hamidoune [8] via exterior algebras.
By Theorem 1.1, Conjecture 1.1 is valid for n = 2. Now we explain why Conjecture 1.1 holds in the
case n = 3. Let A be a ﬁnite subset of a ﬁeld F and let a1,a2,a3 ∈ F ∗ . Clearly (1.1) holds if |A|  n.
Below we assume |A| > n = 3. By Theorem 1.1, (1.1) with n = 3 holds if p(F )  3(3 × 3 − 5)/2 = 6.
When p(F ) = 5, we have (1.1) by Theorem 1.2. If p(F ) = 2 and c1, c2, c3, c4 are four distinct elements
of A, then∣∣{a1x1 + a2x2 + a3x3: x1, x2, x3 ∈ A and x1, x2, x3 are distinct}∣∣

∣∣{a1c1 + a2c2 + a3c3,a1c1 + a2c2 + a3c4}∣∣
= 2 = min{p(F ), 3(|A| − 3)+ 1}.
In the case p(F ) = 3, for some 1 s < t  3 we have as + at = 0, hence for any c ∈ A we have∣∣{a1x1 + a2x2 + a3x3: x1, x2, x3 ∈ A and x1, x2, x3 are distinct}∣∣

∣∣{asxs + atxt : xs, xt ∈ A \ {c} and xs = xt}∣∣
min
{
p(F ), 2
(∣∣A \ {c}∣∣− 2)+ 1} (by Theorem 1.1 with n = 2)
= 3 = min{p(F ), 3(|A| − 3)+ 1}.
In this paper we also apply the Combinatorial Nullstellensatz twice to deduce the following result
on sumsets with general polynomial restrictions.
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gers with k1 + · · · + kn = deg P and [xk11 · · · xknn ]P (x1, . . . , xn) = 0. Let A1, . . . , An be ﬁnite subsets of F with|Ai | > ki for i = 1, . . . ,n. Then, for the restricted sumset
C = {x1 + · · · + xn: x1 ∈ A1, . . . , xn ∈ An, and P (x1, . . . , xn) = 0}, (1.4)
we have
|C |min{p(F ) − deg P , |A1| + · · · + |An| − n − 2deg P + 1}. (1.5)
Remark 1.2. Theorem 1.3 in the case P (x1, . . . , xn) = 1 gives the Cauchy–Davenport theorem. When F
is of characteristic zero (i.e., p(F ) = +∞), Theorem 1.3 extends a result of Sun [19, Theorem 1.1] on
sums of subsets of Z with various linear restrictions.
The following example shows that the lower bound in Theorem 1.3 is essentially best possible.
Example 1.2. Let p be a prime and let F p be the ﬁnite ﬁeld Z/pZ.
(i) Let
P (x1, . . . , xn) =
∏
s∈S
(x1 + · · · + xn − s)
where S is a nonempty subset of F p . Then∣∣{x1 + · · · + xn: x1, . . . , xn ∈ F p and P (x1, . . . , xn) = 0}∣∣
= |F p \ S| = |F p| − |S| = p − deg P .
(ii) Let A = {r¯ = r + pZ: r ∈ [0,m − 1]} ⊆ F p with n  m  p, where n is a positive integer. If
p  n(m − n) + 1, then∣∣{x1 + · · · + xn: x1, . . . , xn ∈ A, and xi = x j if i = j}∣∣
= ∣∣{r¯: r ∈ [0+ · · · + (n − 1), (m − n) + · · · + (m − 1)]}∣∣
= n(m − n) + 1 = n|A| − n − 2deg
∏
1i< jn
(x j − xi) + 1.
Here are some consequences of Theorem 1.3.
Corollary 1.2. Let A be a ﬁnite subset of a ﬁeld F , and let a1, . . . ,an ∈ F ∗ .
(i) For any f (x) ∈ F [x] with deg f =m 0, we have∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and f (xi) = f (x j) if i = j}∣∣
min
{
p(F ) −m
(
n
2
)
, n
(|A| − 1−m(n − 1))+ 1}. (1.6)
(ii) Let Si j ⊆ F with |Sij| 2m − 1 for all 1 i < j  n. Then∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and xi − x j /∈ Sij if i < j}∣∣
min
{
p(F ) − (2m − 1)
(
n
2
)
, n
(|A| − 1− (2m − 1)(n − 1))+ 1}. (1.7)
Remark 1.3. In the case m = 1, each of the two parts in Corollary 1.2 yields the inequality∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and xi = x j if i = j}∣∣
min
{
p(F ) −
(
n
2
)
, n
(|A| − n)+ 1}. (1.8)
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negative exponents allowed), the constant term was conjectured to be the multinomial coeﬃcient
(
∑n
i=1mi)!/
∏n
i=1mi ! by F.J. Dyson [9] in 1962. A simple proof of Dyson’s conjecture given by I.J.
Good [11] employs the Lagrange interpolation formula. Using Dyson’s conjecture we can deduce the
following result from Theorem 1.3.
Corollary 1.3. Let A1, . . . , An (n > 1) be ﬁnite nonempty subsets of a ﬁeld F , and let Si j (1  i = j  n) be
subsets of F with |Sij| (|Ai | − 1)/(n − 1). Then, for any a1, . . . ,an ∈ F ∗ , we have∣∣{a1x1 + · · · + anxn: x1 ∈ A1, . . . , xn ∈ An, and xi − x j /∈ Sij if i = j}∣∣
min
{
p(F ) − (n − 1)
n∑
i=1
mi,
n∑
i=1
(|Ai| − 1)− 2(n − 1) n∑
i=1
mi + 1
}
, (1.9)
where mi = max j∈[1,n]\{i} |Sij| for i = 1, . . . ,n.
In the next section we will prove Theorem 1.2 with the help of several lemmas. Section 3 is
devoted to the proof of Theorem 1.3. Theorem 1.1 and Corollaries 1.1–1.3 will be shown in Section 4.
Finally, in Section 5 we deduce a further extension of Theorem 1.3.
2. Proof of Theorem 1.2
Lemma 2.1. Let a1, . . . ,an be nonzero elements in a ﬁeld F with p(F ) = 2. Then, for some σ ∈ Sn we have
aσ (2i−1) + aσ (2i) = 0 for all 0< i 
⌊
n
2
⌋
− δ(a1, . . . ,an),
where δ(a1, . . . ,an) ∈ {0,1} takes the value 1 if and only if there exists a ∈ F ∗ such that {a1, . . . ,an} = {a,−a}
and ∣∣{1 i  n: ai = a}∣∣≡ ∣∣{1 i  n: ai = −a}∣∣≡ 1 (mod 2). (2.1)
Proof. We use induction on n.
The case n ∈ {1,2} is trivial.
Now let n > 2 and assume the desired result for smaller values of n.
In the case δ(a1, . . . ,an) = 1, there is an element a ∈ F ∗ such that {a1, . . . ,an} = {a,−a} and (2.1)
holds; thus the desired result follows immediately since a + a = 0 and −a + (−a) = 0.
Below we let δ(a1, . . . ,an) = 0. If a1 + a2 = a1 + a3 = a2 + a3 = 0, then a1 = a2 = a3 = 0 which
contradicts the condition a1, . . . ,an ∈ F ∗ . So for some 1 s < t  n we have as + at = 0. Without loss
of generality we simply suppose that an−1 + an = 0. By the induction hypothesis, for some σ ∈ Sn−2
we have
aσ (2i−1) + aσ (2i) = 0 for all 0< i 
⌊
n − 2
2
⌋
− δ(a1, . . . ,an−2).
If δ(a1, . . . ,an−2) = 0, then it suﬃces to set σ(2n/2	 − 1) = n − 1 and σ(2n/2	) = n.
Now let δ(a1, . . . ,an−2) = 1. Then for some a ∈ F ∗ we have both {a1, . . . ,an−2} = {a,−a} and∣∣{1 i  n − 2: ai = a}∣∣≡ ∣∣{1 i  n − 2: ai = −a}∣∣≡ 1 (mod 2).
Case 1. {a,−a} ∩ {an−1,an} = ∅.
In this case, a + an−1 = 0 and −a + an = 0. Thus there exists σ ∈ Sn such that aσ(2i−1) = aσ(2i) ∈
{a,−a} for all 0< i < (n − 2)/2	, and also
aσ (2(n−2)/2	−1) = a, aσ (2(n−2)/2	) = an−1
and
aσ (2n/2	−1) = −a, aσ (2n/2	) = an.
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Without loss of generality we assume that an−1 = a. As δ(a1, . . . ,an) = 0 we cannot have an−1 =
an ∈ {a,−a}. Thus an = a. Now a + an−1 = 2a = 0 and −a + an = 0. As in Case 1 there exists σ ∈ Sn
such that aσ(2i−1) = aσ(2i) ∈ {a,−a} for all 0< i  n/2	.
So far we have proved the desired result by induction. 
Lemma 2.2. Let k1, . . . ,kn ∈ N and a1, . . . ,an ∈ F ∗ , where F is a ﬁeld with p(F ) = 2. Set
f (x1, . . . , xn) =
∑
σ∈Sn
sgn(σ )
n∏
j=1
(k j − x j)σ ( j)−1aσ ( j)−1j (2.2)
and let δ(a1, . . . ,an) be as in Lemma 2.1. Provided the following (i) or (ii), there are m1, . . . ,mn ∈ N not
exceeding max{2n − 3,0} such that m1 + · · · +mn =
(n
2
)
and f (m1, . . . ,mn) = 0.
(i) δ(a1, . . . ,an) = 0.
(ii) δ(a1, . . . ,an) = 1, and for some 1 s < t  n we have as + at = 0 and ks + kt ≡ 1 (mod p(F )). (A con-
gruence modulo ∞ refers to the corresponding equality.)
Proof. We use induction on n.
When n = 1, obviously we can take m1 = · · · =mn = 0 to meet the requirement.
In the case n = 2, we have f (x1, x2) = a2(k2 − x2)− a1(k1 − x1). Clearly f (1,0)− f (0,1) = a1 + a2.
If f (1,0) = f (0,1), then a1+a2 = 0, δ(a1,a2) = 1 and f (0,1) = a2(k2−1)−a1k1 = a2(k1+k2−1) = 0
by condition (ii). Anyway, we have f (m1,m2) = 0 for some m1 ∈ {0,1} and m2 = 1−m1.
Below we let n  3 and assume the desired result for smaller values of n. In case (ii), clearly
δ(a3, . . . ,an) = 0, and we may simply assume that s = 1 and t = 2 without loss of generality. By
Lemma 2.1, there is a rearrangement a′1, . . . ,a′n of a1, . . . ,an such that a′n−2i−1 + a′n−2i = 0 for all 0
i < n/2	 − δ(a1, . . . ,an), and a′1 = a1 and a′2 = a2 in case (ii). Suppose that a′i = aτ (i) for i = 1, . . . ,n,
where τ ∈ Sn , and τ (1) = 1 and τ (2) = 2 in case (ii). Set k′i = kτ (i) for i = 1, . . . ,n. Then
f (x1, . . . , xn) =
∑
σ∈Sn
sgn(σ )
n∏
i=1
(kτ (i) − xτ (i))στ (i)−1
(
a′i
)στ(i)−1
= sgn(τ )
∑
π∈Sn
sgn(π)
n∏
i=1
(
k′i − xτ (i)
)
π(i)−1
(
a′i
)π(i)−1
.
Hence f (m1, . . . ,mn) = 0 for some m1, . . . ,mn ∈ [0,2n − 3] if and only if∑
π∈Sn
sgn(π)
n∏
i=1
(
k′i −m′i
)
π(i)−1
(
a′i
)π(i)−1 = 0
for some m′1, . . . ,m′n ∈ [0,2n − 3]. Without loss of generality, below we simply assume that a′i = ai
and k′i = ki for all i = 1, . . . ,n.
By the induction hypothesis, there are m1, . . . ,mn−2 ∈ [0,2n − 3] such that ∑n−2j=1 mj = (n−22 ) and
Σ :=
∑
σ∈Sn−2
sgn(σ )
n−2∏
j=1
(k j −mj)σ ( j)−1aσ ( j)−1j = 0.
Deﬁne
g(x) = f
(
m1, . . . ,mn−2, x,
(
n
2
)
− x−m1 − · · · −mn−2
)
=
∑
σ∈S
sgn(σ )
n−2∏
j=1
(k j −mj)σ ( j)−1aσ ( j)−1j × (kn−1 − x)σ (n−1)−1aσ (n−1)−1n−1
n
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(
kn −
(
n
2
)
+ x+
n−2∑
j=1
mj
)
σ (n)−1
aσ (n)−1n .
For σ ∈ Sn , if σ(1) − 1+ (σ (2) − 1) = 2n − 3 then {σ(1),σ (2)} = {n − 1,n}. Thus
[
x2n−3
]
g(x) =
∑
σ∈Sn{σ (n−1),σ (n)}={n−1,n}
sgn(σ )
n−2∏
j=1
(k j −mj)σ ( j)−1aσ ( j)−1j
× (−an−1)σ (n−1)−1aσ (n)−1n
=
∑
σ∈Sn−2
sgn(σ )
n−2∏
j=1
(k j −mj)σ ( j)−1aσ ( j)−1j
× ((−an−1)n−2an−1n − (−an−1)n−1an−2n )
= (−1)n(an−1an)n−2(an−1 + an)Σ = 0.
Since deg g(x) = 2n − 3, there is an integer mn−1 ∈ [0,2n − 3] such that g(mn−1) = 0. Set
mn =
(
n
2
)
−
n−1∑
j=1
mj =
(
n
2
)
−
(
n − 2
2
)
−mn−1 = 2n − 3−mn−1.
Then
f (m1, . . . ,mn) = g(mn−1) = 0.
This concludes the induction step and we are done. 
Lemma 2.3. Let F be a ﬁeld with p(F ) = 2, and let a1, . . . ,an (n  4) be nonzero elements of F with
δ(a1, . . . ,an) = 1. Suppose that p(F )∑nj=1 k j −n2 +n+ 1 where k1, . . . ,kn are integers not smaller than
2n−3. Then there are 1 s < t  n such that as +at = 0 and ks +kt ≡ 1 (mod p(F )), unless n = 4 and there
is a permutation σ ∈ S4 such that aσ(1) = aσ(2) = aσ(3) , kσ(1) = kσ(2) = kσ(3) = 5 and kσ(4) = p(F ) − 4.
Proof. For any 1 s < t  n we have
p(F ) − (ks + kt − 1)
∑
1 jn
j =s,t
k j − n2 + n + 2
 (n − 2)(2n − 3) − n2 + n + 2 = (n − 2)(n − 4)
and hence
ks + kt ≡ 1
(
mod p(F )
)
⇐⇒ ks + kt − 1 = p(F ), ki = 2n − 3 for i ∈ [1,n] \ {s, t}, and n = 4.
Since δ(a1, . . . ,an) = 1, for some 1  s < t  n we have as + at = 0; also ks + kt ≡ 1 (mod p(F )) if
n > 4. This proves the desired result for n > 4.
Now assume n = 4. By δ(a1,a2,a3,a4) = 1, there is a permutation σ ∈ S4 such that aσ(1) = aσ(2) =
aσ(3) = −aσ(4) . Clearly aσ(i) + aσ(4) = 0 for any i = 1,2,3. Suppose that kσ(i) + kσ(4) ≡ 1 (mod p(F ))
for all i = 1,2,3. By the above, kσ(i) + kσ(4) − 1 = p(F ) for i = 1,2,3, and kσ(1) = kσ(2) = kσ(3) =
2n − 3 = 5. It follows that kσ(4) = p(F ) − 4.
The proof of Lemma 2.3 is now complete. 
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a4 = −a. Let k1 = k2 = k3 = 5 and k4 = p − 4. Then there are m1,m2,m3,m4 ∈ [0,3] such that m1 +m2 +
m3 +m4 =
(4
2
)= 6 and
∑
σ∈S4
sgn(σ )
4∏
j=1
(k j −mj)σ ( j)−1aσ ( j)−1j = 0.
Proof. Set m1 = 0, m2 = 2, m3 = 3 and m4 = 1. Then
∑
σ∈S4
sgn(σ )
4∏
j=1
(k j −mj)σ ( j)−1aσ ( j)−1j
=
∑
σ∈S4
sgn(σ )
3∏
j=1
(5−mj)σ ( j)−1 × (−4−m4)σ (4)−1(−1)σ (4)−1a0+1+2+3
= −480a6 = 0
since p does not divide 480. We are done. 
Proof of Theorem 1.2. Set A′i = ai Ai = {aixi: xi ∈ Ai} and a′i = a−1i for i = 1, . . . ,n. Then
C = {y1 + · · · + yn: y1 ∈ A′1, . . . , yn ∈ A′n, and a′i yi = a′j y j if i = j}.
In the case n = 1, clearly
|C | = ∣∣A′1∣∣= |A1|min{p(F ), |A1| − 12 + 1}.
When n = 2, we have
|C | = ∣∣{y1 + y2: y1 ∈ A′1, y2 ∈ A′2 and y1 − (a′1)−1a′2 y2 = 0}∣∣
min
{
p(F ) − [[a′1 = a′2]], ∣∣A′1∣∣+ ∣∣A′2∣∣− 3} (by [17, Corollary 3])
= min{p(F ) − [[a1 = a2]], |A1| + |A2| − 22 + 1}.
Below we let n > 2. Clearly p(F ) (n − 1)2 > 2. Deﬁne
N =
n∑
j=1
|A j| − n2. (2.3)
We want to show that |C |min{p(F ), N + 1}.
Let’s ﬁrst assume that p(F ) > N . Note that p(F ) (4−1)2 > 7 if n 4. In view of Lemmas 2.1–2.4,
there are m1, . . . ,mn ∈ [0,2n − 3] such that m1 + · · · +mn =
(n
2
)
and
S =
∑
σ∈Sn
sgn(σ )
n∏
j=1
(∣∣A′j∣∣− 1−mj)σ ( j)−1(a′j)σ ( j)−1 = 0. (2.4)
Clearly it suﬃces to deduce a contradiction under the assumption that |C | N . Let P (x1, . . . , xn) be
the polynomial
∏
1i< jn
(
a′jx j − a′i xi
)× n∏
j=1
x
m j
j ×
∏
x∈C
(x1 + · · · + xn − c) × (x1 + · · · + xn)N−|C |.
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[
x
|A′1|−1
1 · · · x|A
′
n|−1
n
]
P (x1, . . . , xn)
=
[
n∏
j=1
x
|A′j |−1−mj
j
] ∑
σ∈Sn
sgn(σ )
n∏
j=1
(
a′jx j
)σ ( j)−1 × (x1 + · · · + xn)N
=
∑
σ∈Sn
σ ( j)|A′j |−mj for j∈[1,n]
sgn(σ )
N!∏n
j=1(|A′j| −mj − σ( j))!
n∏
j=1
(
a′j
)σ ( j)−1
and hence
n∏
j=1
(∣∣A′j∣∣− 1−mj)! × [x|A′1|−11 · · · x|A′n|−1n ]P (x1, . . . , xn) = N!S = 0.
Thus, by the Combinatorial Nullstellensatz there are y1 ∈ A′1, . . . , yn ∈ A′n such that P (y1, . . . , yn) = 0
which contradicts the deﬁnition of C .
Now we handle the case p(F )  N . Since n(2n − 2) − n2  p(F ) − 1 < ∑nj=1 |A j| − n2, we can
choose B j ⊆ A j with |B j | 2n−2 so that M =∑nj=1 |B j |−n2 = p(F )−1. As p(F ) > M , by the above
we have
|C | ∣∣{a1x1 + · · · + anxn: x1 ∈ B1, . . . , xn ∈ Bn, and xi = x j if i = j}∣∣
 M + 1 = min{p(F ),N}.
The proof of Theorem 1.2 is now complete. 
3. Proof of Theorem 1.3
The inequality (1.5) holds trivially if p(F )  deg P or
∑n
i=1 |Ai | < n + 2deg P . Below we assume
that p(F ) > deg P and
∑n
i=1 |Ai| n + 2deg P .
Write
P (x1, . . . , xn) =
∑
j1,..., jn0
j1+···+ jndeg P
c j1,..., jn x
j1
1 · · · x jnn with c j1,..., jn ∈ F , (3.1)
and deﬁne
P∗(x1, . . . , xn) =
∑
j1,..., jn0
j1+···+ jn=deg P
c j1,..., jn(x1) j1 · · · (xn) jn ∈ F [x1, . . . , xn]. (3.2)
It is easy to see that[
xk11 · · · xknn
]
P∗(x1, . . . , xn) =
[
xk11 · · · xknn
]
P (x1, . . . , xn) = 0.
To distinguish from the integer 1, we use e to denote the multiplicative identity of the ﬁeld F . For
each i = 1, . . . ,n, clearly the set
Bi =
{
me: m ∈ [|Ai| − ki − 1, |Ai | − 1]}
has cardinality ki + 1 since ki  deg P < p(F ). Thus, by the Combinatorial Nullstellensatz, there are
m1 ∈
[|A1| − k1 − 1, |A1| − 1], . . . , mn ∈ [|An| − kn − 1, |An| − 1] (3.3)
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P∗(m1e, . . . ,mne) = 0. (3.4)
Deﬁne
M =m1 + · · · +mn − deg P . (3.5)
Clearly
M 
n∑
i=1
(|Ai| − ki − 1)− deg P = n∑
i=1
|Ai| − n − 2deg P  0.
Observe that[
xm11 · · · xmnn
]
P (x1, . . . , xn)(x1 + · · · + xn)M
=
∑
j1∈[0,m1],..., jn∈[0,mn]
j1+···+ jn=deg P
M!
(m1 − j1)! · · · (mn − jn)! c j1,..., jn
and thus
m1! · · ·mn!
[
xm11 · · · xmnn
]
P (x1, . . . , xn)(x1 + · · · + xn)M
= M!
∑
j1,..., jn0
j1+···+ jn=deg P
(m1e) j1 · · · (mne) jn c j1,..., jn
= M!P∗(m1e, . . . ,mne).
In the case |C | M < p(F ), with the help of (3.4) we have[
xm11 · · · xmnn
]
P (x1, . . . , xn)(x1 + · · · + xn)M−|C |
∏
c∈C
(x1 + · · · + xn − c)
= [xm11 · · · xmnn ]P (x1, . . . , xn)(x1 + · · · + xn)M = 0,
hence by the Combinatorial Nullstellensatz there are x1 ∈ A1, . . . , xn ∈ An such that
P (x1, . . . , xn)(x1 + · · · + xn)M−|C |
∏
c∈C
(x1 + · · · + xn − c) = 0
which is impossible by the deﬁnition of C . Therefore, either
p(F ) M 
n∑
i=1
(|Ai| − 1)− deg P (3.6)
or
|C | M + 1
n∑
i=1
|Ai| − n − 2deg P + 1. (3.7)
If p(F ) >
∑n
i=1(|Ai| − 1) − deg P , then (3.6) fails and hence
|C |
n∑
i=1
|Ai| − n − 2deg P + 1
= min
{
p(F ) − deg P ,
n∑
|Ai | − n − 2deg P + 1
}
.i=1
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i=1(|Ai |−1)−deg P , as
∑n
i=1 ki = deg P there are A′1 ⊆ A1, . . . , A′n ⊆ An such
that ∣∣A′1∣∣> k1, . . . , ∣∣A′n∣∣> kn, and
n∑
i=1
(∣∣A′i∣∣− 1)− deg P = p(F ) − 1< p(F ),
therefore
|C | ∣∣{x1 + · · · + xn: x1 ∈ A′1, . . . , xn ∈ A′n, and P (x1, . . . , xn) = 0}∣∣
min
{
p(F ) − deg P ,
n∑
i=1
∣∣A′i∣∣− n − 2deg P + 1
}
= p(F ) − deg P = min
{
p(F ) − deg P ,
n∑
i=1
|Ai| − n − 2deg P + 1
}
.
This concludes the proof. 
4. Proofs of Corollaries 1.1–1.3 and Theorem 1.1
Proof of Corollary 1.1. As A has a subset of cardinality √4p − 7 , it suﬃces to consider the case
|A| = √4p − 7 . Since n−1 |A|/2−1< √p and (n− A|/2)2  |A|2/4− p+1, applying Theorem 1.2
we get
{a1x1 + · · · + anxn: x1, . . . , xn ∈ A and xi = x j if i = j} = F p .
This concludes the proof. 
Proof of Corollary 1.2. Both (1.6) and (1.7) are trivial in the case |A| m(n − 1). Below we assume
that |A| >m(n − 1), and put Ai = {aix: x ∈ A} for i = 1, . . . ,n.
(i) Set b j = [xm] f (x)a−mj for j ∈ [1,n], and deﬁne
P (x1, . . . , xn) =
∏
1i< jn
(
f
(
a−1j x j
)− f (a−1i xi)).
Note that∏
1i< jn
(
b jx
m
j − bixmi
)= det((b jxmj )i−1)1i, jn
=
∑
σ∈Sn
sgn(σ )
n∏
i=1
bi−1σ (i)x
(i−1)m
σ (i) .
Therefore[
n∏
i=1
x(i−1)mi
]
P (x1, . . . , xn) = 0 and
n∑
i=1
(i − 1)m = deg P .
In view of Theorem 1.3,∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and f (xi) = f (x j) if i = j}∣∣
= ∣∣{y1 + · · · + yn: y1 ∈ A1, . . . , yn ∈ An, and P (y1, . . . , yn) = 0}∣∣
min
{
p(F ) − deg P , |A1| + · · · + |An| − n − 2deg P + 1
}
= min
{
p(F ) −m
(
n
2
)
, n
(|A| − 1)−mn(n − 1) + 1}.
So we have (1.6).
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1i< jn
((
a−1j x j − a−1i xi
)2m−1−|Si j | ∏
s∈Si j
(
a−1j x j − a−1i xi + s
))
.
By [23, (2.8)],[
n∏
i=1
x(m−1)(n−1)+i−1i
]
P (a1x1, . . . ,anxn)
=
[
n∏
i=1
x(m−1)(n−1)+i−1i
] ∏
1i< jn
(x j − xi)2m−1 = (−1)(m−1)(n2)Ne,
where N = (mn)!/(m!nn!) ∈ Z+ = {1,2,3, . . .}. Clearly N = 1 if m = 1 or n = 1. If min{m,n}  2 and
mn p(F ), then
p(F ) − (2m − 1)
(
n
2
)
mn − 1−
(
m − 1
2
)
n(n − 1)
= n
(
m −
(
m − 1
2
)
(n − 1)
)
− 1 0.
So (1.7) holds trivially if mn p(F ).
Below we handle the case mn < p(F ), thus Ne = 0. Note that[
n∏
i=1
x(m−1)(n−1)+i−1i
]
P (x1, . . . , xn) = 0.
Clearly
∑n
i=1((m − 1)(n − 1) + i − 1) = (2m − 1)
(n
2
) = deg P . Observe that |Ai| = |A| > m(n − 1) 
(m − 1)(n − 1) + i − 1 for all i ∈ [1,n]. Applying Theorem 1.3 we get∣∣{a1x1 + · · · + anxn: x1, . . . , xn ∈ A, and xi − x j /∈ Sij if i < j}∣∣

∣∣{y1 + · · · + yn: y1 ∈ A1, . . . , yn ∈ An, and P (y1, . . . , yn) = 0}∣∣
min
{
p(F ) − deg P , |A1| + · · · + |An| − n − 2deg P + 1
}
= min
{
p(F ) − (2m − 1)
(
n
2
)
, n
(|A| − 1)− (2m − 1)n(n − 1) + 1}.
This proves (1.7).
So far we have completed the proof of Corollary 1.2. 
The Dyson conjecture mentioned in Section 1 can be restated as follows: For any m1, . . . ,mn ∈ N
we have[
xm1(n−1)1 · · · xmn(n−1)n
] ∏
1i< jn
(xi − x j)mi+mj
= (−1)
∑n
j=1( j−1)mj (m1 + · · · +mn)!
m1! · · ·mn! . (4.1)
A combinatorial proof of this was given by D. Zeilberger [26] in 1982. Below we use (4.1) to prove
Corollary 1.3.
Proof of Corollary 1.3. We only need to consider the nontrivial case
∑n
i=1mi < p(F ). Similar to the
proof of Corollary 1.2, it suﬃces to note that the coeﬃcient of the monomial
∏n
i=1 x
mi(n−1)
i in the
polynomial
∏
1i< jn(xi − x j)mi+mj over F does not vanish by (4.1) and
∑n
k=1mk < p(F ). 
376 Z.-W. Sun, L.-L. Zhao / Journal of Combinatorial Theory, Series A 119 (2012) 364–381Proof of Theorem 1.1. If p(F ) − (n2) n|A| − n2 + 1, then (1.1) follows from (1.8).
Now assume that p(F ) − (n2) n|A| − n2. Then
n|A| p(F ) −
(
n
2
)
+ n2  3n
2 − 5n
2
− n
2 − n
2
+ n2 = 2n2 − 2n
and hence |A| 2n − 2. Note also that if n > 1 then p(F ) n(3n − 5)/2 (n − 1)2. Thus, by applying
Theorem 1.2 we obtain the desired result. 
5. A further extension of Theorem 1.3
Recently Z.W. Sun [21] employed the Combinatorial Nullstellensatz to establish the following result
on value sets of polynomials.
Theorem 5.1. (See Sun [21].) Let A1, . . . , An be ﬁnite nonempty subsets of a ﬁeld F , and let
f (x1, . . . , xn) = a1xk1 + · · · + anxkn + g(x1, . . . , xn) ∈ F [x1, . . . , xn] (5.1)
with
k ∈ Z+, a1, . . . ,an ∈ F ∗ and deg g < k. (5.2)
(i) We have
∣∣{ f (x1, . . . , xn): x1 ∈ A1, . . . , xn ∈ An}∣∣min
{
p(F ),
n∑
i=1
⌊ |Ai | − 1
k
⌋
+ 1
}
.
(ii) If k n and |Ai| i for i = 1, . . . ,n, then∣∣{ f (x1, . . . , xn): x1 ∈ A1, . . . , xn ∈ An, and xi = x j if i = j}∣∣
min
{
p(F ),
n∑
i=1
⌊ |Ai| − i
k
⌋
+ 1
}
.
Remark 5.1. Let a1, . . . ,an be nonzero elements of a ﬁnite ﬁeld F and let k be a positive integer.
Concerning lower bounds for |{a1xk1 + · · · + akxkn: x1, . . . , xn ∈ F }|, the reader may consult [6] and [25]
for earlier results.
Motivated by a concrete example, Sun [21] actually raised the following extension of Conjecture 1.1.
Conjecture 5.1. (See Sun [21].) Let f (x1, . . . , xn) be a polynomial over a ﬁeld F given by (5.1) and (5.2).
Provided that p(F ) = n + 1 and n > k, for any ﬁnite subset A of F we have∣∣{ f (x1, . . . , xn): x1, . . . , xn ∈ A, and xi = x j if i = j}∣∣
min
{
p(F ) − [[n = 2 & a1 = −a2]], n(|A| − n) − {n}k{|A| − n}k
k
+ 1
}
,
where we use {m}k to denote the least nonnegative residue of an integer m modulo k.
Sun [21] proved the last inequality with the lower bound replaced by min{p(F ), |A| − n + 1}.
Theorem 1.3 on restricted sumsets can be extended to the following general result on restricted
value sets.
Z.-W. Sun, L.-L. Zhao / Journal of Combinatorial Theory, Series A 119 (2012) 364–381 377Theorem 5.2. Let F be a ﬁeld, and let f (x1, . . . , xn) ∈ F [x1, . . . , xn] be given by (5.1) and (5.2). Let
P (x1, . . . , xn) be a polynomial over F with [xk11 · · · xknn ]P (x1, . . . , xn) = 0, where k1, . . . ,kn are nonnegative
integers with k1 + · · · + kn = deg P . Let A1, . . . , An be ﬁnite subsets of F with |Ai | > ki for i = 1, . . . ,n. Then,
for the restricted value set
V = { f (x1, . . . , xn): x1 ∈ A1, . . . , xn ∈ An, and P (x1, . . . , xn) = 0}, (5.3)
we have
|V |min
{
p(F ) −
n∑
i=1
⌊
ki
k
⌋
,
n∑
i=1
(⌊ |Ai| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
+ 1
}
. (5.4)
Proof. It suﬃces to consider the nontrivial case
p(F ) >
n∑
i=1
⌊
ki
k
⌋
and
n∑
i=1
(⌊ |Ai| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
 0.
For i = 1, . . . ,n let ri be the least nonnegative residue of ki modulo k. Write P (x1, . . . , xn) in the
form (3.1) and consider the polynomial
P¯ (x1, . . . , xn) =
∑
ji∈ri+kN for i=1,...,n
j1+···+ jn=deg P
c j1,..., jn
n∏
i=1
a(ri− ji)/ki (xi)( ji−ri)/k.
Clearly[
n∏
i=1
xki/k	i
]
P¯ (x1, . . . , xn)
=
∑
ji∈ki+kN for i=1,...,n∑n
i=1 ji=
∑n
i=1 ki
c j1,..., jn
n∏
i=1
a(ri− ji)/ki ·
[
n∏
i=1
xki/k	i
]
n∏
i=1
(xi)( ji−ri)/k
= ck1,...,kn
n∏
i=1
a(ri−ki)/ki = 0.
For i = 1, . . . ,n let Bi = {me: m ∈ Ii} where
Ii =
[⌊ |Ai| − ri − 1
k
⌋
−
⌊
ki
k
⌋
,
⌊ |Ai| − ri − 1
k
⌋]
.
Clearly |Bi | = ki/k	 + 1 since ki/k	 < p(F ). Note also that⌊ |Ai| − ri − 1
k
⌋

⌊
ki − ri
k
⌋
= ki − ri
k
=
⌊
ki
k
⌋
.
In light of the Combinatorial Nullstellensatz, there are q1 ∈ I1, . . . ,qn ∈ In such that
P¯ (q1e, . . . ,qne) = 0. (5.5)
Set mi = kqi + ri for i = 1, . . . ,n. Then
M =
∑n
i=1mi − deg P
k
=
n∑
i=1
mi − ki
k
=
n∑
i=1
(
qi −
⌊
ki
k
⌋)

n∑(⌊ |Ai| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
 0i=1
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xm11 · · · xmnn
]
P (x1, . . . , xn) f (x1, . . . , xn)
M
= [xm11 · · · xmnn ]P (x1, . . . , xn)(a1xk1 + · · · + anxkn)M
=
∑
ji∈mi−kN for i=1,...,n
j1+···+ jn=deg P
c j1,..., jn
M!∏n
i=1((mi − ji)/k)!
n∏
i=1
a(mi− ji)/ki .
So we have
q1! · · ·qn!
[
xm11 · · · xmnn
]
P (x1, . . . , xn) f (x1, . . . , xn)
M
= M!
∑
ji∈mi−kN for i=1,...,n
j1+···+ jn=deg P
c j1,..., jn
n∏
i=1
a(mi− ji)/ki (qie) ji/k	
= M!aq11 · · ·aqnn P¯ (q1e, . . . ,qne).
If |V | M < p(F ), then by (5.5) and the above we have
[
xm11 · · · xmnn
]
P (x1, . . . , xn) f (x1, . . . , xn)
M−|V | ∏
v∈V
(
f (x1, . . . , xn) − v
)
= [xm11 · · · xmnn ]P (x1, . . . , xn) f (x1, . . . , xn)M = 0,
hence by the Combinatorial Nullstellensatz there are x1 ∈ A1, . . . , xn ∈ An such that
P (x1, . . . , xn) f (x1, . . . , xn)
M−|V | ∏
v∈V
(
f (x1, . . . , xn) − v
) = 0
which contradicts (5.3). Therefore, either
p(F ) M =
n∑
i=1
(
qi −
⌊
ki
k
⌋)

n∑
i=1
(⌊ |Ai| − ri − 1
k
⌋
−
⌊
ki
k
⌋)
=
n∑
i=1
⌊ |Ai| − ki − 1
k
⌋
or
|V | M + 1
n∑
i=1
(⌊ |Ai| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
+ 1.
If p(F ) >
∑n
i=1(|Ai | − ki − 1)/k	, then we have
|V |
n∑
i=1
(⌊ |Ai| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
+ 1
= min
{
p(F ) −
n∑
i=1
⌊
ki
k
⌋
,
n∑
i=1
(⌊ |Ai | − ki − 1
k
⌋
−
⌊
ki
k
⌋)
+ 1
}
.
In the case p(F ) 
∑n
i=1(|Ai | − ki − 1)/k	, as
∑n
i=1 ki = deg P there are A′1 ⊆ A1, . . . , A′n ⊆ An
such that
∣∣A′1∣∣> k1, . . . , ∣∣A′n∣∣> kn, and
n∑⌊ |A′i| − ki − 1
k
⌋
= p(F ) − 1< p(F ),i=1
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|V | ∣∣{x1 + · · · + xn: x1 ∈ A′1, . . . , xn ∈ A′n, and P (x1, . . . , xn) = 0}∣∣
min
{
p(F ) −
n∑
i=1
⌊
ki
k
⌋
,
n∑
i=1
(⌊ |A′i| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
+ 1
}
= p(F ) −
n∑
i=1
⌊
ki
k
⌋
= min
{
p(F ) −
n∑
i=1
⌊
ki
k
⌋
,
n∑
i=1
(⌊ |Ai| − ki − 1
k
⌋
−
⌊
ki
k
⌋)
+ 1
}
.
We are done. 
Here is a consequence of Theorem 5.2.
Corollary 5.1. Let F be a ﬁeld and let f (x1, . . . , xn) ∈ F [x1, . . . , xn] be given by (5.1) and (5.2). Let A1, . . . , An
be ﬁnite subsets of F with |Ai | i for i = 1, . . . ,n. Then, for the restricted value set
V = { f (x1, . . . , xn): x1 ∈ A1, . . . , xn ∈ An, and x1, . . . , xn are distinct}, (5.6)
we have
|V | + (n,k)min
{
p(F ),
n∑
i=1
⌊ |Ai| − i
k
⌋
+ 1
}
, (5.7)
where
(n,k) =
⌊
n
k
⌋(
n − k n/k	 + 1
2
)
. (5.8)
Proof. We apply Theorem 5.2 with
P (x1, . . . , xn) =
∏
1i< jn
(x j − xi) = det
(
xi−1j
)
1i, jn.
Note that [∏ni=1 xi−1i ]P (x1, . . . , xn) = 1 = 0. By Theorem 5.2,
|V | +
n∑
i=1
⌊
i − 1
k
⌋
min
{
p(F ),
n∑
i=1
⌊ |Ai| − i
k
⌋
+ 1
}
.
So it suﬃces to observe that
n∑
i=1
⌊
i − 1
k
⌋
=
n/k	−1∑
q=0
k∑
r=1
⌊
qk + r − 1
k
⌋
+
∑
kn/k	<in
⌊
i − 1
k
⌋
=
n/k	−1∑
q=0
kq +
(
n − k
⌊
n
k
⌋)⌊
n
k
⌋
= k
⌊
n
k
⌋n/k	 − 1
2
+
(
n − k
⌊
n
k
⌋)⌊
n
k
⌋
= (n,k).
This concludes the proof. 
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n∑
i=1
⌊
m − i
k
⌋
=m
⌊
n
k
⌋
+ {n}k
⌊
m − n
k
⌋
− k
2
⌊
n
k
⌋(⌊
n
k
⌋
+ 1
)
+ {m}k
[[{m}k < {n}k]]. (5.9)
Proof. Let f (m) and g(m) denote the left-hand side and the right-hand side of (5.9) respectively. We
ﬁrst prove that f (n) = g(n). In fact, by the proof of Corollary 5.1,
f (n) =
n−1∑
j=0
⌊
j
n
⌋
= (n,k) = g(n).
Next we show that f (m + 1) − f (m) = g(m + 1) − g(m) for any m ∈ Z. Observe that
f (m+ 1) − f (m) =
n∑
i=1
(⌊
m + 1− i
k
⌋
−
⌊
m − i
k
⌋)
= ∣∣{1 i  n: i ≡m + 1 (mod k)}∣∣
= ∣∣{q ∈ N: {m}k + kq < n}∣∣=
⌊
n
k
⌋
+ [[{m}k < {n}k]].
Also,
g(m+ 1) − g(m) −
⌊
n
k
⌋
= {n}k
[[
m + 1 ≡ n (mod k)]]+ {m + 1}k[[{m + 1}k < {n}k]]− {m}k[[{m}k < {n}k]]
= {m + 1}k
[[{m + 1}k  {n}k]]− {m}k[[{m}k < {n}k]]
= [[{m}k < {n}k]].
So far we have proved (5.9) for all m ∈ Z. 
The following result partially resolves Conjecture 5.1.
Corollary 5.2. Let F be a ﬁeld and let f (x1, . . . , xn) ∈ F [x1, . . . , xn] be given by (5.1) and (5.2). Let A1, . . . , An
be ﬁnite subsets of F with |A1| = · · · = |An| =m n. Then, for the restricted value set V in (5.6) we have
|V |min
{
p(F ) − (n,k), n(m − n) − {n}k{m − n}k
k
+ rk,m,n + 1
}
, (5.10)
where
rk,m,n = {m}k
[[{m}k < {n}k]]. (5.11)
Remark 5.2. In the special case a1 = · · · = an , H. Pan and Sun [18] proved (5.10) with (n,k) omitted.
Proof of Corollary 5.2. By Lemma 5.1,
n∑
i=1
⌊
m − i
k
⌋
− (n,k) = (m − n)
⌊
n
k
⌋
+ {n}k
⌊
m − n
k
⌋
+ rk,m,n
= n(m − n)
k
− {n}km − nk + {n}k
⌊
m − n
k
⌋
+ rk,m,n
= n(m − n) − {n}k{m − n}k
k
+ rk,m,n.
So, the desired result follows from Corollary 5.1. 
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