Theorem 0.1 is basically known (and relies on an idea introduced by Schoen and Uhlenbeck [SU] when p = dim M; see also Brezis and Nirenberg [BN] ). One can also deduce it from Propositions A. 1, A.2 and A.3 in the Appendix.
Since, in general, C 0 (M, N) is not path-connected, this means that W 1,p (M, N) is not path-connected when p is "large". On the other hand if p is "small", we expect W 1,p (M, N) to be path-connected for all M and N. Indeed we have Remark 0.3. As in Remark 0.1, assumption p < n + 1 is optimal since W 1,p (S n × B m 1 , N) is not path-connected when p ≥ n + 1 and π n (N) = 0. This is again a consequence of a result in [BLMN] (Section 2, Theorem 2 ).
An interesting problem which we have not settled is the following We have strong evidence that the above conjecture is true. First observe that if p ≥ dim M, Conjecture 1 holds (this is a consequence of Proposition A.2 in the Appendix). Next, it is a consequence of Theorem 0.2 that the conjecture holds when dim M = 2. Indeed if p < 2, any u may be connected to a constant map; if p ≥ 2 = dim M we are again in the situation just mentioned above. Conjecture 1 also holds when M = S n (any p and any N); this is a consequence of Proposition 0.1 when p < n.
Here are two additional results in support of Conjecture 1. Next we analyze how the topology of W 1,p (M, N) "deteriorates" as p decreases from infinity to 1. We denote by [u] and [u] p the equivalence classes associated with ∼ and ∼ p . It is not difficult to see (Proposition A.1 Note that if p > 1 is not in CT , then there exists 0 <¯ < p − 1 such that i p 1 ,p 2 is bijective for all p −¯ < p 1 < p 2 < p +¯ . Consequently, CT is closed. In fact we have the following property of CT (M, N) which relies on Theorem 0.2.
Proposition 0.4. CT (M, N) is a compact subset of [2, dim M].
Remark 0.5. Assuming that Conjecture 1 holds, then i p,q is always surjective. As a consequence, a change of topology occurs at p if for every 0 < < p− 1, i p− ,p+ is not injective, i.e., for every 0 < < p − 1, there exist u and v in C 1 such that [u ] Here is another very interesting conjecture
Conjecture 2. CT (M, N) ⊂ {2, 3, · · · , dim M}.
A stronger form of Conjecture 2 is Conjecture 2 . For every integer j ≥ 1 and any p, q with j ≤ p ≤ q < j + 1, i p,q is bijective.
Remark 0.7. If Conjecture 1 holds, then Conjecture 2 can be stated as follows: assume u, v ∈ W 1,p (M, N) (any p, any M, and any N) are homotopic in W 1,[p] (M, N), then they are homotopic in W 1,p (M, N) . In connection with Conjecture 2 we may also raise the following Open problem. Is it true that for any n ≥ 2 and any Γ ⊂ {2, 3, · · · , n}, there exist M and N such that dim M = n and CT (M, N) = Γ?
We list some more properties of CT (M, N) which will be discussed in Section 8:
2) For all N,
In particular,
3) For all M,
5) If Λ is compact and connected with dim Λ ≥ 1, then
It would be interesting to determine CT (M, N) in some concrete cases, e.g. M and N are products of spheres. We plan to return to this question in the future.
In this paper we have investigated the structure of the path-connected components of N) ). Of course it is natural to consider first the case where 1 ≤ p < 2 since we already know that W 1,p is path-connected.
Warning:
People have considered several spaces of maps closely related to W 1,p (M, N) (see e.g. White [W1] and [W2] ), for example
This is a subset of W 1,p (M, N) and in general a strict subset (see Bethuel [B] ). One may ask the same questions as above (i.e. path-connectedness, etc.) for Z 1,p (M, N) . We warn the reader that the properties of Z 1,p (M, N) may be quite different from the properties of (and ψ(u) represents the degree of the map u(·, λ) for any λ ∈ Λ). By density ψ(u) ∈ Z for all u ∈ Z 1,p (S 1 × Λ, S 1 ) and since ψ can take any integer value it follows that Z 1,p is not path-connected.
F. Bethuel [B] has been mostly concerned with the question of density of smooth maps in Let u belong to W 1,p (R n , N) where N is some k−dimensional Riemannian manifold, and 1 ≤ p < ∞. The purpose of this operation is first to construct a function v which belongs to
and to connect by homotopy the given u to this v. In this case we will say that we have opened the map u at the point a. This type of construction will be used frequently to connect a given map continuously to a constant within the space W 1,p (R n , N), also when R n is replaced by more general domains or manifolds. We start with the construction of v. We will always use B r to denote the ball in R n of radius r and centered at the origin, unless otherwise stated.
Then 0 is a Lebesgue-point of u, and in polar coordinates, with r = |x| and σ =
Proof. We split the argument into 4 steps.
Step 1. We claim that
where C is some constant depending only on n.
Proof. By Poincaré inequality,
|∇u(x)| and therefore
Estimate (1.2) follows from the above by scaling.
Step 2. Under the assumption of Lemma 1. Proof. Set
Then, in polar coordinates,
Hence (1.3) holds, and (1.4) is an immediate consequence.
Step 3. 0 is a Lebesgue point of u.
Proof. By Step 1 we have, for all c ∈ R,
u|.
Choosing c = lim
u, we find that 0 is a Lebesgue point of u.
Step 4. v is in W 1,p (B 4 ).
Proof. A simple calculation yields
We also have
Since 0 is a Lebesgue point, lim 
Similarly,
by (1.1) . Combining this with (1.6) we obtain that v ∈ W 1,p (B 2 \B 1 ).
To show that v ∈ W 1,p (B 4 ) we only need to verify on ∂B 1 , in the sense of trace, that v − u(0) = 0. For 1 < r < 2, with s = 2r − 2, we have
and, since x = 0 is a Lebesgue point of u,
So, along a subsequence
where (B 4 ), then almost all points a in B 1 satisfy (1.7). Such a point will be called a "good" point.
Our next result provides a homotopy connecting a given map u to the map v constructed in the previous lemma. 
Proof. To simplify the presentation we explain first the construction in the easy 2-dimensional case.
Consider the square
where N is any smooth (connected) Riemannian manifold with or without boundary of dimension ≥ 1.
We assume that u is constant, say Y 0 , in the region Q + ∪ Q − where
and
Our purpose is to construct a map
for |x 1 | < 1 and |x 2 | < 20 and a homotopy connecting the given u to this v continuously in W 1,p (Ω, N) and which preserves u outside (−5, 5) × (−1, 1). We call this a "bridge" because the regions Q + and Q − where u = Y 0 which were originally disconnected have now become connected through the "bridge" (−1, 1) × (−20, 20) . Proposition 1.2. Take Ω and u as above with
Then there exists −20, 20) . (1.12) Proof. As in Remark 1.1 we may assume without loss of generality (after shifting the origin in the x 1 -direction) that
Here we use the fact that p < 2.
whereũ, defined in (−20, 20) ×R, is the extension of u taking the value N) ) and satisfies (1.10), (1.11) (with u t replaced by v t ). Next, we check that v t is continuous at t = 1. Fix any δ > 0; it is clear that
Hence it suffices to show that (1.14) sup
For this purpose we make a change of variables
Therefore, as δ → 0,
Next, it is easy to verify that
Here we have used (1.13).
To summarize, we have connected u to v 1 through a homotopy satisfying (1.11). Moreover v 1 satisfies also
The final step is to connect this v 1 , through a homotopy w t satisfying (1.11), to some u 1 satisfying (1.12). This can be achieved by choosing, for example,
Remark 1.2. The conclusion of Proposition 1.2 fails when p ≥ 2 and N = S 1 . We argue by contradiction. Suppose that the conclusion holds. We may think of the maps u satisfying the conditions of the proposition as defined on the annulus A = {(r, θ) 1 < r < 2, 0 < θ ≤ 2π}, which are equal to Y 0 outside the sector 0 < θ < θ 0 < 2π. On the other hand, the u 1 in the conclusion of the proposition is equal to Y 0 in a small annulus 5 4 < r < 3 2 . To reach a contradiction, we invoke the result in [BLMN] which allows to define a degree for every
The degree is invariant under homotopy within W 1,p (A, S 1 ). We may start with some u ∈ W 1,p (A, S 1 ), p ≥ 2, having nonzero degree, ending up with u 1 having zero degree. §1.3 "Filling" a hole. (B, N) to the constant map Y 0 through a homotopy which preserves the boundary condition (1.15). More precisely, we have Proposition 1.3. Take B and u as above, and
Then there exists
Proof. Letũ be the extension of u to R n by taking Y 0 outside B, and let
To complete the proof we only need to verify that
and Y 0 have the same boundary condition, it suffices to show that
This can be easily seen from
Remark 1.3. The conclusion of Proposition 1.3 no longer holds if we take p ≥ n and π n (N) = ∅. Indeed, fix some continuous ϕ from S n to N which is not homotopic to a constant. We can always assume that ϕ is smooth. Fix any point x 0 ∈ S n and set Y 0 = ϕ(x 0 ); we may assume, after a smooth homotopy, that ϕ(x) = Y 0 for x near x 0 , say x ∈ B r (x 0 ) for some r > 0. Since S n \B r (x 0 ) is diffeomorphic to the unit ball B of R n , the conclusion of Proposition 1.3 holds there and allows to connect ϕ to Y 0 through a homotopy in
). This yields a homotopy of ϕ to a constant in W 1,p (S n , N) . For p > n, this, combined with the Sobolev embedding, contradicts the assumption that ϕ is not trivial. When p = n, we use the embedding of W 1,n into VMO and complete the argument as in [BN] . §1.4 "Connecting" Constants.
The purpose of the simple construction below is to homotopy a given map u which is a constant Y 0 on some compact set K to a map v which equals another given constant Y 1 on K, while preserving through the homotopy the values of u outside a given neighborhood of K.
Then, given any Y 1 ∈ N, there exists
such that
This is a desired homotopy. §1.5 "Propagation" of constants.
The purpose of this construction is to homotopy a given u, which is constant in some initial region, to a map v which is the same constant in a larger region, while preserving u "away" from the larger region. Here, the initial region can be smoothly deformed to the larger one and thus we make no restriction on p. This is in contrast with the "bridging" technique above, which involves a change in topology and requires a restriction on p (see e.g. Remark 1.2). To explain the construction we start with the case where the initial region is a small ball.
Proposition 1.5. Let u ∈ W
1,p (B 1 , N) , where B 1 is the unit ball centered at the origin in some Euclidean space. Suppose, for some 0 <¯ < 1 and
be a diffeomorphism which is smooth in (t, x) ∈ [0, 1] × B 1 having the following properties:
This proposition is often used as follows.
we would like to connect u to some v which is Y 0 in a δ-neighborhood of K while along the homotopy the values in some neighborhood of S are preserved as Y 0 and the values outside the δ -neighborhood are preserved (δ > δ). Suppose that we are able to construct a diffeomorphism
), and ψ (B 1 9 ) contains some neighborhood of S.
Then we can apply the proposition to u • ψ with =¯ = . In our later applications, the construction of ψ is always obvious and we will not really construct ψ explicitly but only refer to this technique as "propagation" of constants. §1.6 Some straightforward applications.
We now present some immediate applications of the above techniques. 
Finally, by Proposition 1.4, any two constant maps can be connected to each other. Our purpose is to show that any u ∈ W 1,p (M, N) is homotopic to a constant. In order to connect u to a constant, Y 0 , we proceed in three steps. First, we connect u to some u 0 which equals Y 0 near all the vertices. Then, we connect u 0 to some u 1 which equals Y 0 near all the edges. Finally, we connect u 1 to Y 0 .
Step 1: Connect u to u 0 which equals Y 0 near all the vertices. This is easily done by "opening" of maps (Proposition 1.1) and "connecting" constants (Proposition 1.4).
To open the map we may always choose "good" points (in the sense of (1.7)) near the vertices and open from there.
Step 2: Connect u 0 to u 1 which equals Y 0 near all the edges.
We proceed by induction on the number of edges. First, for a single e 1 , recall that u 0 equals Y 0 near ∂e 1 , the two end-points of e 1 . By "propagation" (Proposition 1.5) and "bridging" (Proposition 1.2), we connect u 0 to u 0,1 which equals Y 0 near e 1 ∪{all vertices}. To proceed with the induction, we may assume that we have connected u 0 to a map u 0,k which equals Y 0 in an ε-neighborhood of e 1 ∪ · · · ∪ e k ∪ {all vertices}. We now wish to add e k+1 to the collection. There are three possibilities:
In all cases, we can find 0 < δ ε such that
By "propagation" (Proposition 1.5) and "bridging" (Proposition 1.2) we end up with a map u 0,k+1 which equals Y 0 near Z ∪ e k+1 . We may do so keeping u 0,k+1
This completes the induction and
Step 2 is finished.
Step 3:
Applying Proposition 1.3 ("Filling" a hole) successively on T 1 , · · · , T l yields the desired conclusion.
Remark 2.1. By a standard procedure (e.g. reflection across the boundary) we construct a smooth neighborhood M of M and an extension of u to M , still denoted by u ∈ W 1,p (M , N). We then proceed as above.
Section 3. Some more tools
Here we return to the "bridging", "opening" and "filling" techniques described in §1.1-1.3, and present some refinements.
We work in R n , n ≥ 2 and we distinguish some special variables. For 0 ≤ ≤ n − 2, we write
Remark 3.1. The case n = 2 and = 0 = n − 2 corresponds to Proposition 1.2 with x = x 1 , and x = x 2 . Assumption (3.1) is consistent with the assumption p < 2 there.
Proof of Proposition
As in Remark 1.1, we may assume (by an appropriate selection)
It is here that we use (3.1).
where ρ( N) ) and satisfies (3.2) and (3.3). Next we check that v t is continuous at t = 1. Fix any δ > 0; it is clear that,
Hence it suffices to show that
Next,
.
It follows, as δ → 0, that
Here we have used (3.5).
So far we have connected the original u to v 1 through a homotopy satisfying (3.2), (3.3) and v 1 has the property that
The final step is to connect this v 1 , through a homotopy w t satisfying (3.3), to some u 1 satisfying (3.4). This can be achieved by choosing for example
Remark 3.2. The conclusion of Proposition 3.1 no longer holds if we take p ≥ + 2 and π +1 (N) = ∅ (this can be seen as in Remark 1.2).
We now present a refinement of the "opening" technique in §1.1 which will be used in the proof of Theorem 0.3. Here the map u also depends on "dummy" parameters a ∈ A; but the "opening" is done with respect to the x variables. 
, a ∈ A, and x ∈ B 4 \B 2/3 and, for some
Remark 3.3. It is easy to see from the proof that the map Y (a) can be taken as some u(x, a) with |x| as small as we wish. The proof relies on several lemmas; the first one is an extension of Lemma 1.1.
where ∇ denotes the full gradient,
Proof. We follow the 4 steps described in the proof of Lemma 1.1,.
Step 1. We claim that (3.8)
§3. SOME MORE TOOLS
The proof is the same as the proof of step 1 in Lemma 1.1, except that | · | is replaced by · L 1 (A) , i.e., we think of u as a function in W 1,1 (B 4 , L 1 (A)).
Step 2. Both lim ε→0 ∂B ε u(σ, ·)dσ and lim ε→0 B ε u(x, ·)dx exist in L 1 (A). They are equal, and we denote them by f.
Again the proof is the same, replacing u by a vector valued function whose target is the Banach space L 1 (A).
Step 3. 0 is a Lebesgue point of u considered as a function in
Step
As in the proof of Lemma 1.1, we first obtain
On the other hand, a change of variables yields
So far we have proved that
In order to show that v ∈ W 1,p (B 4 × A) we only need to verify on ∂B 1 × A, in the sense of trace, that v − f = 0. For 1 < r < 2 and s = 2r − 2, as in the proof of Lemma 1.1,
and, because of (3.7),
where r i = (s 1 + 2)/2 → 1 + . Therefore the trace of v − f on (∂B 1 ) × A is zero. Lemma 3.1 is established. 
Proof. As a consequence of Lemma 3.1 u t is well-defined and is continuous for t ∈ (0, 1]. We only need to show that
In view of the expression of u t , it suffices to prove lim
This follows from
where we used
To prove Proposition 3.2, we need to select a good pointx so that Lemma 3.2 can be applied, replacing the origin byx. For this purpose, we need Lemma 3.3. Let Y be a separable Banach space and w ∈ L 1 (B 4 , Y ) . Then for almost all x ∈ B 4 , we have
Proof. This is well known. For the reader's convenience, we give a sketch. Let
. It is well known that for almost allx in
As in [S] (page 11), one can see easily that (3.9) holds for almost allx in B 4 .
We now present the
we can pick, in view of Lemma 3.3, a pointx, |x| < 1/10, such that
Set, for 0 < t ≤ 1.
and u 0 = u. It follows from Lemma 3.2 that
for |x| ≥ 3/20 and all 0 ≤ t ≤ 1 and a ∈ A, and u 1 (x, a) = u(x, a) for |x| ≤ 9/40 and all a ∈ A. Proposition 3.2 follows immediately.
Section 4. Proof of Theorem 0.2 when dim M ≥ 3
As before we consider only the case where ∂M = ∅. We introduce a triangulation
To simplify the presentation we consider only dim M = 3; the passage to higher dimensions is obvious.
Let {v 1 , · · · , v k } be the collection of all vertices in the triangulation and let {e 1 , · · · , e m } be the collection of all edges (i.e., 1-faces) in the triangulation, {f 1 , · · · , f n } be the collection of all the 2-faces in the triangulation.
In order to connect u to a constant, Y 0 , we proceed step by step. First, we connect u to some u 0 which equals Y 0 in some open neighborhood of the vertices {v 1 
Then, we connect u 0 to some u 1 which equals Y 0 in some open neighborhood of the edges
Next, we connect u 1 to some u 2 which equals Y 0 in some open neighborhood of the 2-faces {f 1 , · · · , f n }. Finally we connect u 2 to Y 0 .
Step 0: Connect u to u 0 which equals Y 0 near all the vertices. This is easily done by "opening" of maps (Proposition 1.1) and "connecting" constants (Proposition 1.4).
Step 1: Connect u 0 to u 1 which equals Y 0 near all the edges.
We proceed by induction. First for a single e 1 , recall that u 0 equals Y 0 near the two end points of e 1 . By "propagation" (Proposition 1.5) and "bridging" (Proposition 3.1 used with = 0 requires p < 2 -it is only for Step 1 that we need p < 2; for later steps it will suffice to assume p < 3, 4, etc.) we connect u 0 to u 0,1 which equals Y 0 in an open neighborhood of e 1 ∪ {all vertices}. To proceed with the induction, we may assume that we have connected u 0 to a map u 0,k which equals Y 0 in an ε-neighborhood of e 1 ∪ · · · ∪ e k ∪ {all vertices}. We now wish to add e k+1 to the collection. We proceed as in the proof of Cases 1-3 in Section 2. Clearly, there exists δ > 0 such that
where E = e 1 ∪ · · · ∪ e k ∪ {all vertices}. By "propagation" and "bridging" we end up with a map which equals Y 0 near E ∪ e k+1 . We may do so keeping u 0,k unchanged outside {δ-neighborhood of e k+1 }\{ ε 2 -neighborhood of ∂e k+1 }. The resulting map can be taken as u 0,k+1 . This completes the induction and yields a map u 1 with the required properties.
Step 2: Connect u 1 to u 2 which equals Y 0 near all the 2-faces.
First, for a single 2-face f 1 , recall that u 1 equals Y 0 near ∂f 1 . By Proposition 3.1, applied with = 1 (this requires only p < 3), we may connect u 1 to some u 1,1 which equals Y 0 near f 1 ∪ {all edges}. This is done by the same ε, δ operation as in Step 1; we leave the details to the reader. Next, we proceed by induction on the number of 2−faces and assume that we have connected u 1 to a map u 1,k which equals Y 0 in a neighborhood f 1 ∪ f 2 · · · ∪f k ∪ {all edges}. Now we wish to add another 2-face f k+1 , to the collection. We argue as in the first step of the induction just above. This completes the induction and yields a map u 2 .
Step 3: Connect u 2 to Y 0 .
Recall that u 2 equals Y 0 near ∂T i for all 1 ≤ i ≤ l. Applying Proposition 1.4 ("Filling" a hole) successively on T 1 , · · · , T l , yields the desired conclusion.
Here we only use p < 3. 
We give in this section the proof of Theorem 0.3 . As before we consider only the case where ∂M = ∅. The proof is by induction on k. For k = 0, this is exactly Theorem 0.2. Assume that Theorem 0.3 holds up to k, we will prove that it also holds for k + 1. For 1 ≤ p < k + 2, the path-connectedness of W 1,p (M, N) follows from the induction hypothesis. So in the following, we assume that
and wish to prove that any u ∈ W 1,p (M, N) can be connected to a constant. Let {T 1 , · · · , T l } be a triangulation of M, and let {f 1 , · · · , f m } be all (k + 2)−cells of the triangulation.
Step 1: Connect u to some u 1 which equals
We proceed by induction on m. First for a single f 1 , we "open" the map u at a "good" point located near f 1 (Proposition 1.1) and then by "connecting" constants (Proposition 1.3) and "propagation" of constants (Proposition 1.4) we connect u to some u 0,1 which equals Y 0 near f 1 . To proceed with the induction, we may assume that we have connected u to some u 0,j which equals
then, in the same way as we have connected u to u 0,1 , we can connect u to some u 0,j+1 which equals Y 0 near f 1 ∪ · · · ∪ f j+1 . This can be achieved without changing the values of
The value of will be taken small enough so that the following arguments can go through. Let B be the ball of radius in R dim M −k−1 centered at the origin, and let
be a diffeomorphism such that for any (x, σ) ∈ ∂B × S k+1 , {ϕ(sx, σ) ; 0 < s < 1} is a geodesic parameterized by arclength s; moreover,
Notations would be much simpler if we could let ϕ({0} × S k+1 ) = ∂f j+1 . But such ϕ would not be smooth. What we have done above is to select a smooth ϕ such that ϕ({0} × S k+1 ) is as close to ∂f j+1 as we wish. Consider the composition
By Proposition 3.2 (see also Remark 3.3) we can connect v toṽ in
has the property
So we have connected u toũ, which is still Y 0 in the 2 −neighborhood of
, and
Since p ≥ k + 2, we know from the Sobolev embedding theorem that N) . Therefore, by a homotopy, we may assume that V ∈ C ∞ (S k+1 , N) and
Indeed this can be achieved as follows. Let 0 < δ << 4 and let
where ρ(y) is the usual mollifier and P is the projection to N. Here we have abused the notation since the integration should be done on S k+1 instead of on Euclidean space as the notation suggests. Since V is continuous, for δ small enough, V t is C ∞ in t, x, and σ. Therefore V = V 0 has been connected to V 1 which has the desired properties. It is not difficult to deduce from (5.4) and (5.6) that
The existence of a continuous homotopy satisfying (5.10)-(5.12) follows from standard results in topology (e.g., Corollary 6.19, page 244 in [Wh] , applied with X being S k+1 quotient the union of the O j s), while the existence of a C ∞ homotopy V t can be achieved by some standard arguments using mollifiers.
Let ρ ∈ C ∞ (B 9 3 ) be such that 0 ≤ ρ ≤ 1, ρ(x) = 1 for x ∈ B 2 3 , ρ(x) = 0 for x ∈ B 9 3 \ B 4 3 . We set, for 0 ≤ t ≤ 1,
Clearly this is an admissible homotopy and
By defining, for 0 ≤ t ≤ 1,
we connectũ(= w 0 ) to w 1 . According to the definition,
which implies, in view of (5.3), that w 1 = Y 0 near ∂f j+1 . As mentioned earlier, the value of has been taken very small and therefore (using in particular (5.7)) along all the homotopies we have made the values in some open neighborhood of f 1 ∪ · · · ∪ f j have been preserved as Y 0 .
Finally we apply Proposition 3.1 (with = k + 1 and n = dim M) to connect w 1 to some u 0,j+1 which equals Y 0 near f 1 ∪ · · · ∪ f j+1 . We have completed Step 1.
Step 2. Connect u 1 to Y 0 .
If dim M = k + 3, we already know from Step 1 that 
Conjecture 1. Given
In this section we prove the following special case of Conjecture 1. Proof of Proposition 6.1. N) by the Sobolev embedding theorem and we can actually take v to be C ∞ everywhere. If p = 3, then W 1,p (M, N) ⊂ V MO and we can also take v to be C ∞ everywhere (see the Appendix). On the other hand, if p < 2, then by Theorem 0.2 we can actually take v to be a constant map. So in the following we assume that (6.1) 2 ≤ p < 3.
As before we only consider the case where ∂M = ∅. We introduce a triangulation of M, denoted by {T 1 , · · · , T l }. We divide the proof into three steps. First, we connect u to some
Next, we connect u 1 to some u 2 which is W 1,p (M, N) ∩ Lip except possibly at finite points. Finally, we connect u 2 to some w which is W 1,p (M, N) ∩ Lip except possibly at one point. Here Lip means Lipschitz.
Step 1. Connect u to some u 1 which is
We proceed by induction on l. By "opening" u at a "good" point in T 1 (Proposition 1.1) and "propagating" the constant (Proposition 1.5), we may connect u to some u 0,1 which is constant near T 1 . We assume that we have connected u to some u 0,k which is
, and we wish to add ∂T k+1 to the collection. Let
then, in the same way as we have connected u to u 0,1 , we easily connect u 0,k to some u 0,k+1 which is
The value of will be taken small enough so that the following arguments can go through. Let B = (− , ) and let
be a diffeomorphism such that for any (x, σ) ∈ ∂B × S 2 , {ϕ(sx, σ) ; 0 < s < 1} is a geodesic parameterized by arclength s; moreover,
Consider the composition
has the property that
So we have connected u toũ, which is still
, we may assume, after making a homotopy, that V ∈ C ∞ (S 2 , N) and
Indeed this can be achieved by the same argument as the one following formula (5.8).
Step 1 is complete.
Step 2. Connect u 1 to some u 2 which is W 1,p (M, N) ∩ Lip except possibly at finite points.
This step can be easily deduced by applying the following lemma successively on
Let B 1 denote the unit ball of R 3 centered at the origin and let 1 ≤ p < 3. Assume that u ∈ W 1,p (B 1 ) and u is Lip near ∂B 1 . Define, for 0 < t ≤ 1,
Proof. It is elementary.
Step 3. Connect u 2 to some w which is W 1,p (M, N) ∩ Lip except possibly at one point.
Since u 2 has at most finitely many singular points and M is connected, we can easily connect u 2 to some u 2,1 which is W 1,p (M, N) ∩ Lip away from a small geodesic ball, say B (P ) (it suffices to fix a singular point asP and to move smoothly the other singular points close toP ). Applying Lemma 6.1 to B 2 (P ), we connect u 2,1 to some
Proof of Theorem 0.4. Let ν(Q) denote the unit inner normal at Q ∈ ∂M. For some > 0,
is a diffeomorphism from ∂M × [0, 3 ] to a neighborhood of ∂M, where exp Q (sν(Q)) is the exponential map.
By Proposition 6.1 we can connect u to some u 1 which is C ∞ except possibly at one point. Since M is connected, we easily connect u 1 to some u 2 ∈ C ∞ (M \ {P }, N) with dist(P , ∂M) < . This singularity can be removed through a homotopy by pushing ∂M into M along the normal. Indeed, let ρ ∈ C ∞ (R),
This homotopy connects u 2 (= u
Section 7. Everything you wanted to know about
The main result of this section is the following special case of Conjecture 1. We start with some preliminaries which will be used in the proof. For n ≥ n ≥ 1, we write
be the unit balls in R n and R n−n respectively.
Moreover if both f 0 and f
Proof. Since p ≥ 2, it follows from Bethuel and Zheng [BZ] (see also Bourgain, Brezis and Mironescu [BBM] ) that there exists h 0 , h
Consider a smooth cut-off function ρ ∈ C ∞ (R), 0 ≤ ρ ≤ 1, ρ(s) = 1 for |s| ≤ 1/10, and ρ(s) = 0 for |s| ≥ 9/10. Define
It is easy to see that F t satisfies the desired properties.
We also need a variant of Proposition 3.2. For > 0, let 
and for some
The proof of Proposition 7.1 is a variant of the proof of Proposition 3.2. We point out one modification, since the others are more obvious. What we will need is a variant of Lemma 3.
Lemma 7.2. Under the hypotheses of Lemma 3.1, set, for 0 < t ≤ 1,
The proof of Lemma 7.2 is a modification of the proof of Lemma 3.2 (and the statement of Lemma 3.1 and its proof). We leave the details to the reader.
Proof of Theorem 0.5. Let n = dim M. If 1 ≤ p < 2, the conclusion follows from Theorem 0.2. On the other hand, if p ≥ n, the conclusion follows from Proposition A.2. So we only need to consider the case n ≥ 3 and 2≤ p < n.
As always, we discuss only the case where 
Step 1. Connect u to some u 1 which is Lip near all [p]-cells.
Let {e 1 , · · · , e m } denote all the ([p] + 1)-cells. We proceed by induction. As usual, by "opening" at a "good" point located near e 1 and "propagating" the constant, we connect u to some u 0,1 which is constant near e 1 . Assume that we have connected u to some u 0,k which is Lip near ∂e 1 ∪ · · · ∪ ∂e k , we wish to add ∂e k+1 to the collection. Set
The value of will be taken small enough so that the following arguments can go through. Let B be the ball of radius in R n− [p] centered at the origin, and let
be a diffeomorphism such that for any (x, y) ∈ ∂B × S [p] , {ϕ(sx, y) ; 0 < s < 1} is a geodesic parameterized by arclength s; moreover,
By "opening" techniques, as in Step 1 of the proof of Theorem 0.3, we may connect u 0,k to some u 0,k+1 which is Lip near ∂e 1 ∪ · · · ∪ ∂e k+1 . This completes the induction and yields a map u 1 with the desired property.
Step 2. Connect u 1 to some u 2 which is 
Let D ⊂ D be a slightly smaller disk such that
Applying Proposition 7.1 to u 1 • ϕ (modulo another diffeomorphism to change the radius of balls, etc.), we connect u 1 to some u 1,1 which has the following properties:
Applying Lemma 7.1 (change the radius of balls, etc.) with
Doing the same successively on e 2 , · · · , e m we connect u 1 to some w which is Lip near all ([p] + 1)−cells.
Next we show by the same argument that we can connect w (already Lip near all ([p]+1)−cells) to some map which is Lip near all ([p]+2)−cells. Eventually (by induction), we connect u 1 to someũ 2 which is Lip near ∂T 1 ∪ · · · ∪ ∂T l , and then, by some mollifier argument (Proposition A.5 in the Appendix), connect thisũ 2 to some u 2 which is C ∞ near
Step 3. Connect u 2 to some v ∈ C ∞ (M, S 1 ).
Let B be a unit ball in R n and let
Along the homotopy the values of u 2 outside T 1 are preserved, so we make such homotopies successively on T 2 , · · · , T l and end up with some v ∈ C ∞ (M, S 1 ). Theorem 0.5 is established.
We now turn to the proof of Theorem 0.6. We first recall some notions already mentioned in the introduction. Denote by [u] and [u] p the equivalence classes associated with ∼ and ∼ p . We have a well-defined map Proof. Let n = dim M. If n = 2, we know the result (Proposition 0.3). Also, the surjectivity of i p has been proved in Theorem 0.5. So we only need to show that i p is injective in dimension n ≥ 3.
Let u, v ∈ C ∞ (M, S 1 ) be such that, for some p ≥ 2,
) have a natural one-toone correspondence (see, e.g., Corollary 6.20, page 244, [Wh] ). Here Hom(π 1 (M), π 1 (S 1 )) denotes the set of homomorphisms from π 1 (M) to π 1 (S 1 ). So, we only need to show that
where u * and v * are the homomorphisms from π 1 (M) to π 1 (S 1 ) induced respectively by u and v.
We only need to show that u•β and v•β are in the same path-connected component of C 0 (S 1 , S 1 ). This amounts to verifying that
where deg denotes the Brouwer degree (the winding number in this case). Let B denote the unit ball in R n−1 centered at the origin and let
Since M is oriented, we can actually take ϕ withβ = β.
, a degree has been defined in [BLMN] for maps in
from which (7.3) follows immediately. Thus we have shown (7.2) and Theorem 0.6 is established.
Section 8. Some properties of CT (M, N)
First recall some easy facts about "∼" and "∼ p " which are proved in the Appendix.
Warning: the converse is not true. However we have
For q ≥ p, we have a well-defined map 
Recall the following
On the other hand, it is clear that
Consequently, by Proposition 0.
An easy consequence of the definition of CT is
Proof. For every r ∈ [p, q], there exists = (r) > 0 such that i p 1 ,p 2 is bijective for r − < p 1 ≤ p 2 < r + . Take a finite covering of [p, q] by such intervals and apply (8.1).
Next we recall and prove
We know from Theorem 0.2 that W 1,p (M, N) is path-connected for 1 ≤ p < 2. It follows from (8.3) that W 1,q (M, N) is also path-connected for 2 ≤ q < ∞. Choosing q > dim M, we deduce, using Proposition 0.3, that C 0 (M, N) is also path-connected.
We now present the proofs of assertions (0.1)-(0.6) in the Introduction.
Proof of (0.1) . This is a consequence of the fact that W 1,p (B Proof of (0.2) . This is a consequence of Proposition 0.3 and Proposition 0.1.
Proof of (0.4) . This is a consequence of Theorem 0.2 and Theorem 0.6.
Proof of (0.5) . This is a consequence of Theorem 0.3 (or rather its equivalent form Theorem 0.3 at the beginning of Section 5).
Proof of (0.6). It follows from Theorem 0.3 that W 1,p (S n × Λ, S n ) is path-connected for all 1 ≤ p < n + 1. On the other hand, as explained in Remark 0.1, W 1,p (S n × Λ, S n ) is not path-connected for all p ≥ n + 1.
From the above examples the reader might be tempted to think that CT (M, N) is either empty or consists of a single point. As we have mentioned in the Introduction (see Open Problem), we believe that CT (M, N) has usually more than one point. Here is a simple example where CT contains exactly two points. N) ) be such that u 0 = u and u 1 = v, and let P be the projection of some δ−neighborhood of N onto N described at the beginning of the Appendix. Since the family has a uniform modulus of continuity, the 2 in Lemma A.1 can be taken uniform in 0 ≤ t ≤ 1.
Define Proof of Proposition A.2 when p > dim M. It follows from the Sobolev embedding theorem that u ∈ C 0 (M, N). Let P be the projection of some δ−neighborhood of N onto N described at the beginning of the Appendix, and let 2 be the number given in Lemma A.1. Define u t = P (u t 2 ).
Clearly this is a homotopy with the desired properties.
The proof of Proposition A.2 when p = dim M relies on the following Poincaré inequality: For p = dim M, 0 < ≤ 1 , x ∈ M, u ∈ W 1,p (M, N), we have
where B (x) denotes the −geodesic ball centered at x, the integration and the gradient ∇ is with respect to the Riemannian metric on M, and the constant C depends only on the manifolds M and N. Consequently we have where (ψ j u) t j is defined as in (A.1). Set
It follows from (A.4) that
and (A.6)
For fixed j,
So, by the Lebesgue dominated convergence theorem (using (A.4) ), we have (A.7) lim
Similarly, for every 0 < s ≤ 1, (A.8) lim
It follows from (A.5), (A.7) and (A.8) that
is well-defined and satisfies the desired properties. 
