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Abstract
We measure the spatial coherence of filamentary structures in the intergalactic medium
(IGM) at z ∼ 4. The transmitted flux in the Lyα forest is significantly cross-correlated
in the spectra of two pairs of QSOs at z ∼ 4 with angular separation ∆θ ∼ 30′′. This
strongly suggests that some fraction of the absorbing structures span the ∼ 1 comoving
Mpc separation between paired sightlines.
We further present measurements of the ionization state of the high-redshift IGM using
three approaches: a search for low-ionization metal lines at z > 5, a study of the evolution of
Lyα optical depths over 2 . z . 6, and a measurement of the UV background at 4 . z . 5
using the quasar proximity effect. We identify six O i systems in the HIRES spectra of nine
QSOs with redshifts 4.9 ≤ zQSO ≤ 6.4. Four of these systems lie towards SDSS J1148+5251
(zQSO = 6.4). This excess at z ∼ 6, however, is unlikely to indicate a significantly neutral
IGM suggestive of the end of reionization, since the O i falls over a redshift interval that also
shows transmission in Lyα and Lyβ. In contrast, we find no O i towards SDSS J1030+0524
(zQSO = 6.30), whose spectrum shows a broad Gunn-Peterson trough. That sightline must
also be highly ionized, therefore, or else chemically pristine. The relative abundances of O,
Si, and C in the systems we detect are consistent with enrichment from Type II supernovae,
with an upper limit of 30% on the amount of metals contributed by supermassive stars.
We examine the evolution of Lyα optical depth using the transmitted flux probability
distribution function (PDF) in the spectra of 63 QSOs spanning absorption redshifts 1.7 <
z < 5.8 to predictions from two theoretical τ distributions. For an isothermal IGM and a
uniform UV background, the optical depth distribution computed from a density model that
has been used to make claims of late reionization produces poor fits to the observed flux PDF
unless significant corrections to the QSO continua are applied. In contrast, a lognormal τ
distribution fits the data at all redshifts with only minor changes in the continua. A simple
linear fit to the redshift evolution of the lognormal parameters at z < 5.4 reproduces the
observed mean Lyα and Lyβ transmitted fluxes over 1.6 < z < 6.2. Assuming the density
field, temperature, and UV background vary slowly at z < 5, this suggests that no sudden
change in the IGM due to late reionization is necessary to explain the lack of transmitted
flux at z & 6.
Finally, we measure the metagalactic UV background at 4 . z . 5 using the quasar
vii
proximity effect in a sample of 16 QSOs. Accurate redshifts were obtained from Mg ii
emission lines, supplemented by estimates from the start of the Lyα forest and CO emission.
We use a new method for directly estimating the size of a QSO’s proximity region based
on the observed transmitted flux distribution. The relative sizes of the proximity regions
are consistent with the expected trend in QSO luminosity, although the proximity regions
around faint QSOs may be disproportionately small. Our estimate of the background H i
ionization rate, Γbg = (1.4+1.6−0.7)×10−12 s−1, is consistent with no evolution from z & 2 based
on other measurements using the proximity effect, the mean opacity of the Lyα forest, and
the integrated ionizing output of star-forming galaxies and QSOs.
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1Chapter 1
Introduction
1.1 Overview
The past two decades have witnessed tremendous advances in the study of the high-redshift
intergalactic medium (IGM). Sky surveys have made the detection of quasars out to z ∼ 6
nearly routine. At the same time, numerical simulations of large-scale structure are able
to reproduce many of the observed properties of quasar absorption lines, particularly the
complex patter of H i absorption known as the Lyα forest. This concordance between
observations and simulations has secured the “cosmic web”, a self-gravitating network of
filaments, sheets, and voids, as the standard model for the IGM. The scaffolding for the
web is provided by dark matter, whose evolution from a set of initial conditions can be
realistically simulated for an assumed set of cosmological parameters, given the limits set
by the resolution and size of the simulation box. Baryons will tend to follow the dark mat-
ter, but are further subject to hydrodynamics, ionization, heating, and other complicating
factors such as chemical and mechanical feedback from galaxies. Many properties of the
IGM are therefore difficult to determine from first principles and must be constrained ob-
servationally. These include the size of absorbing structures, the intensity of the ionizing
radiation field, and the composition and distribution of heavy elements. Perhaps the largest
unknowns concern the timing and mechanisms of cosmic reionization. The fact that Lyα
photons reach us from quasars out to z ∼ 6 implies that the hydrogen in the IGM was
already ionized by that epoch, but how much further back reionization occurred and what
sources were responsible remain contentious issues. Ultimately, placing clear constraints on
reionization will allow us to better understand the nature of the first luminous sources.
2This work aims to shed light on several aspects of the evolution of the high-redshift IGM
using multiple unique observations of quasars at z > 4. In Chapter 2 (reprinted from the
Astrophysical Journal, v. 613, p. 61, written with W. Sargent and M. Rauch), we use two
widely spaced pairs of z ∼ 4 quasars to demonstrate that absorbing structures are correlated
out to at least 1 comoving Mpc. Chapters 3 and 4 utilize the first high-resolution spectra
of quasars at 4.9 ≤ z ≤ 6.4 to examine the evolution of the Lyα forest and metal lines at
these epochs, and to test the plausibility of reionization at z ∼ 6.2. In Chapter 3 (reprinted
from the Astrophysical Journal, v. 640, p. 69, written with W. Sargent, M. Rauch, and
R. Simcoe), we conduct a search for O i as a potential tracer of chemically enriched, neutral
gas. In Chapter 4 (submitted to the Astrophysical Journal, written with M. Rauch and
W. Sargent), we test the ability of two models for the distribution of Lyα optical depths to
produce the observed transmitted flux distribution. The evolution of the optical depths is
then used to explain the disappearance of transmitted flux at z > 6. Finally, in Chapter 5,
we employ a large set of quasars with accurate Mg ii redshifts to measure the intensity of
the metagalactic ionizing background at 4 . z . 5 using the quasar proximity effect.
1.2 Scientific Background
Many of the basic properties of the IGM have been established since the late 1970’s and early
1980’s, when sensitive detectors became available for use on 4-5m telescopes. Sargent et al.
(1980) demonstrated that the numerous Lyα absorption lines seen in quasar spectra are
associated with weakly clustered, low density, photoionized parcels of intergalactic gas with
temperatures of T ∼ 104 K. More recently, high-resolution spectrographs on 8-10m ground-
based telescopes (in particular, HIRES on Keck and UVES on the VLT) have allowed the
z > 2 Lyα forest to be studied with great sensitivity (e.g., Hu et al. 1995). Ultraviolet
spectrographs on board the space-based telescopes have, meanwhile, opened up the IGM
down to z = 0 (e.g., Penton et al. 2000). With a long baseline over which to study the
evolution of the Lyα forest, statistics such as the distributions of H i column densities, the
distribution of Doppler widths, and the flux power spectrum are now established out to
z ∼ 5.
During the 1980s, Lyα absorbers were primarily thought of as isolated clouds that
were pressure confined by a hot intercloud medium. However, with the advent of numerical
3simulations capable of following the growth of large-scale structure (e.g., Cen et al. 1993), an
interconnected network of dark matter and baryons formed from the gravitational collapse of
density perturbations left over from the Big Bang has become the standard paradigm. The
“cosmic web” (Bond & Wadsley 1997) model of the IGM has proven remarkably successful
in reproducing the observed properties of the Lyα forest, such that synthetic spectra from
simulations are, in many (though not all) ways, indistinguishable from real data. This
agreement has been one of the great successes in the study of the high-redshift Universe.
The gravitational collapse model has been the backdrop for a number of experiments
that use the IGM as a cosmic laboratory. The opacity of the forest can be used to set
limits on the baryon density (Rauch et al. 1997). The temperature-density relation of the
IGM can be measured from the distribution of observed line widths (Schaye et al. 2000;
McDonald et al. 2001). Correlations in the Lyα forest probe density fluctuations down to
scales of . 1 comoving Mpc. When combined with measurements out to horizon scales
from the cosmic microwave background (CMB), these correlations place tight constraints
on the amplitude and slope of the matter power spectrum (e.g., Spergel et al. 2003; Viel
et al. 2006). The better we understand the fundamental properties and evolution of the
IGM, the more reliably such tests can be performed.
1.2.1 The Metagalactic Ionizing Background
Most of the evolution of the Lyα forest can be explained by the expansion of the Universe,
the gravitational collapse of large-scale structures, and the evolution of the ionizing back-
ground (e.g., Dave´ et al. 1999). Among these factors, the ionizing background is the most
difficult to constrain theoretically, as it depends not only on the rates of star formation
and quasar activity, which are highly non-linear processes, but on the fraction of ultraviolet
photons that escape from ionizing sources into the IGM (e.g., Steidel et al. 2001). Much of
the integrated UV output of star-forming galaxies and quasars will come from faint sources,
which require deep observations to detect at high redshift (e.g., Hunt et al. 2004; Yan &
Windhorst 2004). Furthermore, in a highly ionized Universe, the mean free path of ionizing
photons will be set by the number density of optically thick Lyman limit systems (absorbers
with H i column densities NH I ≥ 1017.2 cm−2). Numerical simulations are generally not
able to resolve these systems, and their incidence rate must
4Given these factors, independent estimates of the UV background are valuable both for de-
termining the ionization state of the IGM and for constraining models of galaxy and quasar
formation.
In principle, the intensity of the UV background can be determined from the mean level
of transmitted flux in the Lyα forest. In creating artificial quasar spectra from simulations,
the background level is typically ‘tuned” such that the optical depths in the simulation
produce transmitted flux levels that match the real data. However, the hydrogen neutral
fraction, and hence the Lyα optical depth, also depends on the density and temperature
of the gas. The non-linear relationship between optical depth and transmitted flux further
means that the mean transmitted flux will depend on the distribution of optical depths (e.g.,
Songaila & Cowie 2002). For a given simulation, this will depend not only on the density
distribution, which is sensitive to the cosmological parameters, but also on assumptions
about the thermal state of the gas. It is common to assume either a uniform temperature
or a simple monotonic relationship between temperature and density. Radiative transfer
effects, however, may complicate the temperature distribution considerably (Bolton et al.
2004).
In order to disentangle the ionization rate from the density and temperature of the gas,
independent measurements of the ionizing background must be made. At z ≈ 0 the UV
background can be estimated from the truncation of H i disks in spiral galaxies (e.g., Sunyaev
1969; Dove & Shull 1994). Ratios of metal species with different ionization potentials
can be used to constrain the strength and shape of the radiation field, assuming that the
species populations are set by photoionization (e.g., Songaila 1998). However, strong metal
absorption systems are typically associated with galaxies. (e.g., Boksenberg et al. 2003).
Their ionization state may therefore depend more on the local ionizing output of the galaxy
than on a truly metagalactic background.
The quasar proximity effect offers an alternate means of measuring the ionizing back-
ground using the Lyα forest. The amount of absorption in the forest generally increases
with redshift. However, near a quasar, the absorption tends to decrease. This is generally
attributed to locally enhanced photoionization by the quasar itself. Knowing the luminos-
ity of the quasar, the intensity of the UV background can be inferred by determining the
distance out to which the quasar dominates the ionizing flux (e.g., Carswell et al. 1987;
5Bajtlik et al. 1988). The most successful applications of the proximity effect have been
at z < 4, where individual Lyα lines can be easily identified and large samples of quasar
spectra can be used to overcome the variance in the forest (e.g., Scott et al. 2000, 2002).
At higher redshifts the measurements have been more sparse. In addition, previous studies
have not demonstrated that the extent of the proximity region depends correctly on the
luminosity of the quasar, and hence that the values obtained for the UV background are
accurate. Proximity effect measurements would be particularly valuable at z > 4, where the
ionizing output of galaxies and quasars becomes increasingly difficult to measure directly.
A consensus between galaxy/quasar counts, the mean transmitted flux in the Lyα forest,
and the proximity effect would imply a genuine understanding of the ionization state of the
high-redshift IGM.
1.2.2 Reionization
As pointed out by Gunn & Peterson (1965), Scheuer (1965), and Shklovskii (1965), an
expanding Universe filled with neutral hydrogen would produce a tremendous Lyα optical
depth (τLyα ∼ 105). The fact that we observe transmitted flux in the Lyα forest, therefore,
implies that the IGM must now be highly ionized. Following recombination at z ≈ 1100,
when the Universe transitioned from being predominantly ionized to being predominantly
neutral, the IGM would have remained opaque to UV photons until enough luminous sources
were formed that were able to reionize the vast majority of the hydrogen (and later helium).
Determining when and how reionization occurred is one of the primary challenges of modern
cosmology, with implications both for the nature of the first luminous sources and for the
subsequent growth of small-scale structure.
Observations of the cosmic microwave background (CMB) provide an upper limit on the
redshift of reionization. Thomson scattering by free electrons produces linear polarization
in the CMB, which can be used to infer the total electron optical depth to the surface
of last scattering. A higher τe would mean that CMB photons had encountered greater
numbers of free electrons, which would require an earlier reionization. The most recent
CMB measurements indicate that τe ∼ 0.09 (Spergel et al. 2006). If reionization occurred
all at once, than this would imply a reionization redshift of zreion ∼ 11. A more prolonged
reionization, however, could have begun much earlier (zreion & 25).
6High-redshift quasar can be used as a second probe of reionization. In the past seven
years, the Sloan Digital Sky Survey has uncovered significant numbers of quasars out to
z = 6.4 (Fan et al. 2006b, and references therein). The absence of complete Lyα absorption
(so-called “Gunn-Peterson troughs”) at z < 6 implies that the Universe was already highly
ionized one billion years after the Big Bang. However, the discovery of extended absorption
troughs in the spectra of the highest-redshift objects has led to claims that reionization
may have ended as late as z ∼ 6 (Djorgovski et al. 2001; Becker et al. 2001; Fan et al. 2002,
2006a). As noted above, a trace amount of neutral hydrogen is sufficient to produce a large
Lyα optical depth. Therefore, the rapid evolution of transmitted flux at z > 5.7, rather
than the mere appearance of Gunn-Peterson troughs, has been the primary evidence for
reionization lasting until z ∼ 6 (e.g., Fan et al. 2006a).
Late reionization remains strongly debated, however. Perhaps the best evidence against
a significantly neutral IGM at z ∼ 6 is the transmitted Lyα, Lyβ, and Lyγ flux seen
towards the highest-redshift known quasar, SDSS J1148+5251 (z = 6.42) (Oh & Furlanetto
2005; White et al. 2005). In addition, no large change is seen in the luminosity function
or emission line profiles of Lyα-emitting galaxies between z ∼ 5.7 and z ∼ 6.5 that would
suggest absorption by a highly-neutral IGM at z > 6 (e.g., Malhotra & Rhoads 2004; Hu &
Cowie 2006). Theoretically, late reionization remains a flexible issue. A combination of the
clustering of ionizing sources, the uneven growth of ionized bubbles, and the inhomogeneity
of the IGM can be invoked to accommodate nearly all of the current observations, either
in support of or against late reionization (e.g., Wyithe & Loeb 2004a; Lidz et al. 2006b;
Furlanetto et al. 2006). New types of observations are therefore needed to clarify whether
dramatic changes in the IGM are occuring at z ∼ 6.
1.3 Thesis Outline
To address these issues, we have obtained a variety of unique moderate- and high-resolution
spectra of quasars at z & 4. In Chapter 2, we examine ESI spectra of two sets of quasar
pairs at z ∼ 4 with angular separation ∆θ ≈ 30′′. We demonstrate that the transmitted
flux is significantly correlated between paired sightlines, which implies that filaments in
the IGM are coherent on scales of > 1 comoving Mpc. We further investigate the effects
of noise and spectral resolution on the agreement between the flux autocorrelation and
7cross-correlation functions, a measurement that can be used to determine the cosmological
constant. We conclude that spectral resolution must be carefully accounted for when making
this comparison.
Much of this work utilizes a new set of HIRES spectra of 11 quasars at 4.9 ≤ z ≤ 6.4
(Figure 1.1). These are the first high-resolution spectra of any quasars at z > 4.8, giving us
an unprecedented view of the Lyα forest and metal absorption lines at these redshifts. The
observations were made possible due largely to the recently upgraded detector on HIRES.
Even so, many of these objects are at the sensitivity limits of current instruments, and the
total sample represents over 100 hours of integration.
In Chapter 3, we use the HIRES high-z sample to search for O i absorption as a probe
of neutral gas at z > 5. We uncover six systems, four of which lie towards our highest-
redshift objects, SDSS J1148+5251 (z = 6.42). We demonstrate that this is a statistically
significant excess, but that it is unlikely to indicate a highly-neutral IGM since this sightline
also shows Lyα and Lyβ transmission over the same redshift interval as the O i. We use
the lack of O i detected towards SDSS J1030+0524 (z = 6.30) to argue that that sightline
must be highly ionized, despite the presence of an extended Gunn-Peterson trough, or else
chemically pristine. We further show that the relative metal abundances in the six O i
systems are consistent with enrichment from Type II supernovae, rather than hypothetical
supermassive stars.
In Chapter 4, we combine our high-z sample with HIRES data for a large number of
quasars at 2.0 ≤ z ≤ 4.7 to study the evolution of Lyα optical depth from z ∼ 2 to the
proposed epoch of reionization. We compare the observed flux probability distribution
function (PDF) to predictions from an IGM model that has been used to infer a drop in
the H i ionization rate at z ∼ 6. We find that the agreement is generally poor unless large
corrections to the quasar continua are made. In constant, we show that a simple lognormal
optical depth distribution provides a good fit to the observed flux PDF at all redshifts.
We further show that a steady evolution in the lognormal τ distribution reproduces the
evolution in the mean transmitted flux over 1.6 < z < 6.2. We use this fact to argue that
if the evolution of transmitted flux at z < 5 reflects slowly-varying conditions in the IGM,
then the evolution at z > 6 should not require any abrupt change that could be attributed
to late reionization.
8Figure 1.1 The HIRES high-z sample. Spectra are plotted as a function of rest wavelength.
The Lyα forest extends blueward of the Lyα emission line at 1216 A˚. Metal lines can be
seen reward of Lyα.
9In Chapter 5, we use the quasar proximity effect to measure the UV background at
4 . z . 5. These are the first proximity effect measurements at z > 4 using a large number
of quasars. We measure accurate systemic redshifts using infrared spectra of Mg ii emission
lines. In order to deal with line blending in the Lyα forest at z > 4, we present a new
method for determining the size of a quasar’s proximity region based on the distribution
of transmitted fluxes near the quasar redshift. We also test the photoionization model
of the proximity effect by comparing the proximity regions sizes of quasars with different
luminosities. We find that proximity region size has roughly the correct dependence on
quasar luminosity, but with a large scatter. We further show that our value for the H i
ionization rate is consistent with no evolution in the UV background over 2 . z . 5, and
that proximity effect measurements at high redshift are consistent with the opacity of the
Lyα forest and the combined ionizing output of star forming galaxies and quasars.
Finally, we conclude with an epilogue outlining some of the possible future directions
for this work.
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Chapter 2
Large-Scale Correlations in the Lyα Forest at
z = 3 − 41
Abstract
We present a study of the spatial coherence of the intergalactic medium toward two pairs of
high-redshift quasars with moderate angular separations observed with Keck/ESI, Q1422
+2309A & Q1424+2255 (zem ≈ 3.63, ∆θ = 39′′) and Q1439−0034A & B (zem ≈ 4.25, ∆θ
= 33′′). The cross-correlation of transmitted flux in the Lyα forest shows a 5− 7σ peak at
zero velocity lag for both pairs. This strongly suggests that at least some of the absorbing
structures span the 230− 300 h−170 proper kpc transverse separation between sightlines. We
also statistically examine the similarity between paired spectra as a function of transmitted
flux, a measure which may be useful for comparison with numerical simulations. In investi-
gating the dependence of the correlation functions on spectral characteristics, we find that
photon noise has little effect for S/N & 10 per resolution element. However, the agree-
ment between the autocorrelation along the line sight and the cross-correlation between
sightlines, a potential test of cosmological geometry, depends significantly on instrumental
resolution. Finally, we present an inventory of metal lines. These include a a pair of strong
C iv systems at z ≈ 3.4 appearing only toward Q1439B, and a Mg ii + Fe ii system present
toward Q1439 A and B at z ≈ 1.68.
1Originally published in The Astrophysical Journal, v. 613, p. 61; written with W. L. W. Sargent and
M. Rauch (Copyright 2004, The American Astronomical Society)
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2.1 Introduction
Multiply-imaged lensed quasars and close quasar pairs provide valuable probes of structure
in the intergalactic medium. By comparing the absorption patterns in the spectra of ad-
jacent quasar images one can gauge the similarity in the underlying matter distributions
along the lines of sight and hence constrain the sizes of absorbing structures. Previous
studies at small separations (∆θ . 10′′) have typically provided lower limits to the scale of
Lyα absorbers over a wide range in redshift, with weak upper constraints of ∼ 400 comov-
ing kpc derived by assuming spherical clouds (Weymann & Foltz 1983; Foltz et al. 1984;
McGill 1990; Smette et al. 1992; Dinshaw et al. 1994; Bechtold et al. 1994; Bechtold &
Yee 1995; Smette et al. 1995; Fang et al. 1996). Observations of pairs at wider separations
(∆θ ≈ 0.5′ − 3′) have shown evidence that some Lyα absorbers span & 1 comoving Mpc
(Petitjean et al. 1998; Crotts & Fang 1998; D’Odorico et al. 1998, 2002; Young et al. 2001;
Aracil et al. 2002) and possibly up to 30 comoving Mpc (Williger et al. 2000).
The majority of studies on lensed quasars and quasar pairs have relied on matching
individual absorption lines between spectra. High-resolution spectra (FWHM . 20 km s−1)
are required to completely resolve these features, however. In addition, the crowding of lines
in the high-redshift Lyα forest often prevents the identification of single absorbers. Liske
et al. (2000) instead used transmitted flux statistics as a function of smoothing length to
identify significantly underdense or overdense regions. Their analysis of paired sightlines at
z ∼ 2−3 suggests that absorbing structures may span & 3 comoving Mpc. An alternate ap-
proach reflecting the continuity of the underlying density field is to compute the correlation
of transmitted flux along parallel lines of sight. This robust statistic is quickly computed
and can be easily compared to numerical simulations of large-scale structure (e.g., Viel et al.
2002).
As an extension to studying the matter distribution, correlations in the Lyα forest have
been proposed as a tool for constraining the cosmological constant through a variant of
the Alcock-Paczyn´ski test (Alcock & Paczynski 1979). The Alcock-Paczyn´ski test takes
advantage of the fact that, for a homogeneous sample of objects, the characteristic radial
and transverse sizes should be equal. In the case of the Lyα forest, one can compare the
correlation length of absorbing structures along the line of sight to the correlation length
in the transverse direction. The velocity separation, ∆v‖, between objects along the line of
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sight is simply given by their redshifts,
∆v‖ =
∆z
1 + z
c . (2.1)
In contrast, the transverse velocity separation, ∆v⊥, between objects at redshift z with
angular separation ∆θ depends on the cosmological parameters implicit in the Hubble con-
stant, H(z), and angular diameter distance, DA(z), as
∆v⊥ = H(z)∆l = H(z)DA(z)∆θ , (2.2)
where ∆l is the proper linear separation. One approach to exploiting the difference between
∆v‖ and ∆v⊥ is to directly compare the autocorrelation of transmitted flux along single lines
of sight to the cross-correlation between spectra of sources at a variety of angular separations
(Hui et al. 1999; Lidz et al. 2003). An alternate method compares observed cross-correlations
to those determined from linear theory (McDonald & Miralda-Escude´ 1999) or from artificial
spectra drawn from numerical simulations (Lin & Norman 2002). Recently, Rollinde et al.
(2003) found agreement between the cross-correlations and autocorrelations among spectra
of several z ∼ 2 quasar pairs over a wide range in separation (although see the discussion
on spectral resolution below). In the future, large surveys such as the Sloan Digital Sky
Survey (York et al. 2000) should greatly increase the number of quasar pairs available for
such studies.
We present results for two pairs of quasars at a novel combination of high redshift and
moderate separation. The closely separated A and C images (∆θ = 1.′′3) of the bright
z = 3.63 lensed system Q1422+2309 (Patnaik et al. 1992) have been previously exam-
ined by Rauch et al. (1999, 2001a) and Rauch et al. (2001b). Adelberger et al. (2003)
recently discovered an additional faint source, Q1424+2255 (z = 3.62) (therein referred to
as Q1422b), at a separation ∆θ = 38.′′5 from the lensed system. In this study, we compare
the sightlines toward Q1422+2309A (herein referred to as Q1422) and Q1424+2255 (herein
referred to as Q1424 to avoid confusion with the B image of Q1422). We additionally
investigate the ∆θ = 33.′′4 pair at z = 4.25 discovered in the Sloan Digital Sky Survey,
SDSSp J143952.58− 003359.2 (herein Q1439A) and SDSSp J143951.60− 003429.2 (herein
Q1439B) (Schneider et al. 2000). For each pair, the similarity in quasar redshifts allows
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us to study the transverse properties of the Lyα forest and intervening metal systems over
a large pathlength. Our results should provide a valuable resource for comparison with
numerical simulations of large-scale structure.
The remainder of the paper is organized as follows: In §2.2 we present our observations
together with a general overview of the data. We compute the flux correlation functions in
the Lyα forest in §2.3 and statistically examine the similarity between sightlines as a function
of flux. In §2.4 we analyze the effects of photon noise and instrumental resolution on the
correlation functions. Finally, we present an inventory of unpublished metal absorption
systems presented in §2.5. Our results are summarized in §2.6.
Throughout this paper we adopt Ωm = 0.3, ΩΛ = 0.7, and H0 = 70 km s
−1 Mpc−1.
2.2 The Data
Our observations are summarized in Table 2.1. We observed all four quasars under good to
excellent seeing conditions over the period 2000 March to 2002 June using the Keck Echel-
lette Spectrograph and Imager (ESI) (Sheinis et al. 2002) in echellette mode. Additional
observations of Q1424 were provided by C. Steidel while additional observations of Q1439A
were provided by L. Hillenbrand. All exposures were taken at the parallactic angle except
for one exposure of Q1439B at an airmass near 1.0, where chromatic atmospheric dispersion
is only a minor concern.
The raw CCD frames for Q1422, Q1439A, and Q1439B were processed and the 2-D
echelle spectra extracted using the MAKEE software package. Reduction of Q1424 data was
performed using a suite of IRAF scripts, as described in Adelberger et al. (2003). For each
night we used the extracted orders from at least one standard star (Feige 34, BD+284211,
and/or HZ 44) to determine an instrumental response function with which to derive relative
flux calibrations. The calibrated orders of all exposures from all nights were then converted
to vacuum heliocentric wavelengths and combined to produce a single continuous spectrum
per object (Figures 2.1 and 2.2). We use a binned pixel size of 20 km s−1. Normalized
spectra were produced by fitting continua to the final reduced versions.
The majority of observations were made using a 0.′′75 slit. However, inspection of the
spectra extracted from exposures taken with different slits widths revealed very little dif-
ference in resolution, likely due to favorable seeing. For the combined spectra we adopt
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Table 2.1. Summary of QSO Pairs Observations
Object Datea Exp. time FWHMb
(s) (km s−1)
Keck/ESI
Q1422+2309A 2000 Mar 03-04 1200c ∼ 55
Q1424+2255 2000 Mar 03 – 2001 Apr 21 44900d ∼ 55
Q1439−0034A 2001 Jan 26 – 2002 Jun 10 8000e ∼ 55
Q1439−0034B 2001 Apr 19 – 2002 Jun 10 42400f ∼ 55
Keck/HIRES
Q1422+2309A 1998 Jan 30 – 1998 Apr 15 31600g 4.4
aInterval over which observations were made.
bSpectral resolution.
c600 s with 0.′′75 slit, 600 s with 1.′′0 slit.
d43100 s with 0.′′75 slit (including 20900 s by C. Steidel), 1800 s with
1.′′0 slit.
e5000 s with 0.′′75 slit, 3000 s with 0.′′5 slit (L. Hillenbrand).
f0.′′75 slit.
g9000 s with UV cross-disperser, 22600 s with red cross-disperser
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Figure 2.1 Keck/ESI spectra covering the rest wavelength region from Lyβ to C iv in Q1422
(top) and Q1424 (bottom). Spectra have been binned in wavelength using 40 km s−1 pixels
for display. Contamination from the [O i] λ5577 skyline can be seen in the spectrum of
Q1424.
Figure 2.2 Same as Figure 2.1, here for Q1439A (top) and Q1439B (bottom).
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a measured spectral resolution FWHM = 55 km s−1. The final ESI spectra for Q1424,
Q1439A, and Q1439B have typical S/N ≈ 13− 30 per resolution element in the Lyα forest,
while Q1422 has S/N ≈ 150.
We restrict our analysis of the Lyα forest to the the wavelength region between each
quasar’s Lyα and O vi emission lines. To avoid a proximity effect from the quasar, we
include only those pixels at least 10,000 km s−1 blueward of the quasar’s Lyα emission. We
further include only pixels at least 1,000 km s−1 redward of Lyβ and O vi emission to avoid
any confusion with the Lyβ forest or intrinsic O vi absorption. For Q1422 and Q1424 this
yields a redshift interval ∆z = 0.50 with mean redshift 〈z〉 = 3.22. For Q1439 A and B,
∆z = 0.58 and 〈z〉 = 3.79. Due to the high redshift of Q1439 A and B, the Lyα forest in
the spectra of these sources extends over the strong night sky lines [O i] λ5577 and Na i
λ5890,5896. In our analysis, we exclude the narrow (2− 3 A˚) regions around these lines.
A visual comparison of the Lyα forest in the paired spectra suggests that the most
striking similarity occurs among the strongest absorption features (see Figures 2.3 and
2.4). These regions often appear to be similar along adjacent lines of sight, as do regions
where the absorption is nearly zero (possible “voids” relatively free of absorbing material).
Matches among intermediate strength features are less obvious, which suggests that the
structures giving rise to those lines may not be as coherent over the separation between
sightlines. Many strong lines and regions of nearly zero absorption that do not coincide
between spectra, however, can also be identified. The alignment of a subset of features may
occur purely by chance.
Our spectral coverage also allows us to investigate the extent to which metal systems
span parallel lines of sight. Two strong C iv systems appear toward Q1439B at z ≈ 3.4,
separated by 1700 km s−1. Each system has a large rest equivalent width,Wrest(1548) ∼ 1.5
A˚. No C iv appears at this redshift toward Q1439A, however. In contrast, a low-ionization
system containing Mg ii and Fe ii does appear along both sightlines at z ≈ 1.68, separated
by only ∼ 400 km s−1. A single, extended absorber responsible for the low-ionization
features would have a linear size & 280 h−170 proper kpc. These lines may alternatively arise
from the chance intersection of separate, clustered absorbers. Weaker C iv systems appear
in both Q1422 and Q1424 separated by ∼ 440 km s−1 at z ≈ 3.08, where the separation
between sightlines is 290 h−170 proper kpc. We expand further on the properties of metal
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Figure 2.3 A representative section of the Lyα forest in the normalized spectra of Q1422
(grey line) and Q1424 (black line).
Figure 2.4 Same as Figure 2.3, here for Q1439A (grey line) and Q1439B (black line).
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systems in the appendix.
In order to assess the effect of spectral characteristics on our Lyα forest results, we
additionally employed a deep, high-resolution spectrum of Q1422+2309A. Observations
were made with the Keck High Resolution Echelle Spectrometer (HIRES) (Vogt et al. 1994)
using a 0.′′574 slit. This yields a spectral resolution FWHM = 4.4 km s−1. Reductions were
performed as described Rauch et al. (2001a). In addition to the data from that work,
which used the red cross-disperser only, we include subsequent exposures taken with the
UV-blazed cross-disperser installed to provide additional coverage of the Lyα forest. The
final spectrum was binned to give a constant velocity width for each pixel of 2.1 km s−1,
with a typical S/N per resolution element of 50− 90.
2.3 Comparison of Sightlines
2.3.1 Correlation Functions
The correlation of transmitted flux in the spectra of closely separated quasars provides
a simple means of quantifying the degree of similarity in the matter distribution along
adjacent sightlines. We define the un-normalized correlation, ξ, of the spectra of two sources
separated on the sky by an angle ∆θ as
ξ(∆θ,∆v‖) =
1
N
∑[
F (∆θ, v‖ +∆v‖)− F¯ (∆θ)
] [
F (0, v‖)− F¯ (0)
]
, (2.3)
where F is the continuum-normalized flux, F¯ (∆θ) and F¯ (0) are the mean fluxes along the
two sightlines, v‖ is the line-of-sight velocity, ∆v‖ is the longitudinal velocity lag, and N
is the total number of pixels in each spectrum within the region of interest. The sum is
performed over all available pixels at a given velocity lag, of which there will be
npix(∆v‖) = N −
∆v‖
δvpix
(2.4)
for a pixel size δvpix. The normalized correlation value can be computed by dividing equa-
tion (2.3) by the standard deviation in each input spectrum.
We have chosen a pixel size for the combined spectra to give roughly 3 pixels/resolution
element. We note, however, that the 1/N factor in equation (2.3) implies that the value of
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the correlation will be insensitive to pixel size so long as the spectrum is well sampled. The
increase in the sum created by using a larger number of smaller pixels will be offset by the
increase in N so long as there are & 2 pixels/resolution element. Using pixels larger than
the spectral resolution will introduce smoothing effects (see §2.4).
In order to assess the coherence of absorbing structures across adjacent sightlines, we
compute the cross-correlation of transmitted flux in the Lyα forest in the spectra of our
quasar pairs. As a reference, we also determine the autocorrelation, ξ(0,∆v‖), along lines
of sight toward individual objects. At these high redshifts, H i Lyα absorption will strongly
dominate over contaminating absorption from lower-redshift metals such as C iv and Mg ii.
The correlation functions should therefore accurately reflect the distribution of neutral hy-
drogen to within the present measurement errors. All correlations are computed in single-
pixel steps, which are 20 km s−1 for the ESI data. Figure 2.5 displays the autocorrelation
function for each quasar along with the cross-correlation functions between adjacent sight-
lines. Both in the case of Q1422/Q1424 and Q1439A/B, a clear peak in the cross-correlation
at zero lag indicates a genuine similarity between sightlines.
Undulations in the correlation functions arising from the chance superposition of unre-
lated lines constitute the dominant source of uncertainty in the peak values (see discussion
on photon noise below). Pixel-to-pixel variations in the correlations are themselves clearly
correlated. We find, however, that the overall distributions of values away from the central
peaks are very nearly Gaussian. We therefore take the standard deviation of pixels in the
“noise” region, which we define to be where 2000 km s−1 ≤ |∆v‖| ≤ 18000 km s−1, as
the 1σ error in a correlation peak value. In this region we expect no underlying signal,
however the correlation is still computed from at least half of the available pixels. Since the
sum in equation (2.3) is computed over fewer pixels as the velocity lag increases, yet the
factor 1/N remains constant, the amplitude of the noise features will tend to diminish as√
npix(∆v‖), where npix(∆v‖) is the number of pixels included in the sum in equation (2.3)
at lag ∆v‖. Therefore, in order to match the amplitude of the noise at ∆v‖ = 0, we multi-
ply the correlation at each lag by a scale factor s before computing the standard deviation,
where
s =
√
npix(0)
npix(∆v‖)
=
√
N
N −∆v‖/δvpix
. (2.5)
For the range in velocity lag defined above this is a modest correction. Including only lags
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Figure 2.5 Flux correlation functions computed from the Lyα forest plotted vs. longitudinal
velocity lag. Top four panels: Autocorrelation functions for Q1422 (top left), Q1424 (middle
left), Q1439A (top right), and Q1439B (middle right). Negative velocity lags have been
included for consistency. Bottom panels: Cross-Correlation functions for Q1422/Q1424
(bottom left) and Q1439A/B (bottom right).
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Table 2.2. Lyα Forest Cross-Correlation Values
QSO Pair ∆θa zLyα
b ∆lc ∆v⊥
d ξ(∆θ, 0)
h−170 proper kpc km s
−1 Un-normalizede Normalizedf
Q1422/Q1424 38.′′5 2.965− 3.466 283− 298 97.8 0.0358± 0.0049 0.412± 0.057
Q1439A/B 33.′′4 3.496− 4.075 230− 245 96.3 0.0296± 0.0057 0.319± 0.062
aAngular separation of the QSO pair.
bRedshift interval used in computing the correlation values for the Lyα forest.
cLinear separation between the lines of sight for the given redshift interval, computed for Ωm = 0.3,
ΩΛ = 0.7, and H0 = 70 km s
−1 Mpc−1.
dTransverse velocity separation between the lines of sight for our adopted cosmology at the mean redshift
in the given interval.
eCross-Correlation at zero lag computed from equation (2.3).
fCross-Correlation at zero lag computed from equation (2.3) divided by the standard deviation of the Lyα
forest flux in each input spectrum.
where at least half of the ∼ 1800 Lyα pixels in each spectrum overlap limits s to at most
√
2. For the range in velocity lag shown in Figure 2.5, s < 1.2.
Our results for the cross-correlations are summarized in Table 2.2. Using the above
estimate for the error, the peak in the cross-correlation for Q1422/Q1424 (Q1439A/B) is
significant at the 7σ (5σ) level. This strongly suggests coherence in the absorbing structures
on the scale of the 230 − 300 h−170 proper kpc transverse separation between sightlines.
The marginal consistency of the peak values with one another likely reflects the similarity
in sightline separation and redshift for the two quasar pairs. The zero-lag values of the
autocorrelations, which give the variance in the flux for these sections of the Lyα forest,
are 0.0950 for Q1422, 0.0796 for Q1424, 0.0862 for Q1439A, and 0.1000 for Q1439B. Thus,
the normalized cross-correlation peaks are 41.2 ± 5.7% for Q1422/Q1424 and 31.9 ± 6.2%
for Q1439A/B.
2.3.2 Flux Distributions
The flux cross-correlations demonstrate that at least some Lyα absorbers span the separa-
tion between our paired lines of sight. It does not, however, indicate whether the similarity
between sightlines depends on the strength of the absorber. The crowded nature of the
22
Lyα forest at z ∼ 4, together with the present spectral resolution, greatly inhibits a study
of individual lines. We are, however, able to look at the agreement between absorption
features on a pixel-by-pixel basis.
Our goal is to determine whether the similarity in flux between paired spectra depends
on the amount of absorption for an individual pixel. First, we first select those Lyα forest
pixels in one spectrum (Q1422 or Q1439A) whose flux falls within a specified range. We
then identify the pixels in the companion spectrum with matching wavelengths and compute
their flux distribution. Comparing the distribution in this subsample to that in all Lyα
forest pixels in the companion spectrum allows us to evaluate whether there exists an
overabundance of pixels in the specified flux range relative to that expected on random
chance.
The results for Q1422/Q1424 and Q1439A/B are shown in Figures 2.6 and 2.7, respec-
tively. Each panel shows the normalized distribution of Q1424 or Q1439B pixels in the indi-
cated subsample along with the distribution of all Lyα forest pixels in that spectrum. The
range of flux in Q1422 or Q1439A for each subsample is chosen to be significantly larger than
the typical flux uncertainty. In each case, we compute the two-sided Kolmogorov-Smirnov
statistic, which is the maximum difference between the cumulative fractions of pixels in the
subsample and of all pixels in the forest, along with the associated likelihood of randomly
obtaining a smaller statistic than the one observed. The number of pixels in each subsample
is also shown.
The clearest results occur at extreme levels of absorption. Pixels in Q1422 (Q1439A)
either near saturation, F < 0.2, or near the continuum, F > 0.8, tend to strongly coincide
with pixels of similar flux in Q1424 (Q1439B). Intermediate flux pixels appear to be less
strictly matched, with the exception of pixels in Q1422 with 0.4 < F < 0.6. For certain
subsamples, namely 0.6 < F < 0.8 in Q1422 and 0.4 < F < 0.6 in Q1439A, the distribution
of fluxes in the companion spectrum is consistent with a random selection. This seems to
confirm the visual appraisal that strong absorbers and regions relatively free of absorbing
material tend to span adjacent lines of sight more readily than do absorbers of intermediate
strength.
While each sample includes enough pixels to produce a statistically significant result, a
few caveats are worth considering. Systematic errors in continuum fitting might artificially
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Figure 2.6 Distributions of continuum-normalized pixel fluxes in the Lyα region of Q1424 as
a function of the flux in Q1422. Unshaded histograms show the flux probability distribution
for the subsample of pixels in Q1424 corresponding in wavelength to those pixels in Q1422
that have fluxes in the indicated range. Shaded histograms show the probability distribution
for all Q1424 pixels in the Lyα region. For each range of flux in Q1422, the two-sided
Kolmogorov-Smirnov statistic for the subsample and full sample of Q1424 flux values is
presented along with the associated likelihood, expressed as a percent, of obtaining a higher
value if the the two samples were drawn from the same distribution. The number of pixels
in each subsample is given in parentheses. The full sample contains 1783 pixels.
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Figure 2.7 Same as Figure 2.6, here for pixel fluxes in the Lyα region of Q1439B as a
function of the flux in Q1439A. The full sample contains 1793 pixels.
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create clusters of pixels with low absorption near the same wavelength in pairs of spectra.
Similarly, errors in sky-subtraction that are repeated between spectra might create false
coincidences of pixels near zero flux. Multiple independent continuum fits resulted in typ-
ical differences of ∼ 10% in flux on scales of ∼ 100 A˚. We likewise find no evidence for
large systematic errors in the sky subtraction. Given that the resulting uncertainties are
significantly smaller than the range in flux used to define a subsample in Figures 2.6 & 2.7,
these effects should only be a minor concern.
We stress that comparing transmitted fluxes does not strictly yield a clear physical
interpretation. Pixels of intermediate flux commonly occur along the wings of strong fea-
tures. They will therefore tend to cluster less readily than pixels near the continuum or
near saturation, especially if the strong lines shift in velocity between spectra. Moreover,
agreement in flux does not necessarily indicate agreement in optical depth. Since trans-
mitted flux decreases exponentially with optical depth, τ , the difference in flux for a given
fractional change in τ will depend on the value of τ itself. For a small characteristic change
between sightlines, ∆τ/τ ≪ 1, the greatest scatter in flux is expected for τ ∼ 1, with the
scatter decreasing as τ → 0 or as τ → ∞. It is, therefore, unclear whether the enhanced
agreement in flux among pixels with flux near the continuum or near saturation indicates
that the corresponding gas is more homogeneous on these scales than the gas giving rise to
intermediate absorption features. More specific insights may be drawn by comparing our
measured flux distributions to those derived from numerical simulations.
2.4 Effects of Photon Noise and Instrumental Resolution
Comparing the longitudinal and transverse flux correlation functions (or power spectra,
equivalently) in the Lyα forest has been been explored by several authors as a means
of measuring the cosmological geometry via the Alcock-Paczyn´ski test. This application
primarily requires a sample of sightlines large enough to overcome cosmic variance. Some
question remains, however, regarding the dependence of the correlation functions on data
characteristics such as signal-to-noise ratio and resolution. It is particularly important to
know to what extent the autocorrelation measures the physical correlation length along the
line of sight rather than the instrumental resolution. For additional discussion on the effects
of spectral characteristics see, e.g., Lin & Norman (2002) and Croft et al. (1998).
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In the preceding analysis we assumed that the chance alignment of unrelated absorption
features dominated over photon noise in producing uncertainty in the flux correlations.
To justify this, we recomputed the autocorrelation for the ESI spectrum of Q1422 after
adding increasing levels of Gaussian random noise. The results appear nearly identical
for S/N & 10 per resolution element (Figure 2.8). A spike at ∆v‖ = 0 appears in the
autocorrelation function as the S/N decreases because the variance in the noise becomes
comparable to the intrinsic variance in the absorption features. No such jump is expected
to occur, however, in the cross-correlation since the photon noise in the two spectra should
be uncorrelated. Large sets of moderate S/N spectra may therefore be more useful than
smaller sets of high S/N for this type of work.
To address the effects of spectral resolution on the autocorrelation we have synthesized
moderate- and low-resolution spectra from a high-quality Keck HIRES spectrum of Q1422
(resolution FWHM = 4.4 km s−1). In each test case we first tune the spectral resolution by
convolving the HIRES data with a Gaussian kernel and then compute the resulting auto-
correlation function. The results for spectra with resolution FWHM = 4.4 (unsmoothed),
15, 55, and 200 km s−1 are plotted in Figure 2.9. Very little difference exists between the
autocorrelation functions computed from the unsmoothed HIRES data and from the data
smoothed to FWHM = 15 km s−1. Thus, we may conclude that the correlation in the
unsmoothed HIRES data is an accurate measure of the intrinsic correlation in the Lyα for-
est (subject to cosmic variance and redshift-space distortions). The Lyα lines are already
smoothed by their thermal width and easily resolved with HIRES. However, when the spec-
trum is degraded to FWHM = 55 km s−1, similar to ESI data, the autocorrelation is clearly
broadened and diminished in amplitude. (We note that the autocorrelation measured from
this “synthetic” ESI spectrum is nearly identical to that computed from the real ESI data.)
At even lower resolution, comparable to Keck/LRIS or VLT/FORS2, the spectral resolution
dominates over the intrinsic correlation length.
As the spectral resolution decreases, the peak of the autocorrelation also incorporates
more of the outlying noise (random undulations in the correlation function at ∆v ≫ 0).
At large velocity lags (∆v‖ ≫ 200 km s−1), disagreement between the high-resolution and
low-resolution cases may be due in part to these noise features. Better agreement may
result when the correlation function is averaged over many sightlines.
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Figure 2.8 The effects of photon noise on the shape of the autocorrelation function. The
solid line shows the autocorrelation computed from our original ESI spectrum of Q1422
(FWHM = 55 km s−1, S/N = 150 per resolution element). Additional lines show the
autocorrelation recomputed after adding random Gaussian noise to the original spectrum
such that the resulting S/N per resolution element is 20 (dash-dotted line), 10 (dashed
line), and 5 (dotted line). Autocorrelation functions were computed in longitudinal velocity
lag steps of 20 km s−1. The spike at ∆v‖ = 0 reflects only a single point for each curve.
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Figure 2.9 The effects of spectral resolution on the shape of the autocorrelation function.
The solid line shows the autocorrelation computed from our original HIRES spectrum of
Q1422 (FWHM = 4.4 km s−1). Additional lines show the autocorrelation recomputed after
smoothing the HIRES data to a spectral resolution FWHM of 15 km s−1 (dash-dotted line),
55 km s−1 (dashed line), and 200 km s−1 (dotted line).
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A more subtle issue is how spectral resolution affects the agreement between autocor-
relation and cross-correlation functions. To address this, we degraded the resolution of our
ESI data to mimic observations using a lower resolution instrument (FWHM = 200 km s−1)
and then recomputed the correlations. Figure 2.10 contrasts the results from the original
spectra with those from the smoothed versions. In each case we plot the autocorrelation
functions computed from single sightlines and overplot the peak of the corresponding cross-
correlation at a velocity lag equal to the transverse velocity separation between the lines of
sight (∆v⊥ = 98 km s
−1 for Q1422/Q1424, ∆v⊥ = 96 km s
−1 for Q1439A/B for the case of
Ωm = 0.3, ΩΛ = 0.7, and H0 = 70 km s
−1 Mpc−1).
The differences shown in Figure 2.10 between the ESI and low-resolution cases suggest
a significant dependence on spectral resolution. At ESI resolution the concordance between
auto- and cross-correlations appears to be very good for both pairs of sightlines. At low res-
olution, however, the peaks of the cross-correlation functions fall well below the values of the
autocorrelation functions at the same total velocity separation. While part of this effect may
be due to noise in the correlations, the general dependence on resolution can be understood
in regions where the intrinsic correlation function is non-linear on scales smaller than the
width of the smoothing kernel. (This includes the region around the peak at zero lag, since
the correlation is expected to be symmetric about ∆v‖ = 0.) Convolving the input spectra
with a smoothing kernel produces a correlation function that has been convolved twice with
the same kernel, once for each spectrum. The resulting un-normalized autocorrelation func-
tion may therefore be higher or lower at a particular velocity lag, depending on the shape
of the correlation function at that point. Since the peak of the cross-correlation function is
already a maximum, however, it can only decrease as a result of smoothing (apart from the
effects of noise). Thus, if we adjust our cosmology such that, at high spectral resolution,
the composite cross-correlation function built up from pairs at many different separations
agrees with the mean autocorrelation function (ignoring redshift-space distortions), this
agreement may not hold with low-resolution data. Spectral resolution must therefore be
considered carefully when performing this type of comparison, for example by referring to
artificial spectra drawn from numerical simulations of large-scale structure.
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Figure 2.10 The relative effects of spectral resolution on auto- and cross-correlations. Top
panels: Autocorrelation functions computed from the Lyα regions in the indicated un-
smoothed ESI spectra (FWHM = 55 km s−1) (solid and dotted lines) overlaid with the peak
value of the cross-correlation computed between those spectra (filled circles). The peak of
the cross-correlation is plotted at a velocity lag equal to the transverse separation between
the two lines of sight for the case of Ωm = 0.3, ΩΛ = 0.7, and H0 = 70 km s
−1 Mpc−1.
Bottom panels: Same as the top panels, here after smoothing the ESI spectra to a resolution
of 200 km s−1.
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2.5 Metal Systems
Previous studies using quasar pairs and multiply-imaged lensed quasars have demonstrated
spatial coherence in metal systems over a variety of length scales. Differences between
metal systems in narrowly-separated lines of sight suggest that the absorbers giving rise
to individual lines seen in high-resolution spectra span at most a few kiloparsecs, both for
high-ionization systems seen in C iv and for low-ionization systems seen in Mg ii(Lopez
et al. 1999; Petitjean et al. 2000; Rauch et al. 2001a, 2002; Churchill et al. 2003; Tzanavaris
& Carswell 2003; Ellison et al. 2004). However, these absorbers may be part of larger
structures extending & 20 h−170 kpc (Smette et al. 1995) and even & 100 h
−1
70 kpc for highly
ionized material (Petitjean et al. 1998; Lopez et al. 1999, 2000).
The present data afford us a unique opportunity to probe the coherence of metal systems
on scales of ∼ 300 h−170 proper kpc. Unfortunately, modest signal-to-noise and significant
contamination from skylines in the red part of our spectra greatly limit our sensitivity and
hinder completeness estimates. Our detections are limited to relatively strong lines and
lines that fall in regions of unusually high S/N .
Line lists for Q1424, Q1439A, and Q1439B are presented in Tables 2.3, 2.4, and 2.5,
respectively. In the following sections we briefly comment on some of the more interesting
systems. Results for Q1422 are presented in detail elsewhere (Rauch et al. 2001a; Bechtold
& Yee 1995; Petry et al. 1998). For each line we measure the wavelength centroid and
equivalent width. Weighted mean redshifts are given where multiple lines are measured for
a single ion. In the case of blended lines we attempt to alleviate the overlap by fitting Voigt
profiles to any unblended transitions of the same ions using VPFIT and then dividing by the
inferred model profiles. This typically allows us to obtain values for at least the strongest
blended components.
2.5.1 Q1424+2255
Strong associated broad absorption lines (BALs) at z = 3.62 are seen in C iv and N v along
with weaker associated absorption in Si iv (although the Si iv appears affected by skyline
contamination). Isolated components of C iv and N v appear up to 1000 km s−1 blueward
of the BAL. These suggest small pockets of outflowing material moving at a higher velocity
than the material responsible for the bulk of the broad absorption. C iv is also seen at
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Table 2.3. Q1424+2255 Metal Systems
λobs Line ID zobs
a Wrest
(A˚) (A˚)
Intervening
5692.34± 0.12 Si iv λ1394 3.08417± 0.00009 0.29± 0.02
6323.34± 0.14 C iv λ1548 3.08433± 0.00007 0.50± 0.03
6333.93± 0.17 C iv λ1550 3.08433± 0.00007 0.37± 0.03
Associated
5704.76± 0.08 N v λ1239 3.60499± 0.00007 0.34± 0.01
5709.70± 0.11 N v λ1239 3.60898± 0.00009 0.11± 0.01
5724.81± 0.08 N v λ1239 3.62118± 0.00005 0.96± 0.02
5743.22± 0.09 N v λ1243 3.62118± 0.00005 0.75± 0.02
6437.34± 0.17 Si iv λ1394 3.61865± 0.00009 0.24± 0.03
6478.79± 0.21 Si iv λ1403 3.61865± 0.00009 0.16± 0.02
7129.64± 0.08 C iv λ1548 3.60511± 0.00005b 0.36± 0.01
7135.69± 0.16 C iv λ1548 3.60902± 0.00010 0.10± 0.01
7141.28± 0.08 C iv λ1550 3.60511± 0.00005b . 0.37c
7144.70± 0.13 C iv λ1548 3.61484± 0.00008 0.08± 0.01
7153.99± 0.07 C iv λ1548 3.62085± 0.00004 1.82± 0.03
7165.96± 0.11 C iv λ1550 3.62085± 0.00004 1.44± 0.06
aWeighted mean redshift from all available transitions.
bC iv doublet redshift computed from the λ1548 line only.
c3σ upper limit (possible blend).
z = 3.62 toward Q1422A. (Rauch et al. 2001a). Since the absorption is associated with the
quasar in both cases, however, these features are unlikely to be related.
An intervening C iv system appears at z = 3.084. We additionally identify the line at
5692.3 A˚ to be Si iv λ1394 at the same redshift, where Si iv λ1403 is blended with N v
λ1239 at z = 3.621. A C iv complex with possible Si iv appears at z = 3.090 toward
both the A and C images of Q1422 (Rauch et al. 2001a; Boksenberg et al. 2003), implying
a transverse size & 290 h−170 proper kpc for a single structure spanning all three lines of
sight. Figure 2.11 shows the C iv absorption at this redshift in Q1424 and Q1422. The
systems are narrowly separated along the line of sight, with ∆v ≈ 440 km s−1. However,
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Boksenberg et al. (2003) find ∼ 25 C iv systems per unit redshift at z = 3 for systems with
total column density Nsyst(C IV) > 10
12 cm−2. This translates to a typical spacing between
systems of only ∼ 3000 km s−1. It is therefore reasonable to suspect that this superposition
of relatively modest C iv absorbers toward Q1422 and Q1424 occurs by chance. Significant
H i absorption occurs along both lines of sight in the velocity interval spanned by these
systems, though this may be due to the crowded state of the Lyα forest at z ∼ 3.
2.5.2 Q1439−0034A & B
Two broad C iv complexes at z ≈ 3.4 form the most conspicuous metal absorption features
in the spectrum of Q1439B (Figure 2.12). The systems are separated by 1700 km s−1, and
each has a velocity width of ∼ 400 km s−1. Neither complex is observed toward Q1439A.
The individual components are unlikely to be resolved with ESI. However, we can place a
lower limit on the column density of these systems by assuming that the weaker transition
(C iv λ1551) falls on the linear part of the curve-of-growth. In that case, the column density,
Nsyst, is related to rest equivalent with, Wrest, as
Wrest =
pie2
mec2
fλ20Nsyst , (2.6)
for a transition with rest wavelength λ0 and oscillator strength f . For the lower-equivalent
width system (zabs = 3.402, Wrest(1551) ≈ 1.1 A˚), this gives Nsyst(C IV) & 5×1014 cm−2. If
we adopt a power-law column density distribution d2N/dNsystdz ∝ N−βsyst, where N is the
number of systems, then we would expect . 0.6 systems per unit redshift in this column
density range based on the above Boksenberg et al. (2003) results and adopting their value
of β = 1.6. The narrow redshift spacing of these two systems (∆z = 0.025) therefore
strongly suggests that they are related. One explanation is that the absorption complexes
arise from two sides of an intervening galactic outflow. Alternatively, the high levels of H i
absorption seen at both C iv redshifts may indicate a pair of galaxy halos.
Mg ii + Fe ii systems appear toward both Q1439 A and B at z ≈ 1.68, separated between
spectra by 410 km s−1 along the line of sight (Figure 2.13). From Churchill et al. (1999),
the number of Mg ii systems per unit redshift with rest equivalent widthWrest(2796) > 0.02
A˚ is expected to be ≈ 2.7. The probability of randomly finding a system within this velocity
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Figure 2.11 Top three panels: Continuum-normalized ESI spectrum of Q1422 (histogram)
showing the C iv and H i absorption for the system at z = 3.0902 reported by Rauch
et al. (2001a). The continuous lines show the Voigt profile fits computed from HIRES data
where the profiles have been smoothed to ESI resolution. Bottom three panels: Continuum-
normalized ESI spectrum of Q1424 (histogram) showing the C iv and H i absorption for
the system measured herein at z = 3.0843. The continuous lines show Voigt profile fits
computed from the ESI data. All components in both spectra are placed on a common
velocity scale in order to demonstrate the longitudinal velocity separation between these
systems.
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Figure 2.12 Top three panels: Continuum-normalized ESI spectrum of Q1439A (histogram)
covering the C iv and H i regions near z = 3.4. The continuous lines in the top two panels
demonstrate the absence of C iv over this interval. Bottom three panels: Continuum-
normalized spectrum of Q1439B (histogram) showing the C iv and H i absorption for the
systems at z = 3.3948 and z = 3.4202. The continuous lines show the Voigt profile fits
to the C iv absorption. Several of the C iv λ1548 pixels near 850 km s−1 in this plot are
heavily affected by skylines and have been excluded from the fit. All components in both
spectra are placed on a common velocity scale in order to demonstrate the longitudinal
velocity separation between these systems.
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Table 2.4. Q1439−0034A Metal Systems
λobs Line ID zobs
a Wrest
(A˚) (A˚)
6393.06± 0.10 Fe ii λ2383 1.68304± 0.00004 0.07± 0.01
7502.82± 0.12 Mg ii λ2796 1.68305± 0.00004 0.18± 0.02
7521.87± 0.19 Mg ii λ2804 1.68305± 0.00004 0.10± 0.02
9134.29± 0.14 Mg ii λ2796 2.26645± 0.00004 0.30± 0.03
9157.37± 0.18 Mg ii λ2804 2.26645± 0.00004 0.32± 0.04
aWeighted mean redshift from all available transitions.
separation is therefore ∼ 0.02, or a factor of three lower if we restrict ourselves to strong
(Wrest(2796) > 0.3) systems (Steidel & Sargent 1992). Thus, there is a high likelihood that
these systems are related. Both Mg ii and Fe ii appear stronger toward B than toward
A, with a factor of seven difference between sightlines in the equivalent widths of Mg ii
λ2804 and Fe ii λ2384. These features may arise either from a single absorber spanning the
280 h−170 proper kpc between sightlines or from a pair of clustered objects. Two additional
strong Mg ii systems appear along only a single sightline, one toward A at z = 2.266 and
another toward B at z = 1.399.
Q1439B is a BAL quasar showing high levels of associated absorption in C iv and N v.
We identify the O i absorption reported by Fukugita et al. (2004) as the strong C iv systems
at z ≈ 3.4 mentioned above. No strong associated absorption is seen for Q1439A. As noted
by Fukugita et al. (2004), the difference in associated absorption features supports the
hypothesis that Q1439 A and B are a true binary and not a lensed pair.
2.6 Conclusions
We have analyzed the transverse properties of the Lyα forest at 3.0 . z . 4.1 on scales
of ∼ 1 h−170 c˜omoving Mpc (230 − 300 h−170 proper kpc) toward the z ≈ 3.63 quasar pair
Q1422+2309A/Q1424+2255 and the z ≈ 4.25 pair Q1439−0034A/B. Strong peaks at zero
velocity lag in the flux cross-correlations between paired sightlines indicate coherence in
the H i absorbers on these scales. The crowded nature of the Lyα forest at these redshifts
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Table 2.5. Q1439−0034B Metal Systems
λobs Line ID zobs
a Wrest
(A˚) (A˚)
Intervening
6402.03± 0.06 Fe ii λ2382 1.68680± 0.00002 0.51± 0.01
6602.02± 0.13 C iv λ1548 3.26419± 0.00006 0.15± 0.02
6612.57± 0.14 C iv λ1551 3.26419± 0.00006 0.13± 0.02
6704.31± 0.11 C iv λ1548 3.33041± 0.00006 0.14± 0.02
6707.40± 0.06 Mg ii λ2796 1.39863± 0.00002 1.18± 0.03
6709.91± 0.11 Si ii λ1527 3.39502± 0.00007 0.17± 0.02
6715.59± 0.19 C iv λ1551 3.33041± 0.00006 0.09± 0.02
6724.68± 0.07 Mg ii λ2804 1.39863± 0.00002 0.91± 0.03
6804.02± 0.07 C iv λ1548 3.39476± 0.00003 1.48± 0.02
6815.18± 0.08 C iv λ1551 3.39476± 0.00003 1.09± 0.02
6843.29± 0.06 C iv λ1548 3.42022± 0.00003 1.58± 0.04
6854.89± 0.06 C iv λ1551 3.42022± 0.00003 1.25± 0.02
6949.75± 0.20 Fe ii λ2587 1.68680± 0.00002 0.26± 0.05
6986.15± 0.08 Fe ii λ2600 1.68680± 0.00002 0.50± 0.02
7387.85± 0.14 C iv λ1548 3.77191± 0.00007 0.18± 0.02
7400.22± 0.19 C iv λ1551 3.77191± 0.00007 0.09± 0.02
7513.04± 0.08 Mg ii λ2796 1.68673± 0.00003b 0.70± 0.03
7532.51± 0.15 Mg ii λ2804 1.68673± 0.00003b 0.68± 0.13
Associated
6502.00± 0.09 N v λ1239 4.24877± 0.00005 1.62± 0.05
6523.45± 0.08 N v λ1243 4.24877± 0.00005 1.31± 0.02
8125.49± 0.04 C iv λ1548 4.24847± 0.00002 1.94± 0.01
8139.44± 0.04 C iv λ1551 4.24847± 0.00002 1.68± 0.01
aWeighted mean redshift from all available transitions.
bMg ii doublet redshift computed from the λ2796 line only.
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Figure 2.13 Top three panels: Continuum-normalized spectrum of Q1439A (histogram)
showing the Mg ii and Fe ii absorption for the system at z = 1.6831. The continuous lines
show Voigt profile fits. Bottom three panels: Same as the top panels, here for the system at
z = 1.6867 in Q1439B. Several of the Mg ii λ2804 pixels in Q1439B near 200 km s−1 in this
plot are heavily affected by skylines and have been excluded from the fit. All components in
both spectra are placed on a common velocity scale in order to demonstrate the longitudinal
velocity separation between these systems.
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restricts a line-by-line comparison. A statistical approach, however, suggests that the flux
in paired spectra tends to be most similar in regions of either very strong or very weak
absorption. The similarities at flux levels near the continuum are consistent with the large
sizes of voids and low-density gaseous filaments and sheets expected to comprise much of
the intergalactic medium. The more surprising similarities at low flux levels may simply
reflect the limited dynamic range of transmitted flux in distinguishing among regions of
high optical depth (τ ≫ 1). Larger differences in flux found at intermediate flux levels
may relate to the increased scatter in flux naturally expected for optical depths near unity,
and also to the fact that flux differences along the wings of strong lines will be sensitive to
bulk velocity shifts between sightlines. Despite the difficulty in producing a clear physical
interpretation from the data alone, both the correlation and flux statistics should provide
a useful resource for comparison with numerical simulations.
In order to assess the dependence of the correlation functions on photon noise and
spectral resolution we have employed high-quality ESI and HIRES spectra of Q1422. Adding
photon noise has very little effect for S/N & 10 per resolution element except to introduce
a spike in the autocorrelation at zero lag. Increasing the resolution FWHM increases the
velocity width of the autocorrelation and decreases its amplitude, as expected. These
effects may occur unevenly, however, due to the incorporation of noise features as the
peak broadens. We further tested the effects of resolution on the relative amplitudes of
the autocorrelation and cross-correlation by degrading the resolution of our ESI spectra to
match that of a low-resolution spectrograph such as Keck/LRIS or VLT/FORS2. For both
pairs, the cross-correlation and autocorrelations agree well for our adopted cosmology when
the correlations are computed from the original ESI data. Smoothing the spectra, however,
substantially reduces the cross-correlation with respect to the autocorrelations. This will
typically occur at any velocity lag where the intrinsic correlation function is non-linear on
scales smaller than the width of the smoothing kernel. Cosmological tests making use of
the Lyα forest correlation length should take this effect into account.
Finally, we present an inventory of metal lines in Q1424, Q1439A, and Q1439B in the
appendix. The most noteworthy features are a pair of strong C iv complexes at z ≈ 3.4
appearing only toward Q1439B. Given their large equivalent widths, the relatively small
separation between these systems suggests that they are related, possibly arising from sep-
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arate galaxy halos or two sides of a galactic outflow. Low-ionization systems containing
Mg ii and Fe ii appear at z ≈ 1.68 in Q1439 A and B separated by 410 km s−1. These
may either represent a single, extended structure (∆l & 280 h−170 proper kpc) or separate,
clustered absorbers. A C iv system appears toward Q1424 at z = 3.084, within 440 km s−1
of a known C iv system toward Q1422. A single absorber responsible for both systems
would have a transverse size & 290 h−170 proper kpc. The number density of weak C iv
systems at this redshift, however, suggests that these lines may instead result from chance
superposition.
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Chapter 3
Discovery of excess O i absorption towards the
z = 6.42 QSO SDSS J1148+52511
Abstract
We present a search for O i in the spectra of nine 4.9 ≤ zQSO ≤ 6.4 QSOs taken with
Keck/HIRES. We detect six systems with NO I > 10
13.7 cm−2 in the redshift intervals where
O i λ1302 falls redward of the Lyα forest. Four of these lie towards SDSS J1148+5251
(zQSO = 6.42). This imbalance is unlikely to arise from variations in sensitivity among
our data or from a statistical fluctuation. The excess O i occurs over a redshift interval
that also contains transmission in Lyα and Lyβ. Therefore, if these O i systems represent
pockets of neutral gas, then they must occur within or near regions of the IGM that are
highly ionized. In contrast, no O i is detected towards SDSS J1030+0524 (zQSO = 6.30),
whose spectrum shows complete absorption in Lyα and Lyβ over ∆z ∼ 0.2. Assuming
no ionization corrections, we measure mean abundance ratios 〈[O/Si]〉 = −0.04 ± 0.06,
〈[C/O]〉 = −0.31 ± 0.09, and 〈[C/Si]〉 = −0.34 ± 0.07 (2σ), which are consistent with
enrichment dominated by Type II supernovae. The O/Si ratio limits the fraction of silicon
in these systems contributed by metal-free very massive stars to . 30%, a result which is
insensitive to ionization corrections. The ionic comoving mass densities along the zQSO > 6.2
sightlines, including only the detected systems, are ΩO I = (7.0 ± 0.6) × 10−8, ΩSi II =
(9.6± 0.9)× 10−9, and ΩC II = (1.5± 0.2)× 10−8.
1Originally published in The Astrophysical Journal, v. 640, p. 69; written with W. L. W. Sargent,
M. Rauch, and R. A. Simcoe (Copyright 2006, The American Astronomical Society)
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3.1 Introduction
The state of the intergalactic medium (IGM) at redshift z ∼ 6 remains under considerable
debate. Significant transmitted flux in the Lyα forest at z ∼ 5.7 means that the IGM
must have been highly ionized by at least ∼ 1 Gyr after the Big Bang (Becker et al. 2001;
Djorgovski et al. 2001; Fan et al. 2001, 2004). Each of the four known QSOs at zQSO ≥ 6.2
show Gunn-Peterson troughs (Gunn & Peterson 1965) over at least a narrow redshift interval
(Becker et al. 2001; Pentericci et al. 2002; Fan et al. 2001, 2003, 2004; White et al. 2003).
This complete lack of transmitted flux has been interpreted as an indication that the tail end
of cosmic reionization may extend to z ∼ 6. Songaila (2004), however, found the evolution
of transmitted flux over 2 < z < 6.3 to be consistent with a smoothly decreasing ionization
rate and not indicative of a sudden jump in the Lyα optical depth at z ∼ 6.
Significant variations in the fraction of transmitted flux are common among sightlines at
the same redshift (Songaila 2004). While the spectrum of SDSS J1030+0524 (zQSO = 6.30)
shows complete absorption in Lyα and Lyβ over a redshift interval ∆z ≈ 0.2 (White et al.
2003), transmitted flux appears over the same redshifts in the Lyα, Lyβ, and Lyγ forests
of SDSS J1148+5251 (zQSO = 6.42) (White et al. 2005; Oh & Furlanetto 2005). Either
the IGM is highly ionized everywhere at z ∼ 6.3 and long stretches of complete absorption
are the result of line blending, or the neutral fraction of the IGM is patchy on large scales.
A patchy IGM could result from the clumpiness of the IGM and the clustering of ionizing
sources (Furlanetto & Oh 2005).
Studies of H i transmitted flux are ultimately hampered by the large optical depths
expected for even a small neutral fraction. The presence of a Gunn-Peterson trough can at
best constrain the volume- and mass-weighted H i neutral fractions to & 10−3 and & 10−2,
respectively (Fan et al. 2002). Alternative measurements are required to probe larger neutral
fractions. The non-evolution in the luminosity function of Lyα-emitting galaxies provides an
independent indication that the IGM at z ∼ 6.5 is highly ionized (e.g., Malhotra & Rhoads
2004; Stern et al. 2005), although Lyα photons may escape as a result of galactic winds
(Santos 2004) or from locally ionized bubbles created by clustered sources (Furlanetto et al.
2004a). In the future, observations of redshifted 21 cm emission/absorption should trace the
growth and evolution of ionized regions at z > 6, placing strong constraints on reionization
scenarios (e.g., Tozzi et al. 2000; Kassim et al. 2004; Carilli et al. 2004; Furlanetto et al.
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2004b).
A high neutral fraction must also have a measurable effect on metal absorption lines
(Oh 2002; Furlanetto & Loeb 2003). Overdense regions of the IGM should be the first
to become enriched, due to the presence of star-forming sources, yet the last to remain
ionized, due to the short recombination times (Oh 2002). Low-ionization metal species
should therefore produce numerous absorption features in the spectra of background objects
prior to reionization. A particularly good candidate is O i, which has an ionization potential
nearly identical to that of H i and a transition at 1302 A˚ that can be observed redward of
the Lyα forest. Oxygen and hydrogen will lock in charge-exchange equilibrium (Osterbrock
1989), which ensures that their neutral fractions will remain nearly equal,
fH I ≡ nH I
nH
≈ nO I
nO
. (3.1)
Despite the increased photo-ionization cross section of O i at higher energies, this relation-
ship is expected to hold over a wide range in fH I (Oh et al. 2005, in prep).
In this work, we present a search for O i in the spectra of nine 4.9 ≤ zQSO ≤ 6.4 QSOs.
This is the first time a set of zQSO > 5 spectra has been taken at high resolution (R =
45,000). Our sample includes three objects at zQSO > 6.2, where we might expect to see an
“O i forest” (Oh 2002). In §3.2 we describe the observations and data reduction. The results
of the O i search are detailed in §3.3. In §3.4 we demonstrate a significant overabundance
of O i systems towards the highest-redshift object, SDSS J1148+5251 (zQSO = 6.42), and
compare the overabundance to the number density of lower-redshift O i systems and other
absorbers with high H i column densities. Measurements of the relative metal abundances
for all the detected systems are described in §3.5. In §3.6 we discuss the significance of these
excess systems for the enrichment and ionization state of the IGM at z ∼ 6. Our results
are summarized in §3.7. Throughout this paper we assume Ω = 1, Ωm = 0.3, ΩΛ = 0.7, and
H0 = 70 km s
−1 Mpc−1.
3.2 The Data
Observations using the Keck HIRES spectrograph (Vogt et al. 1994) were made between
2003 February and 2005 June, with the bulk of the data acquired during 2005 January and
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Table 3.1. Summary of Observations for O i Search
QSO zQSO Dates ∆texp (hrs)
a
SDSS J2225−0014 4.87 2004 Jun 6.7b
SDSS J1204−0021 5.09 2005 Jan - Feb 6.7
SDSS J0915+4244 5.20 2005 Jan - Feb 10.8
SDSS J0231−0728 5.42 2005 Jan - Feb 10.0
SDSS J0836+0054 5.80 2003 Feb - 2005 Jan 21.7c
SDSS J0002+2550 5.82 2005 Jan - Jun 4.2
SDSS J1623+3112 6.22 2005 Jun 12.5
SDSS J1030+0524 6.30 2005 Feb 12.0
SDSS J1148+5251 6.42 2003 Feb - 2005 Feb 22.0d
aAll exposures were taken with the upgraded HIRES detector unless
otherwise noted.
bTaken with the old HIRES detector
c9.2 hrs taken with the old HIRES detector
d4.2 hrs taken with the old HIRES detector
February. Our QSO sample and the observations are summarized in Table 3.1. All except
the 2003 February data were taken with the upgraded HIRES detector. We used an 0.′′86
slit, which gives a velocity resolution FWHM of ∆v = 6.7 km s−1.
The continuum luminosities in our sample approach the practical detection limit of
HIRES. In addition, the spectral regions of interest for this work lie in the far red, where
skyline contamination and atmospheric absorption are major concerns. To address these
difficulties, the data were reduced using a custom set of IDL routines written by one of
us (GDB). This package uses optimal sky subtraction (Kelson 2003) to achieve Poisson-
limited residuals in the two-dimensional sky-subtracted frame. One-dimensional spectra
were extracted using optimal extraction (Horne 1986). Blueward of the Lyα emission line,
the continuum for these objects is highly obscured due to strong absorption from the Lyα
forest. Furthermore, single exposures were typically too faint to fit reliable continua even in
unabsorbed regions. Individual orders were therefore combined by first flux calibrating each
order using the response function derived from a standard star. The combined spectra were
continuum-fit by hand using a cubic spline. Standards stars were also to correct for telluric
absorption. Estimated residuals from continuum fitting (redward of Lyα) and atmospheric
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correction are typically within the flux uncertainties.
3.3 O i Search
3.3.1 Technique
At z > 5 it becomes increasingly difficult to identify individual Lyα lines due to the large
opacity in the Lyα forest. Therefore, candidate O i lines must be confirmed using other
ions at the same redshift. Si ii λ1260 and C ii λ1334 are the most useful for this purpose
since their rest wavelengths place them redward of the Lyα forest, at least over a limited
range in redshift. These transitions are also expected to be relatively strong over a range
in ionization conditions. At lower redshifts where Si ii λ1260 has entered the forest, we are
still sensitive to Si ii λ1304, although it is weaker than Si ii λ1260 by a factor of 7.
We searched for O i in each sightline over the redshift range between the quasar redshift
zQSO and the redshift zmin = (1 + zQSO)λα/λO I − 1, where O i enters the Lyα forest. To
identify a system, we required absorption at the same redshift in O i and either Si ii λ1260
or C ii λ1334, and that the line profiles for at least two of the ions be comparable. In
practice, Si ii λ1260 proved to be the best indicator over the lower-redshift end of each
sightline, since the signal-to-noise (S/N) ratio was typically better over that region of the
spectrum. At redshifts where Si ii λ1260 was lost in the forest we relied solely upon C ii
for confirmation. By chance, the two O i systems we identified using only C ii were also
strong enough to be detected in Si ii λ1304.
We identified six O i systems in total along our nine lines of sight. Their properties are
summarized in Table 3.2. Four of the six systems appear towards SDSS J1148+5251, and
we examine this potential overabundance in detail in §3.4. Voigt profiles were fitted using
the VPFIT package written, by R. Carswell. Due to line blending and the modest S/N
ratio over some regions of the data, it was often necessary to tie the redshift and/or Doppler
parameter of one ion to those of another whose profile was more clearly defined in order to
obtain a satisfactory fit. In practice, the resulting total column densities are very similar
to those obtained when all parameters are allowed to vary freely, as would be expected for
systems still on the linear part of the curve of growth. Comments on individual systems
are given below.
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Table 3.2. Measured Properties of O i Systems
Ion z b (km s−1) logN (cm−2)
SDSS J0231−0728: zsys = 5.3364
Si ii 5.333982± 0.000008 5.38± 0.58 12.786± 0.055
C iia 5.333982 5.38 13.584± 0.068
Si ii 5.335928± 0.000020 6.91± 1.33 12.514± 0.079
Si ii 5.336337± 0.000019 7.62± 1.60 12.978± 0.087
Si iib 5.336721 12.96 12.711± 0.135
O ia 5.335928 6.91 13.982± 0.086
O ia 5.336337 7.62 14.138± 0.129
O i 5.336721± 0.000072 12.96± 3.23 13.972± 0.143
C iia 5.335928 6.91 13.298± 0.077
C iia 5.336337 7.62 13.454± 0.119
C iib 5.336721 12.96 13.314± 0.138
Si ii 5.337841± 0.000014 10.89± 0.98 12.678± 0.040
Si ii 5.338474± 0.000043 11.71± 3.39 12.233± 0.098
Si ii 5.339301± 0.000016 10.44± 1.13 12.316± 0.063
C iia 5.337841 10.89 13.512± 0.051
C iia 5.338474 11.71 12.880± 0.161
C iia 5.339301 10.45 13.074± 0.097
Si iva 5.337841 10.89 12.848± 0.051
Si iva 5.338474 11.71 12.142± 0.192
Si iva 5.339301 10.44 12.950± 0.049
SDSS J1623+3112: zsys = 5.8408
O ic 5.836481± 0.000012 5.01± 0.59 14.376± 0.075
O ic 5.836806± 0.000017 4.44± 1.57 14.216± 0.111
Si iic 5.836423± 0.000029 3.63± 2.66 12.746± 0.182
Si iic 5.836799± 0.000060 10.82± 4.29 12.985± 0.124
Si iid 5.839938 6.37 13.279± 0.182
Si iid 5.840138 4.13 13.063± 0.340
Si iib 5.840456 6.92 12.931± 0.196
Si iib 5.840798 5.32 13.488± 0.060
Si iib 5.841113 7.33 13.271± 0.078
Si iib 5.841456 1.77 11.655± 1.018
Si iid 5.841780 6.23 12.854± 0.070
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Table 3.2 (cont’d)
Ion z b (km s−1) logN (cm−2)
O id 5.839938 6.37 14.214± 0.212
O id 5.840138 4.13 14.152± 0.242
O i 5.840456± 0.000032 6.92± 4.21 13.734± 0.206
O i 5.840798± 0.000014 5.32± 0.94 14.384± 0.084
O i 5.841113± 0.000025 7.33± 1.48 14.316± 0.073
O i 5.841456± 0.000014 1.77± 1.72 13.518± 0.150
O id 5.841780 6.23 13.793± 0.027
C ii 5.839938± 0.000055 6.37± 1.56 13.811± 0.231
C ii 5.840138± 0.000039 4.13± 2.50 13.955± 0.249
C iib 5.840456 6.92 13.431± 0.193
C iib 5.840798 5.32 13.771± 0.093
C iib 5.841113 7.33 13.316± 0.101
C ii 5.841780± 0.000007 6.23± 0.51 13.736± 0.055
SDSS J1148+5251: zsys = 6.0097
Si iib 6.009119 7.02 12.126± 0.592
Si iib 6.009290 3.36 12.770± 0.137
Si iib 6.009717 8.44 13.323± 0.037
Si iib 6.010070 4.94 12.331± 0.261
O i 6.009119± 0.000112 7.02± 3.18 13.593± 0.371
O i 6.009290± 0.000012 3.36± 1.28 14.071± 0.113
O i 6.009717± 0.000010 8.44± 0.96 14.487± 0.030
O i 6.010070± 0.000034 4.94± 1.60 13.516± 0.178
C iib 6.009119 7.02 13.180± 0.328
C iib 6.009290 3.36 13.281± 0.286
C iib 6.009717 8.44 14.013± 0.057
C iib 6.010070 4.94 13.044± 0.182
SDSS J1148+5251: zsys = 6.1293
C iic 6.127673± 0.000039 6.11± 3.03 12.916± 0.118
C iic 6.128589± 0.000037 8.08± 2.47 13.101± 0.092
Si iib 6.129267 6.51 13.273± 0.050
O i 6.129267± 0.000006 6.51± 0.49 14.606± 0.096
C iib 6.129267 6.51 13.744± 0.070
C iic 6.129885± 0.000017 2.21± 1.80 13.161± 0.186
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Table 3.2 (cont’d)
Ion z b (km s−1) logN (cm−2)
SDSS J1148+5251: zsys = 6.1968
Si ii 6.196787± 0.000014 7.82± 0.84 12.277± 0.044
O ia 6.196787 7.82 13.727± 0.061
C iia 6.196787 7.82 13.027± 0.072
SDSS J1148+5251: zsys = 6.2555
C iic 6.255234± 0.000131 12.13± 5.51 13.159± 0.229
Si ii 6.255496± 0.000004 4.30± 0.27 12.900± 0.040
O i 6.255465± 0.000015 5.08± 1.04 14.075± 0.087
C iia 6.255496 4.30 13.596± 0.114
aThe z- and b-values for this component were tied to those for
Si ii.
bThe z- and b-values for this component were tied to those for
O i.
cUnconfirmed component
dThe z- and b-values for this component were tied to those for
C ii.
SDSS J0231−0728: zsys = 5.3364 (Figure 3.1)
This system shows a central complex in O i, Si ii, and C ii that is best fit using three
components with a total velocity span of ∆v ≈ 38 km s−1. We measure the redshifts and b-
parameters of the bluest two central components from Si ii. The redshift and b-parameter for
the reddest central component are measured from O i, which is least affected by additional
lines towards the red. Leaving all parameters untied produces a two-component fit for
C ii, which is likely due to low S/N . However, the total column densities remain virtually
unchanged.
A single component at ∆v ≈ −115 km s−1 appears in Si ii and C ii but not in O i. Since
O i is more easily ionized than either Si ii or C ii (∆EO I = 13.6 eV, ∆ESi II = 16.3 eV,
∆EC II = 24.4 eV), this component probably arises from gas that is more highly ionized than
the gas producing the O i absorption. Three additional components appear redward of the
central O i complex. These are visible in Si ii, C ii, and Si iv and presumably correspond to
49
Figure 3.1 Absorption lines for the zsys = 5.3364 O i system towards SDSS J0231−0728.
Regions of the spectrum covering individual transitions have been shifted onto a common
velocity scale. The histogram shows the normalized flux. The solid line shows the best
Voigt profile fit. The dotted line shows the 1σ flux error.
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gas in a still higher ionization state. We use Si ii to constrain the redshift and b-parameters
for all the non-O i components, although fitting without tying any parameters produces
very similar results.
SDSS J1623+3112: zsys = 5.8408 (Figure 3.2)
This system shows multiple components with a total velocity span of ∆v ≈ 81 km s−1.
The Si ii is strong enough that the 1304 A˚ transition is clearly visible. Some additional
absorption occurs along the blue edge of the O i complex. Since no corresponding absorption
appears in C ii, however, this features is unlikely to be genuine O i. We use C ii to fix the
redshifts and b-parameters of the bluest two components and the reddest component for all
ions. The z and b values for the remaining components are tied to O i. The weakest C ii
component was automatically dropped by the fitting program. This should not, however,
have a significant impact on the summed C ii column density. No Si iv was detected down
to NSi IV > 10
13 cm−2.
A strong line appears at a velocity separation ∆v ≈ −180 km s−1 from the O i complex.
Weak absorption appears at the same velocity in Si ii λ1304. The corresponding C ii region,
however, is completely covered by Mg i λ2853 from a strong Mg ii system at zabs = 2.1979.
Therefore, while these features are plausibly associated with the O i complex, their identity
cannot presently be confirmed. We do not include these lines when computing the relative
abundances, although their O i/Si ii ratio is consistent with those measured for the other
O i systems.
SDSS J1148+5251: zsys = 6.0097 (Figure 3.3)
This system shows multiple components with a velocity span of ∆v ≈ 41 km s−1. The
Si ii λ1260 transition falls in the Lyα forest. Si ii λ1304, however, is clearly visible. The
C ii occurs among moderate-strength telluric absorption. In correcting for the atmosphere
we recovered a C ii velocity profile very similar to that of O i and Si ii. Some additional
absorption around the C ii are probably telluric lines that were not completely removed.
We achieved the best fit for O i using four components while allowing the continuum level to
vary slightly. Using fewer components resulted in virtually the same total NO I, which is to
be expected if the lines lie along the linear part of the curve of growth. We used the z and b
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Figure 3.2 Absorption lines for the zsys = 5.8408 O i system towards SDSS J1623+3112.
See Figure 3.1 for details. The sharp features around Si ii λ1260 are noise in the Lyα forest.
The components at ∆v ≈ −180 km s−1 are unconfirmed due to the strong zabs = 2.1979
Mg i absorption at the wavelength where we would expect to see C ii.
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Figure 3.3 Absorption lines for the zsys = 6.0097 O i system towards SDSS J1148+5251. See
Figure 3.1 for details. Si ii λ1260 falls in the Lyα forest. The strong line at ∆v = 57 km s−1
from Si ii λ1304 is Si ii λ1260 at z = 6.2555. The absorption features at ∆v ≈ −40 km s−1
and ∆v ≈ 90 − 140 km s−1 from C ii are probably telluric absorption that has not been
fully removed.
values for these four O i lines to determine the corresponding column densities for Si ii and
C ii. Leaving all parameters untied resulted in small changes in the b-parameters and in the
preferred number of lines used by VPFIT (3 for Si ii instead of 4), but negligible changes
in the total column density for each ion. We detect no Si iv down to NSi IV > 10
12.5 cm−2.
This system does show C iv absorption in the low-resolution NIRSPEC spectrum taken by
Barth et al. (2003). The kinematic structure, however, cannot be determined from their
data, and it is therefore unknown whether the C iv absorption arises from the same gas
that produces the lower-ionization lines.
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Figure 3.4 Absorption lines for the zsys = 6.1293 O i system towards SDSS J1148+5251.
See Figure 3.1 for details. The features around Si ii λ1260 are Lyα absorption in the quasar
proximity region. The C ii components at ∆v = −67,−29 and 26 km s−1 are unconfirmed.
SDSS J1148+5251: zsys = 6.1293 (Figure 3.4)
The Si ii λ1260 line for this system falls in the Lyα forest. Si ii λ1304, however, is strong
enough to be visible. We tie the redshifts and b-parameters for Si ii and C ii at z = 6.129267
to those for O i, which has the cleanest profile. Leaving all parameters untied produces
changes in the b-parameters that are within the errors and negligible changes in the column
densities. Possible additional C ii lines appear at ∆v = −67, -29, and 26 km s−1 from the
strong component. These do not appear in O i and would probably be too weak to appear
in Si ii λ1304. We do not include them when computing the relative abundances for this
system. No Si iv was detected down to NSi IV > 10
12.7 cm−2.
54
Figure 3.5 Absorption lines for the zsys = 6.1968 O i system towards SDSS J1148+5251.
See Figure 3.1 for details. The features near Si ii λ1260 are unrelated metal lines. The
sharp feature near Si ii λ1304 is the residual from a strong skyline.
SDSS J1148+5251: zsys = 6.1968 (Figure 3.5)
The Si ii λ1260 and C ii lines for this system occur in transparent gaps within regions of
mild telluric absorption. In some of our exposures, the O i line falls on the blue wing of
a strong telluric feature. The O i, however, can be clearly seen in the uncorrected 2005
January data, where the heliocentric velocity shifted the observed QSO spectrum further
to the blue. We tie the redshifts and b-values for O i and C ii to those of Si ii, for which
the line profile is the cleanest. Leaving all parameters untied produces negligible changes
in the column densities.
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Figure 3.6 Absorption lines for the zsys = 6.2555 O i system towards SDSS J1148+5251. See
Figure 3.1 for details. The absorption at ∆v ≈ −60 km s−1 from Si ii λ1260 is Si ii λ1304
at z = 6.0097. The C ii fit includes an unconfirmed component on the blue edge of the
profile.
SDSS J1148+5251: zsys = 6.2555 (Figure 3.6)
We use a single component for the primary fit to this system. The C ii falls on a sky
emission line and hence the line profile is rather noisy. We therefore tied the redshift and
b-parameter for C ii to those of Si ii, while z and b for O i were allowed to vary freely. The
fitted z and b values for O i agree with those for Si ii within the fit errors. Tying z and
b for O i to those of Si ii produced no significant change in NO I. Both Si ii λ1260 and
O i are well fit by a single line, while the blue edge of the C ii shows a possible additional
component. We fit this component separately but do include it when computing relative
abundances.
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3.4 Overabundance of O i systems towards SDSS J1148+5251
Despite the relatively small total number of detected O i systems, a noticable overabundance
appears towards SDSS J1148+5251. It should be noted that this object has one of the
brightest continuum magnitudes among QSOs at z > 5 (Fan et al. 2003). We also spent
considerable integration time on this object. Therefore, the data are among the best in our
sample. In this section we address the null hypothesis that the apparent imbalance in the
distribution of O i systems results from a combination of incompleteness and small number
statistics.
For each sightline we used an automated scheme to determine the absorption pathlength
interval ∆X over which we are sensitive to systems above a given O i column density. For a
non-evolving population of sources expanding with the Hubble flow, we expect to intersect
the same number of sources per unit X at all redshifts, where X is defined for Ω = 1 as
dX =
(1 + z)2√
Ωm(1 + z)3 +ΩΛ
dz . (3.2)
At the redshift of each pixel where we are potentially sensitive to O i, we inserted artificial
single-component systems containing O i, Si ii, and C ii with relative abundances set to
the mean measured values (see §3.5) and a turbulent Doppler width of b = 10 km s−1.
The minimum NO I at which the system could be detected by the automated program was
then determined. A detection required that there be significant (4σ) absorption at the
expected wavelengths of O i and at least one of the other two ions. The redshifts of at
least two of the three fitted profiles must also agree within a tolerance of ∆ztol = 0.0002,
and the line widths must agree to within a factor of two. In the case where the fitted
profiles agree for only two of the ions, the spectrum at the wavelength of the third ion must
be consistent with the expected level of absorption. This allows for one of the ions to be
blended with another line or lost in Lyα forest. Lines that fell in the Fraunhofer A band
were not considered. This method detected all of the known O i systems and produced only
one false detection in the real data, which was easily dismissed by visual inspection. We
note that this method focuses on our ability to detect systems similar to those observed
towards SDSS J1148+5251. Multiple-component systems such as the two at lower redshift
are in general easy to identify, even in noisy regions of the spectrum.
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The results of the sensitivity measurements are shown in Figure 3.7. The solid lines show
the ∆X over which we are sensitive to systems with NO I ≥ NminO I . The O i column densities
for the four systems seen towards SDSS J1148+5251 are marked with circles. The dashed
line shows the mean ∆X as a function of NminO I for all nine sightlines. While it is clear that
the path length over which we are sensitive to low-column density systems is considerably
smaller for some sightlines than for SDSS J1148+5251, there does exist significant coverage
across the total sample even at the NO I of the weakest system in our sample.
Completeness effects will depend on the intrinsic distribution of line strengths, in that
weaker systems will more easily be lost in low-S/N sightlines. It is useful to define an effec-
tive absorption pathlength interval ∆Xeff such that, for a sightline with a total pathlength
∆Xtot and sensitivity S(N), we would expect to detect the same number N of systems
with N ≥ Nmin over ∆Xeff if we had perfect sensitivity. For a column-density distribution
f(N) = ∂2N/∂N∂X, this gives
∆Xeff
∫ ∞
Nmin
f(N) dN = ∆Xtot
∫ ∞
Nmin
f(N)S(N) dN , (3.3)
where S(N) is the fraction of the total pathlength over which we are sensitive to systems
with column densityN . The sensitivity function can be determined directly from Figure 3.7.
We assume a conventional power-law distribution in O i column densities f(NO I) ∝ N−αO I .
Hence,
∆Xeff = ∆Xtot
∫∞
Nmin
N−α S(N) dN∫∞
Nmin
N−α dN
. (3.4)
Taking into account our measured sensitivity, the maximum likelihood estimator for α for
all six O i systems is αˆ = 1.7. A K-S test allows 1.3 ≤ α ≤ 2.1 at the 95% confidence level.
In Figure 3.8 we plot ∆Xeff as a function of α taking Nmin = 10
13.7 cm−2 as the cutoff
value. The solid line shows ∆Xeff for SDSS J1148+5251, while the dashed line shows ∆Xeff
for the remaining eight sightlines, divided by 5.7 to match SDSS J1148+5251 at α = 1.7.
It is easy to see that the ratio ∆Xeff1148/∆X
eff
other does not change significantly with α (. 4%
over 1.1 ≤ α ≤ 3.0). This is purely a coincidence, most likely related to the fact that the
overall high quality of the SDSS J1148+5251 data is balanced by the placement of the O i
systems in a difficult region of the spectrum. However, it means that the relative numbers
of expected O i detections for SDSS J1148+5251 and the remaining eight sightlines should
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Figure 3.7 Sensitivity curves for each of our sightlines. The solid lines give the absorption
pathlength interval over which we are sensitive to single-component O i systems with NO I ≥
NminO I and relative abundances similar to those of the O i systems in our sample. Circles mark
the ∆X values corresponding to the NO I of systems detected towards SDSS J1148+5251.
The dashed line shows the mean ∆X as a function of NminO I for all nine sightlines. The
three lowest-redshift sightlines have smaller maximum ∆X values due in part to A-band
atmospheric absorption.
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Figure 3.8 Effective absorption pathlength interval over which we are sensitive to O i systems
with NO I ≥ 1013.7 cm−2 as a function of α, where f(NO I) ∝ N−αO I (see equation 3.3). The
solid line shows ∆Xeff for SDSS J1148+5251. The dashed line shows the summed ∆Xeff
for the remaining eight sightlines, divided by 5.7 to match SDSS J1148+5251 at α = 1.7.
The dotted line shows the combined ∆Xeff for SDSS J1030+0524 and SDSS J1623+3112.
For reasonable values of α, the ratio of ∆Xeff for SDSS J1148+5251 and the remaining
eight sightlines is essentially constant. We would therefore expect to see roughly six times
as many O i systems along the other eight sightlines as towards SDSS J1148+5251 for a
non-evolving population of absorbers.
be nearly invariant over a wide range in plausible column density distributions.
We can now evaluate the likelihood that the imbalance of O i detection results from
small number sampling. For a Poisson distribution, the likelihood of detecting N systems
when the expected number of detections is ν is given by
P (N , ν) = ν
N e−ν
N . (3.5)
If we assume that the expected number of detections towards SDSS J1148+5251 is ν =
6 (∆Xeff1148/∆X
eff
all ) ≃ 0.90, then the probability of detecting at least 4 systems is
P (≥ 4, ν) =
∞∑
N=4
P (N , ν) = 1−
3∑
N=0
P (N , ν) = 0.013 . (3.6)
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Similarly, if we take the number of systems observed towards SDSS J1148+5251 as a repre-
sentative sample and compute the expected number of systems towards the remaining eight
sightlines to be ν = 4 (∆Xeffother/∆X
eff
1148) ≃ 23, then the likelihood of detecting at most two
systems is
P (≤ 2, ν) =
2∑
N=0
P (N , ν) = 3.6× 10−8 . (3.7)
The probability of simultaneously detecting at least 4 systems towards SDSS J1148+5251
while detecting at most two systems along the remaining eight sightlines,
P
(
∂N
∂X
)
=
[
1−
3∑
N=0
P (N , ∂N
∂X
∆Xeff1148)
] [
2∑
N=0
P (N , ∂N
∂X
∆Xeffother)
]
, (3.8)
has a maximum of P (∂N/∂X) = 0.0018 at ∂N/∂X = 0.84, taking α ≤ 3. Thus, assuming
that the O i systems are randomly distributed, we can rule out with a high degree of confi-
dence the possibility that the excess number of detected systems towards SDSS J1148+5251
is the result of a statistical fluctuation.
3.4.1 Comparison with Lower-Redshift Sightlines
Our sample of nine zQSO > 4.8 sightlines is sufficient to demonstrate that the apparent
excess of O i systems towards SDSS J1148+5251 is highly unlikely to arise from a random
spatial distribution of absorbers. However, the distribution may be significantly non-random
due to large-scale clustering. For example, if the line-of-sight towards SDSS J1148+5251
passes through an overdense region of the IGM then we might expect to intersect more than
the typical number of absorbers.
To address this possibility, we have searched for O i in the spectra of an additional 30
QSOs with 2.6 < zQSO < 4.6. The sample was taken entirely with HIRES for a variety of
studies. Due to the lower QSO redshifts, the data are of significantly higher quality than
the zQSO > 4.8 sample. All sightlines are complete down to NO I = 10
13.5 cm−2 (apart from
rare wavelength coverage gaps) with the majority complete down to NO I = 10
13.0 cm−2.
A detailed study of the properties of lower-redshift O i absorbers will be presented
elsewhere. Here we note that 11 systems with NO I > 10
13.7 cm−2 were identified along all
30 sightlines in the redshift intervals where O i would occur redward of the Lyα forest. This
is comparable to but slightly larger than the incidence rate among the eight lowest-redshift
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sightlines in our zQSO > 4.8 sample. The number density is even somewhat higher among the
zQSO < 4.6 sample since the absorption pathlength intervals are shorter (cf. equation 3.2).
However, many of the zQSO < 4.6 spectra were taken in order to study known damped Lyα
systems (DLAs; NH I > 10
20.3 cm−2), which commonly exhibit O i (e.g., Prochaska et al.
2001, 2003). We would therefore expect these sightlines to contain more than the typical
number of O i systems. The important point is that no sightline contained more than a
single system. If the excess towards SDSS J1148+5251 is due to the chance alignment with
an overdense region of the IGM, then such a coincidence must occur in fewer than ∼ 2−3%
of all sightlines.
3.4.2 Comparison with Damped Lyα and Lyman Limit System Popula-
tions
We can compare the observed number of O i systems in our zQSO > 4.8 sample with
the expected number of DLAs by extrapolating from lower-redshift DLA surveys. Storrie-
Lombardi & Wolfe (2000) find a line number density nDLA(z) = ∂NDLA/∂z = 0.055 (1 +
z)1.11. This is consistent at high-z with the larger survey done by Prochaska et al. (2005) and
with the number density evolution Rao et al. (2006) obtained by combining DLA samples
over 0 ≤ z ≤ 4.5. From this nDLA(z) we would expect a total of ∼ 1.5 DLAs total along
all nine lines-of-sight in the redshift intervals where are sensitive to O i. This is consistent
with the two O i systems seen along the eight lower-redshift sightlines. We would expect,
however, to see only ∼ 0.2 DLAs towards SDSS J1148+5251, which is inconsistent with the
four we observe.
The disparity eases for SDSS J1148+5251 if we include all Lyman limit Systems (LLSs;
NH I > 10
17.2 cm−2). The line number density of LLSs at z > 2.4 found by Pe´roux et al.
(2003), nLLS(z) = 0.07 (1 + z)
2.45, predicts ∼ 4 LLSs towards SDSS J1148+5251 in the
interval where we can observe O i. There should, however, also be ∼ 20 LLSs along the
remaining eight lines-of-sight. If the excess O i absorbers are associated with the progenitors
of lower-redshift LLSs then they must evolve strongly in O i at z & 6.
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3.5 Metal Abundances
Absorption systems at z > 5 provide an opportunity to study metal enrichment when
the age of the Universe was . 1 Gyr. The opacity of the Lyα forest at these redshifts
prevents us from measuring reliable H i column densities. We are still, however, able
to constrain relative abundances. In Table 3.3, we summarize the Voigt profile fitting
results. Total column densities for each system include only components with confirmed O i.
Relative abundances were calculated using the solar values of Grevesse & Sauval (1998) and
assuming zero ionization corrections. These are plotted in Figure 3.9. The error-weighted
mean values for all six systems are 〈[O/Si]〉 = −0.04 ± 0.06, 〈[C/O]〉 = −0.31 ± 0.09, and
〈[C/Si]〉 = −0.34± 0.07 (2σ errors).
The uncorrected abundances are broadly consistent with the expected yields from Type
II supernovae of low-metallicity progenitors (Woosley & Weaver 1995; Chieffi & Limongi
2004). Low- and intermediate-mass stars should not contribute significantly to the en-
richment of these systems since these stars will not have had time to evolve by z ∼ 6
(although see Barth et al. 2003). We can use the O/Si ratio to constrain the enrichment
from zero-metallicity very massive stars (VMSs, M⋆ ∼ 140 − 270M⊙). VMSs exploding
as pair instability supernovae are expected to yield ∼ 4 times as much silicon compared
to Type II SNe for the same amount of oxygen (Schaerer 2002; Umeda & Nomoto 2002;
Heger & Woosley 2002; Woosley & Weaver 1995; Chieffi & Limongi 2004). We can estimate
the fraction fVMSSi of silicon contributed by VMSs to these systems using the simple mixing
scheme of Qian & Wasserburg (2005b,a),
(
O
Si
)
=
(
O
Si
)
VMS
fVMSSi +
(
O
Si
)
SN II
(
1− fVMSSi
)
. (3.9)
Adopting [O/Si]VMS = −0.61 from Heger & Woosley (2002), and [O/Si]SN II = 0.00 from
Woosley & Weaver (1995), the mean uncorrected O/Si gives fVMSSi = 0.11 ± 0.17 (2σ).
However, this value of O/Si should be considered a lower limit. The ionization potential of
O i is smaller than that of Si ii (∆EO I = 13.6 eV, ∆ESi II = 16.3 eV). Therefore, applying an
ionization correction would increase O/Si. Taking 〈[O/Si]〉 > −0.10 gives fVMSSi < 0.27 (2σ).
The mean C/Si ratio is consistent with zero silicon contribution from VMSs, although
C/Si may decrease if ionization corrections are applied (∆EC II = 24.4 eV > ∆ESi II).
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Table 3.3. Abundance Measurements
Sightline zsys logNtotO I
a logNtot
Si II
a logNtot
C II
a [O/Si]b [C/O]b [C/Si]b logNH I
SDSS J1148+5251 6.2555 14.08± 0.09 12.90± 0.04 13.60± 0.11 −0.11± 0.08 −0.17± 0.15 −0.27± 0.12 · · ·
SDSS J1148+5251 6.1968 13.73± 0.06 12.28± 0.04 13.03± 0.07 0.17± 0.07 −0.39± 0.10 −0.22± 0.08 · · ·
SDSS J1148+5251 6.1293 14.61± 0.10 13.27± 0.05 13.74± 0.07 0.05± 0.10 −0.55± 0.13 −0.50± 0.09 · · ·
SDSS J1148+5251 6.0097 14.70± 0.05 13.48± 0.05 14.17± 0.07 −0.07± 0.06 −0.22± 0.09 −0.28± 0.08 < 21.9c
SDSS J1623+3112 5.8408 14.96± 0.06 13.98± 0.06 14.50± 0.09 −0.31± 0.09 −0.15± 0.13 −0.45± 0.11 · · ·
SDSS J0231−0728 5.3364 14.52± 0.07 13.25± 0.06 13.84± 0.07 −0.02± 0.07 −0.37± 0.12 −0.39± 0.09 < 20.1c
aTotal ionic column densities summed over all components with confirmed O i absorption
bRelative abundances using the solar values of Grevesse & Sauval (1998) and assuming no ionization corrections
cUpper limit including uncertainty in the continuum level
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Figure 3.9 Relative metal abundances in the O i systems assuming no ionization corrections.
Individual measurements plotted as squares with 1σ error bars are taken from Table 3.3.
Dashed lines show the weighted mean values for all six systems. Dotted lines show the 2σ
uncertainties in the means.
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Dust corrections would also decrease C/Si since silicon is more readily depleted onto grains
(Savage & Sembach 1996). Our upper limit of 〈[C/Si]〉 < −0.27 (2σ) therefore does not
provide an additional constraint on fVMSSi . The limit set by O/Si, however, may still imply
that VMSs provided a smaller fraction of the metals in these O i systems than in the general
IGM. Qian &Wasserburg (2005b,a) have argued that VMSs at z & 15 must have contributed
& 50% of the silicon in the IGM in order to produce [Si/C]IGM ∼ 0.7 at z ≈ 2− 4 (Aguirre
et al. 2004). The Si/C ratio in the IGM derived from high-ionization lines, however, depends
sensitively on the choice of ionizing backgrounds.
The high level of absorption blueward of the Lyα emission line at z > 5 prevents us
from reliably fitting Voigt profiles to H i. Transmission peaks, however, in the Lyα and Lyβ
forests near the O i redshifts allow us to set upper limits on the H i column density for two of
our systems. Fits to these systems with the strongest allowable damping wings are shown in
Figures 3.10 and 3.11, and the corresponding limits are listed in Table 3.3. The limits take
into account uncertainties in the continuum level, which was set to a power-law Fν ∝ λ−β
with spectral index β = 0.5, normalized at a rest wavelength of 1280 A˚. The continuum
uncertainty will include the error in the amplitude of the power law at the wavelength of
the damped system. Taking ∆β = 0.65 to incorporate 95% of the scatter in QSO spectral
indices (Richards et al. 2001), this error is < 10% for the system at zsys = 5.3364, for
which the limit on NH I was set using Lyα transmission, and < 20% for the system at
zsys = 6.0097, for which the limit was set using Lyβ. Larger uncertainties in the continuum
may result from errors in the relative flux calibration and the departure from a power law.
We conservatively estimate both of these to be ∼ 20%, which translates to an uncertainty
in the column density σ(logNH I) ∼ 0.3. The upper limits on logNH I listed in Table 3.3
are our “best fit” values plus this uncertainty. The corresponding limits on the absolute
abundances are [O/H] > −2.4 (zsys = 5.3364) and [O/H] > −4.1 (zsys = 6.0097).
The comoving mass density for each ion is given by
Ωion =
H0mion
cρcrit
∑
Nion
∆Xtot
, (3.10)
where mion is the mass of the ion, ρcrit = 0.92×10−29 h270 g cm−3 is the cosmological closure
density, and ∆Xtot is the total pathlength interval over which we are sensitive to O i. In
Table 3.4 we list Ωion for O i, Si ii, and C ii summing over all zQSO > 4.8 sightlines, over the
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Figure 3.10 Voigt profile fit to H i Lyα and Lyβ corresponding to the upper limit on NH I
for the zsys = 5.3364 O i systems towards SDSS J0231−0728. In order to set an upper
limit on NH I we have taken b = 1 km s
−1, although the actual b-parameter is likely to be
significantly larger. In this system, NH I is constrained by the transmitted flux in the wings
of the Lyα profile.
Figure 3.11 Voigt profile fit to H i Lyα and Lyβ corresponding to the upper limit on NH I for
the zsys = 6.0097 O i systems towards SDSS J1148+5251. In this system, NH I is constrained
by the transmitted flux in the red wing of the Lyβ profile.
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Table 3.4. Comoving Mass Densities
Sightlines Ω(O I) Ω(Si II) Ω(C II)
(×10−8) (×10−9) (×10−8)
All 3.2± 0.2 4.5± 0.4 0.8± 0.1
zQSO > 6.2 7.0± 0.6 9.6± 0.9 1.5± 0.2
SDSS J1148+5251 10.2± 1.0 9.8± 0.7 1.8± 0.2
Note. — For each ion, the value of Ωion computed from
equation (3.10) includes all confirmed components listed in
Table 3.2 along the indicated lines of sight, including those
components without corresponding O i. These values are
lower limits in the sense that we have made no attempt to
correct for incompleteness. Errors are 1σ and reflect only
the uncertainty in the summed column densities.
three sightlines with zQSO > 6.2 only, and over the sightline towards SDSS J1148+5251 only.
The mass densities include all confirmed absorption components, including those without
detected O i. We have, however, made no attempt to correct for incompleteness. The
densities of low-ionization metal species along our zQSO > 6.2 sightlines are comparable to
the densities of the corresponding high-ionization species at lower-redshift. Songaila (2005)
measured Ω(C iv) ∼ 3 × 10−8 and Ω(Si iv) ∼ 1 × 10−8 over 1.5 < z < 4.5, with a drop in
Ω(C iv) by at least a factor of two at z > 5. A decrease in high-ionization metals and a
correlated rise in their low-ionization counterparts with redshift might signal a change in
the ionization state of the z > 5 IGM. However, coverage of C iv does not currently extend
to z ∼ 6, and our O i sample is probably too small to make a meaningful comparison.
3.6 Discussion
Although we observe an overabundance of O i at z > 6 along one of our highest-redshift
sightlines, it is not clear that these four systems constitute a “forest” which would signal
a predominantly neutral IGM. In the reionization phase prior to the overlap of ionized
bubbles, Oh (2002) predicts tens to hundreds of O i lines with NO I > 10
14 cm−2, although
the number may be lower if the enriched regions have very low metallicity (Z < 10−2.5Z⊙),
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or if the volume filling factor of metals is small (fZ ≪ 0.01). The number of O i systems
we detect is more consistent with his predictions for the post-overlap phase, although the
expected number of lines depends on the ionizing efficiency of the metal-producing galaxies.
The Oh (2002) model also predicts lines with NO I > 10
15 cm−2, which we do not observe.
The significance of the excess O i towards SDSS J1148+5251 is complicated by the pres-
ence of Lyα and Lyβ transmission along that sightline. The O i systems occur interspersed
in redshift with the Lyβ peaks, with the velocity separation from the nearest peak ranging
from ∆v ∼ 500 to 3000 km s−1 (∆l ∼ 5 to 30 comoving Mpc). The O i absorbers also do
not appear to be clustered. Along a total redshift interval ∆ztot = 0.49 (∼ 200 comoving
Mpc) where we are sensitive to O i, the detected systems are separated by ∆z = 0.06 to
0.12 (∆l = 24 to 50 comoving Mpc). If any significantly neutral regions are present along
this sightline, then they occur within or near regions that are highly ionized. In contrast,
we find no O i towards SDSS J1030+0524, despite the fact that its spectrum shows com-
plete absorption in Lyα and Lyβ over ∆z ∼ 0.2. The SDSS J1030+0524 sightline may pass
through a region of the IGM that is still largely neutral and not yet enriched. Alternatively,
there may be no O i because the sightline is highly ionized. In that case, a large-scale
density enhancement could still produce the high Lyα and Lyβ optical depth (Wyithe &
Loeb 2005b).
The overabundance of O i together with the transmission in Lyα and Lyβ indicates that
the SDSS J1148+5251 sightline has experienced both significant enrichment and ionization.
One explanation is that we are looking along a filament. The total comoving distance
between O i systems towards SDSS J1148+5251 is ≈ 101 Mpc, which is smaller than the
largest known filamentary structures at low redshift (e.g., Gott et al. 2005). If the line-
of-sight towards SDSS J1148+5251 runs along a filament at z ∼ 6 then we might expect
to intersect more than the average number of absorbers. Galaxies along such a structure
might produce enough ionizing radiation to create the transmission gaps observed in the
Lyα and Lyβ forests while still allowing pockets of neutral material to persist if the ionizing
background is sufficiently low. If we assume that every z ∼ 6 galaxy is surrounded by an
enriched halo, then we can calculate the typical halo radius
Rhalo ∼
[
N
pi(1 + z)2 〈Φgal〉 δgal∆D
]1/2
(3.11)
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∼ 35 proper kpc
(N
4
)1/2 (1 + z
7.2
)−1 ( 〈Φgal〉
0.01Mpc−3
)−1/2
×
(
δgal
10
)−1/2 ( ∆D
200Mpc
)−1/2
. (3.12)
Here, ∆D is the total comoving distance over which we are sensitive to O i. We have used
the mean comoving number of galaxies 〈Φgal〉 at z ∼ 6 measured down to the limit of the
Hubble Ultra Deep Field (UDF; Yan & Windhorst 2004; Bouwens et al. 2005), and assumed
an overdensity of galaxies δgal = Φgal/ 〈Φgal〉 = 10 along this sightline. The absorption could
be due to filled halos, shells, or other structures surrounding the galaxies. Note that by
inverting equation (3.11) we can rule out the possibility that these O i systems arise from
the central star-forming regions of galaxies similar those observed in the UDF. The small
size Rhalf−light ∼ 0.8 kpc of galaxies at z ∼ 6 (Bouwens et al. 2005) would require either
a local galaxy overdensity δgal ∼ 104 or a large number of faint galaxies to produce the
observed absorption systems.
At present we can place relatively few physical constraints on these absorbers. Assuming
charge-exchange equilibrium (equation 3.1), we can estimate the H i column densities as a
function of metallicity,
logNH I = 16.9 + log
(
NO I
1013.7 cm−2
)
− [O/H] . (3.13)
For solar metallicities, even the weakest O i system in our sample must be nearly optically
thick. Metal-poor absorbers with [O/H] < −2 would require column densities NH I &
1019 cm−2, which is consistent with the indication from the relative metal abundances that
these absorbers are largely neutral.
Finally, the excess O i absorbers are distinguished by their small velocity dispersions.
Three out of the four systems towards SDSS J1148+5251 have single components with
Doppler widths b ≈ 5−8 km s−1. We may be seeing only the low-ionization component of a
kinematically more complex structure such as a galactic outflow (e.g., Simcoe et al. 2006).
If there are, however, additional high-ionization components that would appear in C iv
and Si iv then we might expect to see components in C ii and possibly Si ii without O i.
This is the case in the zsys = 5.3364 system towards SDSS J0231−0728. The zsys = 6.1293
and zsys = 6.2550 systems towards SDSS J1148+5251 show potential C ii lines that do not
70
appear in O i, but these are relatively weak, and in the zsys = 6.1293 system there is no
apparent strong Si iv. Among the 11 O i absorbers in the z < 4.6 sample, only three have
a single O i component with a velocity width comparable to the three narrowest systems
towards SDSS J1148+5251. The fact that the excess O i systems appear kinematically
quiescent further suggests that they are a distinct class of absorbers.
3.7 Summary
We have conducted a search for O i in the high-resolution spectra of 9 QSOs at 4.8 ≤
zQSO ≤ 6.4. In total, we detect six systems in the redshift intervals where O i λ1302 falls
redward of the Lyα forest. Four of these lie towards SDSS J1148+5251 (zQSO = 6.42).
This imbalance is not easily explained by small number statics or by varying sensitivity
among the data. A search at lower redshift revealed no more than than one O i system per
sightline in a high-quality sample of 30 QSOs with 2.6 ≤ zQSO ≤ 4.6. The number of excess
systems is significantly larger than the expected number of damped Lyα systems at z ∼ 6,
but similar to the predicted number of Lyman limit systems.
The six systems have mean relative abundances 〈[O/Si]〉 = −0.04 ± 0.06, 〈[C/O]〉 =
−0.31± 0.09, and 〈[C/Si]〉 = −0.34± 0.07 (2σ errors), assuming no ionization corrections.
These abundances are consistent with enrichment dominated by Type II supernovae. The
lower limit on the oxygen to silicon ratio 〈[O/Si]〉 > −0.10 is insensitive to ionization
corrections and limits the contribution of silicon from VMSs to < 30% in these systems. The
upper limits on the ratio of carbon to oxygen [C/O] ≤ −0.13, and carbon to silicon [C/Si] ≤
−0.20 are also insensitive to ionization. Integrating over only the confirmed absorption
lines, the mean ionic comoving mass densities along the three zQSO > 6.2 sightlines are
ΩO I ≈ 7.0× 10−8, ΩSi II ≈ 9.6× 10−9, and ΩC II ≈ 1.5× 10−8.
The excess O i systems towards SDSS J1148+5251 occur in redshift among Lyα and
Lyβ transmission features, which indicates that the IGM along this sightline has expe-
rienced both enrichment and significant ionization. The sightline may pass along a fila-
ment, where galaxies are producing enough ionizing photons create the transmission gaps
while still allowing a few neutral absorbers to persist. In contrast, no O i was observed
towards SDSS J1030+0524, whose spectrum shows complete Gunn-Peterson absorption.
The SDSS J1030+0524 sightline may pass through an underdense region containing very
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few sources that would either enrich or ionize the IGM. Alternatively, the sightline may be
highly ionized, with a large-scale density enhancement producing strong line-blending in the
Lyα and Lyβ forests. Future deep imaging of these fields and near-infrared spectroscopy
covering high-ionization metal lines will allow us to distinguish between these scenarios and
clarify the nature of the excess O i absorbers.
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Chapter 4
The Evolution of Optical Depth in the Lyα Forest:
Evidence Against Reionization at z ∼ 61
Abstract
We examine the evolution of the IGM Lyα optical depth distribution using the transmitted
flux probability distribution function (PDF) in a sample of 55 QSOS spanning absorption
redshifts 1.7 < z < 5.8. The data are compared to two theoretical τ distributions: a model
distribution based on the density distribution of Miralda-Escude´ et al. (2000) (MHR00), and
a lognormal distribution. We assume a uniform UV background and an isothermal IGM
for the MHR00 model, as has been done in previous works where transmitted flux statistics
have been used to infer an abrupt change in the IGM at z ∼ 6. Under these assumptions, the
MHR00 model produces poor fits to the observed flux PDFs at redshifts where the optical
depth distribution is well sampled, unless large continuum corrections are applied. The
lognormal τ distribution, however, fits the data at all redshifts with only minor continuum
adjustments. We use a simple parametrization for the evolution of the lognormal parameters
to calculate the expected mean transmitted flux at z > 5.4. The lognormal τ distribution
predicts the observed Lyα and Lyβ effective optical depths at z > 5.7 while simultaneously
fitting the mean transmitted flux down to z = 1.6. In contrast, the best-fitting power-law
underpredicts the amount of absorption both at z > 5.7 and at z < 2.5. If the evolution of
the lognormal distribution at z < 5 reflects a slowly-evolving density field, temperature, and
UV background, then no sudden change in the IGM at z ∼ 6 due to late reionization appears
1Submitted to The Astrophysical Journal; written with M. Rauch and W. L. W. Sargent
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necessary. We have used the lognormal optical depth distribution without any assumption
about the underlying density field. If the MHR00 density distribution is correct, then a non-
uniform UV background and/or IGM temperature may be required to produce the correct
flux PDF. We find that an inverse temperature-density relation greatly improves the PDF
fits, but with a large scatter in the equation of state index. The lognormal τ distribution
therefore currently offers the best match to the observed flux PDF and the most reliable
predictor for the transmitted flux at high redshift.
4.1 Introduction
The Lyα forest serves as our most fundamental probe of the evolution of the intergalactic
medium (IGM). While numerous models have been proposed for the underlying density
field (see Rauch 1998 for a review), the current consensus is a self-gravitating network of
filamentary structures collapsing out of initially Gaussian density perturbations. Given a
description of the IGM that relates density and transmitted flux, one can compute various
cosmological parameters and examine the large-scale evolution of the Universe.
Perhaps the most dramatic inferences drawn from the evolution of Lyα transmitted
flux is that the reionization of the IGM may have ended as late as z ∼ 6.2 (Becker et al.
2001; White et al. 2003; Fan et al. 2002, 2006a). This conclusion is based not only on
the appearance of complete Gunn-Peterson troughs in the spectra of QSOs at z > 6, but
on the accelerated decline and increased variance in the mean transmitted flux at z > 5.7
(Fan et al. 2006a). Late reionization is potentially at odds with the transmitted flux seen
towards the highest-redshift known QSO, SDSS J1148+5251 (zQSO = 6.42, White et al.
2003, 2005; Oh & Furlanetto 2005). In addition, the fact that the observed number density
of Lyα-emitting galaxies does not evolve strongly from z ∼ 5.7 to z ∼ 6.5 implies that the
IGM is already highly ionized at these redshifts (Hu et al. 2004; Hu & Cowie 2006; Malhotra
& Rhoads 2004, 2006; Stern et al. 2005). Galactic winds (Santos 2004) or locally ionized
bubbles (Haiman & Cen 2005; Wyithe & Loeb 2005a; Furlanetto et al. 2004a, 2006) may
allow Lyα photons to escape even if the IGM is significantly neutral. Additional arguments
may be made about the thermal history of the IGM (Theuns et al. 2002; Hui & Haiman
2003) or the apparent size of the transmission regions around z ∼ 6 QSOs (Mesinger &
Haiman 2004; Mesinger et al. 2004; Wyithe & Loeb 2004b; Fan et al. 2006a). However, the
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evolution of the Lyα forest remains the strongest evidence for late reionization.
Still, the significance of the disappearance of transmitted flux at z ∼ 6 has been highly
debated (Songaila & Cowie 2002; Songaila 2004; Lidz et al. 2006b). As Songaila & Cowie
(2002) pointed out, the mean transmitted flux in an inhomogeneous IGM will depend
strongly on the underlying density distribution, or more precisely, on the optical depth
distribution. At z ∼ 6, any transmitted flux will arise from rare voids, which lie in the tail
of the optical depth distribution. Using a sample of 19 QSOs at z > 5.7, Fan et al. (2006a)
showed that the evolution the mean transmitted flux at z ∼ 6 diverges significantly from
that expected for a commonly-used model of the IGM density (Miralda-Escude´ et al. 2000,
referred to herein as MHR00). The question, then, is whether the MHR00 model describes
the distribution of optical depths accurately enough to make reliable predictions at very
high redshift.
In this paper we examine two theoretical optical depth distributions and their predictions
for the Lyα transmitted flux probability distribution function (PDF) The first is based on
the gas density distribution given by MHR00, which has been used to make claims of
late reionization. Their density distribution is derived from simple arguments about the
dynamics of the IGM (see §4.3.2) and matches the output of an earlier numerical simulation
(Miralda-Escude´ et al. 1996). In order to compute optical depths, assumptions must be
made about the ionizing background and the thermal state of the IGM. As other authors
have done, we will primarily consider a uniform UV background and an isothermal IGM.
In §4.5 we will briefly generalize to a non-isothermal equation of state.
The second case we consider is a simple lognormal optical depth distribution. This choice
can be motivated in at least two ways. Initially Gaussian density perturbations will give rise
to a lognormal density field when the initial peculiar velocity field is also Gaussian (Coles
& Jones 1991). Indeed, Bi et al. (1992) demonstrated that a lognormal density distribution
can produce many properties of the observed Lyα forest (see also Bi et al. 1995; Bi &
Davidsen 1997). More generally, however, a lognormal distribution naturally arises as a
result of the central limit theorem when a quantity is determined by several multiplicative
factors. For optical depth, these factors are density, temperature, and ionization rate. Here
we will consider the lognormal distribution to be a generic distribution with the desirable
properties of being non-zero and having a potentially large variance. Our main conclusions
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will not depend on any assumptions about the underlying density field.
The transmitted flux PDF has been used to constrain a variety of cosmological param-
eters (e.g., Rauch et al. 1997; Gaztan˜aga & Croft 1999; McDonald et al. 2000; Choudhury
et al. 2001; Desjacques & Nusser 2005; Lidz et al. 2006a), with many authors assuming an
optical depth distribution similar to one we consider here. We will examine the distribu-
tions themselves and their evolution with redshift by attempting to fit the models to the
observed flux PDFs from a large sample of Keck HIRES data spanning Lyα absorption red-
shifts 1.7 < z < 5.8. We introduce the data in §4.2. In §4.3 the optical depth distributions
are derived and used to fit the observed flux PDFs. We find that the lognormal distribution
provides a better fit to the data at all redshifts where the optical depth distributions are well
sampled. In §4.4 we perform a simple fit to evolution of the lognormal distribution and use
it to predict the mean transmitted flux at z > 5.7. In §4.5 we modify the model distribution
by applying a non-isothermal equation of state. Finally, our results are summarized in §4.6.
4.2 The Data
Observations were made using the HIRES spectrograph (Vogt et al. 1994) on Keck I between
1993 and 2006. Targets are listed in Table 4.1. QSOs at zQSO < 4.8 were observed using the
original HIRES CCD and were reduced using the MAKEE package written by Tom Barlow.
QSOs at zQSO > 4.8 were observed using the upgraded detector and reduced using a custom
set of IDL routines as described in Becker et al. (2006b). The IDL package is based on the
optimal sky subtraction technique of Kelson (2003). For nearly all of our observations we
used an 0.′′86 slit, which gives a velocity resolution FWHM of ∆v = 6.7 km s−1.
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Table 4.1. Fitted Lyα Forest Regions
QSO zQSO 〈zabs〉
a zmin
abs
zmax
abs
median flux error
SDSS J1148+5251 6.42 5.614 5.430 5.802 0.05
SDSS J1030+0524 6.30 5.514 5.339 5.692 0.11
SDSS J1623+3112 6.25 5.522 5.339 5.709 0.15
SDSS J1048+4637 6.23 5.516 5.339 5.696 0.15
SDSS J0818+1722 6.00 5.590 5.417 5.766 0.10
5.221 5.066 5.417 0.07
SDSS J0002+2550 5.82 5.465 5.339 5.592 0.12
5.076 4.910 5.245 0.11
SDSS J0836+0054 5.80 5.455 5.339 5.573 0.05
5.067 4.893 5.245 0.04
SDSS J0231−0728 5.42 5.043 4.885 5.206 0.11
4.730 4.563 4.885 0.09
SDSS J0915+4244 5.20 4.849 4.707 4.993 0.07
4.509 4.373 4.647 0.07
SDSS J1204−0021 5.09 4.747 4.582 4.887 0.09
4.428 4.277 4.582 0.09
SDSS J2225−0014 4.87 4.513 4.381 4.647 0.10
4.234 4.087 4.381 0.11
BRI1202−0725 4.69 4.074 3.929 4.214 0.10
BRI2237−0607 4.56 4.254 4.126 4.377 0.07
Q0246+1750 4.44 4.123 3.988 4.260 0.05
3.851 3.716 3.988 0.07
Q1055+4611 4.15 3.846 3.719 3.975 0.02
3.591 3.460 3.719 0.03
Q0000−263 4.13 3.833 3.704 3.961 0.05
3.574 3.447 3.704 0.05
Q1645+5520 4.10 3.798 3.672 3.927 0.01
3.543 3.417 3.672 0.02
BRI0241−0146 4.08 3.779 3.652 3.906 0.05
3.523 3.398 3.652 0.06
Q0827+5255 3.91 3.623 3.503 3.748 0.01
3.389 3.265 3.503 0.02
Q0055−2659 3.65 3.381 3.266 3.499 0.05
3.149 3.033 3.266 0.06
Q1422+2309A 3.63 3.358 3.243 3.475 0.02
3.126 3.011 3.243 0.02
Q0930+2858 3.44 2.955 2.845 3.067 0.07
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Table 4.1 (cont’d)
QSO zQSO 〈zabs〉
a zmin
abs
zmax
abs
median flux error
Q0642+44 3.40 2.927 2.818 3.037 0.08
Q0956+1217 3.31 3.061 2.954 3.169 0.04
2.845 2.738 2.954 0.05
HS0741+4741 3.23 2.772 2.664 2.876 0.03
Q0636+6801 3.18 2.931 2.827 3.036 0.02
2.720 2.618 2.827 0.02
Q1140+3508 3.16 2.916 2.813 3.021 0.03
2.708 2.605 2.813 0.03
HS1011+4315 3.14 2.766 2.657 2.869 0.04
Q0449−1326 3.10 2.860 2.757 2.962 0.04
2.654 2.552 2.757 0.07
Q0940−1050 3.08 2.844 2.743 2.947 0.04
2.639 2.538 2.743 0.05
HS1946+7658 3.07 2.627 2.524 2.728 0.03
Q2231−0015 3.02 2.780 2.680 2.881 0.05
2.578 2.479 2.680 0.07
Q1107+487 2.98 2.546 2.446 2.646 0.04
Q1437+3007 2.98 2.746 2.648 2.846 0.04
2.547 2.448 2.648 0.05
Q0216+0803 2.98 2.748 2.659 2.843 0.12
2.574 2.487 2.658 0.15
Q1244+3133 2.97 2.541 2.439 2.638 0.10
Q1511+0907 2.89 2.658 2.562 2.756 0.06
2.464 2.368 2.562 0.08
Q1132+2243 2.88 2.652 2.556 2.750 0.06
2.456 2.361 2.556 0.09
HS0119+1432 2.87 2.643 2.547 2.740 0.03
2.452 2.353 2.547 0.04
Q1549+1919 2.84 2.613 2.517 2.707 0.01
2.419 2.324 2.517 0.01
Q0528−250 2.81 2.595 2.492 2.683 0.05
2.398 2.302 2.492 0.07
Q2344+1228 2.79 2.374 2.280 2.470 0.09
HS1700+6416 2.74 2.525 2.432 2.619 0.01
2.339 2.244 2.432 0.02
Q1442+2931 2.66 2.264 2.169 2.352 0.03
Q1009+2956 2.65 2.436 2.345 2.527 0.02
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Table 4.1 (cont’d)
QSO zQSO 〈zabs〉
a zmin
abs
zmax
abs
median flux error
2.252 2.162 2.343 0.02
Q1358+1134 2.58 2.370 2.282 2.461 0.15
Q2343+1232 2.58 2.190 2.101 2.281 0.10
Q2206−199N 2.57 2.356 2.269 2.447 0.03
2.188 2.105 2.269 0.04
Q1623+2653 2.53 2.323 2.235 2.411 0.06
2.146 2.058 2.235 0.10
Q0841+1256 2.51 2.127 2.038 2.214 0.12
Q0237−233 2.24 2.050 1.966 2.128 0.06
Q1225+3145 2.21 2.016 1.938 2.098 0.03
1.857 1.777 1.938 0.04
Q0421+019 2.05 1.870 1.795 1.947 0.08
Q0119−0437 1.98 1.807 1.733 1.876 0.14
Q0058+0155 1.96 1.797 1.734 1.859 0.12
aMean absorption redshift.
We will return to the issue of continuum fitting in §4.3.3. For now, we will describe
our baseline fitting procedure for quasars at various redshifts. For objects at zQSO < 4.8,
individual exposures were typically bright enough that a continuum could be fit to individual
orders. This was done by hand using a slowly varying spline fit. The orders were then
normalized prior to combining. At higher redshifts, we performed a relative flux calibration
of each exposure using standard stars. The individual exposures were then combined prior
to continuum fitting. A spline fit was again used for QSOs at zQSO ≤ 5.4. Since the
transmission regions at z > 5 rarely, if ever, reach the continuum, the fits at these redshifts
were of a very low order and intended only to emulate the general structure of continua
observed in lower redshift QSOs (e.g., Telfer et al. 2002; Suzuki 2006). For zQSO > 5.7 we
used a power law fit to the continuum of the form fν ∝ ν−0.5.
Determining a quasar continuum is generally a subjective process whose accuracy will
depend strongly on how much of the continuum has been absorbed (see Lidz et al. 2004b
for a discussion). At z ∼ 3, much of the spectrum will still be unabsorbed and errors in the
continuum fit will depend on signal-to-noise of the data and the personal bias of the indi-
vidual performing the fit. For high-quality data, errors in the continuum at z ∼ 3 should be
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. 1%. This uncertainty will increase with redshift as more of the continuum gets absorbed.
By z ∼ 5.5, very few transmission regions remain and the continuum must be inferred from
the slope of the spectrum redward of the Lyα emission line. The spectral slope, however,
may have an unseen break near Lyα. In addition, echelle data are notoriously difficult to
accurately flux calibrate. We therefore expect our power-law continuum estimates at z ∼ 6
to be off by as much as a factor of two.
4.3 Flux Probability Distribution Functions
4.3.1 Observed PDFs
Observed transmitted flux probability distribution functions (PDFs) were taken from spec-
tra of the 55 quasars listed in Table 4.1. In order to avoid contamination from the proximity
region and from O vi/Lyβ absorption, we limited our analysis to pixels 10000 km s−1 blue-
ward of the Lyα emission line and 5000 km s−1 redward of the O vi emission line. The
offsets were made intentionally large to account for possible errors in the QSO redshifts.
In order for each region to contain enough pixels to be statistically significant yet avoid
strong redshift evolution within a sample, we divided the Lyα forest in each sightline into
two sections covering ∼ 60 A˚ rest wavelength. Regions containing damped Lyα systems
were discarded. We further exclude wavelengths covered by the telluric A and B bands.
Other atmospheric absorption due to water vapor was typically weak compared to the Lyα
absorption at the same wavelength and so was ignored. Table 4.1 lists the redshift interval
for each region of the Lyα forest we examine.
Metal lines can be a significant contaminant in the Lyα forest, particularly at lower
redshifts. We therefore removed as many lines as could be identified either by damped Lyα
absorption or from multiple metal lines at the same redshift. In addition to the doublets
C iv, Si iv, and Mg ii, we searched for coincidences of Si ii, Si iii, C ii, O i, Fe ii, Al ii, and
Al iii. For exceptionally strong systems we also masked weaker lines such as Cr ii, Ti ii,
S ii, and Zn ii. Lines in the forest were masked according to the structure and extent of
lines identified redward of Lyα emission. Very strong line that could be identified only from
their presence in the Lyα forest (e.g., saturated C iv) were also masked. We did not mask,
however, weak lines found in the forest without counterparts redward of Lyα emission.
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Doing so would preferentially discard pixels with low Lyα optical depth (where the metal
lines can be seen), introducing a potentially larger bias in the PDF than the one incurred
by leaving the contaminated pixels in the sample. In any case, our primary concern is with
strong metal lines that could mimic saturated Lyα absorption. Weak metal lines are not
expected to significantly alter the flux PDF.
The observed transmitted flux PDF for each region was computed in normalized flux
bins of 0.02. Errors were computed using bootstrap resampling (Press et al. 1992). Each
region was divided into many short sections spanning 200 km s−1, and 1000 replicates of
each region were constructed by randomly drawing sections with replacement. For this work
we have used only the diagonal elements of the error matrix. As noted by McDonald et al.
(2000) and Desjacques & Nusser (2005), ignoring the off-diagonal elements when performing
χ2 fitting can have a significant effect on the width of the χ2 distribution, but has only a
small effect on the values of the best-fit parameters. For comparison, we have repeated
the analyses presented in this paper using purely Poisson errors and have obtained nearly
identical results.
4.3.2 Theoretical PDFs
We will examine two possible distributions for Lyα optical depths: one based on the gas
density distribution given by MHR00, and the other a lognormal distribution. In this section
we derive the expected flux PDF for each case.
MHR00 model
The MHR00 gas density distribution is derived analytically based on assuming that the
density fluctuations are initially Gaussian, that the gas in voids is expanding at constant
velocities, and that the densities are smoothed on the Jeans length of the photoionized gas.
The resulting parametric form for the volume-weighted density distribution is
PMHR00∆ (∆) = A exp
[
−(∆
−2/3 − C0)2
2(2δ0/3)2
]
∆−β , (4.1)
where ∆ ≡ ρ/ρ¯ is the gas overdensity and A, C0, δ0, and β are constants. We take
δ0 = 7.61/(1 + z) and β from Table 1 of MHR00, which produces good fits to ΛCDM
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(Ωm = 0.4) simulation of Miralda-Escude´ et al. (1996). We then set A and C0 such that the
total area under PMHR00∆ (∆) and the mean overdensity are both equal to one. Parameters
for redshifts other than those listed in MHR00 are linearly interpolated.
To convert from densities to optical depths, assumptions must be made about the ion-
izing background radiation and the thermal state of the gas. The Lyα optical depth of a
uniform IGM would be
τu =
pie2
mec
fαλαH
−1(z)nH I , (4.2)
where fα is the Lyα oscillator strength, λα = 1216 A˚, and H(z) is the Hubble constant at
redshift z (Gunn & Peterson 1965). In the case of photoionization equilibrium, the optical
depth τ(∆) for an overdensity ∆ can be expressed in terms of the H i ionization rate Γ,
and the recombination coefficient α as (Weinberg et al. 1997)
τ(∆) ∝ (1 + z)
4.5(Ωbh
2)2α[T (∆)]
hΓ(∆, z)Ω0.5m
∆2 , (4.3)
where α depends on the temperature as α(T ) ∝ T−0.7 for T ∼ 104 K (Abel et al. 1997).
The IGM temperature will generally depend on the density, which is typically expressed
as a power-law equation of state, T (∆) = T0∆
1−γ (e.g., Hui & Gnedin 1997). As other
authors have done, however, we will assume a uniform UV background and an isothermal
IGM (Songaila & Cowie 2002; Songaila 2004; Fan et al. 2002, 2006a). Following Fan et al.
(2002), we can then express the optical depth as a function of density,
τ(∆) = τ0
(
1 + z
7
)4.5 [ 0.05
Γ−12(z)
]
∆2 , (4.4)
where Γ−12 is the H i ionization rate in units of 10
−12 s−1. For comparison to other works
(McDonald et al. 2001; Fan et al. 2002, 2006a), we take τ0 = 82, although the normalization
depends on the choice of cosmology. Equations (4.1) and (4.4) can then be used to determine
the expected distribution of optical depths,
PMHR00τ (τ) =
AG(β−1)/2
2τ (β+1)/2
exp

−
(
G1/3τ−1/3 − C0
)2
2(2δ0/3)2

 , (4.5)
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where
G ≡ τ0
(
1 + z
7
)4.5 [ 0.05
Γ−12(z)
]
. (4.6)
Finally, we can convert to the expected distribution of normalized fluxes, F = e−τ ,
PMHR00F (F ) =
AG(β−1)/2
2(− lnF )(β+1)/2F exp

−
(
G1/3(− lnF )−1/3 − C0
)2
2(2δ0/3)

 (4.7)
for 0 ≤ F ≤ 1, 0 otherwise. The distribution of fluxes at a particular z is then fully specified
by the ionization rate Γ−12.
Lognormal τ distribution
For the lognormal optical depth distribution, we make no assumptions about the underlying
density field, temperature, or ionization rate. As discussed above, a lognormal distribution
can be motivated either from arguments about the evolution of an initially Gaussian density
field (Coles & Jones 1991; Bi et al. 1992) or by the central limit theorem. Here we consider
it to be a generic model that may plausibly describe the distribution of optical depths.
The lognormal distribution is described by two parameters, µ = 〈ln τ〉, and σ, which is the
standard deviation of ln τ ,
PLognormalτ (τ) =
1
τσ
√
2pi
exp
[
−(ln τ − µ)
2
2σ2
]
. (4.8)
This gives an expected distribution of transmitted fluxes,
PLognormalF (F ) =
1
(− lnF )Fσ√2pi exp
[
−(ln (− lnF )− µ)
2
2σ2
]
(4.9)
for 0 ≤ F ≤ 1, 0 otherwise. There are obvious similarities between the MHR00 and
lognormal distributions, which should not be surprising if they are both expected to at
least roughly describe the data. We will examine the differences between the two cases
more closely in §4.4.1.
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4.3.3 Fitting the observed PDFs
In order to match the observed flux PDF, we must account for various imperfections in the
data. The most important of these is noise in the flux measurements, which will smooth
out the PDF and create pixels with F < 0 and F > 1. We incorporate this effect by
convolving the ideal flux PDFs given by equations (4.7) and (4.9) with a smoothing kernel
constructed separately for each flux bin. (Numerically, the smoothing is performed on bins
much narrower than those used for the final PDFs). The kernel for a particular bin is
a weighted sum of Gaussian kernels whose widths and weights are determined from the
distribution of formal flux errors of pixels in that bin. The result is typically a kernel with a
narrow core to account for pixels with low noise, and an extended tail for noisier pixels. This
allows us to fit regions of the Lyα forest where the data quality is highly inhomogeneous.
Errors in the continuum level and the flux zero point will also affect the the observed
PDF. A change in the continuum will cause the observed PDF to be stretched or compressed
in proportion to the flux level. An error in the zero point, which may result either from
imperfect sky subtraction or from spurious counts (i.e., cosmic rays) improperly handled by
the spectrum extraction or combination routines, will also stretch or compress the observed
PDF from the low-flux end. In fitting the PDFs we consider two cases: first, where we
assume there are no errors in either the continuum or the zero point, and second, where
the continuum level and zero point are treated as free parameters. We define the preferred
continuum and zero point levels to be those which, if applied to the data, would allow
the theoretical distributions to produce the best. When performing the fits, however, the
adjustments are applied to the models and not to the data. The continuum and zero points
are treated independently, such that a change in the zero point does not require a change in
the continuum, and visa versa. We do not allow zero point corrections at z < 3, where few
pixels have zero flux. This was found to have no significant impact on the other parameters.
The results of the χ2 minimization fitting are summarized in Tables 4.2 and 4.3 for the
MHR00 and lognormal cases, respectively. The best-fitting PDFs are plotted in Figures 4.1
through 4.5. For each region, we show the observed PDF along with the best-fitting theo-
retical PDFs in the cases where no continuum or zero point corrections are made and where
the continuum and zero point are allowed to vary. At z > 5, the MHR00 and lognormal
distribution provide very similar fits. This is not a surprise since, at these redshifts, we are
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sampling the low-optical depth tail of both distributions. The differences in the distribu-
tions increase at lower redshift. At 3 < z < 5, the best-fit MHR00 distribution significantly
underpredicts the number of pixels with very low optical depth unless a continuum cor-
rection is applied. In contrast, the best-fit lognormal distributions provide a reasonable
fit to the data at all redshifts, with or without a change in the continuum. Both models
underpredict the number of saturated pixels in some cases, although the discrepancy tends
to be much larger for the MHR00 distribution.
In Figure 4.6 we compare the minimum reduced χ2 values for both models in the case
where the continua and zero points are held fixed. At z < 2, there is a roughly even
divide between regions that are better fit by the MHR00 distribution and those that prefer
the lognormal distribution. In most instances, however, where the MHR00 distribution is
preferred, the fit is relatively poor (χ2r > 2). At z > 5, the fits are mostly comparable, as
noted above. For 3 < z < 4, the lognormal distribution provides a reasonable fit and is
strongly preferred over the MHR00 model.
The fits improve for both models when the continua and zero points are allowed to
vary. Most of this improvement is the result of the continuum corrections. The effect is
particularly large for the MHR00 distribution, which implies that the MHR00 model tends
to require that a significant continuum correction be applied to the data in order to produce
a good fit. In Figure 4.7 we plot the reduced χ2 values for these more general fits. As was the
case without continuum and offset adjustments, the two distributions produce comparable
fits at z > 5. At all lower redshifts, however, the lognormal distribution is preferred.
As noted above, even at low redshift, where extended regions of the spectrum have very
little absorption, the continuum fit may be in error due to a combination of noise and the
personal bias of the individual applying the fit. At z < 4, however, the continuum error
should be less than a few percent for reasonably high signal-to-noise data. In Figure 4.8 we
plot the continuum correction preferred for both distributions as a function of redshift. The
MHR00 model requires the continuum to steadily increase with redshift over the continuum
drawn by hand in order to account for the lack of pixels predicted to lie near the continuum
(i.e., pixels with very low optical depth). In contrast, the lognormal τ distribution naturally
accommodates fluxes near the continuum and does not require a large continuum correction
for z < 4.5. At z > 5.4, the preferred continuum adjustment has a large scatter for both
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Figure 4.1 Fits to the Lyα flux probability distribution functions for QSOs in our sample.
Each set of panels is labeled with the QSO name and the mean absorption redshift. His-
tograms show the observed PDF. For each region, MHR00 model fits assuming an isothermal
IGM are shown on the left-hand side (red lines), while fits based on a lognormal τ distribu-
tion are shown on the right-hand side (blue lines). Dotted lines indicate the best fit without
adjusting either the continuum or the zero point. Solid lines show the best fits when the
continuum and zero point are allowed to vary. The lognormal τ distribution generally pro-
duces a good fit without large adjustments to the continuum, whereas at 3 < z < 5 the
MHR00 model fits tend to be poor unless a significant continuum adjustment is made.
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Figure 4.2 Fits to the Lyα flux probability distribution functions for QSOs in our sample,
continued from Figure 4.1.
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Figure 4.3 Fits to the Lyα flux probability distribution functions for QSOs in our sample,
continued from Figure 4.1.
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Figure 4.4 Fits to the Lyα flux probability distribution functions for QSOs in our sample,
continued from Figure 4.1.
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Figure 4.5 Fits to the Lyα flux probability distribution functions for QSOs in our sample,
continued from Figure 4.1.
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Figure 4.6 A comparison of the reduced χ2 values for the best-fitting MHR00 and lognormal
τ PDFs when the continuum and zero point are held fixed. Symbols indicate the mean
absorption redshift of the fitted region of the Lyα forest. The dotted line indicates where
χ2r,MHR00 = χ
2
r,Lognormal. Roughly half of the Lyα regions at z < 3 are better fit by the
MHR00 PDF. Otherwise, the lognormal PDF is preferred.
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Figure 4.7 A comparison of the reduced χ2 values for the best-fitting MHR00 and lognormal
τ PDFs when the continuum and zero point are allowed to vary. Note the change in scale
from Figure 4.6. Symbols indicate the mean absorption redshift of the fitted region of the
Lyα forest. The dotted line indicates where χ2r,MHR00 = χ
2
r,Lognormal. The lognormal PDF
is preferred at all redshifts, particularly at z < 5.
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theoretical distributions, since nearly all pixels have significant optical depth.
In Figure 4.9 we show examples of the best-fit continua overlaid on the corresponding
regions of the Lyα forest. While the shape of a QSO continuum can be somewhat ambiguous
when convolved with the response function of the instrument, no undue effort has been made
to fit the continua across every transmission peak. The lognormal distribution fits the data
well when the continua are near their intuitive values, while the MHR00 model requires
the continua to be substantially higher. Fitting QSO continua is an inherently uncertain
task. Even when the continuum is allowed to vary, however, the lognormal τ distribution
produces a better fit than the MHR00 model.
In contrast to our results, Rauch et al. (1997) and McDonald et al. (2000) found good
agreement between the observed flux PDFs from some of the same sightlines used here
and the predictions from a numerical simulation with a density distribution similar to the
MHR00 model. The reason for this appears to lie in their treatment of the continuum. Both
works apply a strong correction to their simulated spectra by placing the continuum at the
maximum transmitted flux level for each pass through the simulation box (10h−1 Mpc,
or ∼ 30 A˚ at z = 4). This is a much higher-order correction than we consider here. In
addition, McDonald et al. (2000) group all pixels with flux F > 1 into their bin at F = 1.
This disguises the shape of the observed PDF for pixels with low optical depth, particularly
at z = 3−4. By fitting pixels at all fluxes, we remain sensitive to the shape of the PDF near
F ∼ 1. Applying a low-order continuum correction is therefore not sufficient to obtain a
good fit for the MHR00 distribution. This works well, however, in the lognormal case. Much
of the discriminating power in the flux PDF occurs at very low optical depths. Therefore,
unless more reliable continuum fits can be made, the success of the MHR00 model in this
regime is at best unclear.
4.4 Redshift Evolution of Optical Depth
4.4.1 Lognormal Parameters
We have shown that a lognormal distribution of optical depths provides a good fit to the
observed Lyα transmitted flux PDF at all redshifts 1.7 < z < 5.8. In this section we examine
the evolution of the lognormal distribution and use it to predict the evolution of the mean
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Figure 4.8 Continuum adjustments to the data that are required so that the observed distri-
bution of Lyα fluxes are best fit by the theoretical distributions. Squares show the contin-
uum adjustment needed for the MHR00 model. Diamonds show the continuum adjustment
needed for the lognormal τ distribution. The MHR00 model value for SDSS J0818+1722
at 〈zabs〉 = 5.590 lies outside the plot range, as indicated by the arrow. At z < 4, only
the values for regions with median flux error < 0.05 are shown. The MHR00 distribution
requires a steadily increasing continuum adjustment with redshift to account for the lack
of pixels predicted to lie near the continuum. At z > 5.4 the best-fitting continuum has a
large scatter for both distributions due to how little transmitted flux remains in the forest.
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Figure 4.9 Four examples of continuum adjustments needed so that the observed flux PDFs
are best fit by the theoretical distributions. Each panel shows a sample of the Lyα forest
taken from the fitted region indicated by the QSO name and mean absorption redshift. The
solid and dashed horizontal lines shows the continuum levels best fit by the MHR00 and
lognormal τ distributions, respectively. The spectra have been binned to 13 km s−1 pixels
for clarity.
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Figure 4.10 Parameters for the lognormal distribution of Lyα optical depths that produce
the best fits to the observed flux PDFs. Here, µ = 〈ln τ〉 and σ = stddev (ln τ). The dashed
lines show the best linear fits from equations (4.10) and (4.11).
transmitted flux at z > 6. In Figure 4.10 we plot the lognormal parameters µ and σ as a
function of z. Both parameters evolve smoothly with redshift, as should be expected if they
reflect a slowly-evolving density field, UV background, and temperature-density relation.
The increase in µ and decrease in σ with z can both be understood primarily in terms of
the evolution of a self-gravitating density field. At earlier times, the density contrast in the
IGM will be lower. This will tend to produce a higher volume-weighted median τ , which is
given by eµ, as well as a smaller logarithmic dispersion in τ , which is given by σ. Since we
do not have an a priori model for how the lognormal parameters should evolve, for this work
we choose the simplest possible parametrization. Excluding points at z > 5.4, where the
lognormal parameters depend on highly uncertain continuum levels, a linear fit in redshift
gives
µ(z) = (−9.35± 0.17) + (1.79± 0.04)(1 + z) , (4.10)
σ(z) = (4.19± 0.16)− (0.46± 0.03)(1 + z) . (4.11)
These fits are plotted as dashed lines in Figure 4.10.
We can compare the evolution of the MHR00 and lognormal τ distributions and their
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predictions for the transmitted flux PDF. In Figure 4.11 we plot fiducial τ and flux distribu-
tions for 2 ≤ z ≤ 6. Parameters for the lognormal distribution are calculated from equations
(4.10) and (4.11). For the MHR00 model, values for Γ−12 are chosen to be consistent with
the fitted values in Table 4.2. The vertical dotted lines indicate the range of optical depths
that can be measured with good data. At z = 2 we are primarily sensitive to the high-τ
tail in both distributions. At higher redshifts, the peaks of the distributions shift towards
higher values of τ until we are sampling only the end of the low-τ tail at z = 6.
Differences in the shape of the transmitted flux PDF are largest at 3 ≤ z ≤ 5, where
Pτ (τ) is well-sampled. The fact that the lognormal τ distribution is most strongly favored
at these redshifts suggests that it is more likely to be useful in making predictions for the
distribution of transmitted flux at z > 6. An important feature of the lognormal distribution
is that it narrows with redshift more rapidly than the MHR00 distribution. It therefore
predicts fewer pixels with measurable transmitted flux at z ∼ 6 than does the MHR00
model with a slowly evolving UV background.
4.4.2 Mean transmitted flux
We can use the redshift evolution of the lognormal distribution to predict the the evolution
of transmitted flux at z & 6. The mean transmitted flux will be given by
〈F 〉 =
∫ 1
0
F PF (F ) dF . (4.12)
It is conventional to express the mean flux in terms of an effective optical depth τeff =
− ln 〈F 〉. For a distribution of optical depths, τeff will be smaller than the true mean optical
depth. We show measurements of τeff for Lyα from Songaila (2004) and Fan et al. (2006a)
in Figure 4.12. The dashed line shows the best-fitting power-law to their data at z < 5.5
from Fan et al. (2006a). The deviation of the data from the power-law at z > 5.7 has been
cited as the primary evidence for an abrupt change in the ionizing background at z ∼ 6.
We also show ταeff as predicted by the evolution of the lognormal τ distribution given by
equations (4.10) and (4.11) as a solid line. We emphasize that the lognormal parameters
were fit only to measurements at z < 5.4. Even so, ταeff calculated from the lognormal
distribution both better fits the data at z < 5 and predicts the upturn in ταeff at z > 5.7.
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Figure 4.11 Redshift evolution of the theoretical Lyα optical depth and transmitted flux
distributions. The top panels show the τ distributions for the indicated redshifts and ion-
ization rates. Bottom panels show the corresponding transmitted flux PDFs. Distributions
for the MHR00 model are shown in red. Distributions for the lognormal τ model are shown
in blue. Parameters for the lognormal τ distribution were calculated from fits to µ and
σ as a function of redshift (cf. equations 4.10 and 4.11). Vertical dotted lines indicate
optical depths corresponding to 98% and 2% transmitted flux. The clearest differences in
the predicted shapes of the flux PDFs occur at 3 < z < 5. The lognormal τ distribution,
which produces better fits to the data, narrows with redshift more rapidly than the MHR00
τ distribution. Hence, fewer pixels with measurable transmitted flux at z = 6 are predicted
in the lognormal case.
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In Figure 4.13 we include the lower-redshift measurements of Kirkman et al. (2005). The
power-law underpredicts the amount of Lyα absorption at z < 2.5, while the lognormal
distribution matches all observations at 1.6 < z < 6.2.
Stronger constraints on the ionization state of the IGM can be set using Lyβ, which is
a weaker transition than Lyα by a factor of 6.2. In the lognormal case, this produces a
distribution of Lyβ optical depths with the same σ as Lyα but with µβ = µα − ln 6.2. We
can then compute the expected mean flux in the Lyβ forest at redshift z by multiplying the
mean transmission resulting from Lyβ absorption at z by the mean transmission resulting
from Lyα absorption at zβ = (1 + z)λβ/λα − 1. We show the τβeff measurements from
Songaila (2004) and Fan et al. (2006a) in Figure 4.14. These are computed directly from
the transmitted flux and have not been corrected for foreground Lyα absorption. The
dashed line again shows the best-fit power-law to the points at z < 5.5 from Fan et al.
(2006a). The solid line shows the lognormal prediction. Here again, despite the fact that
we have not used any Lyβ measurements to determine the optical depth distribution, τβeff
predicted in the lognormal case is a better fit to the data at z < 5 and follows the upturn
in τβeff at z > 5.7.
Our purpose here is not to fully characterize the evolution of transmitted flux at all
redshifts. We have simply identified a distribution of optical depths that describes the
observed distribution of transmitted fluxes better than the commonly used model. The fact
that this distribution evolves smoothly with redshift, and that the same evolution describes
changes in the Lyα forest as well at z ∼ 6 as it does at z ∼ 3 strongly suggests that the
disappearance of transmitted flux at z > 6 is due to a smooth evolution of IGM properties.
The lognormal prediction for τβeff falls slightly below some of the lower limits of Fan et al.
(2006a) at z ∼ 6, but the prediction does not take into account the expected scatter in the
mean flux or any small deviation from our adopted linear redshift evolution of the lognormal
parameters. The important point is that the evolution of the mean transmitted flux can
be well described by a smooth evolution in the underlying optical depths. When sampling
only the tail of the τ distribution, as at z ∼ 6, a slight change in the optical depths will
produce a large change in the transmitted flux.
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Figure 4.12 The evolution of Lyα effective optical depth with redshift, where τeff = − ln 〈F 〉.
Data points are from Songaila (2004) (small circles) and Fan et al. (2006a) (large circles and
arrows, with colors matching their Figure 2). The dashed line shows the best-fit power-law
to ταeff at z < 5.5 from Fan et al. (2006a). The solid line shows τ
α
eff calculated from the
lognormal distribution of Lyα optical depths, for which the parameters were fit at z < 5.4.
A simple evolution in the lognormal τ distribution predicts the upturn in ταeff at z > 5.5
and produces a better fit to the observed ταeff at 4 < z < 5.
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Figure 4.13 Same as Figure 4.12, with ταeff on a logarithmic scale. We have also included
lower-redshift measurements calculated from Kirkman et al. (2005), which exclude absorp-
tion from metal lines, Lyman limit systems, and damped Lyα systems. The Kirkman et al.
(2005) points are plotted as open squares with errors in the mean measurements. The
power-law fit from Fan et al. (2006a) (dashed line) underpredicts the amount of Lyα ab-
sorption both at z > 5.7 and at z < 2.5. In contrast, ταeff calculated from the lognormal τ
distribution (solid line), provides a simultaneously good fit to all points at 1.6 < z < 6.2.
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Figure 4.14 The evolution of Lyβ effective optical depths with redshift. Data points at from
Songaila (2004) (small circles) and Fan et al. (2006a) (large circles and arrows, with colors
matching their Figure 3). The data have not been corrected for foreground Lyα absorption.
The dashed line shows the best-fit power-law to τβeff at z < 5.5 from Fan et al. (2006a).
The solid line shows τβeff predicted purely from the lognormal distribution of Lyα optical
depths. Even though no independent fitting of Lyβ fluxes was performed, the lognormal τ
distribution captures the upturn in τβeff at z > 5.5 and produces a better fit to the observed
τβeff at 4 < z < 5.
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4.4.3 UV background
Liu et al. (2006) recently demonstrated that a semi-analytic model based on a lognormal
density distribution can reproduce the observed rise in τeff at z > 5.7. However, they invoke
a UV background that declines rapidly with redshift, decreasing by a factor of ∼ 11 from
z = 3 to 5, and by a factor of ∼ 7 from z = 5 to 6. We have not assumed that the lognormal
τ distribution used here arises directly from a lognormal density distribution. If we assume,
however, a uniform UV background and an isothermal IGM, than we can calculate the H i
ionization rate by inverting equation (4.4) and averaging over all densities. Doing so gives
Γ−12 = 0.05
(
1 + z
7
)4.5 τ0
〈τ1/2〉2 , (4.13)
where 〈τ1/2〉2 = eµ+σ2/4, and we have used the fact that 〈∆〉 = 1.
In Figure 4.15 we show Γ−12 calculated for each fitted region along with the mean values
in bins of redshift. For comparison, the best-fit values of Γ−12 for the model distribution
are also shown. The lognormal values are somewhat higher than the model values, which
are in turn roughly consistent with previous measurements (McDonald et al. 2001; Fan
et al. 2006a). We do not require, however, the strong evolution in Γ−12 given by Liu et al.
(2006) for the lognormal model. Transforming from densities to optical depths depends
on a number of factors, and we do not presume that the assumptions implicit in equation
(4.13) are valid. We merely point out that a lognormal τ distribution is consistent with a
slowly evolving UV background.
We can also calculate the mean volume-weighted neutral fraction,
fH I = (5.5× 10−5)h−170
(
Ωm
0.3
)1/2 ( Ωb
0.04
)−1
(1 + z)−3/2〈τ〉 , (4.14)
where we have used H(z) ≈ H0Ω1/2m (1 + z)3/2. The mean optical depth for the lognormal
distribution will be 〈τ〉 = eµ+σ2/2. Calculating µ and σ from equations (4.10) and (4.11),
this gives fH I = [1.0, 1.2, 1.9, 4.0, 11, 20]× 10−5 for z = [2, 3, 4, 5, 6, 6.5]. The mean optical
depth will depend strongly on the high-τ tail of the distribution, which is poorly constrained
at z > 4. The disappearance of transmitted flux at z > 6, however, is at least consistent
with a highly-ionized IGM.
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Figure 4.15 H i ionization rate as a function of redshift. Small diamonds show Γ−12 calcu-
lated from the lognormal fits to individual regions, assuming a uniform UV background (cf.
equation 4.13). Points fit to high-S/N data are shown in blue. Filled circles show the mean
Γ−12 for the lognormal model in redshift bins of 0.5, starting at z = 2. Vertical error bars
show the standard deviation of points within a bin. Horizontal error bars show the range
of redshift covered by all points within that bin. Squares show the mean Γ−12 from the
MHR00 model fits for an isothermal IGM and uniform UV background (α = 0). Triangles
show the mean Γ−12 from the MHR00 model fits when α is allowed to vary.
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4.5 An inverse temperature-density relation?
We have shown that the simplest transformation of the MHR00 gas density distribution to
optical depths provides at best an uncertain fit to the observed distribution of transmitted
fluxes. There are, however, several ways to modify the expected τ distribution. Here
we consider a non-isothermal temperature-density relation. From equation (4.3) we have
τ ∝ T−0.7Γ−1∆2. We will address the general case where either T or Γ may depend on ∆.
For a power law T 0.7Γ ∝ ∆α, this gives
τ(∆) = τ0
(
1 + z
7
)4.5 [ 0.05
Γ−12(z)
]
∆2−α , (4.15)
where Γ−12 is now the H i ionization rate at the mean density, and the temperature at the
mean density is included in τ0. For a uniform UV background, the equation of state index
will be γ = 1 + 1.43α.
Not surprisingly, adding a degree of freedom significantly improves the fits for many of
our Lyα forest regions. The fitting results are summarized in Table 4.4, and a sample of
the fits are shown in Figure 4.16. There is a large scatter in the best-fit α at all redshifts
when the continuum and zero point are allowed to vary. The mean value 〈α〉 = −0.36±0.45
(sample variance), however, suggests that T 0.7Γ increases towards lower densities. For a
uniform UV background, this implies an equation of state T (∆) ∝ ∆γ−1 with γ ≈ 0.5.
An index < 1 disagrees with previous measurements using the flux PDF (Choudhury et al.
2001; Lidz et al. 2006a; Desjacques & Nusser 2005). Those works, however, typically con-
sidered only γ > 1, which is expected following reionization if overdense regions experience
more photoionization heating and less adiabatic cooling than underdense regions. Radiative
transfer effects may create a complex temperature-density relation if underdense regions are
reionized by a harder UV background than the dense regions near ionizing sources (Bolton
et al. 2004). For the flux PDF, γ < 1 allows for a lower Γ (typically by ∼ 20%, see Fig-
ure 4.15), creating more saturated pixels, while at the same time maintaining a low τ in
low density regions. The necessary continuum corrections also decrease, although they are
still roughly half of those needed in the case of α = 0. Of course, it is possible that we
are not measuring the real equation of state, and that the added degree of freedom simply
compensates for some other aspect of the model distribution. A more careful treatment of
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this problem will be reserved for future work.
4.6 Conclusions
We have analyzed the Lyα transmitted flux probability distribution in a high-resolution
sample of 55 QSOs spanning the absorption redshift range 1.7 < z < 5.8. Our main goal has
been to assess how well the theoretical optical depth distribution commonly used to measure
the H i ionization rate describes the observed flux PDF. We find that the MHR00 model,
under the assumptions of a uniform UV background and an isothermal IGM, produces a
poor fit to the observed flux PDF at all redshifts where the optical depth distribution is
well sampled. This discrepancy eases only if large continuum corrections are applied.
In contrast, a lognormal distribution of optical depths fits the data well with only minor
continuum adjustments. The parameters of the lognormal distribution evolve smoothly with
redshift, as expected for a slowly evolving IGM, and reflect both an increase in the mean τ
and a decrease in the relative scatter in τ with redshift. We have performed simple linear
fits to the lognormal parameters at z < 5.4. The mean transmitted flux calculated from
these fits matches the observations at 1.6 < z < 5.7 better than the best-fitting power law
(Fan et al. 2006a). In addition, extrapolating the lognormal evolution to z > 6 predicts the
observed upturn in both Lyα and Lyβ effective optical depths. This strongly suggests that
if a slowly evolving density field, ionizing background, and IGM temperature are responsible
for the evolution of the Lyα forest at z < 5, then there is no reason to suspect a sudden
change in the IGM at z ∼ 6.
We emphasize that we have used the lognormal distribution as a phenomenological
description of the optical depths only, and that the distribution may not hold for optical
depths that are outside the dynamic range of the transmitted flux. Other factors, such
a non-isothermal IGM or variations in the UV background are likely to be important in
deriving the optical depth distribution from the underlying density field. We have explored
the possibility of a non-isothermal IGM in the context of the MHR00 model. The best fits
tend to favor an inverse temperature-density relation, where temperature increases with
density. This is contrary to typical expectations for the balance between photoionization
heating and adiabatic cooling (Hui & Gnedin 1997), and may be an artifact of some other
feature that causes the MHR00 model to disagree with the data. However, as Bolton et al.
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Figure 4.16 Examples of transmitted flux PDFs where the MHR00 model fit is significantly
improved by allowing a non-isothermal temperature-density relation, or more generally,
T 0.7Γ ∝ ∆α. Each set of panels is labeled with the QSO name and the mean absorption
redshift. Histograms show the observed PDF. For each section, MHR00 model fits with
α = 0 are shown on the left-hand side (red lines), while fits with α treated as a free
parameter are shown on the right-hand side (green lines). Dotted lines indicate the best
fit without adjusting either the continuum or the zero point. Solid lines show the best fits
when the continuum and zero point are allowed to vary. The mean value of α for all regions
is 〈α〉 ≈ −0.4. This may indicate that the UV background decreases with density, or that
there exists an inverse temperature-density relation. Alternatively, finding α < 0 may be
an artifact of some other features of the MHR00 model that causes it to disagree with the
data.
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(2004) point out, radiative transfer effects may create a complex thermodynamic state in
the IGM. If gas at a given density can have a range of temperatures and/or ionization rates,
then a MHR00-like density distribution may give rise to a τ distribution that is closer to
lognormal.
The largest source of uncertainty in fitting the flux PDFs remains the continuum level.
Much of the disagreement between the MHR00 model and observed PDFs stems from
the lack of pixels predicted to have very low optical depths at z > 3. This can be at
least partially remedied by adjusting the continuum (see also McDonald et al. 2000). A
dramatic change in the IGM, however, would still be required to explain the observed lack
of transmitted flux at z ∼ 6.2 (e.g., Fan et al. 2002, 2006a). Future observation of z > 4
gamma-ray bursts, whose continuum is a simple power law, may help to establish the correct
flux PDF. For now, we have identified an optical depth distribution that both fits the data
down to z = 1.6 and captures the evolution of the mean transmitted flux at z > 5.7. If the
lognormal distribution truly reflects aspects of the real optical depth distribution, then the
motivation for late reionization may be greatly diminished.
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Table 4.2. Best-Fit MHR00 Model Parameters (Isothermal)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c χ2r Γ−12
c Cont.d zero pointe χ2
r
SDSS J1148+5251 5.614 49 0.14 1.32 0.12 1.188 0.005 0.67
SDSS J0818+1722 5.590 83 0.14 5.21 0.11 2.427 0.000 3.08
SDSS J1623+3112 5.522 76 0.15 0.93 0.14 0.983 0.005 0.89
SDSS J1048+4637 5.516 88 0.22 1.93 0.20 1.195 -0.006 1.38
SDSS J1030+0524 5.514 83 0.21 1.30 0.17 1.322 0.006 0.89
SDSS J0002+2550 5.465 68 0.13 1.34 0.12 1.071 0.009 1.10
SDSS J0836+0054 5.455 55 0.20 1.00 0.18 1.198 0.002 0.64
SDSS J0818+1722 5.221 73 0.23 1.53 0.20 1.175 0.006 0.78
SDSS J0002+2550 5.076 75 0.17 2.40 0.14 1.125 0.016 1.47
SDSS J0836+0054 5.067 56 0.16 0.84 0.16 1.054 0.003 0.70
SDSS J0231−0728 5.043 78 0.30 1.43 0.25 1.153 0.012 0.69
SDSS J0915+4244 4.849 71 0.19 3.35 0.16 1.304 0.007 0.97
SDSS J1204−0021 4.747 75 0.40 7.42 0.27 1.210 0.031 1.05
SDSS J0231−0728 4.730 77 0.27 1.22 0.25 1.039 0.012 0.86
SDSS J2225−0014 4.513 80 0.30 3.70 0.24 1.193 0.010 0.82
SDSS J0915+4244 4.509 77 0.33 3.17 0.26 1.137 0.017 0.75
SDSS J1204−0021 4.428 79 0.36 6.64 0.28 1.194 0.005 1.60
BRI2237−0607 4.254 84 0.64 4.94 0.50 1.094 -0.005 1.62
SDSS J2225−0014 4.234 86 0.28 5.13 0.21 1.170 -0.002 1.29
Q0246+1750 4.123 65 0.40 2.55 0.34 1.069 0.009 1.11
BRI1202−0725 4.074 87 0.29 10.08 0.23 1.182 0.011 2.21
Q0246+1750 3.851 78 0.55 5.26 0.39 1.073 -0.005 2.11
Q1055+4611 3.846 62 0.24 4.68 0.22 1.091 0.002 1.60
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Table 4.2 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c χ2r Γ−12
c Cont.d zero pointe χ2
r
Q0000−263 3.833 70 0.34 5.50 0.28 1.097 0.010 1.56
Q1645+5520 3.798 60 0.33 5.49 0.31 1.076 0.002 1.53
BRI0241−0146 3.779 67 0.40 6.43 0.29 1.076 0.019 1.86
Q0827+5255 3.623 55 0.31 4.93 0.32 1.059 0.000 1.66
Q1055+4611 3.591 63 0.51 7.66 0.41 1.052 0.004 1.73
Q0000−263 3.574 73 0.44 5.32 0.32 1.048 0.002 3.33
Q1645+5520 3.543 61 0.33 4.27 0.28 1.055 0.000 1.17
BRI0241−0146 3.523 74 0.32 4.96 0.26 1.064 0.000 1.92
Q0827+5255 3.389 61 0.33 5.88 0.27 1.060 0.004 1.17
Q0055−2659 3.381 67 0.69 3.02 0.51 1.030 0.010 1.11
Q1422+2309A 3.358 58 0.56 4.41 0.42 1.037 0.008 1.16
Q0055−2659 3.149 73 0.54 4.75 0.44 1.014 0.013 4.44
Q1422+2309A 3.126 57 0.44 2.99 0.37 1.025 0.004 0.89
Q0956+1217 3.061 64 0.37 4.47 0.29 1.035 0.001 1.50
Q0930+2858 2.955 74 0.49 1.24 0.44 1.011 · · · 1.02
Q0636+6801 2.931 56 0.50 3.02 0.39 1.017 · · · 1.30
Q0642+44 2.927 76 0.38 2.12 0.29 1.030 · · · 0.95
Q1140+3508 2.916 60 0.58 4.64 0.39 1.023 · · · 2.05
Q0449−1326 2.860 65 0.38 1.60 0.30 1.024 · · · 0.54
Q0956+1217 2.845 66 0.62 3.04 0.45 1.018 · · · 1.75
Q0940−1050 2.844 61 0.39 3.14 0.30 1.019 · · · 1.81
Q2231−0015 2.780 64 0.37 3.12 0.30 1.021 · · · 1.92
HS0741+4741 2.772 60 0.49 4.59 0.35 1.024 · · · 1.45
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Table 4.2 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c χ2r Γ−12
c Cont.d zero pointe χ2
r
HS1011+4315 2.766 63 0.44 2.46 0.32 1.019 · · · 1.13
Q0216+0803 2.748 86 0.21 1.30 0.19 1.010 · · · 1.23
Q1437+3007 2.746 65 0.49 1.14 0.45 1.005 · · · 1.03
Q0636+6801 2.720 56 0.35 2.75 0.27 1.017 · · · 1.22
Q1140+3508 2.708 61 0.56 3.12 0.40 1.014 · · · 1.66
Q1511+0907 2.658 70 0.42 1.74 0.35 1.011 · · · 1.34
Q0449−1326 2.654 69 0.39 1.18 0.45 0.990 · · · 0.91
Q1132+2243 2.652 71 0.39 2.72 0.27 1.022 · · · 1.55
HS0119+1432 2.643 58 0.54 1.34 0.48 1.005 · · · 1.15
Q0940−1050 2.639 66 0.38 3.85 0.24 1.029 · · · 1.80
HS1946+7658 2.627 59 0.36 2.45 0.28 1.015 · · · 1.10
Q1549+1919 2.613 53 0.50 3.14 0.43 1.011 · · · 1.17
Q0528−250 2.595 65 0.25 5.44 0.16 1.022 · · · 4.54
Q2231−0015 2.578 74 0.29 1.56 0.26 1.007 · · · 1.52
Q0216+0803 2.574 89 0.18 1.32 0.19 0.991 · · · 1.31
Q1437+3007 2.547 73 0.45 1.44 0.41 1.005 · · · 1.43
Q1107+487 2.546 72 0.55 1.05 0.49 1.005 · · · 0.96
Q1244+3133 2.541 81 0.22 2.34 0.20 1.011 · · · 2.12
HS1700+6416 2.525 54 0.57 2.41 0.44 1.007 · · · 1.57
Q1511+0907 2.464 76 0.31 1.03 0.30 1.002 · · · 1.02
Q1132+2243 2.456 74 0.43 1.28 0.48 0.994 · · · 1.21
HS0119+1432 2.452 60 0.32 1.46 0.29 1.005 · · · 1.36
Q1009+2956 2.436 56 0.48 2.05 0.43 1.004 · · · 1.83
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Table 4.2 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c χ2r Γ−12
c Cont.d zero pointe χ2
r
Q1549+1919 2.419 55 0.68 3.77 0.48 1.008 · · · 2.60
Q0528−250 2.398 72 0.30 1.10 0.34 0.993 · · · 0.99
Q2344+1228 2.374 79 0.29 2.15 0.28 1.002 · · · 2.17
Q1358+1134 2.370 86 0.10 3.11 0.16 0.942 · · · 0.85
Q2206−199N 2.356 60 0.37 1.09 0.33 1.004 · · · 1.02
HS1700+6416 2.339 55 0.41 1.78 0.41 1.000 · · · 1.89
Q1623+2653 2.323 67 0.41 1.69 0.36 1.004 · · · 1.55
Q1442+2931 2.264 60 0.53 0.99 0.62 0.996 · · · 0.77
Q1009+2956 2.252 59 0.36 0.67 0.33 1.003 · · · 0.62
Q2343+1232 2.190 81 0.28 1.14 0.23 1.010 · · · 1.05
Q2206−199N 2.188 61 0.33 0.97 0.31 1.002 · · · 0.99
Q1623+2653 2.146 77 0.29 1.30 0.35 0.990 · · · 1.07
Q0841+1256 2.127 81 0.14 2.42 0.22 0.970 · · · 1.11
Q0237−233 2.050 67 0.13 5.61 0.28 0.967 · · · 1.30
Q1225+3145 2.016 62 0.32 2.00 0.30 1.002 · · · 2.01
Q0421+019 1.870 70 0.49 5.17 0.95 0.979 · · · 2.97
Q1225+3145 1.857 63 0.25 1.71 0.24 1.001 · · · 1.70
Q0119−0437 1.807 83 0.30 4.33 0.74 0.963 · · · 1.93
Q0058+0155 1.797 79 0.29 3.75 0.64 0.966 · · · 1.96
aMean absorption redshift.
bNumber of flux bins over which fit was performed.
cH i ionization rate, in units of 10−1 s−1.
dFactor by which to multiply the continuum in order for the model to produce the best fit.
eFlux zero point that would allow the model to produce the best fit.
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Table 4.3. Best-Fit Lognormal Parameters
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
µc σd χ2r µ
c σd Cont.e Zero pt.f χ2
r
SDSS J1148+5251 5.614 49 1.81 0.86 1.10 2.21 1.24 0.774 0.009 0.49
SDSS J0818+1722 5.590 83 2.71 1.83 1.98 2.59 1.63 1.161 0.002 1.91
SDSS J1623+3112 5.522 76 1.58 0.80 0.83 1.56 0.75 1.088 -0.001 0.87
SDSS J1048+4637 5.516 88 1.58 1.19 1.42 1.40 0.83 1.427 -0.010 0.99
SDSS J1030+0524 5.514 83 1.53 1.07 0.97 1.63 1.16 0.983 0.006 0.92
SDSS J0002+2550 5.465 68 1.61 0.79 1.21 1.82 0.94 0.940 0.009 1.14
SDSS J0836+0054 5.455 55 1.54 1.10 0.64 1.66 1.36 0.866 0.004 0.47
SDSS J0818+1722 5.221 73 1.19 1.15 0.88 1.29 1.31 0.937 0.007 0.71
SDSS J0002+2550 5.076 75 1.19 0.95 1.90 1.42 1.25 0.884 0.019 1.43
SDSS J0836+0054 5.067 56 1.29 1.00 0.72 1.29 1.10 0.922 0.000 0.59
SDSS J0231−0728 5.043 78 0.80 1.23 0.91 0.89 1.35 0.974 0.012 0.72
SDSS J0915+4244 4.849 71 1.12 1.49 1.13 1.28 1.61 1.004 0.011 0.48
SDSS J1204−0021 4.747 75 0.26 1.36 4.23 0.58 1.49 1.052 0.033 0.99
SDSS J0231−0728 4.730 77 0.63 1.17 1.22 0.64 1.38 0.916 0.009 0.96
SDSS J2225−0014 4.513 80 0.40 1.65 0.95 0.49 1.63 1.028 0.012 0.63
SDSS J0915+4244 4.509 77 0.26 1.40 1.60 0.40 1.43 1.036 0.014 0.84
SDSS J1204−0021 4.428 79 0.23 1.91 1.28 0.31 1.87 1.026 0.009 0.98
BRI2237−0607 4.254 84 -0.60 1.98 1.67 -0.60 1.92 1.004 0.008 1.64
SDSS J2225−0014 4.234 86 0.34 1.82 0.71 0.35 1.88 0.991 0.004 0.69
Q0246+1750 4.123 65 -0.35 1.56 1.54 -0.32 1.51 1.016 0.002 1.49
BRI1202−0725 4.074 87 -0.08 2.04 2.19 0.05 1.98 1.032 0.018 1.24
Q0246+1750 3.851 78 -0.74 2.16 1.36 -0.79 2.26 0.987 0.000 1.26
Q1055+4611 3.846 62 -0.15 2.02 0.89 -0.12 1.96 1.019 0.003 0.58
1
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Table 4.3 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
µc σd χ2r µ
c σd Cont.e Zero pt.f χ2
r
Q0000−263 3.833 70 -0.59 1.93 1.94 -0.45 1.94 1.018 0.010 1.19
Q1645+5520 3.798 60 -0.54 2.06 1.15 -0.53 1.96 1.022 0.002 0.76
BRI0241−0146 3.779 67 -0.78 1.85 2.39 -0.61 1.99 1.004 0.020 1.07
Q0827+5255 3.623 55 -0.58 2.30 0.80 -0.65 2.20 1.015 0.000 0.60
Q1055+4611 3.591 63 -1.31 2.15 1.23 -1.24 2.08 1.008 0.003 0.96
Q0000−263 3.574 73 -0.75 2.25 1.57 -0.82 2.53 0.981 0.008 1.05
Q1645+5520 3.543 61 -0.85 2.07 0.76 -0.85 1.98 1.009 0.002 0.70
BRI0241−0146 3.523 74 -0.82 2.07 1.76 -0.83 2.10 0.997 0.001 1.80
Q0827+5255 3.389 61 -1.22 1.97 1.58 -1.13 1.87 1.018 0.004 0.88
Q0055−2659 3.381 67 -1.88 2.04 1.17 -1.92 2.18 0.994 0.008 1.05
Q1422+2309A 3.358 58 -1.79 2.03 1.56 -1.62 2.16 1.005 0.007 0.82
Q0055−2659 3.149 73 -1.67 2.48 3.41 -2.16 3.32 0.970 0.011 1.15
Q1422+2309A 3.126 57 -1.95 1.98 1.05 -1.89 1.87 1.005 0.002 0.97
Q0956+1217 3.061 64 -1.85 2.16 1.63 -1.83 2.07 1.004 0.002 1.67
Q0930+2858 2.955 74 -2.28 1.99 1.05 -2.44 2.15 0.988 · · · 0.89
Q0636+6801 2.931 56 -2.23 2.13 0.78 -2.25 2.17 0.999 · · · 0.79
Q0642+44 2.927 76 -2.00 2.20 0.72 -2.10 2.31 0.992 · · · 0.67
Q1140+3508 2.916 60 -2.32 2.40 0.89 -2.35 2.43 0.998 · · · 0.93
Q0449−1326 2.860 65 -2.16 2.07 0.80 -2.16 2.06 1.001 · · · 0.83
Q0956+1217 2.845 66 -2.65 2.54 1.15 -2.86 2.81 0.991 · · · 0.78
Q0940−1050 2.844 61 -2.07 2.28 1.31 -2.22 2.54 0.990 · · · 0.93
Q2231−0015 2.780 64 -2.25 2.03 1.48 -2.20 2.00 1.003 · · · 1.50
HS0741+4741 2.772 60 -2.57 2.36 1.14 -2.46 2.22 1.006 · · · 0.97
1
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Table 4.3 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
µc σd χ2r µ
c σd Cont.e Zero pt.f χ2
r
HS1011+4315 2.766 63 -2.39 2.25 0.61 -2.45 2.33 0.997 · · · 0.58
Q0216+0803 2.748 86 -1.65 1.91 1.22 -1.99 2.22 0.971 · · · 0.96
Q1437+3007 2.746 65 -2.65 1.96 1.75 -2.89 2.29 0.988 · · · 1.24
Q0636+6801 2.720 56 -2.26 2.11 0.90 -2.28 2.14 0.999 · · · 0.91
Q1140+3508 2.708 61 -2.65 2.41 0.74 -2.81 2.60 0.994 · · · 0.52
Q1511+0907 2.658 70 -2.62 2.21 1.40 -2.93 2.58 0.987 · · · 0.95
Q0449−1326 2.654 69 -2.52 1.60 2.20 -3.13 2.32 0.974 · · · 1.10
Q1132+2243 2.652 71 -2.51 2.43 0.92 -2.66 2.59 0.993 · · · 0.80
HS0119+1432 2.643 58 -2.82 2.08 1.30 -3.13 2.40 0.991 · · · 0.73
Q0940−1050 2.639 66 -2.35 2.62 0.66 -2.43 2.73 0.996 · · · 0.63
HS1946+7658 2.627 59 -2.46 2.12 0.79 -2.51 2.17 0.998 · · · 0.80
Q1549+1919 2.613 53 -3.02 2.14 1.10 -2.92 2.01 1.003 · · · 0.97
Q0528−250 2.595 65 -1.68 2.41 2.35 -2.11 2.83 0.982 · · · 1.50
Q2231−0015 2.578 74 -2.37 2.26 2.00 -2.87 2.85 0.975 · · · 0.97
Q0216+0803 2.574 89 -1.90 1.97 2.02 -2.83 2.98 0.939 · · · 0.95
Q1437+3007 2.547 73 -3.00 2.34 1.94 -3.49 3.01 0.982 · · · 0.98
Q1107+487 2.546 72 -3.17 2.27 1.17 -3.55 2.61 0.989 · · · 0.72
Q1244+3133 2.541 81 -2.16 2.46 2.13 -2.78 3.15 0.966 · · · 0.74
HS1700+6416 2.525 54 -3.08 2.38 1.18 -3.31 2.81 0.995 · · · 0.67
Q1511+0907 2.464 76 -2.66 1.97 1.03 -2.88 2.17 0.989 · · · 0.85
Q1132+2243 2.456 74 -3.05 1.99 1.85 -3.76 2.60 0.979 · · · 1.02
HS0119+1432 2.452 60 -2.66 2.22 1.94 -3.10 2.71 0.985 · · · 0.64
Q1009+2956 2.436 56 -3.12 2.14 2.13 -3.50 2.64 0.992 · · · 1.34
1
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Table 4.3 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
µc σd χ2r µ
c σd Cont.e Zero pt.f χ2
r
Q1549+1919 2.419 55 -3.46 2.84 1.38 -3.63 3.16 0.996 · · · 1.09
Q0528−250 2.398 72 -2.79 2.02 2.29 -3.53 2.68 0.974 · · · 0.85
Q2344+1228 2.374 79 -2.91 2.60 2.42 -3.76 3.44 0.973 · · · 0.89
Q1358+1134 2.370 86 -1.63 1.47 4.00 -2.82 2.67 0.908 · · · 0.73
Q2206−199N 2.356 60 -3.07 2.15 1.44 -3.48 2.71 0.990 · · · 0.80
HS1700+6416 2.339 55 -3.16 1.97 3.81 -3.75 2.97 0.989 · · · 1.39
Q1623+2653 2.323 67 -3.24 2.26 1.41 -3.53 2.48 0.992 · · · 1.12
Q1442+2931 2.264 60 -3.58 1.83 1.75 -4.18 2.39 0.990 · · · 0.93
Q1009+2956 2.252 59 -3.30 2.10 1.08 -3.60 2.50 0.993 · · · 0.74
Q2343+1232 2.190 81 -3.37 2.74 0.93 -3.86 3.16 0.985 · · · 0.65
Q2206−199N 2.188 61 -3.34 2.17 1.51 -3.82 2.69 0.989 · · · 0.98
Q1623+2653 2.146 77 -3.18 1.89 1.64 -3.89 2.49 0.981 · · · 1.19
Q0841+1256 2.127 81 -2.43 1.72 2.92 -3.58 2.69 0.953 · · · 0.95
Q0237−233 2.050 67 -2.49 1.35 3.61 -3.59 2.31 0.961 · · · 0.88
Q1225+3145 2.016 62 -3.62 2.42 1.64 -3.98 2.70 0.994 · · · 1.19
Q0421+019 1.870 70 -3.81 1.92 1.27 -4.51 2.34 0.986 · · · 0.76
Q1225+3145 1.857 63 -3.91 2.56 2.45 -4.80 3.56 0.989 · · · 1.37
Q0119−0437 1.807 83 -3.36 1.87 1.38 -4.42 2.49 0.973 · · · 0.83
Q0058+0155 1.797 79 -3.39 1.87 0.87 -4.13 2.32 0.979 · · · 0.59
aMean absorption redshift.
bNumber of flux bins over which fit was performed.
cLognormal parameter µ = 〈ln τ〉.
dLognormal parameter σ = std dev (ln τ).
eFactor by which to multiply the continuum in order for the model to produce the best fit.
fFlux zero point that would allow the model to produce the best fit.
1
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Table 4.4. Best-Fit MHR00 Model Parameters (Non-Isothermal)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c αd χ2r Γ−12
c αd Cont.e Zero pt.f χ2
r
SDSS J1148+5251 5.614 49 0.13 -0.06 1.30 0.04 0.764 0.764 0.011 0.45
SDSS J0818+1722 5.590 83 0.01 -2.21 2.16 0.02 1.195 1.195 0.003 1.88
SDSS J1623+3112 5.522 76 0.20 0.25 0.86 0.17 1.050 1.050 0.003 0.89
SDSS J1048+4637 5.516 88 0.13 -0.49 1.51 0.19 1.431 1.431 -0.002 1.21
SDSS J1030+0524 5.514 83 0.16 -0.23 1.17 0.13 1.102 1.102 0.008 0.93
SDSS J0002+2550 5.465 68 0.18 0.23 1.24 0.10 0.986 0.986 0.010 1.11
SDSS J0836+0054 5.455 55 0.14 -0.37 0.61 0.11 0.981 0.981 0.005 0.47
SDSS J0818+1722 5.221 73 0.17 -0.30 1.21 0.16 1.081 1.081 0.008 0.77
SDSS J0002+2550 5.076 75 0.18 0.06 2.44 0.11 0.986 0.986 0.021 1.42
SDSS J0836+0054 5.067 56 0.16 0.01 0.84 0.18 1.136 1.136 0.001 0.69
SDSS J0231−0728 5.043 78 0.25 -0.19 1.27 0.23 1.119 1.119 0.014 0.70
SDSS J0915+4244 4.849 71 0.10 -0.74 1.90 0.09 1.100 1.100 0.012 0.49
SDSS J1204−0021 4.747 75 0.37 -0.18 7.44 0.24 1.166 1.166 0.033 1.04
SDSS J0231−0728 4.730 77 0.27 -0.01 1.27 0.23 1.006 1.006 0.013 0.90
SDSS J2225−0014 4.513 80 0.19 -0.61 1.82 0.20 1.120 1.120 0.015 0.65
SDSS J0915+4244 4.509 77 0.30 -0.11 3.14 0.26 1.126 1.126 0.018 0.76
SDSS J1204−0021 4.428 79 0.17 -0.92 1.95 0.18 1.086 1.086 0.012 0.80
BRI2237−0607 4.254 84 0.35 -0.78 1.99 0.43 1.056 1.056 -0.002 1.45
SDSS J2225−0014 4.234 86 0.13 -0.84 0.97 0.13 1.043 1.043 0.009 0.72
Q0246+1750 4.123 65 0.36 -0.12 2.44 0.38 1.090 1.090 0.007 1.06
BRI1202−0725 4.074 87 0.15 -1.03 3.94 0.16 1.090 1.090 0.022 1.40
Q0246+1750 3.851 78 0.23 -0.88 1.12 0.24 1.021 1.021 0.005 1.00
Q1055+4611 3.846 62 0.11 -0.87 1.91 0.13 1.049 1.049 0.004 0.72
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Table 4.4 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c αd χ2r Γ−12
c αd Cont.e Zero pt.f χ2
r
Q0000−263 3.833 70 0.22 -0.62 3.52 0.21 1.063 1.063 0.012 1.22
Q1645+5520 3.798 60 0.16 -0.87 2.16 0.20 1.050 1.050 0.003 0.81
BRI0241−0146 3.779 67 0.30 -0.48 4.82 0.22 1.041 1.041 0.023 1.32
Q0827+5255 3.623 55 0.09 -1.19 1.08 0.13 1.034 1.034 0.001 0.43
Q1055+4611 3.591 63 0.27 -0.84 3.18 0.29 1.033 1.033 0.005 1.01
Q0000−263 3.574 73 0.15 -0.99 1.25 0.13 1.000 1.000 0.010 0.94
Q1645+5520 3.543 61 0.14 -0.83 1.30 0.18 1.032 1.032 0.001 0.53
BRI0241−0146 3.523 74 0.17 -0.70 1.79 0.18 1.033 1.033 0.005 1.31
Q0827+5255 3.389 61 0.22 -0.55 3.70 0.22 1.046 1.046 0.005 1.06
Q0055−2659 3.381 67 0.49 -0.41 1.74 0.43 1.017 1.017 0.012 0.86
Q1422+2309A 3.358 58 0.43 -0.38 3.47 0.30 1.024 1.024 0.008 0.79
Q0055−2659 3.149 73 0.19 -0.91 1.95 0.13 0.978 0.978 0.013 1.07
Q1422+2309A 3.126 57 0.30 -0.48 2.13 0.32 1.021 1.021 0.004 0.85
Q0956+1217 3.061 64 0.21 -0.68 2.27 0.24 1.026 1.026 0.003 1.45
Q0930+2858 2.955 74 0.44 -0.14 1.15 0.43 1.010 1.010 · · · 1.05
Q0636+6801 2.931 56 0.26 -0.60 1.30 0.29 1.010 1.010 · · · 0.94
Q0642+44 2.927 76 0.25 -0.48 0.91 0.26 1.015 1.015 · · · 0.77
Q1140+3508 2.916 60 0.27 -0.72 1.82 0.29 1.012 1.012 · · · 1.44
Q0449−1326 2.860 65 0.26 -0.40 0.98 0.29 1.021 1.021 · · · 0.56
Q0956+1217 2.845 66 0.28 -0.78 0.70 0.28 1.001 1.001 · · · 0.71
Q0940−1050 2.844 61 0.18 -0.69 1.01 0.18 1.003 1.003 · · · 1.00
Q2231−0015 2.780 64 0.31 -0.23 2.80 0.31 1.026 1.026 · · · 1.74
HS0741+4741 2.772 60 0.30 -0.59 2.64 0.32 1.020 1.020 · · · 1.41
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Table 4.4 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c αd χ2r Γ−12
c αd Cont.e Zero pt.f χ2
r
HS1011+4315 2.766 63 0.25 -0.55 1.08 0.27 1.011 1.011 · · · 0.88
Q0216+0803 2.748 86 0.19 -0.13 1.25 0.19 1.002 1.002 · · · 1.27
Q1437+3007 2.746 65 0.42 -0.16 1.02 0.43 1.002 1.002 · · · 1.04
Q0636+6801 2.720 56 0.22 -0.46 1.67 0.24 1.013 1.013 · · · 1.16
Q1140+3508 2.708 61 0.26 -0.69 0.95 0.26 1.004 1.004 · · · 0.92
Q1511+0907 2.658 70 0.28 -0.42 1.04 0.28 0.999 0.999 · · · 1.10
Q0449−1326 2.654 69 0.45 0.18 1.03 0.45 0.989 0.989 · · · 0.94
Q1132+2243 2.652 71 0.22 -0.60 1.13 0.22 1.006 1.006 · · · 1.10
HS0119+1432 2.643 58 0.43 -0.24 1.03 0.43 1.000 1.000 · · · 1.09
Q0940−1050 2.639 66 0.12 -0.95 0.83 0.13 1.008 1.008 · · · 0.75
HS1946+7658 2.627 59 0.25 -0.37 1.58 0.27 1.013 1.013 · · · 1.08
Q1549+1919 2.613 53 0.29 -0.66 1.87 0.38 1.009 1.009 · · · 1.14
Q0528−250 2.595 65 0.08 -0.80 2.31 0.08 0.991 0.991 · · · 2.26
Q2231−0015 2.578 74 0.19 -0.38 1.05 0.18 0.989 0.989 · · · 0.96
Q0216+0803 2.574 89 0.16 -0.10 1.33 0.15 0.952 0.952 · · · 0.95
Q1437+3007 2.547 73 0.29 -0.45 0.93 0.27 0.991 0.991 · · · 0.78
Q1107+487 2.546 72 0.45 -0.24 0.81 0.45 0.999 0.999 · · · 0.81
Q1244+3133 2.541 81 0.12 -0.57 1.17 0.11 0.976 0.976 · · · 0.80
HS1700+6416 2.525 54 0.20 -0.86 0.58 0.18 0.998 0.998 · · · 0.57
Q1511+0907 2.464 76 0.32 0.05 1.01 0.31 1.009 1.009 · · · 1.00
Q1132+2243 2.456 74 0.44 0.04 1.30 0.47 0.989 0.989 · · · 1.21
HS0119+1432 2.452 60 0.22 -0.33 0.88 0.22 0.995 0.995 · · · 0.81
Q1009+2956 2.436 56 0.28 -0.47 1.28 0.25 0.996 0.996 · · · 1.26
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Table 4.4 (cont’d)
QSO 〈zabs〉
a Nbin
b Continuum and zero point fixed Continuum and zero point allowed to vary
Γ−12c αd χ2r Γ−12
c αd Cont.e Zero pt.f χ2
r
Q1549+1919 2.419 55 0.15 -1.19 0.92 0.15 0.999 0.999 · · · 0.94
Q0528−250 2.398 72 0.31 0.03 1.09 0.32 0.985 0.985 · · · 0.88
Q2344+1228 2.374 79 0.18 -0.49 1.48 0.17 0.979 0.979 · · · 1.00
Q1358+1134 2.370 86 0.15 0.44 1.86 0.15 0.922 0.922 · · · 0.74
Q2206−199N 2.356 60 0.26 -0.33 0.77 0.26 0.998 0.998 · · · 0.77
HS1700+6416 2.339 55 0.30 -0.26 1.62 0.23 0.994 0.994 · · · 1.15
Q1623+2653 2.323 67 0.37 -0.12 1.56 0.37 1.003 1.003 · · · 1.63
Q1442+2931 2.264 60 0.63 0.20 0.85 0.63 0.996 0.996 · · · 0.82
Q1009+2956 2.252 59 0.29 -0.21 0.55 0.29 1.000 1.000 · · · 0.56
Q2343+1232 2.190 81 0.19 -0.46 0.72 0.19 0.996 0.996 · · · 0.72
Q2206−199N 2.188 61 0.29 -0.15 0.91 0.28 0.998 0.998 · · · 0.92
Q1623+2653 2.146 77 0.34 0.24 1.08 0.35 0.994 0.994 · · · 1.08
Q0841+1256 2.127 81 0.20 0.39 1.62 0.22 0.967 0.967 · · · 1.11
Q0237−233 2.050 67 0.27 0.68 1.63 0.29 0.975 0.975 · · · 1.19
Q1225+3145 2.016 62 0.30 -0.07 2.03 0.29 1.000 1.000 · · · 2.01
Q0421+019 1.870 70 0.54 0.72 1.60 0.48 1.008 1.008 · · · 1.58
Q1225+3145 1.857 63 0.19 -0.27 1.50 0.17 0.995 0.995 · · · 1.39
Q0119−0437 1.807 83 0.34 0.80 1.32 0.33 1.003 1.003 · · · 1.36
Q0058+0155 1.797 79 0.33 0.78 1.07 0.31 1.010 1.010 · · · 1.01
aMean absorption redshift.
bNumber of flux bins over which fit was performed.
cH i ionization rate, in units of 10−1 s−1.
dPower-law index for the generalized temperature-density relation T 0.7Γ ∝ ∆α.
eFactor by which to multiply the continuum in order for the model to produce the best fit.
fFlux zero point that would allow the model to produce the best fit.
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Chapter 5
The Metagalactic UV Background at z = 4 − 5
Measured Using the Quasar Proximity Effect1
Abstract
We present a measurement of the metagalactic UV background using the proximity effect in
16 QSOs at 4.4 < z < 5.1. Our analysis uses a new method of directly estimating the size of a
QSO’s proximity region from the distribution of transmitted fluxes. Using accurate redshifts
from Mg ii emission lines, the start of the Lyα forest, and CO, we obtain a mean background
H i ionization rate of Γbg−12 = 1.4
+1.6
−0.7 (1σ), where Γ
bg
−12 is in units of 10
−12 s−1. Including
only the 13 QSOs with flux uncertainties ≤ 10%, our estimate becomes Γbg−12 = 1.3+0.6−0.4.
In order to test the photoionization model of the proximity effect, we have examined the
dependence of the size of the proximity region on QSO luminosity. The proximity region size
generally increases with the square root of a QSO’s ionizing output, as expected. However,
there is some evidence that the proximity regions around faint QSOs are disproportionately
small. We tentatively attribute this to the effects of peculiar velocities in the absorbing
gas, although it may indicate that a smaller fraction of ionizing photons escape from fainter
QSOs. Our value of Γbg is consistent with measurements at z ∼ 3 based on the proximity
effect, the mean transmitted flux in the Lyα forest, and the integrated ionizing output of
star-forming galaxies and QSOs. We are also marginally consistent with the values of Γbg
derived from the Lyα forest at 4.5 < z < 5.3. This agreement may improve with more
1Part of a manuscript in preparation for submission to The Astrophysical Journal; written with W. L. W.
Sargent and M. Rauch
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sophisticated treatment of the flux distribution in the proximity regions, as revised Lyα
forest measurements based on updated cosmological parameters. .
5.1 Introduction
Over the past two decades, a consensus picture has emerged of the intergalactic medium
(IGM) as a “cosmic web” of interconnected filaments, sheets, and voids (for a review, see
Springel et al. 2006). These large-scale structures, which collapse by self-gravitation out
of initial density perturbations, are the main baryon reservoir in the early Universe and
the lattice out of which galaxies form. Our most sensitive probe of the IGM is absorption
by residual neutral hydrogen in the photoionized gas, which gives rise to the Lyα forest.
Therefore, considerable work has gone into understanding the relationship between the dark
matter, which provides the underlying framework for the web, and the baryons, which are
subject to ionization, heating, and feedback from galaxies and QSOs.
A key factor in determining the ionization state of the baryons is the intensity of the
ionizing UV background. One approach to determining the UV background is to adopt
a model for the gas density distribution and adjust the level of ionizing radiation such
that the mean transmitted flux in the Lyα forest matches observations (e.g., Rauch et al.
1997; McDonald & Miralda-Escude´ 2001; Fan et al. 2002, 2006a). The optical depth in the
IGM, however, depends strongly on the assumed cosmology and, more importantly, on the
temperature of the gas. It is also possible to infer the UV background from ionic ratios in
metal-enriched systems (e.g., Songaila 1998). The results, however, depend somewhat on
model parameters, such as absorber geometry and metallicity, and may be biased towards
local ionizing sources (Boksenberg et al. 2003).
The quasar proximity effect offers an alternative means to measure the UV background.
While the number density of absorption lines in the Lyα forest generally increase with
redshift, a decrease is typically seen near the systemic redshift of a QSO (Weymann et al.
1981; Carswell et al. 1982; Murdoch et al. 1986; Tytler 1987). If this decrease is normally
attributed to enhanced local photoionization by the QSO, as is generally assumed, then the
UV background can be measured by balancing the ionizing flux from the background and
QSO in the “proximity” region (Carswell et al. 1987; Bajtlik et al. 1988). For a given QSO
luminosity, a larger proximity region indicates greater dominance by the QSO, and hence a
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lower background.
Several groups have used the proximity effect to measure the UV background at a variety
of redshifts (Carswell et al. 1987; Bajtlik et al. 1988; Lu et al. 1991, 1996; Giallongo et al.
1993, 1996; Williger et al. 1994; Bechtold 1994; Cristiani et al. 1995; Fernandez-Soto et al.
1995; Savaglio et al. 1997; Scott et al. 2000, 2002; Liske & Williger 2001). The classical
approach uses the observed change in the column density distribution of Lyα lines near
z ≈ zQSO to determine the local impact of the QSO. This technique is best suited for high-
resolution data at redshifts where where individual lines can be reliably identified (z . 4).
At higher redshifts, or lower spectral resolution, the crowded nature of the forest makes it
difficult to separate out discrete absorbers. Accurate QSO redshifts are essential, since errors
in redshifts measured from high-ionization emission lines (up to a few thousand km s−1)
can be of the same order as the size of the proximity region. A large sample of QSOs is also
necessary to overcome the stochastic nature of the Lyα forest. Scott et al. (2000, 2002) have
conducted extensive proximity effect studies out to z = 3.7 using both reliable redshifts and
large samples of QSOs. In contrast, measurements at z > 4 have so far relied on only a few
sightlines (Williger et al. 1994; Lu et al. 1996; Cooke et al. 1997; Savaglio et al. 1997) and
have not been supported by accurate redshifts.
A remaining challenge to the proximity effect is to demonstrate that the size of the
proximity region scales correctly with QSO luminosity. Scott et al. (2000, 2002) and Liske
& Williger (2001) find evidence that brighter QSOs show more transmitted flux near the
QSO redshift, which is consistent with the photoionization model. It has not yet been shown,
however, that the size of the proximity region depends on luminosity as R ∝ L1/2, which is
an implicit assumption in proximity effect measurements. This relationship may change if
QSOs reside in local overdensities. A large reservoir of gas near a QSO may decrease the
apparent size of the proximity region, particularly for a low-luminosity QSO. Alternatively,
additional nearby ionizing sources may increase the size of the proximity region. QSO
variability may also be a factor if the ionization state of the gas does not rapidly respond
to changes in QSO luminosity. Recombination timescales in a highly-ionized IGM are
extremely long,
trecomb ∼ 1
neαH
123
∼ 1010 yr
(
Ωbh
2
0.022
)−1 (
Ωm
0.27
)−1 (1 + z
5.5
)−3 ( T
104 K
)−0.7
∆−1 , (5.1)
where αH is the hydrogen recombination coefficient, T is the gas temperature, and ∆ =
ρgas/〈ρgas〉 is the gas overdensity. The time to replenish a low neutral neutral fraction fH I
will be much shorter,
treplenish ∼ 105 yr
(
Ωbh
2
0.022
)−1 (
Ωm
0.27
)−1 (1 + z
5.5
)−3 ( T
104 K
)−0.7 ( fH I
10−5
)
∆−1 . (5.2)
If a QSO varies significantly on these timescales, however, then the size of the proximity
region may correspond to the peak luminosity rather than the instantaneous luminosity. In
that case, QSOs that are currently faint may still have large proximity regions, leading to
an underestimate of the UV background.
In this work, we present the first comprehensive proximity effect measurements at z > 4.
Our sample includes 16 QSOs at 4.4 < z < 5.1 with accurate redshifts determined fromMg ii
emission lines. The sample was chosen to cover a wide range in luminosity in order to test
the photoionization model. The data are described in §5.2, along with our measurements of
the QSO redshifts and luminosities. In §5.3 we describe the photoionization model of the
proximity effect in mode detail. We also present a new method for determining the size of
a QSO’s proximity region based on the distribution of pixel optical depths, which can be
applied to moderate resolution and highly absorbed data. In §5.4.1 we use this technique to
determine a maximum likelihood estimate of the background H i ionization rate, Γbg. We
examine the luminosity dependence of the size of the proximity region in §5.4.2. In §5.4.3
we perform a model-independent check on our results using the median transmitted flux as
a function of distance from a QSO. We compare our results to other measurements of Γbg at
high redshift in §5.5. Finally, our results are summarized in §5.6. Throughout this paper,
we assume cosmological parameters favored by recent WMAP+SDSS results (Spergel et al.
2006): Ωbh
2 = 0.022, Ωm = 0.27, h = 0.71, σ8 = 0.77.
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5.2 The Data
5.2.1 Optical Spectra
Moderate- to high-resolution optical spectra for the 16 QSOs in our sample were obtained
using Keck/ESI (Sheinis et al. 2002) and Keck/HIRES (Vogt et al. 1994). The sample
was chosen partly to avoid Lyman limit systems (LLSs) within 12000 km s−1 of a QSO’s
systemic redshift, the region over which we measure the proximity effect, as well as to avoid
associated broad metal absorption lines. Our observations are summarized in Table 5.1.
The ESI data were reduced using the MAKEE package written by Tom Barlow. Relative
flux calibration was performed for individual exposures using standard stars. The orders
from all exposures were then combined, and a slowly varying spline was used to fit a single
continuum to each object. Standard stars were also used to correct for telluric absorption.
The majority of ESI observations were made using a 0.′′75 slit, which gives a typical spectral
resolution of 60 km s−1.
The HIRES data were also reduced using MAKEE. Rather than attempt to flux calibrate
the individual exposures, however, a spline continuum was used to normalize each order
separately. The normalized orders were then combined to create a final spectrum for each
object. Observations were made using a 0.′′86 slit, which gives a resolution of 6.7 km s−1.
5.2.2 IR Spectra
In order to measure accurate QSOs redshifts (see discussion below), we obtained low-
resolution spectra of the Mg ii emission line regions of our objects. At z ∼ 4−5, Mg ii falls
in H-band, where we observed with Keck/NIRSPEC. The observations are summarized in
Table 5.1. Individual exposures were processed using a custom set of IDL routines written
by one of us (GDB). The reduction package attempts to minimize residuals from strong
skylines by performing optimal sky subtraction (Kelson 2003). The 1D spectra were opti-
mally extracted (Horne 1986). Relative flux calibration was then performed using standard
stars. Standards were also used, along with models of atmospheric absorption, to correct
for telluric features. We used a 0.′′72 slit, which gives a resolution of 220 km s−1.
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Table 5.1. Summary of Proximity Effect Observations
QSO NIRSPEC Optical
Dates texp (hrs) Instrument Dates texp (hrs)
PSS 0131+0633 2003 Nov 1.0 ESIa 2001 Jul 2.0
SDSS J0210−0018 2003 Nov 1.3 ESI 2000 Oct 0.8
SDSS J0211−0009 2003 Nov 1.5 ESI 2000 Oct 1.7
SDSS J0250+0046 2003 Nov 1.3 ESI 2000 Oct 1.7
SDSS J0310−0014 2003 Nov 1.0 ESI 2000 Oct 1.7
PSS 0439−0207 2003 Nov 1.0 ESI 2000 Mar 0.8
PSS 0747+4434 2003 Nov 1.3 ESI 2000 Mar 0.8
SDSS J0756+4104 2004 Mar 2.0 ESIa 2001 Mar 2.5
PSS 0808+5215 2003 Nov 1.2 ESI 2000 Mar 0.8
SDSS J0941+5947 2003 Nov 0.7 ESIa 2002 Dec 0.7
BRI 0952−0115 2003 Nov 1.3 ESI 2000 Mar 0.8
BR 1033−0327 2004 Mar 0.7 HIRES 1997 May 6.7
SDSS J1204−0021 2004 Mar 1.0 ESI 2000 Mar 1.7
GB 1428+4217 2004 Mar 1.0 ESI 2000 Mar 1.7
WFS 1612+5255 2004 Mar 1.0 ESI 2001 Apr 3.3
BRI 2237−0607 2003 Nov 0.5 HIRES 1994 Oct 10.8
aSpectrum provided by S. .G. Djorgovski.
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5.2.3 Redshifts
The proximity region around a QSO generally extends at most several thousand km s−1,
and may be much smaller. Is is therefore essential to obtain accurate systemic redshifts,
such that the redshift uncertainties are a small fraction of the proximity regions size. QSO
redshifts are normally measured from broad, high-ionization emission lines such as Lyα and
C iv. These lines, however, can have both an offset from the intrinsic QSO redshift (as
measured from narrow forbidden lines or Balmer lines) and a large QSO-to-QSO scatter.
The resulting redshifts errors can be up to a few thousand km s−1 (e.g., Tytler & Fan 1992;
McIntosh et al. 1999; Vanden Berk et al. 2001; Richards et al. 2002). In this work we use
three alternative redshift indicators: Mg ii emission lines, the apparent beginning of the
Lyα forest, and CO emission.
Mg ii
Low-ionization lines such as Mg ii have both smaller offsets and significantly less scatter
(. 100 km s−1) than high-ionization lines. Several attempts have been made to determine
the intrinsic offset of Mg ii using both individual spectra (Tytler & Fan 1992; McIntosh
et al. 1999) and composites (Vanden Berk et al. 2001). Tytler & Fan (1992) compared
the peak wavelength of Mg ii with respect to Hβ for 105 individual QSOs, which is most
relevant to the present work. We, therefore, adopt their value of 2797.80 ± 0.43 A˚ for the
intrinsic peak wavelength of the Mg iiemission line. This is 102± 46 km s−1 bluer than the
laboratory wavelength of 2798.75 A˚.
Figure 5.1 displays the Mg ii emission line region for each of the QSOs in our sample.
Mg ii is a doublet transition. However, for sufficiently broad lines (FWHM & 2000 km s−1),
the line profile is adequately described by a single Gaussian component. In Figure 5.1 we
overplot our Gaussian fits, which include a linear term to account for the continuum and
nearby Fe ii emission. Vertical solid lines mark the peak wavelengths. The calculated
redshifts are listed in Table 5.2. Uncertainties in zMg II include the formal errors in the fits,
the error in the intrinsic Mg ii wavelength, and a 100 km s−1 QSO-to-QSO scatter measured
by Tytler & Fan (1992).
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Table 5.2. QSO Redshifts
QSO zMg II
a zLyα
b zCO
c Preferred redshift
PSS 0131+0633 4.443 ± 0.002 4.437 · · · Mg ii
SDSS J0210−0018 4.734 ± 0.002 4.747 · · · Lyα
SDSS J0211−0009 4.915 ± 0.004 4.917 · · · Mg ii
SDSS J0250+0046 4.778 ± 0.004 4.779 · · · Mg ii
SDSS J0310−0014 4.672 ± 0.002 4.671 · · · Mg ii
PSS 0439−0207 4.422 ± 0.002 4.410 · · · Mg ii
PSS 0747+4434 4.440 ± 0.002 4.424 · · · Mg ii
SDSS J0756+4104 5.093 ± 0.004 5.084 · · · Lyα
PSS 0808+5215 4.479 ± 0.002 4.488 · · · Lyα
SDSS J0941+5947 4.861 ± 0.003 4.855 · · · Mg ii
BRI 0952−0115 4.437 ± 0.002 4.435 4.4337 ± 0.0006d CO
BR 1033−0327 4.527 ± 0.002 4.522 · · · Mg ii
SDSS J1204−0021 5.084 ± 0.003 5.090 · · · Lyα
GB 1428+4217 4.756 ± 0.002 4.762 · · · Mg ii
WFS 1612+5255 4.950 ± 0.008 4.944 · · · Lyα
BRI 2237−0607 4.568 ± 0.002 4.565 · · · Mg ii
aRedshift measured from the peak of the Mg ii emission line.
bRedshift measured from the apparent start of the Lyα forest. Errors are assumed to
be ±300 km s−1(∆z ≈ 0.005− 0.006).
cCO redshift.
dGuilloteau et al. (1999).
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Figure 5.1 NIRSPEC H-band spectra of the Mg ii emission line regions of the QSOs in
our sample. Each panel covers 0.15 µm. Curved lines show the Gaussian+ linear fit to
the emission line. Vertical solid lines indicate the central wavelengths of the Gaussian
component. Vertical dotted lines indicate where the peak would occur based on the QSO
redshifts measured from the start of the Lyα forest. For BRI 0952−0115, a vertical dash-
dotted line indicates the expected peak position based on the CO redshift.
129
Start of the Lyα forest
A QSO’s intrinsic redshift may also, in principle, be determined from the start of the Lyα
forest. This makes some assumptions, namely that there will be detectable Lyα absorption
in the immediate vicinity of the QSO, that Lyα lines can be distinguished from intervening
metal lines, and that there is no significant infall of absorbing material that would cause
Lyα absorption to appear redward of the systemic redshift. Separating Lyα lines from
metal lines is particularly challenging with ESI data, where intrinsically narrow metal lines
will be smoothed to the same width as the Lyαlines. In many cases, however, the forest
will begin with a strong Lyα line that is presumably associated with the QSO itself and
can be verified by accompanying C iv absorption.
We have made a visual estimate of the start of the Lyα forest for each of the objects in
our sample. The redshifts are listed in Table 5.2. In Figures 5.2 through 5.5 we display the
proximity regions. A vertical dotted line marks the estimated start of the forest. In several
cases (e.g., SDSS J0210−0018 and SDSS J0756+4104), we have confirmed the identity of
strong Lyα lines with associated C iv. We also show the expected Lyα wavelength based
on zMg II with a vertical solid line. In most cases, zLyα agrees to within 1 − 2σ of zMg II.
The strongest disagreement occurs when zLyα falls significantly blueward of zMg II (e.g.,
PSS 0747+4454). This may simply be due to a lack of Lyα absorption near the QSO,
consistent with the proximity effect. On average, zLyα is ∆z = 0.002 (∆v ≈ 120 km s−1)
bluer than zMg II, with a scatter of 0.008 (500 km s
−1).
Preferred Redshifts
There are trade-offs in using either Mg ii or the start of the Lyα forest for the intrinsic QSO
redshift. The peak of the Mg ii emission line is more objective, but difficult to measure
for fainter objects. It also requires a correction for the intrinsic line shift. The start of the
Lyα forest is easier to measure, but may be biased towards lower redshifts. To test the
reliability of our results, we will measure the proximity effect using both sets of redshifts.
In addition, we adopt a preferred redshift for each object based on the apparent merit of
both indicators. We use the Lyα redshift in cases where the first Lyα line is strong and has
associated C ivabsorption (SDSS J0210−0018, SDSS J0756+4104, PSS 0808+5215, and
WFS 1612+5255), or where the forest clearly extends reward of zMg II (SDSS J1204−0021).
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In one case, BRI 0952−0115, we use a CO redshift, which offers perhaps the best indicator
of the systemic redshift of the QSO host galaxy (Guilloteau et al. 1999). This is displayed
with a vertical dash-dotted line in Figures 5.2 through 5.5. For the remaining objects we
use zMg II. The preferred redshifts are listed in Table 5.2. While our choice of redshifts is
somewhat subjective, we demonstrate below that all redshifts measured in this work give
consistent results for the intensity of the UV background.
5.2.4 QSO Luminosities
We determined absolute flux calibrations for 14 of 16 QSOs in our sample using broad-band
magnitudes. Photometric data were taken primarily from the Sloan Digital Sky Survey
(SDSS, York et al. 2000), with some additional photometry from the Palomar-QUEST sur-
vey (Rabinowitz et al. 2003). A summary of the passbands we used is given in Table 5.3. For
each filter, we convolved the relative flux-calibrated, non-atmospheric absorption-corrected
ESI spectrum with the response function for the total photometric system, which includes
the telescope, filter, detector, and atmosphere. The scaling factors obtained to convert to
absolute flux levels were highly consistent for SDSS data, with results from r and i often
agreeing to better than a few percent. This suggests that our relative flux calibration of the
ESI data is typically accurate to this level over λ ≈ 5500− 8200. Much greater scatter was
present in the QUEST results. At the time of writing, QUEST photometry still exhibits
a number of systematic errors. We therefore adopt conservative 30% flux errors for these
objects (A. Mahabal, private communication).
The calculated specific fluxes in the continuum are listed in Table 5.3. We measure the
continuum level at 1285× (1 + z) A˚, where there should be very little contamination from
emission lines (Vanden Berk et al. 2001). For BRI 0952−0115 and BR 1033−0327, we use
the spectrophotometric measurements of Storrie-Lombardi et al. (1996), obtained using a
wide slit, and adopt their flux errors of 10%. The specific luminosities were then calculated
as
L1285 =
4piD2L(z)f1285
1 + z
, (5.3)
where DL(z) is the luminosity distance at redshift z. The results are listed in Table 5.3.
Finally, in order to compare the ionizing output of a QSO with the UV background,
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Figure 5.2 The Lyα forest near the QSO proximity regions. For each object, the normalized
optical spectrum is displayed from 2000 km s−1 redward to 12000 km s−1 blueward of Lyα at
the preferred systemic redshift. The HIRES data for BR 1033−0227 and BRI 2237−0607
has been binned to 13 km s−1 pixels for clarity. Vertical solid lines mark Lyα at the
Mg ii redshift. Shaded regions indicate the 1σ uncertainty in zMg II, including the expected
100 km s−1 QSO-to-QSO scatter. Dotted lines are visual estimates of the start of the Lyα
forest. For BRI 0952−0115, a vertical dash-dotted line shows Lyα at the CO redshift. Solid
lines decreasing towards the blue indicate the expected median transmitted flux based on
the measured extent of the proximity regions and the model distribution of optical depths.
Vertical dashed lines indicates the observed Lyα wavelength corresponding to Req, the
best-fitting distance at which the H i ionization rate due to flux from the QSO equals the
ionization rate due to the UV background.
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Figure 5.3 The Lyα forest near the QSO proximity regions, continued from Figure 5.2.
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Figure 5.4 The Lyα forest near the QSO proximity regions, continued from Figure 5.2.
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Figure 5.5 The Lyα forest near the QSO proximity regions, continued from Figure 5.2.
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Table 5.3. QSO Continuum Properties
QSO z Photometrya f1285b L1285c Γ
Q10
−12
d
(10−28 erg s−1 cm−2 Hz−1) (1031 erg s−1 Hz−1)
PSS 0131+0633 4.443 QUEST Rri 8.08 ± 2.42 3.05 ± 0.91 0.58 ± 0.17
SDSS J0210−0018 4.747 SDSS ri 6.80 ± 0.13 2.83 ± 0.05 0.54 ± 0.02
SDSS J0211−0009 4.915 SDSS ri 3.47 ± 0.10 1.53 ± 0.04 0.29 ± 0.01
SDSS J0250+0046 4.778 SDSS ri 3.86 ± 0.10 1.64 ± 0.04 0.31 ± 0.01
SDSS J0310−0014 4.672 SDSS ri 3.35 ± 0.08 1.37 ± 0.03 0.26 ± 0.01
PSS 0439−0207 4.422 QUEST ri 9.86 ± 2.96 3.69 ± 1.11 0.70 ± 0.21
PSS 0747+4434 4.440 SDSS ri 5.22 ± 0.08 1.97 ± 0.03 0.38 ± 0.01
SDSS J0756+4104 5.084 SDSS ri 3.22 ± 0.09 1.50 ± 0.04 0.29 ± 0.01
PSS 0808+5215 4.488 SDSS ri 15.3 ± 0.2 5.85 ± 0.08 1.12 ± 0.04
SDSS J0941+5947 4.861 SDSS ri 5.45 ± 0.10 2.36 ± 0.04 0.45 ± 0.02
BRI 0952−0115 4.434 SL96e 9.76 ± 0.98 3.67 ± 0.37 0.70 ± 0.07
BR 1033−0327 4.527 SL96e 10.3 ± 1.0 3.99 ± 0.40 0.76 ± 0.08
SDSS J1204−0021 5.090 SDSS ri 8.29 ± 0.28 3.85 ± 0.13 0.73 ± 0.03
GB 1428+4217 4.756 SDSS r 5.40 ± 0.18 2.27 ± 0.08 0.43 ± 0.02
WFS 1612+5255 4.944 SDSS ri 1.69 ± 0.09 0.76 ± 0.04 0.14 ± 0.01
BRI 2237−0607 4.568 QUEST Rri 20.5 ± 6.1 8.06 ± 2.42 1.54 ± 0.46
aFilters: Gunn r, i; Johnson R.
bObserved flux at rest wavelength 1285 A˚.
cContinuum luminosity at rest wavelength 1285 A˚.
dH i ionization rate due to flux from the QSO at a distance of 10 proper Mpc, in units of 10−12 s−1.
eStorrie-Lombardi et al. (1996) wide slit spectrophotometry.
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which may have a different spectral shape, we calculate the total H i ionization rate,
Γ =
∫ ∞
ν0
4piJ(ν)σH I(ν)
hν
dν . (5.4)
Here, ν0 is the frequency at the Lyman limit, J(ν) is the specific intensity at frequency
ν, and σH I(ν) = 6.3 × 10−18(ν0/ν)3 cm2 is the H i absorption cross section. For the flux
from a QSO, 4piJ(ν) = L(ν)/(4piR2), where R is the distance from the QSO. We adopt a
power-law QSO continuum, fν ∝ ν−α, with α = 0.5± 0.5. For each QSO we compute the
ionization rate at a distance of 10 proper Mpc, ΓQ10−12, where Γ−12 is in units of 10
−12 s−1.
These values are listed in Table 5.3. Errors include uncertainties in the observed flux as
well as scatter in the power-law slope. We note that, due to the strong decrease in the
absorption cross-section with frequency, ΓQ does not depend sensitively on the choice of α
within the range we assume.
5.3 Proximity Effect Model
Measuring the intensity of the UV background using the proximity effect requires deter-
mining the extent to which the ionizing flux from the QSO dominates over the background.
The H i neutral fraction, and hence optical depth, will vary inversely with the total ioniza-
tion rate, τ ∝ Γ−1, where Γ = Γbg + ΓQ is the sum of the ionization rates due to the UV
background and the QSO. We define Req to be the proper distance from a QSO at which
ΓQ = Γbg. In a uniform IGM, the optical depth would increase with distance as
τu =
τbg
1 + (R/Req)2
, (5.5)
where τbg is the optical depth far from the QSO. However, clustering in the IGM produces
large variations in transmitted flux. In addition, the non-linear transformation between
optical depth and flux makes it difficult to measure optical depths reliably. In classical
proximity effect studies, H i column density distributions are measured as a way of over-
coming these obstacles. At z > 4, however, lines in the forest are so strongly blended that
identifying individual absorbers with moderate resolution data is extremely difficult.
One solution would be to simply median combine the spectra, taking advantage of the
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fact that, although the mean transmitted flux does not correspond to the mean optical
depth, the median transmitted flux should correspond to the median optical depth. Due
to the different QSO redshifts and luminosities, however, we would not expect the size of
the proximity region to be the same for all objects. The median is also very noisy, even for
a large number of spectra. We will return to this approach, nevertheless, as a consistency
check in §5.4.3.
5.3.1 Transmitted Flux Distribution
In order to make the best use of the optical depth information encoded in the Lyα forest,
we will instead examine how the distribution of transmitted fluxes changes a a function of
distance from a QSO. In analogy to the column density distribution used by other authors,
we adopt the lognormal τ distribution measured by Becker et al. (2006a). A slowly-evolving
lognormal Pτ (τ) was shown to correctly produce the observed distribution of transmitted
fluxes over redshifts 1.7 < z < 5.8. The distribution depends on two parameters, µ = 〈ln τ〉,
and σ = std dev(ln τ), as
Pτ (τ) =
1
τσ
√
2pi
exp
[
−(ln τ − µ)
2
2σ2
]
. (5.6)
For F = e−τ , this gives an expected distribution of transmitted fluxes,
PF (F ) =
1
(− lnF )Fσ√2pi exp
[
−(ln (− lnF )− µ)
2
2σ2
]
, (5.7)
for 0 ≤ F ≤ 1, 0 otherwise. The observed flux distribution is constructed by convolving
PF (F ) with a smoothing kernel that incorporates the noise properties of the spectrum
(Becker et al. 2006a).
For a uniform UV background, an increase in Γ due to flux from the QSO will not
change σ, the logarithmic scatter in τ . However, µ will depend on Γ as eµ ∝ Γ−1. Hence,
in the proximity region,
µ(z,R) = µbg(z)− ln

1 +
(
R
Req
)−2 , (5.8)
where µbg = 〈ln τbg〉. For HIRES data, we use the redshift evolution of the lognormal
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parameters measured by Becker et al. (2006a),
µHIRESbg (z) = −9.35 + 1.79(1 + z) , (5.9)
σHIRESbg (z) = 4.19− 0.46(1 + z) . (5.10)
For ESI data, we have repeated the analysis of Becker et al. (2006a) after smoothing the
HIRES data in that work to ESI resolution. The resulting parameters are
µESIbg (z) = −7.50 + 1.43(1 + z) , (5.11)
σESIbg (z) = 2.72− 0.28(1 + z) . (5.12)
Examples of the expected flux PDFs in the proximity region are shown in Figure 5.6. At
z = 4−5, the values for µ are very similar in the high- and moderate-resolution cases. This
is not surprising since the median optical depth and, hence, the median transmitted flux,
depends only on µ, and the median flux is not changed greatly by smoothing. However,
σ is somewhat lower at moderate-resolution than at high-resolution, which produces slight
differences in the flux PDFs. The lower sigma arises from the fact that smoothing tends to
remove pixels from the continuum and from saturated regions, which narrows the apparent
distribution of optical depths. We will return to the issue of resolution in §5.6. As evidenced
by the similarity of the expected HIRES and ESI flux PDFs in Figure 5.6, it has only a
minimal impact on our final results.
5.3.2 Maximum Likelihood Method
We can estimate the size of a QSO’s proximity region by finding the value of Req that
maximizes the probability that the observed fluxes near the QSO redshift are drawn from
the expected flux distribution. This is analogous to the maximum likelihood method of
Kulkarni & Fall (1993), which uses the distribution H i column densities. The expected
transmitted flux PDF will evolve with distance from the QSO according to equations (5.7)
and (5.8). For an individual QSO, we can construct a likelihood function of the form
L =
∏
i
PF (Fi, zi, Ri, Req) , (5.13)
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Figure 5.6 Theoretical transmitted flux probability distribution functions in the proximity
region of a QSO at z = 4.5. In each panel we plot the expected flux PDF, computed from
equation (5.7), at the indicated distance from the QSO. The lognormal parameters µ(z,R)
and σ(z) are computed from equations (5.8)–(5.12). Distances are expressed as a fraction of
Req, the distance at which Γ
Q = Γbg. The PDFs are smoothed to reflect a small amount of
noise in the spectra (r.m.s = 3% of the continuum). Top panels are for HIRES resolution.
Bottom panels are for ESI resolution. As the distance to the quasar decreases, the flux
distributions shift towards higher values. The PDFs at the two resolutions are similar at
all distances, although the high-resolution PDFs tends to have more pixels at F ≈ 0.
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where i refers to the ith pixel in the proximity region. The proper distance from the QSO
is calculated for small distances as R = ∆v/H(z), where ∆v is the velocity separation from
the systemic redshift of the QSO, and H(z) is the Hubble parameter at redshift z. For an
ensemble of QSOs, the likelihood function becomes
L =
∏
Q
∏
i
PF (F
Q
i , z
Q
i , R
Q
i , R
Q
eq) , (5.14)
where Q refers to an individual QSO. The expected RQeq for an individual QSO will scale
with Γbg as RQeq = 10(Γ
Q10/Γbg)1/2 Mpc. We can therefore estimate the UV background
directly by maximizing L over a set of values for Γbg. Since the quantity we are actually
measuring is a length scale, however, we instead compute L by considering a QSO with a
fiducial ΓQ10 and allow Req for that QSO to vary. For each fiducial Req, the corresponding
values of RQeq for the QSOs in our sample are calculated according to their ionizing outputs,
and our estimate of Γbg is the one that corresponds to the fiducial Req that maximizes L.
This approach gives the same result as computing RQeq for each QSO directly over a range
in Γbg. It makes it easier, however, to estimate non-symmetric errors in Γbg that arise from
the non-linear dependence of Γbg on Req.
5.4 Results
5.4.1 Maximum Likelihood Estimates of Γbg
We have determined maximum likelihood estimates of Γbg by maximizing equation (5.14)
over the Lyα forest within ∆v ≤ 12000 km s−1 of the systemic redshift of each QSO. In
order to avoid associated absorption, we do not include pixels within 200 km s−1of the
QSO redshift. Our primary estimate of Γbg was made by maximizing L simultaneously
over all sightlines. Jackknife errors were used to estimate the uncertainty in Γbg due to
cosmic variance, with jackknife replicants formed by leaving out one QSO at a time from
the sample. We also computed errors due to uncertainties in the QSO redshifts and ionizing
fluxes using Monte Carlo methods.
Our results are summarized in Table 5.4. For the full sample of 16 QSOs, using the
preferred redshifts, we obtain Γbg−12 = 1.4
+1.6
−0.7 (1σ), where Γ
bg
−12 is the background H i
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Table 5.4. UV Background Measurements
QSO subset z type Γbg
−12
a Errors in Γbg
−12
Jackknifeb MCc Total
All preferred 1.4 +0.6
−0.4
+1.4
−0.6
+1.6
−0.7
All Mg ii 1.5 +0.7
−0.4
+1.2
−0.5
+1.4
−0.7
All Lyα 1.5 +0.6
−0.4
+1.5
−0.6
+1.6
−0.7
Flux errors ≤ 10% preferred 1.3 +0.6
−0.4
+0.2
−0.2
+0.6
−0.4
ΓQ10
−12 > 1.0 preferred 0.8
+1.1
−0.4
+0.4
−0.2
+1.1
−0.4
0.5 < ΓQ10
−12 < 1.0 preferred 1.3
+1.7
−0.6
+0.3
−0.2
+1.8
−0.6
ΓQ10
−12 < 0.5 preferred 1.9
+0.9
−0.5
+0.2
−0.2
+1.0
−0.6
aBackground H i ionization rate, in units of 10−12 s−1.
bJackknife errors, where jackknife replicants were formed by leaving out
one QSO at a time from the subset.
cMonte Carlo errors compute for uncertainties in individual QSO z and
ΓQ10
−12 values.
ionization rate in units of 10−12 s−1. Very similar results are obtained when we use only
redshifts determined from Mg ii or the start of the Lyα forest, as shown in Table 5.4.
The upper error is dominated by uncertainty in the luminosities of objects with QUEST
photometry, particularly BRI 2237−0607, which is the brightest object in our sample. Using
only the 13 objects with observed flux errors ≤ 10%, we obtain Γbg−12 = 1.3+0.6−0.4.
5.4.2 Luminosity Dependence of Proximity Region Size
A key goal of this work is to demonstrate not only that the proximity region size increases
with QSO luminosity, but that the shape of the luminosity dependence is what is expected
for the photoionization model. The easiest way to do this is by dividing our QSO sample
according to luminosity and estimating Γbg from each subset. If the photoionization model
is correct, i.e., Req ∝ L1/2QSO (or more precisely, Req ∝ (ΓQ10)1/2), then the estimate of Γbg
should be the same for all luminosities. We have divided our sample into three subsets
according to their ionizing output: 2 QSOs with ΓQ10−12 > 1.0, 6 QSOs with 0.5 < Γ
Q10
−12 < 1.0,
and 8 QSOs with ΓQ10−12 < 1.0. For each group we repeated the maximum likelihood analysis.
The results are given in Table 5.4. While the three values of Γbg are consistent within the
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errors, the fact that the fainter QSOs produce higher estimates of Γbg suggests that the
proximity regions for faint QSOs may be disproportionately small.
In order to examine this issue more closely, we have determined maximum likelihood
estimates of Req for each individual QSO. The results are listed in Table 5.5. In Figures 5.2
through 5.5, we overplot the corresponding median transmitted flux profiles in the proximity
regions. The median flux is computed as Fmed = exp (−τmed), where τmed = e−µ, and
µ is calculated from equations (5.8), (5.9), and (5.11). Note that the median flux will
typically be smaller than the mean flux. Blueward of Lyα at a QSOs systemic redshift, the
model median flux decreases asymptotically towards the background value. The wavelength
corresponding to Req is marked with a vertical dashed line. In most cases, the estimated size
of the proximity region agrees roughly with a visual estimate of the extent of the enhanced
transmission.
In Figure 5.7, we plot Req vs. Γ
Q10
−12 for all 16 QSOs in our sample. The solid line is
the expected trend for our estimate of Γbg found by maximizing the likelihood function
simultaneously over all sightlines. As expected from the highly random nature of the Lyα
forest, there is a large scatter in Req at all levels of QSO ionizing output. Most QSOs fall
below the solid line, indicating smaller than expected proximity regions. This might suggest
that our estimate of Γbg is biased towards brighter QSOs, whose larger proximity regions
will have greater leverage on the likelihood function. Still, the mean value of Req in each of
our three luminosity bins is consistent with the expected trend in luminosity.
5.4.3 Median Transmitted Flux
Under the maximum likelihood approach, our estimate of Γbg depends on the model we
assume for the underlying optical depth distribution. We can check our result by determin-
ing whether the median transmitted flux has the correct dependence on distance from the
QSO. The median flux will be noisy for a small sample of QSOs, but it has the advantage
of being nearly model-independent.
We expect the size of the proximity region to vary over the range of QSO luminosities in
our sample. In order to preserve the shape of the transmitted flux profile when computing
the median, therefore, we first adjust the distance scale for each sightline according to the
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Table 5.5. Individual Proximity Region Estimates
QSO z ΓQ10
−12
a Reqb
(proper Mpc)
PSS 0131+0633 4.443 0.58 ± 0.17 2.3
SDSS J0210−0018 4.747 0.54 ± 0.02 5.2
SDSS J0211−0009 4.915 0.29 ± 0.01 4.6
SDSS J0250+0046 4.778 0.31 ± 0.01 2.7
SDSS J0310−0014 4.672 0.26 ± 0.01 1.9
PSS 0439−0207 4.422 0.70 ± 0.21 5.0
PSS 0747+4434 4.440 0.38 ± 0.01 11.1
SDSS J0756+4104 5.084 0.29 ± 0.01 3.9
PSS 0808+5215 4.488 1.12 ± 0.04 8.6
SDSS J0941+5947 4.861 0.45 ± 0.02 6.8
BRI 0952−0115 4.434 0.70 ± 0.07 1.6
BR 1033−0327 4.527 0.76 ± 0.08 12.4
SDSS J1204−0021 5.090 0.73 ± 0.03 11.0
GB 1428+4217 4.756 0.43 ± 0.02 3.1
WFS 1612+5255 4.944 0.14 ± 0.01 1.8
BRI 2237−0607 4.568 1.54 ± 0.46 16.7
aH i ionization rate due to flux from the QSO at a distance
of 10 proper Mpc, in units of 10−12 s−1.
bMaximum likelihood estimate of the distance from the QSO
at which ΓQ = Γbg.
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Figure 5.7 Proximity region size as a function of QSO luminosity. The horizontal axis is
the H i ionization rate due to flux from the quasar at a distance of 10 proper Mpc. The
vertical axis is the distance from the QSO at which ΓQ = Γbg. Maximum likelihood values
for individual sightlines are shown as triangles. The mean values in three luminosity bins
are shown as squares. For each bin, horizontal error bars give the range in ΓQ10−12 covered.
Vertical error bars give the standard deviation in the mean Req. The solid line shows Req
as a function of ΓQ10−12 expected for the background Γ found by simultaneously fitting all
sightlines. Dotted lines correspond to the 1σ uncertainties in the background Γ. The mean
sizes of the proximity regions scale correctly with QSO luminosity, but with large scatter
in the individual measurements.
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QSO’s ionizing output. We define the luminosity-scaled distance from a QSO as
RS ≡
(
ΓQ10
Γfid
)1/2
∆v
H(z)
, (5.15)
where Γfid is a fiducial ionization rate. The combined spectrum is then formed by taking
the median of pixels from all sightlines in bins of RS . This will tend to weight the median
spectrum towards brighter QSOs, a consequence of preserving the transmitted flux profile
in the proximity region. We are free, however, to compute the median in subsamples of
QSOs luminosity.
The median transmitted flux profiles for the total sample and for our three luminosity
subsets are shown in Figure 5.8. The HIRES data were rebinned to the ESI pixel size
prior to combining. For each group, we take Γfid to be the median ΓQ10−12 of the included
QSOs. The expected flux profile is shown in each case for our maximum likelihood value of
Γbg = 1.4+1.6−0.7, the fiducial Γ
Q10
−12, and the measured median flux far from the QSOs. For the
three luminosity subsets, we also overlay the expected profile for the median ΓQ10−12 of the
total sample.
In general, the median transmitted flux profiles are consistent with our maximum like-
lihood estimate of Γbg. Although there is a large scatter in the flux, and adjacent points
are correlated, the extent of the proximity region appears larger for QSOs with higher ion-
izing output. Still, in the lowest luminosity subset, there appears to be more absorption at
RS . 3 Mpc than expected. This may indicate that there is proportionately more neutral
hydrogen around low-luminosity QSOs. The effects of line broadening, however, may also
be important. The median optical depth should decrease as τ ∝ [1 + (R/Req)2]−1 only if
the velocity width of Lyα absorbers depends primarily on the Hubble flow. If turbulent
or thermal broadening is important, than a high column density absorber will remove flux
from more pixels than it would otherwise. This effect would increase with the number of
saturated lines. Hence, the proximity regions of low-luminosity QSOs may appear dispro-
portionately small. More detailed modeling will be necessary to determine whether this is
the case.
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Figure 5.8 Median transmitted flux in the Lyα forest as a function of scaled distance from the
QSO. In each group, the median flux in bins of 1 proper Mpc was computed after adjusting
the distance scale for individual QSOs such that the expected scaled size of the proximity
region is the same for all objects (cf. equation 5.15). The solid line in each panel shows the
expected median flux based on the median ΓQ10−12 for that group, our maximum likelihood
estimate of Γbg, and the median flux far from the QSOs. Shaded regions reflect the 1σ
uncertainties in Γbg. In the three lower panels, the expected profile for the median ΓQ10−12 of
the whole sample is shown with a dotted line. The extent of the enhanced transmission is
larger for more luminous QSOs, consistent with what is expected for the photoionization
model of the proximity effect. Although there is significant scatter in the median flux,
however, and adjacent points are strongly correlated, there appears to be more absorption
near the faintest QSOs than is expected from our estimate of Γbg.
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5.5 Comparison with Previous Results
We can compare our results to other measurements of the UV background at high redshift.
An important step will be to adjust all values to our adopted cosmology, as described below.
Bolton et al. (2005) used a large suite of hydrodynamical simulations to determine Γbg from
the mean opacity of the Lyα forest at 2 ≤ z ≤ 4. Their work also examined the dependence
of Γbg on various cosmological parameters. The optical depth in a uniform IGM will scale
as τu ∝
(
Ωbh
2
)2
Ω−0.5m h
−1T−0.7Γ−1, where T is the gas temperature (Gunn & Peterson
1965; Weinberg et al. 1997). The mean transmission, however, will be highly sensitive
to the gas distribution, which also depends on the cosmological parameters, including σ8.
Thus, determining Γbg from the mean transmitted flux is highly cosmology-dependent.
The fiducial cosmological parameters used by Bolton et al. (2005) are very close to the
WMAP+SDSS values. Their values for Γbg are therefore most likely limited by uncertainties
in the gas temperature, and the fact that their simulations do not include radiative transfer,
which may affect both the mean and the distribution of T (Bolton et al. 2004).
McDonald & Miralda-Escude´ (2001) and Fan et al. (2006a) used the mean Lyα transmis-
sion to measure Γbg at z > 4. However, their values are based on a ΛCDM simulation that
used somewhat outdated values for cosmological parameters (Ωm = 0.4, Miralda-Escude´
et al. 1996). We have used the z = 4 scaling relations from Bolton et al. (2005) to attempt
to correct the McDonald & Miralda-Escude´ (2001) and Fan et al. (2006a) measurements at
4.5 ≤ z ≤ 5.25 to WMAP+SDSS cosmology. Including a decrease in the gas temperature
from 2 × 104 K to 12500 K, which was used by Bolton et al. (2005) at z = 4 based on
the measurement of Schaye et al. (2000), the corrected Γbg are roughly a factor of three
larger than the published values. This is a great enough difference that the scaling relations
given by Bolton et al. (2005) are unlikely to be accurate. We therefore regard the current
measurements of Γbg based on Lyα transmission at z > 4 as rough estimates only.
We show our results for Γbg along with those from the Lyα forest in Figure 5.9. We also
include Γbg measured by Scott et al. (2000) using the proximity effect in a large sample of
QSOs at 1.7 < z < 3.8. We have adjusted the Scott et al. (2000) values for cosmology by
accounting for the change in luminosity distance and the (implicit) size of the proximity
regions. The results are in excellent agreement with Lyα forest measurements at 2 ≤ z ≤
4. The proximity and Lyα
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estimated contributions to Γbg at z ∼ 3 from star-forming galaxies (Shapley et al. 2006)
and QSOs (Hunt et al. 2004), which we show assuming spectral indices αgal = 1.8± 1 and
αQSO = 0.5 ± 1, and neglecting changes in the spectral shape due to filtering through the
IGM. This total may be lower if, for example, the escape fraction of ionizing photons from
QSOs on the faint end of the luminosity function is less than 1.
Our proximity effect measurements at z ∼ 4.7 are consistent with no evolution in Γbg
from z ∼ 2, although there are still large error bars at all redshifts. We are roughly
consistent with, but somewhat higher than, the Lyα forest values at z ≥ 4.5. As noted
above, however, there are large uncertainties in the Lyα forest values related to cosmology,
the IGM temperature, and radiative transfer effects. Future measurements using updated
numerical simulations may be closer to our results. On the other hand, as we note above,
our measurement of Γbg may be too high due to improper modeling of the expected flux
distribution in the proximity region of faint QSOs. Our lower value of Γbg−12 ∼ 0.8 found
using the brightest QSOs in our sample may therefore be the most accurate.
5.6 Conclusions
We have measured the mean H i ionization rate in the IGM at 4.4 < z < 5.1 using the
proximity effect in a sample of 16 QSOs. Accurate redshifts were derived from Mg ii
emission lines, supplemented by measurements based on the start of the Lyα forest and
CO observations. In order to cope with the high levels of absorption at z > 4, where
traditional methods based on counting individual lines would be difficult to apply, we have
introduced a new method for determining the extent of a QSO’s proximity region based
on the expected distribution of pixel optical depths. For the complete sample, we obtain
a maximum likelihood estimate of Γbg−12 = 1.4
+1.6
−0.7 (1σ). Much of the error lies in the flux
calibration of a few of our objects. Using only the 13 QSOs with flux uncertainties ≤ 10%,
we obtain Γbg−12 = 1.3
+0.6
−0.4.
We have further tested the photoionization mode of the proximity effect by examining
the dependence of the size of the proximity region on QSO luminosity. For individual
sightlines, maximum likelihood estimates of Req, the distance from the QSO at which Γ
Q =
Γbg, show a large scatter at all QSO luminosities. The mean values of Req in bins of
ΓQ10−12 are consistent with the expected Req ∝ (ΓQ10)1/2 trend, although most of the fainter
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Figure 5.9 Measurements of the background H i ionization rate at 2 . z . 5, corrected
to WMAP+SDSS cosmology. Results from this work are shown with large filled symbols.
Proximity effect measurements from Scott et al. (2000) are indicated by the shaded region.
Values of Γbg−12 measured from the mean transmitted flux in the Lyα forest are shown from
Bolton et al. (2005) (circles), McDonald & Miralda-Escude´ (2001) (triangle), and Fan et al.
(2006a) (open squares). The combined measured contributions from star-forming galaxies
(Shapley et al. 2006) and QSOs (Hunt et al. 2004) at z ∼ 3 are shown assuming spectral
indices αgal = 1.8 ± 1 and αQSO = 0.5 ± 1, and neglecting filtering through the IGM
(asterisk). Error bars for Bolton et al. (2005) include uncertainties in the cosmological
model, while those for McDonald & Miralda-Escude´ (2001) and Fan et al. (2006a) include
only uncertainties in the mean transmitted flux. The corrections for cosmology applied to
the McDonald & Miralda-Escude´ (2001) and Fan et al. (2006a) points (a factor of ∼ 3) are
highly uncertain (see text for details).
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QSOs in our sample appear to have smaller than expected proximity regions. We have
performed a model-independent check on our estimate of Γbg by computing the median flux
as a function of luminosity-scaled distance for QSOs of different luminosities. Although
the median flux is noisy, the observed profiles are generally consistent with our maximum
likelihood estimate of Γbg. The faintest QSOs show somewhat more absorption in the
proximity region than expected. This may indicate that the sphere of influence around
faint QSOs is disproportionately small, possibly due to a lower escape fraction of ionizing
photons. On the other hand, the greater than expected decrease in transmitted flux may
be due to peculiar velocities in the absorbing gas, which will tend to increase the amount
of absorption caused by high-optical depth absorbers.
Our estimate of Γbg is consistent with no evolution from the proximity effect measure-
ment of Scott et al. (2000) at 1.7 < z < 3.8. Their value, when adjusted for cosmology, is
in turn consistent with measurements at z ∼ 3 based on the mean opacity of the Lyα forest
(Bolton et al. 2005), and on the estimated combined contribution to Γbg from star-forming
galaxies (Shapley et al. 2006) and QSOs Hunt et al. (2004). Our value for Γbg is consistent
with, though somewhat higher than, estimates at z > 4 based on transmitted flux in the
Lyα forest (McDonald & Miralda-Escude´ 2001; Fan et al. 2006a). Those measurements,
however, were made assuming cosmological parameters significantly different from the ones
used here, and the corrections to Γbg are large and uncertain. Alternatively, accounting for
any increased absorption due to peculiar velocities may lower out estimate of Γbg.
The largest uncertainty in this work is our assumption about the underlying distribu-
tion of optical depths. We have used a lognormal τ distribution, which has been shown to
produce the observed flux probability distribution function in high-resolution data (Becker
et al. 2006a). It is not entirely clear, however, that a similar distribution should hold
well enough for moderate-resolution data that the distribution of optical depths, and hence
transmitted fluxes, can be accurately predicted in the proximity regions. In order to inves-
tigate possible systematic errors related to resolution, we have repeated our analysis using
ESI data for all of our objects. The results are comparable to those found when we include
the HIRES spectra. We have also estimated the sizes of individual proximity regions for
HIRES objects before and after smoothing to ESI resolution. For the two HIRES objects
in this sample, as well as others from Becker et al. (2006a), we find no clear dependence
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of Req on resolution. This is not entirely surprising, given the similarity of the expected
flux PDFs for HIRES and ESI. Further modeling should be done, however, to account for
resolution, as well as other effects including peculiar velocities and the local density profiles
around QSOs. We therefore present this study as a demonstration that reasonable values
for Γbg can be obtained using the proximity effect at large redshifts. Future measurements
from the proximity effect, the opacity of the Lyα forest, and a deep counts of star-forming
galaxies and QSOs should lead to a consensus on the ionization state of the z > 4 IGM.
We are grateful to George Djorgovski for providing some of the ESI spectra analyzed
here, as well as to Sandra Castro and Milan Bogosavljevic for reducing those data.
152
Chapter 6
Epilogue
We have used a variety of means to explore the ionization state of the high-redshift IGM.
Our results suggest a slowly varying H i ionization rate out to z ∼ 6.2, with no evidence
of a late reionization. A number of issue are worth pursuing further, however, and we offer
some suggestions here.
The usefulness of O i as a tracer of neutral gas depends on the extent to which the IGM
has been enriched with heavy elements. In order to resolve whether the non-detection of
O i towards z > 6 quasars with Gunn-Peterson troughs indicates an ionized IGM, it must
be established whether there are metals present in high-ionization states that we would not
have seen in O i. Recent work suggests that the density of C iv remains constant out to
z ∼ 6 (Simcoe 2006), which would lend support to our finding that the IGM at z ∼ 6 is
highly ionized. Further deep near-IR spectra, at high enough resolution to suppress skylines,
will be necessary to conduct a thorough census of metals at this epoch. However, if near-IR
sky surveys can identify quasars at z > 6.5, then a “forest” of low-ionization metal lines
may yet be discovered at higher redshifts.
Equally interesting is the nature of the excess O i systems towards SDSS J1148+5251.
If these systems are associated with galaxies, then they give us a unique opportunity to
study star formation and chemical enrichment at z > 6. The challenge will be to identify
the galaxies themselves. Even a non-detection in deep imaging and/or spectroscopy would
be interesting, as it might suggest a population below the detection limit of current efforts
aimed at measuring the galaxy luminosity function at z ∼ 6. Of course, we would also like to
better quantify how rare these O i systems are. Searching a larger number of lower-redshift
sightlines may reveal other case of unusually high number densities. Since publishing our
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first O i paper, however, we have discovered additional z ∼ 6 systems along sightlines that
were not included in that survey. There may, therefore, be a genuine increase in the number
density of O i systems at high redshift. Observing additional z > 6 quasars at high resolution
would be helpful, provided sky surveys uncover more suitably bright targets. Unfortunately,
without major improvements in the throughput of echelle spectrographs, current facilities
may not be capable of pursuing fainter targets than the ones we have already observed.
As we noted, our conclusions regarding the distribution of optical depths are sensitive
to the quasar continuum levels. These are notoriously difficult to determine objectively,
particularly if the continua must be fit one echelle order at a time. High-resolution spectra of
even a small number of z > 4 gamma ray bursts, whose spectra are simple power-laws, would
help determine how often transmission peaks reach the continuum in the high-redshift Lyα
forest. Alternatively, accurately flux-calibrated echelle spectra would at least allow quasar
continua to be drawn over longer wavelength intervals. In either case, establishing the
correct transmitted flux distribution would tighten constraints on IGM models considerably,
offering greater leverage with which to measure the ionization state and temperature-density
relation of the high-redshift IGM.
We have presented a new method for measuring the UV background using the proximity
effect at high redshift. For this work, we assumed a lognormal distribution of Lyα optical
depths, but the technique can be generalized to any IGM model, particularly if simula-
tions are used to calibrate the results. By decreasing the optical depth of structures that
would otherwise produce saturated absorption, the enhanced photoionization near a quasar
effectively extends the dynamic range of the transmitted flux distribution to probe the con-
ditions of the gas. A successful model of the IGM should, therefore, reproduce both the
distribution of observed fluxes in the general Lyα forest and the change in flux that occurs
in quasar proximity regions. At z > 6, where the forest disappears, the proximity effect
may ultimately be the best means of measuring the UV background, providing a clearer
picture of the ionization of the IGM by galaxies and quasars in the early Universe.
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