Introduction
In this paper, we propose a test for coefficient stability of an AR(1) model against the alternative known as a random coefficient autoregressive model with order 1 or RCA(1) model. Specifically, we consider the following model as the alternative model:
y t = (φ + b t )y t−1 + ² t , for t = 1, 2, ...., E(b t ) = E(² t ) = 0, E(b
where (b t , ² t ) 0 is an iid random vector and |ψ| ≤ σ. We set y 0 = O p (1) as the initial condition so that y 0 is allowed to be a constant or a certain specified distribution. The model reduces to the ordinary AR(1) model under the null hypothesis H 0 : ω 2 = 0. Note that the process defined in (1) is a one-sided process. It is known that the two-sided version of (1), i.e., y * t = (φ + b t )y * t−1 + ² t , for t = 0 ± 1, ±2, ...., has a strictly stationary solution (almost surely) if η ≡ E(log |φ+b t |) < 0 and only if η ≤ 0 (Quinn, 1982) . It follows further that y * t has the strictly stationary solution with a finite second-order stationary moment in the sense of mean-square convergence as well as almost sure convergence if and only if φ 2 +ω 2 < 1 (Nicholls and Quinn, 1982) . Note that the latter condition is more restrictive than the former (see Hwang and Basawa, 2006, p.810) ; if the former condition is satisfied but the latter is not, then y * t is strictly stationary with an infinite variance. These results on the two-sided RCA(1) model carry over to the one-sided RCA(1) model in (1) if y t starts with y 0 having the stationary solution of the two-sided RCA(1) model. One important feature of the RCA(1) model is that it exhibits conditional heteroskedasticity, which is often observed in financial time series. It is easy to show that var(y t |y t−1 ) = y 2 t−1 ω 2 + 2y t−1 ψω + σ 2 . Note that if ψ = 0, then the conditional variance structure is the same as that of the well-known autoregressive conditional heterosckedastic (ARCH) model. See Hwang and Basawa (1998) ; Aue et al. (2006) ; Hwang and Basawa (2006) ; Hwang et al. (2006) and references therein for more details on the properties and estimation of RCA models.
Testing the null hypothesis of constant coefficient, i.e., ω 2 = 0, in the RCA(1) model has been considered by Nicholls and Quinn (1982) , Akharif and Hallin (2003) , Ramanathan and Rajarshi (1994) , Leybourne et al. (1996) , 1 McCabe and Tremayne (1995) , and Lee (1998) . In these papers, except for McCabe and Tremayne (1995) and Leybourne et al. (1996) , a stationary process is assumed under the null hypothesis. The first three papers derive test statistics under the assumption that b t and ² t are independent. In particular, the test by Nicholls and Quinn (1982) is not necessarily consistent without this assumption (see Lee, 1998, p.94) . The latter three papers do not assume the independence of b t and ² t .
The last two papers are particularly relevant to our paper. The test statistics in McCabe and Tremayne (1995) and Lee (1998) are both derived as locally best invariant (LBI) tests.
2 However, the null and alternative hypotheses of Lee (1998) 's LBI test are different from those of McCabe and Tremayne (1995) 's LBI test. Lee (1998) assumes that φ 2 + ω 2 < 1, and hence, the null hypothesis is a stationary AR(1) model while the alternative hypothesis is a stationary RCA(1) model. McCabe and Tremayne (1995) assume that φ = 1 under both the null and the alternative hypotheses. When φ = 1, the RCA(1) model is called a stochastic unit root process (Granger and Swanson, 1997; Leybourne et al., 1996) , which has recently been applied in several empirical finance literatures (Bleaney et al., 1999; Sollis et al., 2000; Bleaney and Leybourne, 2003) . Thus, the null hypothesis for McCabe and Tremayne (1995) 's LBI test is a unit root process and the alternative hypothesis is a stochastic unit root process. The limit distributions of these two LBI tests are different and we have to refer to two different distribution table depending on the maintained assumption on the value of φ under the null hypothesis, which limits the usefulness of these two tests because, in practice, we rarely know whether the true process is stationary or non-stationary in advance.
The test statistic proposed in this paper assumes neither φ = 1 nor |φ| < 1 under the null hypothesis of ω 2 = 0. More specifically, it follows the standard normal distribution asymptotically under the null regardless of |φ| < 1 or φ = 1 so that we can use the same distribution table. In other words, we can purely test coefficient stability without the maintained assumptions on φ. If the test rejects the null hypothesis, then we can go to the estimation of RCA(1) model and if the test accepts the null hypothesis, then we can utilize the usual unit root tests for examining non-stationarity of the series.
We obtain the test statistic as a modification of Lee (1998) 's LBI test. Lee (1998) prove that his LBI test follows the standard normal distribution under the null when |φ| < 1. We show that Lee's LBI test follows the standard normal distribution even when φ = 1 if the correlation between ² t and ² 2 t is zero. Note that if ² t has a symmetric distribution, then E(² 3 t ) = 0 and so the correlation,
It is shown that if the correlation is not zero, the limit distribution of Lee's LBI test is represented by a weighted sum of the standard normal and a non-standard distribution with weights depending on the value of the correlation. Based on the result, we construct our test statistic by subtracting the latter part and re-weighting the remaining part with an estimate of the correlation so that the asymptotic null distribution is the standard normal regardless of the value of the correlation when φ = 1. We also show that the proposed test statistic follows the standard normal distribution even when |φ| < 1 under the null. Furthermore, it is proved that the test is consistent against stationary RCA(1) models with a finite fourth moment. Interestingly, our Monte Carlo experiments show that Lee's LBI and the proposed tests are more powerful than McCabe and Tremayne (1995) 's LBI test even when φ = 1.
The rest of the paper is organized as follows. In Section 2, we derive the limit distribution of Lee's LBI test under the null hypothesis of ω 2 = 0 even when φ = 1. A new test is proposed in this section. In Section 3, we conduct several Monte Carlo experiments to check the finite sample performances of the proposed test comparing with Lee (1998) and McCabe and Tremayne (1995) 's LBI tests. The Appendix provides proofs for the theorems in the text.
2 Test Statistics 2.1 LBI Tests of Lee (1998) and McCabe and Tremayne (1995) Lee (1998) derive a locally best invariant (LBI) test (see Ferguson, 1967, p.235) for the null hypothesis H 0 : ω 2 = 0 against the alternative hypothesis H 1 : ω 2 > 0 under the assumption that (b t , ² t ) are jointly normal. It is assumed that |ψ| < σ in deriving the test statistic but not assumed in deriving the limit distribution. We do not assume this condition in this paper. Hence, the model defined in (1) covers the Markovian bilinear model as a special case. See Lee (1998, p.98) .
We consider the test statistic defined in Theorem 3.2 in Lee (1998, p.96) . Below in (2), we give a slightly simplified form of the original test statistic ignoring terms that do not affect the asymptotic distribution.
where
, and b φ is a √ T consistent estimator for φ (e.g., OLS).
Hereafter, we call this test statistic the Lee test. We abbreviate κ T ( b φ), σ T ( b φ), and is zero under the null hypothesis and the Lee test examines whether the correlation is significantly different from zero. From the conditional variance structure of RCA (1) models, we can also see that the Lee test examines a certain type of conditional heteroskedasticity. We expect that the test would have a non-trivial power against a similar type of conditional heteroskedasticity such as that of bilinear models (we examine this point by Monte Carlo experiment in Section 3). Lee (1998) proves, without the normality assumption of (b t , ² t ), but assuming the existence of finite fourth moments for ² t and b t and φ 2 +ω 2 < 1, that if T 1/2 ( b φ−φ) = O p (1) under both H 0 and H 1 , then e Z T asymptotically follows the standard normal distribution under the null hypothesis and is a consistent test against stationary RCA(1) models with a finite forth moment. Notice that the assumption φ 2 + ω 2 < 1 excludes the case where φ = 1. Thus, Lee (1998) 's result cannot be directly applied when the null model is unit root non-stationary, i.e., φ = 1.
McCabe and Tremayne (1995) derive a LBI test (Hereafter the MT test) for the null hypothesis H 0 : ω 2 = 0 assuming that (b t , ² t ) are jointly normal and φ = 1. We consider the test statistic proposed in Corollary 3 in McCabe and Tremayne (1995) . The test statistic takes the following form:
Note that, here φ is not estimated since it is assumed to be one. The asymptotic distribution of Z * T is non-standard and its critical values are tabulated in Table 1 in McCabe and Tremayne (1995) . Similarly to the Lee test, McCabe and Tremayne (1995) remove the normality assumption in deriving the asymptotic distribution of Z * T under the null hypothesis. One important drawback of the MT test is that it converges in probability to zero if the true process is stationary and ergodic with a finite fourth moment, hence has no power against stationary RCA(1) models with a finite fourth moment.
In this paper, b φ is supposed to satisfy the following property under the null hypothesis:
The following theorem derives the asymptotic distribution of the Lee test when the true process is a unit root process. The notation " ⇒ 00 denotes weak convergence in the space D[0, 1] under the Skorohod metric, Theorem 1 Assume that y t is generated by y t = y t−1 + ² t for t = 1, ...., T with
and
, W 1 (r) and W 2 (r) are mutually independent standard Wiener processes, and ρ ≡ corr(
The distribution of the random variable in (7) reduces to the standard normal distribution when ρ = 0.
Proof : See the Appendix.
The correlation between ² 2 t −σ 2 and ² t , which is equivalent to the correlation between ² 2 t and ² t (since E(² t ) = 0), is zero if and only if E(² 3 t ) = 0. Note that symmetricity of the distribution of ² t is a sufficient, but not a necessary, condition for E(² 3 t ) to be zero.
3 The assumption that var(² 3 t ) < ∞ is needed only for proving that b κ 2 T is a consistent estimator for κ 2 . Theorem 1 shows that the limit distribution of the Lee test is in fact the standard normal distribution under the null hypothesis even when φ = 1 if E(² 3 t ) = 0. However, this assumption is restrictive for some applications. We propose a modified version of the Lee test in the next section to deal with this problem.
Modified Lee Test
In this section, we propose a modified version of the Lee test (hereafter modified Lee test). It is shown that the modified Lee test asymptotically follows the standard normal distribution regardless of the value of the correlation ρ between ² t and ² 2 t , and when ρ = 0, it is asymptotically equivalent to the Lee test.
Basic idea of the modified Lee test is as follows. First, notice that the numerator of the right-hand side in (7) is alternatively represented as
The result (ii) in Theorem 1 implies that if we subtract its second term from (8) and divide the remaining part, i.e., the first term, by (1
1/2 , we recover the standard normal distribution. We obtain the modified Lee test by making essentially this correction to the Lee test. To make this correction, we need a sequence that converges to the second term in (8). For constructing such a sequence, we define
3 I thank Don Percival for pointing this point.
In the Appendix, we show that
with consistent estimators for ρ and σ, we can obtain such a correction term.
It is shown in the Appendix that the following estimator is consistent for ρ under the assumptions in Theorem 1:
This estimator is also consistent even when the underlying process is a stationary AR(1) process. To obtain Theorem 3 below, which shows the asymptotic normality of our test statistic defined in (13) when |φ| < 1; however, we need an estimator that is consistent for ρ when the underlying process is the unit root process but converges in probability to zero when the underlying process is a stationary AR (1) process. One way to obtain such an estimator is to multiply b ρ T by a sequence s T that satisfies the following condition:
In this paper, we use
where δ > 0 is a constant that satisfies the condition in Theorem 3. It is easy to see that s T satisfies the condition in (11) since
The value of δ controls the speed of convergence of s t . If δ is large, then the convergence of s T to 0 or 1 is very fast; in that case, virtually s T takes only 0 or 1 even when T is not very large.
It should be noted that this is not the only possible choice for s T ; another possible choice is, for example,
. This choice of s T is motivated by recent papers by Perron and Yabu (2006a,b) , who consider testing for trend coefficient with an integrated or a stationary component. Based on their results, it is easy to show that s T satisfies the condition in (11). How we should select s T would be one of the topics of subsequent research.
We are now ready to give our test statistic. Given y t , t = 0, ..., T , the modified Lee test is defined as follows:
where ρ *
Theorem 2 shows that the asymptotic distribution of e G T,δ is the standard normal distribution when the true data generating process is the unit root process described in Theorem 1, regardless of the value of the correlation.
Theorem 2 Assume the same data generating process and conditions as in Theorem 1 for a series
where ρ, θ(r), and W 1 (r) are defined as in Theorem 1.
Proof. See the Appendix.
If we assume that E(|φ + b t | 4 ) < 1 and the existence of finite fourth moments for ² t and b t for a two sided RCA(1) model y * t , then we have E(|y * t | 4 ) < ∞ (Lemma 3 in Aue et al., 2006) . Theorem 3 shows the asymptotic normality of e G T,δ under the null and |φ| < 1. Theorem 3 also shows that the test is a consistent test against the alternative of RCA(1) model with E(|φ + b t | 4 ) < 1.
Theorem 3 Assume that a series {y t } T t=0 follows the RCA(1) model defined in (1) and E(b
In Theorem 3, we do not need to assume that var(²
1) under both H 0 and H 1 in Theorem 4 is satisfied, for example, by the OLS estimator b φ ols (see Basawa, 1998, 2006) . We expect that the proposed test is also consistent against RCA(1) models with E(|φ + b t | 4 ) ≥ 1; however, we have not succeeded in proving it mathematically. Instead, we examine this issue by Monte Carlo experiments in the next section.
Monte Carlo experiment
In this section we conduct Monte Carlo (MC) experiments to compare empirical sizes and powers of the Lee test defined in (2), the MT test defined in (4), and the modified Lee test defined in (13). We examine two values for δ to see how the value of δ affects the finite sample propertiles of the modified Lee test. Throughout the experiments in this section, we calculate the test statistics with the OLS estimator, b φ ols , the initial value is fixed at y 0 = 0, the number of MC replications is 10, 000, and the sample size is T = 50, 100, 200, or 1000.
Size property
We generate the null model of AR (1) with various values of φ. Specifically, we examine nine values: φ = −0.9, −0.6, −0.3, 0.0, 0.3, 0.6, 0.9, 0.95, 0.98, and 1.0. As to the distribution of ² t , we examine three distributions:
10) − 10) (ρ = 0.5), where χ 2 (k) denotes the chi-square distribution with k degrees of freedom and inside the parentheses is the correlation between ² t and ² 2 t . In all cases, the mean and variance of ² t are zero and one, respectively. Cases (2) and (3) are for addressing how the value of ρ affects the size. Figure (1) draws the pdfs of these three distributions. We see that the distribution of ² t is symmetric in Case (1), heavily skewed to the right in Case (2), moderately skewed to the right in Case (3). Case (3) is an intermediate case between Case (2) and (3).
We conduct tests of 5% nominal level. The critical value of the Lee and modified Lee tests are set to 1.6449, i.e., the 95% point of the standard normal distribution. We reject the null when the test statistic is above the critical value. Note that the rejection region is in the upper tail area since the statistic diverges to ∞ under the alternative of RCA(1) models. For the MT test, we use the critical values tabulated in Table 1 in Tremayne (1995, p.1022) ; it is 0.77 for T = 50, 0.79 for T = 100, 0.80 for T = 200, and 0.81 for T = 1000. Table 1 reports the results of Monte Carlo experiment for Case (1), where the correlation ρ is zero. In this case, according to Theorem 1, the statistic e Z T asymptotically follows the standard normal distribution regardless of φ = 1 or |φ| < 1. The asymptotic normal approximation works reasonably well for any value of φ as T increases although the empirical size of Lee test tends to be smaller than the 5 % nominal level when T is small. The empirical size of MT test is almost zero when |φ| < 1 i.e., the underlying process is a stationary AR(1). This is expected since the statistic converges in probability to zero when the process is stationary and ergodic with a finite fourth moment. The empirical sizes of the modified Lee tests are very similar to that of the Lee test although there is a tendency of over-rejection. The value of δ does not seem to give much differences. Table 2 (a) reports the results for Cases (2). Similarly to Case (1), the empirical size of MT test is almost zero when |φ| < 1 in Case (2). We see that when φ = 1 the empirical sizes of Lee and MT tests are severely distorted upward, that is, these tests reject the true null hypothesis too often (when T = 1000, the actual sizes of the Lee and MT tests are 0.153 and 0.104 for φ = 1, respectively). The modified Lee test performs much better than the Lee and MT test for φ = 1 (and φ close to one); when T = 1000, the empirical sizes of the modified Lee tests with δ = 10 and with δ = 1 are 0.048 and 0.052, respectively. This shows that our modification works quite well for reducing the size distortion. Figure 2 draws the histograms of 100, 000 samples of e Z T and b G T,1 in Case (2) when T = 1000 for φ = 1. We can see that the distribution of e Z T is almost bimodal. This is because, as Theorem 1 shows, when ρ 6 = 0, the distribution of e Z T is a mixture of the standard normal and a non-standard distribution with weights depending on the value of ρ. The value of δ seems to affect the actual rejection percentages for φ close to 1. It is seen that the modified Lee test with δ = 10 tends to reject the null hypothesis more often than that with δ = 1 does although the difference disappears quickly as T increases. The results for Case (3), which is shown in Table 2 (b), parallel those for Case (2) except that the size distortions of Lee and MT tests are smaller.
Power
We examine two data generating processes as the alternative. The first one is the RCA(1) model with b t ∼ N (0, ω 2 ) and various values of φ and ω 2 . Specifically, we set φ = 0.6, 0.9, or 1.0, ω 2 = 0.01, 0.05, 0.1, or 0.5. The error term ² t is set as Case (a):
. The RCA(1) model is stationary and ergodic with a finite fourth moment if E(|φ + b t | 4 ) < 1. This condition reduces to φ 4 + 6φ 2 ω 2 + 3ω 4 < 1 when b t ∼ N (0, ω 2 ). This condition is not satisfied, for example, when φ = 0.9 and ω 2 = 0.1. We indicate those cases that satisfy this condition by asterisks in Table 3 .
The second alternative data generating process is a bilinear process, which is obtained by replacing b t with b² t−1 . As noted in Section 2.1, the Lee test in effect examines a certain type of conditional heteroskedasticity. Although the bilinear process is not included explicitly as the alternative hypothesis, we expect that our tests would have non-trivial power against the bilinear process because the bilinear process also exhibits a conditional heteroskedasticity similar to that of the RCA(1) model; for the bilinear model, we have var(y t |y t−1 ) = (y Table 3 reports the results for the alternative of RCA(1) model. First, we will see the results for Case (a), where ² t ∼ N(0, 1) and ρ = corr(² t , ² 2 t ) = 0. As is expected, the MT test has no power against stationary RCA(1) models with a finite fourth moment. This means that the MT test cannot distinguish a unit root process and a stationary RCA(1) model with a finite fourth moment. Notice that, even when φ = 1, the power of MT test is much lower than those of the Lee and modified Lee tests. Furthermore, when φ = 1, the power of the MT test does not monotonically increase as ω 2 increases, which is also seen in Table 2 in McCabe and Tremayne (1995, p.1022) (they examined three values: ω 2 = 0.001, 0.01, and 0.1 with other settings equal to ours). For example, when T = 1000, the power against ω 2 = 0.1 is 0.555, whereas the power against ω 2 = 0.5 is 0.148. It is also seen that the power against ω 2 = 0.5 does not increase as T increases. This suggests the possibility that the MT test is not a consistent test against large values of ω 2 . The power properties of the Lee and modified Lee tests are virtually the same, and the same comments apply to both tests. First, we observe that the value of φ greatly affects the power. In general, the larger the value of φ is, the higher the power is. For example, when T = 1, 000, the power of the Lee test against ω 2 = 0.01 is 0.117 for φ = 0.6, whereas it is 0.456 for φ = 0.9 and 1.000 for φ = 1.0. Second, in contrast to the MT test, the power of the Lee and modified Lee tests increases monotonically as ω 2 and T increase. This supports our conjecture that these tests are consistent against RCA(1) models for any value of ω 2 . Next, we check the results for Case (b), where
7559. The powers of the three tests are lowered compared with Case (a). Again the power of the modified Lee test is almost the same as that of the Lee test, and their powers are much higher than that of the MT test. In an unreported experiment, we also examined the case where
The results are qualitatively similar to those in Case (b). It seems that the powers of these three tests reduce as the value of ρ is away from zero. Table 4 reports the results for the alternative of biliner models. The results parallel those for the alternative of RCA (1) 
Concluding Remarks
In this paper we propose a new test statistic for coefficient stability of AR(1) model. It is obtained as a modification of Lee (1998) 's LBI test. The proposed test statistic assumes neither a stationary AR(1) model nor a unit root process under the null hypothesis of constant coefficient and have the same limit distribution in both cases. We prove that the test is consistent against the alternative of RCA(1) models that is stationary and ergodic with a finite fourth moment. Although we have not succeeded in proving that the proposed test is also consistent against the alternative of RCA(1) models that do not belong to this class, our Monte Carlo experiments show that the proposed test has high power even against those RCA(1) models. It is our conjecture that the test is consistent against any RCA(1) models. Our Monte Carlo experiments also show that the proposed test has high power against bilinear processes. Lastly, neither this article nor McCabe and Tremayne (1995) proves consistency of the LBI test proposed by McCabe and Tremayne (1995) . Our Monte Carlo experiments suggest the possibility that the test is inconsistent against certain RCA(1) models.
Appendix
For simplifying the proofs, we assume that y 0 = 0 throughout the appendix, then y 1 = ² 1 . Extensions of the proofs to the case y 0 = O p (1) are straightforward. The following lemmas are repeatedly used in the appendix. Lemma 1 is a simple extension of Lemma A1 in McCabe and Tremayne (1995) . 
where ⇒ denotes weak convergence in the space D[0, 1] under the Skorohod metric, W * (r) = ρW 1 (r) + (1 − ρ 2 ) 1/2 W 2 (r), W 1 (r) and W 2 (r) are mutually independent standard Wiener processes on [0, 1].
Proof. When q = p, obviously ρ = 1 and the result follows immediately. Suppose that q < p. Then |ρ| < 1 and from Theorem 7.27 in White (2001, p.188), we have
By applying the continuous mapping theorem (see van der Vaart, 1998, p.7), we have
which completes the proof. ¤ Lemma 2 Suppose that y t = y t−1 + ² t for t = 1, ....T with y 0 = 0, where {² t } is a sequence of i.i.d. random variables with E(² t ) = 0, var(²
where ⇒ denotes weak convergence in the space D[0, 1] under the Skorohod metric,
and W 2 (r) are mutually independent standard Wiener processes on [0, 1].
Proof. We use the same notation as in Lemma 1 for the partial sum process of
(a) This is an immediate result from the functional central limit theorem and the continuous mapping theorem.
T (t/T ) in Theorem 2.1 in Hansen (1992) . From Lemma 1 and the continuous mapping theorem, it follows that [U T (r),
. Following the notation of Hansen (1992) , define
Under the assumptions, it is easily verified that sup T P T t=1 E(² 2 T,t ) = 1 < ∞. Thus, conditions in Theorem 2.1 in Hansen (1992) are all satisfied and we have (b). ¤ (c) Write
Then, it follows immediately from Lemma 2(a) and (b). ¤ Hereafter, for example, W 1 (r)'s that appear in the representations of limit distributions indicate the same Wiener process.
Proof of Theorem 1. Write e
. First, we derive the limit distribution of Z 1 .
From Lemma 2(a), we have
Also, we have
by noting that T ( b φ − 1) = O p (1) and applying Lemma 2. Note that here, we used the assumption that V ar(² 3 t ) < ∞ to ensure that T −3/2 P T t=1 ² 3 t y t−1 = O p (1) by Lemma 2(c). Thus, eventually we have
Next, we derive the limit distribution of Z 2 . Similarly to (19), we have
where e σ
(1) and applying Lemma 2, the second and third terms of the right-hand side in the last equality in (22) converge in probability to zero. Similarly, the fourth term converges in probability to zero since T −2 P T t=1 y 2 t−1 = O p (1) and
Thus, the limit distribution of Z 2 is equivalent to that of the first term. From the proof of Theorem 2 in McCabe and Tremayne (1995) , it follows that the first term converges weakly so that
, W 1 (r) and W 2 (r) are mutually independent standard Wiener processes, σ 2 = E(² 2 t ), κ 2 = V ar(² 2 t ), and ρ = corr(² t , ² 2 t ).
5
Thus, we have
From (21) and (25), we eventually have
Lastly, we prove that the limit distribution shown in (26) is reduced to the standard normal distribution when ρ = 0. Let F 1 be the σ-algebra generated by the Wiener process {W 1 (r); 0 ≤ r ≤ 1}. Since W 2 (r) and W 1 (r) are mutually independent, so are F 1 and {W 2 (r); 0 ≤ r ≤ 1}. Conditioned on the σ-algebra F 1 , the function θ(r) is a deterministic function and
we have that e Z T |F 1 ∼ N(0, 1). Since the conditional distribution does not depend any other random variables, the unconditional distribution of e Z T is also N(0, 1). ¤ Proof of Theorem 2 First, we prove that Similarly to (19) and (20), we have
where (18) and (25) that
as T → ∞. Lastly, we prove that
where ∆(y
Applying Lemma 2(a), we have g 1 ⇒ σ
By a similar argument to that used in (23), we can easily show that g 2 p − → 0. Thus,
θ(r)dW 1 (r) and
From (27), (28), (29), and (31), we obtain
where the notation d = denotes equivalence in distribution. This completes the proof of Theorem 2.
Proof of Theorem 3 Write e G T,δ = (1 − ρ * 2 T ) −1/2 e Z T + I T , where
We will show that I T is O p (T −δ/2 ) under H 0 and is O p (T −(δ−1)/2 ) under H 1 . Then, Theorem 3 follows immediately from Theorem 3.2 in Lee (1998, p.100) .
Proof of Part(a). First note that y t is stationary and ergodic with a finite fourth moment. Since b ² t = y t − b φy t−1 , we have
and hence b σ 2 T = O p (1). By similar arguments, it is easy to show that T −1
Therefore, we have ρ *
It is easy to see that the first and third terms converge in probability to zero. We will show that the second term is O p (1) under H 0 . Let θ t = y t − φy t−1 . Because
we can write
By the ergodicity of y t , we have T
, hence the second term in (37) converges in probability to zero. Similarly, noting that when the true process is a stationary AR(1), θ t = ² t , the first term converges in probability to zero since y t−1 is independent from (b t , ² t ) and T 
Let F t be the σ-field generated by {y t , ² t , y t−1 , ² t−1 , ...., y 0 }. Write y t−1 ² 2 t = x t + y t−1 σ 2 , where x t ≡ y t−1 (² 2 t − σ 2 ). Then, {x t , F t } is a martingale difference sequence with variance V ar(x t ) = σ 2 κ 2 /(1 − φ 2 ) for all t. It follows from the stationarity that the Lindeberg condition is satisfied (see White, 2001, p.118, and p.135) . By the ergodicity we have T 2 ) by a central limit theorem for a stationary sequence (Hamilton, 1994, Proposition 7.11, p.195) . Hence, the first term in (38) is O p (1), which implies that the second term in (35) is O p (1) under H 0 . From these arguments, we have I T = O p (T −δ/2 ) under H 0 , which completes the proof of part (a).
Proof of Part(b)
The same arguments as in the proof of Part (a) can be applied to show that b σ 2 T = O p (1), b ρ * T = O p (T −δ/2 ), and the first and third terms in (35) converge in probability to zero, since these arguments use only that y t is stationary and ergodic with a finite fourth moments. We will show that the second term in (35) is O p (T 1/2 ) under H 1 . Note that θ t = b t y t−1 + ² t under H 1 . The first and second terms in (37) converges in probability to zero, since T 
which implies that the second term in (35) is O p (T 1/2 ), and thus we have I T = O p (T −(δ−1)/2 ) under H 1 . This completes the proof of part (b). ¤ Note: histograms of 100,000 samples of (a) e Z T and (b) e G T,1 with T = 1000 and φ = 1 in Case (2), where e Z T is the Lee test defined in (2), and e G T,1 is the proposed test defined in (13). 
