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ABSTRACT
Low and medium energy ion irradiation can induce diﬀerent structures over the surface
of semiconductors and metals depending on the parameters used for the irradiation of
the surfaces. Diﬀerent mathematical models have been developed in the last decades to
explain the formation reasons of such structures, such as nano-dots or ripples, and to
predict the pattern wavelength. These theories have been discussed and tested for sev-
eral years. In this work, computational methods are used in order to predict and observe
such eﬀects. First, a mathematical model, which uses as an input the results from the
computational methods, is applied to predict the pattern wavelength and at which angle
the regime changes from stable to unstable. Moreover, a relaxation method to remove
the background displacement in amorphous silicon, which aﬀects the prediction is pre-
sented. Second, a simulation model of sequential irradiation consisting of the irradiation
of a segment of the surface, and speeding-up the eventual modiﬁcation of the surface is
developed. The simulation outputs at ultra-low energy are compared with experimental
results. The use of the same model at higher energies and applied to aluminum allows
us to obtain conclusions on the reason of pattern formation in both materials at diﬀerent
energies and irradiation angles. The last part of this work contains the results obtained
from homogeneously distributed irradiation. The irradiation is performed according to
an accelerated molecular dynamics method which reduces the time span between impacts
and allows us to reach higher ﬂuences. This latter method allowed us to observe the di-
rect ripple-formation and the propagation of the pattern on the surface for the ﬁrst time.
This study allows to explain and observe the diﬀerent stages before the eventual ripple
formation.
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11 INTRODUCTION
The ion beam nano-patterning eﬀect is the formation of a sequence of ordered structures
on surfaces of solids. The wavelength and amplitude of the emerging pattern change
depending on the parameters of irradiation and the material involved in the process. The
nano-patterning appears to be similar to formation of sand dunes when the wind blows.
The strength of the wind and the mass of the grain in the sand, among others, will
determine the separation between the crests (wavelength) and the height of the formed
mounds (amplitude) [1–4]. The reasons of formation of these structures in sand are highly
dependent on erosion and re-deposition, however in the nano-scale in addition to these
eﬀects, we may need to take into account other atomic processes, e.g. stress build-up.
The use of ion beams to modify the surface of semiconductors oﬀers a promising way
to assist in manufacturing process of nanostructured devices, which in many cases need
well-ordered regular structures [5]. The periodic structures can go from quantum dots
to ripples depending on the irradiation conditions [6–9]. The critical angle (θc) deﬁnes
the observation of the nanopatterns, i.e. below that angle (toward normal incidence)
the observation of these eﬀects is not possible. This occurs because of the stability of
the surface, which suppresses the re-organization of the surface, leaving the surface ﬂat.
On the other hand, if the incidence angle is greater (toward grazing incidence) than θc,
the surface becomes unstable and the conditions will be favourable to the observation of
nanopatterns. The orientation of these patterns is characterized by the dominant wave
vector. If this is parallel to the ion beam projection, the orientation of the ripples will be
aligned with the ion-beam-projection. If, on the contrary, the wave vector is perpendic-
ular to the projection of the ion beam, the ripples will be perpendicular. Typically the
perpendicular-oriented formation occurs at grazing incidence [10, 11]. In FIG. 1 we can
observe how for a given energy, the orientation of the ripple changes as a function of the
irradiation angle.
In FIG. 2, we see how the selection of diﬀerent energies and irradiation angles for Ar
ions provokes the Si surface to ripple either parallel or perpendicular to the projected ion
beam direction. Below a certain angle, the surface remains ﬂat.
Ion beam sputtering (IBS) is a well-established technique to obtain the formation of self-
organized structures on the surface. Originally, in 1960 Cunningham et al. [13] observed
that when irradiating diﬀerent metals at 70o oﬀ-normal with various noble gases, the case
of 8 keV-Ar+ over gold was the only one that showed self-organization on the surface.
Navez et al. [14] in 1962 showed that they could produce parallel and perpendicular mode
ripples. Many theories have been developed during the last years, based on diﬀerent eﬀects
such as the sputtering-curvature or the atomic redistribution. Sigmund [15] stated that
the pattern formation induced by IBS was caused by the dependence of the sputtering
yield with the surface curvature and, the number of sputtered atoms is proportional to
the energy deposited on the surface of the material.
Bradley and Harper [16] proposed a theory known as Bradley-Harper (BH) theory. This
theory is based on the eﬀect created by the erosion (sputtering) in the surface. The
2Figure 1: Eﬀect of incidence angle on surface morphology following irradiation with 250
eV Ar+ on Si at room temperature. AFM images of 2 μm × 2 μm scan size for (a) 0◦,
3.8×1018Ar+ cm−2 (18 min), vertical range 3.5 nm, (b) 10◦, 18 min, vertical range 3 nm and
(c) 35◦, 18 min, vertical range 3 nm. A scan size of 1 μm × 1 μm for (d) 50◦, 3.2×1017Ar+
cm−2 (90 s), vertical range 2 nm (e) 70◦, 90 s, vertical range 3.5 nm (parallel mode ripples)
and (f) 80◦, 90 s, vertical range 3.5 nm (perpendicular mode ripples). The irradiation
direction goes from the bottom of the page. From [10].
Figure 2: Phase diagram of pattern formation of Ar+ ion beam sputtering of nominally
room temperature Si(001) in the linear regime of surface dynamics, in the absence of sec-
ondary scattering eﬀects. Crosses: ﬂat; square: parallel mode ripples; circle: perpendicular
mode ripples. Fluence is 3.8 × 1018 Ar+ cm−2 for ﬂat stable surfaces and 3.2 × 1017 Ar+
cm−2 for parallel and perpendicular mode ripples. The critical angle is at θ ≈ 50◦. From
[12].
development of this theory is based on the local angle of incidence of the ion, meaning
that the curvature of the surface is playing an important role, since the energy deposited
on the material is diﬀerent whether the surface is either convex or concave.
Later in the 1990’s, Carter and Vyshniakov [17] proposed that an atomic ﬂux is created
in the direction of the ion beam projection, and this can compensate the curvature-
dependent sputtering process at close-to-normal incident angle, while at a larger angle,
the rippling eﬀect can take place. Besides, they proposed that a competition between the
sputtering and the irradiation-induced surface relaxation at oblique-incidence irradiation
is the cause of the surface ripple formation. Essentially, the inclusion of the ballistic
3diﬀusive term gave an important role in the formation of nanostructures, predicting that
mass redistribution is determinant to the stability of the surface. This contribution has
been analyzed experimentally [18].
In 2009, Norris et al. [19] described a mathematical model which was developed to under-
stand and quantify the reasons of the nanopatterning formation. The erosion rate which
takes place during the bombardment process can be divided in two terms, a long term
and short term contribution. Norris et al. introduced a mathematical model to describe
the sputtering and displacement eﬀects taking place during the ﬁrst picoseconds of the
process. This model determines each contribution using as input computational meth-
ods such as molecular dynamics (MD) or binary collisions approximation (BCA). This
model was able to estimate nanopatterns wavelength with reasonably good agreement
with experimental results [20] [Publication II, Publication I].
At the beginning of 2000’s [22] and in 2010’s [23–25], the role of the build-up stress was
analyzed and linked to the formation of ripple in surfaces.
A new MD set-up simulation was developed to observe a fast eﬀect on the surface [Pub-
lication II, Publication IV], reducing the impact area (linearly focused), reaching high
ﬂuences and inducing a more rapid change in the surface. This type of simulation allows
to observe whether is possible to observe surface modiﬁcation[Publication II], and, at dif-
ferent energies and irradiation angles, test the diﬀerence between materials [Publication
IV].
A new model was introduced [Publication III] which can reproduce the nanopatterning
eﬀect for ultra-low energy Ar irradiation on Silicon taking into consideration the eﬀect of
mass redistribution within the material.
42 PURPOSE AND STRUCTURE
The purpose of this work is to predict the pattern formation and develop a method to
observe the formation of ripples over surfaces, by means of computational methods. The
models developed in this thesis provides useful tools for the analysis of surfaces eﬀects.
The thesis comprises a brief summary of the work and four original articles already
published or submitted for publication in diﬀerent international peer-review journals.
The publications are included as an appendix in the dissertation and referred to with
bold Roman numbers in the text.
The structure of the thesis is as follows: in this section a summary of the publications is
done, and also other scientiﬁc contributions of the author are presented. In Section 3 we
show the diﬀerent theories developed in the ﬁeld based on the diﬀerent eﬀects observed in
order to explain the ripple formation. In Section 4, we introduce the basis of MD and the
role that it took in the work presented in this thesis, as well as the analysis perfomed in
order to get the desired results. In Section 6, we discuss how the irradiation of surfaces is
done experimentally and describe the observation methods of more extended use to study
the nano-patterning eﬀect. In Sections 7 and 8, we analyse the results in which this thesis
is based. In Section 9, we summarize the work included in this thesis and following this,
the acknowledgement and references can be found. At the end, all the publications are
attached.
2.1 Summaries of publications
Publication I: Simulation of redistributive and erosive eﬀects in a-Si under
Ar+ irradiation
A. Lopez-Cazalilla, A. Ilinov, L. Bukonte, K. Nordlund, F. Djurabekova, S. Norris, J.C.
Perkinson: Nuclear Inst. and Methods in Physics Research B 414 (2018) 133-140
In this publication, the comparison between molecular dynamics (MD) and binary colli-
sions approximation (BCA) is performed for predicting the wavelength of 250 and 1000
eV Ar+ on a-Si using the crater function formalism. The results showed that, due to the
small displacements which BCA does not consider, MD is a more accurate method to
estimate the nanopattern wavelengths.
Publication II: Pattern formation on ion-irradiated Si surface at energies
where sputtering is negligible
A. Lopez-Cazalilla, D. Chowdhury, A. Ilinov, S. Mondal, P. Barman, S. R. Bhattacharyya,
D. Ghose, F. Djurabekova, K. Nordlund and S. Norris: J. Appl. Phys., Vol. 123, p.
5235108 (2018)
We introduce a new method to simulate the nanopatterning eﬀect consisting of the irra-
diation of a segment of a cell, which allows us to reproduce experimental ﬂuences. The
simulations with the focused method, along with the single-ion irradiation analyzed with
the crater function formalism, give a good prediction of the experimentally observed sur-
face rippling.
Publication III: Direct observation and propagation of ripples under low en-
ergy Ar irradiation
A. Lopez-Cazalilla, F. Djurabekova and A. Ilinov, C. Fridlund, K. Nordlund (2019) (sub-
mitted for publication)
By using a novel accelerated molecular dynamics methodology, we are able to simulate di-
rectly the process of ripple formation by high ﬂuence ion irradiation. Since this approach
neither requires a precursor nor pre-assumes a mechanism to trigger self-organization,
it can provide ﬁrst-principles insight into the origin of the ion-induced ripple formation
mechanism. Analysis of the simulation shows the exact mechanism of the process, which
is dominated by surface atom displacement and a pile-up eﬀect.
Publication IV: Modeling of high-ﬂuence irradiation of amorphous Si and
crystalline Al by linearly focused Ar ions
A. Lopez-Cazalilla, A. Ilinov, K. Nordlund and F. Djurabekova: Journal of Physics: Con-
densed Matter, Vol. 31, Num. 7, p. 075302 (2019)
In this work we analyse under the same circumstances two materials, silicon (amorphous)
and aluminium (crystalline), putting special attention to the 70◦ oﬀ-normal irradiation.
We show that atomic redistribution mechanism is the driving force for ripple formation
in the amorphous material (silicon) and, on the other hand, erosion mechanism is the
main contributor to the pattern formation in crystalline metals (aluminium).
2.2 Author’s contribution
The author performed all the simulations included in [Publication I] [Publication II]
[Publication III] [Publication IV]. Christoﬀer Fridlund developed the method used in
[Publication III] (from [28]) and wrote the ﬁrst versions of the used scripts. Informa-
tion about the stress accumulation in Si was provided by Joy Perkinson in her doctoral
dissertation.
6The author wrote the ﬁrst version of all manuscripts.
73 THEORY OF RIPPLE FORMATION
3.1 Sputtering
The erosion or sputtering was early assumed to be the main explanation for nanopattern
formation. Sigmund developed a model to explain the dependence of the sputtering yield
on the surface curvature [15, 29], which is related to the deposited energy in the system
described by a Gaussian function. A random point in the solid r = (x, y, z) is deﬁned
fulﬁlling z ≤ h(x, y). The function h is the height of the surface z = h(x, y). The
deposited energy at a point r is deﬁned as follows,
FD(r) =

(2π)3/2αβ2
× exp
[
− [z − h(0, 0) + a]
2
2α2
− x
2 + y2
2β2
]
, (1)
where  is the total deposited energy, a is the average depth of the energy deposited in
the material, and α and β are the longitudinal and lateral widths of the distribution.
Later Bradley and Harper [16], based on Sigmund’s work, created a theory based on the
dependence of the sputtering yield on the surface curvature, which was determined in or-
der to measure the deposited energies in the system. It was the ﬁrst study which, based on
erosive eﬀect, found an explanation for the periodic formations observed experimentally
and modelled it. The developed theory failed to predict the surface erosion at grazing
incidence: in this model, the sputtering yield over an unperturbed surface is continuously
increasing, even at high incidence angle, an eﬀect that is not happening experimentally.
The curvature of the surface plays an important role in the energy deposition in the sys-
tem, which is the reason of taking into account this variable in the erosion calculation.
Furthermore, the energy deposited on a concave surface to the solid is greater than that
deposited in a convex, hence the velocity of the surface at a certain point in the surface
due to erosion needs to be deﬁned based on the curvature coeﬃcients:
v(θ, c1, c2) = (f/n)Y0(θ)[cos(θ)− Γx(θ)a∂
2h
∂x2
(0, 0)− Γy(θ)a∂
2h
∂y2
(0, 0)]. (2)
Here θ is the irradiation angle, f is the ﬂux, n is the number of atoms per unit volume,
Y0(θ) is the sputtering yield in the condition of a ﬂat surface, and Γx(θ) and Γy(θ) are
the coeﬃcients which govern the erosion rate of the surface. Hence, the change of the
surface height is deﬁned using the following PDE as a Taylor expansion of the velocity
of the surface,
∂h
∂t
≈ −v0(θ) + v′0(θ)
∂h
∂x
+ Γx(θ)
∂2h
∂x2
+ Γy(θ)
∂2h
∂y2
− B∇2(∇2h), (3)
where v0(θ) is the rate of erosion of the unperturbed planar surface, v
′
0(θ) is the ﬁrst
derivative of the rate of erosion and B∇2(∇2h) describes the surface self-diﬀusion. After
the BH theory, many expansions and generalizations have been published [30–33] in which
8non-linear terms were included in the PDE describing the change of the surface height
from the Kardar-Parisi-Zhang (KPZ) equation [34]:
∂h
∂t
= −v0(θ)+v′0(θ)
∂h
∂x
+Γx(θ)
∂2h
∂x2
+Γy(θ)
∂2h
∂y2
+
λx
2
(∂h
∂x
)2
+
λy
2
(∂h
∂y
)2
−B∇2(∇2h)+η(x, y, t),
(4)
where λx and λy are the coeﬃcients characterizing the slope dependence of the erosion
rate [31] accompanying terms which include the interface growth or its erosion ((∂h/∂x)2
and (∂h/∂y)2), η describes the stochastic incoming ions represented by the Gaussian
white noise. Under some approximations, e.g. neglecting the non-linear terms, many
experiments have been explained using this theory [5, 35].
In the described theories the redistribution was not included to describe the irradiation-
induced eﬀects. In the next section theories including this driving force are discussed.
3.2 Displacement
The introduction of the BH theory gave the ﬁrst reasonable explanation of the pattern
formation. However, many studies came later based on the Carter-Vishnyakov (CV)
model [17], which took into consideration more variables for the pattern formation ﬁeld.
The eﬀect of the surface diﬀusion or the induced displacement as a driving force were
introduced as an additional explanation for the pattern formation. The incident ions
transfer momentum to the atoms, the induced displacements close to the surface are in
the perpendicular direction to the trajectory of the ion, but deeper they are parallel to the
ion direction. Hence, at normal incidence, the atoms are displaced in a balanced way along
the parallel and perpendicular direction to the ion beam projection, inducing the eﬀective
ballistic diﬀusivity. On the other hand, at oﬀ-normal incidence, the balance breaks, and
an eﬀective atomic drift parallel to the surface takes place. The CV model suggested
that under certain conditions [17], the ballistic displacement and the eﬀective diﬀusivity
can be dominant in the surface relaxation mechanism. However, at higher temperature,
thermal diﬀusion can have a more important role. The combination of the mentioned
ballistic diﬀusion and the ballistic displacement eﬀect could give an explanation to the
non-rippling eﬀect at close-to-normal incidence.
The schematic shown in FIG. 3 summarizes the diﬀerent approaches introduced once the
atomic displacement was taken into consideration.
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Hence, Carter and Vishnyakov introduced two terms into the PDE introduced by Bradley
and Harper [16] (in this case expressed in the x-z plane),
∂h
∂t
= −v0(θ) + v′0(θ)
∂h
∂x
− γ
η
∣∣∣∂h
∂x
∣∣∣+ Γx(θ)∂2h
∂x2
− 1
N
∂F (s)
∂x
− B∂
4h
∂x4
− η(x, t), (5)
where the terms introduced are γ/η|∂h/∂x|, which takes into account the viscous relax-
ation eﬀects [35] (where γ and η are the surface free energy density and the viscosity,
respectively), η(x, t), which is the noise and the term 1
N
∂F(s)
∂x
illustrates the inﬂuence of
the gradient of an atomic ﬂux F(s) parallel to the surface.
Starting with the CV model, the atomic displacement took an important role in the pat-
tern formation theories. Kalyanasundaram et al. [36] presented a work which introduced
the study of the crater function (Δh(x− x0, θ)) using MD [37], where a crystalline Si
sample containing 8000 atoms was irradiated using 500 eV and 700 eV Ar+ ions at 77
K. The sample was irradiated from normal to 28◦, and then, obtaining some parameters
averaging the data over 500 to 2000 single impacts, an equation was ﬁtted to determine
the height modiﬁcation.
h(x, y) = a1 exp {−σ1[x2 + (y + b1)2]} − a2 exp {−σ2[x2 + (y + b2)2]}, (6)
where h(x, y) is the height of the surface at the point (x, y) of the surface, x being the
projected direction of the incoming ion, and y the perpendicular distance relative to the
point of impact. The rest are ﬁtting constants presented in [36]. The results showed
that the crater created was not only a product of the sputtering, because sputtering
only created approximately 20% of the volume. Hence, the atomic redistribution was
something worth considering in the ripple formation.
After that work, a model was proposed to determine the ripple formation using MD
also using single impacts, in which the continuum models proposed so far were treated
according to a new formalism. The model proposed by Norris et al. [19] separates the
erosion rate in two eﬀects: the prompt (vp) and the gradual (vg). This model predicts
the pattern wavelength based on the so-called prompt eﬀect, which considers the eﬀects
taking place during the ﬁrst picoseconds, while the eﬀects that happen at longer times
are accounted in the gradual part. The vp can be analyzed using either MD or BCA,
and accounts for the crater function, which describes the change of the surface. The
main part of interest is the atomic redistribution, since it came up to be discussed in the
surface pattern formation later than erosion, and ﬁnding a way to relate the microscopic
eﬀect with the eventual macroscopic formation.
The crater function deﬁned as g = Δh is used to describe the surface evolution as follows,
vp(x) =
∫
I((x′))Δh(x− x′, θ)dx′, (7)
where I((x′)) is the ﬂux, x′ is a point in the tangent plane to the surface at x and the
crater function Δh is based on the average local change of the surface at that certain
11
point x due to single impact in x′ (local coordinates, respect to the impact point) and its
consecutive derivatives. Besides, considering the surface evolution, it can be expressed in
terms of the moments of the crater function [20],
vp(x) = (IM
(0)(θ)) + ∇S(IM (1)(θ)) + 1
2
2∇S∇S(IM (2)(θ)) + ..., (8)
where I is again the ﬂux, ∇S is the surface divergence,  is a small parameter connected
to the ratio between the scales of the impact and the pattern formation, and the diﬀerent
M(i)(θ) are the moments of the crater function represented by tensors. The moments are
deﬁned as follows,
M (0) =
∫
g(x′, S(x′))dx′
M (1) =
∫
g(x′, S(x′))x′dx′
M (2) =
∫
g(x′, S(x′))x′ ⊗ x′dx′
...,
(9)
where S is the parametric dependence on the surface at the point x′. In Section 4.3.1,
those moments are approximated in order to use single-impact simulations to calculate
them [19]. Those moments are independently calculated for accounting the erosion and
redistribution, and then, introduced in the linearized eq. 4 for prompt eﬀects,
∂h
∂t
≈ Γx(θ)∂
2h
∂x2
+ Γy(θ)
∂2h
∂y2
− B∇4h, (10)
where the coeﬃcients are calculated as follows [38],
Γx(θ) = I
[
d
dθ
[M (1) cos(θ)] + cos(θ)
∂
∂K11
M (0)(θ)
∣∣∣∣∣
K11=0
]
Γy(θ) = I
[
M (1) cos(θ) cot(θ) + cos(θ)
∂
∂K22
M (0)(θ)
∣∣∣∣∣
K22=0
]
,
(11)
where K11 = ∂
2h
∂x2
(0, 0) and K22 = ∂
2h
∂y2
(0, 0). The second part on the right side of both
equations in eq. 11 is a term included in PyCraters [39] which is connected with the
Sigmund ellipsoidal model [15]. Several works [40–42] revealed that the terms related to
from-ﬂat surface were not suﬃcient to analyze the pattern formation [43]. Because of
that, the term related to the Sigmund model was included in the prediction (eq. 11).
An important conclusion can be obtained of those studies: under certain circumstances
regarding for instance to the ion energy or the subtrate, the erosion is playing a secondary
role in the pattern formation [20, 40, 41].
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The coeﬃcients shown in eq. 11 are calculated in [Publication I] and [Publication II] using
as an input the moments calculated from either BCA or MD. This truncated version of
the PDE (eq. 10) works reasonably well in order to predict pattern formation from
single-impact irradiation as was shown in [20] and [Publication II, Publication I], but the
inclusion of non-linear terms helps to get a more accurate prediction [38].
Those coeﬃcients in eq. 11 describe the stability of the surface, hence in the region
where they are negative, the unstable regime starts, typically around 45◦ oﬀ-normal
[41, 44] depending on the energy and material involved, and the conditions are favorable
to observe pattern formation.
Lately, the use of new theories [23, 24] and schemes of simulation [25] have been imple-
mented in order to study the pattern formation where, observing the evolution of the
accumulation of stress, the pattern wavelength can be predicted. Along the same lines,
mimicking the focused ion beam experiments, the sequential simulations [Publication
II, Publication IV] where a certain number of consecutive impacts take place over a de-
limited region of a cell, enhancing the probability of observing any change in the surface.
A newer scheme has been applied as was described in [28], where the time between im-
pacts is reduced and after a certain number of impacts, the irradiated cell is relaxed and
the initial temperature is restored. This method was successfully applied in [Publication
III].
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4 MOLECULAR DYNAMICS
In this section we describe the basics of MD, explaining how the equations which rule
the atomic interactions are described computationally. MD [45, 46] is a computational
method which integrates Newton’s equations of motion:
Fi = miai, i = 1, 2, ..., Natoms, (12)
where mi is the mass of the atom i in the system, and ai is the acceleration in the three
directions (x, y, z) of the atom i.
In FIG. 4 we see how the MD algorithm works.
Figure 4: Diagram of how MD algorithm works. EOM stands for "equations of motion".
Starting from an initial set of positions and velocities, and a deﬁnition of the time step,
the equations are integrated based on a determined algorithm. Out of the methods
developed, we present here the Verlet [47, 48] and Gear predictor-corrector method [49].
In the Verlet algorithm, the Taylor series expansion is applied to the position ri(t+Δt)
and ri(t−Δt) in the timestep after and before the current one:
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ri(t+Δt) = ri(t) + Δt
dri(t)
dt
+
Δt2
2!
d2ri(t)
dt2
+
Δt3
3!
d3ri(t)
dt3
+O(Δt4)
ri(t−Δt) = ri(t)−Δtdri(t)
dt
+
Δt2
2!
d2ri(t)
dt2
− Δt
3
3!
d3ri(t)
dt3
+O(Δt4)
(13)
Summing these two equations up and substituting Fi(t)
mi
= d
2ri(t)
dt2
= ai(t), we get the value
of the value for the position in the next step:
ri(t+Δt) = 2ri(t)− ri(t−Δt) + Δt
2
mi
Fi(t) +O(Δt
4). (14)
There are other variations of the algorithm in order to obtain the velocities. The Gear
algorithm, ﬁrst, predicts a conﬁguration of the position and its sequential derivatives of
the next timestep using the Taylor series expansion,
pri(t+Δt) = ri(t) + Δtvi(t) +
Δt2
2!
ai(t) +
Δt3
3!
bi(t) +
Δt4
4!
ci(t) +
Δt5
5!
di(t) +O(Δt
6)
pvi(t+Δt) = vi(t) + Δtai(t) +
Δt2
2!
bi(t) +
Δt3
3!
ci(t) +
Δt4
4!
di(t)
pai(t+Δt) = ai(t) + Δtbi(t) +
Δt2
2!
ci(t) +
Δt3
3!
di(t)
pbi(t+Δt) = bi(t) + Δtci(t) +
Δt2
2!
di(t)
pci(t+Δt) = ci(t) + Δtdi(t)
pdi(t+Δt) = di(t),
(15)
where the superscript p stands for predicted, ri is the position of the atom i, vi is the
velocity, ai is the acceleration and bi, ci and di are consecutive derivatives of the position.
Then, the forces are evaluated using the interatomic potential for the t + Δt step, and
using the diﬀerence between this calculation and that predicted in eq. 15, gives us the
correction,
Δai(t+Δt) = Fi(t+Δt)/mi − pai(t+Δt). (16)
This diﬀerence is applied to correct the prediction already done,
cri(t+Δt) =
pri(t+Δt) + α0Δai
cvi(t+Δt) =
pvi(t+Δt) + α1Δai
cai(t+Δt) =
pai(t+Δt) + α2Δai
cbi(t+Δt) =
pbi(t+Δt) + α3Δai
cci(t+Δt) =
pci(t+Δt) + α4Δai
cdi(t+Δt) =
pdi(t+Δt) + α5Δai,
(17)
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where c stands for corrected, and the coeﬃcients αi are those on which the stability of
the algorithm depends on. Also a list of neighbours based on the radius which deﬁnes
the number of atoms is used to determine how many atoms we take into consideration
to calculate the desired information. In the PARCAS MD code [50] the Gear algorithm,
which is quite convenient for applying pressure and temperature rescaling, is used.
The use of an interatomic potential is needed to describe the interaction between the
atoms in the system. Besides, when needed, a control over the temperature and pressure
is used. These controls are done using diﬀerent methods. Some common ways are the
Berendsen [51] and Nosé-Hoover [52] thermostats and barostats. In this work only the
Berendsen thermostat and barostat are used when are needed in the simulations. The λ
and μ factor are used to rescale the temperature and pressure, respectively, and these are
deﬁned as follows,
λ =
√
1 +
Δt
τT
( T0
T (t)
− 1
)
μ =
[
1 +
βΔt
τP
(P (t)− P0)
]1/3
,
(18)
where Δt is the deﬁned timestep, β is the inverse of the bulk modulus, τT and τP are the
time constants of the algorithm giving the scaling rate, T0 and P0 are the aimed temper-
ature and pressure, respectively, and T(t) and P(t) are the instantaneous temperature
and pressure, respectively. The two time constants are related to T(t) and P(t) in the
following way,
dT (t)
dt
=
T0 − T (t)
τT
dP (t)
dt
=
P0 − P (t)
τP
,
(19)
where as a function of time, the temperature and pressure of the system converge to
the deﬁned temperature and pressure exponentially in the deﬁned thermal bath region.
Then, using this thermal bath coupling, the velocities and volume are scaled when this
algorithm is on.
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4.1 MD of irradiation eﬀects
In order to irradiate the surface object of the study, we need to place the ion at a certain
distance from the surface with the desired energy. The impact point will be described
by the initial position and the incident (polar) angle (θ) and the azimuthal angle (ϕ).
Once the ion starts its path towards the surface, at a certain distance set by the potential
cutoﬀ radius, it starts to interact with atoms in the surface and, as a function of the
initial energy and the incidence angle, the induced eﬀect in the surface varies. As the
irradiation angle increases (at ﬁxed energy), the probability of penetration of the ion in
the material decreases, since at grazing incidence it is more probable for the ion to be
reﬂected.
The description of the interaction between the ion and the material is done based on the
concept of stopping power [53], i.e. as the ion penetrates the material, it loses energy.
The stopping power is deﬁned as the amount of energy that a charged particle loses as a
function of the covered distance. Hence we describe it as follows,
S(E) = Snuclear(E) + Selectronic(E) = −
(dE
dr
)
nuclear
−
(dE
dr
)
electronic
, (20)
which is the sum of two contributions: nuclear and electronic. The nuclear, which is
dominant at low energies (below 100 keV), is pure elastic interactions of the ion with
other nuclei in the system; and the latter, at higher energies, inelastic interactions with
the electronic systems of the atoms in the system. A schematic vision of the dependence
of the stopping power on the ion energy is shown in FIG. 5,
Figure 5: Electronic and nuclear stopping power. Typically, below 100 keV the nuclear
stopping power is dominant. For MeV energies the electronic stopping power is dominant
[53].
In MD, the nuclear stopping power is calculated directly, since it is purely nuclear inter-
actions (Snuclear(E)) which are governed by the repulsive Coulomb forces. Hence, when a
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projectile having a mass of m1 and kinetic energy E interacts with an atom of mass m2,
the transmitted energy (Et) can be calculated as follows [54],
Et = 4
m1m2
m1 +m2
E cos(θ), (21)
where θ is the scattering angle. Hence, this energy will play a role in the nuclear stopping
power through the scattering cross section σ(E,Et). Considering this, we can calculate
Snuclear(E) as:
Snuclear(E) = −dE
dr
= N
∫ Emaxt
Emint
Etσ(E,Et)dEt, (22)
where N is the atomic density of the target material.
The electronic part (Selectronic(E)) is more relevant for energetic projectiles. In MD,
Selectronic(E) is included as an external function [55], usually implemented as a frictional
force [56]. When the ion energy is high, as can be seen in FIG. 5, the stopping power
is dominated by the electronic stopping power, and as the ion starts to lose energy, the
nuclear stopping power becomes more important.
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4.2 Making stable a-Si and c-Al structures
In this section we explain how the structures used for generating the diﬀerent results
were created in order to provide reliable results on the surface eﬀect analysis. We created
three diﬀerent cells (two of silicon and one of aluminium) to perform the same kind of
simulations but for diﬀerent energies.
In order to describe the interaction between the Si atoms in the material we used the
environment-dependent inter-atomic potential (EDIP) [57, 58] which was complemented
by the pure repulsive Ziegler-Biersack-Littmark (ZBL) [55] potential at short distances
[59]. The EDIP describes a-Si well as well as the melting point [60].
The Al-Al interactions were described using the embedded-atom method (EAM) potential
[61] for Al [62] joined to the repulsive ZBL [55] potential, ﬁne-tuned in order to give the
correct values of the threshold displacement energy [63].
4.2.1 Large size a-Si cell
In order to perform 250 and 1000 eV Ar+ irradiation, we need to relax the sample enough
to obtain the most reliable results. The initial structure was a 10 × 10 × 10 nm3 cell
with periodic boundary conditions in the three directions. The Wooten-Winer-Weaire
(WWW) method was applied [64] to that cell in order to get an amorphous structure
needed for the study, since this method provides an optimized structure obtaining a
coordination number of 4 for most of the Si atoms. The cell was replicated in order to
obtain the cell used in [20], because the WWW method is computationally too expensive
to apply in larger samples. The resulting sample is 40 × 40 × 10 nm3. This cell was then
equilibrated at 300 K using Berendsen temperature and pressure control [51] to reduce
the internal stress using a time constant equal to 500 ps. After this process, the size of
the system was ﬁxed and the system was annealed at 1000 K and linearly cooled down
to 300 K sequentially 20 times during 50 ps.
Since we wanted to simulate higher energies than the ones simulated in the previous
work [20, 65], the cell was replicated 3 times in the x direction for more realistic cooling
conditions and to avoid possible shock waves as a product of the impacts. The surface
in the z direction was opened, leaving the periodic conditions in the x-y plane, and the
system was relaxed during 50 ps at 300 K.
The target temperature for the analysis we needed to perform was 0 K. The reason is
that at that temperature, we are able extract the purest eﬀect of the displacement ﬁeld.
Therefore, the cell was taken to ≈0.001 K using the Berendsen thermostat[51] for 15
ps. The last relaxation helped to remove the background displacement which causes
misleading results, as reported in [20]. The resulting cell was used to perform the single
ion Ar+ irradiation.
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4.2.2 Small size a-Si cell
The cell used for the sequential irradiation in [Publication II], [Publication III] and
[Publication IV] was extracted from the original cell developed in [Publication I] and
described in Section 4.2.1. The size of the cell is enough to encase a complete cascade at
energies similar to the ones simulated in the performed work. To perform the consecutive
irradiation, the cell was equilibrated at 300 K. The way is explained as follows:
• The initial cell with periodic boundary conditions in the three directions was taken
from 0 to 300 K applying during 100 ps the Berendsen thermostat [51].
• Then, a NPT ensemble using the Berendsen algorithm [51] was used during 50 ps
at 300 K.
• At the end of the process, a 1 nm-thick layer was immobilized in order to prevent
the system motion during the consecutive irradiation and the surface was opened
and relaxed during 100 ps.
After the whole relaxation process, the size of the cell was 16.56 × 16.56 × 5.15 nm3
consisting in 73548 Si atoms.
Besides the sequential irradiation, this cell was used in the single ion impacts reported
in [Publication II] However, as we did with the larger cell in Sec. 4.2.1, we carried the
system to 0 K in order to obtain a better accuracy extracting the moments needed for
the analysis.
4.2.3 c-Al cell
In [Publication IV], we compare the same eﬀect in a-Si and c-Al in order to analyze the
eﬀect in crystal structure, so we needed a stable c-Al structure of comparable size. The
face-centered-cubic (FCC) structure was created at 0 K with periodic boundaries in the
three directions. The system was heated up during 10 ps to 300 K, which is the target
temperature. After this, the surface in the z direction was opened and ﬁnally relaxed for
another 10 ps in order to minimize the internal stresses. At the bottom of the cell, a 1
nm-thick layer was immobilized as well to prevent the system motion. The ﬁnal size of
the cell is 16.20 × 16.20 × 5.27 nm3 containing 83200 Al atoms.
20
4.3 Simulation modes for ripples
This section discloses the diﬀerent types of simulations that were implemented in order
to obtain the desirable results.
4.3.1 Crater function
The crater function formalism was developed by Norris et al. [19] as was explained in
Section 1, for giving an explanation to the pattern formation, and, besides, measure the
diﬀerent contributions (erosive and redistributive) which lead to the formation process
to take place. This formalism has been applied successfully in several works [20, 44]
[Publication II, Publication I]. In this part of the thesis, we are interested in extraction
of the moments, which allow us to determine the nanopattern wavelength, as well as the
cause of formation of these ripples. In order to collect statistics, the Ar+ ion position
is selected to impact in the center of the cell on the surface, which has been previously
randomly shifted in the x-y direction. This way, the impact point is always randomly
selected. The Ar-Si interaction is described by the purely repulsive ZBL potential [55].
The azimuthal angle is randomly selected as well.
The simulated events for the diﬀerent energies, angles and number of cases are:
1. 30 eV-Ar+ (200 cases): 0◦, 15◦, 30◦, 45◦, 60◦, 70◦, 80◦, 85◦, 87◦
2. 250 eV-Ar+ (300 cases): 0◦, 15◦, 30◦, 45◦, 60◦, 70◦, 75◦, 80◦, 82◦, 84◦, 85◦, 86◦, 87◦,
88◦
3. 1000 eV-Ar+ (600 cases): 0◦, 15◦, 30◦, 45◦, 60◦, 70◦, 75◦, 80◦, 82◦, 84◦, 85◦, 86◦,
87◦, 88◦
We use two a-Si cells, one of about 2.66×106 atoms (Sec. 4.2.1) for the 1000 eV and 250
eV single ion irradiation in [Publication I] and the small one of 7.3×104 (Sec. 4.2.2) at
30 eV [Publication II].
The performed simulations allowed us to extract information which could be used to
extract the moments, which will determine the stability coeﬃcients as explained in Section
3.2. These moments are deﬁned for the erosive contribution as follows:
M
(0)
erosive = −VSi
Nsputtered∑
j=1
1
M
(1)
erosive = −VSi
Nsputtered∑
j=1
uinitialj ,
(23)
where VSi is the atomic volume of Si (0.02 nm3), Nsputtered is the number of sputtered
atoms per impact, which are found at the location above 5 Å over the surface at the
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end of the simulation, and uinitialj represents the initial position of the sputtered atoms
(uinitialj = xinitialj , yinitialj ). Regarding the redistributive eﬀect, we have:
M
(0)
redist. = 0
M
(1)
redist. = VSi
Nredistributed∑
j=1
(ufinalj − uinitialj ),
(24)
where Nredistributed are these atoms which are reallocated within the system as a result
of the ion impact and (uﬁnalj = (xﬁnalj , yﬁnalj )). The M
(0)
redist. is equal to zero by deﬁnition,
because of the conservation of mass.
The erosive part depends on the number of sputtered atoms and their initial positions on
the surface, while the change in position of the atoms contributes to the redistributive
part, i.e. how much these atoms were displaced as a result of the ion impact. Since
the azimuthal angle is randomly selected for every impact, we need to transform the
coordinates to the local system of reference based on the surface normal and the ion
beam projection direction. Hence, the coordinates used for the analysis are transformed
as follows,
xj = x
′
j cos(ϕ) + y
′
j sin(ϕ)
yj = −x′j sin(ϕ) + y
′
j cos(ϕ),
(25)
where ϕ is the azimuthal angle, (x′j, y
′
j) are the original coordinates of the atoms and
(xj, yj) are the rotated coordinates of the atoms. Both the initial and ﬁnal atomic coor-
dinates should be rotated for every atom in the system.
Once the moments introduced in eqs. 23 and 24 are calculated, they can be used in
Pycraters [39] and to estimate the coeﬃcients needed to determine the stability of the
surface.
The height of the surface h(x, y, t) can be described in terms of the normal modes of the
wave vector q via Fourier methods [18, 41, 66], and it is introduced as a solution of the
eq. 10. Hence, the ampliﬁcation rate equation can be written as follows,
R(q) = −Γx(θ)q2x − Γy(θ)q2y − B(θ)(q2x + q2y)2, (26)
where R(q) values are measured experimentally, q is the wave vector in the (x,y) direction
and B(θ) is the viscous ﬂow coeﬃcient (used in eq. 4 and 3). The dependence of B on
the irradiation angle is deﬁned by the thickness of the amorphous layer which indeed is
related to the eﬀect of the incoming ions on the material. Initially it had been calculated
as explained in the supplementary material of [20] and in [Publication I], considering it
constant and independent of the irradiation angle. However, since the amorphous layer
thickness depends on the penetration depth (which is directly dependent on the incidence
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angle), we calculate the thickness as twice the penetration depth [44] (in [Publication II]).
The penetration width was calculated using the MDRANGE code [56] for diﬀerent angles
and used as an input to estimate the wavelength.
The experimental measurement of R(q) determines that while the surface remains stable,
this coeﬃcient will be below zero. Hence, when the instability regime starts, R is zero, so
from eq. 26, the wavelength in the parallel or perpendicular direction can be estimated as
λx,y =
2π
qx,y
. Having the coeﬃcients Γx(θ) and Γy(θ) , we can predict the ripple wavelength
in the following way,
λx,y = 2π
√
2B(θ)
−fΓx,y(θ) , (27)
where f is the ion beam ﬂux. The direction of the wavelength is decided to be either
parallel (x) or perpendicular (y) based on which one is the most negative (unstable).
Besides the analysis which is similar to the one done in [20], we incorporated ﬁrst in
[Publication I] for 250 and 1000 eV and for 30 eV in [Publication II] an additional
calculation to the ruling coeﬃcients Γx,y. The new setting was the estimation of the
conﬁdence intervals in the Γx,y coeﬃcients, which provides a probability of domination of
one of the modes (parallel or perpendicular) for the wavelength calculation. This setting
gives one σ extracted from the moments (eq. 23 and 24). The use of this setting enables
for all the simulated angles the relative probability of orientation in each direction of
those predicted patterns (especially important at grazing incidence). The error boundary
estimations on the coeﬃcients also allow us to provide an uncertainty in the wavelength
prediction.
4.3.2 Sequential irradiation
In this subsection, the methodology used to develop the results shown in [Publication II]
and [Publication IV] is discussed. Due to the limitations in time and size in simulating
long-time and randomly distributed impact points on the surface, irradiating a segment is
of interest. The reason is that we can reach local ﬂuences comparable to the experimental
ones, not trying to reproduce a real well ordered rippling eﬀect, but aiming to observe
how the possible surface modiﬁcation occurs.
The simulated ion energies were 30, 250 and 1000 eV. The maximum number of impacts
simulated is 10000 Ar+ for 30 and 250 eV, and 4000 Ar+ for 1000 eV for both a-Si and c-
Al. The ions were located 5 Å above the surface of the cell at a certain position, and were
directed toward a certain region of the cell. The chosen region is the segment consisting
of a 10% width in the x direction and the full length in the y direction. After every
impact, the cell is randomly shifted in the y direction and the x coordinate is selected
randomly as well within the deﬁned segment (see FIG. 6). We chose a 1 nm ﬁxed layer at
the bottom of the cell to prevent the system motion during the consecutive irradiation.
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We used periodic boundary conditions in the x-y directions and an open surface in the z
direction. FIG. 6 illustrates how the irradiation process was carried out.
Figure 6: a-Si simulation cell. In red the irradiated segment. In blue the ﬁxed region
[Publication II].
The simulated time for every impact is 31 ps, divided in 21 ps applying a 0.8 nm thermal
bath using the Berendsen thermostat [51], followed by 10 ps of cooling down to 300 K
to prepare the cell for the next impact. Prior to the next impact, all the atoms which
reached the ﬁxed layer at the bottom are removed.
We simulated the following cases depending on the material used, ion energy and irradi-
ation angle:
1. a-Si
(a) 30 eV-Ar+: 55◦, 65◦, 70◦, 80◦, 85◦
(b) 250 eV-Ar+: 70◦, 80◦, 85◦, 88◦
(c) 1000 eV-Ar+: 70◦, 80◦, 85◦, 88◦
1. c-Al
(a) 30 eV-Ar+: 70◦
(b) 250 eV-Ar+: 70◦, 80◦, 85◦, 88◦
(c) 1000 eV-Ar+: 70◦, 80◦, 85◦, 88◦
The analysis performed over the simulations helped us to understand which mechanism
is more relevant in the "single-ripple" formation or the groove-ridge structure, diﬀeren-
tiating between erosive and redistributive ones. The erosive mechanism occurs by the
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sputtered atoms, i.e. the material which is removed from the system as a product of the
incoming ions. The sputtering yield is deﬁned as follows,
Y (Nimpacts) =
(
Nimpacts∑
i=1
Nsputtered
)
/Nimpacts, (28)
where Nimpacts is the number of recoils used for the analysis and Nsputtered is the atoms
considered to be sputtered, in other words, those above a certain height over the surface
after the irradiation. The redistributive mechanism is deﬁned by the components of the
total displacement vector,
δ = δxi+ δyj + δzk
δu =
Ndisplaced∑
i=1
(ufinali − uinitiali ),
(29)
where δu are the diﬀerent components of the total displacement vector (u = (x, y, z)).
These are deﬁned as the total displacement in each direction from positions found in the
initial structure. The total displacement is calculated based on these atoms which are
displaced within the material, and accumulated displacement within the system can be
evaluated in order to see its role in the eventual formation.
The analysis of both mechanisms allowed us to determine the cause of formation of surface
structures. Besides, we can analyze the groove in terms of the volume generated in the
material, considering the volume of the groove as follows:
Vgroove = Vorig − Vsolid, (30)
where Vorig is the initial total volume of the cell and Vsolid is the solid volume of the cell
calculated using the surface mesh algorithm included in OVITO [67]. Alternatively, we
can estimate the volume of the generated groove as follows,
Vgroove = Vsput − Vadatom + VAr + Vredist, (31)
where Vsput = Nsput · Vatom is the volume sputtered away, which is calculated as the
number of sputtered atoms times the atomic volume, Vsput = Nadatom · Vatom is the to-
tal volume of atoms above the initial level of the surface, VAr is the accumulated Ar
volume in the cell (which is neglected here since in all the cases it is lower than 1
%) and Vredist is the volume created by atomic redistribution in the cell. Hence, in
case of ripple formation caused only by erosion, the volume of the groove would be
Vno−redistribution = Vsput − Vadatom. The analysis is done using the atomic volumes for Si
and Al which are 0.02 and 0.017 nm3, respectively.
Therefore, collecting all this information, we are able to determine the cause of ripple
formation either in a-Si or c-Al.
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4.3.3 Accelerated MD
The methodolgy applied in [Publication III] is described in this subsection. The acceler-
ated MD method was also applied for sequential irradiation, similar to that one described
in Section 4.3.2, but there are substantial diﬀerences between them.
In several works [68, 69], it is stated that MD is not a suitable tool for studying the direct
ripple formation due to time and size limitations, however, it is used to parametrize
some established models. As some examples, we can see that the sequential irradiation
methodology with MD has been successfully applied to study diﬀerent eﬀects such the
stress accumulation [22, 25] or the relation of the stress due to ripple formation [23, 24].
In [Publication III], we prove that it is possible to obtain direct formation of a ripple in
the sequential irradiation using MD. The aim is to speed-up the sequential irradiation
process. The way to do that is to reduce the time span between the sequential impacts
and after every ten simulations, recover the initial temperature of the cell. In order to
do that, we have to measure correctly whether all the induced eﬀects of the impacts are
collected.
The simulations are divided in two types: the ﬁrst starting from the ﬂat surface (the
cell used is the 73584-atoms-based one), in which we are using homogeneous irradiation
over the whole surface choosing a random impact point. The second type is performed
applying the same method, but in this case, the starting conﬁguration is the resulting cell
of 2000 consecutive impacts using the methodology explained in Section 4.3.2 containing
73353 atoms. In the ﬁrst simulation, we aimed to create nanoripples in the surface and
in the second, measure the velocity of propagation of an already-created structure at
the same time as we see whether the ridge is playing a role in the formation of other
structures on the surface [Publication III].
Fridlund et al. [28] introduced this accelerated method, which is explained as follows:
every impact is simulated for 1 ps applying 0.8 nm-thick thermal bath at 300 K and,
after every nine impacts, the system temperature is restored again to 300 K during 30
ps. The 1 ps long simulation time is enough to have a similar cumulative eﬀect as was
observed using longer simulation times, as was reported in [Publication II]. This kind
of methodology allows us to reach higher ﬂuences, and irradiating the whole surface,
using less computational time. The ﬂuctuations of the temperature during this proce-
dure (reducing the time span between impacts) do not exceed 7 K with respect to the
non-accelerated (relaxing after every impact (Section 4.3.2)) method, showing that both
approaches do not diﬀer much in the response to ion irradiation.
In this case, we also measure the total displacement vector and the number of sputtered
atoms. Moreover, we measure the velocity of propagation in order to compare with
experimental values as a function of the additional ﬂuence [70]. The velocity is measured
from the movement in the x direction (parallel to the ion beam projection) of a peak
created in the cell.
There are no experimental results of the velocity of propagation at this low energy, but
we can observe directly from the simulation how much the peak is displaced as a function
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of the incoming ﬂuence. Hence, using that information we can estimate the velocity.
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5 BINARY COLLISIONS APPROXIMATION
The BCA is a simulation method of quite extended use and very eﬃcient for the study
of energy cascades [54, 71]. The transmitted energy (EQ. 21) and the scattering angle
are used to calculate the interaction between the incident atom and the atoms in the
subtract. In order to simulate the process, a description of the parameters involved
in the calculation is needed. The atomic density of the target is included, which will
contribute to the probability of ﬁnding an atom by the incident atom, since it is related
to the impact parameter is randomly selected within the scattering cross-section. Other
parameter is the cut-oﬀ energy, which determines that only particles above certain value
will be considered; and the threshold displacement energy, which marks the value needed
to displace an atom from its initial position. The modiﬁcation of these parameters are
crucial for the correct reproduction of the cascades, and, indeed, will determine the how
fast the simulations run.
In [Publication I] we used a parametrization developed by Bukonte et al. [65], which was
tuned for a-Si. The simulations were performed using the CASWIN code [72].
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6 EXPERIMENTAL EVINDENCE OF RIPPLES FOR-
MATION
In this section we discuss brieﬂy the diﬀerent experimental methods used to generate and
analyze the ion-induced nanopatterning on surfaces.
6.1 Ion irradiation
In general, diﬀerent structures can be generated by using prolonged tilted ion-beam ir-
radiation: from quantum dots to oriented ripples [5] modifying the conditions of the
experiments. The role of the ion energy or the irradiation angle are thoroughly discussed
in this work (Section 1), however, other factors have an extended inﬂuence on the surface
modiﬁcation. Variables such as pressure, temperature, rotation of the sample, substrate
or ﬂuence have a major role in the generation of nanostructures. The tuning of those
parameters will be determinant in order to observe the expected result.
In this subsection, we summarize and give examples of the importance of such experi-
mental conditions.
The irradiation of the samples is done using high [Publication II] [73] to ultra-high vacuum
chambers [10, 40, 74–76]. These conditions are needed in order to perform surface analysis
and thin ﬁlm growth as well.
The substrate temperature can oscillate from low to high temperature. At low tempera-
tures, such as 80 and 130 K, we can ﬁnd the irradiation of Si surfaces using 4.5 keV-He [77],
where the diﬀusion will play a role diﬀerent from that at higher temperatures. Usually
the nanopatterning eﬀect has been studied under room temperature conditions [10, 78],
obtaining various types of structure formation. Reference [79] reports that in Si over
643 K the created vacancies annihilate with the adatoms, so no adatom island formation
is observed. Also in the range of temperatures between 213 and 333 K [80] the ripple
production was studied. Island-like structures were observed at higher temperatures 973
K. Also at higher energies, between 873 and 1473 K, craters were induced in Si [81].
Depending on the energy and the material of study, the onset of the rippling eﬀect varies
with ﬂuence. For instance, the ﬂuence needed to observe ripple formation in Si is in the
order of 1017 ions/cm2, while for a metal the ﬂuence is about 1015 ions/cm2 [82]. The
ﬂuence is directly related to the irradiation time, and it can play an important role in
the orientation of the ripples. For example in [83] we can see how the exposure to Ar+
irradiation makes the amplitude and the wavelength change on Si(100) as a function of
ﬂux, leading to two diﬀerent regimes from linear to non-linear .
The sample is normally ﬁxed to a base in order to produce nanoripples, so the ﬂuence
is accumulated in a speciﬁc direction and not homogeneously. Rotation of the sample
can produce diﬀerent structures such as hexagonal arrays of Si-nanodots [75]. In [84], we
can observe how the rotation of the sample every certain time span, alongside with the
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accumulation of ﬂuence, can create ripples oriented parallel and perpendicular to the ion
beam projection.
6.2 Scanning electron microscopy
The scanning electron microscopy (SEM) [85] is a type of microscopy of extended use
in the materials ﬁeld, since it has some advantages over the conventional transmission
or reﬂection electron microscopies [86]. The electrons from the source interact with the
sample which is being analyzed, and produce several signals that are processed in order
to determine the surface topography and composition [87]. The imaging process starts
with the generation of a beam of energetic electrons which travels toward the sample,
being focused by diﬀerent magnetic lenses [88]. These electrons carry a known amount
of kinetic energy which is deposited in the sample, and due to the interaction, other
electrons are scattered and collected, and the scatter patterns provide information on
shape and composition of the sample. Nevertheless, the amplitude of the nanopattern
cannot be measured directly because SEM does not account for the depth in the sample
[89], however it can be done with other techniques such as the atomic force microscopy
(AFM).
This technique is quite well-spread in the nanopatterning characterization and used in
several studies [70, 90, 91], allowing to determine the shape of the surface after the ion
beam eﬀect over the material and its evolution. In cases of high roughness, the penetration
of the electrons plays an important role in determining the observation of details, at a
considerable depth within the material.
6.3 Atomic force microscopy
The atomic force microscopy (AFM) was introduced in 1986 [92] as a new method for
materials analysis. The interatomic and electromagnetic forces are the driving force to use
AFM. It consists of a tip which can move along the surface. The tip-sample interaction
[93] provides the information of the measurement, i.e. the force between the tip and
sample due to the tip-sample interaction potential (Vts) in the z direction,
Fts = −∂Vts
∂z
. (32)
This force will provide the information needed to proﬁle the surface measured by the
cantilever [94].
In AFM there are three diﬀerent operation modes [93, 95]: contact mode, non-contact
mode and tapping mode. In the contact mode, the tip moves through the sample in close
contact with the surface. The non-contact mode is based on the attractive Van der Waals
forces between the tip and the sample. In this case, the response is weaker than in the
contact mode, but it is used in cases where the tip cannot be in contact with the sample
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because of possible introduction of changes in the sample. The tapping mode provides
a high-resolution topographic picture of the surface which can be altered. This mode
consists of the oscillation of the tip over the surface, avoiding the destructive frictional
forces that can occur in the contact mode in case of fragile samples.
This technique is commonly used in order to characterize the sample during the irradiation
process. The microscope allows to measure, besides the wavelength, the amplitude of the
patterns. This height consideration is something that cannot be observed using other
techniques [Publication II] (see FIG. 7), so using AFM we can determine at how deep
the surface was aﬀected by the irradiation, or the amplitude of the periodic structures
formed over the surface.
Figure 7: AFM images of the evolution of the Si surface under 30 eV-Ar+ irradiation at
ion incidence angles: (a) 0◦, (b) 25◦, (c) 35◦, (d) 55◦, (e) 65◦, (f) 70◦, (g) 75◦, (h) 80◦ and
(i) 85◦. The inset shows the corresponding FFT images and the white arrow points in the
direction of the incoming ions. [Publication II].
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7 CRATER FUNCTION RESULTS
The outcomes of the application of the model explained in Section 4.3.1 and 3.2 are
shown here. The results included in [Publication I] and [Publication II] are presented in
this section, giving special attention to the results derived from from the crater function
formalism [19].
The coeﬃcients governing the stability of the surface (eq. 11) are presented here for 30
eV-Ar+ on a-Si.
Figure 8: Results for single 30 eV Ar+ on a-Si. (a) Γx (b) Γy. The shaded regions represent
one σ conﬁdence interval and the dotted lines the mean. From [Publication II].
As we can see in the FIG. 8, the erosive contribution (red area) to the total (green area)
is minimal, the total coeﬃcient (Γx,y(θ)) is entirely governed by redistribution (blue area)
since the sputtering is almost not contributing to the pattern formation, as shown in the
experiments and sequential simulations shown in Section 8.1. At this low energy, the
contribution of the erosion to the pattern formation can be almost neglected.
In FIG. 9 we compare the results obtained using MD and BCA for 1000 eV-Ar+ on a-Si.
Since both methods have principle diﬀerences in the algorithm regarding the interactions
between the atoms involved in the process, it is interesting to analyze the eﬀect of the
diﬀerences. First, the unstable region (below zero) starts at lower angles for MD than for
BCA. The redistributive coeﬃcient is greater in case of MD, since the total displacement
measured in the MD simulations is greater as the small displacements cannot be captured
by BCA [Publication I]. In both methods, the erosive coeﬃcient becomes more positive
at around 75◦, which acts as a stabilizer of the total coeﬃcient in the x direction (FIG.
9 a, c). On the other hand, in the BCA, the erosive eﬀect is the principal contributor to
the stability of the surface, and again acts as provider of stability at grazing incidence
(FIG. 9 c). In both cases, the increase of the erosive contribution occurs at around the
same angle. Moreover, for both MD and BCA, we observe a domination of the Γx over Γy
indicating the instability of the surface. The importance of this result will be discussed
later for the prediction of the pattern wavelength.
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Figure 9: Results for single 1000 eV Ar+ on a-Si. For MD (a) Γx and (b) Γy, and for BCA
(c) Γx and (d) Γy. The shaded regions represent one σ conﬁdence interval and the dotted
lines the mean. From [Publication I].
Using the coeﬃcients calculated in FIGs. 8 and 9, a prediction of the wavelength is done
using eq. 27. In this case the angle dependent B(θ) is used for the 30 eV results. The
prediction of the wavelength for ripple formation for 30 eV is as shown in FIG. 10,
Figure 10: Wavelength prediction for single 30 eV Ar+ on a-Si (using a ﬂux of 3.25×1014
cm−2 s−1). The predictions are done using the values of lower and upper bounds and mean
from FIG. 8. Experimental1 = 35.3±1.5 nm (parallel) and Experimental2 = 40.9±1.1 nm
(parallel) (from experiments shown in FIG. 7). The magenta dashed line represents the
critical angle. From [Publication II].
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In FIG. 10, we can see how the prediction of the wavelength is in considerably good
agreement with the experiments. We observe that the 65◦ is within the limits of the
prediction and the 70◦ is almost coincident with the average value of the prediction. This
good agreement comes from the redistributive contribution. This contribution gathers
the small displacements (decisive, specially in this case, due to low irradiation energy)
which make the ﬁnal prediction quite accurate, in addition to the angle-dependent B(θ)
coeﬃcient.
At 1000 eV, the prediction was implemented with MD and BCA, using a constant value
for the viscous ﬂow coeﬃcient (B(θ) = 0.062 nm2s−1), which worked reasonably well.
The prediction is shown in FIG. 11. As we can see in the ﬁgure, both predictions are
diﬀerent. The MD prediction is closer to the experimental value provided by Madi et
al. [41] than the BCA prediction, but the latter is closer in its prediction of the critical
angle, i.e. the prediction starts at 31◦ (25◦ in the case of MD). We can see that for
these energies, the contribution of the redistribution (see FIG. 9 a) plays more important
role in surface formation, that is the reason for a better estimation of the wavelength
in MD than in BCA, where the erosion is having a greater role on the instability of the
surface (see FIG. 9 c). On the other hand, using MD, the perpendicular wavelength is
not predicted , because the contribution of the Γy(θ) does not reach the unstable regime
in comparison withΓx(θ), while using BCA it is. Moreover, there no upper limit for the
prediction (FIG. 11 a), because the upper bound corresponding to the coeﬃcient in FIG.
11 a is over zero (stable regime) for the whole range of angles .
Figure 11: Wavelength prediction for single 1000 eV Ar+ on a-Si (using a ﬂux of 2×1012
cm−2 s−1) for (a) MD and (b) BCA. The predictions are done using the values of lower
and upper bounds and mean from FIG. 9. The green point is 25.0 nm (parallel) (from
experiments measured in [41]). The magenta dashed line represent the critical angle.
From [Publication I].
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8 DIRECT SIMULATION OF RIPPLE FORMATION
In this section we discuss the main results based on the segment irradiation simulations
(Publication II and IV) at low and medium energy performed over a-Si and c-Al. We
compare the simulations performed with experiments and the diﬀerent eﬀects of the
irradiation over an amorphizable surface of a semiconductor (Si) and non-amorphizable
surface of a metal (Al).
8.1 30 eV simulations vs experiments
In this subsection, we include the simulations performed with ultra-low energy (30 eV)
using the methodology explained in Section 4.3.2. This model of simulation was intended
to reproduce a signiﬁcant deformation of the surface in a relatively short time span. The
motivation of studying the surface modiﬁcation at such low energy is recent experimental
observation of ripple formation at this energy as well. Experiments on Si at 30 eV were
included in [Publication II], alongside the proposed model to study the mechanisms of
formation of these ripples. The cross-section of ﬁnal conﬁguration as a result of simulation
of linearly focused ion irradiation on a-Si can be observed in FIG. 12,
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Figure 12: a-Si cell under 30 eV Ar+ at 55◦ ((a) and (b)), 65◦ ((c) and (d)),70◦ ((e) and
(f)), 80◦ ((g) and (h)) and 85◦ ((i) and (j)) after 2000 and 10000 impacts, respectively.
The displacement vectors are coloured according to their magnitude and shifted for clarity.
From [Publication II].
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In these images we can see how the displacements are accumulated in the sample as
a function of the incoming ions and, accordingly, the groove is increasing in its size
as well, however, diﬀerently for the diﬀerent angles. We can see that in the cases of
65◦ (FIG. 12 d) and 70◦ (FIG. 12 f) the eﬀect is clearer than in the other cases. For
the angles closer to grazing incidence, the eﬀect is much less noticeable. Eventually
(FIG. 12 j) the only displacements we can observe are those performed by surface atoms.
The accumulated number of sputtered atoms and accumulated displacement during the
performed simulations (FIG. 12) are plotted in FIG. 13,
In FIG. 13 a, the maximal sputtering eﬃciency is observed in the 80◦ case, with the
number of sputtered atoms continuously growing until the end of the simulation. We can
see as well that in the ﬁrst thousands impacts at 70◦ the sputtering is higher than for
80◦, however, eventually the sputtering at 70◦ is the second highest, because the slope
of the growing starts to decrease gradually and, at some point, it stops increasing and
reaches a saturation, as in the cases of 55◦ and 65◦ at diﬀerent points of the irradiations
process. The change in the induced displacement and the surface morphology drive the
sputtering yield to change. In the case of 85◦, only 3 atoms are sputtered.
FIG. 13 b shows similar results for displacement accumulation in the x− z direction for
55◦, 65◦ and 70◦, but for the latter, the accumulation of displacement is somewhat higher.
For 80◦ and 85◦ it is considerably lower, with 80◦ being the highest among these two.
We can see that the surface modiﬁcation is highly related to the induced displacement in
the sample (see evolution in FIG. 12). In FIG. 13 c, we can observe separately the two
components, x and z, because y oscillates around zero during the whole simulation; the
x component is lower in all the cases than the z, so the z component dominates the value
of the total displacement, and is mainly aﬀected by the open surface in the z direction.
The x component is higher in those cases where the ridge on the surface is more obvious
(55◦, 65◦ and 70◦), and in the case of 80◦ the induced displacement is lower than in the
other cases, leading to a less apparent ridge over the surface (see FIG. 12 h). For 85◦,
the induced displacement ﬂuctuates around zero, showing that the eﬀect at the surface
is almost negligible.
The analysis performed in this work showed us that, in the highest case (80◦), the total
number of sputtered atoms is 110, giving a sputtering yield of 0.011, which is really low.
The experiments performed in [Publication II] provided information about the pattern
formation at such low energy, and our analysis reveals that the displacement is the reason
of such formation. That is, even, under an almost-complete absence of sputtering, the
formation of ripples is possible.
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Figure 13: Results for total sputtering (a), total displacement in the x-z direction (b) and
individual components of the total displacement (c). From [Publication II].
8.2 Comparison of a-Si and c-Al
In this subsection, we discuss the results obtained for a-Si and c-Al, comparing both
of them [Publication IV] and setting up conclusions about the pattern formation on
both materials, having clear diﬀerences between them. The cells used for this study are
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described in Section 4.2.2 for a-Si and Section 4.2.3 for c-Al. The evolution of sputtering
and displacement vector will determine the eventual formation of any structure over the
surface, and this analysis is given here. In addition, we provide a volume analysis in order
to see the reasons of groove formation, as was explained in Section 4.3.2.
We have simulated up to 10000 Ar impacts for 30 (only for 70◦ oﬀ-normal) and 250 eV. In
the case of 1000 eV Ar+ irradiation, the results are limited to 4000 impacts. The reason
of this is that the energy is suﬃciently high to provoke enough erosion at larger ﬂuences
that the cell cannot hold because of size requirements. In the case of a-Si, the eﬀect is
shown in FIG. 14 for 250 and 1000 eV.
Figure 14: a-Si cell under 250 eV Ar+ at 70◦ ((a) and (b)), 80◦ ((e) and (f)), 85◦ ((i) and
(j)) and 88◦ ((m) and (n)) after 2000 and 10000 impacts, respectively, as well as a-Si cell
under 1000 eV Ar+ at 70◦ ((c) and (d)), 80◦ ((g) and (h)), 85◦ ((k) and (l)) and 88◦ ((o)
and (p)) after 2000 and 4000 impacts, respectively. From [Publication IV].
In FIG. 14 we can see how the surface changes diﬀerently as a function of the energy
and irradiation angle. In the case of 250 eV irradiation, we observe how the most abrupt
eﬀect in the surface proﬁle takes place at 70◦ (FIG. 14 a and b), while the impact region
is changing as the ions induce displacement and create a ridge growing upwards. In the
80◦ (FIG. 14 e and f) case, we see how the eﬀect is less noticeable than in the 70◦, but
the accumulation of displacement in the x-direction is still clear, forming a smaller ridge.
For 85◦ (FIG. 14 i and j) only at the end of the simulation we can observe a small eﬀect
in the surface proﬁle; and for 88◦ (FIG. 14 m and n) the eﬀect of the ions on the surface
is almost negligible.
Regarding the 1000 eV results, we see that for 70◦ (FIG. 14 c and d) the eﬀect is again
the clearest, but in this case diﬀers from the 250 eV-70◦ case, because no ridge is formed
39
but a big momentum is induced in the x-z direction, creating a big groove. In the case of
80◦ (FIG. 14 g and h), we observe a similar eﬀect, as the one for 250 eV, but stronger. For
the 85◦ (FIG. 14 k and l), the same situation takes place: a greater change in the surface
morphology is observed at 1000 eV compared to that created by 250 eV, an appreciable
increase of the displacement and a more signiﬁcant groove is created. In the case of 88◦
(FIG. 14 o and p), the eﬀect goes in the same direction as the one for 250 eV, however,
with the higher irradiation energy, the displacement in the surface is larger. In general,
we conclude that, as one can expect, the erosion in these cases is considerably high and
may play a signiﬁcant role in pattern formation.
Figure 15: c-Al cell under 250 eV Ar+ at 70◦ ((a) and (b)) and 80◦ ((e) and (f)) after 2000
and 10000 impacts, respectively. And c-Al cell under 1000 eV Ar+ at 70◦ ((c) and (d)), 80◦
((g) and (h)) after 2000 and 4000 impacts, respectively. From [Publication IV].
Now, we focus our attention on the c-Al case. In FIG. 15, the evolutions of the 85◦ and
88◦ are not included, because for these angles, there is no clear action over the surface
induced by the incoming irradiation at any of the energies. For 250 eV in the 70◦ case
(FIG. 15 a and b), we observe the largest change for this energy, inducing a groove and
accumulating some atoms above the surface, building-up a ridge. In the case of 80◦ (FIG.
15 e and f), we observe that the eﬀect is quite small compared with the 70◦ irradiation.
Moving to the 1000 eV, the situation is diﬀerent because we see that the modiﬁcation is
deeper in both cases. For 70◦ (FIG. 15 c and d), we observe a similar eﬀect as for 250 eV at
the same angle, but much more pronounced and for less ﬂuence. The irradiation creates a
larger groove in the material. In the case of 80◦ (FIG. 15 g and h), we observe that indeed
the change is higher than for the lower energy, creating a small ridge-groove structure
that was not observed in the 250 eV case. In general, less accumulated displacement is
observed than in the case of a-Si.
The data regarding the redistributive and erosive eﬀects are shown in FIG. 16. As we
can see in FIG. 16, the eﬀects are diﬀerent in each material. We can see how the induced
displacement in both directions (x and z) is higher in a-Si than in c-Al (compare FIGS.
16 c and 16 d, and FIGS. 16 e and 16 f). The reason of this diﬀerence is because of the
small displacements that are induced in the amorphous material and are absent in the
crystalline one (see FIG. 17), and their contribution is considerable. On the other hand,
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Figure 16: Results for total sputtering, (a) and (b), total displacement in x-direction, (c)
and (d), and total displacement z-direction, (e) and (f), for a-Si and c-Al, respectively for
70◦, 80◦, 85◦ and 88◦. From [Publication IV].
the erosion is higher in the case of the crystalline material. In the case of Si, FIG. 16 a
shows how the sputtering aﬀects the change of the surface morphology at 70◦ (seen in
FIG. 14 a and b). This eﬀect makes the sputtering yield smaller than in the case 80◦
at the end of the simulation for 70◦. On the other hand, the sputtering is greater for
70◦ in the ﬁrst stages of the simulation, but as a consequence of the induced change in
surface morphology, the incidence angle is modiﬁed and, consequently, the evolution of
the sputtering yield. This eﬀect occurs in both 250 and 1000 eV simulations. The results
at 85◦ and 88◦ are considerably lower. For 250 eV, the erosion for 88◦ is almost negligible.
In the case of 88◦ at 1000 eV, the eﬀect is higher. In the case of the induced displacement
in the x-direction (FIG. 16 c) we observe a similar trend for 70◦ and 80◦. The displacement
is higher in the case of 70◦ at the beginning of the simulation, but at some point (about
5000 impacts for 250 eV and 2000 impacts for 1000 eV) the accumulation of displacement
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in the 80◦ is greater for 250 and 1000 eV. In the latter case that happens sooner due to
a more noticeable change of the surface morphology (see FIGs. 14 a and 14 c, and FIGs.
14 e and 14 g, respectively for 250 eV and 1000 eV). The accumulation of displacement
at 85◦ and 88◦ is lower than in the rest of cases, but the eﬀect is higher at 85◦ than at
88◦, and indeed higher for 1000 eV than for 250 eV. FIG. 16 e shows the evolution of
the accumulation of displacement in the z-direction. We observe that a growth of the
accumulated displacement is stronger for 250 eV energy at 70◦ than the remaining cases
of diﬀerent angles, with the resulting structure as shown in FIG. 14 b. The change of
the sign in growth of δz in the case of 70◦ and 80◦ at 1000 eV (see FIGS. 16 e and 16 f )
is due to preferential displacement of atoms (which are not sputtered away) inwards the
surface in the negative direction, due to strong transfer of momentum in this direction.
In the case of Al, we can observe that even at 1000 eV no damage is created in the surface
at 85◦ and 88◦, so only for 70◦ and 80◦ we can observe any noticeable eﬀect. In FIG. 16
b, we see how the sputtering increases in the case of 70◦ and 80◦. For 250 eV, we only see
a clear eﬀect for 70◦, not for 80◦ due to low deposition of energy in the material at that
inclination. At 1000 eV, we observe erosion for both cases, but considerably higher in the
case of 70◦. In FIG. 16 d, we see how the accumulated displacements in the x-direction
grow faster for 70◦ than for 80◦ at 1000 eV, but in the case of 70◦ at 250 we see that
at 4000 impacts, the accumulated displacement is larger than in the case of 1000 eV.
The reason for this result is that the erosion is modifying the surface morphology and,
consequently, the erosion plays more important role in surface modiﬁcation at higher
energy than the accumulation of displacement. In FIG. 16 e, as in Si, we observe how
at the beginning displacements are accumulated positively, but at some point this trend
changes and becomes negative, showing that the incoming ions are pushing the material
inwards the surface.
A deeper analysis is performed at 70◦ for all the energies, including also results at 30 eV
(for Si from [Publication II]). Doing that study we can measure the diﬀerent contributions
to the surface modiﬁcation, i.e. redistribution, sputtering and adatoms, as a function of
the energy used and the response of both materials. The comparison between them can
be seen in FIG. 17, where the histograms are built as functions of the magnitude of the
induced displacement per atom (r =
√
δ2x + δ
2
y + δ
2
z).
FIG. 17 shows that the distribution of the induced displacements in both materials are
quite diﬀerent. In the case of a-Si we can see that most of the displacements induced are
small (below 0.25 nm). The highest number of small displacements takes place at 30 eV,
and it starts to decrease as the ion energy increases, providing higher displacements at
250 and 1000 eV, as can be seen in the tail of the lines in FIG. 17. On the other hand, in
the c-Al case, they are clearly almost discretely located at the diﬀerent nearest neighbour
(NN) distances. There is no induced displacement at 30 eV since the energy is not high
enough to displace any atom. However, we can see that it is at the 1NN distance where
the atoms are trapped the easiest, while the 2NN is the second distance most common
in the 250 eV case and 3NN is the second at 1000 eV.
We can analyze for 70◦ the evolution of the volume created in both materials at diﬀerent
42
Figure 17: Number of displacements as a function of the magnitude of those displacements
after 4000 Ar+ impacts at 70◦. Displacements below 0.1 nm are omitted (no appreciable
displacement for 30 eV Ar+ on c-Al). Data regarding 30 eV Ar+ on a-Si is adapted from
[Publication II]. From [Publication IV].
energies (described in Section 4.3.2) and also the displacement induced in the x-direction
in order to determine the diﬀerence between the erosive and redistributive eﬀects.
Figure 18: Evolution of (a) the volume created by the sputtered atoms and adatoms and
(b) the accumulated displacement in the x-direction for 30 eV, 250 eV and 1000 eV Ar+
for a-Si and for 250 and 1000 eV Ar+ for c-Al at 70◦. Data regarding 30 eV Ar+ on a-Si is
adapted from [Publication II]. From [Publication IV]
In FIG. 18 a, we can see how the volume sputtered (Vsput) is considerably higher since
the beginning of the simulation for c-Al than for a-Si, except for the case of 30 eV. This
energy is not enough to create any defect in the c-Al surface. The Vadatom in general is
higher in the case of a-Si. The total displacement in the x-direction is also higher for Si.
In general, the induced displacement is higher as the energy increases, and as we can see
also in FIG. 16, the induced displacement is higher in a-Si than in c-Al.
Now we can quantify how the created ridges are formed as a function of the energy and
the material involved after 4000 Ar+ impacts.
As we can see in TABLE 1, not only the volume of the groove is diﬀerent in each case,
but the contributing factors for the formation of those grooves are not the same for the
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Table 1: Volume loss induced by irradiation in a-Si and c-Al targets after 4000 Ar+ impacts
at 30 eV [Publication II], 250 eV and 1000 eV. The units are nm3. From [Publication IV]
Vgroove Vno−redistribution Vsput Vadatom
30 eV Ar+ - a-Si 54.93 -13.74 1.09 14.83
250 eV Ar+ - a-Si 67.21 -27.82 11.76 39.58
1000 eV Ar+ - a-Si 241.3 91.17 105.56 14.39
250 eV Ar+ - c-Al 113.58 48.49 58.27 9.78
1000 eV Ar+ - c-Al 281.12 218.44 227.58 9.14
two materials. For a-Si, we can see that only in the case of 1000 eV, the Vno−redistribution
reaches 38 % of the Vgroove, revealing that the redistributive mechanism is the driving
force of the surface modiﬁcation (about 62 %). We can see as well that for example in
the case of 30 eV in a-Si, the groove is almost fully formed by redistribution [Publication
II]. On the other hand, for c-Al the results are quite diﬀerent: we can see that for 250
eV, the Vno−redistribution is taking a more predominant role than in a-Si, reaching 43 %
(considering only Vsput about 50 %) and is considerably higher at 1000 eV, constituting
78 % of the total volume of the groove.
In the light of these results, we can state that erosion is the main mechanism of the pattern
formation in crystalline materials such c-Al, however, on the other hand, the redistribu-
tion is the most likely mechanism for the pattern formation in a-Si. At higher energy
the role of erosion becomes more important, but is not higher than the redistribution
contribution, even at 1000 eV irradiation.
This "single-ripple" formation model presented here provides a good insight towards
understanding of the reasons for the ripple creation on surfaces, analyzing the volume of
the groove, via the sputtering and adatoms, and the accumulated displacement.
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8.3 Direct observation of ripple formation during homogeneus
irradiation
In this section we discuss the results shown in [Publication III]. Here, using an acceler-
ated method [28], we can simulate the direct atomic reorganization in the surface, and
besides, predict a velocity of propagation in reasonable agreement with the one measured
experimentally [70]. Using the methodology and structures detailed in Section 4.3.3, we
proceed to present the simulation results.
In FIG. 19 we show the evolution of the initially ﬂat surface under irradiation.
Figure 19: Evolution of the initially ﬂat surface under random impact 30 eV-Ar+ at θ =
70◦. In (a), (c) and (e) we see the height of the surface and in (b), (d) and (f) we plot
the displacement vectors greater than 2 Å (located at the ﬁnal position and shortened by
a factor of 1/5 for a better observation) from the initial conﬁguration. From [Publication
III].
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In FIG. 19, we see the evolution of the surface at 9000, 27000 and 50000 impacts. It is
noticed how the eﬀect of the incoming ions becomes more apparent due to the reorga-
nization of the atoms in the surface. The evolution of the height in the surface can be
followed in FIG. 19 a, c and e, where it is noticed that ripples are formed as the ﬂuence
increases. In FIG. 19 b, d and f we see how the displacement is accumulated, mostly in
the x-direction. At ﬁrst, a random roughening is created. After about 20000 impacts, we
can observe how these crest-trough structures become more apparent. Once the ripples
are formed, they start to propagate on the surface.
In order to understand the nature of driving forces, we simulated the evolution of a not-
ﬂat initial surface. This case was created to see how a single ridge in the surface inﬂuences
the evolution of the surface. The results are shown in FIG. 20.
Figure 20: Evolution of the initially not-ﬂat surface under random impact 30 eV-Ar+ at θ
= 70◦. In (a), (c) and (e) we see the height of the surface and in (b), (d) and (f) we plot
the displacement vectors greater than 2 Å (located at the ﬁnal position and shortened by
a factor of 1/5 for a better observation) from the initial conﬁguration. From [Publication
III].
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We observe how the eﬀect of the ridge plays a role in the way that the creation of more
structures in the surface occurs on the initially-ﬂat surface.
We can extract data regarding the displacement and erosion from the cases presented in
FIGs. 19 and 20.
Figure 21: (a) Evolution of the diﬀerent components of the displacement vectors δ (on the
left vertical axis) and only negative contribution in the x-direction δ−x (on the right vertical
axis) as a function of the number of incoming ions from the initially ﬂat surface and the
surface with a pre-existing ridge. (b), (c) Displacement vectors (located at the ﬁnal position
and shortened by a factor of 1/5 for clearer observation) from the initial conﬁguration in
the initially ﬂat (b) and pre-existing ridge (c) surfaces. The black rectangle represents a
closer view of the displacement vectors (shortened by a factor of 1/2) in one of the ridge
areas (a 1.5 nm-thickness slice in the y-direction). From [Publication III].
In FIG. 21 a, we can see the three components of the total induced displacement for the
ﬂat and the pre-irradiated surfaces, as described in eq. 29. We represent the evolution of
δx, δy and δz. The y-component ﬂuctuates around zero due to symmetry considerations.
In both simulated cases, there is a linear increase of the number of sputtered atoms with
ﬂuence. The average sputtering yield are Sy = 0.03 for the initially ﬂat surface and a
slightly higher value (Sy ≈ 0.04) for the pre-irradiated surface. Nevertheless, comparing
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these values to the one obtained in [Publication II] for the single impact calculations
(Sy = 0.035±0.013), the calculated values are somewhat similar, showing that the change
of the curvature is not playing a determinant role in the sputtering. Now, we evaluate
the role of the erosion in the ripple formation: we quantify the amount of missing atoms
in the trough of the ripple, leaving out the crest volume. Using OVITO surface mesh
tool [67], we can calculate the induced empty volume under the original surface. We
obtain a diﬀerence in the solid volume of 4500 atoms between the initial and the ﬁnal
conﬁguration; the total sputtered atoms during the whole simulation was not greater
than 1500. More than 3000 atoms need to be included in the sputtering process if we
consider that the crest was created by re-deposited atoms. We conclude that, at low
incident energy, the erosion can be excluded as a main mechanism of ripple formation.
On the other hand, at higher incident energies, the sputtering is stronger and may play
more substantial role in pattern formation. Nonetheless, the rippling pattern appear even
under negligible sputtering conditions.
In FIGs. 21 b and 21 c, we observe that most of the displacement accumulation takes
place at the surface, and it is collected byt those atoms which pile-up on the top of the
ripples.
The evolution of δz is slow outwards from the surface (positive direction of the z axis)
with ﬂuence, in the initially ﬂat and the pre-irradiated surfaces. From the beginning of
both simulations, the growth for the initially ﬂat case, additionally, is larger than in the
pre-irradiated case. We can observe how the ridge on the pre-irradiated surface mitigates
the growth of δz. The atoms are displaced in all directions in the created cascades, but
the stress relaxation on the surface makes displacements outwards greater. Furthermore,
a certain amount of atoms do not receive enough momentum in the direction out to
overcome the surface barrier and sputter away, alternatively, these atoms move up and,
consequently, they contribute to the positive increase of δz. In the case of the pre-existing
ridge, the local incidence angle is changed as a result of the ridge inﬂuence and, in general,
the momentum transferred to the atoms is accumulated in the negative direction of the
z-axis, compensating the positive growth of δz on the ridge and the remaining ﬂat surface.
After about 10000 ions, the initial ridge becomes less pronounced, and the slopes of δz
for both surfaces evolve similarly.
In FIG. 21 a, we clearly observe that δx (parallel to the ion-beam projection) is the
largest among all the components, but somewhat lower in the case of the pre-existing
ridge surface than in the initially ﬂat surface. We see that the evolution in both cases
is rather similar until 20000 impacts. After that moment, they start to diﬀer. Hence, in
order to ﬁnd an explanation for that diﬀerence, we pay attention to the evolution of the
positive (δ+x ) and negative (δ−x ) components independently. The evolution of δ+x with the
ﬂuence is similar to the evolution of δx since most of the induced momentum is in the
positive x-direction. The evolution of δ−x with ﬂuence should be diﬀerent as a result of the
reasonably shorter displacements in the negative direction, having a lower accumulation
comparing with δ+x .
In FIG. 21a, the right y-axis, we plot δ−x . In both simulations, the trend of δ−x is decreasing
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as a function of ﬂuence. In the ﬁrst stages of the simulations, the cascades do not overlap
with the preceding ones, that leads to a pure accumulation of negative displacements. In
the case of the pre-irradiated surface we see that this decrease is rather monotonic, on the
other hand, for the initially ﬂat surface, the decreasing trend seems to be more puzzling.
For the ﬁrst hundreds Ar impacts, in both cases δ−x decreases linearly, because the initially
created cascades do not overlap. Both evolve linearly in the negative direction, but in
the case of the initially ﬂat surface, this evolution lasts slightly longer. At some point,
the trends diﬀer as a consequence of the shape of the surface: the incident ions arrive to
the surface with a wider range of angles in the pre-irradiated case, i.e. they can hit the
front (forward displacement) and back (backward displacement) slopes of the ridge. The
impacts in the back slopes explain the change of the trend, because they scatter away from
the surface, due to the grazing incident angle, and they induce backward displacements.
This eﬀect is the explanation of the increase in the negative direction of δ−x .
The situation changes when the cascades begin to overlap with the previously modiﬁed
regions. In the initially ﬂat surface, the negative displacement remains almost constant
until about 28000 impacts. Since we measure the displacement from the initial atom
coordinates, δ−x can increase at certain points. After about 27000-30000 Ar+ impacts,
the roughness of the originally ﬂat surface is similar to the pre-irradiated one. At this
point we can observe how both curves start to behave similarly, because the eﬀect of the
ions over the surface is similar in both cases.
In addition to the analysis performed, the process of the ripple formation observed in
the simulations depends on the path that the surface atoms took. We observe that the
atomic motion corresponds to biased random movement induced by the incoming ions,
depending on the ion impact. In other words, the atom migration is due to a biased
surface diﬀusion, nonetheless the thermal diﬀusion at room temperature is far from being
captured by classical MD simulations used in this work. This eﬀect is explained in FIG.
22.
Figure 22: Schematic illustration of the biased surface diﬀusion induced by ion beam after
the initial random roughening of the surface. From [Publication III].
The momentum induced by irradiation depends strongly on the part of the hill where the
ion hits. If the ion hits on the front of the hill, it will contribute more to the hill movement
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than it it does on the back slope. We observed from the evolution of the surfaces that
we can distinguish between two regimes: ﬁrst, there is a random roughening induced by
the ion impacts, as was mentioned before, and those build-up hills are more likely to be
moved by irradiation; and second, a formation of the ripples as a consequence of the ﬁnal
ion-induced meeting of the previously created hills. And, at this point, it is more diﬃcult
to displace a larger formation. This eﬀect can be observed in FIG. 23 a and b.
Figure 23: ((a) Several initial hills (colored circles) that eventually meet in a ﬁnal ridge
(b). From [Publication III].
As we can observe from the FIG. 23, the diﬀerent kinds of events make the early-created
hills to merge into a larger ripple. In the case of the pre-existing ridge simulation, that
initial modiﬁcation of the surface enhances the faster formation of new ripples.
This behavior has been shown previously at higher energies [83] related to other eﬀects
such as erosion, but in this case erosion cannot be a reason of this change due to the low
value of the sputtering, so it has to be related to redistribution. The established theories
[30–33, 96, 97] do not predict this eﬀect as a consequence of the redistribution. Hence,
these results open the gate for a new understanding of the pattern formation, especially
at very low energy. We collected the information about the stress accumulation, but in
this case, we did not ﬁnd any clear correlation of the stress as a function of the ﬂuence
with the surface modiﬁcation.
We emphasize that this was the ﬁrst time that direct observation and propagation of the
surface re-organization was observed using MD. Moreover, we can measure the velocity
of propagation of the single-ridge created in the pre-irradiated surface.
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Figure 24: Evolution of the top-most part of the cell under random impact 30 eV-Ar+ at
θ = 70◦. The blue line across the cell marks the average position of the crest in that step.
The orange line represents the average position in the (a) picture. From [Publication III].
In FIG. 24 we can see how the peak is moving along the x-direction, and we can measure
the velocity of the created ridge. Hofsäss et al. [70] measure the velocity of propagation
of the ripples created using 10 keV-Xe+ ions at diﬀerent irradiation angles, but we will
focus on the 70◦ case, corresponding to a velocity of ≈ 3 nm /(1015 Ar+ cm−2). Experi-
mentally, the velocity is measured following one of the ripple peaks at diﬀerent stages of
the irradiation. We propose a similar way to measure it in our case: we choose a step
in the simulation where the ripple crest to follow preserves its ﬁnal form, which is ∼
22500 Ar+ impacts (8.21×1015 Ar+ cm−2). The velocity is calculated as the evolution of
the average position in the x-direction of the peak. Proceeding in this way, we will be
able to determine the displacement of the peak as a function of the ﬂuence. The value
obtained is 0.27 nm /(1015 Ar+ cm−2). We observe that the ripple propagation is a direct
consequence of the atomic redistribution induced by the atomic cascades. It is natural
to expect a faster propagation of the ripples at irradiation by ions in the keV range than
for 30 eV.
The explanation of ripples formation described in this section, in spite of the diﬀerence in
length scale, shows an analogy of the ion-induced ripple formation with the macroscopic
ripples on water or sand. Even though there are many mechanisms which may induce the
macroscopic re-organization of the surface in ripples, the principal factors causing these
ripples are related to material redistribution as a consequence of an external driving force
[98]. This is in apparent agreement with the results for an ion-induced driving force in
diﬀusion-like ﬂow and pile-up eﬀects shown here.
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9 SUMMARY
In this dissertation we addressed the possible mechanisms of nanoripple formation by
using classical and speed-up MD techniques. We have described diﬀerent methods and re-
sults regarding the prediction, simulation and analysis of the ion-induced nano-patterning
eﬀect.
In the ﬁrst place, we described the development of a new technique to obtain a relaxed cell
which was used to predict the formation and wavelength of nano-ripples on a-Si under Ar
irradiation. The new cell allowed to reach good agreement with experiments. Our results
showed a clear diﬀerence between MD and BCA for parameterizing the analysis tool
for prediction of ripple features such as the wavelength. This was a clear improvement
compared to the previous work, where the background displacement, which takes place
in an amorphous Si, was to be removed in order to obtain the results. The development
of this cell allowed us to study the higher energy irradiation without the background
removal as compared to the previous work.
Then, in light of experimental results of nano-pattern formation at ultra-low energy ion
irradiation, we developed a linearly focused mode for sequential irradiation simulation in
order to observe the possible modiﬁcation of the surface proﬁle at that energy, alongside
with the single ion irradiation, which allowed us to predict successfully the wavelength
of the formed structures. At that low irradiation energy (30 eV), it was possible to use a
much smaller cell, since the low energy ions cause only small displacements. Moreover,
the use of the small cell for the single-impact simulations provided reasonably good results
compared to the experimental one. The linearly focused mode allowed us to analyze the
cumulative eﬀect of atomic displacement versus sputtering in sequential irradiation. The
eventual surface modiﬁcation, when experimentally observed, provided more information
to the picture of the processes behind the pattern formation at low energy.
Moreover, the same linearly focused mode permitted us to determine the diﬀerence in
the pattern formation in diﬀerent types of materials: c-Al and a-Si. For doing that,
a c-Al cell, comparable in size with the previously developed a-Si, was relaxed. The
main goal of this study was to study the diﬀerences between the two materials under
Ar irradiation. The study lead us to realize that, at low energy, redistribution is the
driving force for pattern formation, and the erosion is only a minor factor for the pattern
formation in a-Si. For c-Al, at low energy no change of the surface was obtained. Based
on our results, we concluded that the atomic redistribution plays a determinant role at
low-medium energy in a-Si. However, while erosion is the main driving force in c-Al at
medium energy, in the case of the 1000 eV, we observe that the erosion starts playing a
more substantial role in both materials. Additionally, we also measure a clear diﬀerence
between the induced displacements in the two materials, under the same circumstances;
in a-Si the displacements are mainly small and, in the case of c-Al, they are well deﬁned
at the sequential nearest neighbor distances.
Finally, the application of the speed-up mode to the already-proven pattern formation at
30 eV Ar+ on a-Si, allowed us to observe for the ﬁrst time using MD the pattern formation
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directly. We observed in two diﬀerent cells, initially ﬂat and with a pre-existing ridge,
that the sputtering does not determine the eventual pattern formation and propagation
of ripples. The pre-existing ridge clearly accelerates the process of the ripple creation. We
could diﬀerentiate two regimes in the ripple formation: ﬁrst, a few separate pileups in the
shape of small mounds, where the atoms in the surface re-arrange forming "island-like"
structures, and then, these structures merge in larger ridges which build the ﬁnal ripples.
In general, this work sheds light on the understanding of the pattern formation and
the use of computational methods for the study of these phenomena. The simulation
approaches developed in this dissertation open up new ways to examine ripple formation
theoretically.
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