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Abstract
We present a presheaf model for the observation of inﬁnite as well as ﬁnite computations.
We apply it to give a denotational semantics of SCCS with ﬁnite delay, in which the mean-
ings of recursion are given by ﬁnal coalgebras and meanings of ﬁnite delay by initial al-
gebras of the process equations for delay. This can be viewed as a ﬁrst step in representing
fairness in presheaf semantics. We give a concrete representation of the presheaf model as
a category of generalised synchronisation trees and show that it is coreﬂective in a category
of generalised transition systems, which are a special case of the general transition systems
of Hennessy and Stirling. The open map bisimulation is shown to coincide with the ex-
tended bisimulation of Hennessy and Stirling. Finally we formulate Milners operational
semantics of SCCS with ﬁnite delay in terms of generalised transition systems and prove
that the presheaf semantics is fully abstract with respect to extended bisimulation.
1 Introduction
When reasoning about and describing the behaviour of concurrent agents it is often
the case that some inﬁnite computations are considered unfair and consequently
ruled out as being inadmissible. An economical way of studying this situation was
proposed by Milner in [17] showing how to express a fair parallel composition
in his calculus SCCS (synchronous CCS) by adding a ﬁnite, but unbounded delay
operator. Syntactically the ﬁnite delay of an agent t is written t. The agent t can
perform an unbounded number of -actions t  t (delays) but must eventually
perform an action t a t if t can perform an action t a t or stop if t cannot
perform any actions. In other words, its actions are the same as for (the possibly
inﬁnite delay) t  rec x x  t, except that inﬁnite unfolding of the recursion
is not allowed.
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To deal with agents in which only some inﬁnite computations are admissible,
one must readdress the issue of how to represent the behaviour of agents and so
when two agents behave equally, i.e. they denote the same process. The approach
used for CCS and SCCS, taking two agents to be equivalent if their derivation trees
are strong bisimilar [15], will identify agents that only differ on whether some
inﬁnite computations are admissible or not, in particular t is identiﬁed with t for
any term t. Moreover, (by deﬁnition) both t and t should be solutions to the
equation
x


  x t (1)
(up to equivalence) so process equations will not have unique solutions as it is the
case in CCS and SCCS (with guarded recursion).
In [17], Milner proposes a behavioural preorder called fortiﬁcation, which is
designed such that (1) it induces an equivalence which distinguishes the two no-
tions of delay and coincides with strong bisimulation for “standard” agents, (2)
recursive processes are least ﬁxed points of the associated process equations and
(3) the equivalence is a congruence with respect to all the operators of the language
(under an assumption of guarded recursion). This approach works reasonably, but
is not completely satisfactory. As pointed out by Aczel in [1], the fortiﬁcation
equivalence makes some non desirable identiﬁcations of agents due to the fact that
inﬁnite computations are treated totally separately from ﬁnite computations. For
example, the two agents a     and a     (where  is the agent
without any actions) are identiﬁed by the fortiﬁcation equivalence, since there ex-
ists a bisimulation (the obvious one) between their derivation trees satisfying that
any two related terms can perform the same set of inﬁnite computations. However,
for a true branching equivalence, the two agents should not be equivalent, since the
ﬁrst agent can delay inﬁnitely being able to perform an a-action at any time, while
the second agent must reach a state in which it cannot perform an a-action. In other
words, the initial admissible inﬁnite delay of the ﬁrst agent can only be simulated
by the inadmissible inﬁnite delay of the other. Aczel [1] proposes a ﬁnal-coalgebra
approach which gives rise to a bisimulation closely related to the extended bisim-
ulation introduced by Hennessy and Stirling in [8] for general transition systems.
This bisimulation indeed distinguishes the two agents given above.
The background of the present paper is the work on presenting models for con-
currency categorically as initiated by Winskel and Nielsen [22] and developed fur-
ther in the work on bisimulation from open maps [12] and presheaf models for
concurrency [3,6,9,21]. Our goal is twofold: We want to extend the categorical
approach (in which the issue of inﬁnite computations and fairness has been absent
so far) to models for inﬁnite computations and we want to give a denotational se-
mantics to SCCS with ﬁnite delay which captures a behavioural equivalence similar
to the extended bisimulation of [8]. As we will see, these two goals can indeed be
met.
One of the forces of describing models for concurrency within the language
of category theory is that different models suitable for different purposes, can be
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formally related to each other. E.g. in [22] the category of synchronisation trees
suitable for giving denotational semantics to CCS-like process calculi is shown to
be a coreﬂective subcategory of the category of transition systems suited for opera-
tional semantics. Another force was added by the notion of bisimulation from open
maps introduced in [12], from which one gets an abstract behavioural equivalence
by choosing a path category, i.e. a subcategory of the model at issue identifying the
observable computations. The open maps approach increased its worth through the
further development [3,6,5,21] of the presheaf models for concurrency proposed
in [12]. Here one starts with a path category P and then takes the category bP of
presheaves over P as model, justiﬁed categorically by being the free colimit com-
pletion of P [6]. Now any presheaf model bP comes with a canonical notion of
bisimulation, taking P as the path category. In [6,21,3] it is shown that presheaf
models themselves can be related within a category in which arrows are (connec-
ted) colimit preserving functors. Such functors preserve the canonical bisimulation
and general techniques for their construction are provided.
Perhaps the simplest example of a presheaf model is obtained from the category
Fin of all ﬁnite sequences of actions from a set Act ordered by the usual preﬁx or-
dering. The category cFin is equivalent to the category of (Act) labelled synchron-
isation trees and the typical constructions of a CCS-like language can be expressed
as functors preserving the canonical equivalence [12,6]. In this light, it was nat-
ural to approach a generalisation of the categorical models to models for inﬁnite
computations by studying the presheaf categorycInf , where Inf  Fin Act is the
path category obtained by adding all inﬁnite sequences of actions to the category
Fin. With the help of a simple Grothendieck topology we get indeed a suitable
model for inﬁnite computations from the category of seperated presheaves [14]
over Inf. A careful generalisation of the models of synchronisation trees and trans-
ition systems lifts the relationship between the “standard” ﬁnitary models to the
inﬁnitary models and gives a concrete representation of the presheaf model for in-
ﬁnite computations as generalised synchronisation trees, coreﬂective in a category
of generalised transition systems. The generalised transition systems are deﬁned
as instances of the general transition systems of [8] and it turns out that the exten-
ded bisimulation deﬁned in [8] coincides with the abstract bisimulation obtained
from open maps. We show how to give an operational semantics of SCCS with
ﬁnite delay in the generalised transition systems capturing exactly the deﬁnition
of inadmissible computations given in terms of waiting subcomputations in [16].
We then give a denotational semantics in the presheaf model which we prove to be
equationally fully abstract with respect to extended bisimulation.
In all of the steps above we greatly beneﬁt from the categorical presentation.
Unbounded non-determinism is represented simply by (inﬁnite) coproducts. By
utilizing the general techniques from [3] we get very simple deﬁnitions of the de-
notations for preﬁxing and synchronous product, for which congruence properties
follow almost for free. As meanings of recursion we take ﬁnal coalgebras, corres-
ponding to greatest ﬁxed points and the ﬁnite delay operator is simply obtained as
an initial algebra corresponding to a least ﬁxed point of the process equation (1)
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given above. Finally, the categorical relationships between the different models and
the general theory of bisimulation from open maps reduce the problem of relating
the two semantics to ﬁnding a span of open maps within the category of generalised
transition systems.
A number of papers [1,11,7,8,20] have already proposed denotational semantics
for SCCS with ﬁnite delay and models for non-deterministic processes with inﬁnite
computations. As mentioned above, the approach we take is closely related to the
work in [1] and [8]. However, the admissible inﬁnite computations in [1] appear to
be identiﬁed in a rather syntax dependent way as opposed to simply arising from the
use of ﬁnal coalgebras in givingmeanings to recursion. The semantics given in [11]
is also shown to be fully abstract, but with respect to the fortiﬁcation equivalence,
so it makes the non-intuitive identiﬁcations described above. Moreover, it only
covers bounded non-determinism as obtained from terms in which only a binary
sum is allowed. The semantics given in [7] focuses on the fortiﬁcation equivalence
too. Also, for all the models given in [11,7,20] the order relation between elements
is designed such that meanings of recursion can be given by least ﬁxed points using
a reverse ordering on inﬁnite observations.
The structure of the paper is as follows. In Sec. 2 we give some preliminary
deﬁnitions and recall the categorical concepts used in the paper. In Sec. 3 we re-
call the calculus SCCS [17], the ﬁnite delay operator and how to derive a fair
parallel [16]. In Sec. 4 we introduce respectively the new presheaf model and the
transition system models for inﬁnite computations. Section 5 is devoted to the
bisimulation obtained from open maps and its relationship to the extended bisimu-
lation of [8]. In Sec. 6 we formulate Milner’s operational semantics of SCCS with
ﬁnite delay in terms of the generalised transition systems introduced in Sec. 4 and
in Sec. 7 we give the presheaf semantics and the full abstraction result. Comments
on future work is given in Sec. 8. The appendixes contain details on Grothendieck
topologies and the proof of full abstraction.
2 Preliminaries
Notation 2.1 For a set S, let S denote the set of ﬁnite, (possibly empty) sequences
and S the set of ﬁnite non-empty sequences. Let S denote the set of inﬁnite
sequences and deﬁne S  S  S, i.e. the set of non-empty ﬁnite or inﬁnite
sequences. We will let roman letters range over elements and greek letters range
over sequences. Let jj denote the length of . If j   and jj  j  , let
j  



   
j
, i.e. the ﬁrst j actions of . For  such that jj   we
write  for the composition of the two sequences. If   S and    in
S

 S

, we will write  
f
 for  is ﬁnite and below .
Assume a ﬁxed set Act of actions. We will consider ﬁnite or possibly inﬁnite
sequences of actions from Act ordered by the standard preﬁx order. In particular
we will let Fin and Inf refer to the two partial order categories Act and Act (i.e.
Act

 Act
) obtained in this way. They will play the key role as path categories
of presheaf models for the observation of respectively ﬁnite and possibly inﬁnite
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computations.
2.1 Presheaf Models, Bisimulation from Open Maps and Transition Systems
Presheaf categories were suggested in [12] as abstract models for concurrency,
equipped with a canonical notion of bisimulation equivalence.
The basic idea is to start from a (partial order) category P deﬁning the observ-
able computations or path shapes of interest. The category bP of presheaves over P
is then taken as the category of processes with such path shapes. The category bP is
the free colimit completion of P, i.e. the category obtained (up to equivalence) by
freely adding all colimits to P. It has as objects all functors X  Pop  Set (where
Set is the category of all small sets and functions between them) and as arrows
natural transformations between such. Any functor F  P Q for Q a cocomplete
category (i.e. a category having all colimits), can be extended freely (as a left Kan
extension [13]) to a (colimit preserving) functor F


b
P Q making the diagram
P
Q
b
P



y
P

F









F

commute. The functor y
P
 P 	
b
P is the yoneda embedding mapping p of P to the
presheaf P p	. This extension will be used in Sec. 7, in the special case where Q
is a presheaf category.
Notation 2.2 If q  p in a partial order category P, let q p	 denote the unique
arrow in P and p q	 the unique arrow in Pop. We will employ the standard nota-
tion [14], writing x  q p	 for the element Xp q	x, i.e. the restriction of x to the
path q.
The categorical presentation of models for concurrency comes with a general
notion of bisimulation from open maps introduced in [12]. Given a model M, the
idea is to identify a path category P 	 M as a subcategory ofM. A map f  X  Y
in M is then said to be P-open (or just open if the path category is clear from the
context) if whenever for two path objects PQ of P and morphismm p q such that
the diagram
P

p

m
X

f
Q

q

h
Y
commutes, there exists a morphism h  Q  X as indicated by the dotted line,
making the two triangles commute. Intuitively this says that at any point in the
simulation described by f , any path extension in Y simulates a corresponding
extension in X , i.e. f is like a functional bisimulation. Two objects X and Y
is said to be P-bisimilar if they are related by a span of P-open maps f

 f

, i.e.
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X Z
oo
f


f

Y
From the embedding y
P
 P 	
b
P, we get a canonical path category and thus a
canonical notion of bisimulation from open maps for any presheaf category bP.
In [12], focus was put on rooted presheaves, i.e. presheaves such that X	
is the singleton set if 	 is an initial element of the path category. In particular, it
was remarked that the category of rooted presheaves over Act is equivalent to the
category ST of synchronisation trees (with label set Act) and Act-bisimulation
was shown to coincide with the usual HM-bisimulation [17] on labelled transition
systems.
Deﬁnition 2.3 ([22]) A transition system T (with label set Act) is a quadruple
S
T
 i
T

T
 Act, where S
T
is a set of states, i
T
 S
T
is the initial state and

T

 S
T
 Act  S
T
is a transition relation. As usual we write s a
T
s
 for
s a s

 
T
. For a transition t 
T
, let dot cot actt refer to respect-
ively the domain, codomain and action of t. Let CompT   f
 
T
j   j 
j
jco

j
  do

j
g, i.e. the set of non-empty (ﬁnite or inﬁnite) computations
of T and let Comp
fin
T   CompT  

T
, i.e. the ﬁnite computations. Deﬁne
RunT   f
  CompT  j do


  i
T
g, Run
fin
T   RunT  

T
and
Run
inf
T   RunT  

T
.
Transition systems (with label set Act) form the objects of a category TS, with
arrows being simulations. A simulation from T to T  is a mapping   S
T
 S
T
 of
states, such that

i
T
  i
T
 and

s
a

T
s
 implies that s a
T

s

.
Say a transition system is reachable if any state is reachable from the initial state.
A synchronisation tree is a transition system for which the transition relation
is acyclic and any state is reachable from the initial state by a unique sequence of
transitions. The synchronisation trees (with label set Act) induces a full subcat-
egory ST of TS.
The equivalence between rooted presheaves in dAct and synchronisation trees is
given formally in [23]. Given a rooted presheaf X in dAct, its corresponding syn-
chronisation tree ElX  S
X
 i
X

X
 Act under the equivalence is constructed
as follows  . The set of states is deﬁned by S
X


 x j   Act
 and x 
Xg, i.e. the disjoint union of all the sets of elements. The initial state (the root)
is given by i
X
 	 , where 	 is the empty sequence in Act and  the unique
element of X	. There will be a transition  x a a x iff x a	  x,
i.e. if x  Xa, x  X, and x restricts to x.
Note that Act is equivalent to the category obtained from Inf by adding a bot-
tom element (the empty sequence). In general, if P is a partial order, let P

denote
the partial order obtained by adding a new bottom element. It is then easy to see,
 The category freely generated by the synchronisation tree corresponding to a presheaf X is equi-
valent to the category of elements [14] of X.
6
Hildebrandt
that bP is equivalent to the category of rooted presheaves over P

, so in particular
c
Fin is equivalent to the category ST. Let bc  bP 	 cP

be the functor mapping a
presheaf in bP to its corresponding rooted presheaf in cP

. Let de  cP


b
P be the
converse mapping, discarding the root(s). If cP

is restricted to rooted presheaves
this gives the equivalence mentioned above and the open maps between rooted
presheaves in cP

via the equivalence are exactly the surjective open maps in bP.
Instead of considering rooted presheaves of a category with bottom, one can thus
work with full presheaf categories (not necessarily having a bottom element) and
surjective open maps.
By composing the yoneda embedding with dewe get an embedding j
P
 P

	
b
P (mapping the bottom element in P

to the empty presheaf). In fact bP j
P
is the
free connected colimit completion of P

. (A connected colimit is a colimit of a
non-empty connected diagram). The following proposition [4,21,3] is one of the
most important results about open map bisimulation in presheaf models.
Proposition 2.4 Let F  bP  bQ be a connected colimit preserving functor. Then
F preserves surjective open maps, i.e. if m  X  Y is surjective open in bP then
F m  F X  F Y  is surjective open in bQ.
2.2 Initial Algebras and Final Coalgebras
Below we recall the categorical analogues of pre- and post-ﬁxed points [2].
Deﬁnition 2.5 Let F  P  P be an endofunctor on a category P. A co-algebra
for F is a pair pm of an object and a morphism of P such that m  p  F p.
Dually, an algebra for F is a pair pm such thatm  F p  p. The co-algebras
of F form the objects of a category F
coAlg
, with arrows f  pm  q n being
arrows f  p q of P such that
p

m

f
F p

F f
q

n
F q
commutes. Dually, algebras for F form the objects of a category F
Alg
.
Initial and ﬁnal objects in F
Alg
and F
coAlg
are the categorical analogues of min-
imal and maximal ﬁxed points of F .
Lemma 2.6 Let F  P  P be an endofunctor on a category P. If pm is an
initial algebra for F , i.e. an initial object in the category of F -algebras, then
m  F p  p is an isomorphism. Moreover if q n is another initial algebra
for F , q is isomorphic to p. The dual statement holds for ﬁnal co-algebras. If F
has an initial algebra, let F denote the (unique upto isomorphism) initial algebra.
Similarly, let F denote the ﬁnal co-algebra of F if it exists.
The following lemma is the main technique in proving existence of ﬁnal co-
algebras.
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Lemma 2.7 Let P be a category with terminal object  and F  P  P an endo-
functor on P. If the op-chain
 F  F

    F
n
   
has a limiting cone P fp
n
 P  F
n
g
n
 and F preserves this limit, i.e.
F P  f
  F P g  fF p
n
  F P  F
n
g
n

is a limiting cone too, then the unique mediating (iso)morphism m  P  F P  is
a ﬁnal coalgebra.
The above lemma is the dual of the following lemma for construction of initial
algebras, as found in e.g. [2].
Lemma 2.8 Let P be a category with initial object	 and F  P P an endofunc-
tor on P. If the -chain
	 F 	 F

	    F
n
	   
has a colimitP andF preserves this colimit, then the uniquemediating (iso)morphism
m  F P  P is an initial algebra.
Since limits are computed pointwise in a presheaf category bP, the terminal ob-
ject in bP is the presheaf   Pop  Set that yields the one element set (the terminal
object in Set) for any object p in P. Dually, the initial object 	  Pop  Set is the
empty presheaf, yielding the empty set for all objects p in P.
3 SCCS, Finite Delay and Fair Parallel
In this section we recall Milners calculus SCCS [17] of synchronous CCS and the
deﬁnition of a fair parallel composition via a ﬁnite delay operator [16]. Assume a
destinguished element   Act such that Act   is an Abelian monoid with 
being the identity. The basic operators of SCCS are action preﬁxing, synchronous
product, non-deterministic choice and restriction. Formally, the terms are given by
t  a  t j t

 t

j 
iI
t
i
j tA
where a  Act, A 
 Act and I is an index set. With the basic operators we can
build processes with only ﬁnite behaviour. As usual, we will write  for an empty
sum, omit the summation sign for a unary sum and write t

 t

for a binary sum.
To be able to deﬁne processes with possibly inﬁnite runs, we add a recursion
operator, extending the grammar by
t     j x j rec xt
where x is a process variable and rec x binds the variable x in t. We will let T refer
to the set of closed terms of the calculus SCCS.
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a  t
a
 t

t
j
a
 t


iI
t
i
a
 t

j  I
t

a
 t


t

b
 t


t

 t

ab
 t


 t



t
a
 t

tA
a
 t

A
a  A
trec xtx	
a
 t

rec xt
a
 t


Fig. 1. Operational semantics of SCCS
t

 t
(Wait) and t
a
 t

t
a
 t

(Fulﬁll).
Fig. 2. Derivation Rules for Finite Delay
The rules given in Fig. 1 deﬁnes the operational semantics of SCCS, fromwhich
we get a derivation transition system for any closed term t as deﬁned below.
Deﬁnition 3.1 Let t be a term in T . Then the derivation transition system for t is
the (reachable) transition system Dt  S t
t
 Act, where S 

t

 T j
t 

t


, i.e. all states reachable from t by the relation deﬁned by the rules in
Fig. 1 and
t
 S Act S.
Note that in the synchronous product, both processes must perform an action, and
the resulting action is the monoid product of the two individual actions. Recursion
acts by unfolding and trec xtx	 is the usual substitution of rec xt for the free
variable x in t.
An important derived operator introduced in [17] is the delay operator . For a
process t, deﬁne t  rec x x t. In the standard semantics, t is the (unique
up to bisimulation) ﬁxed point of the process equation
x   x t (2)
As an economical way to be able to express that some inﬁnite runs are inad-
missible, Milner introduces in [16] a ﬁnite, but unbounded delay operator  (ex-
pectation). Its immediate actions are the same as for the derived delay operator,
which can be described by the rules given in Fig. 2.
However, inﬁnite waiting is ruled out as inadmissible. In other words, ful-
ﬁllment of the delay is always expected. The idea is that ﬁnite delay is the only
operator giving rise to inadmissible inﬁnite runs. Recursion will as usual give
rise to admissible inﬁnite runs. This is sufﬁcient to capture weak fairness of an
asynchronous parallel composition. For processes t and t, the fair asynchronous
parallel composition [16] of t and t is deﬁned by tjjt  t t  t  t. The
composition is asynchronous in the sense that one process can delay while the other
progress; it is fair in the sense that no process can delay this way forever.
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We will let SCCS and T

refer to respectively the calculus SCCS extended with
the ﬁnite delay operator  and the set of terms of the extended calculus.
In the next section we will introduce two closely related categorical models,
suitable for giving respectively denotational and operational semantics in which
inadmissibility of inﬁnite computations can be expressed.
4 Observing Inﬁnite Computations
We approach a categorical model for inﬁnite compuations by studying the presheaf
model obtained by adding inﬁnite paths to the path category Fin, resulting in the
category Inf. This ﬁts with the spirit of [8], where experiments on systems are
allowed to consist of inﬁnite computations. Categorically, it can be seen as a com-
pletion of the path category with all directed colimits.
4.1 A Presheaf Model for Inﬁnite Computations
To get a better understanding of presheaves X  Infop  Set in cInf, one can try
ﬁrst to construct a synchronisation tree, as described in Sec. 3, for the ﬁnite part
of X , i.e. the restriction of X to Fin. For   Act, an element x  X will
then specify a unique inﬁnite path in the tree. To be more precise, if   Act
and x  X then we will say that x is a limit point of the inﬁnite path given by
the elements x  	 for  
f
, i.e. the restrictions of x to ﬁnite observations.
We wish to represent that an inﬁnite path is admissible by the presence of such a
limit point, and that it is inadmissible by the absence of a limit point. With this
interpretation, the model is a bit too general; it allows an inﬁnite path to have two
or even more limit points, not representing anything more than if it had only one
limit point. We take the subcategory of presheaves with atmost one limit point
for any inﬁnite sequence as our model. This category is not as ad hoc as it might
seem. Actually, it comes about as the category of separated presheaves over Inf
with respect to a simple Grothendieck topology for Inf , which is often referred to
as the sup topology. (In the standard terminology, the inﬁnite paths and limit points
are respectively matching families and (unique) amalgations).
Deﬁnition 4.1 Let SpcInf denote the separated presheaves, which is the full sub-
category of cInf induced by the presheaves X satisfying that for all x x  X,
  Act

 (Separated) 
f
x  	  x

 	 x  x

.
Moreover, we can recover the category cFin (i.e. of synchronisation trees) within
c
Inf , as being equivalent to the category ShcInf of sheaves over Inf for the same
topology. In our case, a separated presheaf is a sheaf if it has exactly one limit
point for any inﬁnite path. Thus, a sheaf will correspond to a synchronisation tree
in which any inﬁnite path is admissible, i.e. a limit closed synchronisation tree. But
this is just the standard interpretation made explicit.
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Proposition 4.2 The category cFin is equivalent to the category ShcInf, of sheaves
over Inf with respect to the sup topology.
Sheaves, separated presheaves and presheaves are known to be closely related
and rich in structure [14,24]. We will especially make use of the fact, that they are
related by a sequence of reﬂections, i.e. the inclusions ShcInf 	 SpcInf and
Sp
c
Inf 	
c
Inf both have left adjoints (reﬂectors). In our case the reﬂections are
particulary simple. The reﬂector sp  cInf  SpcInf acts by unifying limit points
that specify the same inﬁnite path. The reﬂector from SpcInf to ShcInf acts by
completing with limit points of all inﬁnte sequences.
We also have that the objects of Inf under the yoneda embedding are sheaves. In
fact the Grothendieck topologywe use is the canonical topology for Inf [14], which
simply means that it is the largest topology with this property. Together with Prop.
4.2, this gives a formal relationship between the path category Inf, the presheaf
model cFin of ﬁnite observations and the models SpcInf andcInf of possibly inﬁnite
observations as summarized in the diagram below.
c
Fin
Sh
c
Inf Sp
c
Inf
c
Inf
Inf

p

	
inf
B
B
B
B
B
B
B
B
B
B
B
aa
n
B
B
B
B
B
B
B
B
B
B
B




oo




oo


OO

OO

	



y
Inf
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
(3)
Note that this also implies (a general fact) that the category SpcInf has all
limits and colimits. In particular, it shows that limits are computed as in cInf and
similarly for colimits, except for being followed by the reﬂector, identifying re-
dundant limit points. As indicated in the diagram, we will let n a inf refer to the
reﬂection between cFin and SpcInf obtained via the equivalecence between ShcInf
and cFin.
For more details on Grothendieck topologies, sheaves and separated presheaves
see [14]. The special, and simpler case for a Grothendieck topology on a partially
ordered set is given in the appendix, together with the deﬁnition of the Grothen-
dieck topology relevant for this paper.
4.2 Generalised Transition Systems
A generalised transition systems is a transition system in which the admissible
inﬁnite computations are represented explicitly. More precisely, we take a general-
ised transition system to be a transition system together with a set C 
 CompT 
such that C  C, where C 
 CompT  be the least set including C such that
C1: (composition) if 
 
  C and 

  CompT  then 

  C,
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C2: (pre- and sufﬁx) if 

  C and 
 is ﬁnite then 
 
  C and
C3: (ﬁnite) Comp
fin
T  
 C

.
The two ﬁrst conditions ensure that the deﬁnition ﬁts with that of general transition
systems in [8]. The last condition restricts attention to the special case where any
ﬁnite computation is admissible. It is easy to show that if every state is reachable,
the set of admissible computations is determined by a unique set of inﬁnite runs as
stated in the lemma below.
Lemma 4.3 Let T be a reachable transition system and C 
 CompT . Then
C  C
 then there exists a unique set A 
 RunT nRun
fin
T  such thatC  A.
Deﬁnition 4.4 A generalised transition system (gts)G (with label set Act) is a ﬁve-
tuple S
G
 Adm
G
 i
G

G
 Act, such that T  S
G
 i
G

G
 Act is a transition
system (with label set Act) and Adm
G

 CompT , the set of admissible com-
putations, satisﬁes that Adm
G
 Adm
G

. If G  S
G
 Adm
G
 i
G

G
 Act is a
generalised transition system let finG  S
G
 i
G

G
 Act, i.e. the underlying
transition system. Generalised transition systems (with label set Act) forms the ob-
jects of a category GTS. A morphism fromG toG is given by a map   S
G
 S
G

such that

i
G
  i
G
 ,

s
a

T
s
 implies that s a
T

s

 and



Adm
G
 
 Adm
G
 ,
where 

is the map from 
G
to 
G

mapping a sequence 
 
G
to the se-
quence 
, such that j
j  j
j and for all i  j
j, if 

i
 s a s

 then 

i


s a s



. A generalised synchronisation tree (gst) is a generalised transition
system for which the underlying transition system is a synchronisation tree. Gener-
alised synchronisation trees (with label set Act) induces a full subcategory GST of
the category GTS.
Lemma 4.5 Let   S
G
 S
G
 be a map between the state sets of two generalised
transition systems G and G. Then the following conditions are equivalent
1.   G  G is a morphism of generalised transition systems,
2.  i
G
  i
G
 and



Adm
G
 
 Adm
G
 ,
3.    finG  finG is a morphism of transition systems and



Adm
G
nComp
fin
G 
 Adm
G
 ,
In particular, the morphisms of GTS restrict to morphisms of the underlying
transition systems, so the map fin extends to a functor fin  GTS  TS. In fact
fin  GTS  TS is a reﬂector for the inclusion of TS into GTS that maps a plain
transition system to the corresponding limit closed generalised transition system
(called standard in [8]).
Proposition 4.6 The functor fin  GTS  TS deﬁned on objects in Def.4.4 (and
leaving morphisms unchanged) is a left adjoint to the inclusion inf  TS 	 GTS
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which maps a transition system T  S
T
 i
T

T
 Act to the (limit closed) gen-
eralised transition system S
T
 i
T

T
 CompT  Act and leaves morphisms un-
changed.
In [22] it is shown that the category ST is a coreﬂective subcategory of the
category TS of transition systems; the inclusion ST 	 TS is shown to have a right
adjoint unf  TS  ST which acts on objects by unfolding the transition system.
This coreﬂection generalises to one between between GST and a category GTS.
Proposition 4.7 The inclusion functorGST 	 GTS has a right adjoint gunf  GTS
GST such that the diagram
GST GTS
ST TS
oo
gunf
oo
unf

fin

fin
commutes, where unf is the unfolding of transition systems deﬁned in [22].
In fact we have that all four squares in the diagram
GST GTS
ST TS



	
oo
gunf



	
oo
unf


OO
a

fin


OO
a

fin
commutes.
We will now generalise the equivalence between cFin and ST mentioned in
Sec.2 to an equivalence between SpcInf and GST, giving the promised concrete
representation of the presheaves in SpcInf. There is an immediate embedding
e  Inf 	 GST of Inf into the category of generalised synchronistation trees (and
so the category of generalised transition systems), which maps a ﬁnite (or inﬁnite)
sequence to the tree with exactly the one corresponding, ﬁnite (or inﬁnite, admiss-
ible) branch. This gives a canonical functor [12] from GTS to cInf, that maps a
generalised transition system G to the presheaf GTSe G	. It is not difﬁcult to
check that this will always give a separated presheaf.
Lemma 4.8 Let G be a generalised transition system and e  Inf 	 GST 	 GTS
the embedding described above. Then GTSe G	 is a presheaf in SpcInf.
Restricted to generalised synchronisation trees the canonical functor can equival-
ently be deﬁned as the functor mapping G to GSTe G	, which gives us one
direction of the equivalence.
Theorem 4.9 The categories GST and SpcInf are equivalent. In one direction
the equivalence is given by the (canonical) functor sps  GST  SpcInf that
maps a gst G to the seperated presheaf GSTe G	. In the other direction the
equivalence is given by a functor El  SpcInf  GST generalising the functor
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El 
c
Fin  ST deﬁned in Sec. 2. For X in SpcInf, let S i Act  ElnX,
i.e. the synchronisation tree corresponding to the ﬁnite part of X . We then deﬁne
ElX  S i AdmAct, where
Adm  f
 

j   Act

x  b
X
cj  do

j
 

j x  j 	

g


Note that, restricted to synchronisation trees, the functors fin, inf are just
(up to isomorphism) the concrete representation of the reﬂection between cFin and
Sp
c
Inf given in Diagram (3).
5 Extended Bisimulation from Open Maps
As described in Sec.2, we get a canonical notion of bisimulation from open maps
in the presheaf category cInf . From Diagram (3) it follows that the notion of Inf-
bisimulation restricts to the subcategories ShcInf and SpcInf of sheaves and
seperated presheaves. Since the category Inf can be viewed as a subcategory of
the category of generalised transition systems as shown in the previous section, we
also get a notion of Inf-bisimulation for generalised transition systems. We show
that this bisimulation coincides with the extended bisimulation deﬁned for general
transition systems in [8]. Since Inf-bisimulation for generalised synchronisation
trees coincides with the Inf-bisimulation in SpcInf this gives a concrete represent-
ation of the canonical bisimulation in SpcInf as well.
First let us give a characterisation of the Inf-open maps of GTS, generalising
the “zig-zag” morphisms in [12].
Proposition 5.1 Let T  S i AdmAct and U  S
U
 i
U

U
 Adm
U
 Act
be generalised transition systems and   T  U . Then  is Fin-open if and only if
for all reachable states s of T
 if s a
U
s


then s a s

and s

  s


for some state s

 S,
and  is Inf-open if and only if moreover
 if 
  Adm
U
and 
  s a
U
s


a


U
s


a


U
  
a
n

U
s

n
a
n

U
   then
there exists 
  Adm such that 
  s a s

a

 s

a

   
a
n
 s
n
a
n
    and for
all j  , s
j
  s

j
Now we give the deﬁnition of extended bisimulation from [8] reformulated as a
relation between two generalised transition systems (and exploting condition C3).
Deﬁnition 5.2 ([8]) Let T and T  be generalised transition systems. Then T and T 
are extended bisimilar if there exists a relationR 
 S
T
S
T
 such that i
T
 i
T

  R
and if s s  R then
E1. if there exists a computation 
  Adm
T
s.t. 


 s, then there exists a
computation 
  Adm
T
 s.t. j
j  j
j and 


 s
 and for   j  j
j,
act

j
  act


j
 and 

j
 


j
  R,
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E2. if there exists a computation 
  Adm
T
 s.t. 


 s

, then there exists a
computation 
  Adm
T
s.t. j
j  j
j and 


 s and for   j  j
j,
act

j
  act


j
 and 

j
 


j
  R,
Note that (by condition C3) extended bisimulation specialises to the standard HM-
bisimulation on transition systems if only sequences 
 and 
 of length one is con-
sidered in E1 andE2. Also note that (by the conditionsC1 andC2) one could equi-
valently have formulated the bisimulation considering only sequences being inﬁnite
or of length one. From these considerations and Prop. 5.1 it follows that extended
bisimulation coincides with Inf-bisimulation for generalised transition systems.
Proposition 5.3 Let G and G be generalised transition systems. Then G and G
are Inf-bisimilar if and only if G and G are extended bisimilar.
It is an easy fact that Inf-bisimulation in GST under the equivalence coincides
with Inf-bisimulation in SpcInf, so we get the following corollary.
Corollary 5.4 Let X and X  be presheaves in SpcInf. Then X and X  are Inf-
bisimilar if and only if ElX and ElX  are extended bisimilar.
Remark that from the coreﬂection given in the previous section and Lem. 6
in [12] it follows that two generalised transition systems are Inf-bisimilar if and
only if their unfoldings as generalised synchronisation trees are Inf-bisimilar.
6 Operational Semantics of SCCS with Finite Delay
In this section we will express Milner’s operational semantics of SCCS with ﬁnite
delay [16] in terms of generalised transition system. First the two rules in Fig.2
are added to the rules of Fig.1. Next the inadmissible inﬁnite computations are
identiﬁed via the notions of waiting computations, subagents and subcomputations.
Put brieﬂy: A computation t

 t

 t

    of an agent t

is waiting if t
i
 t
for all i and every transition is inferred solely from the (Wait) rule for ﬁnite delay.
Agents a  t, rec xt, 
iI
t
i
and t have only themselves as subagent, tA has the
subagents of t and t

 t

has the subagents of t

and t

. Any computation of an
agent t is then inferred from computations of the subagents, which are referred to
as subcomputations. A computation is deﬁned to be admissible if it is ﬁnite or has
no sequel (i.e. sufﬁx) with an inﬁnite waiting subcompuation.
To deﬁne a derivation transition system in which we can distinguish admissible
from inadmissible inﬁnite runs we thus need to record if the (Wait) rule was used
to infer an action of a subagent. Consequently, we will annotate terms of the form
t with a number n   written 
n
t, which indicates for how long they have been
delaying. In the following T

will generally refer to the set of annotated closed
terms of SCCS. Note that any function with domain T can be regarded as a func-
tion with domain T

by discarding the annotations. For simpliticy we will let 

t
and t refer to the same agent. The derivation rules of Fig.2 is then replaced by the
rules in Fig.3.
The position of a subagent is formalised as follows.
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
n
t

 
n
t
(Wait) and t
a
 t


n
t
a
 t

(Fulﬁll)
Fig. 3. Derivation rules for annotated ﬁnite delay
Deﬁnition 6.1 Deﬁne Pos  f g, a set of positions, and let nil  Pos denote
the empty sequence (the top position). Any term t in T

deﬁne a partial function
t  Pos  T

, given inductively (in the length of the position and the structure of t)
by
tnil 





t if t  a  t, t  rec xt, t  
iI
t
i
or t  t for some t
t

nil if t  tA
undef otherwise
tip 





t
i
p if t  t

 t


t

ip if t  tA
undef otherwise
For p  Pos and t an annotated term, we will say that tp is waiting if tp  
n
t

for some term t and n  .
Now, we can deﬁne when an inﬁnite computation is inadmissible.
Deﬁnition 6.2 An inﬁnite computation t



 t



 t



    derivable by the rules
in Fig.1 and Fig.3 is inadmissible if and only if there exist j   and a position
p  f g
 such that j  j, t
j

p is waiting. We say that a computation is
admissible if it is not inadmissible.
It is not difﬁcult to verify that a computation is inadmissible by the deﬁnition above
if and only if it has a sufﬁxwith a waiting subagent which continues to wait forever,
so the deﬁnition of admissibility coincides with that of [16] which we brieﬂy gave
in the beginning of the section.
The derivation transition systems for terms in T

are generalised transition sys-
tems with the set of admissible computations given by Def. 6.2 above.
Deﬁnition 6.3 Let t be a term in T

. Then the derivation transition system for t is
the reachable generalised transition system O

t  S t
t
 AdmAct, where
S  ft

j t 

t

g,
t
  
 S  Act S is the relation deﬁned by the rules
in Fig.1 and Fig.3 restricted to states in S, and Adm 
 Comp

S t
t
 Act

is
the set of admissible computations as deﬁned in Def. 6.2.
Remark 6.4 Though it is not important for the present paper, note that we do not
need to record exactly how many steps a delay has waited, just if has waited zero,
one or more than one step continuously. This means that we could replace the
ﬁrst rule in Fig.3 by the rule 
n
t

 
maxfng
t and only allow the numbers , 
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and  in annotations. The latter set of rules has the beneﬁt of not giving rise to
inﬁnite graphs just because of the presence of a ﬁnite delay, which e.g. could be of
importance in connection with model checking.
7 Presheaf Semantics of SCCS with Finite Delay
In this section we will see that the category of seperated presheaves SpcInf is well
suited to give denotational semantics to SCCS.
7.1 Semantics of Basic Operators
Let A 
 Act. Deﬁne a functor A  SpcInf  SpcInf such that for   X  Y
a natural transformation between presheaves in SpcInf, XA is deﬁned on objects
by
XA 
	
X if   A
 otherwise
and on arrows in the obvious way. Similarly, for   Inf deﬁne A

 XA 
Y A by
A


	


if   A


otherwise
It is not difﬁcult to check that this deﬁnes a functor and in fact a colimit preserving
functor.
The denotations of preﬁxing and synchronous product are ﬁrst given in cInf ,
deﬁned from the underlying functions on sequences using a special case of the
free extension 

described in Sec. 2. Using the reﬂection between SpcInf
and cInf we then get the denotations in SpcInf. Since all operators preserve the
property of being a seperated presheaf the reﬂector sp  cInf  SpcInf will act
as the identity. For a  Act, the preﬁxing function on sequences a  Inf

 Inf
simply maps a (possibly empty) sequence  to a. The synchronous product on
sequences,   Inf  Inf  Inf is just the extension of the monoid product to se-
quences, i.e. for    Inf,     , where  is the unique sequence such
that jj  minfjj jjg and 
i
 
i
 
i
. It is easy to see that these mappings
are monotone, and thus functors between partial order categories. By (implicitly)
composing with the embedding y
Inf
 Inf 	
c
Inf, we get functors a  Inf


c
Inf and
  Inf  Inf 
c
Inf .
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Basic operators: For closed terms t, t and t
i
, deﬁne
I
iI
t
i
		  
iI
It
i
		 (4)
Ia  t		  spa

 b
It		
c (5)
It t

		  spIt		

 wIt

		 (6)
ItA		  It		A (7)
where a


d
Inf


c
Inf is precomposed with the lifting functor bc  cInf 	 dInf

deﬁned in Sec. 2 and 



Inf  Inf 
c
Inf is precomposed with the (connected
colimit-preserving [6]) functor w  cInf  cInf  Inf  Inf deﬁned (on objects) by
wXY    X  Y . The semantic functions are extended in the obvi-
ous way to terms t with free variables in a set V , yielding functors
It		
V

Y
xV
Sp
c
Inf  Sp
c
Inf
Since the functors are build up from connected colimit preserving functors it fol-
lows that they themselves preserve connected colimits.
The ﬁrst three deﬁnitions (4)-(6) above only give the denotation up to isomorph-
ism. It is helpful, e.g. in showing correspondence with the operational semantics,
to give an explicit semantics t		 such that t		 

It		. We will just give the action
on objects. We will use tags A, sum and  to indicate clearly how an element
came about, which we will use in proving full abstraction.
tA		 

 eA j   A
 and e  t		

 (8)

iI
t
i
		 

sum i  e j i  I and e  t
i
		

 (9)
a  t		
	
b
t		
c
 if   a
 otherwise
(10)
where we choose to represent bc  cInf 	 dInf

explicitly by
b
X
c 
	
fg if   	
X otherwise
(11)
t

 t

		  f e

  e

 j    Inf     and e

 t

		 and e

 t

		g
(12)
7.2 Semantics of Recursion
For recursion we need to take care. In a “standard” semantics one would take
least ﬁxed points, i.e. initial algebras as the meanings of recursion. However in
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Sp
c
Inf, this would not reﬂect that it is admissible to unfold a recursion inﬁnitely.
An explicit example that illustrates this is given below, showing that the initial
algebra of the functor corresponding to the delay equation given in Sec. 3 will
be the proper denotation of ﬁnite delay and not the delay operator derived using
recursion. The solution is to take ﬁnal co-algebras as the meanings of recursion.
Inﬁnite recursion: For a term t with one free variable x, deﬁne
Irec xt		  It		
i.e. (the object of) a ﬁnal co-algebra of the endofunctor It		  SpcInf  SpcInf.
For this to be well deﬁned, we must show existence of ﬁnal co-algebras for all
functors. We will use Lem. 2.7 given in Sec. 2 to construct ﬁnal co-algebras for
all relevant endofunctors as limits of op-chains. The deﬁnition is then extended
to processes with more than one variable in the usual way as a limit with paramet-
ers [13]. From the explicit deﬁnitions given in Eq. (8)-(12) we can show that all
basic operators preserve op-limits. From the general fact that limits commute with
limits [13] we get that recursion preserves op-limits as well, i.e. if rec xt has free
variables then Irec xt		 preserves op-limits.
Lemma 7.1 Let t be a (possibly open) term of SCCS with free variables in V . If
It		
V

Y
xV
Sp
c
Inf  Sp
c
Inf
(is well deﬁned and) preserves op-limits then
ItA		
V

Y
xV
Sp
c
Inf  Sp
c
Inf
(is well deﬁned and) preserves op-limits, and similarly for sum, preﬁx, synchron-
ous product and recursion.
As for the basic operators, we can give an explicit denotation of recursion
rec xt		


Irec xt		. First we choose an explicit representation of a ﬁnal presheaf
 by deﬁnining   fg. Now we use the explicit deﬁnition of limits in the
category Set to deﬁne
rec xt		 

he

 e

     e
n
    i 
Y
n
t		
n
 j t		
n
 

e
n
 e
n

 (13)
where   t		   is the natural transformation given by 

e   for any
e  t		. We have projections 
n
 rec xt		  t		
n
 and by universality we
get an (explicit) isomorphism 
t
 rec xt		 t		rec xt		, such that
rec xt		


t


n
t		
n

t		rec xt		



t
n

o
o
o
o
o
o
o
o
o
o
o
o
(14)
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commutes for any n  .
We have now given semantics to all operators in SCCS except for ﬁnite delay.
It is worth remarking, that already at this stage it is clear that this semantics will
not (in general) correspond to the operational semantics given in Sec. 6. A simple
example showing this is provided by the (disastrous) term rec xx. According to
the operational semantics, this term denotes the process that cannot perfom any
actions, which is also the process denoted by the empty sum . It is not diffucult to
compute the appropriate limit ﬁnding that Irec xx		 

, i.e. (the) ﬁnal object in
c
Inf , which in no sensible way can be equated to the denotation of the empty sum,
which is the initial object incInf. (Note that this is indeed the result if one constructs
the initial algebra instead).
However, as we will see below, we get the desired correspondence if we restrict
the language to only allow guarded recursion.
7.3 Semantics of Finite Delay
As mentioned above, the denotation of ﬁnite delay comes about as the initial al-
gebra of the functor corresponding to the delay equation.
Finite delay: For a closed term t, deﬁne
It		  I x t		
i.e. (the object of) an initial algebra of the endofunctor I  x  t		  SpcInf 
Sp
c
Inf. This initial algebra exists by Lem. 2.8 since the denotation of preﬁxing
preserves connected colimits and the denotation of sum all colimits. The deﬁnition
is extended to open terms (in which t is not free) as a colimit with parameters.
From the explicit deﬁnition of colimits in Set, we ﬁnd that we can take
t		 

del n 

 e

j n  ,   
n

 and e  bt		c
 (15)
as explicit deﬁnition of ﬁnite delay on objects (again the tag del is used to indicate
clearly that the element arise from the denotation of a ﬁnite delay). For   ,
deﬁne t		 	 by

del n 

 e

 	 
	

del n 

 e 

 

	

if   n

del m 	 

if   m form  n
for n  ,   n and e  bt		c.
To guarantee that the denotation of recursion is still well-deﬁned, we need to
check that the denotations of ﬁnite delay preserve op-limits. This can be done
from the explicit deﬁnition given above.
Lemma 7.2 Let t be a (possibly open) term of SCCS with free variables in V . If
It		
V

Y
xV
Sp
c
Inf  Sp
c
Inf
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(is well deﬁned and) preserves op-limits then
It		
V

Y
xV
Sp
c
Inf  Sp
c
Inf
(is well deﬁned and) preserves op-limits.
This completes the deﬁnition of our denotational semantics of SCCS in the
category of seperated presheaves SpcInf.
7.4 Extended Bisimulation Congruence
From the fact that the denotations (in cInf) of all basic operators are built from con-
nected colimit preserving functors, it follows that they preserve open maps in cInf .
Using the fact that the inclusion of SpcInf incInf is full, together with proposition 5
in [12] we get that this holds in SpcInf as well. It is easy to show from the explicit
deﬁnition that the denotations of ﬁnite delay preserve open maps as well (alternat-
ively one could use the same technique as used in [6] for showing that denotations
of recursions (given by initial algebras) preserve open maps).
Proposition 7.3 Extended bisimulation is a congruence with respect to all basic
operators of SCCS as well as ﬁnite delay.
However, when it comes to recursion we meet a problem: What is the “right”
notion of bisimulation (fromopenmaps) for denotations of open terms, i.e. functors
between presheaf categories? In [6] the notion of open maps is extended to open
natural transformations, being natural transformations for which all components are
open maps. This is shown to be sufﬁcient to garentee that open map bisimulation is
a congruence with respect to the denotations of recursion (given by initial algebras)
in a CCS-like calculus. In [21,3] is suggested a slightly stronger notion of open
maps between (connected) colimit preserving functors between presheaf categories
which themself can be regarded as objects of a presheaf category and thus comes
with a canonical notion of open maps. The second notion requires all functors to
be (connected) colimit preserving functors, which is not known to be the case in
our setting (because of the use of ﬁnal co-algebras). The notion of open natural
transformations could be used, but we have not yet been able to show that it is
sufﬁcient to give the desired congruence property.
7.5 Full Abstraction
Using the representation theorem in Sec. 4 we can express the denotational se-
mantics given above in terms of generalised synchronisation trees, deﬁningD

t 
Elt		. This allows us to relate the denotational semantics directly to the opera-
tional semantics given in Sec. 6 within the category GTS. First of all we will restrict
attention to terms with only guarded recursion. Recall from e.g. [17] that a recur-
sion rec xt is guarded, if all free occurences of x in t is guarded, that is, within a
subterm a  t of t for some action a  Act. Let T
g
refer to the set of all closed terms
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of SCCS with only guarded recursion. We will then show, that if we quotient by
open map bisimulation, the denotational semantics for terms in T
g
is in fact equa-
tionally fully abstract with respect to extended bisimulation. This means that for
any two terms t and t of T
g
, the presheaves t		 and t		 are bisimilar if and only
if the generalised transition systems O

t and O

t

 arising from the operational
semantics are extended bisimilar. As remarked in Sec. 7.2 above, we cannot obtain
this result for all terms of SCCS.
The proof goes by showing that there exists an Inf-open morphism of general-
ised transition systems from D

t to O

t for any term t in T
g
. The details will
appear in the full version.
Proposition 7.4 Let t be a term in T
g
. Then there exists an Inf-open morphism of
generalised transition systems F
t
 D

t O

t.
From the proposition above and Prop. 5.3 and Cor. 5.4 in Sec. 5 we can now
deduce the desired result.
Theorem 7.5 Let t and t be terms in T
g
. Then t		 and t		 are open map bisimilar
if and only if O

t andO

t

 are extended bisimilar.
8 Conclusion and Future Work
This paper has two main contributions. The ﬁrst is a generalisation of the categor-
ical models for concurrency as developed in [22,12,3], providing both a general-
ised transition system and a presheaf model for inﬁnite computations, suitable for
agents with a notion of fairness or inadmissible inﬁnite computations. The gen-
eralised transition systems are instances of those proposed in [8] and the extended
bisimulation given there is shown to coincide with the abstract bisimulation from
span of open maps in our model. The second main contribution is that we give
both an operational semantics and a denotational semantics for SCCS with ﬁnite
delay, representing the notion of inadmissible inﬁnite computations precisely as
given in [16] allowing behaviours to be discriminated up to extended bisimulation.
This notion of bisimulation is a strictly ﬁner, and as argued in the present paper
and in [1], more intuitive, equivalence than the one obtained from the fortiﬁcation
preorder in [16], which except for [1] has been the basis for previous semantics of
SCCS with ﬁnite delay [7,11,10]. Beneﬁtting from the categorical presentation, our
semantics appears to give a conceptually simpler treatment of inﬁnite computations
than the one in [1].
A number of questions remains to be explored. An obvious question is if one
could generalise the ﬁnite delay to a fair recursion as in [10]. Work is in progress
on a notion of open maps between denotations of open terms stronger than the one
in [6], for which open map bisimulation is a congruence with respect to recursion.
We get a characteristic HML-like path logic [12] for extended bisimulation from the
open maps approach, which should be compared to the characteristic logic given
in [8]. Here comes the question about decidability of extended bisimulation. If
one restricts attention to agents for which products and restrictions are disallowed
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within recursions and change the operational semantics according to the remark in
Sec. 6 all agents will be assigned ﬁnite (generalised) transition systems. It would be
interesting to explore if there is any relationship between the present approach and
the more traditional domain theoretical approach to fairness and countable non-
determinism as in e.g. [19]. Finally, we hope to be able to extend the presheaf
model for (ﬁnitary) dataﬂow given in [9] to inﬁnite computations along the lines of
the present paper, giving a model of dataﬂow in which fairness, maybe even fair
merge [18], can be expressed.
Acknowledgements: Thanks to Glynn Winskel, Marcelo Fiore and Prakash
Panangaden for helpful and encouraging discussions.
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A Grothendieck topology for a partial order
Here we give the deﬁnitions from [14] of a Grothendieck topology for a category P
and the sup topology, specialised to the case where P is a partial order. Let P be a
partial order and p  P . Deﬁne p fp  P j p  pg. A sieve S on p is then a
set S 
 p, i.e. a downwards closed set below p.
Deﬁnition A.1 (Grothendieck topology for a partial order) A Grothendieck to-
pology for a partial order P, is a function J which assigns to each object p of P a
set Jp of sieves on p, in such a way that
C1: (maximal sieve) p Jp,
C2: (stability axiom) if S  Jp and q  p then q S  Jq,
C3: (transitivity axiom) if S  Jp and R is any sieve on p such that q R 
Jq for all q  S, then R  Jp.
Assume J is a topology for a partial order P . We will now describe when a presheaf
X  P
op
 Set in bP is a sheaf with respect to J . Assume p is an element of P and
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S  Jp, i.e. a sieve covering p. A matching family for S of elements of X is
a function that assigns to each element q  S an element x
q
 Xq such that
x
q
r q	  x
r
for any r  q. Given such a matching family, an element x  Xp
is an amalgation, if x q p	  x
q
for all q  S. Then X is respectively a separated
presheaf or a sheaf with respect to J if for any object p  P , any matching family
for any sieve S  Jp has respectively at most one or a unique amalgation.
Deﬁnition A.2 (separated presheaves and sheaves) For a partial order P and a
Grothendieck topology J on P, let Sp
J

b
P and Sh
J

b
P be the full subcategories of
b
P induced by respectively the separated presheaves and the sheaves with respect to
J . If the topology J is clear from the context, we will just write respectively SpbP
and ShbP.
For a sequence  in Inf (as deﬁned in Sec. 2), a sieve on  is simply a preﬁx
closed set of sequences below . We only use the sup topology on Inf , which to
each sequence  assigns the set fS j S is a sieve on  and
F
S  g, i.e. of all
sieves that have  as supremum. It is easy to check that this satisfy the conditions
in Def. A.1, and that it works for any partial order. This topology is in fact the
canonical topology for Inf , being the largest topology such that y
Inf
 is a sheaf for
any .
Deﬁnition A.3 (sup topology for Inf) For the partial order Inf , the sup topology
J is given by J  f f j  
f
gg, for   Inf
Note that if  is ﬁnite then J contains just , i.e. the maximal sieve on .
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