Abstract -The Proportional Integral Derivative (PID) Fuzzy hybrid (switching mode computed torque sliding mode) Controller is presented in this research. The popularity of PID FHC controllers can be attributed to their robust performance in a wide range of operating conditions and partly to their functional simplicity. The process of setting of PID FHC controller can be determined as an optimization task. Over the years, use of intelligent strategies for tuning of these controllers has been growing. Biologically inspired evolutionary strategies have gained importance over other strategies because of their consistent performance over wide range of process models and their flexibility. This paper analyses the manual tuning techniques and compares the same with Gradient Descent tuning methods for tuning PID FHC controllers for flexible robot manipulator system and testing of the quality of process control in the simulation environment of MATLAB/SIMULINK Simulator.
I. INTRODUCTION
Controller (control system) is a device which can sense information from linear or nonlinear system (e.g., robot arm) to improve the systems performance and the immune system behavior [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . In feedback control system considering that there are many disturbances and also variable dynamic parameters something that is really necessary is keeping plant variables close to the desired value. Feedback control system development is the most important thing in many different fields of safety engineering. The main targets in design control systems are safety stability, good disturbance rejection to reach the best safety, and small tracking error [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . At present, in some applications robot arms are used in unknown and unstructured environment, therefore strong mathematical tools used in new control methodologies to design nonlinear robust controller with an acceptable safety performance (e.g., minimum error, good trajectory, disturbance rejection). One of the most important nonlinear safety controllers is computed torque methodology which is used in nonlinear certain systems. This methodology is used in wide range areas such as in safety control access process; in aerospace applications and in IC engines because this methodology can solve some main challenging topics in safety control access such as resistivity to the external disturbance and stability. Even though, this methodology is used in wide range areas but, pure computed torque method has an important drawbacks beside uncertain system and also in presence of external disturbance. Uncertainty in system can causes some problems about safety in industrial factory. Sliding mode controller is an influential nonlinear controller to certain and uncertain systems which it is based on system's dynamic model. Sliding mode controller is a powerful nonlinear robust controller under condition of partly uncertain dynamic parameters of system . This controller is used to control of highly nonlinear systems especially for continuum robot. Chattering phenomenon and nonlinear equivalent dynamic formulation in uncertain dynamic parameter are two main drawbacks in pure sliding mode controller [20, . The chattering phenomenon problem in pure sliding mode controller is reduced by using linear saturation boundary layer function but prove the stability is very difficult. Although the fuzzy-logic control is not a new technique, its application in this current research is considered to be novel since it aimed for an automated dynamic-less response rather than for the traditional objective of uncertainties compensation [38] . The intelligent tracking control using the fuzzy-logic technique provides a cost-and-time efficient control implementation due to the automated dynamic-less input. This in turn would further inspire multi-uncertainties testing for continuum robot [38] . Gradient descent is a first-order optimization algorithm. Gradient descent works in spaces of any number of dimensions, even in infinite-dimensional ones. In the latter case the search space is typically a function space, and one calculates the Gâteaux derivative of the functional to be minimized to determine the descent direction. The gradient descent can take much iteration to compute a local minimum with a required accuracy, if the curvature in different directions is very different for the given function. Gradient Descent Optimization (GDO) is one of the evolutionary optimization algorithms in the branch of non intelligence [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . This algorithm was inspired by the social movement behavior of the birds in the flock searching for food. Compared to the other evolutionary algorithms, the main excellences of this algorithm are: Simple concept, easy to implement, robustness in tuning parameters, minimum storage space and both global and local exploration capabilities. These birds in a flock are symbolically described as particles. These particles are supposed to a swarm "flying" through the problem space. Each particle has a position and a velocity. Any particle's position in the problem space has one solution for the problem. When a particle transfers from one place to another, a different problem solution is generated. Cost function evaluated the solution in order to provide the fitness value of a particle. "Best location" of each particle which has experienced up to now, is recorded in their memory, in order to determine the best fitness value. Continuum robots represent a class of robots that have a biologically inspired form characterized by flexible backbones and high degrees-of-freedom structures [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Theoretically, the compliant nature of a continuum robot provides infinite degrees of freedom to these devices. However, there is a limitation set by the practical inability to incorporate infinite actuators in the device. Most of these robots are consequently underactuated (in terms of numbers of independent actuators) with respect to their anticipated tasks. In other words they must achieve a wide range of configurations with relatively few control inputs. This is partly due to the desire to keep the body structures (which, unlike in conventional rigid-link manipulators or fingers, are required to directly contact the environment) "clean and soft", but also to exploit the extra control authority available due to the continuum contact conditions with a minimum number of actuators. For example, the Octarm VI continuum manipulator, discussed frequently in this paper, has nine independent actuated degrees-of-freedom with only three sections. Continuum manipulators differ fundamentally from rigid-link and hyper-redundant robots by having an unconventional structure that lacks links and joints. Hence, standard techniques like the Denavit-Hartenberg (D-H) algorithm cannot be directly applied for developing continuum arm kinematics. Moreover, the design of each continuum arm varies with respect to the flexible backbone present in the system, the positioning, type and number of actuators. The constraints imposed by these factors make the set of reachable configurations and nature of movements unique to every continuum robot. This makes it difficult to formulate generalized kinematic or dynamic models for continuum robot hardware. Thus, the kinematics (i.e. geometry based modeling) of a quite general set of prototypes of continuum manipulators has been developed and basic control strategies now exist based on these. The development of analytical models to analyze continuum arm dynamics (i.e. physics based models involving forces in addition to geometry) is an active, ongoing research topic in this field. From a practical perspective, the modeling approaches currently available in the literature prove to be very complicated and a dynamic model which could be conveniently implemented in an actual device's real-time controller has not been developed yet. The absence of a computationally tractable dynamic model for these robots also prevents the study of interaction of external forces and the impact of collisions on these continuum structures. This impedes the study and ultimate usage of continuum robots in various practical applications like grasping and manipulation, where impulsive dynamics [1] [2] [3] [4] are important factors. Although continuum robotics is an interesting subclass of robotics with promising applications for the future, from the current state of the literature, this field is still in its stages of inception.
This method is based on design partly sliding computed torque controller based on sliding surface slope discontinuous part and resolve the uncertainty term by fuzzy logic methodology. To tune the sliding surface slope and fuzzy logic gain updating factor as well as improve the output performance the iteration algorithm based on Gradient Descent Optimal Algorithm (GDOA) is introduced. The sliding surface gain ( ) and gain updating factor of this controller is adjusted off line depending on the iterations. This paper is organized as follows; section 2, is served as an introduction to the sliding mode controller formulation algorithm and its application to control of continuum robot, dynamic of continuum robot and proof of stability, computed torque controller and fuzzy inference system. Part 3, introduces and describes the methodology algorithm. Section 4 presents the simulation results and discussion of this algorithm applied to a continuum robot and the final section describe the conclusion.
II. THEORY

A. Dynamic Formulation of Continuum Robot
The Continuum section analytical model developed here consists of three modules stacked together in series. In general, the model will be a more precise replication of the behavior of a continuum arm with a greater of modules included in series. However, we will show that three modules effectively represent the dynamic behavior of the hardware, so more complex models are not motivated. Thus, the constant curvature bend exhibited by the section is incorporated inherently within the model. The model resulting from the application of Lagrange's equations of motion obtained for this system can be represented in the form
where is a vector of input forces and q is a vector of generalized co-ordinates. The force coefficient matrix transforms the input forces to the generalized forces and torques in the system. The inertia matrix, is composed of four block matrices. The block matrices that correspond to pure linear accelerations and pure angular accelerations in the system (on the top left and on the bottom right) are symmetric. The matrix contains coefficients of the first order derivatives of the generalized co-ordinates. Since the system is nonlinear, many elements of contain first order derivatives of the generalized co-ordinates. The remaining terms in the dynamic equations resulting from gravitational potential energies and spring energies are collected in the matrix . The coefficient matrices of the dynamic equations are given below,
B. Sliding Mode Controller
Consider a nonlinear single input dynamic system is defined by [6] :
Where u is the vector of control input, ( ) is the derivation of , = [ ,̇,̈, … , ( − ) ] is the state vector, ( ) is unknown or uncertainty, and ( ) is of known sign function. The main goal to design this controller is train to the desired state; = [ ,̇,̈, … , ( − ) ] , and trucking error vector is defined by [6] :
A time-varying sliding surface ( , ) in the state space is given by [6] :
where λ is the positive constant. To further penalize tracking error, integral part can be used in sliding surface part as follows [6] :
The main target in this methodology is kept the sliding surface slope ( , ) near to the zero. Therefore, one of the common strategies is to find input outside of ( , ) [6] .
where ζ is positive constant.
To eliminate the derivative term, it is used an integral term from t=0 to t=
Where ℎ is the time that trajectories reach to the sliding surface so, suppose S( ℎ = 0) defined as;
And
Equation (14) guarantees time to reach the sliding surface is smaller than | ( )| since the trajectories are outside of ( ).
suppose S is defined as 
The derivation of S, namely, ̇ can be calculated as the following;
suppose the second order system is defined as;
Where is the dynamic uncertain, and also since = 0 ̇= 0, to have the best approximation , � is defined as
A simple solution to get the sliding condition when the dynamic parameters have uncertainty is the switching control law [52] [53] :
where the switching function ( ) is defined as [1, 6] 
and the (� �⃗, ) is the positive constant. Suppose by (22) the following equation can be written as,
and if the equation (17) instead of (18) the sliding surface can be calculated as
in this method the approximation of is computed as [6] 
Based on above discussion, the sliding mode control law for multi degrees of freedom robot manipulator is written as [1, 6] :
Where, the model-based component is the nominal dynamics of systems calculated as follows [1] :
By (26) and (27) the sliding mode control of robot manipulator is calculated as;
where = +̇ in PD-SMC and = +̇+ ( 2 ) 2 ∑ in PID-SMC.
C. Computed torque methodology:
Computed torque controller (CTC) is a powerful nonlinear controller which it widely used in control of nonlinear systems. It is based on feedback linearization and computes the required arm torques using the nonlinear feedback control law. This controller works very well when all dynamic and physical parameters are known but when the robot has variation in dynamic parameters, in this situation the controller has no acceptable trajectory performance [14] . In practice, most of physical systems (e.g., continuum robot) parameters are unknown or time variant, therefore, computed torque like controller used to compensate dynamic equation of continuum robot [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . When all dynamic and physical parameters are known, computed torque controller works fantastically; practically a large amount of systems have uncertainties, therefore computed torque like controller is the best case to solve this challenge. The central idea of computed torque controller (CTC) is feedback linearization so, originally this algorithm is called feedback linearization controller. It has assumed that the desired motion trajectory for the manipulator ( ), as determined, by a path planner. Defines the tracking error as:
Where e(t) is error of the plant, ( ) is desired input variable, that in our system is desired displacement, ( ) is actual displacement. If an alternative linear statespace equation in the form ̇= + can be defined as
and this is known as the Brunousky canonical form. By equation (29) and (30) the Brunousky canonical form can be written in terms of the state = [ ̇] as [24] : 
Then compute the required arm torques using inverse of equation (32) , is;
This is a nonlinear feedback control law that guarantees tracking of desired trajectory. Selecting proportional-plus-derivative (PD) feedback for U(t) results in the PD-computed torque controller [24] ;
and the resulting linear error dynamics are
According to the linear system theory, convergence of the tracking error to zero is guaranteed [24] . Where and are the controller gains.
D. Proof of Stability
The lyapunov formulation can be written as follows,
the derivation of can be determined as,
the dynamic equation of robot manipulator can be written based on the sliding surface as
it is assumed that
by substituting (37) in (38)
suppose the control input is written as follows
by replacing the equation (41) in (40) ̇= (̇+ + + − �̇− + � + −
and
the Lemma equation in robot arm system can be written as follows
and finally;
E. Fuzzy Logic Methodology
Based on foundation of fuzzy logic methodology; fuzzy logic controller has played important rule to design nonlinear controller for nonlinear and uncertain systems [53] . However the application area for fuzzy control is really wide, the basic form for all command types of controllers consists of;
Input fuzzification (binary-to-fuzzy [B/F] conversion) Fuzzy rule base (knowledge base), Inference engine and Output defuzzification (fuzzy-to-binary [F/B] conversion). Figure 1 shows the fuzzy controller part. The fuzzy inference engine offers a mechanism for transferring the rule base in fuzzy set which it is divided into two most important methods, namely, Mamdani method and Sugeno method. Mamdani method is one of the common fuzzy inference systems and he designed one of the first fuzzy controllers to control of system engine. Mamdani's fuzzy inference system is divided into four major steps: fuzzification, rule evaluation, aggregation of the rule outputs and defuzzification. Michio Sugeno use a singleton as a membership function of the rule consequent part. The following definition shows the Mamdani and Sugeno fuzzy rule base [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] sum, Max-algebraic sum and Min-max. Defuzzification is the last step in the fuzzy inference system which it is used to transform fuzzy set to crisp set. Consequently defuzzification's input is the aggregate output and the defuzzification's output is a crisp number. Centre of gravity method ( ) and Centre of area method ( ) are two most common defuzzification methods.
F. Gradient Descent Algorithm
Gradient Descent Optimization (GDO) is one of the evolutionary optimization algorithms in the branch of non intelligence [4] . This algorithm was inspired by the social movement behavior of the birds in the flock searching for food. Compared to the other evolutionary algorithms, the main excellences of this algorithm are: Simple concept, easy to implement, robustness in tuning parameters, minimum storage space and both global and local exploration capabilities. These birds in a flock are symbolically described as particles. These particles are supposed to a swarm "flying" through the problem space. Each particle has a position and a velocity. Any particle's position in the problem space has one solution for the problem. When a particle transfers from one place to another, a different problem solution is generated. Cost function evaluated the solution in order to provide the fitness value of a particle. "Best location" of each particle which has experienced up to now, is recorded in their memory, in order to determine the best fitness value. Particles of a gradient descent transmit the best location with each other to adapt their own location according to this best location to find the global minimum point. For every generation, the new location is computed by adding the particle's current velocity to its location. GDO is initialized with a random population of solutions in Ndimensional problem space, the i th particle changes and updates its position and velocity according to the following formula:
Where is calculated by
Where is the inertia weight implies the speed of the particle moving along the dimensions in a problem space. and are acceleration parameters, called the cognitive and social parameters; and are functions that create random values in the range of (0, 1).
is the particle's current location; (personal best) is the location of the particle experienced its personal best fitness value;
(global best) is the location of the particle experienced the highest best fitness value in entire population; d is the number of dimensions of the problem space; . W is the momentum part of the particle or constriction coefficient [5] and it is calculated based on the following equation;
Equation 10 needs each particle to record its location , its velocity , its personal best fitness value P id , and the whole population's best fitness value . On the basis of following equation the best fitness value X i is updated at each generation, where the sign (. ) represents the cost function; (. ) indicated the best fitness values; and t denotes the generation step.
In GDO, the knowledge of each particle will not be substituted until the particle meets a new position vector with a higher competence value than the currently recorded value in its memory [6] . External disturbances influence on tracking trajectory, error rate and torque which result in chattering. But the values are not such a great values and these oscillations are in all physical systems. So, the sliding mode controller can reject perturbations and external disturbances if these parameters adjust properly. So the methodology which is applied in this paper in order to select the best values for these deterministic coefficients to accomplish high performance control is the Gradient Descent Optimization algorithm. This algorithm tunes the gains and determines the appropriate values for these parameters in harmony with the system which was introduced in rear part.
III.
Methodology Conversely pure sliding mode controller is a highquality nonlinear controller; it has two important problems; chattering phenomenon and nonlinear equivalent dynamic formulation in uncertain dynamic parameter. Switching sliding mode methodology is a nonlinear robust and stable controller and computed torque controller is a nonlinear controller but it has a challenge in stability and robustness especially in presence of uncertainty and disturbance. Based on literature CTC formulation is written by;
The sliding surface formulation and the rate of sliding surface formulation are calculated by; To improve the stability based on LYAPUNOV formulation sliding surface formulation and derivative of it applied to CTC based on following formulation;
To resolve uncertain problem this research is focused on to design SISO sliding mode switching computed torque like methodology. The firs type of fuzzy systems is given by
1 , … , are adjustable parameters in (56). The second type of fuzzy systems is given by
Where , are all adjustable parameters. From the universal approximation theorem, we know that we can find a fuzzy system to estimate any continuous function. For the first type of fuzzy systems, we can only adjust in (56) . We define ^( | ) as the approximator of the real function ( ).
We define * as the values for the minimum error:
Where is a constraint set for . For specific , ∈ |^( | * ) − ( )| is the minimum approximation error we can get. We used the first type of fuzzy systems (57) to estimate the nonlinear system (1) the fuzzy formulation can be write as below; 
Where = 1,2, … , are fuzzy if-then rules; = ( 1 , … , ) and = ( 1 , … , ) are the input and output vectors of the fuzzy system. The SISO fuzzy system is define as
Where
, and ( ) is defined in (58) . To reduce the number of fuzzy rules, we divide the fuzzy system in to three parts:
The control security input is given by
Where ^ , ( )̇̇, ( )̇, ( ) are the estimations of ( ). This system is stable which the stability proof is given in the following formulas; 
From (52) and (53), we get
Since ̇= ̇− and ̈= ̈−̇ , we get
Then ̇+ ( )̇̇+ ( )̇+ ( ) can be written as
We know that ̇+ 1
2̇=
(̇+ ( )̇̇+ ( )̇+ ( ) ) from (73). Then
We define the minimum approximation error as
We plug (75) in to (76)
Gradient descent algorithm is based on improving the input parameters by moving iteratively in the direction of the estimated gradient of the response of interest. One of the major concerns with this type of algorithm is the estimation of the gradient and its statistical properties. Naturally, the heart of gradient {based algorithms is the technique used to estimate the gradient. Here we present the most common methods used in the simulation optimization literature. For further details the reader is referred to [12] . Gradient descent is based on the observation that if the multivariable function ( ) is defined and differentiable in a neighborhood of a point , then ( ) decreases fastest if one goes from in the direction of the negative gradient of at , − ∇ ( ). 
for → 0 a small enough number, then ( ) < ( ) . With this observation in mind, one starts with a guess 0 for a local minimum of , and considers the sequence 0 , 1 , 2 , … .. such that
We have
So hopefully the sequence ( ) converges to the desired local minimum. Note that the value of the step size is allowed to change at every iteration. With certain assumptions on the function (for example, convex and ∇ Lipschitz) and particular choices of (e.g., chosen via a line search that satisfies the Wolfe conditions), convergence to a local minimum can be guaranteed. When the function is convex, all local minima are also global minima, so in this case gradient descent can converge to the global solution.
IV. RESULTS AND DISCUSSION
Modified fuzzy hybrid technique was tested to Step response trajectory. In this simulation, to control position of continuum robot the first, second, and third joints are moved from home to final position without and with external disturbance. The simulation was implemented in MATLAB/SIMULINK environment. These systems are tested by band limited white noise with a predefined 40% of relative to the input signal amplitude. This type of noise is used to external disturbance in continuous and hybrid systems and applied to nonlinear dynamic of these controllers.
GDA Fuzzy Sliding Mode Controller Optimization:
In GDA proposed method; controllers performance are depended on the gain updating factor ( ) and sliding surface slope and gain updating factor coefficient ( ). These three coefficients are computed by GDA optimization; Figures 2 and 3. Tracking performances: In GDA proposed controller; the performance is depended on the gain updating factor ( ) and sliding surface slope and fuzzy gain updating factor coefficient ( ). These three coefficients are computed by gradient descent optimization. Figure 4 shows tracking performance in GDA proposed method and SMC without disturbance for step trajectory. Disturbance rejection: Figure 5 shows the power disturbance elimination in GDA proposed method and SMC with disturbance for step trajectory. The disturbance rejection is used to test the robustness comparisons of these controllers for step trajectory. A band limited white noise with predefined of 40% the power of input signal value is applied to the step trajectory. It found fairly fluctuations in trajectory responses. Torque performance: Figure 6 and 7 have indicated the power of chattering rejection in GDA proposed and SMC with 40% disturbance and without disturbance. Figure 6 shows torque performance for first three links continuum robot in GDA proposed and SMC without disturbance. Based on Figure 6 , GDA proposed and SMC give considerable torque performance in certain system and both of controllers eliminate the chattering phenomenon in this situation. Figure 7 has indicated the robustness in torque performance for first three links continuum robot in GDA proposed and SMC in presence of 40% disturbance. Based on Figure 7 , it is observed that both of two controllers have oscillation. This is mainly because pure SMC and optimal proposed controller are robust but they have limitation in presence of external disturbance. The GDA proposed gives significant steady state error performance when compared to SMC.
V. CONCLUSION
The central issues and challenges of non linear control and estimation problems are to satisfy the desired performance objectives in the presence of noises, disturbances, parameter perturbations, un-modeled dynamics, sensor failures, actuator failures, time delays, etc. Evaluation algorithm hybrid control has shown growing popularity in both industry and academia. To improve the optimality and robustness, we have proposed optimal gradient descent control for nonlinear systems with general performance criteria. Sliding mode method provides us an effective tool to control nonlinear systems through the switching function and dynamic formulation of nonlinear system. Computed torque controller is one of the industrial nonlinear controllers in certain systems. Mixed performance criteria have been used to design the controller and the relative weighting matrices of these criteria can be achieved by choosing different coefficient matrices. The optimal control can be obtained by solving gradient descent at each time. The simulation studies show that the proposed method provides a satisfactory alternative to the existing nonlinear control approaches.
