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On weighted strong type inequalities for the
generalized weighted mean operator
Ondrej HUTNI´K1
Abstract. The generalized weighted mean operator Mgw is given by
[Mgwf ](x) = g
−1
(
1
W (x)
∫
x
0
w(t)g(f(t)) dt
)
,
with
W (x) =
∫
x
0
w(s) ds, for x ∈ (0,+∞),
where w is a positive measurable function on (0,+∞) and g is a real continuous
strictly monotone function with its inverse g−1. We give some sufficient conditions
on weights u, v on (0,+∞) for which there exists a positive constant C such that the
weighted strong type (p, q) inequality
(∫
∞
0
u(x)
(
[Mgwf ](x)
)
q
dx
) 1
q
≤ C
(∫
∞
0
v(x)f(x)p dx
) 1
p
holds for every measurable non-negative function f , where the positive reals p, q
satisfy certain restrictions.
1 Introduction and preliminaries
In recent years the topic of Hardy type inequalities and their applications seem to have grown
more and more popular. Although Hardy’s original result is dated to the 1920’s, some new
versions are stated and old ones are still being improved almost a century later. One of the
reasons of popularity of Hardy type inequalities are their usefulness in various applications.
Hardy’s original result was discovered in the course of attempts to simplify the proofs of the
well-known Hilbert’s theorem, see the historical part of [10] (cf. also [11]). Hardy published
his result in 1925 in paper [2] in the following form:
If p ∈ (1,+∞) and f is a non-negative function, then∫
∞
0
(
[Hf ](x)
)p
dx ≤
(
p
p− 1
)p ∫ ∞
0
f(x)p dx, (1.1)
where H denotes the usual Hardy’s averaging operator
[Hf ](x) :=
1
x
∫ x
0
f(t) dt, x > 0. (1.2)
The dramatic period of research until Hardy finally proved this result was described by Kufner
et al. in [10]. Afterwards Hardy proved this inequality for sequences, for functions on the
half line, and for functions in Lebesgue spaces with power weights. From the early 1970’s
onward a great many related results were established under the general heading of Hardy type
inequalities, and a number of papers have been published providing new proofs, improvements,
refinements, generalizations and many applications, see e.g. [4], [5], [7], [18], and [20] to mention
a few. Concerning the history and development of inequality (1.1) we refer the interested reader
to the books [11] and [1], [12] devoted to this subject from different viewpoints.
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It is also well-known that the classical Po´lya-Knopp’s inequality, cf. [3],∫
∞
0
[Gf ](x) dx ≤ e
∫
∞
0
f(x) dx, (1.3)
where G denotes the geometric mean operator defined as
[Gf ](x) := exp
(
1
x
∫ x
0
ln f(t) dt
)
, x > 0, (1.4)
may be derived as a limiting case of the Hardy’s inequality (1.1) by changing f → f 1p and
tending p→∞, i.e.,
lim
p→∞
(
[Hf
1
p ](x)
)p
= [Gf ](x), and lim
p→∞
(
p
p− 1
)p
= e.
In this note we propose the following general mean type inequality problem: Let p > 0,
0 < q < +∞, and
W (x) :=
∫ x
0
w(s) ds, for x ∈ (0,+∞), (1.5)
where w is a positive measurable function on (0,+∞). Find necessary and/or sufficient conditions
on the positive measurable functions u, v (weights) and establish a class of functions g (a real
continuous and strictly monotone function with its inverse g−1) so that the following general mean
type inequality(∫
∞
0
u(x)
(
[Mgwf ](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
v(x)f(x)p dx
) 1
p
, f ≥ 0, (1.6)
holds for a positive finite constant C, where
[Mgwf ](x) := g
−1
(
1
W (x)
∫ x
0
w(t)g(f(t)) dt
)
(1.7)
is the generalized weighted mean operator. In the case of constant weight w we also denote the
generalized (non-weighted) mean operator as
[Mgf ](x) = g−1
(
1
x
∫ x
0
g(f(t)) dt
)
. (1.8)
It may be seen that the inequality (1.6) is a natural generalization of Hardy’s inequality. In
particular, in the case g−1(x) = x the operatorMgw reduces to the weighted Hardy’s averaging
operator Hw and we have the weighted version of Hardy’s inequality (1.1). Putting g
−1(x) =
exp(x) we get the weighted geometric mean operatorMgw =Gw and the related weighted form
of Po´lya-Knopp’s inequality (1.3). Note that the integral operator Mgw also generalizes the
harmonic mean operator, cf. [17], the power mean operator, cf. [7], and some other integral
operators.
This paper consists of several observations (rather than solutions!) on the stated general
problem providing certain sufficient conditions for validity of inequality (1.6). First, we will
state some preliminary results and prove an equivalency relation between two versions of the
general mean type inequality for the generalized weighted mean operator Mgw and its non-
weighted variantMg. Since such a reduction is possible, in the last two sections we study only
inequalities involving the integral operator (1.8) instead of (1.7). Using certain known methods
we give some sufficient conditions for the inequality (1.6) to be valid.
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2 First observation: Jensen’s inequality in action
Jensen’s inequality plays an important role when studying some inequalities among different
means and operators. In our notation it has the following formulation.
Lemma 2.1 (Jensen’s Inequality). Let w, f be two non-negative integrable functions on (0,+∞)
such that a < f(x) < b for all x ∈ (0,+∞), where −∞ ≤ a < b ≤ +∞.
(i) If g is a convex function on (a, b), then g
(
[Hwf ](x)
) ≤ [Hwg ◦ f ](x).
(ii) If g is a concave function on (a, b), then [Hwg ◦ f ](x) ≤ g
(
[Hwf ](x)
)
.
As a direct consequence of Jensen’s inequality we obtain the following useful result. Its proof
is easy and therefore omitted.
Corollary 2.2. Let w, f be two non-negative integrable functions on (0,+∞) such that a <
f(x) < b for all x ∈ (0,+∞), where −∞ ≤ a < b ≤ +∞.
(i) If g is a convex increasing or concave decreasing function on (a, b), then [Hwf ](x) ≤
[Mgwf ](x).
(ii) If g is a convex decreasing or concave increasing function on (a, b), then [Mgwf ](x) ≤
[Hwf ](x).
Immediately, a simple consequence is the following result.
Theorem 2.3. Let u be a weight function on (0,+∞) and let w(x) ≥ 0 for each x ∈ (0,+∞).
Assume that w(t)u(x)W (x) is locally integrable on (0,+∞) for each fixed t ∈ (0,+∞), and define the
function v by
v(t) = w(t)
∫
∞
t
u(x)
W (x)
dx < +∞, t ∈ (0,+∞).
If g : (0,+∞) → (a, b), where −∞ ≤ a < b ≤ +∞, is either convex decreasing or concave
increasing, then ∫
∞
0
u(x)[Mgwf ](x) dx ≤
∫
∞
0
v(x)f(x) dx,
for all f such that a < f(x) < b with x ∈ [0,+∞).
Proof. By Corollary 2.2 we get∫
∞
0
u(x)[Mgwf ](x) dx ≤
∫
∞
0
u(x)[Hwf ](x) dx.
Applying Fubini’s theorem we find that∫
∞
0
u(x)[Hwf ](x) dx =
∫
∞
0
f(t)
(
w(t)
∫
∞
t
1
W (x)
u(x) dx
)
dt
=
∫
∞
0
v(x)f(x) dx.
Hence the result.
For the special case w(t) ≡ 1 we have
Corollary 2.4. Let u be a weight function on (0,+∞) and let v be defined as
v(t) = t
∫
∞
t
u(x)
dx
x
, t ∈ (0,+∞).
If g : (0,+∞) → (a, b), where −∞ ≤ a < b ≤ +∞, is either convex decreasing or concave
increasing, then ∫
∞
0
u(x)[Mgf ](x) dx ≤
∫
∞
0
v(x)f(x) dx, (2.1)
for all f such that a < f(x) < b with x ∈ [0,+∞).
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Remark 2.5. The anonymous referee has pointed out that the result of Corollary 2.4 is known
even in a much more general form. For instance, in [13, Theorem 2.6] the case with a general
kernel k : Ω1×Ω2 → R, where (Ω1, µ1), (Ω,µ2) are measure spaces with σ-finite measures, and
the integral operator
[Akf ](x) :=
1
K(x)
∫
Ω2
k(x, y)f(y) dµ2(y),
with K(x) :=
∫
Ω2
k(x, y) dµ2(y), x ∈ Ω1, is considered. Then the Hardy type inequality∫
Ω1
u(x)Φ
(
[Akh](x)
)
dµ1(x) ≤
∫
Ω2
v(y)Φ(f(y)) dµ2(y)
is proved therein under some natural conditions on weights u, v and convexity of Φ. For further
details and similar results of this type we refer to paper [14]. Indeed, under the conditions of
Corollary 2.4 the inequality (2.1) is equivalent to∫
∞
0
u(x)Φ
(
[Hh](x)
)
dx
x
≤
∫
∞
0
v(x)Φ(f(x))
dx
x
,
when replacing g ◦ f by h, g−1 by Φ, u(x) by u(x)x and v(x) by v(x)x , which corresponds to the
”weighted” analog of Hardy-Knopp type inequality, cf. [9].
Example. Choosing the function g(x) = lnx and replacing f by fp with p > 0 in (2.1) we get
the following Po´lya-Knopp type inequality∫
∞
0
u(x)
(
[Gf ](x)
)p
dx ≤
∫
∞
0
v(x)f(x)p dx,
where u and v are defined as in Corollary 2.4.
3 Second observation: the reduction lemma
If we want to consider the general mean type inequality (1.6) with weights we propose to reduce
the weighted operator Mgw into its non-weighted variant M
g, and then solve this inequality in
a reduced form.
Lemma 3.1. Let 0 < p and q < +∞. Let u and v be two weight functions on (0,+∞), f
be a positive function on (0,+∞) and g be a real continuous and strictly monotone function.
Moreover, let w be a strictly positive function on (0,+∞) and W be defined as in (1.5) such
that W (+∞) = +∞. Then the inequality(∫
∞
0
u(x)
(
[Mgwf ](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
v(x)f(x)p dx
) 1
p
(3.1)
holds if and only if the inequality(∫
∞
0
U(x)
(
[Mgf ](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
V (x)f(x)p dx
) 1
p
(3.2)
holds with the same positive finite constant C and weights
U(x) :=
u
(
W−1(x)
)
W ′ (W−1(x))
, V (x) :=
v
(
W−1(x)
)
W ′ (W−1(x))
. (3.3)
Proof. Considering the generalized mean operators (1.7) and (1.8), we have that
[Mgwf ](x) = [M
gh](W (x)),
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where h(y) = f
(
W−1(y)
)
. Now, the inequality (3.1) reads(∫
∞
0
u(x)
(
[Mgh](W (x))
)q
dx
) 1
q
≤ C
(∫
∞
0
v(x)
(
h(W (x))
)p
dx
) 1
p
.
Using the substitution y =W (x) the last inequality is equivalent to (3.2).
Remark 3.2. Lemma 3.1 was used for the first time in paper [7] in the context of the weighted
Po´lya-Knopp’s inequality, i.e., g−1(x) = exp(x). In principle, lemma says that the inequal-
ity (3.1) is not more general than the inequality (3.2). Also, for the case when w is a continuous
and strictly positive function, then the inequalities of the type (3.1) may be obtained by only
studying the basic inequality (3.2). So for this reason we will study some inequalities related
to the inequality (3.2) only.
Example. (cf. [21]) Let 0 < p ≤ q < +∞, λ > 0, and u(x) = xr, v(x) = xs, where r, s ∈ R
such that r+1q =
s+1
p . When g
−1(x) = exp(x) and w(t) = tλ−1, we have the Cochran-Lee type
inequality, cf. [7] and [8],(∫
∞
0
xr
[
exp
(
λ
xλ
∫ x
0
tλ−1 ln f(t) dt
)]q
dx
) 1
q
≤ C
(∫
∞
0
xsf(x)p dx
) 1
p
,
for a positive finite constant C. According to the reduction lemma and notation (1.4) this
inequality is equivalent to(∫
∞
0
U(x)
(
[Gh](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
V (x)h(x)p dx
) 1
p
,
where
h(x) = f
(
(λx)
1
λ
)
, U(x) = (λx)
r+1
λ
−1, V (x) = (λx)
s+1
λ
−1,
which may be rewritten to the form(∫
∞
0
(λx)
r+1
λ
−1
(
[Gh](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
(λx)
s+1
λ
−1h(x)p dx
) 1
p
.
4 Third observation: Levinson’s approach
As already mentioned, an elementary approach to the stated problem consists of using the
notion of convexity. Indeed, according to Corollary 2.2 we have that if g is a convex decreasing
or concave increasing function, then
[Mgwf ](x) ≤ [Hwf ](x)
for all admissible functions f on (0,+∞). Then sufficient conditions for the weighted Hardy’s
inequality (for which the problem is solved by many authors) are also sufficient for the inequal-
ity (1.6) to hold. However, this is quite a rough approach.
Note that if g is a strictly monotone function then replacing g−1 by ϕ and g(f) by h and
using Lemma 3.1, the inequality (1.6) may be rewritten as follows:(∫
∞
0
U(x)
(
ϕ([Hh](x))
)q
dx
) 1
q
≤ C
(∫
∞
0
V (x)
(
ϕ(h(x))
)p) 1p
, (4.1)
where U(x), V (x) are given in (3.3) for w a strictly positive function on (0,+∞). Clearly, if g
is either a convex decreasing or concave increasing function, then ϕ is a convex function.
The inequality (4.1) is in fact the weighted extension of Levinson’s modular inequality
which was studied in non-weighted form for N -functions in [15]. Its weighted form for the case
p = q = 1 was proved by Hans P. Heinig in [6]. In this section we will study the inequality (4.1)
in a general case for 1 < p ≤ q < +∞ and we will prove some of its modifications. For this
purpose we will consider the following classes of functions, cf. [15].
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Definition 4.1. A function ϕ : (a, b)→ (0,+∞), where 0 ≤ a < b ≤ +∞, belongs to the class
Φr, r > 1, if
ϕ(x)ϕ′′(x) ≥
(
1− 1
r
)
[ϕ′(x)]
2
holds for all x > 0. If r = +∞, we write Φ∞ = Φ.
The usual examples of functions belonging to the class Φ are the Euler Gamma function Γ
as well as functions ϕ1(x) = x
−a for a > 0, and ϕ2(x) = e
xb for b ≥ 1. The inclusion Φ ⊂ Φr
is strict, because when choosing ϕ(x) = xs for s ≥ r, then ϕ ∈ Φr \Φ. Thus, ϕ1 and ϕ2 are in
the class Φr for each r > 1. However, for b ∈ (0, 1) we have ϕ2 /∈ Φr for any r > 1.
It is also easy to verify that for r > 1 when ϕ ∈ Φr the function ψ = ϕ 1r is convex, whereas
for ϕ ∈ Φ the function ψ = lnϕ is convex. This enables us to state the following theorem
which is a generalization of the weighted extension of Levinson’s result [15]. Observe that the
well-known weight condition of Muckenhoupt, cf. [16], is used here.
Theorem 4.2. Let 1 < p ≤ q < +∞, and p′ := pp−1 .
(a) If ϕ ∈ Φq and
sup
τ>0
(∫
∞
τ
U(x)
xq
dx
) 1
q
(∫ τ
0
V (x)1−p
′
) 1
p′
< +∞, (4.2)
then (∫
∞
0
U(x)ϕ([Hh](x)) dx
) 1
q
≤ C
(∫
∞
0
V (x)ϕ(h(x)) dx
) 1
p
. (4.3)
(b) Let s > 0, and ϕ ∈ Φ. If
V (x) = xλ
∫
∞
x
U(t)
tλ+1
dt, for λ > 0,
then ∫
∞
0
U(x)
(
ϕ([Hh](x))
)s
dx ≤ C
∫
∞
0
V (x)
(
ϕ(h(x))
)s
dx
with constant C = eλ.
Proof. First we prove the part (a). Since ψ = ϕ
1
q is convex, then by Jensen’s inequality we
have (∫
∞
0
U(x)ϕ([Hh](x)) dx
) 1
q
=
(∫
∞
0
U(x)
(
ψ([Hh](x)
)q
dx
) 1
q
≤
(∫
∞
0
U(x)
(
[Hψ(h)](x)
)q
dx
) 1
q
.
By the well-known Muckenhoupt’s weight condition (4.2) we obtain(∫
∞
0
U(x)
(
[Hψ(h)](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
V (x)
(
ψ(h(x))
)p
dx
) 1
p
. (4.4)
For 1 < p ≤ q < +∞ and ϕ ∈ Φq we have ϕ ∈ Φp, because
ϕ(x)ϕ′′(x) ≥
(
1− 1
q
)
[ϕ′(x)]
2 ≥
(
1− 1
p
)
[ϕ′(x)]
2
holds for all x > 0. Therefore ψ(h)p = ϕ(h) and the inequality (4.3) is proved.
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For part (b) we apply Jensen’s inequality for the convex function ψ = lnϕ to get∫
∞
0
U(x)
(
ϕ([Hh](x))
)s
dx =
∫
∞
0
U(x)
[
exp
(
ψ([Hh](x))
)]s
dx
≤
∫
∞
0
U(x)
[
exp
(
[Hψ(h)](x)
)]s
dx
=
∫
∞
0
U(x)
(
[Gϕ(h)](x)
)s
dx.
Using the fact [Gf ]s = [Gf s] and substitution t = xy, we have∫
∞
0
U(x)
(
[Gϕ(h)](x)
)s
dx =
∫
∞
0
U(x)[G(ϕ(h))s](x) dx
=
∫
∞
0
U(x) exp
(∫ 1
0
ln
(
ϕ(h(xy))
)s
dy
)
dx.
Since
−λ =
∫ 1
0
ln yλ dy, for λ > 0,
we obtain ∫
∞
0
U(x) exp
(∫ 1
0
ln
(
ϕ(h(xy))
)s
dy
)
dx
= eλ
∫
∞
0
U(x) exp
(∫ 1
0
ln
[
yλ ·
(
ϕ(h(xy))
)s]
dy
)
dx.
Applying Jensen’s inequality again and interchanging the order of integration we get
eλ
∫
∞
0
U(x) exp
(∫ 1
0
ln yλ ·
(
ϕ(h(xy))
)s
dy
)
dx
≤ eλ
∫
∞
0
U(x)
(∫ 1
0
yλ
(
ϕ(h(xy))
)s
dy
)
dx
= eλ
∫ 1
0
yλ
(∫
∞
0
U(x)
(
ϕ(h(xy))
)s
dx
)
dy.
Substituting t = xy and using Fubini’s theorem one has
eλ
∫ 1
0
yλ−1
(∫
∞
0
U
(
t
y
)(
ϕ(h(t))
)s
dt
)
dy
= eλ
∫
∞
0
(
ϕ(h(t))
)s(∫ 1
0
yλ−1U
(
t
y
)
dy
)
dt
= eλ
∫
∞
0
(
ϕ(h(t))
)s(
tλ
∫
∞
t
U(x)
xλ+1
dx
)
dt.
Hence the result.
Recall that the condition (4.2) was first established in B. Muckenhoupt’s paper [16] for
p = q. Moreover, the condition (4.2) is necessary and sufficient for (4.4).
From the proof of Theorem 4.2 (b) we immediately have that for ϕ ∈ Φ the inequality(∫
∞
0
U(x)
(
ϕ([Hh](x))
)q
dx
) 1
q
≤
(∫
∞
0
U(x)
(
[G(ϕ(h)](x)
)q
dx
) 1
q
7
holds which means that we may deal with the classical non-weighted geometric mean operator
and therefore we may use the following well-known result for [Gϕ(h)] under the condition
sup
x>0
x−
1
p
(∫ x
0
U(x)
([
G
(
1
V
)]
(x)
) q
p
dt
) 1
q
< +∞, (4.5)
whenever 0 < p ≤ q < +∞, cf. [19], which implies the inequality(∫
∞
0
U(x)
(
[G(ϕ(h)](x)
)q
dx
) 1
q
≤ C
(∫
∞
0
V (x)
(
ϕ(h(x))
)p
dx
) 1
p
. (4.6)
Summarizing the above we get
Theorem 4.3. Let 0 < p ≤ q < +∞, and w be a strictly positive function on (0,+∞) with
W (+∞) = +∞. Let f, g be non-negative functions on (0,+∞) and, moreover, let g be real
continuous and strictly monotone on (0,+∞) such that g−1 ∈ Φ. If u, v are weights on (0,+∞)
with U, V given by (3.3) satisfying the condition (4.5), then the inequality (1.6) holds with a
positive finite constant C.
5 Fourth observation: Wedestig’s approach
Using the approach from [22] we have the following similar result as Theorem 2.1 therein
(observe only the sufficient condition in our case as it is demonstrated in Example 5).
Theorem 5.1. Let 1 < p ≤ q < +∞, s ∈ (1, p), and g be a real continuous either convex
decreasing or concave increasing function on (a, b), where −∞ ≤ a < b ≤ +∞. Put
A(s) := sup
t>0
V˜ (t)
q(s−1)
p
(∫
∞
t
U(x)V˜ (x)
q(p−s)
p
dx
xq
)1/q
, (5.1)
where U, V are given by (3.3) for weights u, v on (0,+∞), w is a strictly positive function on
(0,+∞) with W (+∞) = +∞, and
V˜ (t) :=
∫ t
0
V (y)1−p
′
dy.
If A(s) < +∞, then the inequality (1.6) holds for all f such that a < f(x) < b with x ∈ [0,+∞).
Moreover, if C is the best possible constant in (1.6), then
C ≤ inf
1<s<p
(
p− 1
p− s
)1/p′
A(s). (5.2)
Proof. Using Lemma 3.1, replacing g(f) by h and g−1 by ϕ we have the inequality (4.1). Then
applying Jensen’s inequality to the left-hand side of (4.1) we get(∫
∞
0
U(x)
(
ϕ([Hh](x))
)q
dx
) 1
q
≤
(∫
∞
0
U(x)
(
[Hϕ(h)](x)
)q
dx
) 1
q
.
It is clear that if we prove the estimate(∫
∞
0
U(x)
(
1
x
∫ x
0
ϕ(h(t)) dt
)q
dx
) 1
q
≤
(∫
∞
0
V (x)
(
ϕ(h(x))
)p
dx
) 1
p
,
then we get the upper estimate in (4.1) and consequently in (1.6). For this purpose put
V (x)
(
ϕ(h(x))
)p
= ϕ(k(x)).
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Now the inequality (4.1) takes the form(∫
∞
0
U(x)
(
1
x
∫ x
0
V (t)−
1
p
(
ϕ(k(t))
) 1
p
dt
)q
dx
) 1
q
≤ C
(∫
∞
0
ϕ(k(x)) dx
) 1
p
. (5.3)
Using Ho¨lder’s inequality with indices p and p′ for the left-hand side integral in (5.3), we obtain(∫
∞
0
U(x)
(
1
x
∫
x
0
V (t)
−
1
p
(
ϕ(k(t))
) 1
p
dt
)q
dx
) 1
q
=
(∫
∞
0
U(x)
(
1
x
∫
x
0
(
ϕ(k(t))
) 1
p
V˜ (t)
s−1
p V˜ (t)−
s−1
p V (t)−
1
p dt
)q
dx
) 1
q
≤
(∫
∞
0
U(x)
(∫
x
0
ϕ(k(t))V˜ (t)s−1 dt
) q
p
(∫
x
0
V˜ (t)−
p′(s−1)
p V (t)−
p′
p dt
) q
p′ dx
xq
) 1
q
.
Using the fact that V (t)−p
′/p = V (t)1−p
′
the last integral is equivalent to
(
p
p− (s− 1)p′
) 1
p′
(∫
∞
0
U(x)V˜ (x)
p−(s−1)p′
p
·
q
p′
(∫
x
0
ϕ(k(t))V˜ (t)s−1 dt
) q
p dx
xq
) 1
q
=
(
p− 1
p− s
) 1
p′
(∫
∞
0
U(x)V˜ (x)
q(p−s)
p
(∫
x
0
ϕ(k(t))V˜ (t)s−1 dt
) q
p dx
xq
) 1
q
. (5.4)
By Minkowski’s inequality the integral (5.4) is dominated by
(
p− 1
p− s
) 1
p′
(∫
∞
0
ϕ(k(t))V˜ (t)s−1
(∫
∞
t
U(x)V˜ (x)
q(p−s)
p
dx
xq
) p
q
dt
) 1
p
≤
(
p− 1
p− s
) 1
p′
A(s)
(∫
∞
0
ϕ(k(t)) dt
) 1
p
.
Hence (5.3), thus (4.1) and consequently by Lemma 3.1 the inequality (1.6) holds with a
constant satisfying the right hand side inequality in (5.2).
The following example was suggested by Prof. Alois Kufner via e-mail communication with
the author. It demonstrates that the condition (5.1) is not necessary for the inequality (1.6)
to hold.
Example. Let g(x) =
√
x, U(x) = V (x) = x on [0,+∞) and p = q = 2. Then the inequal-
ity (1.6) holds, but the condition (5.1) is not satisfied.
Concluding remarks
There are many various sufficient and/or necessary conditions known in the literature for
the strong type (p, q) inequalities involving the usual Hardy’s operator, or the geometric mean
operator, see the reference list below. As far as we know, the situation for weighted inequalities
with other kind of means different from the arithmetic and geometric one is far less known, see
the papers [17] and [7] dealing with the weighted Hardy type inequalities for the (non-weighted)
harmonic mean operator
[Tf ](x) =
1
x
∫ x
0
t
f(t)
dt
and the (non-weighted) power mean operator
[Pαf ](x) =
(
1
x
∫ x
0
fα(t) dt
) 1
α
, α > 0,
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respectively. All these means (i.e., arithmetic, geometric, harmonic, power) are included in the
family of quasi-arithmetic means – a construction which resembles our definition of operator
Mgw. Thus, M
g
w might be naturally called the weighted quasi-arithmetic mean operator (in the
”continuous”, i.e., integral form).
In this paper we have discussed some elementary direct methods to find sufficient conditions
for the general mean type inequality (1.6) to be valid. However, the obtained results do not
take the ”mean function” g into account, i.e., Muckenhoupt’s as well as Wedestig’s condition
is, in fact, independent on a particular choice of g. On the other hand, Theorem 4.3 restricts
the choice of ”mean function” g to the case g−1 ∈ Φ of Levinson’s function class, but the proof
uses a certain transformation of the general mean operatorMg to the geometric mean operator
G. Thus, the obtained conditions do not seem to be the correct ones in order to be able to
find necessary and sufficient conditions for the stated problem. We do suppose that the ”ideal”
conditions should contain the function g. This motivates and encourages development of new
methods to deal with the problem of finding sufficient, as well as necessary conditions for the
validity of inequality (1.6) in its general form proposed in this paper.
Since the operator Mg covers the classical integral operators, immediately many questions
naturally arise in connection with this operator: to provide its boundedness, compactness,
continuity criteria and other properties on appropriate function spaces when choosing differ-
ent ”mean function” g. However, these (as well as other related) questions wait for their
development in the future.
Acknowledgements: We are grateful to the referee for her/his suggestions which es-
sentially improved previous versions of the manuscript, especially for drawing the author’s
attention to recent work of Krulic´ [13] on the topic of Hardy’s inequality.
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