Let K be a number field of degree n with ring of integers
Introduction
Let K be a number field of degree n with ring of integers O K . Given f ∈ K[X] and α ∈ O K , the value f (α) is contained in K. If, for every α ∈ O K , we have that f (α) is integral over Z, the image set of f (X) over O K is contained in O K . Such polynomials of K[X] comprise a ring called the ring of integral-valued polynomials over O K :
and this is a strict containment (over Z, consider X(X−1)/2). A classical problem regarding integral-valued polynomials is to find proper subsets S of O K such that if f (X) is any polynomial in K[X] such that f (s) is in O K for all s in Email address: peruginelli@math.tugraz.at (Giulio Peruginelli) 1 Phone number: +43 (316) 873 -7633 S then f (X) is integral-valued over O K . Such a subset is usually called a polynomially dense subset of O K . For example, it is easy to see that cofinite subsets of O K have this property. For a general reference of polynomially dense subsets and the so-called polynomial closure see [1] (see also the references contained in there). Obviously, for such a subset Int(S, O K ) {f ∈ K[X] | f (S) ⊂ O K } = Int(O K ) (notice that, for a general subset S ⊂ O K , we only have one containment between these two rings of integral-valued polynomials). Gilmer gave a criterion which characterizes polynomially dense subsets S of O K (see [5] ): S is dense with respect to the P -adic topology, for every non-zero prime ideal P of O K and conversely every such a subset is polynomially dense in O K . By means of this criterion, we determine here a particular polynomially dense subset of O K . Theorem 1.1. Let K be a number field of degree n over Q. Let O K,n be the set of algebraic integers of K of degree n. Then O K,n is polynomially dense in O K .
The previous problem concerns the integrality of the values of a polynomial with coefficients in a number field K over the algebraic integers of K. We now turn our interest to the study of the integrality of the values of a polynomial with rational coefficients over algebraic integers of a proper finite extension of Q.
In this direction, Loper and Werner in [7] introduced the following ring of integralvalued polynomials:
This ring is the contraction to Q[X] of Int(O K
. It is easy to see that it is a subring of the usual ring of integer-valued polynomials Int(Z) = {f ∈ Q[X] | f (Z) ⊂ Z}. That is a strict containment: take any prime integer p such that there exists a prime of O K above p whose residue field strictly contains F p ; then the polynomial X(X − 1) . . . (X − (p − 1))/p is in Int(Z) but it is not in Int Q (O K ). In [7] another ring of integral-valued polynomials has been introduced. Given an integer n, we denote by A n the set of algebraic integers of degree bounded by n. We then define the following ring Int Q (A n ) {f ∈ Q[X] | f (A n ) ⊂ A n } A polynomial f ∈ Q[X] is in Int Q (A n ) if for every algebraic integer α of degree bounded by n, f (α) is an algebraic integer (f (α) belongs to the ring of integers of the number field generated by α). Notice that the degree of an algebraic integer cannot increase under polynomial evaluation. For this reason, Int Q (A n ) = Int Q (A n , A ∞ ) = {f ∈ Q[X] | f (A n ) ⊂ A ∞ }, where A ∞ is the set of all algebraic integers. As the authors in [7] shows, the ring Int Q (A n ) is equal to Int Q (A n ) =
where the intersection is over the set of all number fields K of degree less or equal to n. One of the reason why these rings have been introduced was to show the existence of a Prüfer domain properly lying between Z[X] and Int(Z) (see question Q1 at the beginning of [7] ). Indeed, they prove that Int Q (A n ) and Int Q (O K ) for any number field K are examples of such rings. We can ask whether a similar result of Theorem 1.1 holds for A n . More specifically, let A n be the subset of A n of those algebraic integers of degree exactly equal to n. We consider the following ring
that is, the polynomials of Q[X] which map the set of algebraic integers of degree n to algebraic integers (which of course have degree ≤ n; again, notice that Int Q (A n , A n ) = Int Q (A n , A ∞ ), with the obvious notation). A priori this ring contains Int Q (A n ), since A n is a subset of A n . The main result of this paper is that these two rings actually coincide:
In this way, in order to check whether a polynomial f ∈ Q[X] is integral-valued over the set of algebraic integers of degree bounded by n, it is sufficient to check if f (X) is integralvalued over the set of algebraic integers of degree exactly equal to n. Using the same terminology adopted for subsets of the ring of integers of a number field, we say that A n is polynomially dense in A n . In particular, Theorem 1.1 and Theorem 1.2 also show that it is not necessary to take a set S of algebraic integers properly containing Z to exhibit a Prüfer domain properly contained between Z[X] and Int(Z) (specifically, Int Q (S, A ∞ )). We recall another reason for which the ring Int Q (A n ) has been introduced in [7] . We denote by M n (Z) the noncommutative Z-algebra of n × n matrices with entries in Z. Given a matrix M ∈ M n (Z) and a polynomial f ∈ Q[X], f (M ) is a matrix with rational entries. If f (M ) has integer entries, we say that f (X) is integer-valued on M . We consider the ring of polynomials which are integer-valued over all the matrices of M n (Z):
) is a subring of the ring of integer-valued polynomial Int(Z) (Z embeds into M n (Z) as the subalgebra of constant matrices). In [7] the following theorem is proved:
is not integrally closed and its integral closure is Int Q (A n ).
Here we give a summary of the paper.
In the second section we give some background about the ring of integer-valued polynomials over the algebra of matrices with entries in a domain D. This material follows from considerations contained in [3] . We give a criterion which characterizes such polynomials, in terms of divisibility on quotient rings of D modulo principal ideals. We also show that the ring of integer-valued polynomials over matrices with prescribed characteristic polynomial is a pullback. We recall the definition of polynomial closure of a set of matrices and we generalize a result of Frisch which says that the companion matrices are polynomially dense in the set of all matrices.
In the third section we essentially use Gilmer's criterion to prove a generalization of Theorem 1.1 for orders of a number field K. By means of a result of Gyory, we also show that if we remove from O K,n those elements which generates O K as a Z-algebra (if any) we still get a polynomially dense subset.
In the fourth section we use Theorem 1.1 to show that A n is not polynomially closed in A n , that is there exist algebraic integers of degree smaller than n (namely, the ring of integers of all number field of degree n) on which any f ∈ Int Q (A n , A n ) is integral-valued. Given a number field K of degree n, we consider the overring of Int(M n (Z)) of those polynomial which are integer-valued over matrices with characteristic polynomial equal to a minimal polynomial of some algebraic integer of maximal degree of K. In the last section we prove that this ring is not integrally closed and its integral closure is Int Q (O K ) (notice the similarity with Theorem 1.3). Furthermore, we establish the connection between rings of integer-valued polynomials over set of matrices of M n (Z) and rings of polynomials in Q[X] which are integral-valued over algebraic integers over Q, showing that the latter are the integral closure of the former. By the results of the second section we can represent the ring Int(M n (Z)) as an intersection of pullbacks of Q[X], each made up by polynomials of Q[X] which map an algebraic integer α of degree n to the Z-algebra Z[α]. The integral closure of this pullback is the ring of polynomials of Q[X] which map α to the ring of integers of Q(α). It turns out that the integral closure of Int(M n (Z)) is equal to the intersection of the integral closures of the above pullbacks (this fact follows by an argument given in [7] ), which is equal to the ring Int Q (A n , A n ). This finally proves Theorem 1.2. We also show that the previous result concerning integral closure holds also for any subfamily of this family of pullbacks (see Theorem 5.1).
Generalities on integer-valued polynomials on matrices
Let D be a domain with quotient field K. Let n be a positive integer. As usual M n (D) is the D-algebra of n × n matrices with entries in D. The set
is the ring of polynomials which are integer-valued over M n (D) and it is a subring of Int(D) via the usual embedding D ֒→ M n (D).
We set
For a subset S of S we denote by M S n (D) the subset of M n (D) of those matrices whose characteristic polynomial is in S. Notice that M n (D) = M Sn n (D). For every nonempty subset S, M S n (D) is nonempty, since it contains at least all the companion matrices of the polynomials in S.
this is the set of matrices whose characteristic polynomial is equal to p(X).
For a given subset M of M n (D) we set
From now on, we consider subset of matrices M S n (D) of the above kind, where S is a set of monic polynomials of degree n. We want to characterize the polynomials in K[X] which are integer-valued over M S n (D), for a given S ⊆ S. We make first the following remark, already appeared in [2] ; it gives a relation between integer-valued polynomials over matrices and null ideal of matrices. Let
, where the bars denote reduction modulo the ideal dD, of the polynomial g(X) and the matrix M , respectively. Then
(the intersection is taken over the set of all the matrices M whose characteristic polynomial p M (X) is equal to p(X)) we get
, the reduction on the right is modulo d).
Given a polynomial p ∈ D[X], we denote by C p the companion matrix of p(X). We use the general fact (see [2] ) that the null ideal of the companion matrix of a polynomial p(X) over any ring is generated by the polynomial p(X), which is also the characteristic polynomial of C p . So, with the above notation, we have
Next result shows that, given a polynomial p(X), a polynomial g(X) is in the null ideal of all the matrices whose characteristic polynomial is equal to p(X) if and only if g(X) is divisible by p(X).
Proof : By Cayley-Hamilton theorem we have that p(X) is in the null ideal of every matrix whose characteristic polynomial is equal to p(X). Conversely, the above intersection is contained in N D[X] (C p ) = (p(X)), so we are done.
Next lemma characterizes the polynomials which are integer-valued over the matrices having characteristic polynomial equal to a fixed polynomial. Now D is again a domain with quotient field K. The proof follows immediately from Lemma 2.1 and (1).
Because of Lemma 2.2, for each p ∈ S we have
, namely the following diagram is commutative:
In this way, every ring of the form Int(M S n (D)), S ⊆ S is represented as an intersection of pullbacks of K[X]. We notice that by Lemma 2.2 and (2) 
By this Lemma and Lemma 2.2, we have that Int({C
(and conversely, every matrix in D[C p ] is the image via some ∈ Int({C p }) of C p ). We can therefore write that
, and by the previous Lemma and Lemma 2.2, we also have
Next lemma characterizes the ring of integer-valued polynomials over the
By the previous characterization of the latter ring, we have
We denote by Int(D[C p ]) the previous ring. It is fairly easy to give now a criterion for a polynomial f ∈ K[X] to be integervalued over a given subset
Next lemma then follows immediately from Lemma 2.2.
For short we can write the above condition as
n if and only if modulo d the polynomial g is a common multiple of the set {p | p ∈ S}. For S ⊂ S and a nonzero element d ∈ D, we denote by S the set {q(
by all q ∈S. In particular, if the quotient ring D/dD is finite, we obtain a way to find such integer-valued polynomials. The set of representativesS is finite because so is the set of polynomials of fixed degree n over the finite ring D/dD, so if we multiply all the elements ofS we found a polynomial g(X) such that f (X) = g(X)/d is integer-valued over M S n (D). We give now the analogous definition of polynomial closure for subsets of matrices over a domain. Let M ⊂ M n (D). We denote by M the set of matrices:
Given a subset S of S, we denote by C S n (D) the set of companion matrices of the polynomials in S, that is C S n (D) = {C p | p ∈ S}. The following corollary is a generalization of the first statement of Theorem 6.3 of [3] , which was implicitly present already in [2] .
Notice that C p n (D) = {C p } (there is just one companion matrix associated to a polynomial), so the second equality follows from Lemma 2.2.
The previous Corollary shows that M S n (D) and C S n (D) have the same polynomial closure in M n (D).
Polynomially dense subsets of the ring of integers of a number field
We recall from the introduction that a subset S of a domain D with quotient field
Let now K be a number field with ring of integers O K . By a result of Gilmer ([5] ), a subset S of O K is polynomially dense if and only if for every nonzero prime ideal P of O K and any positive integer k, the set S contains a complete set of representatives of the residue classes modulo P k . According to Gilmer's terminology, such a subset is called prime power complete. It is easy to see that this condition corresponds to S being dense in the completion (O K ) P of O K with respect to the topology defined by the ideal P , for each nonzero prime ideal P of O K . Since O K is obviously dense in its P -adic completion, the previous statement is equivalent to S dense in O K for the topology induced by P , for each non-zero prime ideal P of O K . By [1] [Chap. IV] the same result holds for orders of K. We recall that an order of K is a subring of K which has maximal rank as a Z-module; in particular, an order O of K is contained in O K , which is called maximal order.
If n is the degree of K over Q and O ⊆ O K is an order, we denote by O n the set of elements of O of degree n,
is the number field K). Via Gilmer's criterion it is easy to see that, if a subset S of O K is polynomially dense in O K then it has non-zero intersection with O n . In fact, if S is contained in a proper subfield K ′ of K, just consider a prime ideal P of O K whose residue field is strictly bigger than the residue field of the contraction of P to O K ′ . This implies that there are residue classes modulo P which are not covered by the set S.
Next theorem is a generalization of Theorem 1.1 of the Introduction.
Theorem 3.1. Let K be a number field of degree n and O an order of K. Then
that is, O n is polynomially dense in O.
Proof : We prove first a preliminary result. Given a nonzero ideal I of O, there exists α ∈ I which has degree n. In fact, suppose I ∩ Z = dZ, for some non-zero integer d. Since dO ⊂ I, it is sufficient to prove the claim for the principal ideals of O generated by an integer d. Pick an element α in O of degree n. Then the conjugates over Q of dα are exactly n and they lie in dO. In particular, we also see that dO (and consequently any ideal I of O) contains an algebraic integer of any possible degree which may appear in O (notice that these degree must divide n).
In particular, the previous claim applies to powers of prime ideals of O. Let P k be one of them. We know that P k has non trivial intersection with O n . We have to show that every residue class [α] = α + P k has a representative which lies in O n . Let O <n be the complement of O n in O. If α ∈ O <n , pick an element β ∈ P k of maximal degree. Then using an argument similar to the proof of the primitive element theorem, there is an integer k such that the algebraic integer γ = α + kβ (which is in [α]) is a generator of Q(α, β) = Q(β) = K, thus has maximal degree n.
Similarly for extension of degree 3. Notice that if f ∈ Q[X] has the property that f (O K \ Z) ⊂ O K , then by the previous Lemma we have that f ∈ Int(O K ) and since f has rational coefficients, in particular we
We may wonder whether there exist polynomially dense subsets properly contained in the subset O n of an order O of a number field K of degree n. Next proposition gives a positive answer to this question. Given such an order O ⊆ O K , we consider the set
The set A O is contained in O n and it may be empty. By a result of Gyory, A O is a finite union of equivalence classes with respect to the equivalence relation given by α ∼ β ⇔ β = ±α + m, for some m ∈ Z (see [6] ). This means that
where O = Z[α i ], i = 1, . . . , k and α i ± α j / ∈ Z, ∀i = j. With these notations we have the following Proposition.
Proof : If A O = ∅ by Theorem 3.1 we are done. Suppose now that A O is not empty. Let I = P k be a power of a prime ideal P (our arguments hold for any ideal I of O, indeed). Suppose that a residue class [α] = α + I is contained in A O . This means that the class [α] itself (and consequently the ideal I) can be partitioned into a finite union of sets, each contained in ±β i + Z, β i = α i + α. That is, we have I = 1,...,k (±β i + Z) ∩ I. Now for each i = 1, . . . , k, choose (if it exists) γ i ∈ I such that γ i − β i ∈ Z (there exists at least one such a i, otherwise I would be empty). Then we have
(t ≤ k; the containment (⊇) is obvious; conversely, if γ ∈ I, for some β i we have β i ∼ γ, so that γ ∼ γ i and so γ − γ i ∈ Z ∩ I). Hence, the additive group of I is a finite union of residue classes modulo J = I ∩ Z. This is not possible: J is a free-Z module of rank 1 and I is a free-Z module of rank n > 1.
Integer-valued polynomials over integral matrices
For a given integer n, we set S irr n {p ∈ Z[X] | deg(p) = n, monic and irreducible}.
We consider the set of matrices M S irr n n (Z) M n (Z) with irreducible characteristic polynomial. To ease the notation, we set M S irr n n (Z) = M irr n (Z). The following criterion given in [3] characterizes the polynomials in Int(M n (Z)) (the Proposition is originally stated there for a general domain D with zero Jacobson ideal):
, c ∈ Z \ {0}. Then the following are equivalent:
2) g is divisible modulo cZ[X] by all monic polynomials in Z[x] of degree n.
3) g is divisible modulo cZ[X] by all monic irreducible polynomials in Z[x] of degree n.
The equivalence between 1) and 2) is just a special case of Proposition 2.1 with S being equal to the set of monic polynomials in Z[X] of degree n.
By Proposition 4.1 we have
that is, M irr n (Z) is polynomially dense in M n (Z). We can make a partition of S irr n according to which number field of degree n a polynomial p ∈ S irr n has a root:
where the union is taken over the set Q n of all number fields K of degree n and S n,K = S K is the set of minimal polynomials of algebraic integers of O K of maximal degree n. Notice that for each p ∈ S n,K we have
, where α is a root of p(X) (in particular, α is an algebraic integer of K). To ease the notation, we set M
, which according to the notation introduced in section 2 is the set of matrices in M n (Z) with characteristic polynomial in S K . We then consider the corresponding ring of integer-valued polynomials:
It is an overring of Int(M n (Z)), but we don't know yet whether it is a subring of Int(Z) or not. In the next section we will prove this theorem, which resembles Theorem 1.3:
Theorem 4.1. For a given number field K, the ring Int(M K n (Z)) is not integrally closed and its integral closure is Int Q (O K ).
For the time being, we can say the following.
Notice that, since M n (Z) = M irr n (Z) ∪ S n (Z), where S n (Z) is the set of matrices with reducible characteristic polynomial, we have Int(M n (Z)) ⊂ Int(S n (Z)).
By Theorem 1.3 the integral closure of Int(M n (Z)) in its quotient field is the Prüfer ring we introduced at the beginning
where Q n is the set of all number fields of degree ≤ n. Notice that A n is equal to the union of the ring of integers O K , for all number fields K of degree smaller or equal to n (obviously, this union is redundant). We make now the following remark. Let f ∈ Int Q (A n ) and let α ∈ A n be of degree m ≤ n.
in particular it is an element of A m (as we observed in the introduction, the evaluation of a polynomial with rational coefficients on an algebraic element cannot increase the degree of that algebraic element). Hence, for all n we have Int Q (A n ) ⊂ Int Q (A n−1 ) (notice that for n = 1 we have the usual ring Int(Z)). Let now m be any integer smaller or equal to n and A m the subset of A n of all algebraic integers of degree m over Z. The set A m is the union over the set of all number fields K of degree m of the algebraic integers of K of maximal degree m (the sets O K,m of section 3). Since A n = A n ∪A n−1 , it is straightforward to show that Int
Notice that, the same remark above implies that the latter ring is equal to Int Q (A m , A m ). Next Lemma describes the ring Int Q (A n , A n ) as an intersection of rings of integralvalued polynomials Int Q (O K ). In particular, it shows that A n is not polynomially closed in A n .
Proposition 4.2. Let n be an integer. Then
Notice that this intersection is over all the number fields K of degree equal to n, while in (5) the intersection is taken over all the number fields of degree less or equal to n.
Proof : It is easy to see that the following hold:
Conversely, let α ∈ A n and consider K = Q(α) ∈ Q n . Then α ∈ O K,n , so that for a polynomial f (X) lying in the intersection of the right hand side we have f (α) ∈ O K ⊂ A n . Finally, by Theorem 1.1, we get the result.
In particular, this Proposition proves that A n is not polynomially closed in A n , that is, there are algebraic integers α of degree smaller than n on which every polynomial f ∈ Int Q (A n , A n ) is integral-valued. More precisely, such polynomials are integral-valued over the ring of integers of every number field of degree n. Hence, the polynomial closure of A n contains K∈Qn O K , which strictly contains A n . However, this not prove Theorem 1.2 yet, because the algebraic integers of a number field of degree n have degree which divides n (for example, if n = 3 then O K = O K,3 ∪ Z, no algebraic integers of degree 2 can be in O K ). A 2 ) . By the previous Proposition we have that Int Q (A 2 , A 2 ) = K∈Q 2 Int Q (O K ). Since each of the latter rings is a subring of Int(Z), we are done, in the above intersection Int(Z) is redundant: Int Q (A 2 ) = Int Q (A 2 , A 2 ) . . This is just a special case of Theorem 1.2. For now, since Int Q (A 2 , A n ) ⊂ Int(Z) we can discard Int(Z) in the intersection for Int Q (A n ): Int Q (A n ) = m=2,...,n Int Q (A m , A n ).
Proof : Notice that Int
Q (A 2 ) = Int(Z) ∩ Int Q (A 2 , A 2 ), since Int(Z) = Int Q (A 1 ,
Rings of integer-valued polynomials as intersection of pullbacks
Given an algebraic integer α and a polynomial f ∈ Q[X], the evaluation of f (X) at α is an element of the number field K = Q(α), which is by definition the set of all the f (α)'s, with f ∈ Q[X] (the image under the evaluation homomorphism at α of the polynomial ring Q[X]). As we have already remarked in the introduction, if f (α) is integral over Z, then it has to be an algebraic integer of Q(α). We denote by O Q(α) the ring of algebraic integers of Q(α).
. We introduce the following rings:
, so that R α and S α are Z[X]-algebras.
We give now some properties and characterizations of the above rings.
is monogenic and in particular R α = S α . It is easy to see that in general the containment R α ⊂ S α is proper. Take α = 2 √ 2. Then
This example shows that we can possibly find another generator β of the number field Q(α) so that S β = R β . In any case, the rings S α and R α depend on the algebraic integer α (we will see that in some case different α's give rise to the same ring S α or R α ). In general Z[α] is only contained in O Q(α) and its quotient field is Q(α) (such a subring is called an order). The integral closure of Z[α] in Q(α) is obviously O Q(α) . We show now that the previous implication can be reversed, namely if
then we have Lemma 5.1. Let α be an algebraic integer and K = Q(α). Then
has the property that f (α) = β ∈ O K , that is f ∈ S α and its evaluation on α is β as wanted.
. Next proposition shows that analogous properties hold for the contraction of these latter rings to Q[X], the rings R α and S α , respectively. For a general treatment of pullbacks see [4] .
Proposition 5.1. Let α be an algebraic integer. Then R α and S α are pullbacks of Q[X]. In particular, R α = Z[X] + M α , where M α is the maximal ideal of Q[X] generated by the minimal polynomial p α (X) of α over Z. Moreover, the integral closure of R α in its quotient field Q(X) is S α , which is a Prüfer domain.
Proof : It is easy to see that
Then we have the following diagram:
where the vertical arrows are the natural inclusions and the horizontal arrows are the natural projection, which can be viewed as the evaluation of a polynomial f (X) at α (that is, the class f (X) + M α = f (α) + M α ). The kernel of the evaluation homomorphism at α at each step of the diagram is the same ideal M α . Notice that M α ∩ Z = {0}, so that Z injects into the above residue rings. Because of that and by the previous Lemma,
Thus, by definition, R α and S α are pullbacks of Q [X] .
We have to show that 
is finitely generated as Z[α]-module, also S α is a finitely generated R α -module. We have also the following. For a given algebraic integer
} be the conductor of the monogenic order
Remember that the conductor is the largest ideal of R α which is also an ideal of S α (similarly for the conductor of the extension Z[α] ⊆ O K ). It is easy to see looking at the pullback diagram (6) that the conductor F α is equal to the pullback of the conductor f α : This corollary establishes the connection between the rings of integer-valued polynomials over matrices and the rings of integral-valued polynomials over algebraic integers.
Lemma 5.2. S α and R α are not Noetherian.
Proof : We show that the ideal M α ⊂ S α is not finitely generated in S α (similar proof holds for R α ). Suppose that there exists f 1 , . . . f n ∈ M α such that for all f ∈ M α we have f = i=1,...,n g i f i , for some g i ∈ S α . Since f (α) = 0 = f i (α) for all such i's,
, that is h(X) is in the ideal generated by h 1 (X), . . . , h n (X). But this is not possible, since h(X) can be an arbitrary polynomials in Q[X].
We are going to show now another interesting property of the rings R α and S α . Suppose that α, α ′ are conjugates elements over Q (that is, roots of the same irreducible monic
In the same way we prove that R α ′ ⊂ R α , so that indeed R α and R α ′ are equal. The same holds for S α and S α ′ . So these rings are well-defined up to conjugation over Q. In particular, the roots α = α 1 , . . . , α n of a monic irreducible polynomial p ∈ Z[X] have the same associated rings R α and S α . For the same reason, if K is a number field of degree n and K 1 = K, . . . , K n are the conjugate fields over Q (the image of K under the different Q-embeddings σ i : K → Q, (σ i ) |Q = Id, for i = 1, . . . , n in a fixed algebraic closure Q), then, for all i = 1, . . . , n, we have
We can say more about the rings S α .
Lemma 5.3. Let p ∈ Z[X] be a monic irreducible polynomial. Let A α = {α = α 1 , . . . , α n } be the set of roots of p(X) in a splitting field F over Q (notice that F = Q(α 1 , . . . , α n )).
Proof : It follows from the above remark and the previous considerations:
Let α ∈ A n , for some n ∈ N. By the remarks at the beginning of this section
Given a subset A of A n , we set
Notice that, for all A ⊆ A n we have
, so that R A and S A are Z[X]-algebras. By the previous remarks, if A α = {α 1 = α, . . . , α n } is the set of conjugates of α over Q, we have S α = S Aα and R α = R Aα .
For the considerations we have just made on S α , we have S A = Int Q (A, A n ). In particular, we have
For n = 1 we have S Z = Int(Z). This is another representation of the ring Int Q (A n ) as an intersection of the rings S α , for all α ∈ A n . Notice that, for every A ⊆ A n , we have
is Prüfer, then also S A is Prüfer, since it is an overring of a Prüfer ring. It is easy to see that the ring Int Q (A n , A n ) we introduced in section 4 is equal to S An . In the same way, given a number field K = Q(α), with α ∈ A n , we have
So for all number fields K, the ring Int Q (O K ) can be represented as an intersection of the rings S α , α ∈ O K . Actually, by Theorem 3.1 we can restrict the intersection over the algebraic integers of K of degree n = [K : Q]:
In most of the cases, we can even consider the intersection on strictly smaller subsets of algebraic integers (see Proposition 3.1). We notice that at the beginning of [7] the authors rise the question whether there are Prüfer domains which lie properly between Z[X] and Int(Z). By their result, they show that S An = Int Q (A n ) is one of such rings (and also S O Q(α) ). The aforementioned Theorem 3.1 shows that it is not necessary to take a set S properly containing the ring of ordinary integers (like A n above) and then take the ring S S to find such an example: just take the set O K,n of algebraic integers of maximal degree of a number field K and S O K,n does the job. Theorem 1.2 shows that we can also take S = A n , the set of algebraic integers of degree exactly equal to n. We also notice that since A n = K∈Qn O K,n , we have S An = K∈Qn S O K,n . By the above observation that S O K,n = S O K we found again the result of Proposition 4.2.
We give now a generalization of the last statement of Proposition 5.1. Next theorem shows that, given any subset A of algebraic integers of degree bounded by n, the integral closure of the intersection of the rings R α , for α ∈ A, is equal to the intersection of their integral closures S α .
Theorem 5.1. For any A ⊆ A n , S A is the integral closure of R A .
The proof of Theorem 5.1 follows by the argument given in [7] to show that the integral closure of Int(M n (Z)) is Int Q (A n ). The Lemma says that every element of S A is almost integral over R A , that is, S A is contained in the complete integral closure of R A (remember that both have the same quotient field Q(X)). In particular, we also have D · Z[f ] ⊂ R A .
Proof : It is sufficient to show that there exists a non-zero D ∈ Z such that for every i ∈ N, D · f (X) i ∈ R A . Let i ∈ N be fixed and let α ∈ A. We know that f (α) ∈ O Q(α) , so there exists a monic polynomial m α ∈ Z[X] of degree ≤ n such that m α (f (α)) = 0. For all α ∈ A we have X i = q α,i (X)m α (X) + r α,i (X) for some q α,i , r α,i ∈ Z[X], deg(r α,i ) < n. Then f (α) i = r α,i (f (α)).
Since deg(r α,i ) < n (uniform bound on all α ∈ A and i ∈ N), we have D · f (α) i ∈ Z[α] for some D ∈ Z (actually, we can take D = d n−1 , where d is a common denominator of the coefficients of f (X)). Notice that D does not depend on i. It follows that D · f (X) i ∈ R A for all i ∈ N.
Proposition 5.2. For every A ⊆ A n , R A ⊆ S A is an integral ring extension.
This last Proposition allows us to prove Theorem 5.1: since S A is Prüfer, it is integrally closed. Hence, it is equal to the integral closure of R A .
Proof : Let f ∈ S A and let D ∈ Z as in Lemma 5.4. We show that there exists a monic ϕ ∈ Z[X] such that ϕ(f (X)) ∈ R A . By hyphotesis, for each α ∈ A there exists m α ∈ Z[X] monic of degree n such that m α (f (α)) = 0. Let S be a set of monic representatives in Z[X] of all the degree n monic polynomials in the quotient ring (Z/D 2 Z)[X] and let ϕ(X) = ϕ i ∈S ϕ i (X) ∈ Z[X] (notice that ϕ is monic). For each α ∈ A there exists i = i(α) such that m α (X) ≡ ϕ i (X) (mod D 2 ). Let ϕ = ϕ i ϕ where ϕ is the product of the remaining ϕ j in S. In this way we have
for some r ∈ Z[X]. By previous Lemma ϕ(f (α)) is in Z[α], and this holds for any α ∈ A (ϕ is independent of α). Hence, ϕ(f (X)) ∈ R A .
We conclude this section with some remarks. The ring R A is integrally closed if and only if it is equal to S A and in this case R A is a Prüfer domain. In particular, all the overrings R α of R A , for α ∈ A, are integrally closed. By Proposition 5.1 this holds if and
