ABSTRACT The diagnosis of breast cancer histology images with hematoxylin and eosin stained is non-trivial, labor-intensive and often leads to a disagreement between pathologists. Computer-assisted diagnosis systems contribute to help pathologists improve diagnostic consistency and efficiency. With the recent advances in deep learning, convolutional neural networks (CNNs) have been successfully used for histology images analysis. The classification of breast cancer histology images into normal, benign, and malignant sub-classes is related to cells' density, variability, and organization along with overall tissue structure and morphology. Based on this, we extract both smaller and larger size patches from histology images, including cell-level and tissue-level features, respectively. However, there are some sampled cell-level patches that do not contain enough information that matches the image tag. Therefore, we propose a patches' screening method based on the clustering algorithm and CNN to select more discriminative patches. The approach proposed in this paper is applied to the 4-class classification of breast cancer histology images and achieves 95% accuracy on the initial test set and 88.89% accuracy on the overall test set. The results are competitive compared to the results of other state-of-the-art methods.
I. INTRODUCTION
Breast cancer is the most common cancer and the second main cause of cancer death in women, after lung cancer. The chance of any woman dying from breast cancer is around 1 in 37, or 2.7 percent [1] . The diagnosis and treatment of breast cancer in the early stage is crucial to reduce the morbidity rates and prevent the progression of the disease.
The diagnosis from a histology image is the gold standard in diagnosing considerable types of cancer. Pathologists analyze the regularities of cell shapes, density, and tissue structures by examining a thin slice of tissue under an optical microscope and determine cancerous regions and malignancy degree. Due to the complexity and diversity of histology images, the manual examination requires abundant knowledge and experience of the pathologists The associate editor coordinating the review of this manuscript and approving it for publication was Shuihua Wang. and is fairly time-consuming and error-prone [2] - [4] . The subjective of the application of morphological criteria in histology images classification leads to the result that the average diagnostic concordance between specialists is approximately 75% [5] . Researchers in the pathology fields have recognized the necessity of quantitative analysis of histology images. Furthermore, tissue histology slides can be digitized by using whole slide digital scanners and stored in digital image form. Consequently, computer-assisted diagnosis (CAD) algorithms have begun to be developed for disease detection, diagnosis, and prognosis prediction. CAD systems contribute to complement the diagnosis of the pathologist, eliminate inter-pathologist variations in diagnosis, and improve the efficiency [6] .
Historically, analyses of digital histology images have focused on low-level image analysis tasks primarily, such as nuclei segmentation and feature engineering, followed by classical classification models, including random forests (RF) and support vector machines (SVM). Considerable numbers of works focused on the analysis of nuclei morphology and tissue structure for breast cancer histology images classification. Kowal et al. [7] tested and compared four different clustering algorithms for nuclei segmentation on 500 breast microscopic images primarily, followed by extracting 42 morphological, topological and texture features used in a classification procedure with three different classifiers. George et al. [8] and Filipczuk et al. [9] detected the locations of the nuclei with circular Hough transform, followed by false-positive elimination using Otsu's thresholding and other methods. After accomplishing the segmentation of the nuclei, shape-based features and textural features were extracted for classical classification models used on 92 and 737 breast cytological images respectively. Wang et al. [10] focused on the regions of interest (ROIs) primarily, then split overlapped cells. Similarly, 4 shapebased features and 138 textural features based on color spaces were extracted on 68 images for support vector machine. Aforementioned works focus on nuclei segmentation methods. There are also some works focused on the features extracted from the whole image additionally. For example, Naik et al. [11] proposed a methodology that integrated information from low-level information based on pixel values, high-level information based on relationships between pixels, and domain-specific information based on relationships between histological structures for detection and segmentation of structures of interest. Morphological and nuclear features were extracted for SVM after using the segmentation algorithm.
The performance of the aforementioned works relies on appropriate data representation. Much of the efforts are dedicated to feature engineering which is a labor-intensive process that uses abundant expert domain knowledge to extract useful features. Moreover, these works focused on the classification of low resolution breast cancer histology images in small datasets into benign or malignant.
Over the past decade, dramatic increases in computational power and improvement in deep learning [12] , especially Convolutional Neural Networks (CNN) [13] , have allowed the development of computer-assisted analytical approaches to image analysis field [14] - [17] , including medical histology images. Contrarily to the hand-crafted feature extraction methods, CNNs learn features directly from the histology images. Nowadays, more and more institutions provided datasets containing multi-class and high resolution histology images. It is unrealistic to train a CNN with the extremely large size of a histology image. Moreover, rescaling the entire histology image to the input size for CNN directly will lose vast of detail information. Consequently, lost of works adopted a patch sampling method in order to extract CNN activation features of sampled patches and preserved essential information for multi-class classification. In study, Spanhol et al. [18] , [19] constructed a dataset of 7909 breast cancer histology images named BreakHis acquired on 82 patients. They trained AlexNet based on the extraction of patches obtained randomly or by a sliding window mechanism from breast cancer images with multiple magnifications and combined the patch probabilities with three fusion rules for final classification. Araújo et al. [20] proposed a CNN architecture designed for extracting features from patches of 512 × 512 pixels and performed 4-class classification based on 249 high resolution images released for the bioimaging 2015 breast cancer histology classification challenge [21] . The patch extraction strategy allowed CNNs to process the Whole Slide Histopathological Images (WSIs) with extremely-high resolution. Wang et al. [22] used sampling patches to train a CNN to make patch-level predictions, then aggregated the results to create tumor probability heatmaps and made slide-level predictions. The methodology was tested on the Camelyon16 dataset including 400 WSIs [23] . In [24] , context-aware stacked convolutional neural networks for 3-class classification of breast WSIs were presented. Bejnordi et al. used a CNN trained by high pixel resolution patches to extract cell-level features primarily, followed by a second CNN. Then, large input patches were used to train the stacked CNNs to learn both cellular information and global tissue structures.
In the work herein described, histology image classification was performed by processing several patches with fixed size. Microscopically, cancer cells have distinguishing histological features. The nucleus is often large and irregular, and the cytoplasm may also displays atypia. Furthermore, there are clear structural differences between diseased tissues and normal tissues. In addition, different from in situ carcinoma within a particular tissue compartment, invasive carcinoma refers to malignant abnormal proliferation of neoplastic cells in the breast tissue, which has penetrated into stroma [25] . Therefore, referring to the pathologists' diagnostic process, features related to cells and global tissue structures extracted from two kinds of patches with different sizes will improve the performance of the classification of breast cancer histology images into one of the 4 target classes. The labels of histology images for the classification task given by the pathologists are based on the whole images. Larger size patches sampled from a histology image contain sufficient information so that the image label can be used for the patches. However, cell-level patches extracted from high resolution histology images, especially ultra-high resolution WSIs, may not contain sufficient diagnostic information. There exists some patches with large areas of fat cells and stroma, sparse breast cells, and normal patches extracted from malignant histology images. CNNs trained by these patches can't extract discriminative features. Consequently, we present a methodology to automatically screen more discriminative patches based on clustering algorithm and convolutional neural network. Based on the above two aspects, the main objective of this paper is to propose a comprehensive and effective scheme for the multi-classification of breast histology images in order to improve the diagnostic performance.
To achieve this, the main contributions of our work can be summarized as follow: (i) We propose a patch sampling VOLUME 7, 2019 strategy to extract two kinds of patches with different sizes to preserve essential information and contain cell-level and tissue-level features respectively., (ii) We design a patch selecting method to select more discriminative patches based on CNN and K-means., (iii) We design a classification framework which extracts features from the patches using the feature extractors and compute the final feature of each whole image for classification through a classifier.
The remainder of this paper is organized in the following manner. In Section II, we introduce the information about the data, while Section III is dedicated to introducing the framework of the proposed scheme and the implementation of main methods. The experiments and performance comparison are discussed in Section IV. In Section VI, we summarize the conclusion of this paper.
II. DATASET
This section is dedicated to introducing the dataset used in our work and pre-processing of images. The dataset is from the bioimaging 2015 breast histology classification challenge [21] , composed of high-resolution (2048×1536 pixels) and H&E stained breast cancer histology images. The images were digitized with a magnification of 200x and pixel size of 0.42µm × 0.42µm . Two pathologists labeled images as normal, benign, in situ carcinoma or invasive carcinoma according to the predominant cancer type in each image, without specifying the area of interest. Fig. 1 illustrates images from each class mentioned in the dataset.
This dataset composed of a training set of 249 images, an initial test set of 20 images and an extended test set of 16 images with increased ambiguity is publicly available at https://rdm.inesctec.pt/dataset/nis-2017-003. The numbers of images in the four categories are shown in TABLE 1.
The main goal of this paper is to propose an effective scheme for the 4-class breast histology images classification. 
A. PRE-PROCESSING
Stain inconsistency of histology images, due to differences in color responses of slide digital scanners, will affect the performance of image analysis. As can be seen from Fig. 1 , the images in the dataset have large stain variation. To this end, stain normalization is essential prior to other processes. There are various research for stain normalization in histology images [26] , [27] .
In this paper, we use a method proposed by Reinhard et al. [28] , which transforms the RGB images to the decorrelated lαβ color space, followed by computing the means and standard deviations for each channel separately in lαβ space and a set of linear transforms in order to match the color distribution of the source and target images, finally, converts the results back to RGB. Fig. 2 illustrates the effect of the method on a breast histology image. 
III. MATHODOLOGY
The multi-classification scheme of breast histology images is presented in this section. We introduce the overall framework at first, and then describe each process in detail.
A. THE FRAMEWORK Fig. 3 illustrates the framework of our approach used for multi-class classification of breast histology images. The main processes can be summarized as follow: (i) We extract two kinds of patches with different sizes by a sliding window mechanism from breast cancer histology images to preserve essential information and contain cell-level and tissue-level features, and then train two CNNs as feature extractors respectively. (ii) We split the small patches into multiple clusters using k-means clustering algorithm and select more discriminative patches based on the network trained by small patches to retrain the network. (iii) We extract features from the select smaller patches and larger patches using the feature extractors and compute the final feature of each whole image to train a classifier for classification.
B. SAMPLING PATCHES
Our goal is to classify the breast histology image into four classes: normal tissue, benign tissue, in situ carcinoma and invasive carcinoma. The performance of classification is highly dependent on the information extracted from the images. We use features related to breast cells and global tissue structures to represent each whole image. Firstly, because the arrangement of cancer cells is extremely disordered and the cancerous cells have atypia such as larger nuclei and inconsistent morphology, therefore, cell-level features including the nuclei information, such as shape and variability, as well as cells organization features like density and morphology, are used to diagnose whether cells are cancerous. The pixel size of the breast histology images in the dataset is 0.42µm×0.42µm, and the radius of cells is between 3 and 11 pixels approximately. Consequently, we extract small patches of 128 × 128 pixels to contain cell-level features. Secondly, the structure of the diseased tissue may be atypical. In situ carcinoma is growth of low-grade cancerous or precancerous cells within a particular tissue compartment such as the mammary duct without invasion of the surrounding tissue. In contrast, invasive carcinoma does not confine itself to the initial tissue compartment [29] . Therefore, tissue structures information is essential to differentiate between in situ and invasive carcinomas. It is unpractical for CNNs to extract features from a histology image with a large size directly.
According to the size of images in the provided dataset, we extract patches of 512 × 512 pixels to contain the global tissue structures information.
We extract patches by a sliding window mechanism from breast cancer histology images. The patches of 128×128 pixels are small and focus on cell-related characteristics, therefore, we extract contiguous non-overlapping patches from the breast histology images. In addition, we extract overlapping 512 × 512 pixels patches with a 50% overlap to contain continuous tissue morphology and structures information. All extracted patches are given the same label as the corresponding histology image.
C. FEATURE EXTRACTOR
The histology images have different cell morphology, texture, tissue structures, and so on. The representation of complex features is significant for the classification task. The handcrafted feature extraction method needs abundant expert domain knowledge, and it is labor-intensive and difficult to extract discriminative features. CNNs can directly extract representative features from images, and have achieved remarkable results in various fields. ResNet50 [30] is used as feature extractor in this paper because it is a classical CNN and easy to train compared to other deeper models under the premise of ensuring the extraction of usability features.
The deep residual learning framework (ResNet) is proposed by He and Sun [31] to address the degradation of deep networks. Formally, the desired underlying mapping is denoted as H (x), then the stacked nonlinear layers are fitted to another mapping of F(x) := H (x) − x and the original mapping is rewritten as F(x) + x. The formula of F(x) + x is implemented by feed-forward neural networks with ''shortcut connections'' which perform the identity mapping (Fig. 4(A) ). For deeper nets, a bottleneck design which uses a stack of 3 layers instead of 2 for each residual function is proposed (Fig. 4(B) ). The ResNet50 consists of 16 ''bottleneck'' building blocks and takes as input a {3, 224, 224} RGB image.
The training of ResNet50 from scratch requires a large number of training images to avoid over-fitting. However, because of the paucity of histology images in our dataset, we adopt a transfer learning strategy [32] , [33] and use ResNet50 pre-trained on the ImageNet dataset [34] . We remove the top layer of the network and add a softmax classifier with 4 neurons, then, we resize the patches of 512 × 512 pixels and 128 × 128 pixels to 224 × 224 pixels for fine-tuning two modified networks as original feature extractors and the trained networks are denoted as ResNet50-512 and ResNet50-128 respectively. 2048-dimensional features of patches can be obtained from the GlobalAveragePooling layer of ResNet50.
D. SCREENING PATCHES
The strategy for sampling patches from histology images is described in Section3.2. The purpose of this section is to introduce the method of screening discriminative 128 × 128 pixels patches based on certain machine learning algorithms and ResNet50-128.
1) CLUSTERING
The patches of 128 × 128 pixels may not contain sufficient diagnostic information. For example, there will be some patches with large areas of fat cells and stroma, and normal patches extracted from malignant histology images. Our purpose is to select discriminative patches that have the same label as the source images and have enough breast cells to diagnose whether the cells have become cancerous.
In order to screen discriminative patches in batches, we refer to the idea proposed by Zhu et al. [35] to aggregate the patches into different clusters based on their phenotypes. In order to reduce the computation, we rescale the patches of 128 × 128 pixels to smaller size thumbnail images of 32 × 32 pixels and concatenate row pixels to get 1024-dimensional features respectively. Then, we use the principal component analysis (PCA) to preserve 200 components of patches to present their phenotypes prior to K-means algorithm. After clustering, we get K distinguishing phenotype clusters.
2) SELECTING CLUSTERS
The candidate clusters obtained by K-means include patches with distinguishing phenotypes respectively. In order to get clusters with more discriminative patches, we employ the ResNet50-128 fine-tuned by all 128 × 128 pixels patches for screening clusters. Because most of the small patches extracted from histology images with same label have similar rich phenotypes, the ResNet50-128 is more sensitive to them. Therefore, we predict all patches in each cluster through ResNet50-128 and select the top-k clusters with average classification accuracy, that is, clusters including more discriminative patches. Finally, the patches in the selected clusters are used to retrain the ResNet50-128, and the network with new weights is denoted as ResNet50-cluster which is trained by patches contained highly discriminative information, and can extract more representative features of patches.
E. IMAGE-WISE CLASSIFICATION
For the 4-class classification of breast cancer histology images, the sampling strategy of two kinds of patches, the screening method of 128 × 128 pixels patches and feature extractors based on ResNet50 have been introduced above. Then, we rescale the extracted patches of 512×512 pixels and selected patches of 128 × 128 pixels corresponding to each image in the training set, and feed them into the fine-tuned ResNet50-512 and ResNet50-cluster respectively to obtain the 2048-dimensional features group, which can represent the cells and tissue structures information of the image. In order to obtain the final feature of an image, we employ the P-norm pooling fusion method [36] and the formulation is as follows:
Here, N represents the number of patches, v i denotes the 2048-dimensional feature of the i-th patch and P = 3 is used in our paper. At last, the image-wise features of histology images in the training set are used to train the SVM classifier for 4-class breast cancer histology classification.
IV. EXPERIMENTS
In this section, a serial contrast experiments and performance comparison with other breast histology images classification methods are described.
A. PERFORMANCE EVALUATION
In order to evaluate and compare the performance of our approach of classifying breast histology images into four categories of normal tissue, benign lesion, in situ carcinoma and invasive carcinoma quantitatively, we use accuracy, macro-F [37] related to recall and precision, and confusion matrix as evaluation metrics. The calculation formulas are as follows:
Here, TP (true positive) is the number of positives cases that are classifies as positive. Analogously, TN, FN and FP represent the numbers of true negatives, false negatives and false positives respectively. The recall represents the percentage of positive samples that are correctly classified, which is more clinically relevant. Macro-F, also known as macro-averaging, is used to evaluate the performance of multi-classification globally and is computed by first computing the F-scores for the n categories then averaging these per-category scores to compute the global means. The confusion matrix is a specific contingency table that allows visualization of the performance
B. SETUP AND RESULTS
We use normalized breast histology images described in Section 2 to conduct experiments. The ResNet50 pre-trained by ImageNet is provided by Keras deep learning framework and is fine-tuned by Adam optimization method. The batch size and the learning rate are set as 16 and 0.0001 respectively. The machine learning algorithms used for clustering and the SVM classifier are implemented with opencv and Sklearn library respectively. Experiments are conducted on a computer equipped with a NVIDIA GeForce GTX TITAN X. According to the sampling strategy in Section 3.2, the numbers of patches of 512 × 512 pixels and 128 × 128 pixels extracted from the breast histology images in the training set are shown in Table 2 . The smaller patches extracted from four categories of histology images are aggregated into 7 clusters separately. Then, we select the top-4 clusters with average classification accuracy using the ResNet50-128. The results are given in Table 3 and the number of selected patches of 128 × 128 pixels is 25201. 
1) IMAGE-WISE CLASSIFICATION
We use the normalized breast histology images in the test set to verify the approach proposed in this paper. The procedure of the experiment is as follows:
a) The sampling strategy introduced in Section 3.2 is used to extract contiguous non-overlapping patches of 128× 128 pixels and patches of 512 × 512 pixels with 50% overlap from the test images. b) The ResNet50-cluster fine-tuned by patches of 128 × 128 pixels in the selected clusters is sensitive to more discriminative patches, therefore, we use the network to predict the smaller patches and select patches with classification probability higher than a set threshold. c) We rescale the extracted patches of 512 × 512 pixels and selected patches of 128 × 128 pixels corresponding to each test image to 224 × 224 pixels, and feed them into the fine-tuned ResNet50-512 and ResNet50-cluster respectively to obtain the 2048-dimensional features group. d) We employ the 3-norm pooling method to compute the final feature of each image and make final classification by using SVM. The numbers of patches extracted from the histology images in the test set are shown in Table 4 . The patches of 128 × 128 pixels are predicted using the ResNet50-cluster, and the patches with classification probability higher than 90% are retained. The number of screened patches is also shown in Table 4 . The test images are classified into four classes by using the trained SVM and the confusion matrix of the result are given in Table 5 . Four test images are classified into wrong categories, three of which belong to the extended VOLUME 7, 2019 test set, and the remaining one labeled as normal is classified as benign. The image-wise accuracy of the initial test set and overall test set is 95% and 88.89% respectively.
According to the confusion matrix, precision, recall and F-score of each class can be obtained respectively, as shown in Table 6 . The value of macro-F calculated according to formula (5) is 89.14%. 
2) IMAGE-WISE CLASSIFICATION BASED ON TWO SIZES OF PATCHES WITHOUT SCREENING
In order to verify the impact of the screening process of 128 × 128 pixels patches on the multi-classification performance of breast cancer histology images, we use the ResNet50-512 and ResNet50-128 as the feature extractors without the process of fine-tuning ResNet50-128 with selected discriminative patches of 128 × 128 pixels, and then, train the SVM with all sampled patches. In the test phase, we use all the sampled patches to extract features through the feature extractors, and then use the P-norm pooling method to obtain the image-level feature of each image for classification. The confusion matrix of the method are given in Table 7 . The image-wise accuracy of the overall test set is 86%. The precision, recall and F-score of each class are shown in Table 8 . After calculation, the macro-F is 86.33%.
The performance of the method without the process of screening discriminative patches of 128 × 128 pixels is reduced, because some patches with large areas of fat cells and stroma, sparse breast cells, and normal patches extracted from malignant histology images bring certain commonality between normal and malignant images.
3) IMAGE-WISE CLASSIFICATION BASED ON LARGER PATCHES
In our scheme, patches of 128×128 pixels and 512×512 pixels are extracted from breast histology images to include both cell-level information and tissue structures features. In order to verify the effect of the method on multi-classification performance, we use fixed-size patches of 512 × 512 pixels to train feature extractors and classifier. The confusion matrixes of the experiment are shown in Table 9 . The image-wise accuracy of the overall test set is 80.56%. The precision, recall and F-score of each class are shown in Table 10 . According to the formula (5), the calculated result of macro-F is 81.0%.
As can be seen from the results, the performance of the method has dropped significantly. Here, the F-score of invasive carcinoma class is unchanged, because patches of 512 × 512 pixels contained continuous tissue structures information are used to differentiate in situ and invasive carcinomas mainly. The absent of smaller patches contained cell-level features leads to the confusion of classifying normal, benign and in situ carcinoma histology images.
4) DISCUSSION
In our work, we extract smaller patches of 128 × 128 pixels and larger patches of 512 × 512 pixels from the breast histology images to contain cell-level and tissue-level features, then, we screen discriminative 128 × 128 pixels patches based on clustering algorithm and CNN. Through comparative experiments, it is proved that the two methods proposed in this paper can effectively improve the performance of multi-classification of breast histology images.
We compare the results of our approach with the benchmark method proposed in [20] (CNN+SVM) and the comparative result is shown in Table 11 . Araújo et al. used the same dataset as us and extracted patches of 512 × 512 pixels. They employed a CNN of their own designed and achieved a best accuracy of 77.8% of multi-classification with augmented dataset. It can be seen that our approach has a substantial improvement in accuracy and recall compared with the benchmark scheme, especially in the classification of benign and in situ carcinoma images.
In addition, Rakhlin et al. [38] employed several traditional CNNs as feature extractors and gradient boosted trees classifier. Golatkar et al. [39] extracted patches that are rich in nuclei and used fine-tuned Inception-v3. They achieved 87.2% and 85% accuracy respectively for 4-class classification used 400 H&E stained breast histology images in an extended dataset released for Breast Cancer Histology Challenge (BACH). As seen, our approach are competitive compared to other state-of-the-art methods.
V. CONCLUSION
In this paper, we propose an effective method to classify the H&E stained breast histology images into four classes: normal tissue, benign lesion, in-situ carcinoma and invasive carcinoma. Due to the atypia of cancerous cells and the difference in tissue morphology and structures between in situ carcinoma and invasive carcinoma, we extract two kinds of patches of 512 × 512 pixels and 128 × 128 pixels from the histology images to contain different levels features.
We design a process to screen more discriminative patches of 128 × 128 pixels automatically based on several machine learning algorithms and CNN. ResNet50 is used as feature extractor to extract features from patches, P-norm pooling is used to get final features of images and SVM is employed for final image-wise classification. Our scheme achieves 95% accuracy on the initial test set compared to 85% accuracy of the benchmark work [20] . In addition, the validity of our methods is demonstrated through a series of experiments.
