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VARIATIONAL PRINCIPLES FOR OPTIMAL CONTROL OF LEFT-INVARIANT
MULTI-AGENT SYSTEMS WITH ASYMMETRIC FORMATION CONSTRAINTS
LEONARDO J. COLOMBO AND DIMOS V. DIMAROGONAS
Abstract. We study an optimal control problem for a multi-agent system modeled by an undirected
formation graph with nodes describing the kinematics of each agent, given by a left invariant control
system on a Lie group. The agents should avoid collision between them in the workspace. This is
accomplished by introducing appropriate potential functions into the cost functional for the opti-
mal control problem, corresponding to fictitious forces, induced by the formation constraint among
agents, that break the symmetry of the individual agents and the cost functions, and render the
optimal control problem partially invariant by a Lie group of symmetries.
Reduced necessary conditions for the existence of normal extrema are obtained using techniques
from variational calculus on manifolds. The Hamiltonian formalism associated with the optimal
control problem is explored through an application of Pontryagin’s maximum principle for left-
invariant systems where necessary conditions for the existence of normal extrema are obtained as
integral curves of a Hamiltonian vector field associated to a reduced Hamiltonian function. By means
of the Legendre transformation we show the equivalence of both frameworks.
The discrete-time version of optimal control for multi-agent systems is studied in order to develop
a variational integrator based on the discretization of an augmented cost functional in analogy with
the Hamiltonian picture of the problem through the Hamilton-Pontryagin variational principle. Such
integrator defines a well defined (local) flow to integrate the necessary conditions for local extrema
in the optimal control problem. As an application we study an optimal control problem for multiple
unicycles.
1. Introduction
Multi-agent systems [28] have gained a lot of attention in the last decades due to the advances in
communication, robotics and cooperative control of spacecraft, robotic manipulators as well as unmanned
aerial and underwater vehicles. Symmetries in optimal control have been studied by several authors in
the last decades [3], [10], [23], [24], [38] and the reduction by symmetries in optimal control problems has
been a very active area of research for applications in robotics, aerospace engineering and locomotion
among others (see e.g., [7], [22] and references therein).
Different approaches to formation control of multi-agent systems can be identified, e.g. as leader-
follower [25], behavior-based [2] and rigid body type formations [30], [31], [33], [36]. We build on the last
category by studying optimal control of formation problems for systems whose configurations evolves on
a Lie group and including in our analysis rigid body dynamics.
Discrete Mechanics is, roughly speaking, a discretization of Geometric Mechanics theory. As a result,
one obtains a set of discrete equations equivalent to the Euler-Lagrange equation but, instead of a direct
discretization of the ODE, the latter are derived from a discretization of the base objects of the theory
(the state space, the Lagrangian, etc). In particular, the derivation of variational integrators for Euler-
Lagrange equations and Euler-Poincare´ equations from the discretization of variational principles has
received a lot attention from the systems and control community in the recent years [9], [27], [26], (and
in particular for optimal control of mechanical systems [15], [21]). The preservation of the symplectic
form and momentum map are important properties which guarantee the competitive qualitative and
quantitative behavior of the proposed methods and mimic the corresponding properties of the continuous
problem. That is, these methods allow substantially more accurate simulations at lower cost .
This work follows the research lines started in [23] for optimal control of left-invariant systems and
[17] for coordination control of multiple left invariant agents, respectively, and also builds in previous
developments for reduction of optimal control [4], [22], [23] by studying optimal control problems for
multi-agent formations whose dynamics evolves on a Lie group of symmetries and the kinematics of each
agent is given by a left-invariant system.
2010 Mathematics Subject Classification. 22E70, 37K05, 37J15, 37M15, 37N35, 49J15, 91B69, 93C10.
Key words and phrases. Optimal control, Symmetry reduction, Multi-agent formation, Variational principles, Left-
invariant control systems, Heterogeneous agents, Variational integrators, Geometric integration.
This work was supported by the Swedish Research Council (VR), Knut och Alice Wallenberg foundation (KAW), the
H2020 Project Co4Robots and the H2020 ERC Starting Grant BUCOPHSYS.
Some of the results in Sections 4 and 7.1 of this work, without proofs, have been submitted for presentation to 2018
European Control Conference.
1
2 LEONARDO J. COLOMBO AND DIMOS V. DIMAROGONAS
The problem studied in this work consists in finding the absolute configurations and control inputs
for each agent, obeying the corresponding kinematics equations given by a left-invariant control system,
as well as satisfying the formation constraints and minimizing the energy of the agents in the formation.
One of the aims of this paper, further than only solving the proposed optimal control problem,
consists in introducing a new theoretical approach for the optimal coordinated motion of multi-agent
systems with heterogeneous agents using variational principles, as is usual for a single agent whose
dynamics is described by a mechanical system. The differential equations obtained represent necessary
conditions for optimality and are obtained through three different variational principles.The first one,
from a Lagrangian point of view, the second one from a Hamiltonian perspective, and the last one for
discrete time systems inspired by the construction of geometric numerical integrators. Moreover, in the
first variational principle the set of differential equations obtained for reduced necessary conditions for
the existence of normal extrema gives rise to a set of equations that can not be solved directly with a
numerical solver. We also propose a splitting in the equations to render such a system solvable.
In this work each agent is described by a drift-free kinematic control system on a Lie group and agents
should satisfy the formation constraints to avoid collision with each other in the workspace. For this
task, we introduce appropriate potential functions corresponding to fictitious forces (as for instance, a
Coulomb potential), induced by the formation constraints, into the cost functional for the optimal control
problem. Such potential functions are not invariant under the group of symmetries of the agents and
therefore they break the symmetry of individual agents in the optimal control problem. For continuous
time systems, the reduction of necessary conditions for the existence of normal extrema in the problem is
described via Euler-Poincare´ and Lie-Poisson type equations arising from the variational analysis while in
the discrete time counterpart, the discrete necessary conditions are determined via discrete Lie-Poisson
type equations [14].
As an application we study a minimum-energy problem for three unicycles and characterize the exact
solution for the control law of one of the agents. To the best of authors’ knowledge, this is one of
the first attempts where a formation constraint for a coordination motion of unicycles is expressed in
absolute configurations on the Lie group SE(2) (a different approach for relative configurations has been
studied in [17] and [18]), allowing to explore more the Lie group framework in formation problems with
non-compact configuration spaces. This approach can be seen as a complement to the related literature
for formation problems on Lie groups is the case of agents evolving on the Lie group of rotations SO(3)
where the constraint is written as the geodesic distance between two points (since SO(3) is compact
and therefore a complete manifold such a distance is well defined) and the use of Rodrigues’ formula
allows the use of trackable formation constraints. Moreover, the optimization problem considered in
[17] and [18] is based on minimizing the strength of interactions by using a coupling parameter among
particles while our optimization problem is a minimum-energy problem avoiding collisions among agents
by using artificial potentials created to simulate a fictitious repulsion among them in the configuration
space inspired by the approach given in [19] for robotic manipulators.
The main results of this work are given in Theorem 4.1, Theorem 5.3, Theorem 6.1, Proposition
4.1, and Proposition 6.1. The main contributions of this work are: (i) the introduction of the class of
left-invariant multi-agent formations, where agents and formation constraints evolves on a Lie group of
symmetries. This approach gives rise to coordinate-free expressions for the dynamics describing opti-
mality conditions and given that agents are left invariant, there is a globalization of solutions; (ii) the
reduction by symmetries of necessary conditions for optimality based on the invariance of each agent
under a suitable symmetry in the cost function (Euler-Poincare´ reduction) and the development of a
splitting in the dynamics of the optimal control problem among the generators of the control distribution
and its complementar; (iii) the reduction by symmetries of necessary conditions for optimality based
on the Hamiltonian structure arising in the problem (Lie-Poisson reduction); (iv) the derivation of geo-
metric numerical methods based on discrete mechanics and variational integrators (Hamilton-Pontryagin
integrators) for the discrete-time optimal control problem of left-invariant multi-agent systems.
The structure of the paper is as follows: Section II introduces reduction by symmetries, Euler-Poincare´
and Lie-Poisson equations. Section III introduces the left-invariant kinematic multi-agent control system
and the formulation of the optimal control problem for multiple agents. In Section IV we study Euler-
Poincare´ and Lie-Poisson reduction of necessary conditions by using a variational framework and splitting
the dynamics to find a solvable system of equations. The Hamiltonian formalism associated with the
optimal control problem by applying Pontryagin’s maximum principle for left-invariant systems for the
derivation of necessary conditions for the existence of normal extrema is given in Section V where we
also establish the equivalence between the Lagrangian and Hamiltonian framework. The discrete-time
version of the optimal control for multi-agent systems is studied in Section VI by discretizing a suitable
cost functional in the spirit of discrete mechanics, and were we study some qualitative properties for the
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discrete flow. An application to the optimal control problem of three unicycles is studied in Section VII.
We conclude the work by commenting directions of future research in Section VIII.
2. Preliminaries
In this section we introduce the review material we will use along the work. For a further covering of
the topics see [3] (Chapter 3), [13] (Chapters 6-7), and [29] (Appendix A).
2.1. Mechanics on manifolds. Let Q be the configuration space of a mechanical system, a differen-
tiable manifold of dimension n with local coordinates q = (q1, . . . , qn). Let TQ be the tangent bundle
of Q, locally described by positions and velocities for the system vq = (q
1, . . . , qn, q˙1, . . . , q˙n) ∈ TQ with
dim(TQ) = 2n. Let T ∗Q be its cotangent bundle, locally described by positions and momentum for the
system (qi, pi) ∈ T
∗Q with dim(T ∗Q) = 2n. The tangent bundle at a point q ∈ Q is denoted as TqQ and
the cotangent bundle at a point h ∈ Q is denoted as T ∗hQ.
The dynamics of the mechanical system is determined by a Lagrangian function L : TQ → R given
by L(q, q˙) = K(q, q˙) − V (q) where K : TQ → R is the kinetic energy and V : Q → R the potential
energy. The corresponding equations of motion describing the dynamics of the system are given by
the Euler-Lagrange equations
d
dt
(
∂L
∂q˙i
)
=
∂L
∂qi
, i = 1, . . . , n; a system of n second-order differential
equations.
Given a tangent vector vq ∈ TqQ, and f ∈ C
∞ the set of real valued smooth functions on Q, vq · df
denotes how tangent vectors acts on functions on C∞(Q).
Given a differentiable function f : Q→ Q1 with Q1 a smooth manifold, the pushforward of f at q ∈ Q
is the linear map Tqf : TqQ → Tf(q)Q1 satisfying Tqf(vq) · φ = vq · d(φ ◦ f) for all φ ∈ C
∞(Q1) and
vq ∈ TqQ. The pullback of f at q ∈ Q is the dual map T
∗
q f : T
∗
f(q)Q1 → T
∗
qQ satisfying
〈T ∗q f(pq), vq〉 = 〈pq, Tqf(vq)〉 (1)
for all vq ∈ TqQ → Q and pq ∈ T
∗
f(q)Q1, where 〈·, ·〉 denotes how tangent covectors acts on tangent
vectors.
A differential 2-form Ω (i.e., Ω is a (0, 2)-tensor) is called closed if dΩ = 0. If there exists X ∈ TqP
such that Ω(X,Y ) = 0 for all Y ∈ TqP , implies X = 0, Ω is said to be non-degenerate. A differentiable
manifold P endowed with a closed and non-degenerated differential 2-form Ω is called a symplectic
manifold and denoted by (P,Ω). Ω is called a symplectic structure on P .
A diffeomorphism between two symplectic manifolds F : (P,Ω) → (P ′,Ω′) is called symplectomor-
phism of symplectic map if F ∗Ω′ = Ω, where F ∗Ω′ denotes the pullback of the 2-form Ω′ by F defined
as (F ∗Ω′)(z)(X1, X2) = Ω
′(F (z))(dF (z)(X1), dF (z)(X2)), with z ∈ P and X1, X2 ∈ TzP1 (see Definition
3.55 in [13]).
The Poisson bracket of two functions on T ∗Q is the bilinear, skew-symmetric operation {·, ·} :
C∞(T ∗Q)×C∞(T ∗Q)→ C∞(T ∗Q) satisfying
{fg, h} = f{g, h}+ {f, h}g
and
{f, {g, h}}+ {h, {f, g}}+ {g, {h, f}} = 0.
The canonical symplectic form on T ∗Q (i.e., when P = T ∗Q) is given by Ωc =
n∑
i=1
dqi ∧ dpi,where ∧
denotes the wedge product of differential forms (see Definition 3.50 in [13]). Such a symplectic structure
on T ∗Q induces a Poisson bracket given by
{f, g} = Ω(Xf , Xg)
for all f, g ∈ C∞(T ∗Q) where Xf satisfies Ω(Xf (q), vq) = vq ·df(q) for all q ∈ Q. Xf is called Hamiltonian
vector field associated with f . The contraction of Ωc by the vector field Xf is defined by iXfΩc(q, vq) :=
Ω(Xf (q), vq).
A Hamiltonian function is described by the total energy of a mechanical system, H : T ∗Q→ R, giving
rise to a dynamics on the T ∗Q, governed by Hamilton equations which correspond to the equations
generated by the Hamiltonian vector field XH ∈ T (T
∗Q) for H , as a solution to the equation
iXfΩc = dH
locally described by XH(q, p) =
(
∂H
∂p
,− ∂H
∂q
)
, that is,
q˙i =
∂H
∂pi
, p˙i = −
∂H
∂qi
,
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determining a set of 2n first order ordinary differential equations (see [3] Section 3.1 for more details).
2.2. Mechanics on Lie groups. If the configuration space is a Lie group and the system has a sym-
metry, one can take advantage of it to reduce the degrees of freedom of the system and work on a lower
dimensional system reducing computational cost and avoiding singularities by working on a coordinate
free framework in the associated Lie algebra of a Lie group.
Definition 2.1. A Lie group is a smooth manifold G that is a group and for which the operations of
multiplication (g, h) 7→ gh for g, h ∈ G and inversion, g 7→ g−1, are smooth.
Definition 2.2. A symmetry of a function F : G → R is a map φ : G → G such that F ◦ φ = F . In
such a case F is said to be a G-invariant function under φ.
Definition 2.3. Let G be a Lie group with identity element e¯ ∈ G. A left-action of G on a manifold Q is
a smooth mapping Φ : G×Q→ Q such that Φ(e, q) = q ∀q ∈ Q, Φ(g,Φ(h, q)) = Φ(gh, q) ∀g, h ∈ G, q ∈ Q
and for every g ∈ G, Φg : Q→ Q defined by Φg(q) := Φ(g, q) is a diffeomorphism.
Φ : G × Q → Q is a right-action if it satisfies the same conditions as for a left action except that
Φ(g,Φ(h, q)) = Φ(hg, q) ∀g, h ∈ G, q ∈ Q.
We often use the notation gq := Φg(q) = Φ(g, q) and say that g acts on q. All actions of Lie groups
will be assumed to be smooth.
Let G be a finite dimensional Lie group and g will denote the Lie algebra associated to G defined as
g := TeG, the tangent space at the identity e ∈ G. Let Lg : G→ G be the left translation of the element
g ∈ G given by Lg(h) = gh for h ∈ G. Similarly, Rg denotes the right translation of the element g ∈ G
given by Rg(h) = hg for h ∈ G. Lg and Rg are diffeomorphisms on G and a left-action (respectively
right-action) from G to G [13]. Their tangent maps (i.e, the linearization or tangent lift) are denoted by
ThLg : ThG → TghG and ThRg : ThG → ThgG, respectively. Similarly, the cotangent maps (cotangent
lift) are denoted by T ∗hLg : T
∗
hG → T
∗
ghG and T
∗
hRg : T
∗
hG → T
∗
hgG, respectively. It is well known that
the tangent and cotangent lift are actions (see [13], Chapter 6).
Let X : G → TG be a vector field on G. The set X(G) denotes the set of all vector fields on G. The
tangent map TeLg shifts vectors based at e to vectors based at g ∈ G. By doing this operation for every
g ∈ G we define a vector field as Xgξ := TeLg(ξ) for ξ := X(e) ∈ TeG. A vector field X ∈ X(G) is called
left-invariant if ThLg(X(h)) = X(Lg(h)) = X(gh) for all g, h ∈ G. In particular for h = e this means
that a vector field X is left-invariant if g˙ = X(g) = TeLgξ for ξ = X(e) ∈ g. Note that if X is a left
invariant vector field, then ξ = X(e) = TgLg−1 g˙.
Let Φg : Q→ Q for any g ∈ G a left action on G; a function f : Q→ R is said to be invariant under
the action Φg , if f ◦Φg = f , for any g ∈ G (that is, Φg is a symmetry of f). The Adjoint action, denoted
Adg : g → g is defined by Adgχ := gχg
−1 where χ ∈ g. Note that this action represents a change of
basis on the Lie algebra.
If we assume that the Lagrangian L : TG→ R is G-invariant under the tangent lift of left translations,
that is L ◦ TgLg−1 = L for all g ∈ G, then it is possible to obtain a reduced Lagrangian ℓ : g → R, where
ℓ(ξ) = L(g−1g, TgLg−1(g˙)) = L(e, ξ).
The reduced Euler–Lagrange equations, that is, the Euler–Poincare´ equations (see, e.g., [3], [13]), are
given by the system of n first order ode’s
d
dt
∂ℓ
∂ξ
= ad∗ξ
∂ℓ
∂ξ
. (2)
where ad∗ : g× g∗ → g∗, (ξ, µ) 7→ ad∗ξµ is the co-adjoint operator defined by 〈ad
∗
ξµ, η〉 = 〈µ, adξη〉 for all
η ∈ g with ad : g× g → g the adjoint operator given by adξη := [ξ, η], where [·, ·] denotes the Lie bracket
of vector fields on the Lie algebra g, and where 〈·, ·〉 : g∗ × g → R denotes the so-called natural pairing
between vectors and co-vectors defined by 〈α, β〉 := α · β for α ∈ g∗ and β ∈ g where α is understood as
a row vector and β a column vector. For matrix Lie algebras 〈α, β〉 = αTβ (see [13], Section 2.3 pp.72
for details).
Using this pairing between vectors and co-vectors and (1), one can write a useful relation between the
tangent and cotangent lifts
〈α, ThLg(β)〉 = 〈T
∗
hLg(α), β〉 (3)
for g, h ∈ G, α ∈ g∗ and β ∈ g.
The Euler–Poincare´ equations together with the reconstruction equation ξ = TgLg−1(g˙) are equiv-
alent to the Euler–Lagrange equations on G. By assuming that the reduced Lagrangian ℓ is a global
diffeomorphism (i.e. ℓ is hyper-regular), then one can obtain the reduced Hamiltonian h : g∗ → R
given by h(µ) = 〈µ, ξ(µ)〉 − ℓ(ξ(µ)), where one uses the Legendre transformation fℓ : g → g∗ given by
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〈fℓ(ξ), η〉 = 〈 ∂ℓ
∂ξ
, η〉 and since ℓ is hyper-regular then ξ can be defined as a function of µ by the implicit
function theorem (see [13], Section 9.1, pp 296 for details in the procedure). The Euler–Poincare´ equa-
tions (2) can then be written as the Lie–Poisson equations (see, [3], [13]), which are given by µ˙ = ad∗∂h
∂µ
µ.
3. Left-invariant kinematic multi-agent control system and problem formulation
3.1. Left-invariant kinematic multi-agent control system. Let Gi be r Lie groups of dimension n
describing the configuration of r heterogenous agents and gi := TeiGi their corresponding Lie algebras
i = 1, . . . , r with gi(t) ∈ Gi describing the evolution of agent i at time t.
In the problem studied in this work the configuration space of each agent has the same Lie group
structure. Note that the same configuration does not mean the same agent. For instance, each agent can
have different mass and inertia values, and therefore agents can be heterogeneous.
Along this work, we assume that a multi-agent control system is modeled by an undirected (bidirec-
tional) formation graph G = (V,E, C), describing the kinematics of each agent given by r left invariant
control systems on Gi with i = 1, . . . , r together with the formation constraints.
Here V denotes the set of vertices of the graph representing the communication topology in the multi-
agent system where each vertex vi ∈ V is a left invariant control system, that is, the kinematics of each
agent is determined by
g˙i = TeiLgi(ui), gi(0) = g
i
0, (4)
and the set E ⊂ V×V denotes the set of edges of the graph, s := r(r−1)
2
symmetric binary relations that
link two agents, where gi(·) ∈ C
1([0, T ], Gi), T ∈ R fixed, the time where agent i should reach the desired
position, and ui, the control input, is a curve on the Lie algebra gi of Gi. Alternatively, the left-invariant
control system (4) can be written as ui(t) = TgiLg−1
i
g˙i, where for each i, the m-tuple of control inputs
ui = [u
1
i . . . u
m
i ]
T take values in Rm.
The set C is given by s (holonomic) formation constraints indexed by the edges set cE = {φij}eij with
eij = (vi, vj) ∈ E. For each edge eij , φij is a function on Gi × Gj defining the formation constraint
between agents i and j. The constraint is enforced if and only if φij(gi, gj) = 0.
If for each i, gi = span{e
i
1, . . . , e
i
m, e
i
m+1, . . . , e
i
n}, with i = 1, . . . , r, then ui is given by
ui(t) =
m∑
w=1
uwi (t)e
i
w.
Therefore (4) is given by the drift-free kinematic left invariant control system
g˙i(t) = gi(t)
m∑
w=1
uwi (t)e
i
w. (5)
Left-invariant control systems (4) provide a general framework for a class of systems that includes
control design for spacecraft and UAV motion. In general, the configuration space for these systems is
globally described by a matrix Lie group making (4) a natural model for the controlled system. The Lie
group framework gives rise to coordinate-free expressions for the dynamics describing the behavior of
the system. When systems on Lie groups are left invariant, there is a globalization of solutions. That is,
even if we exploit local charts to make small maneuvers, working in a framework of Lie groups allow us
to move all over the configuration space without reformulating the controls. This is because the absolute
position of the system can always be described as if it were the identity in the Lie group.
3.2. Problem formulation. Next, we are going to define an optimal control problem for the left-
invariant multi-agent control system (5).
Along this work, we will denote G = Πri=1Gi and g = Π
r
i=1gi, where the Lie algebra structure of g
is given by [ξ1, ξ2] = ([ξ
1
1 , ξ
1
2 ], . . . , [ξ
r
1 , ξ
r
2 ]) ∈ g with ξ1 = (ξ
1
1 , . . . , ξ
r
1) ∈ g and ξ2 = (ξ
1
2 , . . . , ξ
r
2) ∈ g.
We also denote πi : G → Gi, τi : g → gi, χi : g
∗ → g∗i , αi : T
∗G → T ∗Gi and βi : TG → TGi
the canonical projections from G, g, g∗, T ∗G and TG, respectively, over its ith-factor. These spaces
and their corresponding projections are used in the following sections of the work to lift the dynamics
in the product space and describe the dynamics for the optimal control of left-invariant multi-agent
formation as a dynamical system for determining necessary conditions in the spirit of single agents. As
commented in [33], when undirected formations are considered, each agent is equally responsible for
maintaining constraints. Such a property permits to collect all the agent kinematics and the constraints
by considering such product manifolds.
We assume that each agent i occupies a disk of radius r on G. The quantity r is chosen to be small
enough so that it is possible to pack r disks of radius r on G. We say that agents i and j avoids mutual
collision if (πi(g)− πj(g)) > r¯.
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We want to find necessary conditions for the existence of normal extrema in a minimum-energy prob-
lem for the left-invariant multi-agent control system (5) where along their trajectory from a prescribed
absolute initial state to a prescribed final absolute state not only minimize the energy of the complete
networked system to achieve the desired final position, but also ensure that agents avoid collisions with
each other in the workspace. This task can be done by introducing s := r(r−1)
2
potential functions corre-
sponding to fictitious forces into the cost functional for the optimal control problem, which are induced
by the formation constraints.
Collision avoidance between the agents i and j is achieved by introducing the potential function
Vij : Gi×Gj → R with i = 1, . . . , n; j = 1, . . . , s and i 6= j. We assume that Vij may not be a (Gi×Gj)-
invariant function for each eij ∈ E (i.e., Vij(gihi, gjhj) 6= Vij(gi, gj) for some (gi, gj) and (hi, hj) in
Gi ×Gj) and that it is sufficiently regular for all eij ∈ E.
Problem: Consider the following optimal control problem: find the absolute configurations g(t) =
(g1(t), . . . , gr(t)) and control inputs u(t) = (u1(t), . . . , ur(t)) minimizing the cost functional
min
(g(·),u(·))
r∑
i=1
∫ T
0
[Ci(gi(t), ui(t)) +
∑
j>i
Vij(gi(t), gj(t))]dt (6)
subject to g˙i(t) = Te¯iLgi(t)(ui(t)) and boundary values g(0) = (g1(0), . . . , gr(0)) =: (g
0
1 , . . . , g
0
r), g(T ) =
(g1(T ), . . . , gr(T )) =: (g
T
1 , . . . , g
T
r ), where u(t) = (u1(t), . . . , ur(t)) ∈ g and each cost function Ci :
Gi × gi → R is smooth and Gi-invariant for each i under the left action of Gi on Gi × gi given by
ρgi : Gi × gi → Gi × gi, ρgi(hi, ui) = (Lgihi, ui), that is, Ci ◦ ρgi = Ci for all gi ∈ Gi. 
Remark 3.1. For a given element gi ∈ Gi, we denote ρgi : Gi × gi → Gi × gi, the action ρgi(hi, ui) =
(Lgihi, ui), and when there is no confusion we denote ρ : G × (G × g) → G × g the vector valued left
action of G on G× g given by ρ(g, h, u) = (Lgh, u) for g, h ∈ G, u ∈ g. ⋄
Remark 3.2. The restriction in the index j > i in the second sum in (6) is to do not count twice the
quantity of functions Vij to avoid collision among agents (note that Vij = Vji) and make more simple the
exposition. Other possibility might be to write in (6) the factor
1
2
s∑
j=1,j 6=i
Vij(gi, gj) for i = 1, . . . , r. ⋄
Remark 3.3. The cost functions Ci are not related to collision avoidance between agents but only to
the energy minimization performance. The potential functions used to avoid collision in the proposed
approach are essentially centralized collision avoidance potentials as in [19]. However, this is not neces-
sary. In particular, under some mild conditions one might consider other appropriated collision avoidance
functions as for instance dipolar potential functions [34], [8], where each agent runs it’s own controller
which has knowledge of the respective agent’s assigned target but ignores the targets of the others, and
therefore, the potential function is local to each agent and becomes decentralized. ⋄
The problem studied in this work consists on finding necessary conditions for the existence of normal
extrema in the optimal control problem (under the assumptions given above), taking advantage of the
symmetries in the cost functional. To solve the proposed problem we extend, in a non-trivial fashion, the
variational principle for Euler-Poincare´ equations to the case of a multi-agent formation. The optimal
control problem for left invariant systems studied in this work, for a single agent, has been studied in [22].
The inclusion of more agents satisfying the formation constraints in the setting proposed in [22] makes
the problem more complicated to state and difficult to solve, compared with the single agent case. Also,
in the proposed approach we include a decomposition of the dynamics describing the solution for the
optimal control problem to transform the system into a solvable system of equations. Such decomposition
was not necessary and thus not derived in [22] for the single agent case.
4. Reduced necessary conditions for the existence of normal extrema
As in [4], and [22] for the single agent case, the optimal control problem can be solved as a constrained
variational problem by introducing the Lagrange multipliers λgi = T
∗
giLg−1
i
(λi(t)) ∈ T
∗
giGi with λi ∈
C1([0, T ], g∗i ) into the cost functional. Let g
∗ = span{e1i , . . . , e
m
i , e
m+1
i , . . . , e
n}, then λi(t) =
n∑
w=m+1
λi(t)e
w
i ,
where the (n −m)-tuple of Lagrange multipliers for each agent i, λi = [λ
m+1
i , . . . , λ
n
i ]
T takes values in
R
(n−m).
We define the set of admissible trajectories A ⊂ G× g× T ∗G by
A = {(g, u, λg) ∈ G× g× T
∗G s.t. ∀i = 1, . . . , r and j > i, (πi(g)− πj(g)) > r¯}
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and consider the extended Lagrangian L : A → R given by
L(g, u, λg) =
r∑
i=1
(
Ci(πi(g(t)), τi(u(t))) + 〈αi(λg(t)), βi(TeLgu(t))〉+
∑
j>i
Vij(πi(g(t)), πj(g(t)))
)
.
The following result gives rise to necessary conditions for the existence of reduced normal extrema in
the optimal control problem.
Theorem 4.1. If the cost functions Ci : Gi × gi → R are Gi-invariant under the left action of Gi on
Gi × gi given by ρgi : Gi × gi → Gi × gi, ρgi(hi, ui) = (Lgihi, ui) for all i = 1, . . . , r among the set A of
admissible trajectories, the normal extrema for the optimal control problem (6) satisfy the Euler-Poincare´
type equations
0 =
d
dt
(
∂Ci
∂ui
+ λi
)
− ad∗ui
(
∂Ci
∂ui
+ λi
)
−
∑
j>i
(
T ∗eiLgi
(
∂Vij
∂gi
)
+ T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
))
(7)
together with g˙i = giui.
Remark 4.1. Note that equations (7) looks like they are not Euler-Poincare´ equations due to the g-
dependency, but we refer to them as Euler-Poincare´ type equations, with some abuse, (also known in
the literature as trivialized Euler-Lagrange equations [7], [13]) because they comes from a procedure of
reduction by symmetries and if one considers the order in the way these equations must be solved, the
first equation is an equation on the dual of the Lie algebra of g. In practice, these equations should be
applied in a backward sense with respect to the index i, as illustrated below.
For instance, in the case of three agents (the one for which we apply the reduced equations in Section
7), s = 3. We start by computing the equations when i = 3. In this case j = 0 and therefore we only
need to solve the equation corresponding to the first two factors in (7) since the other part disappears
for j = 0. Solving such an equation (we will show how such equation must be computed in Proposition
4.1) we obtain u3 and λ3, and therefore using u3 and the reconstruction equation g˙3 = g3u3 we obtain
g3. Therefore, after this first step we have the evolution of g3, u3 and λ3.
Next, we compute the equations when i = 2. In this case j = 3. Solving (7) coupled with g˙2 = g2u2,
using the the configuration found for the last agent g3 in the previous step, one is not able to solve the
resulting equations and obtain the evolution for λ2, u2 and g2 due to the interconnection term among
the agents in V13, although we have the information to deal with V23 from the previous stage. Then, we
must couple the equations with the case i = 1, j = 2, 3. That is, at this stage we need to go to step
i = 1.
Solving such a system coupled also with g˙1 = g1u1 we are able to find the evolution of λ1, λ2, u1, u2,
g1 and g2, giving rise to the motion of the agents in the workspace and the control inputs, satisfying the
formation constraints and minimizing the cost functional (6). ⋄
Proof of Theorem 4.1: Given that λgi = T
∗
giLg−1
i
(λi) for each i, and (T
∗
giLg−1
i
◦ TeiLgi) = ei, using
(3),
〈λgi , TeiLgiui〉 = 〈T
∗
giLg−1
i
(λi), TeiLgiui〉
= 〈λi, (T
∗
gi
L
g−1
i
◦ TeiLgi)ui〉
= 〈λi, ui〉.
Now, given that each Ci is invariant under ρgi , it is possible to define the reduced Lagrangian ℓ :
G× g× g∗ → R as
ℓ(g, u, λ) =
r∑
i=1
(Ci(τi(u(t))) + 〈χi(λ), τi(u)〉+
∑
j>i
Vij(πi(g(t)), πj(g(t)))). (8)
Next, after obtaining the reduced Lagrangian we shown that for variations of g vanishing, that is,
δg(0) = δg(T ) = 0 and such that (πi(g) − πj(g)) > r¯, ∀i = 1, . . . , r, j > i, and variations of u, the
variational principle
δ
∫ T
0
L(g(t), u(t), λg(t))dt = 0 (9)
implies the constrained variational principle
δ
∫ T
0
ℓ(g(t), u(t), λ(t))dt = 0 (10)
for variations δu = η˙ + aduη where η(t) ∈ C
1([0, T ], g), η(0) = η(T ) = 0.
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Given that each Ci is Gi-invariant under ρgi and 〈λgi , TeiLgiui〉 = 〈λi, ui〉 both integrands are equal,
and the variations of each gi, δgi, induce and are induced by variations δui = η˙i + aduiηi with ηi(0) =
ηi(T ) = 0 (See [13] Section 7.3, pp 255). Therefore, if we choose variations such that ηi = TgiL(gi)−1(δgi)
(that is, δgi = giηi) for all i = 1, . . . , r, δui = TgiL(gi)−1(g˙i) and the variational principle (9) holds, it
follows that δui = η˙i + aduiηi and hence the variational principle (9) implies the constrained variational
principle (10).
Now, note that
δ
∫ T
0
ℓ(g(t), u(t), λ(t))dt =
r∑
i=1
∫ T
0
〈∂Ci
∂ui
, δui
〉
+ 〈λi, δui〉+
∑
j>i
〈∂Vij
∂gi
, δgi
〉
+
∑
j>i
〈 j−1∑
k=1
(
∂Vkj
∂gj
)
, δgj
〉
dt
=
r∑
i=1
∫ T
0
〈∂Ci
∂ui
+ λi, η˙i + aduiηi
〉
+
∑
j>i
〈∂Vij
∂gi
, giηi
〉
+
∑
j>i
〈 j−1∑
k=1
(
∂Vkj
∂gj
)
, gjηj
〉
dt.
where the first equality comes from the definition of variation of a function on a manifold, that is,
δf(ξ) = 〈 ∂f
∂ξ
, δξ〉 for an arbitrary function f in an arbitrary manifold, and the second one by replacing
the variations by their corresponding expressions given before.
The first component of the previous integrand, after applying integration by parts twice, using the
boundary conditions and the definition of co-adjoint action, results in
r∑
i=1
∫ T
0
〈
−
d
dt
(
∂Ci
∂ui
+ λi
)
+ ad∗ui
(
∂Ci
∂ui
+ λi
)
, ηi
〉
dt.
The second and third components of the previous integrand are given by
r∑
i=1
∫ T
0
∑
j>i
〈∂Vij
∂gi
, giηi
〉
+
〈 j−1∑
k=1
(
∂Vkj
∂gj
)
, gjηj
〉
dt =
r∑
i=1
∫ T
0
∑
j>i
〈∂Vij
∂gi
, TeiLgiηi
〉
+
〈 j−1∑
k=1
(
∂Vkj
∂gj
)
, TejLgj ηj
〉
dt
=
r∑
i=1
∫ T
0
∑
j>i
〈
T ∗eiLgi
(
∂Vij
∂gi
)
, ηi
〉
+
〈
T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
)
, ηj
〉
dt
where we used the definition of left action in the first equality and (3) in the second one.
Therefore, δ
∫ T
0
ℓ(g(t), u(t), λ(t))dt = 0, ∀δηi implies
0 =
d
dt
(
∂Ci
∂ui
+ λi
)
− ad∗ui
(
∂Ci
∂ui
+ λi
)
−
∑
j>i
(
T ∗eiLgi
(
∂Vij
∂gi
)
+ T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
))
Finally to describe the dynamics into the Lie group and therefore obtain the absolute configurations
g(t) ∈ G we must also consider the reconstruction equation g˙i = giui for i = 1, . . . , r obtaining the set of
differential equations describing necessary conditions for the existence of normal extrema in the optimal
control problem (6). 
Note that equations (7) can not describe completely the time evolution of the controls and the Lagrange
multipliers. Since they are two independent variables, we must have two equations in order to have a
system of differential equations with a well defined solution. To tackle this issue we propose the following
splitting of the equations, used in Section 7.1 to describe necessary conditions for optimality of three
unicycles.
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Proposition 4.1. If each gi and gj admits a decomposition of the form gi = ri ⊕ si and gj = rj ⊕ sj,
respectively, where ri = span{e
i
1, . . . , e
i
m}, si = span{e
i
m+1, . . . , e
i
n} where ui(t) =
m∑
w=1
uwi (t)e
i
w and such
that
[si, si] ⊆ si, [si, ri] ⊆ ri, [ri, ri] ⊆ si,
[sj , sj ] ⊆ sj , [sj , rj ] ⊆ rj , [rj , rj ] ⊆ sj ,
for each i = 1, . . . , r, with j = 1, . . . , s where s = r(r−1)
2
, then the time evolution of (7) for each i can be
rewritten as
d
dt
∂Ci
∂ui
=ad∗uiλi
∣∣∣∣
ri
+
∑
j>i
T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
) ∣∣∣∣
rj
+
∑
j>i
T ∗eiLgi
(
∂Vij
∂gi
) ∣∣∣∣
ri
λ˙i =ad
∗
ui
∂Ci
∂ui
∣∣∣∣
si
+
∑
j>i
T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
) ∣∣∣∣
sj
+
∑
j>i
T ∗eiLgi
(
∂Vij
∂gi
) ∣∣∣∣
si
Proof: Given that gi = ri ⊕ si it follows that g
∗
i = r
∗
i ⊕ s
∗
i for each i = 1, . . . , r where r
∗
i =
span{e1i , . . . , e
m
i } and s
∗
i = span{e
m+1
i , . . . , e
n
i }. Moreover, using the chain of inclusions in the hypoth-
esis, this last decomposition satisfies that ad∗
ri
si
∗ ⊆ r∗i , ad
∗
si
r∗i ⊆ r
∗
i , ad
∗
si
s∗i ⊆ s
∗
i , and ad
∗
ri
r∗i ⊆ s
∗
i , and
therefore, given that, ∂Ci
∂ui
∈ r∗i and λi ∈ s
∗
i we have ad
∗
ui
(
∂Ci
∂ui
)
∈ s∗i and ad
∗
ui
λi ∈ r
∗
i . Using the previous
decomposition, the first factor in the right hand side of (7) can be split into ad∗ui
(
∂Ci
∂ui
)
and ad∗uiλi.
Since T ∗eiLgi
(
∂Vij
∂gi
)
∈ g∗i , it has a decomposition into r
∗
i and s
∗
i as
m∑
ω=1
(
T ∗eiLgi
(
∂Vij
∂gi
))
eiω ∈ r
∗
i and
n∑
ω=m+1
(
T ∗eiLgi
(
∂Vij
∂gi
))
eiω ∈ s
∗
i .
Finally, using the previous chain of inclusions for ad∗ but now with the index j, we can split∑
j>i
T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
)
∈ g∗j into r
∗
j and s
∗
j . Hence, for each i with i = 1, . . . , r and j = 1, . . . , s, (7)
splits into the following equations
d
dt
∂Ci
∂ui
=ad∗uiλi
∣∣∣∣
ri
+
∑
j>i
T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
)∣∣∣∣
rj
+
∑
j>i
T ∗eiLgi
(
∂Vij
∂gi
) ∣∣∣∣
ri
λ˙i =ad
∗
ui
∂Ci
∂ui
∣∣∣∣
si
+
∑
j>i
T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
) ∣∣∣∣
sj
+
∑
j>i
T ∗eiLgi
(
∂Vij
∂gi
) ∣∣∣∣
si

Remark 4.2. Note that semi-simple Lie algebras admit a Cartan decomposition, i.e., if g is semisimple,
then g = r⊕ s such that
[s, s] ⊆ s, [s, r] ⊆ r, [r, r] ⊆ s.
In addition, the Killing form is positive definite on r and negative definite on p (see [3], Section 7.4).
So, connected semi-simple Lie groups are potential candidates that satisfy the assumption of Proposition
4.1. ⋄
5. Reduced necessary condition through Pontryagin maximum principle
This section is devoted to the Hamiltonian formalism associated with the optimal control problem with
asymmetric formation constraints. The goal is to show how Lagrange’s principle of least action for multi-
agent systems defines an optimal control problem for which an appropriate Hamiltonian h : G×g∗ → R is
obtained through an application of Pontryagin’s maximum principle for left-invariant systems. Necessary
conditions for the existence of normal extrema are obtained as integral curves of the Hamiltonian vector
field for h, as a different approach based on exploiting the hidden geometry in the variational problem.
We also show how both approaches (i.e., the Legrangian and the Hamiltonian) are related by introducing
a Legendre transformation.
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5.1. Pontryagin maximum principle on manifolds. Let Q be a differentiable manifold. We now
consider the following optimal control problem where states takes values on Q.
Let f : Q × U → TQ a smooth function and C : Q × U → R a smooth cost function with U ⊂ Rn,
n ∈ N− {0}. Consider the optimal control problem
min
(q(·),u(·))
∫ T
0
C(q(t), u(t)) dt
subject to q˙ = f(q(t), u(t)), t ∈ [0, T ], q(0) = q0, q(T ) = qT , with T, q0, qT fixed and (q(t), u(t)) : [0, T ]→
Q× U .
It is well known that necessary conditions for a local extrema of this optimal control problem are
determined by Pontryagin’s maximum principle [32]. To apply such a principle, one must to define the
control Hamiltonian Hc : T
∗Q× U → R given by
Hc(q, p, u) = 〈p, f(q, u)〉 − C(q, u), p ∈ T
∗
q Q.
Such necessary conditions are given as follows ([32], [1] Theorem 12.10 and [3] Section 7.2):
Theorem 5.1 (Pontryagin Maximum Principle [32], [1], [3]). Suppose (q, u) : [0, T ] → Q× U is a local
extrema for the optimal control problem. Then there exists p : [0, T ] → T ∗q(t)Q such that (q, p) is an
integral curve for the time-varying Hamiltonian vector field XH associated with H : T
∗Q × R given by
H(q, p, t) = Hc(q, p, u(t)) and (q, p) satisfies
H(q(t), p(t), t) = max
u∈U
Hc(q(t), p(t), u)
for all t ∈ [0, T ].
Integrals curves for XH are found by solving Hamilton’s equations
q˙i =
∂H
∂pi
, p˙i = −
∂H
∂qi
where (qi, pi) are local coordinates on T
∗Q, i = 1, . . . ,dim(Q).
A complete range of generalization for the original work of Pontryagin can be found in [37].
5.2. Reduction of necessary conditions for optimallity. Next, we study the reduction of the nec-
essary conditions for the optimal control problem by using Pontryagin’s maximum principle. Consider
the optimal control control problem for left invariant multi-agent systems with asymmetric formation
constraints given in (6). A Hamiltonian structure comes into play through the augmented cost functional
given by
S
a(g, µg , u) =
r∑
i=1
∫ T
0
Ci(πi(g), τi(ui) +
∑
j>i
Vij(πi(g), πj(g)) + 〈αi(µg), βi(g˙)− βi(TeLgu)〉 dt, (11)
where αi(µg) = µgi(t) = T
∗
giLg−1
i
(µi(t)) ∈ T
∗
giGi with µi ∈ C
1([0, T ], g∗i ) and ×G denotes the product
bundle with fibers in the base manifold G (also known as Withney sum or Pontryagin bundle [7]). Note
that µgi is playing the role of the momenta pi in the previous subsection. The augmented cost function
permits to introduce the control Hamiltonian Hc : T
∗G×G (G× g)→ R as
Hc(g, µg , u) =
r∑
i=1
(
〈αi(µg(t)), βi(TeLgu(t))〉 −Ci(πi(g(t), τi(u(t))))−
∑
j>i
Vij(πi(g), πj(g))
)
.
Along the proof of reduced necessary conditions for optimality we employ Pontryagin’s maximum
principle for left invariant systems, with an adjustment in the notation, from Krishnaprasad [23] for the
single agent case (see also [16] Chapter 12).
Theorem 5.2. [Pontryagin maximum principle]
If u⋆ is the optimal control for Hc : T
∗G×g, the only extrema of Hc are normal extrema and g(t) ∈ G
denotes the optimal trajectory, then there exists µg ∈ T
∗
gG such that
H(g(t), µg(t)) = max
u(·)
Hc(g(t), µg(t), u) = Hc(g, µg, u
⋆)
for all t ∈ [0, T ] where (g(t), µg(t)) satisfies Hamilton’s equations for H.
In the following result we show how Pontryagin’s maximum principle given in Theorem 5.2 gives rise
to reduced necessary conditions for the existence of normal extrema in the optimal control problem for
left-invariant multi-agent systems.
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Theorem 5.3. Consider the controlled Hamiltonian Hc, and assume that it is G-invariant under the
left action of G on G× g given by ρ(g, h, u) = (Lgh, u) for g, h ∈ G, u ∈ g. Reduced necessary conditions
for the existence of normal extrema are determined by integral curves of the Hamiltonian vector field Xh
for the reduced Hamiltonian h : G × g∗ → R satisfying Hamilton’s equations for h
g˙i =TeiLgiu
⋆
i , (12)
µ˙i =ad
∗
u⋆
i
µi −
∑
j>i
(
T ∗eiLgi
(
∂Vij
∂gi
)
+ T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
))
(13)
where u⋆ = (u⋆1, . . . , u
⋆
r) denotes the optimal control for Hc.
Proof: Using the controlled Hamiltonian Hc, the augmented cost functional S
a can be written as
S
a(g, µg, u) =
r∑
i=1
∫ T
0
(〈αi(µg), βi(g˙)〉 −Hc(g(t), µg(t), u(t))) dt.
By Pontryagin’s maximum principle, we can define the optimal Hamiltonian H : T ∗G→ R by
H(g, µg) = max
u(·)
Hc(g, µg , u) = Hc(g, µg, u
⋆)
where u⋆ denotes the optimal control, assuming it is determined by the maximization of the Hamiltonian.
Given that each Ci is Gi-invariant and µgi(t) = T
∗
giLg−1
i
(µi(t)), the left action ρ induces the reduced
optimal Hamiltonian h : G× g∗ → R given by
h(g, µ) =
r∑
i=1
〈χi(µ), τi(u
⋆)〉 − Ci(τi(u
⋆))−
∑
j>i
Vij(πi(g), πj(g))
where χi(µ) = µi ∈ gi with µgi = T
∗
gi
L
g−1
i
(µi).
Next, we must find Hamilton’s equations for the reduced optimal Hamiltonian h. That is, (by defi-
nition) we must find the Hamiltonian vector field Xh solution for iXhωc = dh where ωc is the canonical
symplectic structure on G× g∗ given by (See [16] Chapter 11, Definition 11)
(ωc)(g,µ)((ξ
1, ν1), (ξ2, ν2)) = −〈ν1, ξ2〉+ 〈ν2, ξ1〉+ 〈µ, [ξ1, ξ2]〉 (14)
where (ξ1, ν1), (ξ2, ν2) ∈ g× g∗.
Consider a generic Hamiltonian vector field Xh of the form Xh(g, µ) = (ξ
1, µ1), with ξ1 ∈ g and
ν1 ∈ g∗. By computing the differential of h we obtain
dh(g,µ)(ξ
2, ν2) =
r∑
i=1
〈ν2i , u
⋆
i 〉 −
∑
j>i
(
〈T ∗e¯iLgi
(
∂Vij
∂gi
)
, ξ2i 〉+ 〈Te¯jLgj
(
j−1∑
k=1
∂Vkj
∂gj
)
, ξ2j 〉
)
(15)
for (ξ2, ν2) ∈ g× g∗ (observe that ∂h
∂µ
(g, µ) ∈ g∗∗ = g since G is finite dimensional).
Note that iXh(ωc) = ωc((ξ
1, ν1), (ξ2, ν2)). Therefore, equating the expression for ωc given in (14) with
dh given in (15), and using that 〈µ, [ξ1, ξ2]〉 = 〈µ, adξ1ξ
2〉 = 〈ad∗ξ1µ, ξ
2〉, we obtain
ξ1i =u
⋆
i (16)
ν1i =ad
∗
u⋆
i
µi +
∑
j>i
(
T ∗eiLgi
(
∂Vij
∂gi
)
+ T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
))
. (17)
Taking g˙i = giu
⋆
i it follows that integral curves for the Hamiltonian vector field Xh must satisfy
g˙i =TeiLgiu
⋆
i , (18)
µ˙i =ad
∗
u⋆
i
µi −
∑
j>i
(
T ∗eiLgi
(
∂Vij
∂gi
)
+ T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
))
. (19)

Remark 5.1. [Relation between reduced necessary conditions from Lagrangian and Hamiltonian ap-
proaches] It is possible to obtain the Lie-Poisson type equations associated with the optimal control
problem by inducing a Legendre transformation. If the reduced Lagrangian ℓ is hyper-regular, then the
reduced Hamiltonian h : G × g× g∗ → R induced by the Legendre transformation is given by (see [13],
Section 9.1, pp 296 for details for the general derivation of h using fℓ): h(g, µ, λ) =
r∑
i=1
〈µi, ui〉 − ℓ(g, u, λ),
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where µi =
∂ℓ
∂ui
= ( ∂Ci
∂ui
+ λi), with µi ∈ C
1([0, T ], g∗). The Euler–Poincare´ type equations (7) can now
be written as the Lie–Poisson type equations (see Section 2), which are given by
µ˙i = ad
∗
uiµi +
∑
j>i
(
T ∗eiLgi
(
∂Vij
∂gi
)
+ T ∗ejLgj
(
j−1∑
k=1
∂Vkj
∂gj
))
(20)
for i = 1, . . . , r together with g˙i = TeiLgi
(
∂h
∂µi
)
. ⋄
6. Discrete-time reduced necessary conditions for optimal control of left-invariant
multi-agent systems
In this section we study the discrete-time version of the optimal control for multi-agent systems. The
goal is to construct a variational integrator based on the discretization of the augmented cost functional
and arising from the discrete symmetries in the cost function. The variational integrator proposed in this
work arrises from a variational principle known as Hamilton-Pontryagin principle [6], which has many
attractive theoretical properties; as for instance, the way it handles degenerate Lagrangian systems.
This variational principle also provides a practical way to design discrete Lagrangians, as we show in this
section for optimal control of multi-agent formations.
Such integrator defines a well defined (local) flow to integrate the necessary conditions for local
extrema in the optimal control problem. The action integral considered for this variational principle
consists of two terms: the Lagrangian and a kinematic constraint paired with a Lagrange multiplier
(the momentum) in analogy with the action integral presented in Section 5.2. The kinematic constraint
relates the mechanical system’s velocity to a curve on the Lie algebra.
6.1. Trajectory discretization. Given the set T = {tk ∈ R
+, tk = kh | k = 0, . . . , N}, Nh = T , with
T fixed (recall that T ∈ R+ is the end point of the cost functional. See Section 3.2), a discrete trajectory
for the agent i is determined by a set of N +1 points equally spaced in time, g0:Ni = {g
0
i , . . . , g
N
i }, where
gki ≃ gi(kh) ∈ Gi, where h = T/N is the time step. The path between two adjacent points g
k
i and g
k+1
i
must be given by a curve lying on a manifold. To construct such a curve we make use of a retraction
map R : g → G.
Definition 6.1. A retraction map R : g → G is an analytic local diffeomorphism assigning a neighborhood
O ⊂ g of 0 ∈ g to a neighborhood of the identity e ∈ G.
0
huk
O
g
e
ξk,k+1
R (O)
G
R
−1
R
Figure 1. Retraction map.
The retraction map (see Figure 1) is used to express small discrete changes in the group configuration
through unique Lie algebra elements given by uk = R−1((gk)−1gk+1)/h, where uk ∈ g (see [6] and [21]
for further details). That is, if uk were regarded as an average velocity between gk and gk+1, then R
is an approximation to the integral flow of the dynamics. The difference ξk,k+1 := (gk)−1 gk+1 ∈ G,
which is an element of a nonlinear space, can now be represented by the vector uk, in order to enable
unconstrained optimization in the linear space g for optimal control purposes.
For the derivation of the discrete equations of motion, the right trivialized tangent retraction map will
be used. It is the function dR : g× g → g given by
TR(ξ) · η = TRR(ξ)dRξ(η), (21)
where η ∈ g and R : G→ G the right translation on G (see [6] for the derivation of such a map). Here we
use the following notation, dRξ := dR(ξ) : g → g. The function dR is linear, but only on one argument.
The natural choice of a retraction map is the exponential map at the identity e of the group G,
expe : g → G. Recall that, for a finite-dimensional Lie group, expe is locally a diffeomorphism and gives
rise to a natural chart [9]. Then, there exists a neighborhood U of e ∈ G such that exp−1e : U → exp
−1
e (U)
is a local C∞−diffeomorphism. A chart at g ∈ G is given by Ψg = exp
−1
e ◦ Lg−1 .
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In general, it is not easy to work with the exponential map since the differential of the exponential
map involves power series expansions with iterated Lie-brackets. In consequence it will be useful to use a
different retraction map. More concretely, the Cayley map, which is usually used in numerical integration
with matrix Lie-groups configurations (see [6, 9] for further details) will provide to us a proper framework
in the application shown in the next Section.
Our idea is to consider a discrete cost function Cd : G × g → R and discrete artificial potential
function V dij : G × G → R as an approximation of C : G × g → R and Vij : G × G → R, respectively,
to construct variational integrators in the same way as in discrete mechanics [27]. In other words, by
defining L : G× g → R as
L(g, u) =
r∑
i=1
(
Ci(πi(g), τi(u)) +
∑
j>i
Vij(πi(g), πj(g))
)
,
for given h > 0 we define Ld : G×G× g → R as an approximation of the cost functional (6) for L along
each discrete segment between gk and gk+1, that is,∫ (k+1)h
kh
L(g, u) dt ≃ hLd
(
κ(gk, gk+1, uk), ζ(gk, gk+1, uk)
)
,
where κ and ζ are functions of (gk, gk+1, uk) ∈ G×G× g which approximate the absolute configuration
g(t), the control input u(t) (note that uk is defined by using both discrete configurations, gk and gk+1),
respectively. In the following we consider the first-order approximation given by
Ld(g
k, gk+1, uk) =
r∑
i=1
(
Cdi (πi(g
k), τi(u
k)) +
∑
j>i
V dij(πi(g
k), πj(g
k))
)
. (22)
Remark 6.2. A different discretization of the potential V dij in (22), as for instance
h
2
V dij(πi(g
k+1), πj(g
k+1)) +
h
2
V dij(πi(g
k), πj(g
k),
would lead to a second-order discretization of the discrete equations of motion (26) with respect to the
continuous time equations (12). However, the local truncation error of (26) with respect to (12) does
not change, since the order of the the equation for uki remains the same. ⋄
6.2. Discrete-time optimal control problem and reduction of discrete necessary conditions.
Next, we are going to define the optimal control problem for discrete time systems and derive the
numerical integrator for Ld : G × G × g → R, in a similar fashion of the variational principle presented
in Theorem 4.1.
Problem: Consider the discrete-time optimal control problem for left-invariant multi agent systems
with asymmetric formation constraints given by finding the discrete absolute configurations {gk}Nk=0 =
{(gk1 , . . . , g
k
r )}
N
k=0 and discrete control inputs {u
k}Nk=0 = {(u
k
1 , . . . , u
k
r )}
N
k=0 minimizing the discrete cost
functional
min
(gk,uk)
r∑
i=1
(
N−1∑
k=0
h
(
Cdi (πi(g
k), τi(u
k)) +
∑
j>i
V dij(πi(g
k), πj(g
k))
))
dt (23)
subject to gk+1i = g
k
i R(hu
k
i ) (i.e., a first order approximation of equation (4). See Figure 1) with given
boundary conditions g0 and gN , where h > 0 denotes the time step, R : g → G is a retraction map,
ui(0) and ui(T ) are given, and each discrete cost function C
d
i : Gi × Gi × gi → R is smooth and G
d
i -
invariant for each i under the left action of Gi on Gi × gi given by ρgk
i
: Gi × Gi × gi → Gi × Gi × gi,
ρgk
i
(hki , w
k
i , u
k
i ) = (Lgk
i
hki , Lgk
i
wki , u
k
i ). 
As we have seen in Section 4 the optimal control problem can be considered as a discrete constrained
variational problem by introducing the Lagrange multipliers µk
gk
i
= T ∗
gk
i
L(gk
i
)−1(µ
k
i ) ∈ T
∗
gk
i
Gi into the cost
functional, with µki ∈ g
∗
i .
Given the set of sample times T define the discrete path space Pd(G×g×T
∗G) := {(gd, ud, µdgd) : {tk}
N
k=0 →
G × g × T ∗G}. We will identify a discrete trajectory (gd, ud, µdgd ) ∈ Pd(G × g × T
∗G) with its image
(gd, ud, µdgd ) = {(g
k, uk, µkgk )}
N
k=0 where (g
k, uk, µkgk ) := (g
d(tk), u
d(tk), µ
d
gd (tk)).
Consider the augmented discrete Lagrangian Ld : G×G× g× T
∗G→ R given by
Ld(g
k, gk+1, uk, µkgk ) =
r∑
i=1
h
(
Cdi (πi(g
k), τi(u
k)) +
∑
j>i
V dij(πi(g
k), πj(g
k)) (24)
+
〈
αi(µ
k
gk ),
1
h
τi(R
−1(ξk,k+1))− τi(u
k)
〉)
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where ξk,k+1i = (g
k
i )
−1gk+1i . Note that the last term in the augmented Lagrangian represents a first-
order discretization of the kinematic constraint paired with a Lagrange multiplier in analogy with the
variational principle presented in Section 5.2.
The augmented discrete cost functional Sd : Pd(G × g × T
∗G) → R along this sequence is calculated
by summing the augmented discrete Lagrangian evaluated at each pair of adjacent points of the discrete
path, that is,
S
d(gd, ud, µdgd ) :=
N−1∑
k=0
r∑
i=1
(
hCdi (πi(g
k), τi(u
k)) + h
∑
j>i
V dij(πi(g
k), πj(g
k))
+h
〈
αi(µ
k
gk ),
1
h
τi(R
−1(ξk,k+1))− τi(u
k)
〉)
.
Note that the discrete path space is isomorphic to the smooth product manifold which consists on
N + 1 copies of G× g× T ∗G, and the augmented discrete cost functional inherits the smoothness of the
augmented discrete lagrangian Ld.
The following result (Theorem 6.1) derives a variational integration representing necessary conditions
for optimal control of left-invariant multi agent systems with asymmetric formation constraints through
reduction by symmetries, in analogy with the results presented in the previous two sections. To derive
the algorithm, first we need the following result describing variations for elements on the Lie group by
using the retraction map, and a property used in the proof of Theorem 6.1.
Lemma 6.3 ([6],[21]). The following properties hold
(i)
1
h
δ
(
R
−1(ξk,k+1)
)
=
1
h
dR−1
(huk)
(−ηk + AdR(huk)η
k+1),
where ηk = TgkL(gk)−1(δg
k) ∈ g and ξk,k+1 = (gk)−1gk+1.
(ii)
(dR−1
(−huk)
)∗µk = Ad∗
R(huk)(dR
−1
(huk)
)∗µk
where µk ∈ g∗ and dR−1 is the inverse right trivialized tangent of the retraction map R defined
in (21).
Theorem 6.1. If the discrete cost functions Cdi : Gi×Gi×gi → R are Gi-invariant under the left action
of Gi on Gi ×Gi × gi given by ρgk
i
: Gi ×Gi × gi → Gi ×Gi × gi, ρgi(h
k
i , w
k
i , ui) = (Lgk
i
hki , Lgk
i
wki , u
k
i )
for all i = 1, . . . , r and all k = 0, . . . , N − 1m a normal extrema for the discrete-time optimal control
problem (23) satisfies the following Lie-Poisson type equations
gk+1i =g
k
i R(hu
k
i ), (25)(
dR−1
(huk
i
)
)∗
µki =
(
dR−1
(−huk−1
i
)
)∗
µk−1i + h
∑
j>i
(
T ∗eiLgki
(
∂V dij
∂gki
)
+ T ∗ejLgkj
(
j−1∑
p=1
∂V dpj
∂gkj
))
, (26)
µki =
(
∂Cdi
∂uki
)
, (27)
for k = 1, . . . , N − 1.
Proof: First we observe that
〈µkgk
i
, TeiLgk
i
uki 〉 = 〈µ
k
i , T
∗
gk
i
L(gk
i
)−1(u
k
i )〉 = 〈µ
k
i , u
k
i 〉.
since µk
gk
i
= T ∗
gk
i
L(gk
i
)−1(µ
k
i ) for each i, by using (3).
Each Cdi is G
d
i -invariant under ρgk
i
, and therefore it may be possible to induce the reduced augmented
discrete Lagrangian ℓd : G×G× g× g
∗ → R as
ℓd(g
k, gk+1, uk, µk) = h
N−1∑
k=0
r∑
i=1
(Cdi (τi(u
k))+〈χi(µ
k),
1
h
τi(R
−1(ξk,k+1))−τi(u
k)〉+
∑
j>i
V dij(πi(g
k), πj(g
k))).
(28)
Next, we must see that for variations of gk vanishing at the endpoints, variations for R−1(ξk,k+1) and
variations of uk, the discrete variational principle
δ
N−1∑
k=0
Ld(g
k, gk+1, uk, µkgk ) = 0 (29)
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implies that the discrete variational principle
δ
N−1∑
k=0
ℓd(g
k, gk+1, uk, µk) = 0 (30)
holds, for variations of R−1(ξk,k+1) induced by variations of gk vanishing at the end points, and variations
of uk.
Note that each Cdi : Gi × Gi × gi → R is Gi-invariant under ρgk
i
and 〈µk
gk
i
, TeiLgk
i
uki 〉 = 〈µ
k
i , u
k
i 〉,
then both summands in (29) and (30) are equal and then, the variations in (29) are the same as in (30).
Therefore the discrete variational principle (29) implies the discrete variational principle (30).
Finally, we have
δ
N−1∑
k=0
ℓd(g
k, gk+1, uk, µk) =
N−1∑
k=0
r∑
i=1
h
(〈∂Cdi
∂uki
, δuki
〉
+ 〈µki , δu
k
i 〉+
∑
j>i
〈∂V dij
∂gki
, δgki
〉
+
∑
j>i
〈 j−1∑
p=1
(
∂V dpj
∂gkj
)
, δgkj
〉
+
〈
µki ,
1
h
dR−1
(huk
i
)
(−ηki +AdR(huk
i
)η
k+1
i )
〉)
=
N−1∑
k=0
r∑
i=1
(
h
〈∂Cdi
∂uki
− µki , δu
k
i
〉
+ h
∑
j>i
〈∂V dij
∂gki
, gki η
k
i
〉
+h
∑
j>i
〈 j−1∑
p=1
(
∂V dpj
∂gkj
)
, gkj η
k
j
〉
+ h
〈
µki ,
1
h
dR−1
(huk
i
)
(−ηki +AdR(huk
i
)η
k+1
i )
〉)
=
N−1∑
k=1
r∑
i=1
(
h
〈∂Cdi
∂uki
− µki , δu
k
i
〉
+ h
∑
j>i
〈
T ∗eiLgki
∂V dij
∂gki
, gki η
k
i
〉
(31)
+h
∑
j>i
〈 j−1∑
p=1
T ∗ejLgkj
(
∂V dpj
∂gkj
)
, gkj η
k
j
〉
+
〈
(dR−1
(−huk−1
i
)
)∗µk−1i − (dR
−1
(huk
i
)
)∗µki , η
k
i
〉)
where we have used Lemma (6.3), the analogue of integration by parts in the discrete time setting which
simply shifts the sequence gki to g
k+1
i , and the fact that η
0
i = η
N
i = 0 for all i = 1, . . . , r because
δgki = g
k
i η
k
i vanish at the endpoints.
Therefore δ
N−1∑
k=0
ℓd(g
k, gk+1, uk, µk)dt = 0 for all variations of gk, uk and R−1(ξk,k+1), implies
(
dR−1
(huk
i
)
)∗
µki =
(
dR−1
(−huk−1
i
)
)∗
µk−1i + h
∑
j>i
(
T ∗eiLgki
(
∂V dij
∂gki
)
+ T ∗ejLgkj
(
j−1∑
p=1
∂V dpj
∂gkj
))
for k = 1, . . . , N − 1, where µki =
(
∂Cdi
∂uki
)
. 
Equations (26) may be considered as a discrete approximation of the Lie-Poisson type equations (20).
The equation µki =
(
∂Cdi
∂uki
)
represents the discrete time version of the reduced Legendre transformation
and the equation gk+1i = g
k
i R(hu
k
i ) is the analogous of the reconstruction equation in the discrete time
counterpart. These three equations are used to compute uki , µ
k
i and g
k+1
i given u
k−1
i , µ
k−1
i , g
k−1
i and g
k
i
from k = 1 to k = N − 1.
To start the algorithm we must to enforce boundary conditions given by the continuous quantities.
More precisely, we must set
µ0i =
(
∂Ci
∂ui
(ui(0))
)
+
∑
j>i
h
(
T ∗eiLg0i
(
∂V dij
∂g0i
)
+ T ∗ejLg0j
(
j−1∑
p=1
∂V dpj
∂g0j
))
, (32)
(
∂Ci
∂ui
(ui(T ))
)
=
(
dR−1
(−huN−1
i
)
)∗
µN−1i +
∑
j>i
h
(
T ∗eiLgNi
(
∂V dij
∂gNi
)
+ T ∗ejLgNj
(
j−1∑
p=1
∂V dpj
∂gNj
))
, (33)
relating the momenta at the initial and final times, and used to transform boundary values between the
continuous and discrete representation (see [15] and [21] for details in the single agent case).
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As in the continuous-time case, we must compute the equations of motion in a backward order, starting
from agent r, following with agent r − 1, and so on. Agent r is free from the influence of an artificial
potential function used to avoid collision.
The boundary condition gr(T ) for agent r is enforced by the relation
R
−1((gNr )
−1gr(T )) = 0. (34)
Recalling that R(0) = er, this last expression just means that g
N
r = gr(T ). Moreover, by computing
recursively the equation gk+1r = g
k
rR(hu
k
r ) for k = 1, . . . , N − 1, using that g
0
r = gr(0) and R(0) = er, it
is possible to translate the final absolute configuration gNr in terms of u
k
r such that there is no need to
optimize over any of the configurations gkr . In that sense, (26) for i = r, j = 0 together with
R
−1
(
R(h(uN−1r )
−1 . . .R(hu0r)
−1(gr(0))
−1gr(T )
)
= 0, (35)
form a set of (nN)-equations (since dim gr = n) where nN unknowns are for u
0:N−1
r . These equations can
be solved by using a Newton-like method for nonlinear algebraic differential equations. Consequently,
the optimal control problem for agent r has become a nonlinear root finding problem. From the set
of controls u0:N−1r and boundary conditions (gr(0), gr(T )), we are able to reconstruct the configuration
trajectory by means of the reconstruction equation gk+1r = g
k
rR(hu
k
r ).
Next, we must compute the equations for i = r − 1 and j = r by using the fact that gkr with
k = 1, . . . , N − 1 are known quantities determined in the previous step. In this case, we can not avoid
optimization over the absolute configurations gki for i = 1, . . . , r− 1, due to the influence of the artificial
potential function in the equations of motion.
In this case, the equations of motion (25)-(27) are given by
gk+1r−1 =g
k
r−1R(hu
k
r−1), (36)(
dR−1
(huk
r−1
)
)∗
µkr−1 =
(
dR−1
(−huk−1
r−1
)
)∗
µk−1r−1 + h
(
T ∗erLgkr−1
(
∂V dr−1,r
∂gkr−1
)
+ T ∗erLgkr
(
r−1∑
p=1
∂V dpr
∂gkr
))
, (37)
µkr−1 =
(
∂Cdr−1
∂ukr−1
)
, (38)
The discrete equations of motion (36)-(38) are used to update the current state (gkr−1, u
k−1
r−1 , µ
k−1
r−1) to
obtain the next state (gk+1r−1 , u
k
r−1, µ
k
r−1). This is accomplished by solving the dynamics (36)-(38) using a
root-finding algorithm such as Newton’s method in terms of the unknowns (gkr−1, u
k−1
r−1 , µ
k−1
r−1) to obtain
the next configuration (gk+1r−1 , u
k
r−1, µ
k
r−1). The next steps for i = r−2, r−3, . . . , 1, to solve the equations
of motion follow the same pattern as in the case of i = r − 1.
Note that the exact form of equations (25)-(27) depends on the choice of R. This choice will also
influence the computational efficiency of the optimization framework when the above equalities are en-
forced as constraints. For instance, in Section 7.3, we will employ the Cayley transform on the Lie group
SE(2) as a choice of R to write in a compact form the numerical integrator, but an other natural choice
would be to employ the exponential function, as we explained in Section 6.1. The numerical procedure
to compute the trajectory is summarized in Algorithm 1.
Algorithm 1 Necessary conditions for optimality
1: Data: Lie group G, cost functions Ci, artificial potential functions Vij , final time T , # of steps N .
2: inputs: gi(0), gi(T ), ui(0), ui(T ) for all i = 1, . . . , r and h = T/N .
3: for i = r do ⊲ first stage
4: Set µ0r and µ
N−1
r by (32)-(33).
5: solve (26)-(27) subject to (35).
6: end for
7: outputs: u0:N−1r , µ
0:N−1
r .
8: reconstruction: solve for g0:N−1r from (25). ⊲ second stage
9: for i = r − 1→ 1, j > i do
10: solve (25)-(27) subject to (32)-(33) and (35)
11: end for
12: outputs: g0:Ni , u
0:N−1
i , µ
0:N−1
i for all i = 1, . . . , r − 1.
Remark 6.4. We would like to point out that the order of accuracy for the variational integrator
depends on the accuracy of the Lagrangian approximation (se
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artificial potential function is of first-order equations, (26) are first-order accurate. Nevertheless if we
consider the second-order approximation for V dij given by
h
2
V dij(πi(g
k+1), πj(g
k+1)) +
h
2
V dij(πi(g
k), πj(g
k),
the discrete-time equations (26) become
(
dR−1
(huk
i
)
)∗
µki =
(
dR−1
(−huk−1
i
)
)∗
µk−1i +
h
2
∑
j>i
(
T ∗eiLgki
(
∂V dij
∂gki
)
+ T ∗ejLgkj
(
j−1∑
p=1
∂V dpj
∂gkj
))
+
h
2
∑
j>i
(
T ∗eiLgk+1
i
(
∂V dij
∂gk+1i
)
+ T ∗ejLgk+1
j
(
j−1∑
p=1
∂V dpj
∂gk+1j
))
and the integrator is of second-order accuracy.
Our choice was to only show how to construct in a simple manner the variational integrator for the
optimal control problem of multi-agent systems, but higher-order methods as symplectic Runge-Kutta
(see [6], [9]) can be obtained using the same idea in the derivation of the equations through a discrete
variational principle by choosing a proper higher-order Lagrangian. ⋄
6.3. The symplectic flow. Variational integrators are well known to be structure preserving integrators
(see [27] and [9], Section VI.6 for instance). They preserve momentum if the continuous Lagrangian
presents a Lie group symmetry and provides a good energy conservation among exponentially long times
in non-dissipative systems. This does not happens in our case, since the artificial potential function to
avoid collision in the formation problem breaks the symmetry in the cost functional, but each individual
agent (that is, in the absence of V dij into the cost functional) enjoys such preservation properties.
In our case, the flow (i.e., the update map) given by the variational integrator for optimal formation
control preserves time scaling and the symplectic structure on G×g×g∗. More concretely, the trajectories
g0:Ni , u
0:N−1
i , µ
0:N−1
i with time step h satisfies (25)-(27) if and only if the trajectory g
0:N
i , u
0:N−1
i /s,
µ0:N−1i /s with time step h
′ = sh satisfies (25)-(27) for s > 0 for all i = 1, . . . , r.
The symplectic form is related to the phase space structure. Volume conservation is referred to the fact
that the orbits for the dynamics determining necessary conditions for the existence of normal extrema
will have a predictable shape and no artificial damping, as happens with Runge-Kutta methods, is needed
to stabilize the system (see [9] and [27] for instance). This preservation property means that, along the
time of integration, a volume of initial values for the dynamics will not increase nor decrease nor be
deformed due to the numerical approximation.
Definition 6.5. The discrete flow map Fd : G× g× g
∗ → G× g× g∗ is given by the update map defined
through integration of (25)-(27) for a given initial condition, that is
F kd (g
0
i , u
0
i , µ
0
i ) = (g
k+1
i , u
k
i , µ
k
i ).
The following result shows that the discrete flow Fd is symplectic. The proof follows the same lines
of reasoning for single agents given in [5].
Proposition 6.1. The discrete flow map Fd : G × g × g
∗ → G × g × g∗ is a symplectic map, that is,
(F ∗d )ωc = ωc where ωc is the canonical symplectic 2-form on G × g× g
∗ given by
(ωc)(g,ξ,µ)((ξ
1, ν2), (ξ2, ν2)) = −〈ν1, ξ2〉+ 〈ν2, ξ1〉+ 〈µ, [ξ1, ξ2]〉
wiith g ∈ G, µ, ν1, ν2 ∈ g∗ and ξ, ξ1, ξ2 ∈ g.
Proof: Let γk ∈ Pd(G × g × g
∗) be a solution obtained after integrate (25)-(27) from a given initial
condition γ0, that is, F
k
d (γ0) = γk.
Restrict Sd to solutions of (25)-(27) and express it as a function Sdinitial : G × g × g
∗ → R of initial
conditions γ0 ∈ (G × g × g
∗). This means that, if γk ∈ Pd(G × g × g
∗) is the solution obtained by
integrating γ0 then S
d
initial(γ0) = S
d(γk).
Since γk is a solution, the unique term non-vanishing in (31) are the boundary terms, the ones that
disappear in the variational principle by considering variations with vanishing endpoints. It follows that
dSdinitial(δγ0) =
r∑
i=1
〈µNi , η
N
i 〉 − 〈µ
0
i , η
0
i 〉 =
(
(F ∗d )
Nθc − θc
)
(δγ0)
where θc is just the canonical one form on G× g× g
∗, that is (θc)(g,ξ,α¯)(ξ
1, ν1) :=
r∑
i=1
〈α¯, ξ1〉 for g ∈ G,
ξ, ξ1 ∈ g, ν1, α¯ ∈ g∗.
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Computing the exterior derivative
0 = d2Sdinitial(δγ0) = d
(
(F ∗d )
Nθc − θc
)
(δγ0) =
(
d(F ∗d )
Nθc − cθc
)
(δγ0) = (F
∗
d )
Nωc − ωc
where the first equality comes from the fact that we are computing the derivative of a constant expression
and the last equality comes from the fact that the differential of a function commutes with the pullback
of differential forms (that is, if Υ : M → M with M a smooth manifold then d(Υ∗α) = Υ∗(dα) with α a
k-form on M).
Therefore (F ∗d )
Nωc = ωc. In particular setting N = 1 shows that the discrete flow map Fd is
symplectic. 
7. Application to Optimal control of multiples unicycles
As an application we consider an energy-minimum control problem for three unicycle type robots. A
unicycle is a homogeneous disk rolling on a horizontal plane maintaining its vertical position (see, e.g.
[3]). The configuration of each unicycle at any given time is determined by the element gi ∈ SE(2) ∼=
R
2×SO(2), i = 1, 2, 3 given by gi =

cos θi − sin θi xisin θi cos θi yi
0 0 1

 , where (xi, yi) ∈ R2 represents the point of
contact of each wheel with the ground and θi ∈ SO(2) represents the angular orientation of each unicycle
(see Figure 2). We denote ui = (u
1
i , u
2
i ) with i = 1, 2, 3. The control input u
1
i represents a force applied
to the center of mass of the unicycle and u2i a torque applied about its vertical axis. The kinematic
equations for the multi-agent system are
x˙i = u
2
i cos θi, y˙i = u
2
i sin θi, θ˙i = u
1
i , with i = 1, 2, 3. (39)
xi
yi
θi
u1i
u2i
Figure 2. Unicycle: state (relative) configurations and control inputs.
The Lie algebra se(2) of SE(2) is determined by
se(2) =
{( A b
0 0
)
: A ∈ so(2) and b ∈ R2
}
where A = −aJ , a ∈ R, with J =
(
0 1
−1 0
)
and we identify the Lie algebra se(2) with R3 via the
isomorphism
(
−aJ b
0 0
)
7→ (a, b).
Equations (39) gives rise to a left-invariant control system on SE(2)× SE(2)× SE(2). Note that the
first two equations are equivalent to the nonholonomic constraints x˙i sin θi − y˙i cos θi = 0 representing a
non-integrable condition on the velocities and meaning that the unicycle can not slide sideways (i.e., it
satisfies a “knife-edge” constraint).
7.1. Reduction of necessary conditions: Lagrangian formalism. As a left invariant control system
on SE(2)× SE(2)× SE(2) the unicycle equations take the form
g˙i = gi(e
i
1u
1
i + e
i
2u
2
i )
describing all directions of allowable motion, where the elements of the basis of gi = se(2)i are
ei1 =

0 −1 01 0 0
0 0 0

 , ei2 =

0 0 10 0 0
0 0 0

 , ei3 =

0 0 00 0 1
0 0 0

 ,
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which satisfy [ei1, e
i
2] = e
i
3, [e
i
2, e
i
3] = 03×3, [e
i
3, e
i
1] = e
i
2. Using the dual pairing, where 〈αi, ξi〉 :=
tr(αiξi), for any ξi ∈ se(2)i and αi ∈ se(2)
∗
i , the elements of the basis of se(2)
∗
i are given by
e1i =


0
1
2
0
−
1
2
0 0
0 0 0

 , e2i =

0 0 00 0 0
1 0 0

 , e3i =

0 0 00 0 0
0 1 0

 .
Here, ri = {e
i
1, e
i
2}, si = {e
i
3}, se(2)i = ri⊕ si and fulfill the hypothesis of Proposition 4.1. Also note that
se(2) is not a semi-simple Lie algebra but it satisfies the Lie bracket relations to decompose the dynamics
as in Proposition 4.1.
The formation is completely specified by the (holonomic) constraints φij : SE(2)i × SE(2)j → R,
j > i, i, j = 1, 2, 3 (i.e., φ12, φ13, φ23, s = 3) determined by a prescribed distance dij among the center of
masses of all agent at any time. The constraint for the edge eij is given by φij(gi, gj) = ||ψ(gj)gi||
2
F − d˜ij
where || · ||F is the Frobenius norm, ||A||F = tr
(
ATA
)1/2
, d˜ij = d
2
ij + 3 and ψ : SE(2) → SE(2) is the
smooth map defined as ψ(g) = g¯ where g¯ =

 1 0 −x0 1 −y
0 0 1

 ∈ SE(2).
It is straightforward to corrobarate that the constraint φij(gi, gj) = 0 on absolute configurations on
the Lie group SE(2)i × SE(2)j , is equivalent to the constraint in the relative configurations, that is,
φij(gi, gj) = 0 is equivalent to (xi − xj)
2 + (yi − yj)
2 − d2ij = 0.
Consider the artificial potential functions Vij : R
2 × R2 → R given by
Vij((xi, yi), (xj , yj)) =
σj
2((xi − xj)2 + (yi − yj)2 − d2ij)
,
where σj ∈ R
+. The inner product on se(2)i is given by 〈〈ξi, ξi〉〉 = tr(ξ
T
i ξi), for any ξi ∈ se(2)i and
hence, the norm ‖ξi‖se(2) is given by ‖ξi‖se(2) = 〈〈ξi, ξi〉〉
1/2 =
√
tr(ξTi ξi), for any ξi ∈ se(2)i.
The potential functions defined on the Lie group Vij : SE(2)i × SE(2)j → R are given by
Vij(gi, gj) =
σj
2(‖ψ(gj)gi‖2F − d˜ij)
and the cost functions are given by Ci(gi, ui) =
1
2
〈ui, ui〉 where ui = u
1
i e
i
1 + u
2
i e
i
2.
The potential functions Vij are SO(2)i×SO(2)j-invariant for each edge eij but not SE(2)i×SE(2)j-
invariant as the cost functions, and therefore the SE(2)-symmetry (or invariance) in the dynamics of the
agents is broken in the optimal control problem due to the incorporation of the artificial potentials Vij
into the cost functional.
The Lagrangian for the optimal control problem L : (SE(2))3 × (se(2))3 × (T ∗SE(2))3 → R is given
by
L(gi, ui, λgi) =
3∑
i=1
1
2
〈ui, ui〉+ 〈T
∗
giLg−1
i
(λi), giui〉+
∑
j>i
σj
2(‖ψ(gj)gi‖2F − d˜ij)
,
where λi = λ
3
i e
3
i . The reduced Lagrangian ℓ : (SE(2))
3 × (se(2))3 × (se(2)∗)3 → R is given by
ℓ(gi, ui, λi) =
3∑
i=1
1
2
〈ui, ui〉+ 〈λi, ui〉+
∑
j>i
σj
2(‖ψ(gj)gi‖2F − d˜ij)
.
Note that ∂Ci
∂ui
= ui,
ad∗uiλi =


0 −
u2iλ
3
i
2
0
u2iλ
3
i
2
0 0
u1iλ
3
i 0 0

 , ad∗uiui =

0 0 00 0 0
0 −u1iu
2
i 0

 ,
and
TeiLgi
(
∂Vij
∂gi
) ∣∣∣
ri
= −
σj([g
T
i ψ(gj)
Tψ(gj)gi]31)
2(‖ψ(gj)gi‖2F − d˜ij)
2
ei2,
TeiLgi
(
∂Vij
∂gi
) ∣∣∣
si
= −
σj([g
T
i ψ(gj)
Tψ(gj)gi]32)
2(‖ψ(gj)gi‖2F − d˜ij)
2
ei3,
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where the subindexes 13 and 23 stands for the entry 31 and 32 of the matrix gij := g
T
i ψ(gj)
Tψ(gj)gi and
the partial derivatives with respect to gj are computed in a similar fashion where the unique difference
is a sign factor (instead of −σj must be +σj).
By Remark 4.1 and using Proposition 4.1 the Euler-Poincare´ equations giving rise to the reduced
necessary conditions for the existence for a normal extrema in the optimal control problem for i, j = 1, 2, 3,
are computed in backward order in the index i as follows.
When i = 3, then j = 0 and therefore the equations obtained by using Proposition 4.1 are
u˙13 = −
u23λ
3
3
2
, u˙23 = u
1
3λ
3
3, λ˙
3
3 = −u
1
3u
2
3 (40)
where the subindex 3 in all the equations stands for the agent number 3. This set of first order differential
equations is exactly the same as in [23] up to a scaling factor, and it was shown in [23] that such equations
are integrable (explicitly solvable) by using Jacobi elliptic functions as the solutions for the equations of
a non-harmonic oscillator with a quadratic potential term. Therefore one can obtain u3 and λ3 explicitly
and use such a solutions as an initial guess for the discrete time equations studied in Subsection 7.3 to
integrate the equation g˙3 = g3(e
3
1u
1
3 + e
3
2u
2
3) for the configuration of the third agent.
The second step consist on solving the system of equations for i = 2. In this case j = 3 and the
resulting differential equations are
g˙2 =g2(e
2
1u
1
2 + e
2
2u
2
2), (41)
u˙12 =−
u22λ
3
2
2
, (42)
u˙22 =u
1
2λ
3
2 −
σ3(g23)31
(‖ψ(g3)g2‖2F − d˜23)
2
+
σ3(g13)31
(‖ψ(g3)g1‖2F − d˜13)
2
+
σ3(g23)31
(‖ψ(g3)g2‖2F − d˜23)
2
, (43)
λ˙32 =− u
1
2u
2
2 −
σ3(g23)32
(‖ψ(g3)g2‖2F − d˜23)
2
+
σ3(g13)32
(‖ψ(g3)g1‖2F − d˜13)
2
+
σ3(g23)32
(‖ψ(g3)g2‖2F − d˜23)
2
. (44)
Such a system of equations can not provide the evolution of the configurations, controls and Lagrange
multipliers g2, u2 and λ2 respectively by the interconnection term between g1 and g3 in the last two
equations, and we must to couple the previous equations with the ones for i = 1.
Finally, computing the equations provided by Proposition 4.1 when i = 1, j = 2, 3 and we have
g˙1 = g1(e
1
1u
1
1 + e
1
2u
2
1), (45)
u˙11 = −
u21λ
3
1
2
, (46)
u˙21 = u
1
1λ
3
1 −
σ3(g23)31
(‖ψ(g3)g2‖2F − d˜23)
2
, (47)
λ˙31 = −u
1
1u
2
1 +
σ3(g23)32
(‖ψ(g3)g2‖2F − d˜23)
2
. (48)
Solving the previous system of equations for i = 1 and i = 2 together, it is possible to obtain the
solutions for all absolute configurations, controls and Lagrange multipliers that permits to move agents
from a prescribed initial state to a prescribed final state and minimizing the total energy in the multi-
agent formation, avoiding collision between the three unicycles. Equations (40)-(48) describe necessary
conditions for optimality in the optimal control problem of left-invariant multi-agent systems.
7.2. Reduction of necessary conditions: Hamiltonian formalism. Next, we study the problem
from a Hamiltonian perspective, by employing Theorem 5.3. In this case, the augmented cost functional
is given by
Sa(g, µg , u) =
3∑
i=1
∫ T
0
1
2
〈ui, ui〉+ 〈T
∗
giLg−1
i
(µi), giui〉+
∑
j>i
σj
2(‖ψ(gj)gi‖2F − d˜ij)
dt.
where µgi = T
∗
giLg−1
i
(µi(t)) ∈ T
∗
µgi
SE(2) and µi ∈ se(2)
∗. The augmented cost functional Sa induces
the control Hamiltonian
Hc(g, µg, u) = 〈T
∗
giLg−1
i
(µi), giui〉 −
1
2
〈ui, ui〉 −
∑
j>i
σj
2(‖ψ(gj)gi‖2F − d˜ij)
.
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By applying Pontryagin’s maximum principle to the control Hamiltonian Hc we obtain the optimal
Hamiltonian H : T ∗SE(2)→ R given by
H(g, µg) = 〈T
∗
giLg−1
i
(µi), giu
⋆
i 〉 −
1
2
〈u⋆i , u
⋆
i 〉 −
∑
j>i
σj
2(‖ψ(gj)gi‖2F − d˜ij)
where u⋆i is the optimal control.
We use the maximization condition
∂Hc
∂u⋆i
= 0 to write, in the basis of se(2)∗i , the controls u
⋆
i in terms
of the momenta µi, that is, (u
1
1)
⋆ = 1
2
µ11, (u
2
1)
⋆ = µ21, (u
1
2)
⋆ = 1
2
µ12 and (u
2
2)
⋆ = µ22.
The reduced hamiltonian h : SE(2)× se(2)∗ → R is given by
h(µ, χ) =
3
8
((µ11)
2 + (µ21)
2) +
1
2
((µ12)
2 + (µ22)
2)−
σ2
2(‖ψ(g2)g1‖2F − d˜12)
−
σ3
2(‖ψ(g3)g1‖2F − d˜13)
−
σ3
2(‖ψ(g3)g2‖2F − d˜23)
.
Employing Theorem 5.3, reduced necessary conditions for the existence of normal extrema are deter-
mined by integral curves of the Hamiltonian vector field Xh for the reduced Hamiltonian h : SE(2) ×
se(2)∗ → R satisfying Hamilton’s equations for h. As before we must compute the equations in a back-
ward order. Note that
ad∗uiµi =


0
µ2iµ
3
i
2
µ1iµ
3
i
2
−
µ2iµ
3
i
2
0 µ1iµ
2
i
−
µ1iµ
3
i
2
− µ1iµ
2
i 0

 .
Therefore, when i = 3 then j = 0, and therefore by Theorem 5.3 the resulting equations are
µ˙13 = −µ
2
3µ
3
3, µ˙
2
3 =
1
2
µ13µ
3
3, µ˙
3
3 = −
1
2
µ13µ
2
3. (49)
The second and third steps consist on solving the system of equations for i = 2, j = 3 and the the
ones for i = 1, j = 2, 3,
g˙2 =g2
(
e21µ
1
2
2
+ e22µ
2
2
)
, (50)
g˙1 =g1
(
e11µ
1
1
2
+ e12µ
2
1
)
, (51)
µ˙12 =− µ
2
2µ
3
2, (52)
µ˙22 =−
1
2
µ12µ
3
2 +
σ3(g23)31
(‖ψ(g3)g2‖2F − d˜23)
2
+
σ3(g13)31
(‖ψ(g3)g1‖2F − d˜13)
2
+
σ3(g23)31
(‖ψ(g3)g2‖2F − d˜23)
2
, (53)
µ˙32 =−
1
2
µ12µ
2
2 −
σ3(g23)32
(‖ψ(g3)g2‖2F − d˜23)
2
+
σ3(g13)32
(‖ψ(g3)g1‖2F − d˜13)
2
+
σ3(g23)32
(‖ψ(g3)g2‖2F − d˜23)
2
, (54)
µ˙11 =− µ
2
1µ
3
1, (55)
µ˙21 =
1
2
µ11µ
3
1 −
σ3(g23)31
(‖ψ(g3)g2‖2F − d˜23)
2
, (56)
µ˙31 =−
1
2
µ11µ
2
1 +
σ3(g23)32
(‖ψ(g3)g2‖2F − d˜23)
2
. (57)
As in Section 7.1, by solving the previous system of equations for i = 1 and i = 2 together, it is possible
to obtain the solutions for all absolute configurations, controls and momenta (Lagrange multipliers)
allowing to move agents from a prescribed initial state to a prescribed final state while at the same
time minimizing the total energy in formation. Equations (49)-(57) describe necessary conditions for
optimality in the optimal control problem of left-invariant multi-agent systems.
7.3. Reduction of necessary conditions: Discrete-time problem. Now we study the discrete-time
optimal control formation problem for multiple unicycles.
A Pade´ approximation is known as the “better” approximation of a function by a rational function of
a given order where the power series for the approximation coincides with the power series of the function
it is approximating. The Pade´ approximation often gives more accurate approximations of the function
than truncating its Taylor series, and it may still work where the Taylor series does not converge [39].
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In the following, we will use the Cayley map to provide a parametrization of a neighborhood of the
identity in SE(2) by means of the Lie algebra se(2), but it is possible to replace the Cayley map by any
other local diffeomorphism satisfying (58) from se(2) to SE(2), such as the exponential map. The Cayley
map, however, has the advantage that it is efficiently computable, and its derivative is particularly easy
to characterize as it have been shown in [6], [15], [11], [21], among others.
The Cayley map Cay : g → G is a (1, 1)-Pade´ approximation to the exponential map Exp : g → G,
Exp(ω) =
∞∑
p=1
ωp
p!
. Then,
Cay(ω) =
(
I −
ω
2
)−1 (
I +
ω
2
)
.
The usefulness of this map for the developments in this paper is that the Cayley map is an algebraic
map (so that it is easily computable1) and permits to avoid the use of power series involving iterative
Lie brackets and Bernoulli numbers that appear in the differential of Exp and right trivializations. Both
maps, Exp and Cay are retraction maps. In particular, Cay satisfies
T Cay(0) = I. and Cay(−ω) = Cay(ω)−1, (58)
for all ω ∈ se(2).
The Cayley map Cay : se(2)→ SE(2) is given by
Cay(ω) =
(
R v
0 1
)
, (59)
where, if ω = (A, b) ∈ se(2), with A ∈ so(2), b = (b1, b2) ∈ R
2,
R :=
1
1 + A2/4
(
1− A2/4 −A
A 1−A2/4
)
, and v :=
1
1 + A2/4
(
b1 − Ab2/2
b2 + Ab1/2
)
, (60)
For the Lie group SE(2), the Cayley map and its derivatives were computed in [20] (see also [11]). For
the discrete time equations describing necessary conditions for normal extrema in the optimal formation
problem, we will need also the right-trivialized derivative of the Cayley map (see [14] for details), dCay :
se(2)× se(2)→ se∗(2) given by a map (linear in its second argument) defined as
dCayω(η) := (TCay(ω) · η)Cay(ω)
−1; (61)
where TCay(ω) · η is an element of TωSE(2), translated back to se(2) by using the right-multiplication
on SE(2) by the element Cay(ω)−1.
The map dCayω satisfies (see [14] for details)
dCay−1ω (η) = [T Cay(ω)]
−1 · (ηCay(ω)). (62)
where dCay−1ω denoted the inverse of dCayω (a linear transformation from se(2) to itself). The linear
transformation dCay−1ω is given by
dCay−1ω (η) = M(ω)η
where, for ω = (ξ, b, d), the matrix M(ω) is given by
M(ω) =

 1 + ξ2/4 0 0−d/2 + ξb/4 1 ξ/2
b/2 + ξb/4 −ξ/2 1

 . (63)
Note that for all ω, η ∈ se(2), property (ii) in (6.3) can be written as
dCay−1ω (η) = dCay
−1
−ω
(
AdCay(−ω)η
)
. (64)
Lastly, for each ω ∈ se(2), 〈
(dCay−1ω )
∗µ, η
〉
=
〈
µ, dCay−1ω (η)
〉
. (65)
That is,
(dCay−1ω )
∗µ = M(ω)Tµ. (66)
We choose the discretization of the cost function and artificial potentials as
Cdi (g
k
i , u
k
i ) =
h
2
〈uki , u
k
i 〉,
V dij(g
k
i , g
k
j ) =
hσj
2(‖ψ(gjk)g
i
k‖
2
F − d˜ij)
,
1The software for Cayley maps of several matrix Lie groups are of free use thanks to ASCO Lab at
https://asco.lcsr.jhu.edu/
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where
gki =

cos θki − sin θki xkisin θki cos θki yki
0 0 1

 ∈ SE(2), (67)
and uki =
2∑
w=1
(uwi )
kei ∈ se(2).
The augmented discrete Lagrangian for the optimal control problem Ld : (SE(2))
3 × (SE(2))3 ×
(se(2))3 × (T ∗SE(2))3 → R is given by
Ld(g
k, gk+1, uk, µkgk ) =
3∑
i=1
h
2
〈uki , u
k
i 〉+ 〈µ
k
gk
i
,
1
h
Cay−1
(
(gki )
−1gk+1i
)
− uki 〉+
∑
j>i
hσj
2(‖ψ(gkj )g
k
i ‖
2
F − d˜ij)
,
The reduced augmented discrete Lagrangian ℓ : (SE(2))3 × (SE(2))3 × (se(2))3 × (se(2)∗)3 → R is given
by
ℓd(g
k, gk+1, uk, µk) =
3∑
i=1
h
2
〈uki , u
k
i 〉+ 〈µ
k,
1
h
Cay−1
(
(gki )
−1gk+1i
)
− uki 〉+
∑
j>i
hσj
2(‖ψ(gkj )g
k
i ‖
2
F − d˜ij)
.
Note that
∂Cdi
∂uki
= huki , that is µ
k
i = hu
k
i and
TeiLgk
i
(
∂V dij
∂gki
)
= −
hσj
2(‖ψ(gkj )g
k
i ‖
2
F − d˜ij)
2
[(gki )
Tψ(gkj )
Tψ(gkj )g
k
i ]

0 0 10 0 1
0 0 0

 . (68)
Using (63) and (66),
[dCay−1
huk
i
]∗µki =


−
h3((u1i )
k)2(u2i )
k
4
+
h2((u2i )
k)2
2
h(u1i )
k +
h3((u1i )
k)3
4
0
−h(u1i )
k −
h2(u1i )
k(u2i )
k
2
0 0
−
h2((u1i )
k)2
2
+ h(u2i )
k 0 0

 (69)
and
[dCay−1
−hu
k−1
i
]∗µk−1i =


−
h3((u1i )
k−1)2(u2i )
k−1
4
−
h2((u2i )
k−1)2
2
h(u1i )
k−1 +
h3((u1i )
k−1)3
4
0
−h(u1i )
k−1 +
h2(u1i )
k−1(u2i )
k−1
2
0 0
h2((u1i )
k−1)2
2
+ h(u2i )
k−1 0 0

 .
(70)
The discrete Lie-Poisson equations describing necessary conditions for the existence of normal extrema
are determined by (68)-(70) together with (25) where gki is given as in (67) and Cay(hu
k
i ) is given by
Cay(huki ) =

 14+h2((u1i )k)2
[
h2((u1i )
k)2 − 4 −4h(u1i )
k 4h(u2i )
k
4h(u1i )
k h2((u1i )
k)2 − 4 2h2(u1i )
k(u2i )
k
]
0 0 1

 .
These equations can be solved by using a Newton-like method as we explained in the discussion after the
proof of Theorem 6.1.
Note that, given (continuous) boundary condition gi(0), gi(T ), ui(0), ui(T ), the (discrete) boundary
conditions for Algorithm 1 are given by µ0i = ui(0), µ
N−1
i = (M(−hu
N−1
i )
−1)Tui(T ) for i = 3, j = 0 and
for i = 2, j = 3 and i = 1, j = 2, 3 can be obtained from (32)-(33) by using (68)-(70) and the boundary
value problem can be solved by using a shooting method or by a first variation method together with a
Newton iteration for a given initial guess using the linearization of the variation to obtain new starting
values and where the algorithm will converge to a solution of the boundary value problem after some
iterations.
Finally, observe that by using the Legendre transformation given in Remark 5.1 the dynamics given
in Section 7.1 is equivalent to the dynamics given in 7.2. Also, the discrete equations arising from the
variational integrator given before are just a firts-order discretization of the Lie-Poisson equations given
in Section 7.2.
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8. Final comments and Future Research
We studied reduced necessary conditions for the existence of normal extrema arising from variational
principles in an optimal control problem for a multi-agent formation. The problem is defined by kinematic
drift-free left invariant control systems with formation constraints breaking the symmetry of the formation
graph. Such conditions were obtained through a non-trivial extension of variational principles for a single
agent whose dynamics evolves on a Lie group from a Lagrangian and Hamiltonian perspective, and also
for discrete time systems. The variational principle studied from the Lagrangian perspective does not
allow to describe the conditions of normal extrema for the optimal control problem as a solvable and
well defined system of first order differential equations for the evolution of the agents while at the same
time minimizing the energy and satisfying the formation constraints. We proposed a splitting into the
dynamics to make the system solvable. In the case of discrete time systems we also showed that the
variational integrator developed is symplectic.
As an application we studied the optimal control of multiples unicycles and we characterized some
integrability properties to consider when one solves the corresponding system of equations to obtain the
optimal trajectories satisfying the formation constraints.
In future work we will explore the incorporation of decentralized dipolar functions [8], [35], [36], into
the cost functional to avoid simultaneously collision between agents and static obstacles in the workspace.
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