This work presents the first experimental results on Interaction Quality modelling for human-human conversation, as an adaptation of the Interaction Quality metric for human-computer spoken interaction. The prediction of an Interaction Quality score can be formulated as a classification problem. In this paper we describe the results of applying several classification algorithms such as: Kernel Naïve Bayes Classifier, kNearest Neighbours algorithm, Logistic Regression, and Support Vector Machines, to a data set. Moreover, we compare the results of modelling for two approaches for Interaction Quality labelling and consider the results depending on different emotion sets. The results of Interaction Quality modelling for human-human conversation may be used both for improving the service quality in call centres and for improving Spoken Dialogue Systems in terms of flexibility, user-friendliness and human-likeness.
INTRODUCTION
Speech is the main modality for human communication and the most natural user interface. Thereby Spoken Dialogue Systems (SDSs) are widespread in different areas. However, due to the fact that such systems are not as flexible as a human in communication and have a number of disadvantages, these systems need some indicator, which would reflect that something goes wrong during the interaction and the behaviour of the system should be changed. For a better understanding how such systems should respond to different situations, similar indicators may be introduced for human-human conversations (HHC).
This paper presents a first view on Interaction Quality (IQ) for HHC. Our idea of the IQ metric for HHC is based on the IQ metric for human-computer spoken interaction (HCSI), which was suggested in (Schmitt et al., 2011) . In this work the authors introduced the term "IQ" instead of "User satisfaction" and explained the reasons for it.
Given the fact that HHC is more complex than HCSI, an adaptation of the initial rules for IQ labelling is required. We suggest two approaches for such an adaptation. The first one uses an absolute scale, like in the initial approach for IQ labelling for HCSI, whereas another approach consists of two steps: firstly a scale of changes is used, which is then transformed into an absolute scale.
Another specific aspect of this work is the following: for understanding which emotions set is the best suitable for IQ modelling for HHC, we used the three different emotion sets. From each of them we generated two new sets:
A set with the two classes (neutral emotions and others). A set with the three classes (negative, neutral, positive emotions). For modelling IQ for HHC we decided to use the four classification algorithms implemented in Rapidminer and WEKA (Hall et al., 2009): Kernel Naïve Bayes classifier (NBK) (John et al., 1995) . k-Nearest Neighbours algorithm (kNN) (Witten et al., 2011) . L2 Regularised Logistic Regression (LR) (le Cessie et al., 1992) . Support Vector Machines (Cristianini et al., 2000) trained by Sequential Minimal Optimisation (W-SMO) (Platt, 1998) . This paper is organized as follows. A brief description of related work (IQ for HCSI and some characteristics concerning HHC) is presented in Section 2. In turn, Section 3 gives information about the speech data used for IQ modeling for HHC and introduces two approaches for annotating IQ for HHC. Then, Section 4 provides the achieved results of IQ modelling for HHC on different emotion sets and different approaches of IQ annotating. The obtained results are discussed in Section 5, which is followed in Section 6 by conclusions and concise description of future work.
RELATED WORK
The idea of applying IQ for HHC is based on the IQ paradigm, introduced in (Schmitt et al., 2011) for assessing the performance of an SDS during an ongoing interaction. The IQ metric allows to estimate, how the system is performing at any point during the interaction. The IQ metric is a 5-point scale: excellent, good, fair, poor, and bad. If the quality drops below a certain threshold, the dialogue strategies shall be changed in order to increase the quality again. The metric is based on features which are derived from the three dialogue system modules: Automatic Speech Recognition, Natural Language Understanding, and Dialogue Management. Moreover, these interaction parameters are designed on the three levels: the exchange level, comprising information about the current system-user-exchange, the dialogue level, consisting of information about the complete dialogue up to the current exchange, and the window level, containing information about the n last exchanges. The complete list of features can be found in (Schmitt et al., 2012) . While the IQ metric has been proven to be beneficial in humanmachine interaction scenarios, the approach may also help to assess the quality of human-human communication. This is for example of particular interest in call centres, where calls with the rather low quality of interaction have to be found for training and evaluation purposes.
There are different research works, which allow to assess different aspects of human speech in dialogues.
One of such a work is dedicated to the Customer Orientation Behaviours (COBs), which were suggested by the authors in (Rafaeli et al., 2008) . The COBs include the following categories: anticipating customer requests, offering explanations / justifications, educating customers, providing emotional support, and offering personalized information. Within their research the authors have ascertained the positive relationship between the COB categories and the service quality, evaluated by customers. However, this approach allows to assess only an agent in a dialogue, but, nevertheless, the COBs are also an important aspect of interaction and can help to evaluate the quality of interaction between an agent and a customer in general.
The authors in (Pallotta et al., 2011) described their approach to Call Center Analytics. It is based on Interaction Mining -a research field, which works with an extraction of useful information from conversations. The authors described the cooperativeness score as a measure, which was obtained from the argumentative labels, such as: accept explanation, suggest, propose, provide opinion, provide explanation or justification, request explanation or justification, question, raise issue, provide negative opinion, disagree, reject explanation or justification. Using the history of the calls the cooperativeness score can help to determine agents with constantly high cooperativeness score (positive cooperativeness) and customers with low cooperativeness score. Thus, it can help to improve the call centre performance by connecting more skilled agents with customers with uncooperative attitudes. The cooperativeness score gives a characteristic of agent's or customer's speech or their behaviour and may be used for the interaction quality evaluation.
Another important indicator for an estimation of the conversation quality, which is widely used in call centres, is customer satisfaction. A lot of works are dedicated to it.
In (Park et al., 2009 ) the authors suggested the approach, which allows to evaluate customer satisfaction automatically by analysing call transcripts consisting of various features, indicating linguistic, prosodic and behavioural aspects of speakers. Their experiments shown, that customer satisfaction may be evaluated both at the end and in the middle of calls.
The paper (Llimona et al., 2015) , dedicating to customer satisfaction in a call centre, provides the research of an effect of gender and call duration on customer satisfaction in call centre big data. The authors found out the significant correlation between customer satisfaction (self-reported by a customer at the end of the call) and gender homophile between the customer and the employee.
The research works in the field of customer satisfaction may be applied for modelling IQ, despite of some differences between IQ and customer satisfaction. These differences between two metrics and their resemblance are described in (Schmitt and Ultes, 2015) .
Moreover, there has been a lot of research dedicated to emotion recognition, verbal intelligent detection, agreement/disagreement detection and others. All these works are useful for different purposes and can be utilized for the evaluation of the conversation quality. 
CORPUS DESCRIPTION
For our research we used the spoken corpus described by the authors in (Spirina et al., 2016) . This corpus consists of 53 task-oriented dialogues between customers and employees with the total duration of approximately 87 minutes. It contains 1,165 agent-customer exchanges accompanied by the IQ labels. The corpus includes more than 1,200 features for each exchange: audio features (extracted by OpenSMILE (Eyben et al., 2013) ) for an agent / customer / overlapping speech, paralinguistic information (such as emotions) and other dialogue features. All features in the corpus can be subdivided into the three groups: the exchange / window / dialogue parameter levels. These parameter levels are described in (Schmitt et al., 2012) .
All exchanges from this corpus were annotated with an IQ score using two guidelines. As a basis for the IQ score annotating guidelines, we used the rater guideline described in (Schmitt et al., 2011) .
For the first guideline we only adapted the guideline (Schmitt et al., 2011) to HHC. The IQ score distribution for the first approach of annotation is presented in Figure 1 . We denote this IQ as IQ1.
In the second guideline we used a different approach: instead of an absolute scale a scale of changes has been applied. This scale shows how an IQ score has changed from the previous to the current exchange. Then we transformed this scale into an absolute one. Using an assumption, that all dialogues start with the IQ score "5", and applying the received scale of changes, we became another IQ. Denote it as IQ2_abs. The distribution of the IQ2_abs scores is depicted in Figure 2 .
The number of the observations for both IQ1 and IQ2_abs is highly unbalanced: the class with the IQ score "5" covers 96.39% and 88.24% of the observations correspondently. The both guidelines are presented in Table 1 .
EXPERIMENTAL SETUP AND RESULTS
The task for IQ modelling can be formulated as a classification problem, in our case with the three classes for IQ1 and the four classes for IQ2_abs. The total number of the formulated classification problems is eighteen. Each task is a combination of an IQ label (IQ1 or IQ2_abs) and a set of emotions (nine sets).
In this work we use nine sets of emotions: three main sets and two sets derived from each of them. The first set (em1) includes such emotion categories as angry, sad, neutral, and happy. The next set (em2) consists of such categories as: anxiety, anger, sadness, disgust, boredom, neutral, and happiness. The last set (em3) includes such categories as: fear, anger, sadness, disgust, neutral, surprise, and happiness. Subsequently, from each of the original sets, the two new sets were derived by subdividing the original set of emotions into neutral and other emotions (denote them as em{1,2,3}_2) and into negative, neutral and positive emotions (denote them as em{1,2,3}_3).
Before applying the classification algorithms each attribute has been normalized using the statistical normalization, which allows to convert the data into normal distribution with mean = 0 and variance = 1. In addition, all nominal attributes, such as emotions, gender and type of speaker (agent or customer) were transformed into numerical data.
Classification Algorithms
For solving these classification problems we used the algorithms implemented in Rapidminer and WEKA: NBK, kNN, LR, W-SMO. (Spirina et al., 2016) .
The absolute scale
The scale of changes 1. The rater should try to assess the interaction on the whole as objectively as possible, but pay more attention to the customer point of view in the interaction. 2.
An exchange consists of the agent and the customer turns.
3.
The IQ score is defined on a 5-point scale with "1=bad", "2=poor", "3=fair", "4=good" and "5=excellent".
The IQ score is defined on a 6-point scale with "-2", "-1", "0", "1", "2" and "abs 1". First five points of the scale reflect changes in the IQ from previous exchange to current exchange. "abs 1" means "1=bad" in the absolute scale.
4.
The IQ is to be rated for each exchange in the dialogue. The history of the dialogue should be kept in mind when assigning the score. For example, a dialogue that has proceeded fairly poor for a long time, should require some time to recover. 5.
A dialogue always starts with an IQ score of "5". A dialogue always starts with an IQ score of "0".
6.
In general, the score from one exchange to the following exchange is increased or decreased by one point at the most.
7.
Exceptions, where the score can be decreased by two points are e.g. hot anger or sudden frustration. The rater's perception is decisive here.
8.
Also, if the dialogue obviously collapses due to agent or customer behaviour, the score can be set to "1"
immediately. An example therefore is a reasonable frustrated sudden hang-up.
Also, if the dialogue obviously collapses due to agent or customer behaviour, the score can be set to "abs 1"
9.
Anger does not need to influence the score, but can. The rater should try to figure out whether anger was caused by the dialogue behaviour or not.
10.
In the case a customer realizes that he should adapt his dialogue strategy to obtain the desired result or information and succeeded that way, the IQ score can be raised up to two points per turn. In other words, the customer realizes that he caused the poor IQ by himself.
11.
If a dialogue consists of several independent queries, each query's quality is to be rated independently. The former dialogue history should not be considered when a new query begins. However, the score provided for the first exchange should be equal to the last label of the previous query.
12.
If a dialogue proceeds fairly poor for a long time, the rater should consider to increase the score more slowly if the dialogue starts to recover. Also, in general, he should observe the remaining dialogue more critical. 13. If a constantly low-quality dialogue finishes with a reasonable result, the IQ can be increased.
For each algorithm we used the Grid parameter optimisation with 10-fold cross-validation, where F1-score (Goutte et al., 2005) was maximised. The settings for the classification algorithms are shown in Table 2 .
Results
To assess the classification performance we accomplished 10-fold cross-validation to obtain statistically reliable results. We used such classification performance measures as accuracy, the unweighted average recall (UAR) as in , F1-score, which were averaged over ten computations on different train-test splits.
The results of computations in terms of F1-score are presented in Table 3 . The experimental results in terms of UAR can be found in Table 4, whereas  Table 5 provides the accuracy for these experiments.
DISCUSSION
The one-way analysis of variance (one-way ANOVA) (Bailey, 2008) , which helps to determine the statistically significant differences between the means of three or more groups, shows that for IQ1 through all classification performance measures there are no any statistically significant differences. For IQ2_abs through all tasks for all classification performance measures the one-way ANOVA determined, that the differences between means are statistically significant. To find out what algorithms gave statistically significant different results we used the Tukey's honest significant difference (HSD) test (Kennedy et al., 1985) . This test shows that almost in all the cases there are statistically significant differences between the results of NBK and other algorithms. Given the fact that the data is highly unbalanced the results are not reasonable enough, although the obtained results outperform the baselines. Also the result can be not objective, since emotions and the IQ scores were annotated by only one expert rater.
First Experiments on Interaction Quality Modelling for Human-Human Conversation
The best results are highlighted in bold in Table  3, Table 4 and Table 5 . It should be noted, that the algorithms, which show the best results in terms of one performance measure, can be not the best in terms of other performance measures. For example, for IQ1 in terms of F1-score the best results were obtained by W-SMO and NBK, in turn, in terms of accuracy the best results were achieved almost in all cases by LR. The same can be mentioned about the results for IQ2_abs. In terms of F1-score and UAR the best results were accomplished by kNN, which provides not such good results in terms of accuracy. Using optimisation with maximisation of other classification performance measures, instead of F1-score, the results may vary.
The use of the two scales shows that the initial scale, which was found suitable for HCSI, can lead to information loss in IQ modelling for HHC. It can be caused by a number of reasons, which can be a case for HHC, but not for HCSI.
Because of the extreme skew towards the IQ score "5" for both IQ1 and IQ2_abs, the reasonable question is why we should do any classification in this case. In general, the biggest part of the calls in call centres are neutral in terms of IQ. Such calls are not so interested for research in contrast to problematic calls, which can provide information for analysis and further improvement of the service quality. The corpus, which was used in this work, consists of 53 dialogues, which may be not enough. But the results, obtained on this data can be used for the further research.
CONCLUSION AND FUTURE WORK
In this paper we presented the first view of an adaptation of the IQ idea suggested by Schmitt et al. (Schmitt et al., 2011) to HHC. The further works in the field of IQ modelling for HHC may help to identify non-trivial patterns, which influence on the quality of conversation. These patterns, in turn, may be adapted and integrated into SDSs (in particular in a robot's behavioural system), what possibly will be utilized for improving the quality of spoken interaction between users and SDSs. As a future direction we plan to use other classification algorithms and ensembles of algorithms. Caused by high dimensionality of the feature space the application of dimensionality reduction methods are required both for decreasing the computational complexity and for increasing classification performance measures. Furthermore we plan to increase the number of expert raters to obtain more objective data. Finally, due to the problems of an interpretation of different IQ scores for HHC (especially for IQ2_abs), we plan to suggest an alternative scale for measuring IQ for HHC with less subjectivity and an easily interpretable scale.
