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Abstract
Online learning algorithms are designed to perform in non-stationary environments, but gener-
ally there is no notion of a dynamic state tomodel constraints on current and future actions as a func-
tion of past actions. State-based models are common in stochastic control settings, but commonly
used frameworks such as Markov Decision Processes (MDPs) assume a known stationary environ-
ment. In recent years, there has been a growing interest in combining the above two frameworks and
considering anMDP setting in which the cost function is allowed to change arbitrarily after each time
step. However, most of the work in this area has been algorithmic: given a problem, one would de-
velop an algorithm almost from scratch. Moreover, the presence of the state and the assumption of
an arbitrarily varying environment complicate both the theoretical analysis and the development of
computationally efficient methods. This paper describes a broad extension of the ideas proposed by
Rakhlin et al. to give a general framework for deriving algorithms in an MDP setting with arbitrarily
changing costs. This framework leads to a unifying view of existing methods and provides a general
procedure for constructing new ones. Several newmethods are presented, and one of them is shown
to have important advantages over a similar method developed from scratch via an online version of
approximate dynamic programming.
1 Introduction
Markov decision processes, or MDPs for short [2, 3, 4], are a popular framework for sequential decision-
making in a dynamic environment. In an MDP, we have states and actions. At each time step of the
sequential decision-making process, the agent observes the current state and chooses an action, and the
system transitions to the next state according to a fixed and knownMarkov law. The costs incurred by the
agent depend both on his action and on the current state. Traditional theory of MDPs deals with the case
when both the transition law and the state-action cost function are known in advance. In this case, there
are two ways of designing policies [5] – via dynamic programming (where the construction of an optimal
policy revolves around the computation of a relative value function), or via the linear programming (LP)
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approach [6, 7], which reformulates theMDP problem as a “static” linear optimization problem over the
so-called state-action polytope [3]. However, a priori known costs are typically unavailable in practical
settings. When neither the transition probability nor the cost functions are known in advance, various
reinforcement learning (RL)methods, such as the celebratedQ-learning algorithm [8, 9] and its variants,
can be used to learn an optimal policy in an online regime. However, the key assumptions underlying RL
are that the agent is operating in a stochastically stable environment, and that the state-action costs (or
at least their expected values with respect to any environmental randomness) do not vary with time. In
this paper, instead of considering a fixed or stochastic cost function, we studyMarkov decision processes
where the cost functions are chosen arbitrarily and allowed to change with time. More specifically, we
are interested in the online MDP problem: just as in the usual online leaning framework [10, 11, 12],
the one-step cost functions form an arbitrarily varying sequence, and the cost function corresponding
to each time step is revealed to the agent after an action has been taken. The objective of the agent
is to minimize regret relative to the best stationary Markov policy that could have been selected with
full knowledge of the cost function sequence over the horizon of interest. The assumption of arbitrary
time-varying cost functionsmakes sense in highly uncertain and complex environmentswhose temporal
evolution may be difficult or costly to model, and it also accounts for collective (and possibly irrational)
behavior of any other agents that may be present. The regret minimization viewpoint then ensures that
the agent’s online policy is robust against these effects.
OnlineMDP problems can be viewed as online control problems. The online aspect is due to the fact
that the cost functions are generated by a dynamic environment under no distributional assumptions,
and the agent learns the current state-action cost only after committing to an action. The control aspect
comes from the fact that the choice of an action at each time step influences future states and costs. Tak-
ing into account the effect of past actions on future costs in a dynamic distribution-free setting makes
online MDPs hard to solve. To the best of our knowledge, only a few methods have been developed in
this area over the past decade [13, 14, 15, 16, 17, 18, 19, 20, 21]. Most research in this area has been algo-
rithmic: given a problem, one would present amethod and prove a guarantee (i.e., a regret bound) on its
performance. There are two distinct lines of methods: the algorithms presented by [14, 15, 16] require
the computation of relative value functions at each time step, while the algorithms in [20, 21] reduce the
online MDP problem to an online linear optimization problem and solve it by online learning methods.
These two lines of methods correspond to the two above-mentioned different ways of designing polices
for MDPs. From a theoretical and conceptual standpoint, it is desirable to provide a unifying view of
existing methods and a general procedure for constructing new ones. In this paper, we present such a
general framework for online MDP problems that subsumes the above two approaches. This general
framework not only enables us to recover known algorithms, but it also gives us a generic toolbox for
deriving new algorithms from amore principled perspective rather than from scratch.
The onlineMDP setting we are considering was first defined and studied in the work of [14] and [15],
which dealswithMDPswith arbitrarily varying rewards. Like these authors, we assume a full information
feedback model and known stochastic state transition dynamics. (However, it should be pointed out
that these assumptions have been relaxed in some recent works — for example, [16] and [17] assume
only bandit-type feedback, while [19] prove regret bounds for MDPs with arbitrarily varying transition
models and cost functions. An extension of our framework to these settings is an interesting avenue for
future research.)
Our general approach is motivated by recent work of Rakhlin et al. [1], which gives a principled way
of deriving online learning algorithms (and bounding their regret) from a minimax analysis. Of course,
many online learning algorithms have been developed in various settings over the past few decades,
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but a comprehensive and systematic treatment was still lacking prior to [1]. Starting from a general
formulation of online learning as a (stateless) repeated gamebetween a learner and an adversary, Rakhlin
et al. [1] analyze the minimax regret (value) of this online learning game, which is the regret (relative to
a fixed competing strategy) that would be achieved if both the learner and the adversary play optimally.
It was known before the work of [22] that one could derive sublinear upper bounds on the minimax
value in a nonconstructive manner. However, algorithm design was done on a case-by-case basis, and
custom analysis techniques were needed in each case to derive performance guaranteesmatching these
upper bounds. The work of [1] bridges this gap between minimax value analysis and algorithm design:
They have shown that, by choosing appropriate relaxations of a certain recursive decomposition of the
minimax value, one can recover many known online learning algorithms and give a general recipe for
developing new ones. In short, the framework proposed by [1] can be used to convert an upper bound
on the value of the game into an algorithm.
Our main contribution is an extension of the framework of [1] to online MDPs. Since online learning
problems are studied in a state-free setting, it is not straightforward to generalize the ideas of [1] to the
case when the system has a state, and the technical nature of the arguments involved in online MDPs is
significantly heavier than their state-free counterpart. We formulate the online MDP problem as a two-
player repeated game with state variables and study its minimax value. We introduce the notion of an
online MDP relaxation and show how it can be used to recover existing methods and to construct new
algorithms. More specifically, we present two distinct approaches of moving from the original dynamic
setting, where the state evolves according to a controlled Markov chain, to simpler static settings and
constructing corresponding relaxations. The first approach uses Poisson inequalities for MDPs [23] to
reformulate the original dynamic setting as a static setting, where each possible state is associated with a
separate online learning algorithm. We show that the algorithmproposed by [14] arises from a particular
relaxation, andwe alsoderive a newalgorithm in the spirit of [15]which exhibits improved regret bounds.
The second approach moves from the dynamic setting to a static setting by reducing the online MDP
problem to an online linear optimization problem. After the reduction, we can directly capitalize on the
framework of [1]. We then derive a novel OnlineMirror Descent (OMD) algorithm in the spirit of [20, 21]
under a carefully designed relaxation over a certain convex set. In short, while the existing methods
fall into two major categories, they both can be captured by the above two approaches, and these two
approaches arise from the same general idea: move from the original dynamic setting to a static setting,
derive the corresponding relaxation, and convert the relaxation into an algorithm.
The remainder of the paper is organized as follows. We close this section with a brief summary of our
results and frequently used notation. Section 2 contains precise formulation of the onlineMDP problem
and points out the general idea and major challenges. Section 3 describes our proposed framework and
contains the main result. The general framework includes two different methods of recovering and de-
riving algorithms. Section 4.1 uses the first method and shows the power of our framework by recovering
an existing method proposed in [14] and further derives a new algorithm. Section 4.2 uses the second
approach to derive a novel online MDP algorithm. Section 5 contains discussion about future research.
Proofs of all intermediate results are relegated to the Appendix.
1.1 Summary of contributions
We start by recasting an MDP with arbitrary costs as a one-sided stochastic game, where an agent who
wishes tominimize his long-term average cost is facing aMarkovian environment, which is also affected
by arbitrary actions of an opponent. A stochastic game [24, 25] is a repeated two-player game, where
the state changes at every time step according to a transition law depending on the current state and
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the moves of both players. Here we are considering a special type of a stochastic game, where the agent
controls the state transition alone and the opponent chooses the cost functions. By “one-sided”, wemean
that the utility of the opponent is left unspecified. In other words, we do not need to study the strategy
and objectives of the opponent, and only assume that the changes in the environment in response to the
opponent’s moves occur arbitrarily. As a result, we simply model the opponent as the environment.
A popular and common objective in such settings is regret minimization. Regret is defined as the
difference between the cost the agent actually incurred, and what could have been incurred if the agent
knew the observed sequence of cost functions in advance. Wewill give the precise definition of this regret
notion in Section 2. We start by studying the minimax regret, i.e., the regret the agent will suffer when
both the agent and the environment play optimally. By applying the theory of dynamic programming
for stochastic games [25], we can give the strategy for the agent that achieves minimax regret (called the
minimax strategy). It can be interpreted as choosing the best action that takes into account the current
cost and the worst case future. Unfortunately, this minimax strategy in general is not computationally
feasible due to the fact that the number of possible futures grows exponential with time. The idea is to
find a way to approximate the term that represents the “future” and derive near-optimal strategy that is
easy to compute using the approximation.
Our main contribution is a construction of a general procedure for deriving algorithms in the online
MDP setting. More specifically:
1. Just as in the state-free setting considered by [1], we argue that algorithms can be constructed
systematically by first deriving a sequence of upper bounds (relaxations) on the minimax value of
the game, and then choosing actions which minimize these upper bounds.
2. Once a relaxation and an algorithm are derived in this way, we give a general regret bound of that
algorithm as follows:
Expected regret≤Relaxation+Stationarization error.
The first term on the right-hand side of the above inequality is the expected relaxation, while the
second term is an approximation error that results from approximating the Markovian evolution
of the underlying process by a simpler stationary process using a procedure we refer to as sta-
tionarization. The first term can be analyzed using essentially the same techniques as the ones
employed by [1], with somemodifications; by contrast, the second term can be handled using only
a novel combination ofMarkov chainmethods. This approach significantly alleviates the technical
burden of proving a regret bound as in the literature before our work.
3. Using the above procedure, we recover an existing method proposed by Even-Dar et al. in [14],
which achieves O(
p
T ) expected regret against the best stationary policy. We show that our de-
rived relaxation gives us the same exponentially weighted average forecaster as in [14] and leads to
the same regret bound. We also derive a new algorithm using our proposed framework and argue
that, while this new algorithm is similar in nature to the work of Yu et al. [15], it has several ad-
vantages — in particular, better scaling of the regret with the horizon T . Both of these algorithms
are based on introducing a sequence of appropriately defined relative value functions, and thus
can be viewed as instantiations of the first approach to online MDPs — namely, the one rooted in
dynamic programming.
4. We also present a different technique for deriving relaxations that implements the second ap-
proach to online MDPs — the one rooted in the LP method. This approach allows us to reduce
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the online MDP problem to an online linear optimization problem over the state-action polytope.
This reduction enables us to use the framework of [1], and the resulting relaxation leads to a novel
OMD algorithm that is similar in spirit to the work of Dick et al. [21].
1.2 Notation
We will denote the underlying finite state space and action space by X and U, respectively. The set of all
probability distributions on Xwill be denoted byP (X), and the same goes forU andP (U). A matrix P =
[P(u|x)]x∈X,u∈U with nonnegative entries, and with the rows and the columns indexed by the elements of
X and U respectively, is calledMarkov (or stochastic) if its rows sum to one:
∑
u∈UP(u|x)= 1,∀x ∈X. We
will denote the set of all such Markov matrices (or randomized state feedback laws) by M (U|X). Markov
matrices in M (U|X) transformprobability distributions on X into probability distributions onU: for any
µ ∈P (X) and any P ∈M (U|X), we have
µP(u),
∑
x∈X
µ(x)P(u|x), ∀u ∈U.
The same applies to Markov matrices on X and to their action on the elements of P (X).
The fixed and known stochastic transition kernel of the MDP will be denoted throughout by K – that
is, K (y |x,u) is the probability that the next state is y if the current state is x and the action u is taken. For
anyMarkovmatrix (randomized state feedback law) P ∈M (U|X), we will denote by K (y |x,P) theMarkov
kernel
K (y |x,P),
∑
u∈U
K (y |x,u)P(u|x).
Similarly, for any ν ∈P (U),
K (y |x,ν),
∑
u∈U
K (y |x,u)ν(u)
(this can be viewed as a special case of the previous definition if we interpret ν as a state feedback law
that ignores the state and draws a random action according to ν). For any µ ∈ P (X) and P ∈ M (U|X),
µ⊗P denotes the induced joint state-action distribution on X×U:
µ⊗P(x,u)=µ(x)P(u|x), ∀(x,u) ∈X×U.
We say that P is unichain [26] if the corresponding Markov chain with transition kernel K (·|·,P) has a
single recurrent class of states (plus a possibly empty transient class). This is equivalent to the induced
kernel K (·|P) having a unique invariant distribution piP [27].
The total variation (or L1) distance between ν1,ν2 ∈P (U) is
‖ν1−ν2‖1,
∑
u∈U
|ν1(u)−ν2(u)|.
It admits the following variational representation:
‖ν1−ν2‖1 = sup
f :‖ f ‖∞≤1
∣∣〈ν1, f 〉−〈ν2, f 〉∣∣ , (1)
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where the supremum is over all functions f :U→ R with absolute value bounded by 1, and we are using
the linear functional notation for expectations:
〈ν, f 〉 = Eν[ f ]=
∑
u∈U
ν(u) f (u).
The Kullback–Leibler divergence (or relative entropy) between ν1 and ν2 [28] is
D(ν1‖ν2),

∑
u∈U
ν1(u) log
ν1(u)
ν2(u)
if supp(ν1)⊆ supp(ν2)
+∞ otherwise
where supp(ν) , {u ∈ U : ν(u) > 0} is the support of ν. Here and in the sequel, we work with natural
logarithms. The same applies,mutatis mutandis, to probability distributions on X.
We will also be dealing with binary trees that arise in symmetrization arguments, as in [1]: Let H
be an arbitrary set. An H -valued tree h of depth d is defined as a sequence (h1, . . . ,hd ) of mappings
ht : {±1}t−1 →H for t = 1,2, . . . ,d . Given a tuple ε= (ε1, . . . ,εd ) ∈ {±1}d , we will often write ht (ε) instead
of ht (ε1:t−1).
2 Problem formulation
We consider an online MDP with finite state and action spaces X and U and transition kernel K (y |x,u).
Let F be a fixed class of functions f :X×U→ R, and let x ∈ X be a fixed initial state. Consider an agent
performing a controlled random walk on X in response to signals coming from the environment. The
agent is using mixed strategies to choose actions, where a mixed strategy is a probability distribution
over the action space. The interaction between the agent and the environment proceeds as follows:
X1 = x
for t = 1,2, . . . ,T
The agent observes the state Xt , selects a mixed strategy Pt ∈P (U), and then
draws an actionUt from Pt
The environment simultaneously selects ft ∈F and announces it to the agent
The agent incurs one-step cost ft (Xt ,Ut )
The system transitions to the next state Xt+1 ∼K (·|Xt ,Ut )
end for
Here, T is a fixed finite horizon. We assume throughout that the environment is oblivious (or open-loop),
in the sense that the evolution of the sequence { ft } is not affected by the state and action sequences
{Xt } and {Ut }. We view the above process as a two-player repeated game between the agent and the
environment. At each t ≥ 1, the process is at state Xt = xt . The agent observes the current state xt
and selects the mixed strategy Pt , where Pt (u|xt ) = Pr{Ut = u|Xt = xt }, based on his knowledge of all
the previous states and current state x t = (x1, . . . ,xt ) and the previous moves of the environment f t−1 =
( f1, . . . , ft−1). After drawing the actionUt from Pt , the agent incurs the one-step cost ft (Xt ,Ut ). Adopting
game-theoretic terminology [29], we define the agent’s closed-loop behavioral strategy as a tuple γ =
(γ1, . . . ,γT ), where γt :X
t ×F t−1 →P (U). Similarly, the environment’s open-loop behavioral strategy is
a tuple f = ( f1, . . . , ft ). Once the initial state X1 = x and the strategy pair (γ, f ) are specified, the joint
distribution of the state-action process (X T ,UT ) is well-defined.
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Let M0 =M0(U|X)⊆M (U|X) denote the subset of all Markov policies P , for which the induced state
transition kernel K (·|·,P) has a unique invariant distribution piP ∈P (X). The goal of the agent is to min-
imize the expected steady-state regret
R
γ, f
x , E
γ, f
x
{
T∑
t=1
ft (Xt ,Ut )− inf
P∈M0
E
[
T∑
t=1
ft (X ,U )
]}
, (2)
where the outer expectation E
γ, f
x is taken w.r.t. both the Markov chain induced by the agent’s behavioral
strategy γ (including randomization of the agent’s actions), the environment’s behavior strategy f , and
the initial state X1 = x. The inner expectation (after the infimum) is w.r.t. the state-action distribution
piP ⊗P(x,u) = piP (x)P(u|x), where piP denotes the unique invariant distribution of K (·|·,P). The regret
R
γ, f
x can be interpreted as the gap between the expected cumulative cost of the agent using strategy
γ and the best steady-state cost the agent could have achieved in hindsight by using the best stationary
policy P ∈M0 (with full knowledge of f = f T ). This gap arises through the agent’s lack of prior knowledge
on the sequence of cost functions.
Here we consider the steady-state regret, so that the expectation w.r.t. the state evolution in the com-
parator term E
[∑T
t=1 ft (X ,U )
]
is taken over the invariant distribution piP instead of theMarkov transition
law K (·|·,P) induced by P . Under the additional assumptions that the cost functions ft are uniformly
bounded and the inducedMarkov chains K (·|·,P) are uniformly exponentiallymixing for all P ∈M (U|X),
the difference we introduce here by considering the steady state is bounded by a constant independent
of T [14, 15], and so is negligible in the long run. In our main results, we only consider baseline poli-
cies in M0 that are uniformly exponentially mixing, so we restrict our attention to the steady-state regret
without any loss of generality.
2.1 Minimax regret
We start our analysis by studying the value of the game (the minimax regret), which we first write down
in strategic form as
V (x), inf
γ
sup
f
R
γ, f
x = inf
γ
sup
f
E
γ, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
, (3)
where we have introduced the shorthandΨ for the comparator term:
Ψ(f ), inf
P∈M0
E
[
T∑
t=1
ft (X ,U )
]
.
In operational terms, V (x) gives the best value of the regret the agent can secure by any closed-loop be-
havioral strategy against the worst-case choice of an open-loop behavioral strategy of the environment.
However, the strategic form of the value hides the timing protocol of the game, which encodes the infor-
mation available to the agent at each time step. To that end, we give the following equivalent expression
of V (x) in extensive form:
Proposition 1. The minimax regret (3) is given by
V (x)= inf
P1
sup
f1
. . . inf
PT
sup
fT
E
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
. (4)
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Proof. See Appendix A.
From this minimax formulation, we can immediately get an optimal algorithm that attains the min-
imax regret. To see this, we give an equivalent recursive form for the value of the game. For any
t ∈ {0,1, . . . ,T −1}, any given prefix f t = ( f1, . . . , ft ) (where we let f 0 be the empty tuple e), and any state
Xt+1 = x, define the conditional value
Vt (x, f
t ), inf
ν∈P (U)
sup
f
{∑
u∈U
f (x,u)ν(u)+E
[
Vt+1(Y , f1, . . . , ft , f )
∣∣∣x,ν]} , t =T −1, . . . ,0 (5a)
VT (x, f
T ),−Ψ(f ). (5b)
Remark 1. Recursive decompositions of this sort arise frequently in problems involving decision-
making in the presence of uncertainty. For instance, we may view (5) as a dynamic program for a finite-
horizonminimax control problem [30]. Alternatively, we can think of (5) as applying the Shapley operator
[25] to the conditional value in a two-player stochastic game, where one player controls only the state
transitions, while the other player specifies the cost function. A promising direction for future work is to
derive some characteristics of the conditional value from analytical properties of the Shapley operator.
From Proposition 1, we see that V (x) = V0(x,e). Moreover, we can immediately write down the
minimax-optimal behavioral strategy for the agent:
γt+1(x, f t )= argmin
ν∈P (U)
sup
f ∈F
{∑
u∈U
f (x,u)ν(u)+E
[
Vt+1(Y , f1, . . . , ft , f )
∣∣∣x,ν]} , t = 0, . . . ,T −1.
Note that the expression being minimized is a supremum of affine functions of ν, so it is a lower-
semicontinuous function of ν. Any lower-semicontinuous function achieves its infimum on a compact
set. Since the probability simplex P (U) is compact, we are assured that a minimizing ν always exists.
Using the above strategy at each time step, we can secure the minimax regret in the worst-case sce-
nario. Note also that this strategy is very intuitive: it balances the tendency to minimize the present cost
against the risk of incurring high future costs. However, with all the future infimum and supremumpairs
involved, computing this conditional value is intractable. As a result, theminimax optimal strategy is not
computationally feasible. The idea is to give tight bounds of the conditional value, which can be mini-
mized to form a near-optimal strategy. We address this challenge by developing computable bounds for
the conditional value functions, choosing a strategy based on these bounds. In general, tighter bounds
yield lower regret and looser bounds are easier to compute, and various online MDP methods occupy
different points in this domain.
In the spirit of [1], we come up with approximations of the conditional value Vt (x, f
t ) in (5). We say
that a sequence of functions V̂t :X×F t →R is an admissible relaxation if
V̂t (x, f
t )≥ inf
ν∈P (U)
sup
f
{∑
u∈U
f (x,u)ν(u)+E[V̂t+1(Y , f1, . . . , ft , f )|x,ν]
}
, t =T −1, . . . ,0 (6a)
V̂T (x, f
T )≥−Ψ(f ). (6b)
We can associate a behavioral strategy γ̂ to any admissible relaxation as follows:
γ̂t (x, f
t−1)= argmin
ν∈P (U)
sup
f ∈F
{∑
u∈U
f (x,u)ν(u)+E
[
V̂t (Y , f1, . . . , ft−1, f )
∣∣∣x,ν]} .
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Proposition 2. Given an admissible relaxation {V̂t }
T
t=0 and the associated behavioral strategy γ̂, for any
open-loop strategy of the environment we have the regret bound
R
γ̂, f
x = Eγ̂, fx
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ V̂0(x).
Proof. See Appendix B.
Based on the above sequential decompositions, it suffices to restrict attention only toMarkov strate-
gies for the agent, i.e., sequences of mappings γt :X×F t−1→P (U) for all t , so thatUt is conditionally
independent of X t−1,U t−1 given Xt , f t−1. From now on, we will just say “behavioral strategy” and really
mean “Markov behavioral strategy.” In other words, given Xt , f
t−1, the history of past states and actions
is irrelevant, as far as the value of the game is concerned.
Remark 2. What happens if the environment is nonoblivious? Yu et al. [15] gave a simple counterexam-
ple of an aperiodic and recurrent MDP to show that the regret is linear in T regardless of the agent’s
policy when the opponent can adapt to the agent’s state trajectory. We can gain additional insight
into the challenges associated with an adaptive environment from the perspective of the minimax re-
gret. In particular, an adaptive environment’s closed-loop behavioral strategy is δ = (δ1, . . . ,δT ) with
δt :X
t ×Ut−1→P (F ), and the corresponding regret will be given by
E
γ,δ
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ Eγ,δx
[
T∑
t=1
ft (Xt ,Ut )+ V̂T (XT+1, f T )
]
= Eγ,δx
[
T−1∑
t=1
ft (Xt ,Ut )
]
+Eγ,δx
[
fT (XT ,UT )+ V̂T (XT+1, f T )
]
.
Let’s analyze the last two terms:
E
γ,δ
x
[
fT (XT ,UT )+VT (XT+1, f T )
]
=
∫
XT ,FT
P(dxT ,d f )
∫
U
P(duT |xT , f T−1)
{
fT (xT ,uT )+E
[
V̂T
(
XT+1, f T
)∣∣∣xT , f T ]} .
In the above conditional expectation, f may depend on the entire xT , so we cannot replace this condi-
tional expectation by E[·|xT ,γT (xT )]. This implies we cannot get similar results as in Proposition 2 in a
fully adaptive environment.
2.2 Major challenges
FromProposition 2, we can see that we can bound the expected steady-state regret in terms of the chosen
relaxation. Ideally, if we construct an admissible relaxation by deriving certain upper bounds on the
conditional value and implement the associated behavioral strategy, we will obtain an algorithm that
achieves the regret bound corresponding to the relaxation. In principle, this gives us a general framework
to develop low-regret algorithms for onlineMDPs. However, with an additional state variable involved, it
is difficult to derive admissible relaxations V̂t (x, f
t ) to bound the conditional value. The difficulty stems
from the fact that now the current cost depends not only on the current action, but also on past actions.
Our plan is to reduce this setting to a simpler setting where there is no Markov dynamics involved. In
that setting, we will be able to capitalize on the ideas of [22, 1] in two different ways. More specifically,
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using Rademacher complexity tools introduced by [22, 1], we can derive algorithms in simpler static
settings and then transfer them to the original problem. In the same vein, we will also prove a general
regret bound for the derived algorithms. Thus we will have a general recipe for developing algorithms
and showing performance guarantees for online MDPs.
3 The general framework for constructing algorithms in online MDPs
Asmentioned in the above section, themain challenge to overcome is the dependence of the conditional
value in (6) on the state variable. Our plan is to reduce the original onlineMDPproblem to a simpler one,
where there is noMarkov dynamics.
We proceed with our plan in several steps. First, we introduce a stationarization technique that will
allow us to reduce the onlineMDP setting to a simpler setting withoutMarkov dynamics. This effectively
decouples current costs from past actions. Note that this reduction is fundamentally different from just
naively applying stateless online learning methods in an online MDP setting, which would amount to a
very poor stationarization strategy with larger errors and consequently large regret bounds. In contrast,
our proposed stationarization performs the decoupling with minimal loss in accuracy by exploiting the
transition kernel, yielding lower regret bounds. Using the stationarization idea, we present two different
approaches to construct relaxations, aiming to recover and derive two distinct lines of existing methods.
We call the first approach the value-function approach. Making use of Poisson inequalities for MDPs
[23], we state a new admissibility condition for relaxations that differs from the admissibility condition
in (6) in that there is no conditioning on the state variable. The advantage of working with this new type
of relaxation is that the corresponding admissibility conditions are much easier to verify. The second
approach is called the convex-analytic approach. By treating the online MDP problem as an online lin-
ear optimization problem, we are able to adopt the idea of [1] in a more straightforward way, and use
the admissibility condition in [1] to construct relaxations and derive corresponding algorithms. These
two approaches can recover different categories of existing methods (it should be pointed out, however,
that there is a natural equivalence between these two approaches: the relative-value function arises as
a Lagrange multiplier associated with the invariance constraint that defines the state-action polytope;
cf. [31, Sec. 9.2] for details). Themain result of this section is that we can apply any algorithm derived in
the simpler static setting to the original dynamic setting and automatically bound its regret.
3.1 Stationarization
As before, we let K denote the fixed and known transition law of the MDP. Following [14] and [15], we
assume the following “uniform mixing condition”: There exists a finite constant τ > 0 such that for all
Markov policies P ∈M (U|X) and all distributions µ1,µ2 ∈P (X),
‖µ1K (·|P)−µ2K (·|P)‖1 ≤ e−1/τ‖µ1−µ2‖1, (7)
where K (·|P) ∈M (X|X) is theMarkovmatrix on the state space induced by P . In other words, the collec-
tion of all state transition laws induced by all Markov policies P is uniformly mixing. Here we assume,
without loss of generality, that τ ≥ 1. As pointed out in [32], this uniform mixing condition is actually
stronger than the unichain assumption: K (·|·,P) is unichain for any choice of P ∈ M (U|X) — see Sec-
tion 1.2 for definitions. The uniform mixing condition implies that the transition kernel of every policy
is a scrambling matrix. (A matrix K ∈M (X|X) is scrambling if and only if for any pair x,x ′ ∈ X there ex-
ists at least one y ∈ X, such that y can be reached from both x and x ′ in one step with strictly positive
probability using K as transitionmatrix.)
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Consider now a behavioral strategy γ= (γ1, . . . ,γT ) for the agent. For a given choice f = ( f1, . . . , fT ) of
costs, the following objects are well-defined:
• P
γ, f
t ∈M (U|X) — theMarkov matrix that governs the conditional distribution ofUt given Xt , i.e.,
P
γ, f
t (u|x)=
[
γt (x, f
t−1)
]
(u);
• µ
γ, f
t ∈P (X) — the distribution of Xt ;
• K
γ, f
t ∈M (X|X) — theMarkov matrix that describes the state transition from Xt to Xt+1, i.e.,
K
γ, f
t (y |x)=K (y |x,P
γ, f
t )≡
∑
u
K (y |x,u)Pγ, ft (u|x);
• pi
γ, f
t ∈P (X) — the unique stationary distribution of K
γ, f
t , satisfying pi
γ, f
t = pi
γ, f
t K
γ, f
t , where exis-
tence and uniqueness are guaranteed by virtue of the unichain assumption;
• η
γ, f
t = 〈pi
γ, f
t ⊗P
γ, f
t , ft 〉— the steady-state cost at time t .
Moreover, for any other state feedback law P ∈ M (U|X), we will denote by ηP, ft the steady-state cost
〈piP ⊗P, ft 〉, where piP is the unique invariant distribution of K (·|·,P).
It will be convenient to introduce the regret w.r.t. a fixed P ∈M (U|X) with initial state X1 = x:
R
γ, f
x (P), E
γ, f
x
[
T∑
t=1
ft (Xt ,Ut )−
T∑
t=1
η
P, f
t
]
=
T∑
t=1
[
〈µγ, ft ⊗P
γ, f
t , ft 〉−〈piP ⊗P, ft 〉
]
,
as well as the stationarized regret
R¯γ, f (P),
T∑
t=1
(
η
γ, f
t −η
P, f
t
)
=
T∑
t=1
[
〈piγ, ft ⊗P
γ, f
t , ft 〉−〈piP ⊗P, ft 〉
]
.
Using (1), we get the bound
R
γ, f
x (P)≤ R¯γ, f (P)+
T∑
t=1
‖ ft‖∞‖µγ, ft −pi
γ, f
t ‖1. (8)
The key observation here is that the task of analyzing the regret R
γ, f
x (P) splits into separately upper-
bounding the two terms on the right-hand side of (8): the stationarized regret R¯γ, f (P) and the station-
arization error
∑T
t=1‖ ft‖∞‖µ
γ, f
t −pi
γ, f
t ‖1. The latter can be handled using Markov chain techniques. We
now present two distinct approaches to tackle the former: the value-function approach and the convex-
analytic approach.
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3.2 The value-function approach
The value-function approach relies on the availability of a so-called reverse Poisson inequality, which
can be thought of as a generalization of the Poisson equation from the theory of MDPs [23]. Fix a Markov
matrix P ∈M (U|X) and let piP ∈P (X) be the (unique) invariant distribution of K (·|·,P). Then we say that
Q̂ :X×U→R satisfies the reverse Poisson inequality with forcing function g :X×U→R if
E
[
Q̂(Y ,P)
∣∣∣x,u]−Q̂(x,u)≥−g (x,u)+〈piP ⊗P,g 〉, ∀(x,u)∈X×U (9)
where
Q̂(y,P),
∑
u∈U
P(u|y)Q̂(y,u)
and E[·|x,u] is w.r.t. the transition law K (y |x,u). We should think of this as a relaxation of the Poisson
equation [23], i.e., when (9) holds with equality. The Poisson equation arises naturally in the theory
of Markov chains and Markov decision processes, where it provides a way to evaluate the long-term
average cost along the trajectory of aMarkov process. We are using the term “reverse Poisson inequality”
to distinguish (9) from the Poisson inequality, which also arises in the theory of Markov chains and is
obtained by replacing ≥with ≤ in (9) [23].
Here we impose the following assumption that we use throughout the rest of the paper:
Assumption 1. For any P ∈ M (U|X) and any f ∈ F , there exists some Q̂P, f : X×U→ R that solves the
reverse Poisson inequality for P with forcing function f . Moreover,
L(X,U,F ), sup
P∈M (U|X)
sup
f ∈F
‖Q̂P, f ‖∞ <∞.
Remark 3. In Section 4.1, we will show this assumption is automatically satisfied when K is a unichain
model (or, more generally, when all stationaryMarkov policies are uniformly mixing, as in Eq. (7)).
The main consequence of the reverse Poisson inequality is the following:
Lemma 1 (Comparison principle). Suppose that Q̂ satisfies the reverse Poisson inequality (9)with forcing
function g . Then for any other Markov matrix P ′ we have
〈piP ⊗P,g 〉−〈piP ′ ⊗P ′,g 〉 ≤
∑
x
piP ′(x)
∑
u
[
P(u|x)Q̂(x,u)−P ′(u|x)Q̂(x,u)
]
Proof. See Appendix C.
Armed with this lemma, we can now analyze the stationarized regret R¯γ, f (P): suppose that, for each
t , Q̂
γ, f
t satisfies reverse Poisson inequality for P
γ, f
t with forcing function ft . Then we apply the compar-
ison principle to get
η
γ, f
t −η
P, f
t ≤
∑
x
piP (x)
(∑
u
P
γ, f
t (u|x)Q̂
γ, f
t (x,u)−P(u|x)Q̂
γ, f
t (x,u)
)
.
This in turn yields
R
γ, f
x (P)≤
∑
x
piP (x)
T∑
t=1
(∑
u
P
γ, f
t (u|x)Q̂
γ, f
t (x,u)−P(u|x)Q̂
γ, f
t (x,u)
)
+
T∑
t=1
‖ ft‖∞‖µγ, ft −pi
γ, f
t ‖1.
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Note that Q̂
γ, f
t depends functionally on P
γ, f
t and on ft , which in turn depend functionally on f
t but
not on ft+1, . . . , fT . This ensures that any algorithm using Q̂
γ, f
t respects the causality constraint that any
decision made at time t depends only on information available by time t .
Focusing on stationarized regret and upper-bounding it in terms of the Q̂-functions is one of the key
steps that let us consider a simpler setting without Markov dynamics. The next step is to define a new
type of relaxationwith an accompanying new admissibility condition for this simpler setting. That is, we
will find a relaxation and admissibility condition for the stationarized regret rather than for the expected
steady-state regret directly. A new admissibility condition is needed because we have decoupled current
costs from past actions, which makes the previous admissibility condition (6) inapplicable. The new
admissibility condition is similar to the one in [1], whichwas derived in a stateless setting. The difference
is that we are still in a state-dependent setting in the sense that the new type of relaxation is indexed by
the state variable. Now instead of having a Markov dynamics that depends on the state, we consider
all the states in parallel and have a separate algorithm running on each state. The interaction between
different states is generated by providing these algorithms with common information that comes from
the actual dynamical process. Thus, starting from this new admissibility condition, we further construct
algorithms using relaxations and then use Lemma 1 to bound the regret of these algorithms.
For each x ∈ X, let Hx denote the class of all functions hx : U→ R for which there exist some P ∈
M (U|X) and f ∈F , such that
hx (u)= Q̂P, f (x,u), ∀u ∈U.
We say that a sequence of functions Ŵx,t :H
t
x →R, t = 0, . . . ,T , is an admissible relaxation at state x if the
following condition holds for any hx,1, . . . ,hx,T ∈Hx :
Ŵx,T (h
T
x )≥− inf
ν∈P (U)
EU∼ν
[
T∑
t=1
hx,t (U )
]
, (10a)
Ŵx,t (h
t
x)≥ inf
ν∈P (U)
sup
hx∈Hx
{
EU∼ν[hx(U )]+Ŵx,t+1(htx ,hx)
}
, t = T −1, . . . ,0. (10b)
Given such an admissible relaxation, we can associate to it a behavioral strategy
γ̂t (x, f
t−1)= P γ̂, ft (·|x)= argmin
ν∈P (U)
sup
hx∈Hx
{
EU∼ν[hx(U )]+Ŵx,t (ht−1x ,hx )
}
hy,t = Q̂ γ̂, ft (y, ·), ∀y ∈X.
(Even though the above notation suggests the dependence of hy,t on the T -tuples γ and f , this depen-
dence at time t is only w.r.t. γt and f t , so the resulting strategy is still causal.)
The relaxation {Ŵx,t }
T
t=1 at state x is a sequence of upper bounds on the conditional value of the
online learning game associated with that state. In this game, at time step t , the agent chooses actions
ut ∈U and the environment chooses functionhx,t ∈Hx . Although this relaxation is still state-dependent,
there is no Markov dynamics involved here, which means that now the state-free techniques of [1] can
be brought to bear on the problem of constructing algorithms and bounding their regret. Specifically, we
derive a separate relaxation {Ŵx,t }
T
t=1 and the associated behavioral strategy for each state x ∈ X. Then
we assemble these into an overall algorithm for the MDP as follows: if at time t the state Xt = x, the
agent will choose actions according to the corresponding behavioral strategy γ̂t (x, ·). Note that although
the agent’s behavioral strategy switches between different relaxations depending on the current state,
the agent still needs to update all the h-functions simultaneously for all the states. This is because the
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computation of the h-functions (in terms of the Q̂ functions) requires the knowledge of the behavioral
strategy at other states. In other words, the algorithm has to keep updating all the relaxations in parallel
for all states.
Under the constructed relaxation, the value-function approach amounts to the following:
Theorem 1. Suppose that the MDP is unichain, the environment is oblivious, and Assumption 1 holds.
Then, for any family of admissible relaxations given by (10) and the corresponding behavioral strategy γ̂,
we have
R
γ̂, f
x = Eγ̂, fx
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ sup
P∈M (U|X)
∑
x
piP (x)Ŵx,0+CF
T∑
t=1
‖µγ̂, ft −pi
γ̂, f
t ‖1 (11)
whereCF = sup f ∈F ‖ f ‖∞.
Proof. See Appendix D.
This general framework gives us a recipe for deriving algorithms for online MDPs. First, we use sta-
tionarization to pass to a simpler setting without Markov dynamics. Here we need to find the Q̂t func-
tions satisfying (9) with forcing function ft at each time t . In this simpler setting, we associate each
state with a separate online learning game. Next, we derive appropriate relaxations (upper bounds on
the conditional values) for each of these online learning games. Then we plug the relaxation into the
admissibility condition (10) to derive the associated algorithm. This algorithm in turn gives us a behav-
ioral strategy for the original onlineMDP problem, and Theorem 1 automatically gives us a regret bound
for this strategy. We emphasize that, in general, multiple different relaxations are possible for a given
problem, allowing for a flexible tradeoff between computational costs and regret.
We have reduced the original problem to a collection of standard online learning problems, each of
which is associated with a particular state. We proceed by constructing a separate relaxation for each of
these problems. Because we have removed the Markov dynamics, we may now use available techniques
for constructing these relaxations. In particular, as shown by [22], a particularly versatile method for
constructing relaxations relies on the notion of sequential Rademacher complexity (SRC).
3.3 The convex-analytic approach
In the preceding section, we have developed a procedure for recovering and deriving policies for online
MDPs using relative-value functions that arise from revere Poisson inequalities. Now we show a comple-
mentary procedure that allows us to use an admissible relaxationwith no conditioning on state variables.
Specifically, we reduce the online MDP problem to an online linear optimization problem through sta-
tionarization, and then directly use the framework of [1] to derive a relaxation and an algorithm, which
is similar in spirit to the algorithm proposed recently by Dick et al. [21]. The idea behind this convex-
analytic method is closely related to the well-known fact that the dynamic optimization problem for an
MDP can be reformulated as a “static” linear optimization problem a certain polytope, and therefore can
be solved using LP methods [6, 7]. Under this reformulation, we are in a state-free setting in the sense
that the relaxation is no longer indexed by the state variable, and the policy for the agent is computed
from a certain joint distribution on states and actions via Bayes’ rule.
As before, we start with the stationarization step. Recall that we decompose the regret R
γ, f
x (P) into
two parts: the stationarized regret R¯γ, f (P) and the stationarization error
∑T
t=1‖ ft‖∞‖µ
γ, f
t −pi
γ, f
t ‖1, that
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is:
R
γ, f
x (P)≤ R¯γ, f (P)+
T∑
t=1
‖ ft‖∞‖µγ, ft −pi
γ, f
t ‖1
=
T∑
t=1
(
η
γ, f
t −η
P, f
t
)
+
T∑
t=1
‖ ft‖∞‖µγ, ft −pi
γ, f
t ‖1
=
T∑
t=1
[
〈piγ, ft ⊗P
γ, f
t , ft 〉−〈piP ⊗P, ft 〉
]
+
T∑
t=1
‖ ft‖∞‖µγ, ft −pi
γ, f
t ‖1. (12)
Now, let G ⊂P (X×U) denote the set of all ergodic occupationmeasures
G ,
{
ν ∈P (X×U) :
∑
x,u
K (y |x,u)ν(x,u)=
∑
u
ν(y,u),∀y ∈X
}
. (13)
The setG is convex, and is defined by a finite collection of linear equality and inequality constraints. Hence,
it is a convex polytope in R|X×U| (in fact, it is often referred to as the state-action polytope of the MDP [3]).
Every element in G can be decomposed in the form
ν(x,u)=piP (x)⊗P(u|x), x ∈X,u ∈U
for some randomized Markov policy P ∈ M (U|X), where piP is the invariant distribution of the Markov
kernel
KP (x
′|x),
∑
u∈U
K (x ′|x,u)P(u|x), ∀x,x ′ ∈X
induced by P. For this reason, the linear equality and inequality constraints that define G are also called
the invariance constraints. Conversely, any element ν ∈G induces a Markov policy
Pν(u|x),
ν(x,u)∑
v∈Uν(x,v)
, ∀u ∈U(x) (14)
whereU(x) is the set of all states for which the denominator of (14) is nonzero.
With the definition of the set G at hand, now it is easy to see that the first term of (12) is the regret of
an online linear optimization problem, where, at each time step t , the agent is choosing an occupation
measure νt = piγ, ft ⊗P
γ, f
t from the set G (here we omit the dependence of νt on γ, f for simplicity), and
the environment is choosing the one-step cost function ft . The one-step linear cost function incurred
by the agent is 〈νt , ft 〉. Since we can recover a policy from an occupation measure, we just need to find
a slowly changing sequence of occupation measures, to ensure simultaneously that the first term of (12)
and the stationarization error are both small. Nowwe havemapped an onlineMDPproblem to an online
linear optimization problem. As we mentioned earlier, the idea behind this mapping is simply the fact
that average-cost optimal control problem can be cast as a LP over the state-action polytope [6, 7].
For reasons that will become apparent later, it is convenient to consider regret with respect to policies
induced by elements of a given subset G ′ of G . With that in mind, let us denote by M (G ′) the set of all
policies P ∈M (U|X) that have the form Pν for some ν ∈G ′. For the resulting online linear optimization
problem, we can immediately apply the framework of [1] to derive novel relaxations and online MDP
algorithms. For any t ∈ {0,1, . . . ,T − 1}, any given prefix f t = ( f1, . . . , ft ), define the conditional value
recursively via
VT (G
′| f1, . . . , ft )= inf
ν∈G ′
sup
f ∈F
{
〈ν, f 〉+VT (G ′| f1, . . . , ft , f )
}
, (15)
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where VT (G
′| f1, . . . , fT ) = − infν∈G ′
∑T
t=1〈ν, ft 〉, and VT (G ′) ≡ VT (G ′|e) is the minimax regret of the game.
Note that we are explicitly indicating the fact that the optimization takes place over the ergodic occupa-
tion measures in G ′. The minimax optimal algorithm specifying the mixed strategy of the player can be
written as
νt = argmin
ν∈G ′
sup
f ∈F
{
〈ν, f 〉+VT (G ′| f1, . . . , ft−1, f )
}
(16)
Following the formulation of Rakhlin et al. [1], we say that a sequence of functions V̂T (G
′| f1, . . . , ft ) is an
admissible relaxation if for any f1, . . . , ft ∈F ,
V̂T (G
′| f1, . . . , ft )≥ inf
ν∈G ′
sup
f
{
〈ν, f 〉+ V̂T (G ′| f1, . . . , ft , f )
}
, t = T −1, . . . ,0 (17a)
V̂T (G
′| f T )≥− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉. (17b)
We can associate a behavioral strategy to any admissible relaxation as follows:
γ̂t (x, f
t−1)= νt = argmin
ν∈G ′
sup
f ∈F
{
〈ν, f 〉+ V̂T (G ′| f1, . . . , ft−1, f )
}
.
In fact, as pointed out by Rakhlin et al. [1], exactminimization is unnecessary: any choice νt = γ̂t (x, f t−1)
that satisfies
V̂T (G
′| f1, . . . , ft−1)≥ sup
f ∈F
{
〈νt , f 〉+ V̂T (G ′| f1, . . . , ft−1, f )
}
,
is admissible. The above admissibility condition of [1] is different from (6) in the sense that there is no
conditioning on the state variable. It is also different from (10) because it is not indexed by the state
variable. The following theorem provides the main regret bound for the convex-analytic approach:
Theorem 2. Suppose that the MDP is unichain and the environment is oblivious. Then, for any family of
admissible relaxations given by (17) and the corresponding behavioral strategy γ̂, we have
R
γ̂, f
x (G
′), Eγ̂, fx
{
T∑
t=1
ft (Xt ,Ut )− inf
P∈M (G ′)
E
[
T∑
t=1
ft (X ,U )
]}
≤ V̂T (G ′|e)+CF
T∑
t=1
‖µγ̂, ft −pi
γ̂, f
t ‖1 (18)
whereCF = sup f ∈F ‖ f ‖∞.
Proof. See Appendix E.
4 Example derivations of explicit algorithms
In the preceding section, we have described two different approaches to construct relaxations and al-
gorithms for online MDPs. Specifically, the value-function approach make use of Poisson inequalities
for MDPs [23] to reduce the online MDP problem to a collection of standard online learning problems,
each of which is associated with a particular state. We need to construct a separate relaxation for each
of these problems. The convex-analytic approach reduces the online MDP problem to an online linear
optimization problem, and uses a single relaxation (no longer indexed by the state) to derive algorithms.
The common property of these two approaches is that we can apply any algorithmderived in the simpler
static setting to the original dynamic setting and automatically bound its regret.
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4.1 The value-function approach
In this section, we apply the value-function approach to recover and derive a class of online MDP algo-
rithms [14, 15]. The common thread running through this class of algorithms is that value functions have
to be computed in order to get the policy for each time step. The strategies derived in this section using
our general framework also belong to a class of algorithms for online prediction with expert advice [12].
In this setting, the agent combines the recommendations of several individual “experts” into an overall
strategy for choosing actions in real time in response to causally revealed information. Every expert is as-
signed a “weight” indicating howmuch the agent trusts that expert, based on the previous performance
of the experts. One of the more popular algorithms for prediction with expert advice is the Random-
ized Weighted Majority (RWM) algorithm, which updates the expert weights multiplicatively [33]. It has
an alternative interpretation as a Follow the Regularized Leader (FRL) scheme [34]: The weights chosen
by an RWM algorithm minimize a combination of empirical cost and an entropic regularization term.
The entropy term (equal to the divergence between the current weight distribution and the uniform dis-
tribution over the experts) penalizes “spiky” weight vectors, thus guaranteeing that every expert has a
nonzero probability of being selected at every time step, which in turn provides the algorithmwith a de-
gree of stability. The common feature of the strategies we consider in this section is that RWMalgorithms
are applied in parallel for each state.
We start by recovering an expert-based algorithm for online MDPs. Similar to our set-up, Even-Dar
et al. [14] consider an MDP with arbitrarily varying cost functions. The main idea of their work is to ef-
ficiently incorporate existing expert-based algorithms [33, 12] into the MDP setting. For an MDP with
state space X and action space U, there are |U||X| deterministic Markov policies (state feedback laws),
which renders the obvious approach of associating an expert with each possible deterministic policy
computationally infeasible. Instead, they propose an alternative efficient scheme that works by associ-
ating a separate expert algorithm to each state, where experts correspond to actions and the feedback to
provided each expert algorithm depends on the aggregate policy determined by the action choices of all
the individual algorithms. Under a unichain assumption similar to the one we have made above, they
show that the expected regret of their algorithm is sublinear in T and independent of the size of the state
space. Their algorithm can be summarized as follows:
Put in every state x an expert algorithmAx
for t = 1,2, . . . do
Let Pt (·|xt ) be the distribution over actions of Axt
Use policy Pt and obtain ft from the environment
For every x ∈X
FeedAx with loss function Q̂Pt , ft (x, ·)= E
[∑∞
i=0
(
ft (Xi ,Ui )−ηPt , ft
)]
,
where E is taken w.r.t. the Markov chain induced by Pt from the initial state x,
and η
Pt , f
t is the steady-state cost 〈piPt ⊗Pt , ft 〉
end for
end for
As we show next, the algorithm proposed by [14] arises from a particular relaxation under the value-
function approach. For every possible state value x ∈ X, we want to construct an admissible relaxation
that satisfies (10). Here we show that the relaxation can be obtained as an upper bound of a quantity
called conditional sequential Rademacher complexity, which is defined by Rakhlin et al. [1] as follows. Let
εbe a vector (ε1, . . . ,εT ) of i.i.d. Rademacher randomvariables, i.e., Pr(εi =±1)= 1/2. For a given x ∈X, an
Hx-valued tree h of depth d is defined as a sequence (h1, . . . ,hd ) of mappings ht : {±1}t−1 →Hx , where
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Hx is the function class defined in Section 3.2. Then the conditional sequential Rademacher complexity
at state x is defined as
Rx,t (h
t
x)= sup
h
Eεt+1:T max
u∈U
[
2
T∑
s=t+1
εs [hs−t (εt+1:s−1)](u)−
t∑
s=1
hx,s(u)
]
, ∀htx ∈H tx .
Here the supremum is taken over all Hx-valued binary trees of depth T − t . The term containing the
tree h can be seen as “future", while the term being subtracted off can be seen as “past". This quantity is
conditioned on the already observed htx , while for the future we consider the worst possible binary tree.
As shown by [1], this Rademacher complexity is itself an admissible relaxation for standard (state-free)
online optimization problems; moreover, one can obtain other relaxations by further upper-bounding
the Rademacher complexity. As we will now show, because the action space U is finite and the functions
in Hx are uniformly bounded (Assumption 1), the following upper bound on Rx,t (·) is an admissible
relaxation, i.e., it satisfies condition (10):
Ŵx,t (h
t
x)= ρ log
(∑
u∈U
exp
(
− 1
ρ
t∑
s=1
hx,s(u)
))
+ 2
ρ
(T − t )L(X,U,F )2, (19)
where the learning rate ρ > 0 can be tuned to optimize the resulting regret bound. This relaxation leads
to an algorithm that turns out to be exactly the scheme proposed by [14]:
Proposition 3. The relaxation (19) is admissible and it leads to a recursive exponential weights algorithm,
specified recursively as follows: for all x ∈X, u ∈U
Pt+1(u|x)=
Pt (u|x)exp
(
− 1ρhx,t (u)
)
〈
Pt (·|x),exp
(
− 1
ρ
hx,t
)〉 = ν1(u)exp
(
− 1ρ
∑t
s=1hx,s(u)
)
〈
ν1,exp
(
− 1
ρ
∑t
s=1hx,s
)〉 , t = 0, . . . ,T −1 (20)
where ν1 is the uniform distribution onU.
Proof. See Appendix F.
The above algorithmworks with any collection of Q̂ functions satisfying the reverse Poisson inequal-
ities determined by the ft ’s (recall Assumption 1). Here is one particular example of such a function —
the usualQ-function that arises in reinforcement learning and that was used by [14]. Recall our assump-
tion that every randomized state feedback law P ∈M (U|X) has a unique stationary distribution piP . For
given choices of P ∈M (U|X) and f ∈F , consider the function
Q̂P, f (x,u)= lim
T→∞
EP
[
T∑
t=1
f (Xt ,Ut )−〈piP ⊗P, f 〉
∣∣∣∣X1 = x,U1 = u
]
,
where Xt andUt are the state and action at time step t after starting from the initial state X1 = x, applying
the immediate action U1 = u, and following P onwards. It is easy to check that Q̂P, f (x,u) satisfies the
reverse Poisson inequality for P with forcing function f . In fact, it satisfies (9) with equality. We can also
derive a bound on the Q-function in terms of the mixing time τ. Let us first bound Q̂P, f (x,P) where P is
used on the first step instead of u. For all t , let µ
P, f
x,t be the state distribution at time t starting from x and
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following P onwards. So we have
Q̂P, f (x,P)= lim
T→∞
T∑
t=1
[
〈µP, fx,t ⊗P, f 〉−〈piP ⊗P, f 〉
]
≤ ‖ f ‖∞
T∑
t=1
‖δxP t −piPP t‖1
≤ 2‖ f ‖∞
T∑
t=1
e−t/τ
≤ 2τ‖ f ‖∞,
where δx ∈ P (X) is the Dirac distribution centered at x, and the first inequality results from repeated
application of the uniformmixing bound (7). Due to the fact that the one-step cost is bounded by CF =
sup f ∈F ‖ f ‖∞, we have
Q̂P, f (x,u)≤ Q̂P, f (x,P)+ f (x,u)−〈µP, fx,1⊗P, f 〉 ≤ 2τCF +CF ≤ 3τCF .
We can now establish the following regret bound for the exponential weights strategy (20):
Theorem 3. Let L, L(X,U,F ). Assume the uniformmixing condition is satisfied. Then for the relaxation
(19) and the corresponding behavioral strategy γ̂ given by (20)with ρ =
√
2TL2
log |U| , we have
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ 2L
√
2T log |U|+CF (τ+1)2
√
log |U|T
2
+ (2τ+2)CF .
Proof. See Appendix G.
As we can see, this regret bound is consistent with the bound derived in [14]. Therefore, we have
shown that our framework, with a specific choice of relaxation, can recover their algorithm. The advan-
tage of our general framework is that we can analyze the part of the corresponding regret bound simply
by instantiating our analysis on specific relaxations, without the need of ad-hoc proof techniques applied
in [14].
The above policy relies on exponential weight updates. Wenowpresent a “lazy" version of that policy,
wherein time is divided into phases of increasing length, and during each phase the agent applies a fixed
state feedback law. The main advantage of lazy strategies is their computational efficiency, which is the
result of a looser relaxation and hence suboptimal scaling of the regret with the time horizon.
We partition the set of time indices 1,2, . . . into nonoverlapping contiguous phases of (possibly) in-
creasing duration. The phases are indexed by m ∈ N, where we denote the mth phase by Tm and its
duration by τm . We also define T1:m , T1∪ . . .∪Tm (the union of phases 1 through m) and denote its
duration by τ1:m . Let M ≤ T denote the number of complete phases concluded before time T . Here we
need a describe a generic algorithm that works in phases:
Initialize at t = 0 and phases T1, . . . ,TM s.t. τ1:M = T
For t ∈T1, choose ut uniformly at random over U
form = 2,3, . . .
for t ∈Tm do
if the process is at state x, choose action ut randomly according to Pm(u|x)
where Pm(u|x) is the state feedback law only using information from phase 1 tom−1
end for
end for
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Because now we work in phases instead of time steps, we need to provide an alternative definition
of relaxations and admissibility condition. For every state x ∈ X, we denote by hmx the τm-tuple (hx,s :
s ∈Tm), and by hx,1:m the τ1:m-tuple (hx,1,hx,2, . . . ,hx,τ1:m ). For each x ∈X, we will say that a sequence of
functions Ŵx,m :H
τ1:m
x →R,m = 1, . . . ,M , is an admissible relaxation if
Ŵx,M (hx,1:M )≥− inf
ν∈P (U)
EU∼ν
[
T∑
t=1
hx,t (U )
]
Ŵx,m(hx,1:m)≥ inf
ν∈P (U)
sup
hmx ∈H τmx
{
EU∼ν
[ ∑
s∈Tm
hx,s(U )
]
+Ŵx,m+1(hx,1:m ,hm+1x )
}
, m =M −1, . . . ,1
For a given state x, we also define the conditional sequential Rademacher complexity in terms of phases:
Rx,m(hx,1:m)= sup
h
Eεm+1:M max
u∈U
[
2
M∑
j=m+1
ε j
∑
t∈T j
[
hx,t (ε)
]
(u)−
m∑
i=1
∑
s∈Ti
hx,s(u)
]
.
Here the supremum is taken over all Hx-valued binary trees of depth M −m. When recovering the
method in [14], we replaced the actual future induced by the infimum and supremumpairs in the condi-
tional value by the “worst future" binary tree, which involves expectation over a sequence of coin flips in
every time step. By contrast, in the above quantity we replace the real future by the “worst future" binary
tree that branches only once per phase. Now we can construct the following relaxation:
Ŵx,m(hx,1:m)= ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hx,s(u)
))
+ 2L(X,U,F )
2
ρ
M∑
j=m+1
τ2j . (21)
The corresponding algorithm, specified in (22) below, uses a fixed state feedback law throughout each
phase:
Proposition 4. The relaxation (21) is admissible and it leads to the followingMarkov policy for phase m:
Pm(u|x)=
ν1(u)exp
(
− 1
ρ
∑m−1
i=1
∑
s∈Ti hx,s(u)
)
〈
ν1,exp
(
− 1ρ
∑m−1
i=1
∑
s∈Ti hx,s
)〉 , (22)
where ν1 is the uniform distribution onU.
Proof. See Appendix H.
Now we derive the regret bound for (22):
Theorem 4. Let L , L(X,U,F ). Under the same assumptions as before, the behavioral strategy γ̂ corre-
sponding to (22) enjoys the following regret bound when ρ =
√
2
∑M
i=1τ
2
i
L2
log |U| :
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ 2L
√√√√2log |U| M∑
i=1
τ2
i
+ 2CFM
1−e−1/τ . (23)
Proof. See Appendix I.
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Our behavioral strategy (20) is a novel randomized weighted majority (RWM) algorithm for online
MDPs. Yu et al. [15] also consider a similar model, where the decision-maker has full knowledge of
the transition kernel, and the costs are chosen by an oblivious (open-loop) adversary. They propose an
algorithm that computes and changes the policy periodically according to a perturbed version of the em-
pirically observed cost functions, and then follows the computed stationary policy for increasingly long
time intervals. As a result, their algorithm achieves sublinear regret and has diminishing computational
effort per time step; in particular, it is computationally more efficient than that of [14].
Although our new algorithm is similar in nature to the algorithm of [15], it has several advantages.
First, in the algorithm of [15], the policy computation at the beginning of each phase requires solving a
linear program and then adding a carefully tuned random perturbation to the solution. As a result, the
performance analysis in [15] is rather lengthy and technical (in particular, it invokes several advanced
results from perturbation theory for linear programs). By contrast, our strategy is automatically ran-
domized, and the performance analysis is a lot simpler. Second, the regret bound of Theorem 4 shows
that we can control the scaling of the regret with T by choosing the duration of each phase, whereas
the algorithm of [15] relies on a specific choice of phase durations in order to guarantee that the regret
is sublinear in T and scales as O(T 3/4). We show that if the horizon T is known in advance, then it is
possible to choose the phase durations to secureO(T 2/3) regret, which is better than theO(T 3/4) bound
derived by [15].
Corollary 1. Consider the setting of Theorem 4. For a given horizon T , the optimal choice of phase lengths
is T 1/3, which gives the regret of O(T 2/3).
Proof. See Appendix J.
4.2 The convex-analytic approach
In this section, we use the convex-analytic approach to derive an algorithm that relies on the reduction
of the online MDP problem to an online linear optimization problem over the state-action polytope
[recall the definition in Eq. (13)]. Structurally, this algorithm is similar to the Online Mirror Descent
scheme proposed and analyzed recently by Dick et al. [21]; however, its key ingredients and the resulting
performance guarantee on the regret are more closely related to interior-point methods of Abernethy et
al. [35]. Moreover, we will show that this algorithm arises from an admissible relaxation with respect to
(17).
We start by introducing the definition of a self-concordant barrier, which is basic to the theory of
interior point methods [36, 37]: Let K ⊆ Rn be a closed convex set with nonempty interior. A function
F : int(K )→ R is a barrier on K if F (xi )→ +∞ along any sequence {xi }∞i=1 ⊂ K that converges to a
boundarypoint ofK . Moreover, F is self-concordant if it is a convexC3 function, such that the inequality
∇3F (v)[h,h,h]≤ 2
(
∇2F (v)[h,h]
)3/2
holds for all v ∈ int(K ) and h ∈ Rn . Here, ∇2F (v) and ∇3F (v) are the Hessian and the third-derivative
tensor of F at v , respectively. We also need some geometric quantities induced by F . The first is the
Bregman divergence DF : int(K )× int(K )→R+, defined by
DF (v,w ), F (v)−F (w )−〈∇F (w ),v −w〉, v,w ∈ int(K ). (24)
The second is the local norm of h ∈Rn around a point v ∈ int(K ) (assuming ∇2F (v) is nondegenerate):
‖h‖v ,
√
∇2F (v)[h,h].
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Finally, if F is self-concodrant, then so is its Legendre–Fenchel dual F∗(h) , supv∈int(K ) {〈h,v〉−F (v)}.
Thus, the definitions of the Bregman divergence and the local norm carry over to F∗. Specifically,
‖ f ‖∗h ,
√
〈 f ,∇2F∗(h) f 〉 ≡
√
∇2F∗(h)[ f , f ]
is the local normof f at h induced by F∗ (by the following assumption that F∗ is strictly convex, this local
norm is well-defined everywhere).
Both our algorithm and the relaxation that induces it revolve around a self-concordant barrier for
the set K =G , the state-action polytope of our MDP. This set is a compact convex subset of R|X|×|U| with
nonempty interior. Wemake the following assumption:
Assumption 2. The state-action polytopeG associated to theMDPwith controlled transition lawK admits
a self-concordant barrier F : int(G )→Rwith the following properties:
1. F is strictly convex on int(G ), and its dual F∗ is strictly convex on R|X|×|U|.
2. The gradient map ν 7→ ∇F (ν) is a bijection between int(G ) and R|X|×|U|, and admits the map h 7→
∇F∗(h) as inverse.
3. The minimum value of F on int(G ) is equal to 0.
This assumption is not difficult tomeet in practice. For example, the universal entropic barrier of Bubeck
and Eldan [38] (which can be constructed for any compact convex polytope) satisfies these requirements.
We are now ready to present our algorithm and the associated relaxation. We start by describing the
former:
For t = 1,2, . . . do
If t = 1, choose νt =ν∗ ≡ argminv∈int(G )F (ν); else choose νt =∇F∗
(
∇F (νt−1)−ρ ft−1
)
Construct the policy Pt = Pνt according to Eq. (14)
Observe the state Xt
Draw the actionUt ∼ Pt (·|Xt ) and obtain ft from the environment
end for
Here, ρ > 0 is the tunable learning rate. Note also that, by virtue of Assumption 2, the sequence of mea-
sures {νt } lies in int(G ). Next, we describe the relaxation. For reasons that will be spelled out shortly,
we focus on the regret with respect to policies induced by elements of a given subset G ′ of int(G ). For
t = 0, . . . ,T , we let
V̂T (G
′| f1, . . . , ft )= sup
µ∈G ′
{ t∑
s=1
〈µ,− fs〉+
1
ρ
DF (µ,νt+1)
}
+2ρ(T − t ), (25)
Note that νt+1 is a deterministic function of f1, . . . , ft , and therefore the relaxation is well-defined.
Proposition 5. Suppose that the learning rate ρ is such that ρ‖ ft‖∗∇F (νt ) ≤ 1/2 for all t = 1, . . . ,T . Assume
that ‖ ft‖∗∇F (νt ) ≤ 1, for all t = 1, . . . ,T . The relaxation (25) is admissible, and the algorithm that generates
the sequence {νt } is also admissible:
V̂T (G
′| f1, . . . , ft−1)≥ sup
f ∈F
{
〈νt , f 〉+ V̂T (G ′| f1, . . . , ft−1, f )
}
Proof. See Appendix K.
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Here we impose the assumption that ρ‖ ft‖∗∇F (νt ) ≤ 1/2 for all t = 1, . . . ,T . A restriction of this kind
is necessary when using interior-point methods to construct online optimization schemes — see, for
example, the condition of Theorem4.1 and 4.2 in [35]. The boundedness of the dual local norm ‖ ft‖∗∇F (νt )
is a reasonable assumption as well. In particular, Abernethy et al. [35] points out that if a large number
of the points νt are close to the boundary of G
′, then the eigenvalues of the Hessian of F at those points
will be large due to the large curvature of the barrier near the boundary of G ′. This will imply, in turn,
that the dual local norm ‖ ft‖∗∇F (νt ) is expected to be small.
Now we are ready to present the online-learning (i.e., steady-state) part of the regret bound for the
above algorithm:
Theorem 5. LetDF (G
′), supν∈G ′DF (ν,ν1). Suppose that the learning rateρ is such thatρ‖ ft‖∗∇F (νt ) ≤ 1/2
for all t = 1, . . . ,T . Assume that ‖ ft‖∗∇F (νt ) ≤ 1, for all t = 1, . . . ,T . Then for the relaxation (25) and the
corresponding algorithm, we can bound the online learning part of the regret as
T∑
t=1
〈νt , ft 〉− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉 ≤
DF (G
′)
ρ
+2ρT. (26)
Proof. See Appendix L.
Remark 4. Since F is a barrier,DF (G
′) will be finite only if all the elements of G ′ are not too close to the
boundary of G . This motivates our restriction of the comparator term to a proper subset G ′ ⊂ int(G ).
Finally, we present the total regret bound for the above algorithm, including the stationarization
error:
Theorem 6. Suppose that all of our earlier assumptions are in place, and also that the uniform mixing
condition is satisfied. Then for the relaxation (25) and the corresponding algorithm, we have
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )− inf
P∈M (G ′)
]
≤ DF (G
′)
ρ
+2ρT +CF (τ+1)2T∆T + (2τ+2)CF , (27)
where∆T ,max1≤t≤T maxx∈X ‖Pt−1(·|x)−Pt (·|x)‖1.
Proof. See Appendix M.
The third term on the right-hand side of (27) quantifies the drift of the policies generated by the algo-
rithm. A similar term appears in all of the regret bounds of Dick et al. (see, e.g., the bound of Lemma 1 in
[21]). Moreover, just like theMirror Descent scheme of [21], our algorithmmay run into implementation
issues, since in general it may be difficult to compute the gradient mappings ∇F and ∇F∗ associated to
the self-concordant barrier F . We refer the reader to the discussion in the paper by Bubeck and Eldan
[38] pertaining to computational feasibility of their universal entropic barrier.
5 Conclusions
Wehaveprovided a unified viewpoint on the design and the analysis of onlineMDPs algorithms, which is
an extension of a general relaxation-based approach of [22] to a certain class of stochastic gamemodels.
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We have unified two distinct categories of existing methods (those based on the relative-function ap-
proach and those based on the convex-analytic approach) under a general framework. We have shown
that an algorithm previously proposed by [14] naturally arises from our framework via a specific relax-
ation. Moreover, we have shown that one can obtain lazy strategies (where time is split into phases, and
a different stationary policy is followed in each phase) by means of relaxations as well. In particular,
we have obtained a new strategy, which is similar in spirit to the one previously proposed by [15], but
with several advantages, including better scaling of the regret. The above two algorithms are based on
the relative-function approach via reverse Poisson inequalities. Finally, using a different type of a relax-
ation, we have derived another algorithm for online MDPs, which relies on interior-point methods and
belongs to the class of algorithms derived using the convex-analytic approach. The takeaway point is
that our general technique of constructing relaxations after a stationarization step brings all of the exist-
ingmethods under the same umbrella and paves the way toward constructing new algorithms for online
MDPs.
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A Proof of Proposition 1
The agent’s closed-loop behavioral strategy γ is a tuple of mappings γt : F
t−1 → P (U),1 ≤ t ≤ T ; the
environment’s open-loop behavior strategy f is a tuple of functions ( f1, . . . , fT ) in F . Thus,
V (x)= inf
γ
sup
f
E
γ, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
= inf
γ1
. . . inf
γT
sup
f1
. . . sup
fT
E
γ1,...,γT , f1,..., fT
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
.
We start from the final step T and proceed by backward induction. Assuming γ1, . . . ,γT−1 were already
chosen, we have
inf
γT
sup
f1,..., fT
E
γT−1,γT , f T−1, fT
x
{
T−1∑
t=1
[
ft (Xt ,Ut )
]
+ fT (XT ,UT )−Ψ( f T )
}
= inf
γT
sup
f1,..., fT−1
sup
fT
{
E
γT−1, f T−1
x
(
T−1∑
t=1
[
ft (Xt ,Ut )
])
+Eγ
T−1,γT , f T−1, fT
x
[
fT (XT ,UT )−Ψ( f T )
]}
= inf
γT
sup
f1,..., fT−1
{
E
γT−1, f T−1
x
(
T−1∑
t=1
[
ft (Xt ,Ut )
])
+sup
fT
E
γT−1,γT , f T−1, fT
x
[
fT (XT ,UT )−Ψ( f T )
]}
= sup
f1,..., fT−1
{
E
γT−1, f T−1
x
(
T−1∑
t=1
[
ft (Xt ,Ut )
])
+ inf
PT (UT |XT )
sup
fT
E
γT−1,γT , f T−1, fT
x
[
fT (XT ,UT )−Ψ( f T )
]}
.
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The last step is due to the easily proved fact that, for any two sets A,B and bounded functions g1 : A→R,
g2 : A×B →R,
inf
γ:A→B
sup
a
{
g1(a)+ g2(a,γ(a))
}
= sup
a
[
g1(a)+ inf
b∈B
g2(a,b)
]
(see, e.g., Lemma 1.6.1 in [5]). Proceeding inductively in this way, we get (4).
B Proof of Proposition 2
The proof is by backward induction. Starting at time T and using the admissibility condition (6), wewrite
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ Eγ̂, fx
[
T∑
t=1
ft (Xt ,Ut )+ V̂T (XT+1, f T )
]
= Eγ̂, fx
[
T−1∑
t=1
ft (Xt ,Ut )
]
+Eγ̂, fx
[
fT (XT ,UT )+ V̂T (XT+1, f T )
]
= Eγ̂, fx
[
T−1∑
t=1
ft (Xt ,Ut )
]
+
∑
xT
µT (xT )
{∑
u∈U
fT (xT ,u)
[
γ̂T
(
xT , f
T−1)] (u)+E[V̂T (XT+1, f T )∣∣∣xT , γ̂T (xT , f T−1)]
}
≤ Eγ̂, fx
[
T−1∑
t=1
ft (Xt ,Ut )+ V̂T−1(XT , f T−1)
]
,
where µT ∈P (X) denotes the probability distribution of XT . The last inequality is due to the fact that γ̂
is the behavioral strategy associated to the admissible relaxation {V̂t }
T
t=0. Continuing in this manner, we
complete the proof.
C Proof of Lemma 1
Let us take expectations of both sides of (9) w.r.t. piP ′ ⊗P ′:
〈piP ⊗P,g 〉−〈piP ′ ⊗P ′,g 〉 ≤ EpiP ′⊗P ′
{
E[Q̂(Y ,P)|X ,U ]−Q̂(X ,U )
}
=
∑
x,u
piP ′(x)P
′(u|x)
{
E[Q̂(Y ,P)|x,u]−Q̂(x,u)
}
=
∑
x,u
piP ′(x)P
′(u|x)E[Q̂(Y ,P)|x,u]−
∑
x,u
(∑
y
piP ′(y)K (x|y,P ′)
)
P ′(u|x)Q̂(x,u)
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where in the third step we have used the fact that piP ′ is invariant w.r.t. K (·|·,P ′). Then we have
∑
x,u
piP ′(x)P
′(u|x)E[Q̂(Y ,P)|x,u]−
∑
x,u
(∑
y
piP ′(y)K (x|y,P ′)
)
P ′(u|x)Q̂(x,u)
=
∑
x
piP ′(x)
{∑
u
P ′(u|x)E[Q̂(Y ,P)|x,u]−
∑
u,y
K (y |x,P ′)P ′(u|y)Q̂(y,u)
}
=
∑
x
piP ′(x)
{∑
u
P ′(u|x)E[Q̂(Y ,P)|x,u]−
∑
y
K (y |x,P ′)Q̂(y,P ′)
}
,
where the second step is by definition of Q̂(y,P ′). Then we can write
∑
x
piP ′(x)
{∑
u
P ′(u|x)E[Q̂(Y ,P)|x,u]−
∑
y
K (y |x,P ′)Q̂(y,P ′)
}
(a)=
∑
x
piP ′(x)
{∑
u
P ′(u|x)
(
E[Q̂(Y ,P)|x,u]−
∑
y
K (y |x,u)Q̂(y,P ′)
)}
=
∑
x,u
piP ′(x)P
′(u|x)
{
E[Q̂(Y ,P)|x,u]−E[Q̂(Y ,P ′)|x,u]
}
(b)=
∑
x,u,y
piP ′(x)P
′(u|x)K (y |x,u)
{∑
u′
P(u′|y)Q̂(y,u′)−
∑
u′
P ′(u′|y)Q̂(y,u′)
}
(c)=
∑
x,y
piP ′(x)K (y |x,P ′)
{∑
u′
P(u′|y)Q̂(y,u′)−
∑
u′
P ′(u′|y)Q̂(y,u′)
}
(d)=
∑
x
piP ′(x)
∑
u
[
P(u|x)Q̂(x,u)−P ′(u|x)Q̂(x,u)
]
,
where (a) and (c) are by definition of K (·|·,P ′); (b) is by definition of Q̂(y,P ′); and in (d) we use the fact
that piP ′ is invariant w.r.t. K (·|·,P ′).
D Proof of Theorem 1
We have
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ sup
P∈M (U|X)
T∑
t=1
[
〈piγ̂, ft ⊗P
γ̂, f
t , ft 〉−〈piP ⊗P, ft 〉
]
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1
≤ sup
P∈M (U|X)
∑
x
piP (x)
T∑
t=1
(∑
u
P
γ̂, f
t (u|x)Q̂
γ̂, f
t (x,u)−P(u|x)Q̂
γ̂, f
t (x,u)
)
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1,
26
where in the first equality we have used (8), while the second inequality is by Lemma 1. Then we write
the last term out and get
sup
P∈M (U|X)
∑
x
piP (x)
[
T−1∑
t=1
(∑
u
P
γ̂, f
t (u|x)Q̂
γ̂, f
t (x,u)
)
+
∑
u
P
γ̂, f
T
(u|x)Q̂ γ̂, f
T
(x,u)−
T∑
t=1
P(u|x)Q̂ γ̂, ft (x,u)
]
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1
≤ sup
P∈M (U|X)
∑
x
piP (x)
[
T−1∑
t=1
(∑
u
P
γ̂, f
t (u|x)Q̂
γ̂, f
t (x,u)
)
+
∑
u
P
γ̂, f
T
(u|x)Q̂ γ̂, f
T
(x,u)+Ŵx,T (hTx )
]
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1
≤ sup
P∈M (U|X)
∑
x
piP (x)
[
T−1∑
t=1
(∑
u
P
γ̂, f
t (u|x)Q̂
γ̂, f
t (x,u)
)
+Ŵx,T−1(hT−1x )
]
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1,
where the two inequalities are by the admissibility condition (10). Continuing this induction backward,
and noting that
∑T
t=1‖ ft‖∞‖µ
γ̂, f
t −pi
γ̂, f
t ‖1 ≤CF
∑T
t=1‖µ
γ̂, f
t −pi
γ̂, f
t ‖1, we arrive at (11).
E Proof of Theorem 2
Applying the same backward induction used in the proof of Proposition 2 (also see [1, Prop. 1]), it is easy
to show that
T∑
t=1
〈νt , ft 〉− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉 ≤ V̂T (G ′|e).
Then it is straightforward to see that
E
γ̂, f
x
{
T∑
t=1
ft (Xt ,Ut )− inf
P∈M (G ′)
E
[
T∑
t=1
ft (X ,U )
]}
≤
T∑
t=1
[
〈piγ̂, ft ⊗P
γ̂, f
t , ft 〉− inf
P∈M (G ′)
〈piP ⊗P, ft 〉
]
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1
≤
T∑
t=1
〈νt , ft 〉− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1,
where in the first equality we have used (8).
F Proof of Proposition 3
First we show that the relaxation (19) arises as an upper bound on the conditional sequential
Rademacher complexity. The proof of this is similar to the one given by [22], except that they also opti-
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mize over the choice of the learning rate ρ. For any ρ > 0,
Eε
[
max
u∈U
{
2
T−t∑
i=1
εi [hi (ε)] (u)−
t∑
s=1
hx,s(u)
}]
≤ ρ log
(
Eε
[
max
u∈U
exp
(
2
ρ
T−t∑
i=1
εi [hi (ε)] (u)−
1
ρ
t∑
s=1
hx,s(u)
)])
≤ ρ log
(
Eε
[∑
u∈U
exp
(
2
ρ
T−t∑
i=1
εi [hi (ε)] (u)−
1
ρ
t∑
s=1
hx,s(u)
)])
,
where the first inequality is by Jensen’s inequality, while the second inequality is due to the non-
negativity of exponential function. Then we pull out the second term inside the expectation Eε and
get
ρ log
(∑
u∈U
exp
(
− 1
ρ
t∑
s=1
hx,s(u)
)
Eε
[
T−t∏
i=1
exp
(
2
ρ
εi [hi (ε)] (u)
)])
≤ ρ log
(∑
u∈U
exp
(
− 1
ρ
t∑
s=1
hx,s(u)
)
×exp
(
2
ρ2
max
ε1,...,εT−t∈{±1}
T−t∑
i=1
(
[hi (ε)] (u)
)2))
≤ ρ log
(∑
u∈U
exp
(
− 1
ρ
t∑
s=1
hx,s(u)
)
max
u
exp
(
2
ρ2
max
ε1,...,εT−t∈{±1}
T−t∑
i=1
(
[hi (ε)] (u)
)2))
≤ ρ log
(∑
u∈U
exp
(
− 1
ρ
t∑
s=1
hx,s(u)
))
+ 2
ρ
sup
h
max
u∈U
max
ε1,...,εT−t∈{±1}
T−t∑
i=1
(
[hi (ε)](u)
)2
,
where the first inequality is due to Hoeffding’s lemma (see, e.g., Lemma A.1 in [12]) applied to the expec-
tationw.r.t. ε. The last term, representing theworst-case future, is upper bounded by 2ρ (T −t )L(X,U,F )2.
We thus obtain our exponential weight relaxation from (19).
Next we prove that the relaxation (19) is admissible and leads to the recursive algorithm (20). To keep
the notation simple, we drop the subscript x in the following. In particular, we use ht for hx,t , Ŵt for
Ŵx,t , νt for Pt (·|x), etc. The admissibility condition to be proved is
sup
ht∈Hx
{
EU∼νt [ht (U )]+Ŵt (ht )
}
≤ Ŵt−1(ht−1).
Note that
〈
νt ,exp
(
− 1
ρ
ht
)〉
=
∑
u∈U
ν1(u)exp
(
− 1ρ
∑t−1
s=1hs(u)
)
〈
ν1,exp
(
− 1
ρ
∑t−1
s=1hs
)〉 exp(− 1
ρ
ht (u)
)
=
〈
ν1,exp
(
− 1ρ
∑t
s=1hs
)〉
〈
ν1,exp
(
− 1
ρ
∑t−1
s=1hs
)〉 .
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We have
ρ log
(∑
u∈U
exp
(
− 1
ρ
t∑
s=1
hs(u)
))
= ρ log
〈
ν1,exp
(
− 1
ρ
t∑
s=1
hs
)〉
+ρ log |U|
= ρ log
〈
νt ,exp
(
− 1
ρ
ht
)〉
+ρ log
〈
ν1,exp
(
− 1
ρ
t−1∑
s=1
hs
)〉
+ρ log |U|
≤ −EU∼νtht (U )+
L(X,U,F )2
2ρ
+ρ log
(∑
u∈U
exp
(
− 1
ρ
t−1∑
s=1
hs(u)
))
,
where the first equality is due to the fact that ν1 is the uniform distribution on U, while the inequality is
due to Hoeffding’s lemma. Plugging the resulting bound into the admissibility condition, we get
sup
ht∈Hx
{
EU∼νt [ht (U )]+Ŵx,t (ht )
}
≤ ρ log
(∑
u∈U
exp
(
− 1
ρ
t−1∑
s=1
hs(u)
))
+2 1
ρ
(T − t +1)L(X,U,F )2
= Ŵx,t−1(ht−1).
Thus, the recursive algorithm (20) is admissible for the relaxation (19).
G Proof of Theorem 3
Again, we drop the subscript x and write νt for Pt (·|x), etc. We have
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ sup
P∈M (U|X)
∑
x
piP (x)Ŵx,0+CF
T∑
t=1
‖µγ̂, ft −pi
γ̂, f
t ‖1. (28)
From the relaxation (19), it is easy to see Ŵx,0 ≤ 2L
√
2T log |U| for all states x (in fact, the bound is met
with equality with the optimal choice of ρ =
√
2TL2
log |U| ). Since we have bounded the first term, now we
focus on bounding the second term of the regret bound.
The relative entropy between νt and νt−1 is given by
D(νt‖νt−1)=
〈
νt , log
exp
(
− 1ρ
∑t−1
s=1hs
)
exp
(
− 1
ρ
∑t−2
s=1hs
)〉+ log
〈
ν1,exp
(
− 1ρ
∑t−2
s=1hs
)〉
〈
ν1,exp
(
− 1
ρ
∑t−1
s=1hs
)〉
=− 1
ρ
〈νt ,ht−1〉+ log
〈
ν1,exp
(
− 1ρ
∑t−2
s=1hs
)〉
〈
ν1,exp
(
− 1
ρ
∑t−1
s=1hs
)〉 , (29)
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where
〈
ν1,exp
(
− 1ρ
∑t−2
s=1hs
)〉
〈
ν1,exp
(
− 1ρ
∑t−1
s=1hs
)〉 =
∑
u∈U
ν1(u)exp
(
− 1
ρ
t−1∑
s=1
hs(u)
)
exp
(
1
ρ
ht−1(u)
)
〈
ν1,exp
(
− 1ρ
∑t−1
s=1hs
)〉
=
〈
νt ,exp
(
1
ρ
ht−1
)〉
.
Using Hoeffding’s lemma, we can write
log
〈
ν1,exp
(
− 1
ρ
∑t−2
s=1hs
)〉
〈
ν1,exp
(
− 1ρ
∑t−1
s=1hs
)〉 ≤ 1
ρ
〈νt ,ht−1〉+
L2
2ρ2
Substituting this bound into (29), we see that the terms involving the expectation of ht−1 w.r.t. νt cancel,
and we are left with
D(νt‖νt−1)≤
L2
2ρ2
.
Plugging in the optimal value of ρ and using Pinsker’s inequality [28], we find
‖νt −νt−1‖1 ≤
√
log |U|
2T
.
So far, we have been working with a fixed state x ∈ X, so we had νt = P γ̂, ft (·|x), where γ̂ is the agent’s
behavioral strategy induced by the relaxation (19). Since x was arbitrary, we get the uniform bound
max
x∈X
∥∥∥P γ̂, ft (·|x)−P γ̂, ft−1(·|x)∥∥∥1 ≤
√
log |U|
2T
. (30)
Armed with this estimate, we now bound the total variation distance between the actual state distribu-
tion at time t and the unique invariant distribution of K
γ̂, f
t .
For any time k ≤ t , we have∥∥∥µγ̂, f
k
−piγ̂, ft
∥∥∥
1
=
∥∥∥µγ̂, f
k−1K
γ̂, f
k−1−µ
γ̂, f
k−1K
γ̂, f
t +µ
γ̂, f
k−1K
γ̂, f
t −pi
γ̂, f
t
∥∥∥
1
(a)≤
∥∥∥µγ̂, f
k−1K
γ̂, f
t −pi
γ̂, f
t
∥∥∥
1
+
∥∥∥µγ̂, f
k−1K
γ̂, f
k−1−µ
γ̂, f
k−1K
γ̂, f
t
∥∥∥
1
(b)=
∥∥∥µγ̂, f
k−1K
γ̂, f
t −pi
γ̂, f
t K
γ̂, f
t
∥∥∥
1
+
∥∥∥µγ̂, f
k−1K
γ̂, f
k−1−µ
γ̂, f
k−1K
γ̂, f
t
∥∥∥
1
(c)≤ e−1/τ
∥∥∥µγ̂, f
k−1−pi
γ̂, f
t
∥∥∥
1
+max
x∈X
∥∥∥P γ̂, f
k−1(·|x)−P
γ̂
t (·|x)
∥∥∥
1
(d)≤ e−1/τ
∥∥∥µγ̂, f
k−1−pi
γ̂, f
t
∥∥∥
1
+
t−1∑
i=k−1
√
log |U|
2T
, (31)
where (a) is by triangle inequality; (b) is by invariance of pi
γ̂, f
t w.r.t. K
γ̂, f
t ; (c) is by the uniform mixing
bound (7); and (d) follows from repeatedly using (30) together with triangle inequality and the easily
proved fact that, for any state distribution µ ∈P (X) and any twoMarkov kernels P,P ′ ∈M (U|X),∥∥µK (·|P)−µK (·|P ′)∥∥1 ≤maxx∈X ∥∥P(·|x)−P ′(·|x)∥∥1 .
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Letting now the initial state distribution be µ1, we can apply the bound (31) recursively to obtain
∥∥∥µγ̂, ft −piγ̂, ft ∥∥∥1 ≤ e−(t−1)/τ
∥∥∥µ1−piγ̂, ft ∥∥∥1+ t∑
k=2
e−
t−k
τ
t∑
i=k−1
√
log |U|
2T
≤ 2e−(t−1)/τ+
t∑
k=2
e−
t−k
τ (t −k +1)
√
log |U|
2T
≤ 2e−(t−1)/τ+
√
log |U|
2T
∞∑
k=0
(k +1)e− kτ
≤ 2e−(t−1)/τ+ (τ+1)2
√
log |U|
2T
.
So, the second term on the right-hand side of (28) can bounded by
CF
T∑
t=1
‖µγ̂, ft −pi
γ̂, f
t ‖1 ≤CF (τ+1)2
√
log |U|T
2
+ (2τ+2)CF ,
which completes the proof.
H Proof of Proposition 4
First we show that the relaxation (21) arises as an upper bound on the conditional sequential
Rademacher complexity. Once again, we omit the subscript x from hx,t etc. to keep the notation light.
Following the same steps as in Appendix F, we have, for any ρ > 0,
Eε
[
max
u∈U
{
2
M∑
j=m+1
ε j
∑
t∈T j
[ht (ε)] (u)−
m∑
i=1
∑
s∈Ti
hs(u)
}]
≤ ρ log
(
Eε
[
max
u∈U
exp
(
2
ρ
M∑
j=m+1
ε j
∑
t∈T j
[ht (ε)] (u)−
1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
)])
≤ ρ log
(
Eε
[∑
u∈U
exp
(
2
ρ
M∑
j=m+1
ε j
∑
t∈T j
[ht (ε)] (u)−
1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
)])
.
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In the same vein,
ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
)
Eε
[
M∏
j=m+1
exp
(
2
ρ
ε j
∑
t∈T j
[ht (ε)] (u)
)])
≤ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
)
×exp
(
2
ρ2
max
εm+1,...,εM∈{±1}
M∑
j=m+1
(
τ j [h(ε)] (u)
)2))
≤ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
)
max
u
exp
(
2
ρ2
max
εm+1,...,εM∈{±1}
M∑
j=m+1
(
τ j [h(ε](u)
)2))
≤ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
))
+ 2
ρ
sup
h
max
u∈U
max
εm+1,...,εM∈{±1}
M∑
j=m+1
(
τ j [h(ε)] (u)
)2
≤ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
))
+ 2
ρ
M∑
j=m+1
τ2jL(X,U,F )
2,
where the first inequality is due to Hoeffding’s lemma, while the last inequality is by Assumption 1. We
thus derive the relaxation in (21).
Nowwe prove that this relaxation is admissible, and leads to the lazy algorithm (22) The admissibility
condition to be proved is
sup
hm∈H τmx
{
EU∼νm
[ ∑
s∈Tm
hs(U )
]
+Ŵx,m (h1:m)
}
≤ Ŵx,m−1(h1:m−1),
where νm = Pm(·|x) is theMarkov policy used in phasem. We have
ρ log
(∑
u∈U
exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs(u)
))
= ρ log
〈
ν1,exp
(
− 1
ρ
m∑
i=1
∑
s∈Ti
hs
)〉
+ρ log |U|
= ρ log
〈
νm ,exp
(
− 1
ρ
∑
s∈Tm
hs
)〉
+ρ log
〈
ν1,exp
(
− 1
ρ
m−1∑
i=1
∑
s∈Ti
hs
)〉
+ρ log |U|
≤ −EU∼νm
[ ∑
s∈Tm
hs(U )
]
+ τ
2
mL(X,U,F )
2
2ρ
+ρ log
(∑
u∈U
exp
(
− 1
ρ
m−1∑
i=1
∑
s∈Ti
hs(u)
))
,
Plugging this into the admissibility condition, we have
sup
hm∈H τmx
{
EU∼νm
[ ∑
s∈Tm
hs(U )
]
+Ŵx,m(h1:m)
}
≤ ρ log
(∑
u∈U
exp
(
− 1
ρ
m−1∑
i=1
∑
s∈Ti
hs(u)
))
+ 2
ρ
M∑
j=m+1
τ2jL(X,U,F )
2+ τ
2
mL(X,U,F )
2
2ρ
≤ ρ log
(∑
u∈U
exp
(
− 1
ρ
m−1∑
i=1
∑
s∈Ti
hs(u)
))
+ 2
ρ
M∑
j=m
τ2jL(X,U,F )
2
= Ŵx,m−1(hm−1).
So the lazy algorithm (22) is an admissible strategy for the relaxation (21).
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I Proof of Theorem 4
The state feedback law P
γ̂, f
t (·|x) that the agent applies within phasem is the same for all t ∈Tm , and we
denote it by P
γ̂, f
m (·|x). Let K γ̂, fm denote the Markov matrix that describes the state transition from Xt to
Xt+1 if t ∈Tm . Thus, we can write
K
γ̂, f
m (y |x)=
∑
u
K (y |x,u)P γ̂, ft (u|x), ∀x, y ∈X.
First, we show that
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ sup
P∈M (U|X)
∑
x
piP (x)Ŵx,0+CF
M∑
m=1
∑
t∈Tm
‖µγ̂, ft −pi
γ̂, f
m ‖1, (32)
where pi
γ̂, f
m is the invariant distribution of K
γ̂, f
m .
To prove (32), we write
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ sup
P∈M (U|X)
T∑
t=1
[
〈piγ̂, ft ⊗P
γ̂, f
t , ft 〉−〈piP ⊗P, ft 〉
]
+
T∑
t=1
‖ ft‖∞‖µγ̂, ft −pi
γ̂, f
t ‖1
≤ sup
P∈M (U|X)
M∑
m=1
∑
t∈Tm
[
〈piγ̂, ft ⊗P
γ̂, f
t , ft 〉−〈piP ⊗P, ft 〉
]
+CF
M∑
m=1
∑
t∈Tm
‖µγ̂, ft −pi
γ̂, f
m ‖1
≤ sup
P∈M (U|X)
∑
x
piP (x)
M∑
m=1
∑
t∈Tm
(∑
u
P
γ̂, f
m (u|x)Q̂ γ̂, ft (x,u)−P(u|x)Q̂
γ̂, f
t (x,u)
)
+CF
M∑
m=1
∑
t∈Tm
‖µγ̂, ft −pi
γ̂, f
m ‖1,
where the last inequality is by Lemma 1. By writing out the first term in the right hand side, we get
sup
P∈M (U|X)
∑
x
piP (x)
[M−1∑
m=1
∑
t∈Tm
(∑
u
P
γ̂, f
m (u|x)Q̂ γ̂, ft (x,u)
)
+
∑
u
νM (u|x)
∑
t∈TM
Q̂
γ̂, f
t (x,u)
−
T∑
t=1
P(u|x)Q̂ γ̂, ft (x,u)
]
+CF
M∑
m=1
∑
t∈Tm
‖µγ̂, ft −pi
γ̂, f
m ‖1
≤ sup
P∈M (U|X)
∑
x
piP (x)
[
M−1∑
m=1
∑
t∈Tm
(∑
u
P
γ̂, f
m (u|x)Q̂ γ̂, ft (x,u)
)
+
∑
u
νM (u|x)
∑
t∈TM
Q̂
γ̂, f
t (x,u)+Ŵx,M (hM )
]
+CF
M∑
m=1
∑
t∈Tm
‖µγ̂, ft −pi
γ̂, f
m ‖1
≤ sup
P∈M (U|X)
∑
x
piP (x)
[
M−1∑
m=1
∑
t∈Tm
(∑
u
P
γ̂, f
m (u|x)Q̂ γ̂, ft (x,u)
)
+Ŵx,M−1(hM−1)
]
+
T∑
t=1
‖ ft‖∞
∥∥∥µγ̂, ft −piγ̂, ft ∥∥∥1 .
The last inequality is due to the fact that γ̂ is the behavioral strategy associated to the admissible relax-
ation {Ŵx,m}
M
m=1. Continuing this induction backwards, we arrive at (32).
33
Next, we bound the two terms on the right-hand side of (32). From the form of the relaxation (21), it
is easy to see Ŵx,0 ≤ 2L
√
2log |U|∑Mi=1τ2i for all states x; in fact, this bound is attained with equality if we
use the optimal choice ρ =
√
2
∑M
i=1τ
2
i
L2
log |U| . Since we have bounded the first term, nowwe focus on bounding
the second term of (32).
From the contraction inequality (7) it follows that, for every k ∈ {0,1, . . . ,τm −1}, we have∥∥∥µγ̂, f
τ1:m−1+k+1−pi
γ̂, f
m
∥∥∥
1
=
∥∥∥∥µγ̂, fτ1:m−1+1(K γ̂, fm )k −piγ̂, fm (K γ̂, fm )k
∥∥∥∥
1
≤ e−k/τ
∥∥∥µγ̂, fτ1:m−1+1−piγ̂, fm ∥∥∥1
≤ 2e−k/τ.
Hence,
∑
t∈Tm
∥∥∥µγ̂, ft −piγ̂, fm ∥∥∥1 ≤ 2τm−1∑
k=0
e−k/τ≤ 2
1−e−1/τ .
Plugging it in (32), we have shown that
E
γ̂, f
x
[
T∑
t=1
ft (Xt ,Ut )−Ψ(f )
]
≤ 2L
√√√√2log |U| M∑
i=1
τ2
i
+ 2CFM
1−e−1/τ .
J Proof of Corollary 1
Let us inspect the right-hand side of (23). We see that both
√∑M
j=1τ
2
j
and M have to be sublinear in T .
Since
∑M
i=1τi = T and
√∑M
i=1τ
2
i
<
√
(
∑M
i=1τi )
2, at least the first of these terms can be made sublinear,
e.g., by having τ j = 1 for all j . Of course, this means thatM = T , so we need longer phases. For example,
if we follow [15] and let τm = ⌈m1/3−ε⌉ for some ε ∈ (0,1/3), then a straightforward if tedious algebraic
calculation shows thatM =O(T 3/4) and
√∑M
j=1τ
2
j
=O(T 5/8), which yields the regret ofO(T 3/4).
However, if T is known in advance, then we can do better: ignoring the rounding issues, for any
constants A1,A2 > 0,
min
1≤M≤T
min
A1
√√√√ M∑
j=1
τ2
j
+ A2M :
M∑
j=1
τ j =T
=O(T 2/3), (33)
To see this, let us first fixM and optimize the choice of the τ j ’s:
min
M∑
j=1
τ2j subject to
M∑
j=1
τ j =T.
By the Cauchy–Schwarz inequality, we have
M∑
j=1
τ j ≤
√√√√M M∑
j=1
τ2
j
.
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Thus,
∑M
j=1τ
2
j
achieves its minimum when the above bound is met with equality. This will happen only
if all the τ j ’s are equal, i.e., τ j = TM for every j (for simplicity, we assume thatM divides T — otherwise,
the remainder termwill be strictly smaller thanM , and the bound in (33) will still hold, but with a larger
multiplicative constant). Therefore,
min
1≤M≤T
min
A1
√√√√ M∑
j=1
τ2
j
+ A2M :
M∑
j=1
τ j =T
= min1≤M≤T
(
A1Tp
M
+ A2M
)
=O(T 2/3),
where the minimum on the right-hand side (again, ignoring rounding issues) is achieved by M = T 2/3
and τ j = T 1/3 for all j . This shows that, for a given horizon T , the optimal choice of phase lengths is T 1/3,
which gives the regret ofO(T 2/3), better than theO(T 3/4) bound derived by [15].
K Proof of Proposition 5
First, we check the admissibility condition at time t = T . Since the Bregman divergence is nonnegative,
we have
V̂T (G
′| f1, . . . , fT )= sup
µ∈G ′
{
T∑
s=1
〈µ,− fs〉+
1
ρ
DF (µ,νT+1)
}
≥− inf
µ∈G ′
〈
µ,
T∑
s=1
fs
〉
.
Now let us consider an arbitrary t . From the construction of our relaxation, we have
sup
ft∈F
{
〈νt , ft 〉+ V̂T (G | f1, . . . , ft )
}
= sup
ft∈F
sup
µ∈G ′
{
t−1∑
s=1
〈µ,− fs〉+〈νt −µ, ft 〉+
1
ρ
DF (µ,νt+1)+
1
2ρ
(T − t )
}
for all t = 1, . . . ,T . From the definition (24) of the Bregman divergence, the following equality holds for
any three µ,ν,λ∈G :
DF (µ,ν)+DF (ν,λ)=DF (µ,λ)+
〈
∇F (λ)−∇F (ν),µ−ν
〉
. (34)
Since ∇F and∇F∗ are inverses of each other, we have−ρ ft =∇F (νt+1)−∇F (νt ). Using this fact together
with (34), for any µ ∈G we can write〈
νt −µ,ρ ft
〉
=
〈
∇F (νt+1)−∇F (νt ),µ−νt
〉
=DF (µ,νt )−DF (µ,νt+1)+DF (νt ,νt+1). (35)
Moreover, once again using the fact that ∇F and ∇F∗ are inverses of one another, we have
DF (νt ,νt+1)=DF∗ (∇F (νt+1),∇F (νt ))
= F∗(∇F (νt+1))−F∗(∇F (νt ))−
〈
∇F∗(∇F (νt )),∇F (νt+1)−∇F (νt )
〉
≤Λ
(
ρ‖ ft‖∗∇F (νt )
)
, (36)
35
where
Λ(r ),− log(1− r )− r = r
2
2
+ r
3
3
+ r
4
4
+ . . . .
Note that, because of the definition of Λ, the learning rate ρ must be chosen in such a way that
ρ‖ ft‖∗∇F (µt ) < 1 for all t = 1, . . . ,T . By hypothesis, we have ρ‖ ft‖
∗
∇F (νt ) ≤ 1/2 for all t . The first line of
Eq. (36) is by Prop. 11.1 in [12], the second is by definition of the Bregman divergence, and the third fol-
lows from froma local second-order Taylor formula for a self-concordant function [37, Eq. (2.5)] (which is
applicable because, by hypothesis, ρ‖ ft‖∗∇F (νt ) ≤ 1/2< 1 for all t ) and the fact that the Legendre–Fenchel
dual of a self-concodrant function is also self-concordant.
Using the inequality logr ≤ r −1, we can upper-bound
Λ(r )=− log(1− r )− r ≤ 1
1− r −1− r =
1− (1− r )(1+ r )
1− r =
r 2
1− r .
Moreover, since ρ‖ ft‖∗∇F (νt ) ≤ 1/2 and ‖ ft‖
∗
∇F (νt ) ≤ 1for all t ∈ {1, . . . ,T } by hypothesis, we can further
bound
Λ
(
ρ‖ ft‖∗∇F (νt )
)
≤ 2ρ2‖ ft‖∗2∇F (νt ) ≤ 2ρ
2.
Applying Eqs. (35) and (36), we arrive at
sup
ft∈F
{
〈νt , ft 〉+ V̂T (G ′| f1, . . . , ft )
}
= sup
ft∈F
sup
µ∈G ′
{
t−1∑
s=1
〈µ,− fs〉+〈νt −µ, ft 〉+
1
ρ
DF (µ,νt+1)+2ρ(T − t )
}
≤ sup
ft∈F
sup
µ∈G ′
{
t−1∑
s=1
〈µ,− fs〉+
1
ρ
DF (µ,νt )+
1
ρ
Λ
(
ρ‖ ft‖∗∇F (νt )
)
+2ρ(T − t )
}
≤ sup
ft∈F
sup
µ∈G ′
{
t−1∑
s=1
〈µ,− fs〉+
1
ρ
DF (µ,νt )+2ρ(T − t +1)
}
= V̂T (G ′| f1, . . . , ft−1).
This shows that the proposed algorithm (behavoiral strategy) is admissible, and the proof is complete.
L Proof of Theorem 5
Since the relaxation (25) is admissible by Proposition 5, we have
T∑
t=1
〈νt , ft 〉− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉 ≤ V̂T (G ′|e)
= sup
µ∈G ′
{
DF (µ,ν1)
ρ
+2ρT
}
= DF (G
′)
ρ
+2ρT.
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M Proof of Theorem 6
Let us denote by Pt = Pνt the policy extracted from νt , and the induced marginal distribution of Xt by
µt ∈P (X). We also denote by Kt the Markov matrix that describes the state transition from Xt to Xt+1,
and by pit ∈P (X) its the unique invariant distribution. Finally, we denote by γ̂ the behavioral strategy
corresponding to our algorithm. Then, for any f ∈FT , we can upper-bound the regret by
R
γ̂, f
x (G
′)=
T∑
t=1
〈
µt ⊗Pt , ft
〉
− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉
≤
T∑
t=1
[
〈pit ⊗Pt , ft 〉− inf
P∈M (G ′)
〈piP ⊗P, ft 〉
]
+
T∑
t=1
‖ ft‖∞‖µt −pit‖1
=
T∑
t=1
〈
νt , ft
〉
− inf
ν∈G ′
T∑
t=1
〈ν, ft 〉+
T∑
t=1
‖ ft‖∞‖µt −pit‖1
≤ DF (G
′)
ρ
+2ρT +
T∑
t=1
‖ ft‖∞‖µt −pit‖1. (37)
Now we focus on bounding the third term of the regret bound. For any time k ≤ t , we have∥∥µk −pit∥∥1 = ∥∥µk−1Kk−1−µk−1Kt +µk−1Kt −pit∥∥1
(a)≤
∥∥µk−1Kt −pit∥∥1+ ∥∥µk−1Kk−1−µk−1Kt∥∥1
(b)=
∥∥µk−1Kt −pitKt∥∥1+∥∥µk−1Kk−1−µk−1Kt∥∥1
(c)≤ e−1/τ
∥∥µk−1−pit∥∥1+maxx∈X ‖Pk−1(·|x)−Pt (·|x)‖1 ,
(d)≤ e−1/τ
∥∥µk−1−pit∥∥1+ t−1∑
j=k−1
max
x∈X
‖P j (·|x)−P j+1(·|x)‖1, (38)
where (a) is by triangle inequality; (b) is by invariance of pit w.r.t. K
γ̂, f
t ; and (c) follows from the uniform
mixing bound (7), and (d) follows from the triangle inequality and the easily proved fact that, for any
state distribution µ ∈P (X) and any twoMarkov kernels P,P ′ ∈M (U|X),∥∥µK (·|P)−µK (·|P ′)∥∥1 ≤maxx∈X ∥∥P(·|x)−P ′(·|x)∥∥1 .
Letting now the initial state distribution be µ1, we can apply the bound (38) recursively to obtain
∥∥µt −pit∥∥1 ≤ e−(t−1)/τ∥∥µ1−pit∥∥1+ t∑
k=2
e−
t−k
τ
t−1∑
j=k−1
max
x∈X
‖P j (·|x)−P j+1(·|x)‖1
≤ 2e−(t−1)/τ+
t∑
k=2
e−
t−k
τ (t −k +1)∆T
≤ 2e−(t−1)/τ+B
∞∑
k=0
(k +1)e− kτ
≤ 2e−(t−1)/τ+ (τ+1)2∆T .
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So, the second term on the right-hand side of (37) can bounded by
CF
T∑
t=1
‖µγ̂, ft −pi
γ̂, f
t ‖1 ≤CF (τ+1)2T∆T + (2τ+2)CF ,
which completes the proof.
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