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Abstract
This paper characterizes the so-called Möbius invariant QK spaces in terms of Carleson-type
measures, boundary values, inner factors and absolute values of analytic functions on the unit
disk.
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1. Introduction
Let D be a unit disk in the complex plane C and let D be the boundary of D.
Denote by H(D) the class of functions analytic in D. Let H∞ be a class of all functions
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f ∈ H(D) with
‖f ‖∞ = sup
z∈D
|f (z)| < ∞.
Green’s function in D with pole at w ∈ D is given by g(z,w) = log 1|w(z)| , where
w(z) = w−z1−w¯z is a Möbius transformation of D.
For a function K : [0,∞) → [0,∞), consider the space QK of all functions f ∈
H(D) for which
‖f ‖2QK = sup
w∈D
∫
D
|f ′(z)|2K(g(z,w)) dA(z) < ∞, (1.1)
where dA(z) is the Euclidean area element on D. It is clear that QK is Möbius invariant
in the sense of
‖f ◦ b‖QK = ‖f ‖QK , b ∈ D.
Obviously the function K may be called a weight. In case of K(t) = tp, 0 < p < ∞,
the spaces QK give the spaces Qp (see for example [AXZ,X]), especially if K(t) = t ,
then QK coincides with BMOA, the intersection of the Hardy space H 2 on D and
BMO(D), the space of functions of bounded mean oscillation on D (see [B]). For
other choices of K, the spaces QK may become the Bloch space B of all functions
f ∈ H(D) satisfying
‖f ‖B = sup
z∈D
|f ′(z)|(1 − |z|2) < ∞ (1.2)
and the Dirichlet space D of all functions f ∈ H(D) obeying
‖f ‖2D =
∫
D
|f ′(z)|2 dA(z) < ∞, (1.3)
respectively. By Corollary 2.4(iii) in [EW] we know that there exists a weight K0 such
that BMOA = Q1QK0B; for more about QK see, [E,EW,W,WW].
This observation tells us that the function-theoretic properties of QK depend on the
structure of K. So, from now on we take it for granted that the above weight function
K always satisﬁes the following conditions:
(a) K is nondecreasing;
(b) K is second differentiable on (0, 1);
(c) ∫ 1/e0 K(log(1/r))r dr < ∞;
(d) K(t) = K(1) > 0, t1; and
(e) K(2t) ≈ K(t), t0.
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A few words about these ﬁve conditions: (a) it ensures that each QK is a subspace
of B (cf. [EW,RT]); (b) it is not necessary for all results in this paper, for example,
Theorem 3.1; (c) it implies that the space QK is not trivial, i.e., in this case QK
must contain nonconstant functions; based on (c) condition (d) yields that QK de-
pends only on the behavior of K close to the origin (cf. [EW]); and (e) it means that
K(2t)K(t)K(2t) for t0. Note: we say K1K2 (for two functions K1 and K2)
if there is a constant C > 0 such that K1CK2. We say K1 ≈ K2 (that is, K1 is
comparable with K2) whenever K1K2K1.
In this paper, we study further equivalent characterizations of functions in the QK
spaces. To do so, we need two more constraints on K as follows:
∫ 1
0
K(s)
ds
s
< ∞ (f)
and
∫ ∞
1
K(s)
ds
s2
< ∞, (g)
where
K(s) = sup
0 t1
K(st)/K(t), 0 < s < ∞.
Note: By Theorem 2.1 in [EW] we may assume that K is deﬁned on (0, 1] and extend
the domain of K to (0,∞) by setting K(t) = K(1) for t > 1. We observe that
K(t) = tp for 0 < t1 and K(t) = K(1) for t > 1 satisﬁes conditions (a)–(f) for
0 < p < ∞ and (g) for 0 < p < 1, respectively.
Under assumptions (f) or/and (g) some more general results on K are developed
and summarized as several lemmas in Section 2. In particular, Lemma 2.3 allows us
to choose an appropriate weight (comparable with K satisfying the seven properties
above) for the discussion of QK functions in Sections 3–6.
To establish a geometric characterization of each QK function, in Section 3 we mod-
ify the deﬁnition of the classical Carleson measures and prove the following criterion
to determine whether a function in H(D) belongs to QK .
Theorem 3.1. Let K satisfy (f). Suppose f ∈ H(D). Then the following are equivalent:
(i) f ∈ QK .
(ii) supw∈D
∫
D |(f ◦ w)′(z)|2K(1 − |z|2) dA(z) < ∞.
(iii) |f ′(z)|2 dA(z) is a K-Carleson measure on D.
Using the above geometric characterization, in Section 4 we prove the following
boundary value characterization of QK .
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Theorem 4.1. Suppose that (f) and (g) hold for K. Let f ∈ H 2. Then f ∈ QK if and
only if
sup
I⊂D
∫
I
∫
I
|f () − f ()|2
|− |2 K
( |− |
|I |
)
|d||d| < ∞.
In Section 5 we use Theorem 3.1(iii) to show a necessary and sufﬁcient condition
for an inner function to belong to QK ; that is,
Theorem 5.1. Suppose that (f) and (g) hold for K. Let B be an inner function. Then
the following are equivalent.
(i) B ∈ QK .
(ii) B is a multiplier of QK ∩ H∞; that is, B · (QK ∩ H∞) ⊂ QK ∩ H∞.
(iii) B is a Blaschke product with {zn} being its zeros and ∑ zn being a K-Carleson
measure on D.
Finally, in Section 6 we apply Theorem 3.1(ii) and the smoothness of K to charac-
terize the absolute values of QK functions via the following result.
Theorem 6.1. Let K satisfy (f) and (g) with
K˜(|z|2) = 
2
K(1 − |z|2)
zz¯
, z ∈ D.
Set
dz() =
1 − |z|2
|− z|2
|d|
2
, z ∈ D,  ∈ D.
Let f ∈ H 2 with f /≡ 0. Then the following are true:
(i) f ∈ QK if and only if
sup
w∈D
∫
D
(∫
D
|f |2 dz − |f (z)|2
)
K˜
(|w(z)|2)|′w(z)|2 dA(z) < ∞.
(ii) Given 0 a.e. on D, log ∈ L1(D) and  ∈ L2(D),
O(·) = exp
(∫
D
+ ·
− · log()
|d|
2
)
∈ QK
if and only if
sup
w∈D
∫
D
(∫
D
2 dz − exp
(∫
D
log2 dz
))
×K˜(|w(z)|2)|′w(z)|2 dA(z) < ∞.
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(iii) f ∈ QK if and only if f = IO, where I is inner and O ∈ QK is outer for which
sup
w∈D
∫
D
|O(z)|2(1 − |I (z)|2)K˜(|w(z)|2)|′w(z)|2 dA(z) < ∞.
2. Weights
In this section we construct such a good weight (which is comparable with the given
weight satisfying (f) or/and (g)) that we can use it to explore certain in-depth properties
of QK functions in the subsequent sections.
Lemma 2.1. If (f) holds, there exists a weight K1, comparable with K, such that for
some c > 0,
t−cK1(t) ↗, 0 < t < 1. (2.1)
Conversely, if (2.1) holds for some c > 0, then∫ 1
0
K1(s)
ds
s
< ∞. (2.2)
Proof. We deﬁne
K1(t) =
{ ∫ t
0 K(s)
ds
s
, 0 < t1,
K1(1), t1.
If (f) holds, then for 0 < t1,
K1(t) =
∫ 1
0
K(st)
ds
s
= K(t)
∫ 1
0
K(st)
K(t)
ds
s
K(t)
∫ 1
0
K(s)
ds
s
.
On the other hand, it can easily be seen from properties (a) and (e) of K that
K1(t)K(t/2)
∫ t
t/2
ds
s
K(t).
Hence K ≈ K1.
To prove (2.1), we deduce that
(t−cK1(t))′ = t−c−1(K(t) − cK1(t)) t−c−1K(t)
(
1 − c
∫ 1
0
K(s)
ds
s
)
> 0,
if c > 0 is small enough. This means that (2.1) holds.
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To verify (2.2), suppose (2.1) is valid for some c > 0. Then for 0 < s1,
K1(s) = sup
0<t<1
(st)−cK1(st)(st)c/K1(t) sup
0<t<1
t−cK1(t)(st)c/K1(t) = sc.
This estimate yields (2.2). The proof is complete. 
Lemma 2.2. If (g) holds, there exists a weight K2, comparable with K, such that
K2(t)/t ↘, 0 < t < ∞ (2.3)
and that for some c > 0,
tc−1K2(t) ↘, 0 < t < ∞. (2.4)
Conversely, if (2.4) holds for some c > 0, then
∫ ∞
1
K2(s)
ds
s2
< ∞. (2.5)
Proof. We claim that if (g) holds, then
lim inf
t→0 K(t)/t > 0.
If s > 1, it is clear that
K(1)/K(1/s)K(s)
and by (g)
∫ ∞
1
K(1/s)−1 ds
s2
=
∫ 1
0
K(t)−1 dt < ∞.
Thus,
tK(t)−12
∫ t
t/2
K(s)−1 ds2
∫ 1
0
K(s)−1 ds < ∞
and the claim follows.
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Deﬁne
K2(t) = t
∫ ∞
t
K(s)
ds
s2
, 0 < t < ∞.
Since K is nondecreasing, it follows that K2(t)K(t), 0 < t < ∞. To prove K2K,
we note that for t ∈ (0, 1),
∫ 1
t
K(s)
ds
s2
= K(t)
∫ 1
t
K(t · (s/t))
K(t)
ds
s2
 K(t)
∫ 1
t
K(s/t)
ds
s2
 (K(t)/t)
∫ ∞
1
K(s)
ds
s2
and by the claim,
∫ ∞
1
K(s)
ds
s2
= K(1)K(t)
t
, 0 < t < 1.
Hence
K2(t)K(t)
(∫ ∞
1
K(s)
ds
s2
+ 1
)
, 0 < t < 1.
For t ∈ [1,∞), we have
K2(t) = t
∫ ∞
t
K(s)
ds
s2
= K(1) = K(t)
and so K ≈ K2. The above agreement shows that
∫∞
t
K(s) ds
s2
is convergent for 0 <
t < ∞. Thus (2.3) holds.
Note that if c > 0 is sufﬁciently small then
(tc−1K2(t))′ = tc−2(cK2(t) − K(t)) < 0, 0 < t < ∞.
Thus, (2.4) follows.
Conversely, suppose (2.4) holds. Then for s1,
K2(s) = sup
0<t<1
(st)c−1K2(st)(st)1−c/K2(t) sup
0<t<1
tc−1K2(t)(st)1−c/K2(t) = s1−c,
which gives (2.5). 
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Lemma 2.3. If (f) and (g) hold, there exists a weight K3, comparable with K, such
that all conclusions of Lemmas 2.1 and 2.2 hold with K1, respectively, K2 replaced
by K3. Furthermore,
(i) K3 is a concave function on (0,∞);
(ii) K3(t)/t is a nonincreasing convex function on (0,∞) with limt→0+ K3(t)/t = ∞;
(iii)
K3(t) − tK ′3(t)K3(t), t > 0; (2.6)
(iv)
∫ ∞
1
√
K3(t)t
−3/2 dt < ∞. (2.7)
Proof. Suppose that (f) and (g) hold with K. Since K ≈ K2, we replace K by K2 and
then
∫ ∞
0
K2(s)
ds
s(s + 1) < ∞.
It is easy to see that K2 is nondecreasing. If
K3(t) = t
∫ ∞
t
K2(s)
ds
s2
,
then K3 is nondecreasing and comparable with K. Since
K ′′3 (t) = −
K ′2(t)
t
0,
K3 is concave and (i) follows.
Furthermore, since K2(t)/t is nonincreasing, we have
(
K3(t)
t
)′
= −K2(t)
t2
0
and
(
K3(t)
t
)′′
= K2(t)
t3
− 1
t
(
K2(t)
t
)′
 t−3K2(t)0,
which proves that K3(t)/t is nonincreasing and convex. Notice that K3(t)/t → ∞ as
t → 0 since lim inf t→0 K(t)/t > 0. Thus (ii) holds. Formula (2.6) follows from the
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fact that there exists c > 0 such that tc−1K2(t) is nonincreasing on (0,∞). We know
that all assumptions of Lemma 2.2 hold with K replaced by K2 and we conclude that
(ii) holds with K2 replaced by K3, i.e.,
K3(s)s
1−c, s1,
which gives (2.7). We have proved Lemma 2.3. 
Remark 2.1. From the proofs of Lemmas 2.1 and 2.2 it turns out that if (f) holds,
then
∫ t
0
K(s)
ds
s
≈ K(t), 0 < t < 1 (2.8)
and if (g) holds, then
∫ ∞
t
K(s)
ds
s2
≈ K(t)
t
, t > 0. (2.9)
Due to the preceding construction, we may assume without loss of generality that K
has all properties described in Lemma 2.3 whenever (f) and (g) hold for K.
3. Carleson-type measures
For a subarc I ⊂ D, let
S(I) = {r ∈ D : 1 − |I | < r < 1,  ∈ I }.
If |I |1 then we set S(I) = D. For 0 < p < ∞, we say that a positive measure d
is a p-Carleson measure on D if
sup
I⊂D
(S(I ))/|I |p < ∞.
Here and henceforth supI⊂D indicates the supremum taken over all subarcs I of D.
Note that p = 1 gives the classical Carleson measure (cf. [ASX,B]).
A modiﬁcation of p-Carleson measure leads to the following concept. A positive
measure d is said to be a K-Carleson measure on D provided
sup
I⊂D
∫
S(I)
K
(
1 − |z|
|I |
)
d(z) < ∞.
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Clearly, if K(t) = tp, then  is a K-Carleson measure on D if and only if (1 −
|z|2)p d(z) is a p-Carleson measure on D.
Theorem 3.1. Let K satisfy (f). Suppose f ∈ H(D). Then the following are equivalent.
(i) f ∈ QK .
(ii) supa∈D
∫
D |(f ◦ a)′(z)|2K(1 − |z|2) dA(z) < ∞.
(iii) |f ′(z)|2 dA(z) is a K-Carleson measure on D.
Proof. (i) ⇒ (ii). Since g(z, a)1 − |a(z)|2, condition (a) of K yields
∫
D
|f ′(z)|2K(g(z, a)) dA(z)
∫
D
|f ′(z)|2K(1 − |a(z)|2) dA(z),
giving the desired implication.
(ii) ⇒ (iii). Given a subarc I ∈ D. Suppose ei	 is the midpoint of I. Then by
taking a = ei	(1 − |I |2 ), we have
1 − |a|2
|1 − a¯z|2
1
|I | , z ∈ S(I).
Consequently, if (ii) holds, then
∫
D
|(f ◦ a)′(z)|2K(1 − |z|2) dA(z)

∫
S(I)
|f ′(z)|2K(1 − |a(z)|2) dA(z)

∫
S(I)
|f ′(z)|2K
(
1 − |z|
|I |
)
dA(z).
Thus, (iii) follows.
(iii) ⇒ (i). Assume that (iii) is true. Since QK ⊂ B, we have
∫
|g(z,a)|>1
|f ′(z)|2K(g(z, a)) dA(z)
‖f ‖2B
∫
|a(z)|<1/e
(1 − |z|2)−2K(g(z, a)) dA(z)
= ‖f ‖2B
∫
|w|< 1
e
(1 − |w|2)−2K
(
log
1
|w|
)
dA(w). (3.1)
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On the other hand, for nonzero a ∈ D let I ⊂ D be the subarc centered at a/|a|
of length (1 − |a|)/(2). Set
En =
{
z ∈ D :
∣∣∣∣z − a|a|
∣∣∣∣ 2n(1 − |a|)
}
.
Then
∫
|g(z,a)|1
|f ′(z)|2K(g(z, a)) dA(z)

∫
|g(z,a)|1
|f ′(z)|2K
(
(1 − |z|2)(1 − |a|2)
|1 − a¯z|2
)
dA(z)
≈
∞∑
n=1
∫
En\En−1
|f ′(z)|2K
(
1 − |z|
22n|I |
)
dA(z). (3.2)
Because |f ′(z)|2 dA(z) is a K-Carleson measure on D,
∫
En
|f ′(z)|2K
(
1 − |z|
2n|I |
)
dA(z)1.
This yields
∫
En\En−1
|f ′(z)|2K
(
1 − |z|
22n|I |
)
dA(z) sup
z∈En
K
(
(1 − |z|)/(22n|I |))
K
(
(1 − |z|)/(2n|I |)) .
Putting (1 − |z|)/(2n|I |) = t and 2−n = s, we get
sup
z∈En
K
(
(1 − |z|)/(22n|I |))
K
(
(1 − |z|)/(2n|I |))  sup0<t1
K(st)
K(t)
= K(s).
Hence, by (3.2),
∫
|g(z,a)|1
|f ′(z)|2K(g(z, a)) dA(z)
∞∑
n=1
K(2−n) ≈
∫ 1
0
K(s)
ds
s
< ∞,
which, together with (3.1), shows that f ∈ QK . 
The techniques herein can be modiﬁed to characterize a typical member of QK and
to handle a discrete K-Carleson measure on D. More precisely, we have the following.
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Corollary 3.1. Let K satisfy (f). Then
(i) log(1 − z) belongs to QK .
(ii) d = ∑∞n=1 zn is a K-Carleson measure on D if and only if
sup
a∈D
∞∑
n=1
K(1 − |a(zn)|2) < ∞. (3.3)
Here and henceforth 
 stands for the Dirac measure at 
.
Proof. (i) For a given Carleson box S(I) ⊂ D we use conditions (a) and (f) of K (cf.
(2.8)) to obtain
∫
S(I)
K
(
1 − |z|
|I |
)
dA(z)
|1 − z|2
=
(∫
S(I)∩{z∈D:|1−z|< |I |2 }
+
∫
S(I)∩{z∈D:|1−z| |I |2 }
)
K
(
1 − |z|
|I |
)
dA(z)
|1 − z|2

∫
{z∈D:|1−z|< |I |2 }
K
(
1 − |z|
|I |
)
dA(z)
|1 − z|2
+ 1|I |2
∫
S(I)∩{z∈D:|1−z| |I |2 }
K
(
1 − |z|
|I |
)
dA(z)

∫
|z|< |I |2
K
( |z|
|I |
)
dA(z)
|z|2 + K(1)

∫ |I |
2
0
K
(
t
|I |
)
dt
t
+ K(1)

∫ 1
2
0
K(s)
ds
s
+ K(1)

∫ 1
0
K(s)/K(1)
ds
s
+ 1

∫ 1
0
K(s)
ds
s
+ 1 < ∞,
which yields f ∈ QK by Theorem 3.1.
(ii) Referring to the argument for Theorem 3.1, we consider two implications as
follows:
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If (3.3) holds, then, for a subarc I ⊂ D choose ei	 as its midpoint. Take a =
ei	(1 − |I |2 ). Then
sup
a∈D
∞∑
n=1
K(1 − |a(zn)|2)

∑
zn∈S(I)
K
(
(1 − |a|2)(1 − |zn|2)
|1 − a¯zn|2
)

∑
zn∈S(I)
K
(
1 − |zn|
|I |
)
=
∫
S(I)
K
(
1 − |z|
|I |
)
d(z).
Hence d = ∑ zn is a K-Carleson measure.
Conversely, assume that d = ∑ zn is a K-Carleson measure. We wish to estimate
K
(
(1−|z|2)(1−|a|2)
|1−a¯z|2
)
, where a is given. It sufﬁces to consider a = 0. In this case, set
En =
{
z ∈ D :
∣∣∣∣z − a|a|
∣∣∣∣ 2n(1 − |a|)
}
.
In E1, we know that
∫
E1
K
(
1 − |a(z)|2
)
d(z)K(1)(E1) < ∞.
In the meantime, since d is a K-Carleson measure,
∫
D\E1
K
(
(1 − |z|2)(1 − |a|2)
|1 − a¯z|2
)
d(z)

∞∑
n=2
∫
En\En−1
K
(
1 − |z|
22n|I |
)
d(z)

∞∑
n=2
sup
z∈En
K
(
2−2n(1 − |z|)/|I |)
K
(
2−n(1 − |z|)/|I |)
∫
En
K
(
1 − |z|
2n|I |
)
d(z)

∞∑
n=0
K(2−n) < ∞.
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Hence
sup
a∈D
∞∑
n=1
K
(
(1 − |zn|2)(1 − |a|2)
|1 − a¯zn|2
)
< ∞.
This completes the proof of Corollary 3.1. 
Similarly, we have
Corollary 3.2. Let K satisfy (f). A positive measure d on D is a K-Carleson measure
if and only if
sup
a∈D
∫
D
K(1 − |a(z)|2) d(z) < ∞.
4. Boundary behavior
The aim of this section is to give the following theorem which describes the boundary
values of functions in QK , generalizing one of two main results on Qp in [EX] to
QK .
Theorem 4.1. Suppose that (f) and (g) hold for K. Let f ∈ H 2. Then f ∈ QK if and
only if
sup
I⊂D
∫
I
∫
I
|f () − f ()|2
|− |2 K
( |− |
|I |
)
|d||d| < ∞.
In order to prove Theorem 4.1, we need ﬁve lemmas including a Stegenga-type
estimate (cf. [S]).
Lemma 4.1. Assume that (f) and (g) hold. For h(ei	) = ∑∞−∞ anein	 ∈ L2(D) let
h(z) = P [h](z) = 1
2
∫ 
−
(1 − |z|2)h(eit )
|z − eit |2 dt =
∞∑
−∞
anr
|n|ein	, z = rei	,
be the harmonic extension of h to D. Then
∫
D
|∇h(z)|2K
(
log
1
|z|
)
dA(z) ≈
∞∑
−∞,n=0
|an|2(|n| + 1)K
(
1
2|n| + 2
)
. (4.1)
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Proof. Note that
∫
D
|∇h(z)|2K
(
log
1
|z|
)
dA(z) = 2
∞∑
−∞
|an|2n2
∫ 1
0
r2|n|−1K
(
log
1
r
)
dr.
So, we estimate
I (a) = (a + 1)2
∫ 1
0
raK
(
log
1
r
)
dr, a0.
By (ii) of Lemma 2.3 and (2.7),
(a + 1)2
∫ ∞
0
e−(a+1)tK(t) dt
=
∫ ∞
0
e−s(a + 1)K
(
s
a + 1
)
ds
=
∫ 1
0
e−s(a + 1)K
(
s
a + 1
)
ds +
∫ ∞
1
e−ss a + 1
s
K
(
s
a + 1
)
ds
(a + 1)
∫ 1
a+1
0
K(t)
dt
t
+ (a + 1)K
(
1
a + 1
)∫ ∞
1
se−s ds
(a + 1)K
(
1
a + 1
)(
1 +
∫ ∞
1
se−s ds
)
.
On the other hand,
∫ ∞
0
e−ss a + 1
s
K
(
s
a + 1
)
ds(a + 1)K
(
1
a + 1
)∫ 1
0
e−ss ds.
Combining these estimates, we see that
I (a) ≈ (a + 1)K
(
1
a + 1
)
, a0
and (4.1) follows. 
Lemma 4.2. Let L : (0,∞) → (0,∞) be nonincreasing and convex. Suppose that
lim
t→0+
L(t) = ∞; tL(t) ↗, 0 < t < ∞.
M. Essén et al. / Journal of Functional Analysis 230 (2006) 78–115 93
Then ∫ 
0
sin2
nt
2
(−dL(t)) ≈ L
(
n
)
, n → ∞.
Proof. From the convexity of L, it is easy to see that t → L(t) − L(t + s) is nonin-
creasing for each s > 0. To get an estimate from below, we choose n =  ≈ /2 with
sin nn2 = 0 and M ≈ nn2 such that∫ 
0
sin2
nt
2
(−dL(t))

∫ 
0
sin2
nt
2
(−dL(t))
= 1
2
∫ 
0
L(t)n sin nt dt
1
2
M∑
k=0
∫ 
n
(2k+1)
2k
n
(
L(t) − L
(
t + 2
n
))
n sin nt dt
 1
2
M∑
k=0
(
L
(
n
(2k + 1)
)
− L
(
n
(2k + 3)
)) ∫ 
n
(2k+1)
2k
n
n sin nt dt
=
M∑
k=0
(
L
(
n
(2k + 1)
)
− L
(
n
(2k + 3)
))
= 1
2
(
L
(
n
)
− L
(
n
(2M + 3)
))
 1
2
L
(
n
)
− 1
2
L
(
4
)
.
We use the second mean value theorem to get an estimate from above. There exists

 = 
n ∈ [n , ] such that∫ 

n
sin2
nt
2
(−dL(t))
L
(
n
)
+ 1
2
∫ 

n
L(t)n sin nt dt
= L
(
n
)
+ 1
2
L
(
n
) ∫ 


n
n sin nt dt + 1
2
L()
∫ 


n sin nt dt
2L
(
n
)
+ L()
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and
∫ 
n
0
sin2
nt
2
d(−L(t))
 1
2
∫ 
n
0
L(t)n sin nt dt
 
n
L
(
n
) n
2
∫ 
n
0
sin nt
t
dt
= 
2
L
(
n
) ∫ 
0
sin s
s
ds.
It follows that
∫ 
0
sin2
nt
2
d(−L(t))
(
2 + 
2
2
)
L
(
n
)
+ L()
and Lemma 4.2 is proved. 
Lemma 4.3. Assume that (f) and (g) hold. Let ∑∞−∞ anein	 be the Fourier series of
an L2(D) function f (ei	). Then
∫ 
−
∫ 
−
|f (ei(	−t)) − f (ei	)|2 d
dt
(
−K(t)
t
)
dt d	 ≈
∞∑
−∞,n=0
|an|2|n|K
(
1
|n|
)
.
(4.2)
Proof. It is easy to see that
∫ 
−
|f (ei(	−t)) − f (ei	)|2 d	 = 2
∞∑
−∞
|an|2|eint − 1|2.
By Lemma 2.3(ii), we know that L(t) = K(t)/t is a nonincreasing convex function on
(0,∞). Moreover, by (ii) and (iii) of Lemma 2.3, we have
− d
dt
(
K(t)
t
)
= t−2(K(t) − tK ′(t)) ≈ t−2K(t)
and
K(t)t, 0 < t < 1. (4.3)
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So, (4.2) follows right away from estimation of
∫ 
−
|eint − 1|2 d
dt
(
−K(t)
t
)
dt,
along with Lemma 4.2 in case of L(t) = K(t)/t . 
The Stegenga-type inequality associated with a weight is given below.
Lemma 4.4. Assume that (f) and (g) hold. Let I and J be subarcs of D centered at
ei	0 with |J | = 3|I | and let f ∈ L1(D) with u denoting its Poisson extension to D.
Then
∫
S(I)
|∇u(z)|2K
(
1 − |z|
|I |
)
dA(z)

∫
J
∫
J
|f (ei	) − f (ei)|2
|ei	 − ei|2 K
(
|ei	 − ei|
|I |
)
d	 d
+|I |2
(∫
eit /∈I
|f (eit ) − fJ |
|t − 	0|2 dt
)2
,
where fJ = |J |−1
∫
J
f (ei	) d	.
In the proof, we need
Lemma 4.5. Under the assumption and notation of Lemma 4.4, let g ∈ L1(D) be
supported in J with v denoting its Poisson extension to D. Then
∫
S(I)
|∇v(z)|2K
(
1 − |z|
|I |
)
dA(z)

∫
J
∫
J
|g(ei	) − g(ei)|2
|ei	 − ei|2 K
(
|ei	 − ei|
|I |
)
d	 d. (4.4)
We ﬁrst prove Lemma 4.4 and then Lemma 4.5.
Proof of Lemma 4.4. Without loss of generality, we may assume that 	0 = 0. For
simplicity, we denote that f (eit ) = f (t) in this proof. Let  be a nonnegative function
which is 1 on 2I , disappears on D \ J and which is furthermore such that
|(t) − (s)||I |−1|t − s| and ‖‖∞ = sup
∈D
|()| = 1.
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Following Stegenga, we write
f = (f − fJ )+ (f − fJ )(1 − ) + fJ = f1 + f2 + f3.
Let ui be the Poisson extension of fi, i = 1, 2, 3. For z = x + iy ∈ S(I),
|∇u2(z)|
∫
|f2(t)||eit − z|−2 dt
∫
|t | |I |
|f (t) − fJ |dt
t2
.
Hence
∫
S(I)
|∇u2(z)|2K
(
1 − |z|
|I |
)
dA(z)|I |2
(∫
|t | |I |
|f (t) − fJ |dt
t2
)2
.
Since u3 = fJ is a constant, it remains to study u1. We note that
|f1(t) − f1(s)||f (t) − f (s)| + |J |−1|t − s||f (t) − fJ |.
By Lemma 4.5,
∫
S(I)
|∇u1(z)|2K
(
1 − |z|
|I |
)
dA(z)
∫
J
∫
J
|f1(t) − f1(s)|2
|t − s|2 K
( |t − s|
|I |
)
dt ds.
Thus it is sufﬁcient to estimate
|J |−2
∫
J
∫
J
|f (t) − fJ |2K
( |t − s|
|I |
)
dt ds
|J |−1
∫
J
|f (t) − fJ |2 dt

∫
J
∫
J
|f (t) − f (s)|2
|J |2 dt ds

∫
J
∫
J
|f (t) − f (s)|2
|t − s|2 K
( |t − s|
|I |
)
dt ds. (4.5)
The last inequality is a consequence of (4.3). We have proved Lemma 4.4. 
Proof of Lemma 4.5. Again we assume that 	0 = 0. We consider (z) = (i−z)/(i+z)
which gives a conformal map of the upper half-plane D = {z > 0} onto D with
(0) = 1, and (i) = 0. Let  = −1. Sometimes, we may wish to work in D rather
than in D. Let
S0((a, b)) = {z = x + iy ∈ D : x ∈ (a, b), y ∈ (0, b − a)}.
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If I is small enough, we can ﬁnd an interval I ′ ⊂ R such that (I ) ⊂ I ′ ⊂ (J ) = J ′
and (S(I )) ⊂ S0(I ′). To prove (4.4), it sufﬁces to consider small intervals I of this
type. We introduce h = g ◦  and H = v ◦  and note that
|∇H(z)|2 dA(z) = |∇v()|2 dA(),
where  = (z). Furthermore, if  = ei	 = (x), we have d	 = 2(x2 + 1)−1dx,
which means that d	 and dx are comparable modulo constants if |x|5. Hence, if
L(z) = H(z|I |) and I ′0 = (−1, 1),∫
S(I)
|∇v(z)|2K
(
1 − |z|
|I |
)
dA(z)

∫
S0(I ′)
|∇H(z)|2K
(
y
|I |
)
dA(z)

∫
S0(I ′0)
|∇L(z)|2K(y) dA(z)

∫
D
|∇(L ◦ )()|2K
(
log
1
||
)
dA(). (4.6)
Using Lemmas 4.1 and 4.3, we estimate this integral in terms of the boundary values
of L ◦  in D. Returning to the upper half-plane, we see that if J ′0 = (−4, 4) then∫
D
|∇(L ◦ )()|2K
(
log
1
||
)
dA()

∫
J ′0
∫
J ′0
|L(t) − L(s)|2
|t − s|2 K(|t − s|) dt ds

∫
J ′
∫
J ′
|H(t) − H(s)|2
|t − s|2 K
( |t − s|
|I |
)
dt ds

∫
J
∫
J
|g(ei	) − g(ei)|2
|ei	 − ei|2 K
(
|ei	 − ei|
|I |
)
d d	.
In the last step, we used that the length elements d	 on D and dx on R are comparable
modulo constants for |x|5. This proves Lemma 4.5. 
Proof of Theorem 4.1. Suppose
sup
I⊂D
∫
I
∫
I
|f () − f ()|2
|− |2 K
( |− |
|I |
)
|d||d| < ∞.
98 M. Essén et al. / Journal of Functional Analysis 230 (2006) 78–115
Then we use Lemma 4.4, and again we assume that 	0 = 0.
∫
S(I)
|f ′(z)|2K
(
1 − |z|
|I |
)
dA(z)1 + |I |2
(∫
eit /∈I
|f (eit ) − fJ |dt
t2
)2
.
It sufﬁces to prove that
∫
|t | |J |/3
|f (eit ) − fJ |dt
t2
 1|I | . (4.7)
Since (4.3) holds, it follows from the assumption that
sup
I⊂D
|I |−2
∫
I
∫
I
|f (eit ) − f (ei)|2 d d	
 sup
I⊂D
|I |−1
∫
I
∫
I
|f (ei	) − f (ei)|2
|ei − ei	| K
(
|ei	 − ei|
|I |
)
d	 d
 sup
I⊂D
∫
I
∫
I
|f (ei	) − f (ei)|2
|ei	 − ei|2 K
(
|ei	 − ei|
|I |
)
d	 d < ∞.
Hence f ∈ BMOA (cf. [S, p. 133]). Arguing as in [EX, pp. 176–177], we conclude
that (4.7) holds and thus that by Theorem 3.1 we have f ∈ QK .
Conversely, suppose f ∈ QK . The important aspect that remains to be proved is that
sup
I⊂D
∫
I
∫
I
|f (ei	) − f (ei)|2
|ei − ei	|2 K
(
|ei − ei	|
|I |
)
d	 d
 sup
I⊂D
∫
S(I)
|f ′(z)|2K
(
1 − |z|2
|I |
)
dA(z).
However, by the conformal mapping (z) = (i − z)/(i + z) it sufﬁces to prove the
corresponding inequality for h = f ◦  on the upper half-plane. To do so, we use S(J )
to denote the Carleson square based on an interval J on a real line; that is,
S(J ) = {x + iy : x ∈ J, y ∈ (0, |J |)}.
And we prove that for the intervals J = (0, |J |) and 4J = (0, 4|J |),
∫
J
∫
J
|h(s) − h(t)|2
|s − t |2 K
( |s − t |
|J |
)
ds dt
∫
S(4J )
|h′(z)|2K
(
y
|J |
)
dA(z).
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Applying Minkowski’s inequality, as well as 2J = (0, 2|J |), we see that
(∫
J
∫
J
|h(s) − h(t)|2
|s − t |2 K
( |s − t |
|J |
)
ds dt
)1/2

∫ 
0
(∫
2J
∫
2J
|h′(+ ei)|2K
(

|J |
)
d d
)1/2
d,
where  = 12 (t + s) and  = 12 |s − t |. If + ei = z = x + iy, then we have∫
2J
∫
2J
|h′(+ ei)|2K
(

|J |
)
d d

∫
S(4J )
|h′(z)|2K
(
y
|J | sin 
)
dA(z)
sin 

∫
S(4J )
|h′(z)|2K
(
y
|J |
)
K
(
1
sin 
)
dA(z)
sin 
.
Hence
∫
J
∫
J
|h(s) − h(t)|2
|s − t |2 K
( |s − t |
|J |
)
ds dt

∫
S(4J )
|h′(z)|2K
(
y
|J |
)
dA(z)
(∫ 
0
√
K
(
1
sin 
)
d√
sin 
)2
.
It is easy to see by Lemma 2.3(ii) that
∫ 
0
√
K
(
1
sin 
)
d√
sin 

∫ ∞
1
√
K(t)
dt
t3/2
< ∞,
which completes the proof. 
5. Inner functions
As is well known, a function B ∈ H∞ is called an inner function provided that
‖I‖∞1 and its radial limit limr→1 |I (r)| = 1 for almost  ∈ D. Let {zn} be a
sequence of points in D with
∑∞
n=1(1 − |zn|2) < ∞. Then
∞∏
n=1
|zn|
zn
zn − z
1 − znz
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is a Blaschke product associated with the sequence {zn} as its zeros. Note: if zn = 0
then |zn|/zn is replaced by 1.
The following is the principal result of this section.
Theorem 5.1. Suppose that (f) and (g) hold for K. Let B be an inner function. Then
the following are equivalent.
(i) B ∈ QK .
(ii) B is a multiplier of QK ∩ H∞; that is, B · (QK ∩ H∞) ⊂ QK ∩ H∞.
(iii) B is a Blaschke product with {zn} being its zeros and ∑ zn being a K-Carleson
measure on D.
Proof. We ﬁrst prove that (i) and (ii) are equivalent. If (i) holds and f ∈ QK ∩H∞, it
follows from Theorem 3.1 that both |B ′(z)|2 dA(z) and |f ′(z)|2 dA(z) are K-Carleson
on D. Hence
∫
S(I)
|(f (z)B(z))′|2K
(
1 − |z|
|I |
)
dA(z)
‖f ‖2∞
∫
S(I)
|B ′(z)|2K
(
1 − |z|
|I |
)
dA(z)
+‖B‖2∞
∫
S(I)
|f ′(z)|2K
(
1 − |z|
|I |
)
dA(z).
Since the supremum over all subarcs I ⊂ D of the right-hand side number is ﬁnite,
the corresponding supremum over the left-hand side number is also ﬁnite. It follows
from Theorem 3.1 that fB ∈ QK . Hence (i) ⇒ (ii).
Conversely, if (ii) holds, we have B ∈ QK since B is a pointwise multiplier of
H∞ ∩ QK and 1 ∈ H∞ ∩ QK . Thus (i) holds.
To complete our proof we need some lemmas as follows:
Lemma 5.1. Assume that (f) and (g) hold. Let B be an inner function. Then for any
 ∈ [0, 1) and almost all ei	 ∈ D,
∫ 1

(1 − |B(rei	)|2)2(1 − r2)−2K
(
1 − r
1 − 
)
dr ≈
∫ 1

|B ′(rei	)|2K
(
1 − r
1 − 
)
dr.
Proof. Note that for almost all ei	 ∈ D,
1 − |B(rei	)| |B(ei	) − B(rei	)| =
∣∣∣∣∣
∫ 1
0
B ′((t + (1 − t)r)ei	)(1 − r) dt
∣∣∣∣∣ .
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Using Minkowski’s inequality and a change of variables, we get
(∫ 1

(1 − |B(rei	)|2)2(1 − r2)−2K
(
1 − r
1 − 
)
dr
)1/2
2
∫ 1
0
(∫ 1

|B ′((t + (1 − t)r)ei	)|2K
(
1 − r
1 − 
)
dr
)1/2
dt
= 2
∫ 1
0
(∫ 1
t+(1−t)
|B ′(sei	)|2K
(
1 − s
(1 − t)(1 − )
)
ds
1 − t
)1/2
dt
2
(∫ 1

|B ′(sei	)|2K
(
1 − s
1 − 
)
ds
)1/2 (∫ 1
0
√
K((1 − t)−1)
dt√
1 − t
)
,
where we have used the estimate
K
(
1 − s
(1 − t)(1 − )
)/
K
(
1 − s
1 − 
)
K
(
1
1 − t
)
and 1−s1−1 if s1. By (2.6),
∫ 1
0
√
K (1/s)
ds√
s
=
∫ ∞
1
√
K(t)
dt
t3/2
< ∞.
Therefore
∫ 1

(1 − |B(rei	)|2)2(1 − r2)−2K
(
1 − r
1 − 
)
dr
∫ 1

|B ′(rei	)|2K
(
1 − r
1 − 
)
dr.
For the converse estimate, we just use Schwarz’s Lemma for B:
(1 − |z|2)|B ′(z)|1 − |B(z)|2, z ∈ D.
So, Lemma 5.1 is proved. 
The following are two consequences of Lemma 5.1 which will be used in the proof
of Theorem 5.1.
Corollary 5.1. Assume that (f) and (g) hold. Let B = ∏n1 Bj , where {Bj } are inner
functions. Then B ∈ QK if and only if Bj ∈ QK for j = 1, 2, . . . , n.
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Proof. If Bj ∈ QK for j = 1, 2, . . . , n, we use induction to prove that B ∈ QK (cf.
The proof of the equivalence of (i) and (ii) given above). On the other hand, since
|Bj | |B| for all j,
∫
S(I)
(1 − |Bj (z)|2)2(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)

∫
S(I)
(1 − |B(z)|2)2(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z).
It follows from the assumption B ∈ QK and Lemma 5.1 with  = 1 − |I | that the
supremum of the right-hand side number as I varies on D is ﬁnite. 
Corollary 5.2. Assume that (f) and (g) hold. Let  ∈ (0,∞), w ∈ D and let S,w(z) =
exp
(
 z+w
z−w
)
. Then S,w /∈ QK .
Proof. Let I be a subarc of D with the center at w ∈ D. Then we have
∫
S(I)
(1 − |S,w(z)|)2(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)
 1
4
∫
S(I)
(
1 − exp
(
−(1 − |z|)
4|I |2
))2
(1 − |z|)−2K
(
1 − |z|
|I |
)
dA(z)
 |I |
∫ 
4|I |
0
(1 − e−s)2s−2K
(
4s|I |

)
ds.
For |I |  , this is (modulo constants) bounded from below by

|I |
∫ 
4|I |
1
s−2K
(
4s|I |

)
ds = 4
∫ 1
4|I |

K(t)
dt
t2
→ ∞ as |I | → 0,
which can be shown by Lemma 2.3(ii) and (2.9). Note that if S,w ∈ QK , then the
supremum over I ⊂ D of the ﬁrst integral in the claim of inequalities above is ﬁnite.
This is a contradiction. It gives that S,w /∈ QK .
Now we return to prove the implication (i) ⇒ (iii) of Theorem 5.1. We assume that
the inner function B is in QK . This assumption implies by Theorem 3.1 that
sup
I⊂D
∫
S(I)
|B ′(z)|2K
(
1 − |z|
|I |
)
dA(z) < ∞.
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Applying Lemma 5.1, we deduce that
sup
I⊂D
∫
S(I)
(1 − |B(z)|2)2(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z) < ∞.
We claim that B must be a Blaschke product. In fact, we shall prove that if B is not a
Blaschke product, then it follows that B /∈ QK . We know that any inner function B can
be represented as a product of a constant  ∈ D, a Blaschke product and a singular
inner function which is generalized by a singular measure  on D and of the form
S(z) = exp
(∫
D
z + w
z − wd(w)
)
.
By Corollary 5.1 any inner function B containing S as a factor cannot be in QK if
S /∈ QK , which completes this part of the proof. 
Let us now prove that S /∈ QK . If S contains a factor S,w, it follows from Corollaries
5.1 and 5.2 that S /∈ QK . It remains to consider the case when  is nonatomic. Given
ei	 ∈ D, let
w(, 	) = sup
{
(I )
|I | : e
i	 ∈ I ⊂ D, |I |
}
.
We know that lim→0 w(, 	) = ∞ a.e. with respect to  (see also [R, Theorem 8.11]).
For any subarc I ⊂ D,
∫
S(I)
(1 − |S(z)|2)(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)

∫
S(I)
(
1 − exp
(
−(I )(1 − |z|
2)
4|I |2
))2
(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)
(I )|I |
∫ (I )
4|I |
0
(1 − e−s)2s−2K
(
4s|I |
(I )
)
ds
 (I )|I |
∫ (I )
4|I |
1
(
1 − 1
e
)2
s−2K
(
4s|I |
(I )
)
ds
= 4
(
e − 1
e
)2 ∫ 1
4|I |
(I )
K(t)
dt
t2
→ ∞ as (I )|I | → ∞.
On the other hand, if S ∈ QK , then the supremum of the ﬁrst term in this claim of
inequalities as I varies on D is ﬁnite. Thus we must have S /∈ QK . It follows that
the inner function B ∈ QK must be a Blaschke product.
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Now that B is a Blaschke product, we may assume that
B(z) = B({zn}, z) =
∞∏
n=1
|zn|
zn
zn − z
1 − znz .
It remains to prove that
∑∞
n=1 zn = d is a K-Carleson measure on D. Let
T1 = T1({zn}, z) =
∞∑
n=1
(1 − |zn|2)(1 − |z|2)
|1 − znz|2 ,
R = R({zn}, I ) =
∑
zn∈S(I)
(1 − |zn|2).
Since
log |B(z)|2 =
∞∑
n=1
log
(
1 − (1 − |zn|
2)(1 − |z|2)
|1 − zzn|2
)
 − T1({zn}, z) (5.1)
and we have assumed that B ∈ QK , the supremum over all subarcs I ⊂ D of the
ﬁrst integral in the following claim of inequalities is ﬁnite (also see Lemma 5.1 with
 = 1 − |I |). Assuming R > 8|I |, we have
∫
S(I)
(1 − |B(z)|2)2(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)

∫
S(I)
(1 − exp(−T1({zn}, z)))2 (1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)

∫
S(I)
(
1 − exp
(
−1 − |z|
2
8|I |2 R({zn}, I )
))2
(1 − |z|2)−2K
(
1 − |z|
|I |
)
dA(z)
|I |
∫ |I |
0
(
1 − exp
(
− t
8|I |2R({zn}, I )
))2
t−2K
(
t
|I |
)
dt
≈ |I |
∫ R
8|I |
0
(1 − e−s)2K
(
8s|I |
R
)
R
|I |2
ds
s2
 R|I |
∫ R
8|I |
1
K
(
8s|I |
R
)
ds
s2
≈
∫ 1
8|I |
R
K(t)
dt
t2
.
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Thus the ﬁnal integral is uniformly bounded. In other words, for all subarcs I ⊂ D
with |I | < R8 , we have R({zn}, I )|I |. If R8|I |, then the same conclusion is true.
We conclude that
∑∞
1 (1 − |zn|2)zn is a Carleson measure on D and thus have M1 =
supz∈ T1({zn}, z) < ∞ (cf. [G, Lemma VI 3.3]). Since
1 − e−t
t
 1 − e
−M1
M1
= C(M1), 0 tM1,
it follows from (5.1) that
1 − |B(z)|21 − exp (−T1({zn}, z)) C(M1)T1({zn}, z).
If (z) = (− z)/(1 − ¯z), then |B({zn}, (z))| = |B({(zn)}, z)| and hence
1 − |B ◦ (z)|2C(M1)T1({(zn)}, z).
Since B ∈ QK , we have
sup
∈D
∫
D
|(B ◦ )′(z)|2K
(
log
1
|z|
)
dA(z) < ∞. (5.2)
By Theorem 3.1 we know that (5.2) can be replaced by the equivalent condition
sup
∈D
∫
D
|(B ◦ )′(z)|2K(1 − |z|2) dA(z) < ∞. (5.3)
From Lemma 5.1, we see that∫
D
|(B ◦ )′(z)|2K(1 − |z|2) dA(z)

∫
D
(1 − |B ◦ (z)|2)2K(1 − |z|
2)
(1 − |z|2)2 dA(z)

∫
D
T1({(zn)}, z)2K(1 − |z|
2)
(1 − |z|2)2 dA(z)

∞∑
n=1
(1 − |(zn)|2)2
∫
D
K(1 − |z|2)
|1 − z¯(zn)|4 dA(z). (5.4)
We claim that
∫
D
K(1 − |z|2)
|1 − zw¯|4 dA(z)
K(1 − |w|2)
(1 − |w|)2 , w ∈ D. (5.5)
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Fig. 1.
To see this, we go to the upper half-plane D and consider
∫
S(I)
K(y)
|z − w¯|4 dA(z),
where z = x + iy and S(I) ⊂ D is the Carleson square constructed for w ∈ D as in
Fig. 1.
Integrating over the upper half of S(I), we obtain
∫
S(I)
K(y)
|z − w¯|4 dA(z)K
(w
2
)
(w)2
(w)4 ≈
K
(
w
)
(w)2 , w ∈ D,
which is equivalent to (5.5). Thus (5.3) and (5.4) yield
sup
∈D
∞∑
n=1
K(1 − |(zn)|2) < ∞,
which according to Corollary 3.1(ii) implies that ∑∞n=1 zn is a K-Carleson measure
on D.
It remains to prove that (iii) implies (i). Suppose B is a Blaschke product with {zn}
being its zeros and
∑∞
n=1 zn being a K-Carleson measure on D. Then we assume once
again that
B(z) = B({zn}, z) =
∞∏
n=1
|zn|
zn
zn − z
1 − znz .
Clearly, B is a Bloch function, and furthermore,
sup
z∈D
(1 − |z|2)|(B ◦ )′(z)| = sup
z∈D
(1 − |z|2)|B ′(z)| = ‖B‖B.
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Note that
∣∣∣∣B ′(z)B(z)
∣∣∣∣ 
∞∑
n=1
1 − |zn|2
|zn − z||1 − znz|
and thus that
|B ′(z)|
∞∑
n=1
1 − |zn|2
|1 − znz|2 .
Consequently,
|B ′({(zn)}, z)|
∞∑
n=1
1 − |(zn)|2
|1 − z(zn)|2
.
Hence ∫
D
|(B ◦ )′(z)|2K(1 − |z|2) dA(z)
‖B‖B
∫
D
|(B ◦ )′(z)|K(1 − |z|
2)
1 − |z|2 dA(z)
‖B‖B
∞∑
1
(1 − |(zn)|2)
∫
D
K(1 − |z|2)
(1 − |z|)|1 − z(zn)|2
dA(z). (5.6)
We claim that
∫
D
K(1 − |z|2)
(1 − |z|)|1 − zw¯|2 dA(z)
K(1 − |w|2)
1 − |w|2 . (5.7)
To verify this, we ﬁrst choose a small number  > 0 and consider the case |w|1−.
Then
|1 − zw¯|, z ∈ D
and by (f),
∫
D
K(1 − |z|2)
(1 − |z|)|1 − zw¯|2 dA(z)
2
2
∫ 1
0
K(s)
ds
s
< ∞.
By Lemma 3.2(ii) we know that an inequality of type (5.7) holds with a constant
depending on  whenever |w|1 − .
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In what follows, we assume that |w| > 1 − . We consider the Carleson box
S = {z ∈ D : 1 − |z| < 2, | arg(zw¯)| < }.
If z ∈ D \ S, then |1 − zw¯|, and the same estimate as above shows that
∫
D\S
K(1 − |z|2)
(1 − |z|)|1 − zw¯|2 dA(z)
−2
∫ 1
0
K(s)
ds
s
< ∞.
Again, we get an estimate of type (5.7).
It remains to discuss the integral over S. For simplicity, we go to the upper half-plane
and prove (with a slight change of notation)
∫
S
K(y)
y|z − w¯|2 dA(z)
K(w)
w , z = x + iy, w ∈ D.
Without loss of generality, we may assume that w = 0 and that w = i,  > 0. We
write S = S1 ∪ S2 ∪ S3, where
S1 = {x + iy : 0 < y2, |x|},
S2 = {x + iy : 2 < y < 2, |x|},
S3 = {x + iy : 0 < y < 2,  < |x| < }.
Then by (2.8) and (2.9) we have
∫
S1
K(y)
y|z − w¯|2 dA(z)
=
∫ 2
0
(∫
|x|<
dx
x2 + (y + )2
)
K(y)
y
dy
2
∫ 2
0
K(y)
y(y + )dy
 2

∫ 2
0
K(y)
y
dy
K()

,
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∫
S2
K(y)
y|z − w¯|2 dA(z)
=
∫ 2
2
(∫
|x|<
dx
x2 + (y + )2
)
K(y)
y
dy
2
∫ 2
2
K(y)
y(y + )2 dy

∫ 2
2
K(y)
y2
dy
K()

and
∫
S3
K(y)
y|z − w¯|2 dA(z)
= 2
∫ 2
0
(∫ 

dx
x2 + (y + )2
)
K(y)
y
dy

∫ 2
0
K(y)
y(y + )dy

(
1

∫ 
0
K(y)
y
dy +
∫ 2

K(y)
y2
dy
)
K()

.
Putting these estimates about the integrals over Sk , k = 1, 2, 3 together, we ﬁnd
∫
S
K(y)
y|z − w¯|2 dA(z)
K()

.
Therefore, (5.7) holds with |w| > 1 −  and so with all w ∈ D. Choosing w = (zn)
in (5.7), we obtain by (5.6) that
sup
∈D
∫
D
|(B ◦ )′(z)|2K(1 − |z|2) dA(z)‖B‖2B sup
∈D
∞∑
n=1
K(1 − |(zn)|2) < ∞,
and we conclude by Theorem 3.1 that B ∈ QK . Now, the proof is complete. 
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6. Absolute values
Unlike using derivative f ′(z) on D and difference f ()−f () on D, in this section
we employ |f (z)| on D ∪ D to investigate each QK space.
Theorem 6.1. Let K satisfy (f) and (g) with
K˜(|z|2) = 
2
K(1 − |z|2)
zz¯
, z ∈ D.
Set
dz() =
1 − |z|2
2|− z|2 |d|, z ∈ D,  ∈ D.
Let f ∈ H 2 with f /≡ 0. Then the following are true:
(i) f ∈ QK if and only if
sup
w∈D
∫
D
(∫
D
|f |2 dz − |f (z)|2
)
K˜
(|w(z)|2)|′w(z)|2 dA(z) < ∞.
(ii) Given 0 a.e. on D, log ∈ L1(D) and  ∈ L2(D),
O(·) = exp
(∫
D
+ ·
− · log()
|d|
2
)
∈ QK
if and only if
sup
w∈D
∫
D
(∫
D
2 dz − exp
(∫
D
log2 dz
))
×K˜(|w(z)|2)|′w(z)|2 dA(z) < ∞.
(iii) f ∈ QK if and only if f = IO, where I is an inner function and O is an outer
function in QK for which
sup
w∈D
∫
D
|O(z)|2(1 − |I (z)|2)K˜(|w(z)|2)|′w(z)|2 dA(z) < ∞.
Proof. (i) From Theorem 3.1 it follows that f ∈ QK is equivalent to
sup
w∈D
∫
D
|(f ◦ w)′(z)|2K(1 − |z|2) dA(z) < ∞. (6.1)
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Since lim|z|→1 K(1 − |z|2) = 0, an application of Green’s theorem (cf. [G, p. 236])
implies that for  ∈ D,
K(1 − ||2) = 1
2
∫
D
2K(1 − |z|2)
zz¯
log
∣∣∣ − z
1 − ¯z
∣∣∣ dA(z). (6.2)
Note also that (cf. [G, p. 238, (3.3)])
∫
D
|f ′(z)|2 log
∣∣∣ − z
1 − ¯z
∣∣∣ dA(z) = ∫
D
|f |2 d − |f ()|2. (6.3)
So, Fubini’s theorem, (6.2) and (6.3) give
∫
D
|f ′(z)|2K(1 − |z|2) dA(z)
= 1
2
∫
D
(∫
D
|f |2 dz − |f (z)|2
)
K˜(|z|2) dA(z). (6.4)
Consequently, (6.4) and (6.1) yield that f ∈ QK if and only if
sup
w∈D
∫
D
(∫
D
|f ◦ w|2 dz − |(f ◦ w)(z)|2
)
K˜(|z|2) dA(z) < ∞. (6.5)
Because dz is Möbius invariant in the sense of
dz() = dw(z)(w()), z ∈ D, w ∈ D,  ∈ D,
the change of variables: z → w(z), along with (6.5), just establishes the desired
equivalence.
(ii) This follows from (i) with f = O, as well as
∫
D
|O|2 dz − |O(z)|2 =
∫
D
2 dz − exp
(∫
D
log2 dz
)
,
which is valid for all z ∈ D; see also [D].
(iii) Because f is a member of H 2 with f /≡ 0, f must be of the form IO (cf. [G,
p. 74, Corollary 5.7]), where I is an inner function and O is an outer function of H 2
(cf. [G, p. 67, Theorem 4.6]); that is, O ∈ H 2 with O /≡ 0 and
|O(z)| = exp
(∫
D
log |f ()| dz()
)
, z ∈ D.
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A simple computation leads to∫
D
|IO|2 dz − |I (z)O(z)|2 =
∫
D
|O|2 dz − |O(z)|2 + |O(z)|2(1 − |I (z)|2).
Thanks to the fact that |I (z)|1 for all z ∈ D, f ∈ QK is equivalent to the fact that
O lies in QK and |O|2(1 − |I |2) insures
sup
w∈D
∫
D
|O(z)|2(1 − |I (z)|2)K˜(|w(z)|2)|′w(z)|2 dA(z) < ∞.
The proof is complete. 
Given a function 0 a.e. on D (with respect to the Lebesgue measure on D).
We are motivated by Theorem 6.1 to ask: is there an f ∈ QK such that |f | =  a.e.
on D? The answer to this question is given below.
Corollary 6.1. Let K satisfy (f) and (g). Let 0 a.e. on D be such that log ∈
L1(D) and  ∈ L2(D). Then there exists a function f ∈ QK such that |f | =  a.e.
on D if and only if
sup
w∈D
∫
D
(∫
D
2 dz − exp
(∫
D
log2 dz
))
K˜
(|w(z)|2)|′w(z)|2 dA(z) < ∞.
Proof. If the last estimate holds, then by Theorem 6.1(ii) we get that O ∈ QK . Since
|O| =  a.e. on D, f = O is the desired outer function. Conversely, let f ∈ QK
be such that |f | =  a.e. on D. Then f ∈ H 2 with f /≡ 0, and hence f = IO where
I and O are inner and outer functions associated with f, respectively. Note that
|O(z)| = exp
(∫
D
log |f | dz
)
= exp
(∫
D
log dz
)
, z ∈ D.
Note also that
|f | = |O| =  a.e. on D and |f | = |IO| |O| on D.
So, from Theorem 6.1(i) we derive that O ∈ QK with
∫
D
(∫
D
2 dz − exp
(∫
D
log2 dz
))
K˜
(|w(z)|2)|′w(z)|2 dA(z)
=
∫
D
(∫
D
|O|2 dz − |O(z)|2
)
K˜
(|w(z)|2)|′w(z)|2 dA(z)

∫
D
(∫
D
|f |2 dz − |f (z)|2
)
K˜
(|w(z)|2)|′w(z)|2 dA(z) < ∞.
Therefore, the desired inequality follows. 
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Theorem 6.1 has actually indicated that QK has the f-property; that is,
Corollary 6.2. Let f ∈ H 2 be such that f /≡ 0 and f/I ∈ H 2 for an inner function
I. If f ∈ QK then f/I ∈ QK .
Proof. Since f = (f/I)I , Corollary 6.2 follows from Theorem 6.1(iii). 
In addition, Theorem 6.1 can be used to construct outer functions in QK and hence
to represent every QK -function via the ratio of two H∞ functions in QK .
Corollary 6.3. If f ∈ QK , then there are f1, f2 in H∞ ∩ QK such that f = f1/f2.
Proof. Suppose f ∈ QK is such that f /≡ 0 (otherwise there is nothing to argue). Let
IO be the inner–outer factorization of f as in Theorem 6.1(iii). For z ∈ D deﬁne two
outer functions induced by the outer function O as follows:
O+(z) = exp
(∫
D
+ z
− z log(max{|O()|, 1})
|d|
2
)
and
O−(z) = exp
(∫
D
+ z
− z log(min{|O()|, 1})
|d|
2
)
.
It is clear that O− and 1/O+ lie in H∞. A key observation is
O = O+O−, |O−| |O| and O+ = 0 on D.
To simplify notation, we put
E(, z) =
∫
D
 dz − exp
(∫
D
log dz
)
for 0 a.e on D with , log ∈ L1(D).
Since dz is a probability measure on D, from Aleman’s Lemma 2.7 in [A] it turns
out that
E(|O+|2, z)E(|O|2, z); E(|O−|2, z)E(|O|2, z), z ∈ D. (6.6)
Notice that f can be rewritten as
f = IO+O− = (IO−)/(1/O+) = f1/f2 where f1 = IO− and f2 = 1/O+.
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Accordingly, it sufﬁces to verify that both f1 and f2 are members of QK . On the one
hand, f2 ∈ QK is obvious. As a matter of fact, owing to
f ′2 = −O ′+/O2+ and |O+|1 on D,
it follows from (6.6) and Theorem 6.1(i) that O+ ∈ QK and hence f2 ∈ QK. On the
other hand, f1 ∈ QK follows from Theorem 6.1(iii) and from the estimates below.∫
D
|O−|2 dz − |I (z)O−(z)|2
=
∫
D
|O−|2 dz − |O−(z)|2 + |O−(z)|2(1 − |I (z)|2)
= E(|O−|2, z) + |O−(z)|2(1 − |I (z)|2)
E(|O|2, z) + |O(z)|2(1 − |I (z)|2)
=
∫
D
|O|2 dz − |O(z)|2 + |O(z)|2(1 − |I (z)|2)

∫
D
|f |2 dz − |f (z)|2.
Here we have used f = IO and the second inequality of (6.6). The proof is
complete. 
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