INTRODUCTION
One of the biggest challenges in the evaluation of information access systems is the limited access to real user interactions that would allow testing research hypotheses in a large scale. In order to address this issue, the idea of a living lab has been proposed (e.g., [15, 3, 4] ), i.e., the provision of a shared experimental environment and real users to test information access approaches.
An example living lab is CLEF NEWSREEL 1 [13] , a campaign-style evaluation lab on news recommendation in real-1 http://clef-newsreel.org/ time which is organized as part of CLEF 2014. Within this lab, researchers can benchmark news recommendation techniques in real-time by recommending news articles to actual users that visit commercial news portals to satisfy their individual information needs, i.e., participants are facing real users in a living lab environment. Participants are given the opportunity to develop news recommendation algorithms and have them tested by potentially millions of users over the period of one year, or even longer. In this demo paper, we describe the infrastructure that is provided to enable this use case. We argue that this demo can shed light on the successful implementation of living labs.
The paper is structured as follows. In Section 2, we provide an overview of related work. Section 3 briefly introduce the CLEF NEWSREEL living lab scenario. Section 4 describes the open recommendation platform. In Section 5, we discuss the application of this platform.
RELATED WORK
Recommender systems are specific types of information access systems that focus on proactively assisting users in finding items (e.g., books, music, videos) that they were not looking for. This proactive element sets them apart from traditional information retrieval (IR) systems that passively provide information based on users' search queries. Despite this difference, the evaluation of both IR and recommender systems is based on protocols developed for the evaluation of digital libraries. Robertson and Hancock-Beaulieu [19] distinguish between two evaluation methodologies for digital libraries: system-driven evaluation and user-oriented evaluation. In the context of recommender systems, Gunawardana and Shani [12] refer to offline and online evaluation.
System-driven evaluation is based on the work of Cleverdon et al. [8] , who promoted the use of test collections and closed laboratory environments to test parameters and algorithms. Given the success of the Text REtrieval Conference (TREC) [23] , system-driven evaluation is the most dominant methodology to evaluate IR systems. In the recommender systems domain, various datasets have been released (e.g., [6, 9, 11, 24] ) that allow system-driven -or offline -evaluation. Here, the most commonly used dataset consists of movie ratings which were released in the context of the Netflix Challenge [5] .
User-oriented, or online evaluation, focuses more on evaluation in a realistic and operational environment. Differing from system-centered evaluation, no experimental restrictions with respect to users' search tasks, relevance assessments or other constraints are applied, i.e., users are using information access systems to satisfy their own information need. Shani and Gunawardana [21] argue that online evaluation provides the strongest evidence on how well a recommender systems performs. Consequently, user-oriented evaluation plays an important role in the evaluation of recommender systems (e.g., [17] ). A protocol for user-oriented evaluation, referred to as A/B testing, is outlined by Amatriain [2] . For an A/B test, users are split into different groups, each group interacting with a variant of a recommender system. By observing their behavior with these systems, conclusions about the quality of the recommendations can be drawn. Although the protocol is rather simple, it comes with a major drawback. In order to get meaningful results, a large user base is required. While this is no problem for commercial providers, the lack of access to actual users hinders research at universities significantly.
Addressing this issue, Kelly et al. [15] argue for the implementation of a living lab that brings together researchers and users "to facilitate ISSS [Information-Seeking Support System] evaluation". Pirolli [18] argues that such living labs could attract researchers from many different domains. Although the idea has been discussed on multiple occasions (e.g., [14, 1, 4] ), living labs for the evaluation of information retrieval evaluation have not been established yet.
A first proposal for a living lab for information retrieval research is proposed by Azzopardi and Balog [3] who define an infrastructure that allows different parties to interact with each other. Moreover, they illustrate how this infrastructure can be used in a specific use case. Although their work can be considered to be a key contribution for the definition of living labs, their work remains theoretical. In this paper, we introduce the application of a living lab for the benchmarking of news recommendation algorithms in real time. Within this living lab, different parties interact with each other using a shared infrastructure: Users visit news portals of commercial providers, these visits are reported to researchers whose task is to identify other news articles of this provider which are then recommended to the user for further reading. To the best of our knowledge, it is the first living lab for the evaluation of information access systems. An overview of this living lab is provided in the next section.
THE CLEF NEWSREEL LIVING LAB
CLEF NEWSREEL [13] is a campaign-style living lab that is organized as part of CLEF 2014. It is a continuation of the News Recommender Systems challenge [22] which was organized in conjunction with ACM RecSys 2013.
In the NEWSREEL scenario, users visit a commercial news portal and read an online article. On the bottom of the page, they find a small widget box labelled "You might also be interested in", "Recommended articles", or similar where they can find a list of recommended news articles. Dependent on the actual content provider, these recommendations often consist of a small picture and accompanying text snippets.
While some publishers provide their own recommendations, more and more providers rely on the expertise of external companies such as plista 2 who do provide such recommendation services. plista is a company that runs a content and ad recommendation service on thousands of premium websites (e.g., news portals, entertainment portals). In or-2 http://www.plista.com/ der to outsource this recommendation task to plista, the publishers firstly have to inform them about newly created articles and updates on already existing articles on their news portal. In addition, whenever a user visits one of these online articles, the content provider forwards this request to plista. These clicks on articles are also referred to as impressions. Plista then determines related articles which are then forwarded to the user and displayed in above mentioned widget box as recommendations. Having a large customer base, plista processes millions of user visits in real time on a daily basis.
In the context of the NEWSREEL lab, plista grants participating research teams access to a certain amount of these requests. The lab consists of two tasks. In the first task, participants have to predict clicks in a comprehensive dataset [16] that has been recorded in June 2013. The dataset includes both user and item features along with interactions in between them. Interactions are characterized as either clicks (a user clicked on a recommended article) or impressions (a user reads an article). Figure 1 visualizes the number of impressions over time for an exemplary news domain. A preliminary analysis of the dataset is provided by Esiyok et al. [10] . In the second task, participants are asked to provide recommendations in real-time for actual users, i.e., the list of related articles is not determined by plista, but by the participating research teams. The communication between the participants and plista, as well as the monitoring and evaluation is handled by the Open Recommendation Platform (ORP) which is outlined in the next section.
THE OPEN RECOMMENDATION PLAT-FORM
The distributed Open Recommendation Platform 3 (ORP) is capable of delivering different recommendation implementations and to take track of the recommender results. The platform was opened either to allow researchers to try out their ideas in a real world scenario or to profit from the research community by connecting their expertise. The best algorithms are chosen in real-time using a multi-armed bayesian bandit [20] . The different results of many recommenders might be blended together in the future. There are a dozen of premium publishers already activated for researchers. After researchers register for the service, they need to provide a server address on which their implementation of a recommender is running.
Requests
ORP will send requests using HTTP POST requests including item updates, event notifications and recommendation requests. Event notifications are the actual user interactions, i.e., users' visits, referred to as impressions, to one of the news portals that rely on the plista service, or clicks to one of the recommended articles. The item updates include information about the creation of new pages on the content providers' server and it allows participants to provide content-based recommendations. Recommender algorithms and evaluation models can also be build on top of the context, which includes the user id provided by a cookie, publisher id, browser, device, operating system and more, either from the http context or additionally being enhanced by plista using categorization heuristics and classifiers. Expected responses to the recommendation requests are related news article from the same content provider, which are then provided as recommendations to the visitors of the page. These recommendations are usually displayed at the end of an article.
Since recommendations need to be provided in real-time, the expected response has to be send within 100ms, i.e., recommenders have to be quick. If too much time is lost due to network latency (e.g., when the participant has a slow internet connection or is physically remote from the ORP server), the algorithms can also be installed on a server provided by plista.
Data Format
The API uses JSON for data encoding. The contextual data in the ORP is represented through vectors. They are identified by numeric IDs and are associated with elements of various data types. Vectors allow to describe an object by layering attributes. All vectors belong to one of two classes: input vectors or output vectors. Input vectors describe the context of events and messages and may be used by a partner for contextual optimization. Input vectors are static and can not be modified. Output vectors are used to convey information about calculation results. During transmission, vectors are grouped together by their type and packaged in a map where the key is the vector ID and the value is the associated value of the vector (depending on its type). The vectors group maps are again grouped together depending on their class. For further details about the data format, the reader is referred to [7] .
Graphical User Interface
When logging in, the participants can see their algorithms' performance over time. Performance is measured in impres-sions, clicks and click-through rate (CTR) per day. An impression record is created whenever a user reads an article and the participant received a request to provide recommendations for this visit. Clicks represent users following links to articles that have been recommended while reading a news article. CTR is defined as the ratio of clicks over impressions. A screenshot of the ORP GUI is shown in Figure 2 .
DISCUSSION AND CONCLUSION
In this demo, we showcase the underlying technology that allows us to run a living lab on real-time news recommendation. The platform has been used to run a news recommender challenge, co-located with ACM RecSys'13. To reduce the efforts for the campaign-style living lab that is part of CLEF'14 a basis implementation on top the Apache Mahout framework is available 4 . We argue that the underlying infrastructure can serve as a prototypical implementation of other living labs that support further research in the evaluation of information access systems.
