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The ground state of Bose-Einstein condensates with attractive particle interaction is metastable.
One of the decay mechanisms of the condensate is a collapse by macroscopic quantum tunneling,
which can be described by the bounce trajectory as solution of the time-dependent Gross-Pitaevskii
equation in imaginary time. For condensates with an electromagnetically induced gravity-like in-
teraction the bounce trajectory is computed with an extended variational approach using coupled
Gaussian functions and simulated numerically exact within the mean-field approach on a space-time
lattice. It is shown that the variational computations converge very rapidly to the numerically exact
result with increasing number of Gaussians. The tunneling rate of the condensate is obtained from
the classical action and additional parameters of the bounce trajectory. The converged variational
and numerically exact results drastically improve by several orders of magnitude the decay rates
obtained previously with a simple variational approach using a single Gaussian-type orbital for the
condensate wave function.
PACS numbers: 03.75.Hh, 34.20.Cf, 34.80.Qb, 04.40.b
I. INTRODUCTION
The macroscopic occupation of the bosonic ground
state of ultracold quantum gases has been predicted by
Bose and Einstein. At least since the first realization
of Bose-Einstein condensates (BECs) in 1995 [1–3] they
are a central part of experimental and theoretical atomic
physics. In a cold diluted Bose gas the particles interact
via short-range contact interactions determined by the
s-wave scattering length a, which can be experimentally
varied with the help of Feshbach resonances. In addition
long-range interactions exist, e.g., in dipolar condensates
[4], or in condensates with an attractive 1/r interaction,
which have been proposed to be electromagnetically in-
duced with a setup of six laser triads [5]. The condensates
are typically held in a harmonic trap, however, in case of
an attractive 1/r interaction the BEC can be self-trapped
[5, 6], which means that no external trap is needed.
When the scattering length of the contact interaction
is varied, the stable ground state plus an unstable ex-
cited state of a BEC with attractive 1/r interaction are
created in a tangent bifurcation at a critical scattering
length a = acr [6, 7]. Below the critical scattering length
the contact interaction is so attractive that the conden-
sate collapses and no stationary state does exist [8]. The
collapse of the condensate, e.g., induced by thermal exci-
tations [9–12], is also possible at scattering lengths above
the bifurcation point. However, even without thermal
excitations, i.e., at zero temperature T = 0, the ground
state of the condensate is only a metastable state and
can collapse by macroscopic quantum tunneling as long
as the contact interaction is attractive. The process can
be described by using the bounce trajectory as outlined
by Stoof [13] and by Freire and Arovas [14].
The aim of the present paper is a thorough investi-
gation and computation of the bounce trajectory of a
BEC. It has been shown that the stationary states of
the GPE can be excellently described with an extended
variational approach using coupled Gaussian functions
[15, 16]. Here we will demonstrate that computations
with coupled Gaussians are also a full-fledged alterna-
tive to simulations on a space-time lattice to obtain the
bounce trajectory which describes the macroscopic quan-
tum tunneling of the BEC. We apply the formalism to a
self-trapped BEC with an attractive 1/r interaction. On
the one hand the symplicity of this spherically symmetric
system allows for an intuitive access to the bounce tra-
jectory similar to the one-dimensional potential picture
used by Stoof [13] and Freire et al. [14, 17]. On the other
hand we can show that it is possible to include long-range
interactions into the instanton formalism for BECs. The
theory presented in this article can be applied to more
realistic dipolar condensates [4] as well since their de-
scription does not contain a conceptional difference.
The paper is organized as follows. The basic concepts
are briefly outlined in Sec. II. In Sec. III A the time-
dependent variational principle (TDVP) is applied to an
ansatz of coupled Gaussians for the wave functions in
imaginary time. Periodic solutions of the equations of
motion for the variational parameters are obtained by
application of a multi-shooting algorithm, which con-
verge with increasing period to the bounce trajectory.
In Sec. III B the method for exact numerical simulations
on space-time lattices is elaborated. The results of both
methods are presented and compared in Sec. IV. Con-
cluding remarks and an outlook are given in Sec. V.
II. BASIC CONCEPTS
For condensates without long-range interactions the
macroscopic quantum tunneling has been investigated
by Stoof [13] using a variational approach with a single
Gaussian function as a simple approximation. For a self-
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2trapped BEC with an attractive 1/r interaction instead
of an external harmonic potential the ideas outlined in
Ref. [13] can briefly be summarized as follows. Starting
from the many-body Schro¨dinger equation a mean-field
approach leads to the time-dependent nonlinear Gross-
Pitaevskii equation (GPE)
i
d
dt
ψ(r, t) = [−∆ + Vc(r, t) + Vu(r, t)]ψ(r, t) (1)
with the contact and long-range potentials
Vc(r, t) = 8piNa |ψ(r, t)|2 , (2)
Vu(r, t) = −2N
∫
d3r′
|ψ(r′, t)|2
|r − r′| , (3)
where a is the scattering length, N is the number of
bosons, and “natural” units [6] were used. Lengths are
measured in units of au = ~2/(mu), energies in units of
Eu = ~2/(2ma2u), and times in units of tu = ~/Eu, where
u determines the strength of the atom-atom interaction
[5], and m is the mass of one boson. Exploiting the scal-
ing properties presented in Ref. [6] and introducing the
scaled variables
(r˜, a˜, t˜, ψ˜) = (Nr, N2a,N2t˜, N−3/2ψ) (4)
the GPE keeps the form given in Eq. (1), however, with
the particle number in the potentials Vc and Vu in Eqs. (2)
and (3) formally set to N = 1. Note that the scaled GPE
for the self-trapped BEC only depends on one parameter,
viz. the scaled scattering length. In the following we use
the scaled variables unless otherwise stated and omit the
tilde.
Using a Gaussian-type orbital
ψ(r, t) = 4
[
2
3piq(t)2
]3/4
exp
{[
− 4
3q(t)2
+ i
p(t)
2q(t)
]
r2
}
(5)
normalized to ||ψ||2 = 1 as a simple variational ansatz for
the condensate wave function the TDVP can be applied,
and it can be shown [8] that the parameters q and p obey
the canonical equations of motion
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
, (6)
with the Hamiltonian H(q, p) = p2 + V (q) and the po-
tential
V (q) =
9
4q2
+
√
3
pi
3a
2q3
−
√
3
pi
1
q
. (7)
Important features of the BEC can be simply obtained,
at least qualitatively, from the potential V (q) shown in
Fig. 1(a). For scattering lengths a < acr = −3pi/8 =
−1.1781 the potential V (q) does not possess any station-
ary points, i.e., the condensate collapses. For acr < a < 0
two stationary points exist, the local minimum at q =
-0.2
-0.15
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-0.05
 0
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FIG. 1. (Color online) (a) Potential V (q) of a self-trapped
BEC with attractive 1/r interaction at various values of the
scattering length a. (b) Scheme of the inversion of the poten-
tial and the periodic orbits approaching the bounce trajectory.
qmin and maximum at q = qmax of the potential indi-
cate the stable ground state and the unstable excited
state, with V (qmin) and V (qmax) the mean-field energies
Emf = 〈ψ| −∆ + 12 (Vc +Vu)|ψ〉 of the two states, respec-
tively.
From Fig. 1(a) it is obvious that the potential V (q) at
small values of q drops below the mean-field energy of
the ground state. The path through the potential bar-
rier connecting the position of the ground state and the
collapsing region [see the arrow in Fig. 1(a)] is classically
forbidden. In quantum mechanics, however, the barrier
can be crossed by a tunneling process, which is described
by propagation along that path, called the bounce trajec-
tory, in imaginary time. The decay rate of the metastable
ground state depends on parameters of the bounce tra-
jectory.
In the mean-field approach the many-body ground
state is the product of N identical one-particle wave func-
tions, and thus the collapse of a BEC requires the col-
lective tunneling of all N bosons. As a consequence for
macroscopic quantum tunneling an effective Planck con-
stant ~/N must be used in the formula for the decay rate
3Γ0. The final result derived by Stoof [13] reads
Γ0 =
√
Nmω0v20
pi~
e−
N
~ Sb (8)
where
Sb = 2
∫ qmin
qb
√
V (q)− V (qmin)dq (9)
is the Euclidean action of the bounce trajectory (with
the turning points qb and qmin) in imaginary time it→ τ
running in the inverted potential (7), i.e., V (q)→ −V (q)
as illustrated in Fig. 1(b). The parameter ω0 is the fre-
quency of oscillations in the potential minimum around
q ≈ qmin given by
ω0 =
1
m
V ′′(qmin) , (10)
and v0 is defined by the condition that the bounce trajec-
tory approaches the maximum of the inverted potential
−V (q) [see Fig. 1(b)] in the limit τ → ±∞ as
q(τ) ∼ qmin − v0
ω0
e−ω0|τ | . (11)
The computation of the decay rate Γ0 in Eq. (8) with
the parameters Sb, ω0, and v0 of the bounce trajectory
as explained above is only a rough approximation for
the following two reasons. Firstly, the ansatz with a
single Gaussian function in Eq. (5) cannot describe the
true condensate wave function. The variational solutions
significantly deviate from those found in full numerical
simulations even for the stationary ground and excited
state [6, 7]. Secondly, the true solution of the GPE (1)
can fluctuate around both the stationary ground state
and the time-dependent bounce trajectory. The modes
of these fluctuations are described, in leading order, by
the Bogoliubov-de Gennes equations [18]. In Eq. (8) only
fluctuations along the direction of the path are consid-
ered, i.e., for a system with only one degree of freedom.
The true condensate wave function has many degrees of
freedom, which allows for fluctuations perpendicular to
the direction of the path. The fluctuation determinant
resulting from those additional degrees of freedom is not
accounted for by Eq. (8).
The method proposed by Stoof [13] requires the de-
scription of the bounce trajectory with canonical vari-
ables and the Hamiltonian formalism. Such a descrip-
tion is, however, restricted to a variational ansatz for the
condensate wave function with a single Gaussian function
as in Eq. (5), and thus any improvement of the simple
variational approach is a nontrivial task.
A decisive step for the improvement of the bounce tra-
jectory approach was achieved by Freire and Arovas [14].
They found a way to compute the bounce process beyond
the interpretation in terms of a classical trajectory by ap-
plying the instanton formalism to a BEC in a harmonic
trap without long-range interaction. The bounce trajec-
tory was simulated numerically on a space-time lattice
without any restriction to the wave function.
To solve the GPE (1) in imaginary time it→ τ the two
fields ψ(r, τ) and ψ¯(r, τ) are introduced, which obey the
equations
− d
dτ
ψ(r, τ) = Hψ(r, τ) ,
d
dτ
ψ¯(r, τ) = Hψ¯(r, τ) , (12)
with
H(r, τ) = −∆ + Vc(r, τ) + Vu(r, τ)− µ , (13)
Vc(r, τ) = 8piNaψ¯(r, τ)ψ(r, τ) , (14)
Vu(r, τ) = −2N
∫
d3r′
ψ¯(r′, τ)ψ(r′, τ)
|r − r′| . (15)
Note that µ is a free parameter in Eq. (13) and the func-
tion ψ¯(r, τ) in imaginary time plays the role of the com-
plex conjugate ψ∗(r, t) in real time dynamics. The prob-
ability density is given by ψ¯ψ and the norm defined by∫
ψ¯(r, τ)ψ(r, τ)d3r is conserved. The bounce trajectory
(with real valued ψ and ψ¯) must fulfill the boundary con-
ditions [14, 17]
ψ¯(r, τ) = ψ(r,−τ) , (16)
lim
τ→±∞ ψ¯(r, τ) = limτ→±∞ψ(r, τ) ≡ ψg(r) , (17)
with ψg(r) the wave function of the stationary ground
state. The Euclidean action of a periodic trajectory in
imaginary time with period β is given by
Se =
∫ β/2
−β/2
dτ
∫
d3r
{
ψ¯
d
dτ
ψ −H
}
, (18)
with the associated Hamiltonian density
H = −∇ψ¯∇ψ + 4pia (ψ¯ψ)2 − ∫ d3r′ψ′ψ¯′ψψ¯|r − r′| . (19)
Due to the symmetry (16) of ψ and ψ¯ and the behavior of
Se[qb] and Se[q0] the difference ∆Se = Se[qb]−Se[q0] be-
tween the actions of the bounce trajectory and the fixed
point is obtained as [14]
∆Se =
∫ β/2
0
dτ
∫
d3r
{
ψ¯
d
dτ
ψ − ψ d
dτ
ψ¯
}
. (20)
Within the mean-field approach the formalism allows, in
principle, for the exact computation of the bounce tra-
jectory and related parameters needed as input for the
calculation of the decay rate of the BEC in Eq. (8) with-
out resort to the ansatz (5) and any canonical variables.
III. CALCULATION OF THE BOUNCE
TRAJECTORY
The computation of the exact bounce trajectory which
describes within the mean-field approach the macroscopic
4quantum tunneling of a metastable BEC is the central is-
sue of this paper. We first introduce in Sec. III A the ex-
tended variational approach with coupled Gaussian func-
tions, and then in Sec. III B the numerical simulations on
space-time lattices. The derivations are presented for a
self-trapped BEC with attractive 1/r interaction, where
the condensate wave function is spherically symmetric.
A. Variational approach with coupled Gaussians
The variational ansatz with a single Gaussian func-
tion in Eq. (5) cannot exactly reproduce the true conden-
sate wave function. However, it has been shown that an
extended variational approach with coupled Gaussians
yields excellent results for both the stationary ground
and excited state of the BEC [16]. Only very few (about
three to five) coupled Gaussians are sufficient to achieve
convergence of the wave function, the mean-field energy,
and the chemical potential to those obtained in numeri-
cal computations on grids. We therefore will use a varia-
tional approach with coupled Gaussians also for the cal-
culation of the bounce trajectory. For the dynamical cal-
culations in imaginary time we write both functions ψ
and ψ¯ as superpositions of Ng Gaussian functions,
ψ(r, τ) =
Ng∑
k=1
e−[Ak(τ)r
2+γk(τ)] ≡
Ng∑
k=1
gk , (21a)
ψ¯(r, τ) =
Ng∑
k=1
e−[A¯k(τ)r
2+γ¯k(τ)] ≡
Ng∑
k=1
g¯k . (21b)
The 4Ng time-dependent variational parameters can be
written as two vectors
z = (A1, . . . , ANg , γ1, . . . , γNg ) , (22a)
z¯ = (A¯1, . . . , A¯Ng , γ¯1, . . . , γ¯Ng ) . (22b)
The equations of motion for the variational parameters z
and z¯ can be obtained using the TDVP of Dirac, Frenkel,
and McLachlan [19, 20], which must be modified and
adopted in a special way for the dynamics in imaginary
time. In imaginary time the functional
I =
∫
d3r
[
φ¯−Hψ¯][φ+Hψ] (23)
must be minimized with respect to φ = ψ˙ and φ¯ = ˙¯ψ,
with the Hamiltonian H given in Eq. (13). The dots now
mark derivatives d/dτ . With
δφ =
2Ng∑
k=1
{
∂ψ
∂zk
δz˙k
}
, δφ¯ =
2Ng∑
k=1
{
∂ψ¯
∂z¯k
δ ˙¯zk
}
, (24)
we obtain the condition
δI =
∫
d3r
{
δφ¯ [φ+Hψ] + δφ
[
φ¯−Hψ¯]}
=
∫
d3r
2Ng∑
k=1
{[
(φ+Hψ)
∂ψ¯
∂z¯k
]
δ ˙¯zk
+
[(
φ¯−Hψ¯) ∂ψ
∂zk
]
δz˙k
}
= 0 , (25)
and thus, because all δz˙k and δ ˙¯zk are independent∫
d3r
[(
ψ˙ +Hψ
) ∂ψ¯
∂z¯k
]
= 0 , (26a)∫
d3r
[(
˙¯ψ −Hψ¯
) ∂ψ
∂zk
]
= 0 , (26b)
for k = 1, . . . , 2Ng. Using the ansatz (21) with coupled
Gaussians and the Hamiltonian (13) in Eq. (26) a calcu-
lation similar to that in Ref. [15] yields the equations of
motion for the variational parameters
A˙k = −4A2k + v(2)k , (27a)
γ˙k = 6Ak + v
(0)
k − µ , (27b)
˙¯Ak = 4A¯
2
k − v¯(2)k , (27c)
˙¯γk = −6A¯k − v¯(0)k + µ , (27d)
with k = 1, . . . , Ng. As in Eq. (13) µ is a free parame-
ter, which becomes the chemical potential for stationary
states. The parameters v
(2)
k , v
(0)
k , v¯
(2)
k and v¯
(0)
k in Eq. (27)
are obtained by solving the two linear systems of equa-
tions
Ng∑
k=1
v
(0)
k [1]lk +
Ng∑
k=1
v
(2)
k [r
2]lk =
Ng∑
k=1
[V ]lk , (28a)
Ng∑
k=1
v
(0)
k [r
2]lk +
Ng∑
k=1
v
(2)
k [r
4]lk =
Ng∑
k=1
[r2V ]lk , (28b)
and
Ng∑
k=1
v¯
(0)
k [1]kl +
Ng∑
k=1
v¯
(2)
k [r
2]kl =
Ng∑
k=1
[V ]kl , (29a)
Ng∑
k=1
v¯
(0)
k [r
2]kl +
Ng∑
k=1
v¯
(2)
k [r
4]kl =
Ng∑
k=1
[r2V ]kl , (29b)
with V = Vc + Vu and the notation
[O]lk = 〈g¯l|O|gk〉 =
∫
d3rg¯lOgk . (30)
All required integrals can be calculated analytically and
are given in Appendix A.
The equations of motion (27) are a set of 4Ng or-
dinary differential equations, which can be integrated,
5e.g., with a Runge-Kutta method. Because the period
β of the bounce trajectory is infinite we start search-
ing for periodic orbits, with the boundary conditions
ψ¯(τ = 0) = ψ(τ = 0) and ψ¯(τ = β/2) = ψ(τ = β/2),
near the excited state, as illustrated in Fig. 1(b), and
then increase β. In the limit β → ∞ the periodic or-
bits converge towards the bounce trajectory. The pe-
riodic orbit search could be performed, in principle, by
varying the initial conditions of the variational param-
eters at τ = 0 with ψ¯(0) = ψ(0) in such a way, that
ψ¯(β/2) = ψ(β/2) is fulfilled at the other turning point.
Numerically, however, this is an impossible task because
the equations of motion are extremely unstable. The rea-
son is that, e.g., for the ground state all stable modes of
the Bogoliubov spectrum in real time become unstable
modes in imaginary time, and thus all perturbations of
the ground state (or a trajectory) increase exponentially
in imaginary time. To overcome this problem we use a
multi-shooting algorithm, where the trajectory is divided
into small segments. Using M segments the total set of
4MNg + 1 parameters [including the parameter µ in the
equations of motion (27)] can be determined to fulfill the
4MNg continuity conditions of the variational parame-
ters and the condition
∫
d3rψ¯ψ = 1 for normalization
by using a multidimensional Newton’s method. Because
the norm of ψ¯ψ is conserved, the total set of parameters
can be slightly reduced by introducing the parameters
γ˜k = γk − γ1 and ˜¯γk = γ¯k − γ¯1 for k = 2, . . . , Ng instead
of γk and γ¯k for k = 1, . . . , Ng.
As an example Fig. 2 shows the variational parame-
ters of a periodic trajectory at scaled scattering length
a = −0.9 with period β = 47.4 near the bounce. The
BEC is described by a superposition of Ng = 3 Gaussian
functions. The high values of the parameters Ak and A¯k
in Fig. 2(a) indicate a small width of the condensate wave
function at the bounce around τ = 0.
Once a bounce trajectory has been found improved val-
ues of the parameters Sb, ω0, and v0 in the formula (8)
for the decay rate of the BEC can be determined. The
Euclidean action Sb = ∆Se of a periodic trajectory is
given in Eq. (20). For the ansatz with coupled Gaus-
sians the action can directly be expressed in terms of the
variational parameters,
∆Se =
∫ β/2
0
dτ
Ng∑
k,l=1
×
{(
˙¯Al − A˙k
) 〈
g¯l
∣∣ r2 ∣∣gk〉+ ( ˙¯γl − γ˙k) 〈g¯l|gk〉} . (31)
The matrix elements are given in Eqs. (A1) and (A2) in
Appendix A.
The frequency ω0 is obtained, instead of using the po-
tential in Eq. (10), by a stability analysis of the ground
state. For the ansatz with coupled Gaussian functions
the stability parameters are obtained as eigenvalues of
the Jacobian matrix constructed by varying the varia-
tional parameters around the fixed point solution [15].
The eigenvalue ω0 belongs to the variation of the param-
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FIG. 2. (Color online) Variational parameters (a) Ak(τ),
A¯k(τ) for k = 1, . . . , Ng and (b) γk(τ)−γ1(τ), γ¯k(τ)−γ¯1(τ) for
k = 2, . . . , Ng of a periodic trajectory with period β = 47.4
at scaled scattering length a = −0.9 described by Ng = 3
coupled Gaussian functions.
eters in the direction of the bounce trajectory.
The parameter v0 cannot be determined using Eq. (11)
because no canonical coordinate q(τ) exists for the ansatz
with coupled Gaussians. However, when the bounce tra-
jectory is approached via periodic orbits, v0 can be esti-
mated using the mean-field energies Egmf and Emf(β) of
the ground state and periodic trajectories with period β.
Using a model with an inverted harmonic potential for
approaching the saddle in imaginary time we obtain (see
Appendix B)
v0 = lim
β→∞
√
Emf(β)− Egmf
2m
eω0β/2 . (32)
Results obtained with coupled Gaussians are presented in
Sec. IV and compared with numerically exact simulations
on space-time lattices.
B. Numerical simulations on space-time lattices
To verify the validity of the extended variational ap-
proach with coupled Gaussian functions we have carried
out numerically exact computations by simulating the
6bounce trajectory on a space-time lattice. Because the
condensate wave function is spherically symmetric only
the r coordinate needs to be discretized in space. We
set ψi,j ≡ ψ(i∆r, j∆τ) and ψ¯i,j ≡ ψ¯(i∆r, j∆τ) with
i = 1, . . . ,m and j = 1, . . . , n for an (m,n) space-time
lattice with step sizes ∆r and ∆τ , respectively.
The propagation in imaginary time is obtained with
the operators
U = e−Hτ , U¯ = eHτ , (33)
applied to the wave functions ψ and ψ¯, respectively. The
Hamiltonian H = T + Vc + Vu − µ is given in Eq. (13).
Because the operators of the kinetic energy T = −∆ and
of the potential V = Vc + Vu do not commute we adopt
the Baker-Hausdorff formula
e−(T+V )∆τ ≈ e−V∆τ/2 e−T∆τ e−V∆τ/2 , (34)
valid for small time steps ∆τ and apply the split-operator
method. The operators e±V∆τ/2 are applied in coordi-
nate space, and the operators e±T∆τ in momentum space.
The Fourier transform of a spherically symmetric wave
function ψ(r) yields
ψ˜(k) = F{ψ(r)} = 4pi
k
∫ ∞
0
rψ(r) sin(kr)dr , (35)
which can be computed efficiently on the grid by a fast
sine transform [21]. For the potential Vu(r) of the attrac-
tive 1/r interaction [see Eq. (15)] we obtain by applica-
tion of the convolution theorem
Vu(r) = F−1
{
F{ψ¯ψ}F
{
1
|r|
}}
=
8
r
∫ ∞
0
1
k2
×
[∫ ∞
0
r′ψ¯(r′)ψ(r′) sin(kr′)dr′
]
sin(kr)dk , (36)
where the integrals are also computed by fast sine trans-
forms. For large values of r the potential Vu(r) asymp-
totically approaches −2/r, however, the sine transform
yields Vu(rmax) = 0 at the border rmax = m∆r of the
grid. The error is corrected by a shift of the potential
Vu(r)→ Vu(r)− 2/rmax.
The space-time lattice can be initialized, e.g., by dis-
cretizing a trajectory obtained with the extended varia-
tional approach introduced in Sec. III A. The remaining
task is then to fulfill the matching conditions that the
grid points of ψ and ψ¯ at time τ = j∆τ propagated by
a time step ∆τ coincide with the grid points of ψ and
ψ¯ at time τ = (j + 1)∆τ . For a periodic trajectory fur-
thermore the boundary conditions at the turning points
ψ¯(τ = 0) = ψ(τ = 0) and ψ¯(τ = n∆τ) = ψ(τ = n∆τ)
must be fulfilled. The matching conditions yield a high-
dimensional system of 2m(n − 1) coupled equations,
which can be solved by a Newton method. For a typical
size of the space-time lattice with m = 64 and n = 151
used in our calculations the Jacobian matrix in Newton’s
method has the dimension 19200 × 19200, which means
about 3.7×108 matrix elements. However, the matching
 0
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FIG. 3. (Color online) Density [ψ¯ψ](r) of a condensate wave
function for a periodic trajectory with period β = 42.45 com-
puted on the space-time lattice at increasing values |τ | (from
top to bottom line) of the imaginary time. The scaled scat-
tering length is a = −0.9.
conditions only depend on the grid points at two adjacent
time steps, and thus the Jacobian has a well pronounced
band structure which allows for an efficient solution of the
linear system of equations [21]. Furthermore, the norm
conservation can be used to slightly reduce the number
of parameters.
Similar as discussed in Sec. III A for the variational
calculations we start searching for periodic trajectories
on the space-time lattice with a short period β at mean-
field energies slightly below the excited state (see Fig. 1)
and then increase β. As an example Fig. 3 shows the
density [ψ¯ψ](r) of a condensate wave function for a pe-
riodic trajectory with period β = 42.45 computed on
the space-time lattice at various values of the imaginary
time τ . The wave function is narrowest at the bounce at
τ = 0 and becomes broader with increasing time. Note
that the area under each curve in Fig. 3 is not the square
norm 2pi
∫∞
0
r2ψ¯(r)ψ(r)dr and thus not conserved. As
discussed above, the bounce trajectory is obtained in the
limit β →∞.
The Euclidean action of a periodic trajectory on the
space-time lattice is computed with Eq. (20). The ex-
act value of the frequency ω0 is obtained by numerically
solving the Bogoliubov-de Gennes equations at the sta-
tionary ground state as discussed in Refs. [8, 22]. The
parameter v0 is determined with Eq. (32).
IV. RESULTS AND DISCUSSION
We now present and compare the results obtained
with the extended variational approach using coupled
Gaussian functions and by the numerically exact sim-
ulations on space-time lattices. As outlined above the
bounce trajectory is approached via periodic trajecto-
ries fulfilling the boundary conditions ψ¯(0) = ψ(0) and
ψ¯(β/2) = ψ(β/2) at the turning points in the limit of
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FIG. 4. (Color online) (a) Euclidean action of periodic tra-
jectories at constant scaled scattering length a = −0.9. (b)
Euclidean action of the bounce trajectory as function of the
scaled scattering length a. Shown are the results obtained by
the variational approach using up to Ng = 5 coupled Gaus-
sians and by numerically exact simulations on grids. The
variational results with Ng > 3 agree within the line width
with the grid computations.
an infinite period β → ∞. The periodic orbit search is
started close to the stationary excited state as illustrated
in Fig. 1(b) where the period β = 2pi/ωe is given by the
corresponding stability eigenvalue ωe of that state. The
periodic orbit is then varied towards the bounce trajec-
tory by increasing β in small steps.
The Euclidean action of the periodic orbits at constant
scaled scattering length a = −0.9 as function of the pe-
riod β is shown in Fig. 4(a). The results are obtained
by the variational approach using up to Ng = 5 cou-
pled Gaussians and by numerically exact simulations on
space-time lattices. Evidently, the variational calcula-
tions converge rapidly to the solution of the numerical
grid calculations for an increasing number of Gaussians.
For more than three Gaussians the deviations are less
than the line widths. However, it is important to note
that the converged action deviates significantly from the
result obtained with a single Gaussian function [that ac-
tion is ∼ 0.83 for a = −0.9 and thus far outside the
region presented in Fig. 4(a)]. The action decreases with
increasing period, but becomes nearly constant in the re-
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FIG. 5. (Color online) Decay rate by macroscopic quantum
tunneling of a BEC with (a) N = 30 and (b) N = 100 par-
ticles obtained by Eq. (8) with the parameters Sb, ω0, and
v0 of the bounce trajectory. The variational calculations with
Ng = 1 to 5 coupled Gaussians converge rapidly to the grid
computations, for Ng ≥ 3 deviations are less than the line
width.
gion β >∼ 20, which indicates the rapid convergence to
the action of the bounce trajectory.
The limit β → ∞ of the Euclidean action has been
estimated for periodic trajectories at various scaled scat-
tering lengths. The resulting action of the bounce tra-
jectory is presented in Fig. 4(b). Again, the variational
results converge rapidly to those obtained by simulations
on space-time lattices. The action of the bounce trajec-
tory vanishes at the critical scattering length, where the
ground and excited state emerge in a tangent bifurcation.
The exact critical scattering length is aexcr = −1.0251,
however, in the variational calculation with a single
Gaussian the bifurcation point is significantly shifted
to a
Ng=1
cr = −1.1781. As a consequence in the region
a > aexcr = −1.0251 the difference between the action ob-
tained with Ng = 1 and the exact action is ∼ 0.5, i.e.,
quite large.
The Euclidean action shown in Fig. 4(b) and the pa-
rameters ω0 and v0 of the bounce trajectory can now be
inserted into Eq. (8) to determine the decay rate Γ0 of the
BEC with attractive 1/r interaction. Although particle
number scaled units [see Eq. (4)] are used in Eq. (8) the
8TABLE I. Decay rates Γ0 in SI units for self-trapped conden-
sates of N = 30 and N = 100 87Rb atoms with the parame-
ters [6, 23] au = ~2/(mu) ∼ 2.5×10−4 m and tu = 2ma2u/~ ∼
27.1 s.
Ng Γ
(N=30)
0 [s
−1] Γ(N=100)0 [s
−1]
1 3.5× 10−6 9.65× 10−20
2 0.70 0.066
3 1.18 0.45
4 1.21 0.49
5 1.21 0.50
grid 1.21 0.50
decay rate depends, through the replacement ~ → ~/N
for the macroscopic quantum tunneling of condensates
[13], explicitly on the particle number N . As examples,
results for a BEC with N = 30 and N = 100 bosons are
presented in Fig. 5(a) and (b), respectively. The decay
rate in Eq. (8) is strongly dominated by the exponential
term exp(−NSb/~). The action of the bounce trajectory
tends to zero at the critical value acr of the tangent bi-
furcation [see Fig. 4(b)], and therefore macroscopic quan-
tum tunneling can play a non-negligible role at scatter-
ing lengths slightly above that value. The variational
results in Fig. 5 converge rapidly to those of the grid
computations with increasing number of coupled Gaus-
sians. It should be noted that the decay rate obtained
with a single Gaussian function deviates in the region
a > aexcr = −1.0251 from the converged result by about
12 orders of magnitude for N = 30 and by about 20
orders of magnitude for N = 100 particles.
The decay rates in Fig. 5 are given in particle num-
ber scaled dimensionless units. For the experiment pro-
posed by O’Dell et al. [5] experimentally feasible param-
eters have been found in Ref. [23]. With these values
the scattering length and the decay rates can be given in
SI units. For 87Rb with au = ~2/(mu) ∼ 2.5 × 10−4 m
and tu = 2ma
2
u/~ ∼ 27.1 s we present in Table I the de-
cay rates Γ0 in s
−1 at scaled scattering length a = −1
corresponding to a(SI) = −au/N2 = −2.78 × 10−7 m
for N = 30 and a(SI) = −au/N2 = −2.5 × 10−8 m for
N = 100 particles. The values in Table I indicate that
the lifetimes of the self-trapped BEC with reasonable ex-
perimental parameters can be in the order of seconds at
scattering lengths close to the tangent bifurcation. The
strong deviations between the decay rates obtained with
a single Gaussian function and with improved methods
are also evident. Thus, the results presented in Fig. 5
and Table I clearly illustrate that the accurate compu-
tation of the bounce trajectory is extremely important
for a reasonable quantitative description of macroscopic
quantum tunneling.
V. CONCLUSION AND OUTLOOK
We have shown that the exact computation of the
bounce trajectory of a BEC using an extended varia-
tional approach with coupled Gaussian functions is a full-
fledged alternative to numerically expensive simulations
on space-time lattices. Very few (about three to five)
Gaussians are sufficient to obtain converged results. The
method here has been developed for a spherically sym-
metric self-trapped BEC with an attractive 1/r interac-
tion, however, it can straightforwardly also be applied to
condensates in an external trap or with a different long-
range interaction. The variational approach may be of
particular advantage for interactions without spherical
symmetry, e.g., in dipolar condensates, which require an
increased dimension of the space-time lattice for numer-
ical simulations.
The parameters of the exact bounce trajectory have
been used as input in the formula (8) derived by Stoof
[13]. This certainly yields improved, however, still not
exact values Γ0 for the decay rate of the BEC by macro-
scopic quantum tunneling. The reason is that the fluctu-
ations around the stationary ground state and the time-
dependent bounce trajectory must be considered, i.e., the
decay rates Γ0 in Eq. (8) must be multiplied with the fluc-
tuation determinant. The computation of the fluctuation
determinant and the investigation of macroscopic quan-
tum tunneling in dipolar condensates is work in progress.
The discussions in this paper are based on the mean-
field approach for an effective one-particle condensate
wave function. For a BEC with attractive interactions
and not too many particles effects of depletion can, in
principle, be studied beyond the Gross-Pitaevskii theory.
In that case the dynamics of the decay should strongly
depend on the particle number, in particular for low num-
bers of particles, and the loss of particles will probably
increase the decay. Such computations and comparisons
with results obtained within the mean-field approach are
an interesting task for future work.
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Appendix A: Gaussian integrals
For the ansatz with real valued coupled Gaussian func-
tions given in Eq. (21) the integrals required in Sec. III A
read
〈g¯l|gk〉 = pi3/2 e
−γkl
A
3/2
kl
, (A1)
〈
g¯l
∣∣ r2 ∣∣gk〉 = 3
2
pi3/2
e−γkl
A
5/2
kl
, (A2)
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FIG. 6. (Color online) Sketch of a potential with an inverted
harmonic saddle at the origin.
〈
g¯l
∣∣ r4 ∣∣gk〉 = 10
3
pi3/2
e−γkl
A
7/2
kl
, (A3)
〈g¯l|Vc |gk〉 = 8pi5/2a
Ng∑
i,j=1
e−γijkl
(Aijkl)
3/2
, (A4)
〈
g¯l
∣∣ r2Vc ∣∣gk〉 = 12pi5/2a Ng∑
i,j=1
e−γijkl
A
5/2
ijkl
, (A5)
〈g¯l|Vu |gk〉 = −4pi5/2
Ng∑
i,j=1
e−γijkl
AijAklA
1/2
ijkl
, (A6)
〈
g¯l
∣∣ r2Vu ∣∣gk〉 = −2pi5/2 Ng∑
i,j=1
(2Aij + 3Akl) e
−γijkl
AijA2klA
3/2
ijkl
,
(A7)
with
Akl = Ak + A¯l , (A8)
Aij = Ai + A¯j , (A9)
Aijkl = Ai + A¯j +Ak + A¯l , (A10)
γkl = γk + γ¯l , (A11)
γijkl = γi + γ¯j + γk + γ¯l . (A12)
Appendix B: Calculation of v0
For the calculation of v0 we assume a potential V (x)
with an inverted harmonic saddle at the origin as illus-
trated in Fig. 6. The period of a trajectory at energy
∆E < 0 is written as T (∆E) = 2(T0 + T1), with T0 the
time in the region [x0, x1] where the harmonic approxi-
mation is valid (see Fig. 6). We obtain
T0 =
∫ x1
x0
dx
x˙
=
1
ω
∫ x1
x0
dx√
x2 − x20
=
1
ω
cosh−1
x1
x0
x0x1≈ 1
ω
ln
2x1
x0
⇒ T (∆E) = 2(T0 + T1) ≈ 2
ω
ln
(
2x1
x0
eωT1
)
. (B1)
When the turning point x0 =
√−2∆E/mω2 and the
point x1 given by [see Eq. (11)]
x1 = x(T1) =
v0
ω
e−ωT1 , (B2)
are inserted, Eq. (B1) yields
T (∆E) ≈ 2
ω
ln
(
2v0
ωx0
)
=
1
ω
ln
(
2mv20
−∆E
)
⇒ v0 =
√
−∆E
2m
eωT/2 . (B3)
With T = β, ω = ω0, ∆E = E
g
mf − Emf(β), and taking
the limit β → ∞ to approach the bounce trajectory we
end up with Eq. (32).
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