Abstract: This paper presents a review of history matching and oil field development optimization techniques with a focus on optimization algorithms. History matching algorithms are reviewed as a precursor to production optimization algorithms. Techniques for history matching and production optimization are reviewed including global and local methods. Well placement, well control, and combined well placement-control optimization using both secondary and tertiary oil production techniques are considered. Secondary and tertiary recovery techniques are commonly referred to as waterflooding and enhanced oil recovery (EOR), respectively. Benchmark models for comparison of methods are summarized while other applications of methods are discussed throughout. No single optimization method is found to be universally superior. Key areas of future work are combining optimization methods and integrating multiple optimization processes. Current challenges and future research opportunities for improved model validation and large scale optimization algorithms are also discussed.
Introduction
Researchers and practitioners are investigating methods to increase production yield from existing reservoirs. Currently, the majority of reservoirs economically produce at most 60% of the original in place volumes throughout the life of the reservoir using enhanced oil recovery techniques [1] . With optimized waterflooding and enhanced oil recovery methods, there is potential to increase the amount of petroleum that can be economically produced from these reserves.
Enhanced Oil Recovery (EOR) is the practice of using various techniques to increase the amount of oil and gas that can be extracted from existing resources. Many different techniques have been developed for this purpose such as steam flooding [2] [3] [4] [5] [6] , polymer flooding [2, [7] [8] [9] [10] [11] [12] [13] , and gas injection [2, 14, 15] , among others. In this paper, EOR is defined as the injection of gas, steam, surfactants, or other chemicals into the reservoir to improve reservoir productivity. EOR is considered a tertiary production technique usually following primary and secondary production phases. In primary production natural forces within the reservoir (fluid expansion, rock expansion, aquifer influx, etc.) provide adequate energy to allow for the extraction of oil and gas. Secondary production is also called waterflooding. In this phase of production water is injected into the reservoir to increase production. Different waterflooding and EOR strategies may be chosen based on reservoir properties and the current production stage of the reservoir. Often these strategies are chosen in order to maximize total oil production or net present value (NPV). Reservoir and production engineers often use trial and error via computer simulations to determine the allocation of production resources. However, this method reduces the probability of finding the optimal field development and production scheme as relatively few scenarios can be considered. This inability to run large numbers of simulations leads to suboptimal reservoir planning and reduced production. In addition to computational limitations, other significant challenges are frequently faced when trying to optimize reservoir development. Some of these include lack of adequate historical data to calibrate reservoir models, large uncertainty in physical properties, and unpredictable oil and gas prices among others. Finding the optimal field development and production scheme increases the productivity of the reservoir. To achieve this, in light of aforementioned challenges, it is necessary to make use of computer-aided optimization techniques to more fully assess reservoirs and make improved field development and production plans. The algorithms for typical field development numerical optimization are shown in Figure 1 . The reservoir system (top box) is composed of several injectors and producers. Adjusting the system inputs (i.e., number of new production wells, number new of injection wells, location of new wells, injection flow rate, injection composition, production flow rate, etc.) over the operating life of the reservoir leads to changes in the instantaneous outputs (i.e., flow rate, total recovered oil, produced water, etc.). Noise due to measurement or actuator inaccuracy is introduced into the process as inputs or outputs to the reservoir thereby increasing the uncertainty. Sensor data is fed to history matching algorithms that seek to adjust parameters of the simulated reservoir system to match the actual reservoir. This history matching process is the first optimization method discussed in this review paper. Once a sufficiently accurate representation of the reservoir is achieved, the system model or a simplified version of the model is optimized and new field development and operation strategies are calculated. These strategies are then implemented with the actual reservoir for maximized economics or other objectives related to waterflooding or EOR [16] . Throughout this paper optimization dealing with the variation of well operation parameters for either production or injection wells (i.e., production rate, injection rate, injection composition, etc.) is referred to as well control optimization. The research on field development optimization is extensive. It is impractical to review every facet of production optimization in a single review paper. Therefore, this review focuses on two key areas related to production optimization: history matching and optimization algorithms. Specifically, these key areas are explored as they pertain to the optimization of waterflood, EOR, and well placement. A contribution of this work is the combined review of history matching and production optimization as tightly linked in practice but rarely reviewed as a holistic process of increasing NPV. This review examines the state of the art in production optimization algorithms and finds that there is no one optimization method in use that is universally superior to others. Combined well placement and well control optimization techniques are also thoroughly reviewed. The current benchmark models for applications of waterflood and EOR optimization are also discussed. Future work recommendations in optimization methods and applications are made. Where a specific topic is too broad to cover in this review, related review papers [17] [18] [19] [20] [21] [22] [23] [24] provide further detail for the interested reader. In particular, one area of active research related to production optimization is the quantification of uncertainty, this is reviewed by Oliver and Chen [22] . Future reviews could include an assessment of recent work in this area.
History matching is a data reconciliation process where reservoir data (production, injection, geological, etc.) is used to to tune uncertain reservoir model parameters. The resulting reservoir model is then used in field development and production optimization to determine how a reservoir should be developed and operated to maximize relevant production objectives, such as project profitability. Various optimization algorithms are used in both the history matching data reconciliation process (finding optimum values of uncertain parameters) and the production optimization process (determining optimum development and operation strategies). A general mathematical expression of both data reconciliation and production optimization is given by the spatially discretized Equation (1) and is developed further in subsequent sections.
In this case, y ∈ R s are the measured or optimized states (outputs); x ∈ R q are the state variables; p ∈ q are a set of unknown or uncertain parameters; and u ∈ R m are a set of inputs (i.e., injector flow rates, compositions, locations, etc.). Reservoir dynamic expressions ( f ), equations that relate reservoir states to measurements (g), and inequality constraints (h) compose the general set of equations that are solved in history matching or production optimization. The scalar objective or multi-objective function (Ψ) takes a different form whether the goal is to match measured values or maximize the economics of the reservoir. Continuous (i.e., valve position between 0-100%) or discrete (i.e., pump on or off) variables are either input into the model or else determined by the optimizer. Algebraic, ordinary differential, and partial differential equations are permitted in the general form of Equation (1) [25] [26] [27] [28] [29] .
Section 2 reviews history matching techniques as applied to enhanced oil recovery and waterflooding. Section 3 surveys current state-of-the-art optimization techniques that are under development or applied in practice. Various methods and their applications are considered in each section. The concluding remarks cover the current state of the field as well as future areas of research.
History Matching for Waterflood and Enhanced Oil Recovery
History matching is an essential step of a typical reservoir optimization process. In history matching, geological parameters from lab studies and geological models, such as permeability and porosity, along with fluid properties are fed into a reservoir simulator or model in an attempt to recreate historical data. If the model output doesn't match the true data then model parameters are changed using a history matching algorithm and the model is run again. The overall objective is to minimize the difference between the model output and the true historical data, as shown in Equation (2) . Here n o is the norm for the minimization (i.e., n o = 1 is the 1-norm), α is a weighting on measurement error, and β is a penalty on deviation from prior parameter values. Note that the form of the model Equations (2b)-(2d) depends on choice of physics-based, empirical, or reduced order model form [30] .
Once this difference between predicted (y p ) and measured (y m ) values is minimized, it is assumed that the model can be used to predict the future performance of the reservoir. The main difficulty with history matching is that it is an inverse problem and is ill-posed, meaning that there are many sets of parameters that could give a similar quality of match, with no method to distinguish between sets for accuracy without independent test sets that were not used as part of the fitting process. Figure 2 shows the flow of data in a history matching process. The reservoir model represented in Figure 2 is typically created as a physics-based mathematical representation of the reservoir. The physics-based model is derived from conserved quantities such as mass, species, momentum, and energy to create balance equations [31] . These balance equations are continuous partial differential and algebraic equations that are then discretized into regular or irregular blocks or cells. Coarsely discretized models typically solve faster but have less resolution in the final solution. Vapor-liquid equilibrium (VLE), liquid-liquid equilibrium (LLE), and Equations of State (EOS) predict multi-phase behavior of fluids through the reservoir [32] . Species balances are also used to determine quantities such as water-oil split and the multi-component properties of reservoir fluids [33] . The material properties of each reservoir block such as porosity, permeability, and fluid properties are determined in the history matching process [34] . These models are often referred to as high fidelity or physics-based models. In addition to rigorous physics-based models, empirical or reduced order models are also used [35] [36] [37] [38] [39] [40] [41] [42] . The form of some empirical models are determined solely from data while others are structured sets of equations with unknown or uncertain parameters. Whether the reservoir is modeled with a physics-based form or an empirical form, the history matching process is the alignment of measurements to predicted model outputs.
History matching may be performed manually or with computer assistance. Before computer based optimization methods were widely available, history matches were done manually; in other words, an engineer would select the parameters based on a geologic model, run a simulation, and check the quality of fit. Then, the entire process would be repeated with different parameters selected to improve the fit. Such calculations were extremely time-consuming, with some simulations requiring up to months of clock time. Automatic or assisted history matching, however, is now commonplace. In automatic history matching, an optimization algorithm is used to rapidly run several simulations while changing the parameters to find the best fit. There are many different optimization algorithms that are commonly used and they can be broadly categorized into global or local algorithms. Local algorithms find one candidate solution to the optimization problem that depends on the starting initial guess and may not be the global optimum. Global algorithms may find several local solutions or the global solution [43] . This section gives a brief overview of applications and common methods of assisted history matching since 2010 and reviews the application of history matching applied to EOR. For further discussion, the reader is referred to the review by [22, 44] .
Stochastic methods vary uncertain input parameters from a probability distribution function to create an ensemble of model predictions or optimization results [45, 46] . The predictions that most closely align with the measurements are selected to find an optimal solution to the history matching problem. Assisted history matching with stochastic methods may use evolutionary, particle swarm, or simulated annealing algorithms. Stochastic methods search the solution space with some degree of randomness and gradually refine the history match to greater accuracy. Most current research developments involve modifications on these algorithms to improve accuracy, reliability, or computation time. Rahmati et al. [47] . enhanced the differential evolution optimization algorithm to improve convergence rates and robustness. This algorithm was compared to a gradient-based method and a Genetic Algorithm (GA). In the study, the gradient-based method was only able to find local minima due to proximity to the initial guess. The differential algorithm was found to converge with nearly half the simulations of the GA [47] . Park et al. [48] extended a Pareto-based, Multi-Objective Evolutionary Genetic Algorithm (MOEGA) developed by Deb et al. [49] to handle conflicting multiple objectives to history matching [48] . This algorithm is significant because there are generally several sets of data that are to be matched, such as production data, time-lapse seismic data, etc., each with a unique objective function. Generally, these several objectives are lumped into one weighted-sum function that is used for the history match. This can lead to incomplete solutions as the optimization of one objective may increase the error of another. A Multi-Objective Evolutionary Algorithm (MOEA) is able to create a set of solutions that deal with each objective separately and then works to find the best combination. By creating a set of solutions using MOEA, the uncertainty can be measured to some degree. Hajizadeh et al. [50] applied ant colony optimization (ACO) for history matching and uncertainty quantification to both a simple and a complex reservoir model. They found that ACO converged well and was able to perform better than a neighborhood algorithm in their tests.
A common objective in recent studies is to compare two or more methods using the same reservoir data in order to find the best history matching algorithm. ACO, differential evolution (DE), particle swarm optimization (PSO), and the neighborhood algorithm (NA) are all directly compared by Hajizadeh et al. [51] . For a small, simple reservoir with one producing well, the history match of PSO and NA were the best, with PSO achieving slightly better results. On a large synthetic reservoir with complex geology and multiple wells, DE achieved the best history match, and NA was unable to find a satisfactory match [51] . Three stochastic algorithms for joint history matching of production and 4D seismic data were compared by Jin et al. [52] . The methods were Very Fast Simulated Annealing (VFSA), PSO, and NA. In two test fields, the researchers found that PSO, while being slightly more computationally expensive, had good convergence characteristics and was more effective than the other two methods. They also found that VFSA has certain advantages, but requires more iterations and thus is generally more useful when more computational power is available [52] . Currently, there is no method that clearly and consistently outperforms other methods for all reservoirs. While a single best solution for a reservoirs is unlikely, future research should be performed to determine the optimal algorithm for different types of reservoirs and recovery methods.
An Ensemble Kalman Filter (EnKF) updates and predicts states and parameters of the model. Much of the history matching research in recent years has been focused on the use of the EnKF. The EnKF is "a sequential filter method, which means that the model is integrated forward in time and, whenever measurements are available, these are used to reinitialize the model before the integration continues" [53] . The greatest advantages of using EnKF for history matching are the ease of implementation and ability to handle nonlinear systems. EnKF is also easily parallelizable, however the computational cost is high compared to other filter methods. Aanonsen et al. [18] reviewed the use of the EnKF in reservoir engineering from its inception in 1994 to 2009.
Most current developments in the use of EnKF deal with decreasing computation time, ensuring geological consistency, or accurately matching strongly nonlinear reservoirs. A reduced order flow model, in this case Trajectory Piecewise Linearization (TPWL) form, is used in order to increase the ensemble size for the EnKF at low computational cost [54] . This avoids possible issues of ensemble collapse while improving computation time. They demonstrated that using the EnKF on 50 full-fidelity simulations and 150 TPWL simulations gave comparable results to using 200 full-fidelity simulations and resulted in a better history match than using only 50 full-fidelity simulations. Heidari et al. [55] combined the EnKF with pilot points and gradual deformation in order to prevent the EnKF from departing from prior information and to prevent petrophysical properties from reaching non-physical values. Elsheikh et al. [56] proposed an alternative to the EnKF called the iterative stochastic ensemble method (ISEM). ISEM estimates gradients stochastically using an ensemble of gradients. Agbalaka et al. [57] implemented a two-stage ensemble-based history matching technique that allows the EnKF to history match problems that have strong nonlinearities and have multimodal probability distribution functions. Their approach consisted of one EnKF to assimilate all production data followed by a second EnKF that resamples the model variables around a mode. Using their approach, they were able to greatly increase the accuracy of the history match. Emerick and Reynolds [58] created a study using nine recently developed ensemble-based methods to compare quality of the data match, uncertainty quantification, and computation time. The study was performed on a small nonlinear reservoir model. They found that the ensemble smoother with multiple data assimilations and the ensemble random maximum likelihood (EnRML) methods gave the best quality of match. The ensemble smoother with multiple data assimilations also gave the best quantification of uncertainty. The regular ensemble smoother had the lowest computation time, followed by deterministic EnKF and then the normal EnKF. They also found that several EnKF methods were unable to find an acceptable match, showing one of the major drawbacks of the EnKF. Adjusting the EnKF to allow accurate matches for highly nonlinear reservoir models will likely be a main area for future research.
Another group of commonly used methods can be classified as gradient-based as opposed to derivative-free methods. These methods rely on calculating derivatives of the model equations in order to find the optimal set of parameters. They are generally very computationally efficient, but often difficult to implement because implementation requires access to simulator source code. Gradient-based methods often do not find the global solution. Common objectives for research on gradient-based history matching in recent years include combining aspects of gradient-based history matching with other techniques in order to improve accuracy and make implementation easier. Ding [59] developed a data partition technique for gradient-based history matching. Using this technique, they separated the objective function into local components, each of which depends on fewer parameters, and then computed all the derivatives of these objective functions. This greatly assists in the history match of very large fields. Kaleta et al. [60] proposed an approach to gradient-based history matching that uses model reduction instead of a full adjoint-based approach. This was shown to reduce the computational efficiency slightly but greatly simplify the implementation. Bhark et al. [61] used gradient-based optimization within a framework of adaptively scaled frequency-domain parameterization. This method reduces the number of parameters through cosine parameterization and uses gradient-based minimization on the data misfit. Then, the model is gradually refined to include more parameters and the minimization is repeated. This whole process continues until no further improvements occur. The advantage of this method is that it avoids local minima while maintaining stability.
History Matching as Precursor to Production Optimization
This section is a review of history matching benchmarks for waterflooding and EOR optimization. In 2008, the Brugge benchmark project was created to test various methods of waterflood optimization. Nine groups participated in the project and used a variety of methods for history matching. As summarized by Peters et al. [62] participants were provided with production data, inverted time-lapse seismic data, and other other necessary information to perform history matching. These data sets were obtained from a synthetic truth model. Participants then estimated reservoir permeability, porosity, and net-to gross-(NTG) thickness. With the models obtained from history matching teams developed optimized waterflooding strategies. Their strategies were then implemented on the truth model and production results were compared to the optimum truth production case (obtained using the truth model for production optimization). The highest net present value (NPV) of the project was only 3% below the optimum production [62] . The most popular method that three of the groups (IRIS, SIEP, and Tulsa) used is the EnKF [63] [64] [65] [66] . OU/Chevron used the EnRML method which is an iterative EnKF approach [67] . Two of the groups that used the EnKF and the group that used the EnRML method calculated the three highest NPVs of the project. Halliburton used a global optimization method and an artificial neural network (ANN) as shown in [68] . Roxar used their EnABLE software which ensures that the history match follows the geologic model [69] . Stanford and Chevron used minimization of a misfit function using numerical gradients [70] and then a derivative-free method known as the Hooke-Jeeves direct search [71, 72] . Texas A&M University used a streamline-based generalized travel time inversion [73] .
Since the Brugge benchmark project, several researchers have applied new and improved methods to the same data in order to compare the performance with other methods [74] . One such study was performed by [75] , who developed forms of the iterative ensemble smoother using the Levenberg-Marquardt method to increase computational efficiency and improve the quality of the history match. They applied this technique to the Brugge benchmark case and found that compared to the standard ensemble smoother, ensemble-based Gauss-Newton formulation, and the multiple data assimilation method, the Levenberg-Marquardt method gave the best results.
Several studies on history matching have been performed using real fields undergoing some type of waterflood or EOR. Raniolo et al. [76] used an EnKF to history match a mature field for a polymer flood. The result of their work is a set of alternative models that match historical data to be used for the optimization of polymer injection planning. They showed that EnKF is an efficient and effective way to perform history matching in this case. Douma et al. [77] used the adjoint method for a full-field history match for chemical flooding. They found that the adjoint history match was computationally efficient and helped them understand the reservoir better. When model parameter updates were unrealistic, this information was used to identify shortcomings in the geological reservoir model (e.g., missing faults or aquifer locations). The results of their study also indicate that reduced order modeling may over simplify local reservoir behavior that is important when determining the economic viability of EOR situations [77] . Kaleta et al. [60] proposed the use of gradient-based history matching that uses a linear reduced order model instead of a full adjoint model as described earlier. When applied to a waterflood they found that their approach gave comparable results to a full adjoint based method. Xu et al. [78] applied a modified GA for the history matching of a Vapor Extraction (VAPEX) heavy oil recovery process. They found that their modified approach increased computational efficiency while achieving an excellent match. Studies have been performed on fields undergoing waterflood or EOR using most, if not all, common history matching algorithms. Table 1 provides a comparison of the different history matching algorithms [22] . There is not one algorithm that clearly outperforms others when history matching in waterflood or EOR situations.
For fields under waterflood or EOR, where reliable geologic data is difficult to obtain, reduced order proxy modeling presents a method for determining the relationship between controllable reservoir system inputs and oil production. Various data driven models have been applied to the history matching problem including finite impulse response [79] , autoregressive models, [36, 37, 42] , and the capacitance resistance model [38] [39] [40] [41] . These models have been coupled with various history matching algorithms including gradient based methods [38] and EKF [80] . One of the major advantages of using reduced order proxy models is the reduced computation time. These models can also quickly provide an understanding of well interactions, and may even be used to infer some geologic structures. However these models lack the ability to incorporate geologic data into the model, and may have difficulty modeling very nonlinear reservoirs, making them less robust than larger, more complex models.
The top down or hierarchical approach to history matching has been applied with success to various reservoirs. The top down approach uses the simplest model necessary for the business decision at hand. Williams et al. [81] describe an algorithm for performing manual history matching that uses a top down approach, first matching reservoir pressure and flow rates followed by tuning of the individual reservoir layers and wells, in a structured manner. This idea of a top down approach was extended to automatic history matching in [82] . The top down approach allows for various global matches to subsequently be matched on the local level, providing a good understanding of uncertainty when compared to building a single detailed model for which to perform history matching. This method has been applied to various real fields with success [82] [83] [84] . While the top down approach allows for easier understanding of reservoir uncertainties, solving the global and local problems separately may not reveal all possible history matches.
Production Optimization for Waterflood and Enhanced Oil Recovery
The optimization objective for fields undergoing waterflood or EOR is to maximize expected NPV or expected cumulative oil production of the reservoir. These objectives are maximized through proper well placement and optimal well control. While well placement and well control optimization are often performed separately, there is increasing interest in performing coupled optimization of both decision variables as shown in Equation (3) where α is a scaler weighting on maintaining desired target (y t ) values such as total production rate, β is a penalty on well control changes, γ 1 has a negative multiplier to maximize production, and γ 2 has a positive multiplier to minimize operational costs such as injector fluid consumption. The values of k and k − 1 refer to an index of time steps in the prediction time horizon (n t ) for the production optimization.
This section examines well placement, well control, and coupled well placement-well control optimization. These types of optimization problems are often referred to as production optimization. The solution methods include stochastic and adjoint techniques. Common stochastic methods include GA, ensemble based optimization (EnOpt), particle swarm optimization (PSO), simulated annealing (SA), and to a lesser extent harmony search methods. A gradient based adjoint method is common as well.
Well Placement Optimization
A common reservoir optimization problem is injection and production well placement. Due to the significant investment required for drilling and completions, having optimal well configuration is of prime importance. Various parameters must be considered to determine optimal location. These include but are not limited to permeability, porosity, and oil saturation [85] . Well location optimization algorithms often run all iterations within commercial high fidelity reservoir simulators, although use of proxy modeling is becoming more prominent. Independent well placement optimization is often determined after specifying the total number of wells and the operational variables, such as injection rate or bottom hole pressure for the lifetime of the reservoir, and then applying an optimization algorithm [86] . Well placement optimization performed independently of well control optimization tends to lead to a lower NPV [87] , nevertheless well placement optimization is more easily implemented when performed independently of well control optimization.
The adjoint optimization method is gaining interest in well placement optimization due to its ability to quickly converge to solutions and allow for utilization of a gradient that can be easily evaluated to find extrema. Zandvliet et al. [88] propose surrounding wells whose location must be optimized with pseudo-wells. The pseudo-wells are modeled to produce or inject at a very low rate so as to not have a noticeable effect on NPV. The adjoint method is used to compute the gradient of NPV over the lifetime of the reservoir in regards to flow rates of the pseudo-wells. The computed gradients are used to decide the directions that wells (producer or injector) must be moved in order to maximize NPV. This method determines which direction to move wells to improve NPV after only one forward (reservoir) and one backward (adjoint) simulation. This is in contrast to many simulations as is the case for many stochastic or finite difference methods. Several researchers advocate the use of continuous variables versus discrete variables so as to be able to more easily implement an adjoint method to find optimal locations for wells [89] [90] [91] [92] . This allows for wells to initially be placed in each grid block and non-optimal well locations to be removed more readily [92] . Zhang et al. [92] further focus on adjoint optimization for increasing overall NPV during waterflood. Large time steps (days or weeks) are used to optimize the location of a specified number of water injection wells. When compared to most stochastic methods fewer simulation runs are needed for this adjoint well placement method, as only a forward and a reverse or adjoint simulation are required. In addition to adjoint optimization, automatic differentiation poses a potential for improvements in reservoir history matching and optimization [93, 94] . Automatic differentiation is generally more accurate than numerical methods and can more easily compute higher deviates and partial derivatives with respect to many inputs in gradient based optimization algorithms.
Stochastic methods such as GA, PSO, SA, and harmony search have found use in the well placement problem as their derivative free techniques allow for easy use of discrete information common in well placement problems. While the adjoint method is generally more efficient at finding optimums, it is difficult to implement and cannot be straightforwardly applied for discrete variables such as well locations in a reservoir grid.
Evolutionary algorithms, which are perhaps the most common and well known stochastic optimization algorithm group, have found merit in well placement optimization. Montes et al. [95] propose that the nonlinearity and non-continuity common in well placement optimization limit traditional simplex or gradient methods, and suggest GAs to effectively find optimal well locations. Generally, binary GAs are used in well placement optimization, however continuous GAs are being advocated by Farshi [96] , Bukhamsin et al. [97] as they allow for smoother computation of optimal well placement. Farshi [96] also expands the use of GAs by implementing a minimum Euclidian distance between individuals within the population. Thus exploiting engineering intuition such as requiring a minimum distance between wells. The inclusion of curved well placement in addition to straight wells is also considered. Bukhamsin et al. [97] use continuous GAs to optimize the development of a real field located in the Middle East and consider complicated well geometry such as multilateral wells (MLWs) and maximum reservoir contact (MRC) wells. Ariadji et al. [85] use GAs in a commercial simulator with varying well drainage radii and find this is a superior method to traditional guess and check. Emerick et al. [98] utilize the Genocop III algorithm (GA for Numerical Optimization of Constrained Problems) to handle the well placement constraints. The constraints include grid size, maximum length of wells, minimum distance between wells, inactive grid cells, as well as user defined regions of non-uniform shape where well placement is forbidden. The method applied by Emerick et al. [98] does not utilize a proxy model and in some cases involves more than 100 decision variables and thousands of reservoir simulation runs, possibly limiting the utility of the method. Bouzarkouna et al. [99] propose optimal well location can be found through the use of a covariance matrix adaptation evolution strategy that uses adaptive penalization with rejection to deal with constraints. This method is used in conjunction with a meta-model that utilizes an approximate stochastic ranking procedure to rank the fitness of individual wells.
Another stochastic technique employed for optimal well placement is PSO. PSO is a stochastic optimization method based on the behavior of birds that sends particles throughout the solution space. Every particles follows the optimum particle until the swarm of particles arrives at a solution [100] . Onwunalu and Durlofsky [101] apply PSO for determining well location and well type (vertical, horizontal, deviated, multilateral, injector or producer). In this method, particles represent individual wells with a random neighborhood topology being utilized and updated after each iteration with an absorb technique to handle infeasible particles. In the special case of invalid deviated or multilateral well configurations, such as intersecting wells, these problems are resolved through assignment to a negative objective function and use of a penalty method. Cheng et al. [102] use a niche particle swarm algorithm developed by [103] to optimize the well placement of production wells. The niche particle swarm method divides the swarm into smaller subgroups, which then search for the optimal solution of that subgroup. This method increase diversity of the swarm and improves the probability of finding a global maximum when compared to PSO. Nwankwor et al. [104] advocate use of a hybrid differential evolution and particle swarm algorithm to find optimal well locations for a specified number of wells and maintain that the hybrid method employed is more efficient than an evolutionary or PSO performed separately. Ding et al. [105] investigate the use of different PSOs for the optimal well placement problem. The different PSOs utilized include modified PSO, standard PSO, centered-progressive PSO, and modified PSO and quality map method. This study shows that the modified PSO and quality map method are better able to optimally place wells than the other three methods, while modified PSO outperforms simple PSO and center-progressive PSO methods.
Genetic algorithms (GA) are also applied to well placement optimization. Min et al. [106] find the optimal location and number of waterflood injection wells through the use of a multi-objective GA. This multi-objective GA is based on non-dominated sorting and crowding distance sorting, which allows for costs to be minimized and revenue maximized. Hybrid GAs are finding merit in reservoir optimization. Like GAs, Simulated Annealing (SA) has been applied in well placement optimization. SA is modeled after the annealing of metals, where the material is heated and then allowed to slowly cool. Similarly, in SA solutions are selected that lower the objective function while a certain probability of higher solutions are chosen as well. This prevents the algorithm from falling into local minimum. Beckner and Xong [107] present well placement and scheduling as a traveling salesman problem and propose the idea that the ability of SA to deduce non-uniform well spacings makes it a viable optimization technique. Results indicate that non uniform well spacing is optimal and that optimal well spacing results in significant increases in field development profitability [107] . A variant of SA known as VFSA is also finding use in the well placement problem [108] . VFSA constrains the search space as the algorithm progresses, thereby making the algorithm more likely to accept steps that reduce the objective function. Bangerth et al. [109] find that in two different test cases VFSA performs best at finding the global optimum in the well placement problem when compared to simultaneous perturbation stochastic approximation, finite difference gradient, the Nelder-Mead simplex, and a GA, although VFSA often requires more function evaluations than the simultaneous perturbation stochastic approximation method.
To a small extent harmony search is used in the well placement problem. Afshari et al. [110] propose a method for well placement optimization using streamline simulation with an improved harmony search (IHS) algorithm. The IHS method employed is a simple method with few parameters that performs well when compared to other stochastic algorithms [110] .
Well Control Optimization
Well control optimization is commonly performed via stochastic and adjoint methods. In well control optimization, optimum well control strategies for a specified number of wells at specific locations are obtained. Optimization for injection of water, gas, steam, polymer, and foam have all been studied.
The adjoint method has been applied in recent years to waterflooding optimization. Kraaijevanger et al. [111] use an adjoint method in waterfloods to determine sensitivities of the life cycle NPV with regards to well control variables in one simulation run. These sensitivities can then be used in an optimization loop to improve the well production. Jansen [23] proposes the use of optimal control theory with a gradient algorithm for optimizing NPV during production. Recently, a gradient based and multi-objective method is proposed for waterflooding optimization where a bi-objective function is optimized over a Pareto front [112] .
GAs have found use in waterflooding rate optimization. Zangl and Hermann [113] argue that using only production data and simple geologic information, a GA can be employed to create a matrix that detects interference strength which can be transferred to a multi-tank material balance problem. This material balance can be utilized to detect irregular injection allocation and flow paths, allowing injection rates of individual water injection wells to be suitably altered. Li-xin and Jian-jun [114] assert that a hybrid GA minimizes injection energy consumption while maintaining a desired production in a high pressure waterflood. Mamghaderi and Pourafshary [40] use a GA with the CRM to allocate water volumes amongst injectors and maximize oil production. Safarzadeh et al. [115] use a multi-objective GA with a streamline simulation. They maintain that this combination allows for higher oil production, lower water cut, and less water lost to aquifers than traditional methods.
SA is being pursued to some extent in waterflooding optimization. Yang et al. [116] argue that both SA and a GA can be employed to optimize and control the nonlinear production-injection operation system for water and gas flooding. This technique is shown to slow down the flooding front in a stable manner. Further, Khan et al. [117] show that short term oil rates and long term recovery can be maximized in waterfloods by using constrained SA with a full field reservoir simulator. Constraints in this method are placed on the voidage replacement ratio, reservoir pressure, sweep efficiencies, and production and injection rates.
PSO is also finding some use in waterflooding optimization, but has not been studied extensively. Wang et al. [118] investigate the use of the ant colony particle swarm and find that the algorithm is effectively able to optimize waterflooding injection rates.
Well control optimization may also be performed using reduced order proxy models. As mentioned in Section 2.1, reduced order proxy models present a method for determining the relationship between injection and production wells. With these relationships, injection optimization can be performed using gradient or stochastic methods. These methods are particularly useful for large fields where high fidelity modeling would be computationally expensive. Various reduced order proxy models have been applied to fields under waterflooding or EOR. Weber [38] used the capacitance resistance model to optimize NPV at various oil prices using a gradient based solver. Other models such as finite impulse response and auto regressive models [42] that have been used for history matching injector producer relationships could be optimized with gradient based solvers or stochastic methods. Hourfar et al. [42] apply system identification techniques from the process control field and treat the reservoir as a linear multiple input multiple output (MIMO) process. Their results show simultaneous handling of reservoir nonlinearities and time-varying reservoir conditions with linear models that continuously adapt based on recent data. These simple models can easily be optimized, however their simplicity reduces the confidence in extrapolating these models into the future. Often these models are only valid for shorter time scales and must be refit with new data, making longer scale optimization more difficult with these models.
During well control optimization, determining the size of each control step is normally not performed a priori. This practice can lead to problems with too many or too few degrees of freedom. With too many control steps, optimization algorithms may find various equivalent solutions while computation times are higher. With too few time steps, the optimal solution may not be possible or misleading. Oliveira et al. [119] developed a method to determine the optimal number and size of control steps for well control optimization. The results show improvements in NPV while also decreasing computation time.
In addition to optimal injection flowrates to increase production pressure, artificial lift is often installed to supplement when there is low production pressure. The pump liquid level is detected throughout cyclic load and position trends referred to as downhole cards [120, 121] . A liquid level is detected if the load shifts part way through the down cycle of a rod pump and adjustments can be made to maximize pump fillage [122] . By actively monitoring the liquid level, injector rates nearby can be increased or decreased to maintain a certain target level in the production well annulus. A future area of research is to coordinate injector action with pump-off action using variable stroke length and speed of rod pumping [123] to increase the reservoir NPV [124] .
Coupled Well Placement and Well Control Optimization
One of the difficulties of coupled well placement and well control optimization is the differences in the problem type. The well placement problem generally has a non-smooth (not continuously differentiable) objective function while the well control problem has a smooth (continuously differentiable) objective function. This has led to the use of stochastic methods in the well placement problem, while well control optimization is often solved with local methods, such as the adjoint method.
Coupled well placement and well control optimization can improve economic recovery from reservoirs at the cost of increased computation. Coupled well placement optimization and well control is of growing interest in the literature. As has been mentioned previously, well placement and well control can be optimized separately. However, this generally leads to a lower NPV than coupled optimization. While coupled optimization can improve economic recovery from reservoirs, this method significantly increases the size of the optimization problem. This makes coupled optimization difficult to implement, particularly on larger fields and models. Humphries et al. [125] compared sequential and simultaneous solutions to the coupled well placement and well control problem. This study found that solving the coupled problem separately often led to better solutions than the simultaneous solution, potentially because the smaller solution space of the decoupled problem makes finding good solutions easier. Similar results have also been found for nonconventional wells [126, 127] . Drouven and Grossmann [128] have applied Generalized Disjunctive Programming (GDP) coupled with a tailored solution method utilizing gradient based optimizers to well location optimization of shale gas wells combined with surface gathering system design and operational considerations. They found that profitability of investments could be significantly improved by combining well location and surface gathering considerations. In recent work Drouven et al. [129] optimize shell gas well placement and refracturing scheduling together. Tavallali et al. [130] also combine well placement and control. The results of both Drouven et al. [129] and Tavallali et al. [130] highlight valuable insight into the well placement and control interrelationship obtained by combining well placement and control optimization. Adjoint optimization is finding increased use in coupled well placement and injection optimization. Bellout et al. [87] focus on optimizing waterflooding rates and well placement through an adjoint method, selecting optimal well location as well as injector and producer optimal rates or bottom hole pressure. Zhang et al. [92] constrain the number and location of production wells before using the adjoint method. They vary the water injection rate of existing injection wells while keeping a fixed total injection rate, to maximize NPV over the production lifetime. Locations to drill new injection wells and individual well injection rates are the output of their method. Initially an injection well is placed in every grid block that does not already have one. During the adjoint optimization, all non-ideal injection well locations are removed from their respective grid blocks until an optimal number and location of wells is reached. Optimization criteria include maximization of NPV and minimization of drilling costs. As the program is run and well locations are eliminated, NPV is enhanced by redistributing the injection rates differently among injection wells [92] . Brouwer and Jansen [131] and Sarma et al. [132] provide a detailed analysis of the use of the adjoint method with well controls to maximize NPV. A gradient projection method is employed when optimizing individual well injection rates. Forouzanfar et al. [133] further investigate the use of the adjoint method with Bound Optimization by Quadratic Approximation algorithm, a derivative free algorithm, to determine the number of wells, well locations, and their controls. Sefat et al. [134] propose using a GA with a surrogate model to optimize injection and well location. The 3 different methods of applying GAs to injection optimization are:
1. A GA can be applied with a high fidelity reservoir simulator, although this may require excessive computational time. 2. GAs can be applied to a surrogate model to reduce computational time. In this instance a surrogate model, such as an adaptive ANN, is used with an intelligent sample selection algorithm derived from a simulator. The GA is used to optimize the surrogate model.
3.
A surrogate model is updated after each generation of the GA based on optimal solutions from the Pareto front.
Particle swarm has also shown some effectiveness in coupled placement and rate optimization. Isebor and Durlofsky [135] , Isebor et al. [136] propose that a hybrid particle swarm-mesh adaptive direct search method is adequately able to optimize well location, well controls, and number of wells. This method filters for nonlinear constraint handling, along with a bi-objective optimization that seeks to minimize the objective function along with constraint violation, and is shown to outperform the sequential optimization of well location and injection rate.
Stochastic and gradient methods have been used extensively to solve both well placement and injection optimization problems. Table 2 provides an overview of the advantages and disadvantages of the optimization methods reviewed. 
Optimization of Chemical Flooding
Chemical flooding involves the injection of one or more chemical in order to reduce the interfacial tension between the aqueous and oil phases or increase the viscosity of the aqueous phase, thereby increasing the mobility ratio and sweep efficiency. In microbial [154] , polymer, surfactant, alkali-polymer, and foam processes concentrations, slug time, switching rates, and injection rates must all be optimized to maximize NPV. The adjoint method is shown to optimize chemical flooding effectively. Zhang et al. [92] are able to optimize polymer concentrations using the adjoint method found in [23] . Additionally Lei et al. [137] and Van Doren et al. [138] state that in polymer flooding the adjoint method is able to effectively compute the NPV gradient which can then be used to estimate optimal control variables such as injection and production rates, polymer concentrations, and polymer grading. Van Doren et al. [138] also propose the adjoint method can also be used effectively for alkali-surfactant polymer flooding and foam flooding. Namdar Zanganeh et al. [139] test the theory of [138] in applying the adjoint method to foam flooding and find that the adjoint method is effective when using a linear foam model. However, use of a nonlinear foam model presents problems as small time steps are required in the forward integration in order to converge to a solution for the semi-discrete problem while a high tolerance is needed in the backwards integration in order to obtain the adjoint [139] .
Yong et al. [147] propose a GA with a surrogate model based on quadratic response surface to optimize injection parameters in a polymer flood for offshore reservoirs. Shurong et al. [141] propose a hybrid genetic-particle swarm algorithm to maximize NPV by holding slug concentrations constant and using control vector parameterization with constant parameters obtained through nonlinear programming. This hybrid algorithm, it is argued, is able to more quickly converge to a solution than a GA done independently through using the PSO position displacement strategy as a mutation operator [141] . Horowitz et al. [155] present a method of maximizing NPV by using a two stage method that utilizes an efficient global optimization algorithm [156] to find the optimal value for concentration of polymer in water, as well as duration of slugs and time at which to begin injections for individual injectors. This optimization is accomplished by first using a Latin hypercube technique to obtain an initial sample of designs, after which simulation runs are used to construct a metamodel. Thereafter, infill sampling criterion are used, in which the metamodel is used to lead the search for promising designs to be added to the sample to update the metamodel until desired criteria are met. Hui et al. [142] propose that a particle swarm algorithm to minimize water cut while maximizing production to find optimal polymer concentrations. Lei et al. [148] propose a hybrid GA that uses the position displacement method of particle swarm to solve a mixed integer optimization problem, which seeks to find optimal slug size and polymer concentration. Ekkawong [149] implements a multi-objective GA to optimize oil production and polymer utility function.
Various authors have examined optimizing production of steam-over-solvent processes for heavy oil reservoirs, looking specifically at injection rate and solvent concentrations as adjustable parameters to optimize NPV. Gates and Chakrabarty [145] utilize both GA and SA to optimize NPV for Steam Assisted Gravity Drainage (SAGD). Solvent additive for SAGD is optimized. Al-Gosayir et al. [150] examine the use of a hybrid GA in heterogeneous reservoirs. They investigate optimizing steam-over-solvent processes for fractured carbonate reservoirs by using a GA with a near-orthogonal array to better seed initial populations and a proxy model run to find the optimal injection rates and concentrations for cyclic injection. Zhao et al. [146] show that simulated annealing finds optimum pressure and temperature of injected hot water for recovery of thin heavy oil in various stages of reservoir depletion. CO 2 EOR is increasingly an important area of interest as a potential final use for carbon capture and sequestration initiatives [157, 158] . Emera and Sarma [151] propose a GA to solve the minimum miscibility CO 2 pressure needed for desired oil recovery. The proposed method uses a roulette wheel selection technique. Furthermore, Dehghani et al. [152] propose that a hybrid neural GA is useful at predicting minimum miscibility pressure needed for EOR. Ali Ahmadi et al. [143] argue that a hybrid artificial neural network and particle swarm algorithm are able determine the minimum miscible pressure. This method is better able to predict production in various thermodynamic environments [144] . Chen et al. [153] optimized a water-alternating-gas process using a hybrid GA. Little research has been devoted to adjoint methods in gas flooding optimization. Mehos and Ramirez [140] show that an adjoint method is effective at finding the minimum miscible CO 2 pressure needed for optimal oil production.
Benchmark Models
Benchmark models have been developed to facilitate the comparison of different optimization methods. A benchmark model gives multiple researchers the exact same data and starting point. Thus the data produced by these groups can be compared more accurately. This section describes different benchmark models that have been provided by several organizations to facilitate such comparison, giving a brief review of three benchmarks, their properties, and the uses of each.
The Brugge Benchmark
In the months preceding the SPE Applied Technology Workshop in June 2008 SPE released the Brugge benchmark to participating researchers to compete to see who could design a history matching and optimization strategy that could achieve the highest NPV. The Brugge field is a synthetic oil field that is about 10 km by 3 km. The geologic model consists of 20 million cells, each cell containing all required reservoir properties. Historical data for the study was created using an upscaled version of the model containing 450,000 cells, and many participants used a model further upscaled to 60,000 cells to perform history matching and optimization. The reservoir is under-saturated with 20 producing wells and 10 injectors. Additional properties can be found in the paper by Peters et al. [62] . The Benchmark provides enough data to run and compare various history matching and optimization methods.
From the competition/workshop the groups involved used history matching and optimization techniques to optimize production with respect to NPV. These results were compared to the known solution. The truth case realized a NPV of 4.66 × 10 9 USD. The highest realized NPV from the OU/Chevron group, and was 4.53 × 10 9 USD, while the lowest was 4.19 × 10 9 USD. The OU/Chevron group maximized the NPV with liquid rates as control variables using EnOpt and also used EnRML for their history matching strategy [159] . A detailed summary of the results is given by Peters et al. [62] .
SPE-Comparative Solution Projects
The Society of Petroleum Engineers (SPE) has done 10 comparative studies, all on different topics. An in depth comparison of the 10 studies was written by Islam and Sepehrnoori [21] . Table 3 gives a summary of the focus of each benchmark project. Some of the SPE comparative studies have been applied to history matching and production optimization [30, 42] . 
The Norne Benchmark
The Norne benchmark is one of the first data sets based on real field data. The field was discovered in 1991 and is located in the Norwegian Sea about 80 km North of the Heidrun field. Oil production began in November of 1997 with an estimated 160.6 MSm 3 of oil in place and 90 MSm 3 of it being recoverable. By the end of 2007 they have produced 77 MSm 3 . The field is operated by Statoil USA, Eni Norge AS, and Petoro [160] . The benchmark was first released in 2009 and continues to exert itself as an industry standard for comparison. One of the benefits of the Norne Field is the availability of time lapse seismic data along with well data. A field case study in [161] evaluates various history matching and optimization methods applied to the Norne Field. PSO, EnKF, Quasi Newton method, and manual methods are all applied to the history matching problem and sequential quadratic programming, derivative free, and manual methods were used for the rate optimization.
The Norne field continues to be used to validate history matching techniques and recovery optimization. Chen and Dean used an iterative ensemble smoother that improved the history match solution over a manual algorithm [162] . Suman et al. [163] used PSO to history match the Norne benchmark using production and time lapse seismic data. Rwechungura et al. [44] compared various history matching techniques, including gradient and non-gradient techniques, using the Norne benchmark as a case study.
Conclusions and Future Work
This paper reviews optimization techniques used in history matching and production optimization. It combines the review of history matching optimization algorithms with a review of field development optimization, highlighting the connectivity of these processes. It reviews the state of the art in production optimization algorithms and finds that there is no one optimization method in use for history matching or production optimization that is clearly superior to others. Combined well placement and well control optimization techniques are also reviewed. Current benchmark models that have been applied to history matching and production optimization using waterflood and EOR are also discussed. With cyclical and competitive market drivers for energy production, maximizing the economic potential of a reservoir becomes increasingly relevant. Future research opportunities exist to improve history matching and optimization techniques such as uncertainty quantification, stochastic optimization, design of experiments to maximize model quality, detection of model over-parameterization and extrapolation error, hybrid modeling approaches that combine empirical and physics based methods, and large scale optimization methods [164] to better address the complexity of typical reservoirs.
There exists a large degree of uncertainty with many of the current models used for fast reservoir simulation. A select few have been used in both synthetic reservoir and benchmark simulations, and improvements are possible as field experiments are used to validate these methods. Accurate understanding of subsurface properties is not necessary for incremental recovery improvements but can be critical to maximize reservoir potential. Critical waterflooding elements are injector-producer relationships that can be regressed from production data or from high fidelity simulations. Improvements in reduced order proxy models are beneficial for legacy fields and fields where there is a great degree of uncertainty in the geologic parameters. Other examples of future work include fine tuning existing models on smaller drainage areas. Optimization techniques are often applied on an entire-field scale. Strategies for applying history matching and optimization on a smaller scale are not well developed. Such methods provides a more localized optimization approach that accounts for local reservoir heterogeneity. This is advantageous to improve injection and production strategies on a single or double well basis [165] .
Most current research regarding history matching seeks to make computation faster and more accurate. Future work may focus on finding combinations of methods that outperform others. Specifically, hybrid research is being done to combine global and local methods to have the computation efficiency of local methods with the ability of global methods to find several equally accurate matches. Adjusting the EnKF to allow accurate matches for highly nonlinear reservoir models may also be a main area for future research. An emerging area of research is history matching reduced order, simplified physics based, and data driven models as opposed to full fidelity models.
The future research in optimization lies largely in the field of coupled well placement and controls optimization. Increased use of smart wells in industry can lead to greater optimization by providing more dynamic data which can provide better parameters values for injection and production rates [23] . The use of derivative free optimization methods provides the ability to solve noisy, nonlinear and discrete optimization problems but generally requires extensive computational time. In contrast, gradient based optimization is computational efficient yet may result in suboptimal local maximum solutions and has difficulty with noisy, nonlinear, and discrete problems. Combinations of stochastic and gradient methods that quickly find global maximums will be of interest and have the potential to eliminate many of the pitfalls of both individual methods.
Finally, combining history matching and optimization algorithms into a closed loop system is an area of future research. While this is an area of active research [24, 65] , validation of closed loop reservoir management on real field data is an area of particular interest.
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