Abstract. This paper studies tensor eigenvalue complementarity problems. Basic properties of standard and complementarity tensor eigenvalues are discussed. We formulate tensor eigenvalue complementarity problems as constrained polynomial optimization. When one tensor is strictly copositive, the complementarity eigenvalues can be computed by solving polynomial optimization with normalization by strict copositivity. When no tensor is strictly copositive, we formulate the tensor eigenvalue complementarity problem equivalently as polynomial optimization by a randomization process. The complementarity eigenvalues can be computed sequentially. The formulated polynomial optimization can be solved by Lasserre's hierarchy of semidefinite relaxations. We show that it has finite convergence for generic tensors. Numerical experiments are presented to show the efficiency of proposed methods.
Introduction
Let R be the real field, R n be the space of all real n-dimensional vectors, and R n×n be the space of all real n-by-n matrices. Denote by R n + the nonnegative orthant, i.e., the set of vectors in R n whose entries are all nonnegative. The classical matrix eigenvalue complementarity problem (MEiCP) is that: for given two matrices A, B ∈ R n×n , we want to find a number λ ∈ R and a nonzero vector x ∈ R n such that (1.1) 0 ≤ x ⊥ (λBx − Ax) ≥ 0.
In the above, a ⊥ b means that the two vectors a, b are perpendicular to each other. For (λ, x) satisfying (1.1), λ is called a complementary eigenvalue of (A, B) and x is called the associated complementary eigenvector. MEiCPs have wide applications, such as static equilibrium states of mechanical systems with unilateral friction [34] , the dynamic analysis of structural mechanical systems [23, 24] and the contact problem in mechanics [25] . The MEiCP (1.1) has at least one solution if x T Bx = 0 for all x ∈ R n + \ {0} (cf. [16, 36] ). When A and B are symmetric, the problem (1.1) can be reduced to finding a stationary point of the quotient x T Ax/x T Bx over the standard simplex. For such cases, nonlinear optimization methods can be applied to solve MEiCPs (cf. [15, 40] ). When A, B are not symmetric, other approaches were proposed for solving MEiCPs, such as the branch-and-bound technique [14, 16] , the scaling-and-projection and the power iteration [35, 36] , semismooth Newton-type methods [1, 2] . Most existing methods aim at computing one of the complementarity eigenvalues. The matrix complementarity problem is NP-hard [14] .
Eigenvalues were recently studied for tensors [9, 13, 21, 38] . For an integer m > 0, an m-th order n-dimensional tensor A is a multi-array indexed as A := (A i1,...,im ) 1≤i1,...,im≤n .
Let T m (R n ) be the space of all such real tensors. For x := (x 1 , . . . , x n ) ∈ R n , denote by Ax m−1 the vector in R n such that, for each i = 1, 2, . . . , n, A i1,i2,...,im x i1 x i2 · · · x im .
Clearly, Ax m = n j=1 x j (Ax m−1 ) j . Lim [21] and Qi [38] introduced the notion of tensor eigenvalues. Generalized eigenvalues can be defined similarly for tensors [9] . For two nonzero tensors A, B ∈ T m (R n ), if a pair (λ, x) ∈ C × (C n \ {0}) satisfies the equation then λ is called a B-eigenvalue of A and x is the associated B-eigenvector. Such (λ, x) is called a B-eigenpair. Recently, Cui, Dai and Nie [7] studied B-eigenvalues of symmetric tensors. They proposed a semidefinite relaxation approach for computing all real B-eigenvalues sequentially, from the largest to the smallest. Each eigenvalue can be computed by solving a finite hierarchy of semidefinite relaxations. This approach was originally used for computing the hierarchy of local minimums for polynomial optimization [33] . Recently, Ling et al. [22] introduced the tensor eigenvalue complementarity problem (TEiCP): for two given tensors A, B ∈ T m (R n ), we want to find a number λ ∈ R and a nonzero vector x ∈ R n such that
For such a pair (λ, x), λ is called a complementary eigenvalue of (A, B) and x is called the associated complementary eigenvector. For convenience, the complementary eigenvalues and eigenvectors are respectively called C-eigenvalues and C-eigenvectors. The above (λ, x) is called a C-eigenpair. Clearly, when m = 2, the TEiCP is reduced to the classical matrix eigenvalue complementarity problem. TEiCPs have wide applications such as higher-order Markov chains [26] , magnetic resonance imaging [39] . We refer to [5, 22] for more applications of TEiCPs.
In the existing references (cf. [22] ), C-eigenvalues defined as in (1.4) are also called Pareto-eigenvalues. Indeed, Ling et al. [22] considered more general tensor eigenvalue complementarity problems, where the conditions x ≥ 0 and λBx m−1 − Ax m−1 ≥ 0 are replaced by
Here, K is a closed convex cone and K * is the dual cone. In [22] , it was shown that the TEiCP has at least one solution, under the assumption that Bx m = 0 for all x ∈ R n + \ {0}. They also gave an upper bound for the number of C-eigenvalues, for nonsingular tensor pairs (A, B) (see §3.1 for the definition). Moreover, a scalingand-projection algorithm was given for solving TEiCPs. Recently, Chen et al. [5] have further new work on TEiCPs. When the tensors are symmetric, they reformulated the problem as nonlinear optimization and then proposed a shifted projected power method. Chen and Qi [4] reformulated the TEiCP as a system of nonlinear equations and proposed a damped semi-smooth Newton method for solving it. Some properties of Pareto-eigenvalues are further studied in [42] . Generally, the tensor eigenvalue complementarity problem is difficult to solve. It is also NP-hard, since the TEiCP includes the MEiCP as a special case.
Contributions In this paper, we study how to solve TEiCPs. Our aim is to compute all C-eigenvalues, if there are finitely many ones. We formulate TEiCPs equivalently as polynomial optimization problems, and then solve them by Lasserre type semidefinite relaxations. Throughout the paper, a property is said to be generically true in a tensor space if it holds in an open dense subset of that space, in the Zariski topology. For such a property, a tensor in that open dense set is called a generic tensor.
First, we study properties of generalized eigenvalues of tensor pairs. For nonsingular tensor pairs, it is known that the number of eigenvalues is finite (cf. [9] ). For generic tensors, we show a further new result: for each eigenvalue, there is a unique eigenvector, up to scaling. Thus, the number of normalized eigenvectors is also finite. Similarly, for generic tensors, we can also show that the number of C-eigenvalues and C-eigenvectors (up to scaling) are finite. These results are given in Section 3.
Second, we show how to solve tensor eigenvalue complementarity problems when the tensor B is strictly copositive (i.e., Bx m > 0 for all x ∈ R n + \ {0}). For such cases, the complementarity eigenvectors can be normalized such that Bx m = 1. Then, we formulate the problem as constrained polynomial optimization. The complementarity eigenvalues can be computed sequentially, from the smallest to the biggest. Each of them can be solved by a sequence of semidefinite relaxations. We prove that such sequence has finite convergence for generic tensors, subject to that B is strictly copositive. This will be shown in Section 4.
Third, we study how to solve tensor eigenvalue complementarity problems when B is not not copositive. For such tensors, a C-eigenvector x may not be normalized as Bx m = 1. Thus, we formulate TEiCPs as polynomial optimization in a different way. By a randomization process, the complementarity eigenvectors are classified in two cases. For each case, the TEiCP is equivalently formulated as a polynomial optimization problem. The C-eigenvectors can be computed in order, by choosing a randomly chosen objective. Each of them can be computed by a sequence of semidefinite relaxations. For generic tensors, we show that it converges in finitely many steps. The results are shown in Section 5.
In Section 6, we present numerical experiments for solving tensor eigenvalue complementarity problems. Some preliminaries in polynomial optimization and moment problems are given in Section 2.
Preliminaries
Notation The symbol N (resp., R, C) denotes the set of nonnegative integers (resp., real, complex numbers). For integer n > 0, [n] denotes the set {1, . . . , n}.
For two vectors a, b ∈ R n , a • b denotes the Hadamard product of a and b, i.e., the product is defined componentwise. For x = (x 1 , . . . , x n ) and α = (α 1 , . . . , α n ), denote the monomial power
. . , x n ] denotes the ring of polynomials in x := (x 1 , . . . , x n ) and with real coefficients. The ring C[x] := C[x 1 , . . . , x n ] is similarly defined over the complex field. The deg(p) denotes the degree of a polynomial p. The cardinality of a set S is denoted as |S|. For t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest integer not smaller (resp., the largest integer not bigger) than t. For a matrix A, A T denotes its transpose. For a symmetric matrix X, X 0 (resp., X ≻ 0) means X is positive semidefinite (resp., positive definite). For a vector u, u denotes its standard Euclidean norm. The e i denotes the standard i-th unit vector in N n .
2.1. Polynomial optimization. In this section, we review some basics in polynomial optimization. We refer to [17, 18, 20] for more details.
The k-th truncation of the ideal I(h), denoted as I k (h), is the set
In the above, R[x] t is the set of polynomials in R[x] with degrees at most t. Clearly,
A polynomial ψ is said to be a sum of squares (SOS) if ψ = q
. The set of all SOS polynomials in x is denoted as Σ [x] . For a degree m, denote the truncation
For a tuple g = (g 1 , . . . , g t ), its quadratic module is the set
The k-th truncation of Q(g) is the set
where each
The set I(h) + Q(g) is said to be archimedean if there exists N > 0 such that N − x 2 ∈ I(h) + Q(g). For the tuples h, g as above, denote
Clearly, if I(h) + Q(g) is archimedean, then the set E(h) ∩ S(g) is compact. On the other hand, if E(h) ∩ S(g) is compact, then I(h) + Q(g) can be forced to be archimedean by adding the polynomial M − x 2 to the tuple g, for sufficiently large M .
If f ∈ I(h) + Q(g), then f ≥ 0 on the set E(h) ∩ S(g). Conversely, if f > 0 on E(h) ∩ S(g) and I(h) + Q(g) is archimedean, then f ∈ I(h) + Q(g). This is called Putinar's Positivstellensatz (cf. [37] ) in the literature. Interestingly, when f is only nonnegative on E(h) ∩ S(g), we also have f ∈ I(h) + Q(g), if some standard optimality conditions hold (cf. [30] ). 
(In the above, each p α is a coefficient.) We say that y admits a representing measure supported in a set T if there exists a Borel measure µ such that its support, denoted as supp(µ), is contained in T and
For a polynomial q ∈ R[x] 2k , the k-th localizing matrix of q, generated by a tms
q (y) becomes a moment matrix and is denoted as
1 (y). When q = (q 1 , . . . , q r ) is a tuple of r polynomials, then we denote
We refer to [8, 10, 32] for localizing and moment matrices. Let h = (h 1 , . . . , h m ) and g = (g 1 , . . . , g t ) be two polynomial tuples. In applications, people are often interested in whether or not a tms y ∈ R N n 2k admits a representing measure whose support is contained in E(h) ∩ S(g), as in (2.3) . For this to be true, a necessary condition (cf. [8, 10] ) is that
h (y) = 0. However, the above is typically not sufficient. Let
If y satisfies (2.7) and the rank condition
then y admits a measure supported in E(h) ∩ S(g) (cf. [8] ). In such case, y admits a unique finitely atomic measure on E(h) ∩ S(g). For convenience, we just call that y is flat with respect to h = 0 and g ≥ 0 if (2.7) and (2.8) are both satisfied. For t ≤ d and w ∈ R N n d , denote the truncation of w:
For two tms' y ∈ R N n 2k and z ∈ R N n 2l with k < l, we say that y is a truncation of z (equivalently, z is an extension of y), if y = z| 2k . For such case, y is called a flat truncation of z if y is flat, and z is a flat extension of y if z is flat. Flat extensions and flat truncations are very useful in solving polynomial optimization and truncated moment problems (cf. [28, 31, 32] ).
Properties of tensor eigenvalues
This section studies some properties of standard eigenvalues and complementarity eigenvalues, for generic tensor pairs.
3.1. Tensor eigenvalues and eigenvectors. For two given tensors A, B ∈ T m (C n ), a number λ ∈ C is called a generalized eigenvalue of the pair (A, B) if there exists a vector x ∈ C n \ {0} such that
If so, such x is called a generalized eigenvector, associated with λ, of the pair (A, B). We refer to Ding and Wei [9] for generalized tensor eigenvalues. For convenience, we just call that the above λ (resps., x) is an eigenvalue (resp., eigenvector) of (A, B), and (λ, x) is called an eigenpair.
Tensor eigenvalues are closely related to the notion of resultant, denoted as Res, for tuples of homogeneous polynomials. For a tuple f = (f 1 , . . . , f n ) of n homogeneous polynomials in x := (x 1 , . . . , x n ), its resultant is the polynomial Res(f ), in the coefficients of f , such that Res(f ) = 0 if and only if the homogeneous equation
has a nonzero solution in C n . The Res(f ) is an irreducible polynomial, and is homogeneous in the coefficients of each f i . We refer to Cox, Little and O'Shea [6] for resultants. For a tensor F ∈ T m (C n ), F x m−1 is a tuple of n homogeneous polynomials of degree m − 1. For convenience, denote the resultant:
Clearly, λ is an eigenvalue of (A, B) if and only if
Note that R(A − λB) is a polynomial in λ and its degree is n(m − 1) n−1 . As in [9] , (A, B) is called a nonsingular tensor pair if the equation Proof. (i) This item can be found in Theorem 2.1 of Ding and Wei [9] . If R(B) = 0, then (A, B) is a nonsingular tensor pair.
(ii) The resultant R(F ) is an irreducible polynomial in the entries of F . The hypersurface
is irreducible in the space T m (C n ). Its minimum degree defining polynomial is R(F ), with the degree D. The hypersurface H is smooth, except a subset E ⊆ H whose dimension is smaller than that of H . For generic A, B, the line
does not intersect the set E . That is, L intersects H only at smooth points of H (i.e., the intersection is transversal). This implies that for all λ satisfying
we have φ ′ (λ) = 0. The roots of φ are all simple. Therefore, (A, B) has D distinct eigenvalues, when A, B are generic tensors in T m (C n ). Let X be the determinantal projective variety
(The P n−1 is the projective space of equivalent classes of vectors in C n . ) Clearly, if R(B) = 0, then (λ, x) is an eigenpair of (A, B) if and only if x ∈ X. When A, B are generic, we have R(B) = 0, and the set X is zero-dimensional (i.e., X is a finite set), and its cardinality is equal to the number D. This can be implied by Propositions A.5, A.6 of [27] .
When A, B are generic tensors, (A, B) has D distinct eigenvalues. For each eigenvalue, there is at least one eigenvector. This implies that there is a unique eigenvector up to scaling.
3.2.
Combinatorial eigenvalues and eigenvectors. First, we give the definition of combinatorial eigenvalues for tensor pairs. Recall the Hadamard product • as in §2.
If there exist a number λ ∈ C and a vector x ∈ C n \ {0} such that
then λ (resp., x) is called a combinatorial eigenvalue (resp., combinatorial eigenvector) of the pair (A, B). Such (λ, x) is called a combinatorial eigenpair.
For convenience of writing, the combinatorial eigenvalues (resp., eigenvectors, eigenpairs) defined in (3.3) are called CB-eigenvalues (resp., CB-eigenvectors, CBeigenpairs). In particular, C-eigenvalues (resp., C-eigenvectors, C-eigenpairs) as in (1.4) are also CB-eigenvalues (resp., CB-eigenvectors, CB-eigenpairs).
For a subset
Like (3.2), let R J (F ) be the resultant of the homogeneous tuple
When (A, B) is a nonsingular tensor pair, Ling et al. [22, Theorem 4 .1] gave an upper bound for the number of C-eigenvalues. We give a similar result for CB-eigenvalues. Furthermore, we also give upper bound for the number of CBeigenvectors (up to scaling), for generic tensors A, B. Thus, the number of Ceigenvectors (up to scaling) can also be bounded.
, then, for each CB-eigenvalue, there is a unique CB-eigenvector (up to scaling).
Proof. (i) This can be done by following the approach in the proof of Theorem 4.1 of [22] . Suppose λ is a CB-eigenvalue, with the CB-eigenvector u = 0 such that
Let J = {j : u j = 0}, a nonempty set. Then, the above implies that
So, λ is an eigenvalue of the sub-tensor pair (A J , B J ). By Theorem 3.1(i), (A J , B J ) has at most |J|(m − 1) |J|−1 eigenvalues. By enumerating all possibilities of J, the number of CB-eigenvalues of (A, B) is at most the number
(ii) When A, B are generic in the space T m (C n ), for each ∅ = I ⊆ [n], the subpair (A I , B I ) is also generic in T m (C |I| ). Hence, (A I , B I ) has a unique eigenvector (up to scaling) for each eigenvalue, by Theorem 3.1(ii). For each CB-eigenpair (λ, u) of (A, B), we showed in the item (i) that λ is an eigenvalue of the sub-tensor pair (A J , B J ) with the eigenvector u J , with the index set J = {j : u j = 0}.
Suppose v is another CB-eigenvector associated to λ. Let I = {j : v j = 0}. Clearly, λ is also an eigenvalue of the sub-tensor pair (A I , B I ). We show that I = J. Define the set
The polynomial R I (C I ) is irreducible in the entries of the subtensor C I . The same is true for R J (C J ). When I = J, the dimension of the set V is at most dim T m (C n ) − 2. When A, B are generic tensors, the line in the space
does not intersect V . Therefore, if I = J, then λ cannot be a common eigenvalue of the two different sub-tensor pairs (A I , B I ) and (A J , B J ). Hence, I = J and u J , v J are both eigenvectors of (A J , B J ). By Theorem 3.1(ii), u is a scaling of v.
TEiCPs with strict copositivity
In this section, we discuss how to compute C-eigenvalues of a tensor pair (A, B) when B is strictly copositive. Note that B ∈ T m (R n ) is said to be copositive (resp., strictly copositive) if Bx m ≥ 0 (resp., Bx m > 0) for all x ∈ R n + \ {0}. Recall that (λ, x) is a C-eigenpair of (A, B) if x is a nonzero vector and
Any positive scaling of such x is also a C-eigenvector. When B is strictly copositive, we can always scale x such that Bx m = 1. Under this normalization, the C-eigenpair (λ, x) satisfies
So, we get λ = Ax m . The C-eigenvalues of (A, B) can be found by solving the polynomial system
where • denotes the Hadamard product of two vectors. If we define
Then, it clearly holds that
The polynomial system (4.1) can be rewritten as
When B is strictly copositive, the solution set of (4.2) is compact, because {x ∈ R n : Bx m = 1, x ≥ 0} is compact. The tensor pair (A, B) has at least one C-eigenvalue when B (or −B) is strictly copositive (cf. [22, Theorem 2.1]). Moreover, under some generic conditions on B, (A, B) has finitely many C-eigenvalues (cf. Theorem 3.3). They can be ordered monotonically as
For convenience, denote the polynomial tuples
4.1. The first C-eigenvalue. The first eigenvalue λ 1 equals the optimal value of the optimization problem
We apply Lasserre type semidefinite relaxations [17] to solve (4.5). For the orders k = m, m + 1, . . ., the k-th Lasserre relaxation is
In the above, 1, y = 1 means that the first entry of y is one, and the matrices
Suppose y 1,k is an optimizer of (4.6). If, for some t ∈ [m, k], the truncationŷ = y 1,k | 2t (see (2.9)) satisfies
then ν 1,k = λ 1 and we can get rank M t (ŷ) global optimizers of (4.5) (cf. [28] ).
4.2.
The second and other eigenvalues. We discuss how to compute λ i for i = 2, . . . , N . Suppose λ i−1 is already computed. We need to determine the next C-eigenvalue λ i . Consider the optimization problem
The optimal value of (4.9) is equal to λ i if
Similarly, Lasserre type semidefinite relaxations can be applied to solve (4.9). For the orders k = m, m + 1, . . ., the k-th Lasserre relaxation is
The dual problem of (4.11) is
Suppose y i,k is an optimizer of (4.11). If a truncationŷ = y i,k | 2t satisfies (4.8) for some t ∈ [m, k], then ν i,k = λ i and we can get optimizers of (4.9) (cf. [28] ).
In practice, the existence of λ i is usually not known in advance. Even if it exists, its value is typically not available. So, we need to determine the value of δ satisfying (4.10). Consider the polynomial optimization problem:
Its optimal value τ can be computed by Lasserre relaxations like (4.11)-(4.12). As in Proposition 4.5, δ satisfies (4.10) if and only if τ = λ i−1 . When τ = λ i−1 , λ i does not exist if and only if (4.11) is infeasible for some k.
4.3.
An algorithm for computing C-eigenvalues. Assume that the tensor B is strictly copositive. So, the C-eigenvectors can be normalized as Bx m = 1. We propose an algorithm to compute the C-eigenvalues sequentially, from the smallest one λ 1 to the biggest one λ N . Since B is strictly copositive, λ 1 always exists [22] . We assume there are finitely many C-eigenvalues.
First, we compute λ 1 by solving semidefinite relaxations (4.6)-(4.7). After getting λ 1 , we solve (4.11)-(4.12) for λ 2 . If λ 2 does not exist, then λ 1 is the biggest Ceigenvalue and we stop; otherwise, we continue to determine λ 3 . Repeating this procedure, we can get all the C-eigenvalues of (A, B). Algorithm 4.1. For two tensors A, B ∈ T m (R n ) with B strictly copositive, compute a set Λ of all C-eigenvalues and a set U of C-eigenvectors, for the pair (A, B). Let U := ∅, Λ := ∅, i := 1, k := m.
Step 1. Solve (4.6) with the order k for an optimizer y 1,k . Step 2. If (4.8) is satisfied for some t ∈ [m, k], then update U := U ∪ S, with S a set of optimizers of (4.5); let λ 1 = ν 1,k , Λ := {λ 1 }, i := i + 1 and go to
Step 3. If such t does not exist, let k := k + 1 and go to Step 1.
Step 3. Let δ = 0.05, and compute the optimal value τ of (4.13). If τ > λ i−1 , let δ := δ/2 and compute τ again. Repeat this, until we get τ = λ i−1 . Let k := m.
Step 4. Solve (4.11) with the order k. If it is infeasible, then (4.2) has no further C-eigenvalues, and stop. Otherwise, compute an optimizer y i,k for (4.11).
Step 5. If (4.8) is satisfied for some t ∈ [m, k], then update U := U ∪ S where S is a set of optimizers of (4.9); let λ i = ν i,k , Λ := Λ ∪ {λ i }, i := i + 1 and go to Step 3. If such t does not exist, let k := k + 1 and go to Step 4.
The semidefinite relaxation (4.6) can be solved by the software GloptiPoly 3 [12] and SeDuMi [41] . When (4.8) holds, it can be shown that λ i,k = λ i , and we can get a set of optimizers of (4.5), (4.9). Such optimizers are the associated eigenvectors for the C-eigenvalue λ i . In Steps 2 and 5, the method in Henrion and Lasserre [11] can be used to compute the set S.
Properties of relaxations.
First, we discuss when Algorithm 4.1 has finite convergence. For the polynomial tuple p, denote the sets (4.14)
Suppose B is strictly copositive. Then, we have the properties:
(i) The smallest C-eigenvalue λ 1 of (A, B) always exists. Moreover, if the set V R (p) is finite, then for all k sufficiently large,
and the condition (4.8) must be satisfied. (ii) For i ≥ 2, suppose λ i exists and 0 < δ < λ i − λ i−1 . If the set V R (p) is finite, then for all k sufficiently large,
and the condition (4.8) must be satisfied.
Proof. (i) Since B is strictly copositive, (A, B) has at least one C-eigenvalue (cf. [22, Theorem 2.1]). So, λ 1 always exists. If V R (p) is finite, the equation p(x) = 0 has finitely many real solutions. Thus, when the relaxation order k is sufficiently large, we must have ν 1,k =ν 1,k = λ 1 and the flat truncation condition (4.8) must be satisfied. This can be implied by Proposition 4.6 of [19] and Theorem 1.1 of [29] .
(ii) If 0 < δ < λ i − λ i−1 holds, the optimal value of (4.9) is equal to λ i . When V R (p) is finite, the equation p(x) = 0 has finitely many real solutions. The conclusion can be implied by Proposition 4.6 of [19] and Theorem 1.1 of [29] .
Remark 4.3. In Theorem 4.2, if V R (p) is not a finite set, ν 1,k andν 1,k may not have finite convergence to λ 1 , but the asymptotic convergence can be established. When B is strictly copositive, the set {x ∈ R n : Bx m = 1, x ≥ 0} is compact, say, contained in the ball {x ∈ R n : M − x T x ≥ 0}, where M > 0 is a sufficiently large number. If we add M − x T x to the polynomial tuple q, then ν 1,k andν 1,k have asymptotic convergence to λ 1 . This is because such Q(q) is archimedean, and the asymptotic convergence can be implied by the results in [17] .
However, interestingly, the set V R (p) is finite for generic tensors A, B. 
So, x must be a nonzero vector. Let J = {j : x j = 0}. Then we get
Hence, x J is an eigenvector of the sub-tensor pair (A J , B J ). When A, B are generic, such x must be finitely many, by Theorem 3.3(ii). The conclusion holds over the complex field. So, V C (p), as well as V R (p), is finite, for generic A, B.
The existence of λ i and the relation (4.10) can be checked as follows.
Suppose B is strictly copositive. Let Λ be the set of all C-eigenvalues of (A, B). Assume Λ is finite. Let λ i be the i-th smallest C-eigenvalue of (A, B), and λ max be the maximum of them. For all i ≥ 2 and all δ > 0, we have the following properties:
is finite, then (4.11) must be infeasible for some k. Proof. Since B is strictly copositive, every C-eigenvector x can be scaled such that Bx m = 1.
(i) Note that, for every eigenpair (λ, u) of (A, B) with λ ≥ λ i−1 + δ, the tms [u] 2k (see the notation in §2) is always feasible for (4.11). If (4.11) is infeasible for some k, then (A, B) clearly has no C-eigenvalues ≥ λ i−1 + δ.
(ii) Suppose (A, B) has no C-eigenvalues ≥ λ i−1 + δ and V R (p) is finite. The feasible set of (4.9) is empty. By the Positivstellensatz (cf. [3, Theorem 4.4.2]), we have
, where P r(q, f 0 − λ i−1 − δ) denotes the preodering generated by the tuple (q, f 0 − λ i−1 − δ). (We refer to [3] for preorderings.) Since V R (p) is finite, the ideal I(p) is archimedean. (This is because − p 2 belongs to I(p) and the set {x ∈ R n : − p 2 ≥ 0} is compact.) So, I(p) + Q(q, f 0 − λ i−1 − δ) is also archimedean. Note that 1 + ψ is strictly positive on {x ∈ R n : p = 0, q ≥ 0, f 0 − λ i−1 − δ ≥ 0}. By Putinar's Positivstellensatz (cf. [37] ), 1 + ψ ∈ I(p) + Q(q, f 0 − λ i−1 − δ). Thus, we get
where σ = 1+ψ and k is sufficiently large. This implies that (4.12) has an improving direction and it is unbounded from the above. By weak duality, the relaxation (4.11) must be infeasible, for k big enough.
(iii) If τ = λ i−1 , then the maximum C-eigenvalue, which is less than or equal to λ i−1 + δ, is still λ i−1 . So, if λ i exists, we must have λ i > λ i−1 + δ, i.e., (4.10) is satisfied.
(iv) When (4.11) is infeasible for some k, (A, B) has no C-eigenvalues ≥ λ i−1 + δ. So, if τ = λ i−1 , λ i−1 is the maximum C-eigenvalue, and λ i does not exist.
Solving general TEiCPs
In this section, we discuss how to compute complementarity eigenvalues of (A, B) for generic tensors A, B ∈ T m (R n ). Recall that λ is a C-eigenvalue of (A, B) if there exists a nonzero vector x ∈ R n such that
5.1. Polynomial optimization reformulations. As in §4, we still denote
If we normalize x to have unit length, then (λ, x) is a C-eigenpair of (A, B) if and only if it is a solution of the polynomial system (5.1)
When b(x) = 0, the equation a(x) − λb(x) = 0 holds if and only if
which is equivalent to that
Suppose (5.1) has finitely many real solutions. For a generic vector ξ ∈ R n , we have ξ T b(x) = 0 for all x satisfying (5.1) and
The C-eigenvalues of (A, B) can be computed in two cases. Case I: ξ T b(x) > 0. In this case, the system (5.1) is equivalent to
Note that (5.4) does not use λ directly. For generic (A, B), (5.4) has finitely many solutions. Once a solution x is found, the C-eigenvalue λ can be computed by (5.3). The system (5.4) can be solved as a polynomial optimization problem. Generate a random polynomial f (x) ∈ R[x] 2m . Consider the optimization problem
where the polynomial tuples h, g are given as
Clearly, x satisfies (5.4) if and only if x is feasible for (5.5).
Case II: ξ T b(x) < 0. In this case, the system (5.1) is equivalent to
Like (5.4), the system (5.7) does not use λ directly. Once a point x satisfying (5.7) is obtained, the C-eigenvalue λ can be obtained by (5.3). Clearly, x satisfies (5.7) if and only if it is feasible for the optimization problem
where h is the same as in (5.6) while the tupleg is given as
The feasible sets of (5.5) and (5.8) are compact, since they are contained in the unit sphere. However, they are possibly empty. The C-eigenpairs (λ, x) satisfying (5.1) can be found by computing feasible points of the optimization problems (5.5) and (5.8). When the number of C-eigenvectors (normalized to have unit lengths) is finite, we can compute all the feasible points of (5.5) and (5.8). In the following subsections, we show how to do this.
Compute C-eigenvectors. Assume that there are finitely many C-eigenvectors (normalized to have unit lengths) for the tensor pair (A, B).
We propose an algorithm for computing all of them.
C-eigenpairs for case I.
We discuss how to compute the C-eigenvectors satisfying (5.4). Assume the feasible set of (5.5) is nonempty and finite. When it is generically chosen, f achieves different values at different feasible points of (5.5), say, they are monotonically ordered as
N1 . We aim to compute the C-eigenvectors, along with the values f can be chosen to be any value smaller than f (1)
is equal to the optimal value of
We apply Lasserre type semidefinite relaxations to solve (5.12). For the orders k = m, m + 1, . . ., the k-th Lasserre relaxation is (5.13)
(See §2.2 for the notation in the above.) The dual problem of (5.13) is (5.14)
where I 2k (h) and Q k (g, f − ℓ i ) are defined as in (2.1)-(2.2). By weak duality, it can be shown that (cf. [17] )μ
Moreover, both {µ 1,k } and {μ 1,k } are monotonically increasing.
When (5.4) has a solution, the semidefinite relaxation (5.13) is always feasible. Suppose y i,k is an optimizer of (5.13). If for some t ∈ [m, k], the truncationŷ := y i,k | 2t satisfies the rank condition
and we can get rank M t (ŷ) optimizers of (5.12) (cf. [28] ). The method in [11] can be applied to compute the minimizers of (5.12). Interestingly, we will show that the rank condition (5.16) must be satisfied, for generic tensors A, B (cf. Theorem 5.2).
C-eigenpairs for case II.
Now we show how to find the C-eigenvectors satisfying (5.7). The computation is similar to the case I. Assume the feasible set of (5.8) is nonempty and finite. Order its objective values monotonically as
N2 .
We compute the C-eigenvectors and the value f is equal to the minimum value of
For an order k ≥ m, the k-th Lasserre relaxation (cf. [17] ) for solving (5.19) is (5.20)
Its dual optimization problem is
Suppose z i,k is an optimizer of (5.20) . If for some t ∈ [m, k], the truncation z := z i,k | 2t satisfies the rank condition
and we can get rank M t (ẑ) optimizers of (5.19) (cf. [28] ). We will show that the condition (5.22) must be satisfied for generic tensors A, B (cf. Theorem 5.2).
An algorithm for computing C-eigenpairs.
In practice, the f, ℓ i ,l i need to be chosen properly. We propose to choose f in the form as
where R is a random square matrix. For f as in (5.23), we almost always have
Thus, we can choose
In the computation of f
i , suppose the values of f
i−1 are already computed. In practice, for δ > 0 small enough, we can choose
i−1 + δ, to satisfy (5.11) and (5.18). Such value of δ can be determined by solving the following maximization problems: Step 6. Let δ = 0.05, and compute the optimal value θ 2 of (5.26). If θ 2 > f (2) i−1 , let δ := δ/2 and compute θ 2 again. Repeat this process, until we get
i−1 + δ, k = m, and go to Step 4.
Step 7. Let Λ := {ξ
The Lasserre type semidefinite relaxations (5.13) and (5.20) can be solved by the software GloptiPoly 3 [12] and SeDuMi [41] . In Step 2 and Step 5, the method in Henrion and Lasserre [11] can be used to compute optimizers of (5.12). The same is true for (5.19) and its Lasserre relaxation (5.20).
5.3.
Properties of the relaxations. First, we prove that Algorithm 5.1 converges in finitely many steps for generic tensors A, B. Let T 1 , T 2 be the feasible sets of (5.12) and (5.19), respectively. Let V R (h) be defined as in (4.14).
Theorem 5.2. Let A, B ∈ T m (R n ) be two tensors. Let h, g,g be the polynomial tuples as in (5.6), (5.9), constructed from A, B and a vector ξ ∈ R n . Then, for all ℓ i ,l i satisfying (5.11) and (5.18), we have the following properties:
(i) The relaxation (5.13) is infeasible for some order k if and only if the feasible set T 1 of (5.12) is empty.
is a finite set, then for k sufficiently large, the rank condition (5.16) must be satisfied and
The relaxation (5.20) is infeasible for some order k if and only if the feasible set T 2 of (5.19) is empty. (iv) Suppose T 2 = ∅. If V R (h) is a finite set, then for k sufficiently large, the rank condition (5.22) must be satisfied and
i . Proof. (i) "only if" direction: If the relaxation (5.13) is infeasible for some order k, then the feasible set of (5.12) must be empty. This is because, if otherwise (5.12) has a feasible point, say, u, then the tms [u] 2k (see the notation in §2) generated by u must be feasible for (5.13).
"if" direction: Since
Here, P r(g, f − ℓ i ) is the preordering of the tuple (g, f − ℓ i ). (We refer to [3] for preorderings.) Note that the sum 1 + ψ is strictly positive on {x ∈ R n :
where σ = 1 + ψ and k is sufficiently large. So, the dual optimization problem (5.14) has an improving direction and it is unbounded from the above. By weak duality, the optimization (5.13) must be infeasible.
(ii) When the set V R (h) is finite, the Lasserre's hierarchy (5.13)-(5.14) must have finite convergence, and the condition (5.16) must be satisfied, when k is sufficiently large. This can be implied by Theorem 1.1 of [29] and Proposition 4.6 of [19] .
(iii)-(iv): These two items can be proved exactly in the same way as for (i)-(ii). The proof is omitted here, for cleanness of the paper.
Remark 5.3. In Theorem 5.2(ii), (iv), if V R (h) is not finite, then we can only get the asymptotic convergence
i .
This is because V R (h) is contained in the unit sphere {x ∈ R n : x T x = 1} and the ideal I(h) is archimedean. The asymptotic convergence can be implied by [17] . However, the set V R (h) is finite for generic tensors A, B, as shown below. 
Let J = {j : x j = 0}. We claim that b(x) = 0. Suppose otherwise b(x) = 0, then
(See §3.2 for the notation B J .) Since x J is a nonzero vector, we get R J (B) = 0. This is impossible, when B is a generic tensor. Thus, in (5.27), b(x) = 0 and there exists λ such that a(x) − λb(x) = 0. Thus, we get that
This implies that x is a C-eigenvector, associated to λ. By Theorem 3.3, there are finitely many normalized C-eigenvetors, when A, B are generic. Therefore, h(x) = 0 has finitely many complex solutions, for generic A, B. So, both V C (h) and V R (h) are finite.
Proposition 5.5. Let T 1 (resp., T 2 ) be the feasible set of (5.12) (resp., (5.19) ). For all ξ ∈ R n , we have the properties: Proof. For every C-eigenpair (λ, x), it holds that a(x) − λb(x) = 0, so
T a(x) = 0 and x satisfies both (5.4) and (5.7).
(i) Every C-eigenvector x satisfying (5.4) and f (x) ≥ ℓ i belongs to the set T 1 . So, if T 1 = ∅, then no C-eigenvector x satisfies (5.4) and f (x) ≥ ℓ i .
(ii) The proof is same as for the item (i).
(iii) For the case i = 1, the set T 1 is same as (5.4), and T 2 is same as (5.7), because Proof. Since V R (h) is a finite set, (5.5) has finitely many objective values on its feasible set, and they can be ordered as in (5.10). The optimal value θ 1 of (5.25) is the maximum objective value of (5.5) that is less than or equal to f 
Numerical Experiments
In this section, we present numerical experiments for solving tensor eigenvalue complementarity problems. The Lasserre type semidefinite relaxations are solved by the software GloptiPoly 3 [12] and SeDuMi [41] . The experiments are implemented on a laptop with an Intel Core i5-2520M CPU (2.50GHz) and 8GB of RAM, using Matlab R2014b. We display 4 decimal digits for numerical numbers.
We use I to denote the identity tensor (i.e., I i1···im = 1 if i 1 = · · · = i m , and I i1···im = 0 otherwise). When B is strictly copositive. Algorithm 4.1 is applied to solve the TEiCP; otherwise, Algorithm 5.1 is used. The tensor B is strictly copositive, beause all its entries are positive. By Algorithm 4.1, we get three C-eigenpairs (λ i , u i ): The tensor B is also strictly copositive, beause all its entries are positive. By Algorithm 4.1, we get three C-eigenpairs (λ i , u i ): The computation takes about 15 seconds.
Example 6.2. ([5, §5]).
Consider the tensors A, B ∈ T 6 (R 4 ) with B = I (the identity tensor) and A listed as in Table 1 . Note that A is a symmetric tensor, i.e., A i1i2i3i4i5i6 = A j1j2j3j4j5j6 whenever (i 1 , i 2 , i 3 , i 4 , i 5 , i 6 ) is a permutation of (j 1 , j 2 , j 3 , j 4 , j 5 , j 6 ). So, only its upper triangular entries are listed. The tensor B is strictly copositive. We apply Algorithm 4.1 and get fifteen C-eigenpairs (λ i , u i ): The computation takes about 16083 seconds.
Example 6.3. ([4, §5])
Consider the tensors A, B ∈ T 6 (R 4 ) with B = I and A listed as in Table 2 . The tensor A is symmetric, so only the upper triangular entries are listed. The tensor B is copositive. We apply Algorithm 4.1 and get only one The computation takes about 140 seconds.
Example 6.4. Consider the tensors A, B ∈ T 3 (R n ) given as:
By Algorithm 4.1, for n = 3, we get seven C-eigenpairs (λ i , u i ): When n = 4, we get seven C-eigenpairs (λ i , u i ): For n = 3, the computation takes about 21 seconds; for n = 4, it takes about 138 seconds. When n = 5, thirteen C-eigenvalues are obtained. The computer is out of memory for computing the resting C-eigenvalues.
Example 6.5. Consider the tensors A, B ∈ T 5 (R n ) such that
By Algorithm 4.1, for n = 3, we get only one C-eigenpair: When n = 4, we get only one C-eigenpair: For n = 3, the computation takes about 7 seconds; for n = 4, it takes about 44 seconds; for n = 5, it takes about 2662 seconds.
In the following examples, the tensor B is not strictly copositive. So, Algorithm 5.1 is applied. Example 6.6. Consider the tensors A, B ∈ T 3 (R n ) given as:
By Algorithm 5.1, for n = 3, we get two C-eigenpairs (λ i , u i ):
0192, u 1 = (0.5171, 0.8559, 0.0000), λ 2 = −0.3669, u 2 = (1.0000, 0.0000, 0.0000).
When n = 4, we get two C-eigenpairs (λ i , u i ): When n = 5, we get six C-eigenpairs (λ i , u i ): For n = 3, the computation takes about 2 seconds; for n = 4, it takes about 9 seconds; for n = 5, it takes about 3003 seconds. We apply Algorithm 5.1 to compute the C-eigenpairs. When n = 3, we get three C-eigenpairs (λ i , u i ): λ 1 = 0.8706, u 1 = (1.0000, 0.0000, 0.0000), λ 2 = 0.9780, u 2 = (0.6209, 0.0000, 0.7839), λ 3 = 1.3163, u 3 = (0.0000, 0.0000, 1.0000).
When n = 4, we also get three C-eigenpairs (λ i , u i ): λ 1 = 0.8706, u 1 = (1.0000, 0.0000, 0.0000, 0.0000), λ 2 = 1.0698, u 2 = (0.7850, 0.0000, 0.0000, 0.6195), λ 3 = 1.7455, u 3 = (0.0000, 0.0000, 0.0000, 1.0000).
When n = 5, we also get three C-eigenpairs (λ i , u i ): λ 1 = 0.8706, u 1 = (1.0000, 0.0000, 0.0000, 0.0000, 0.0000), λ 2 = 1.1536, u 2 = (0.8527, 0.0000, 0.0000, 0.0000, 0.5224), λ 3 = 2.1787, u 3 = (0.0000, 0.0000, 0.0000, 0.0000, 1.0000).
For n = 3, the computation takes about 6 seconds; for n = 4, it takes about 35 seconds; for n = 5, it takes about 716 seconds. The computation takes about 995 seconds.
