1. Introduction. Many implementations of sparse LU factorization with partial pivoting compute the factors one row or column at a time. Each step involves both symbolic operations (to determine the nonzero structurei and numeric operations. With the development of fast floating-point hardware and vector processors. the symbolic operations have come to represent a nontrivial fraction of the overall factorization time. Thus any sizable reduction in this symbolic overhead would have a significant impact.
The technique of symmetric reductzon [41 exploits structural symmetry to decrease the amount of structural information required for the symbolic factorization of a sparse unsymmetric matrix (i.e.. for obtaining the nonzero structures of the factor matrices), This has the practical advantage of decreasing the run-time.
In this short communication. we show how to use symmetric reduction to improve the performance of a class of partial pivoting codes for the LU factorization of large sparse unsymmetric matrices, in particular. Sherman's NSPFAC (a more recent version of NSPIV [8] ) and a code of Gilbert and Peierls (7]. For some problems the speedup is more than a factor of two.
Notation. For an n x n matrix Al and two sets I and J of subscripts, we let Mrj denote the submatrix of M determined by the rows in I and the columns in J.
As a special case. we let ,Il. denote the submatrix of If determined by the rows in I.
We let G(M) denote the associated directed graph. Here edges are directed from row to column: i.e., (r, c) is an edge in G(M) if and only if mrc is nonzero. We use the notation r -M c to indicate the existence of an edge from r to c in G(M), and M r c to indicate the existence of a path from r to c. We also adopt the conventic that i = i for any i.
2. Unsymmetric symbolic factorization. Let A be a sparse unsymmetr. n x n matrix that can be decomposed (without pivoting) into L. U, where L is lowt ( " triangular with unit diagonal and U is upper triangular. Let F denote the filled matm .... }it we know the struct ure of
The following result relates the structures of the rows L4. and U,. to the existence of certain paths in G(UK. NSPFAC factors .4 by rows using column partial pivot tug. While computing f-. it represents the structure of the current. partially fornted row olv an ordered. linked list of subscripts corresponding to nonzero columns. The linked list is initialized to the nonzero columns in Ako. For each nonzero t4., (in increasing column order . the structural and numeric updates front t 2 . to 1--.. are applied int a single loop. one element at a time. The numeric update involves two levels of indirection.
Gilbert and Peierls [71 observed that it is not necessary to apply the row updates in increasing order-any order consistent with a topoloqical order of G(UKK I would suffice. They also noted that a depth-first search of G( UK.) starting from the nonzero columns of ,4. gives the nonzero structure of Fk... and that a topological ordering can be obtained as a byproduct. without additional work. Using this result. they show that GP runs in time proportional to the number of floating-point operations. a property not shared by other sparse partial pivoting codes.
In computing Fk..,i GP first does a depth-first search to compute the structure of Lk. (but not Uk.,) as above. Then. for each nonzero t(., (in topological orderO. it applies the structural updates from U,. to Uk. and the numeric updates from U,. to FA. in a single loop. one element at a time.
To estimate the time NSPFAC and GP spend in nonnumeric computations. we wrote a sparse LU factorization code (called NF) that uses a predetermined pivot sequence and precomputed factor structures." By using the same pivot sequence and factor structures as computed by NSPFAC or GP. we cat. measure how much time would be spent if the nonnumeric operations involving symbolic factorization and pivot selection were removed. Table 2 gives the run-times 3 for ten problems from the Harwell -Boeing collection
[3]. For each test matrix A. the rows of the matrix were preordered by a minimutn degree ordering of AAt, as suggested by George and Ng [5] . The results for the Sun SparcStation/I show that the nonnumeric overhead can exceed 50 percent. For the IAlthough GP computes the LU factorization by columns using row partial pivoting, to be consistent we describe the Gilbert-Peierls approach by rows. In the numerical experiments. (GP factored At rather than A. IBM RS/6000 Model 320. which has relatively faster (with respect to the speed of its integer unit) floating-point hardware. the nonnumeric overhead can exceed 70 percent.
4. Symmetric reduction. Theorem 2.1 characterizes the nonzero structure of Fk. in terms of the structure of Ak. and paths in the graph G(UK.). But by removing from G(UK.) edges that are not needed to preserve the set of paths, a process called transitive reduction [1] , we can decrease the amount of searching required to determine the structure.
If we remove all such redundant edges, then we get the elimination dag (directed acyclic graph) [6], the minimal subgraph that preserves paths. However, if we remove fewer redundant edges, we will still preserve the set of paths. The search time will be larger than for the elimination dag, but the total time (including the time for the reduction) may be less.
Symmetric reduction [4] is based on structural symmetry in the filled matrix F. The symmetric reduction of G(UK.) is obtained by deleting all edges (i, m) for which eji * ui # 0 for some j < min{k, m}. In effect, all nonzeros to the right of the first symmetric nonzero are deleted; if no such symmetric nonzero exists, then all nonzero entries are kept. We denote the resulting symmetrically reduced matrix by UK.. Figure 1 shows the structures of two partial factor matrices FK,.. and FK,.., where K 4 = {1,2,3,4} and K 5 = {1,2,3,4,5}. We use "o" to indicate a nonzero entry in the original matrix, and "o" an entry that fills in. Since 241 * U14 is the only symmetric nonzero pair in FK,,., only the nonzeros to the right of U14 are pruned from UK 4 ,. to get UK,.. On the other hand, there are two more symmetric nonzero pairs in FK 5 ,., 452 * U25 and 44 * u 4 5 , so that nouzeros are pruned in rows 2 and 4 to get UK 5 ,.. Symmetric reduction preserves the set of paths in G(U) (see "4] ). The argument can be adapted to show that it also preserves the set of paths in G(UK.). The following result is an immediate corollary of this observation and Theorem 2.1. 5. Numerical experiments. We incorporated symmetric reduction into NSP-FAC and GP. In the process, we made a number of small modifications to the codes.
In NSPFAC, we split the innermost loop so that, when applying the update from Uj. to Fk., we complete the structural update before performing the numeric update. Furthermore, we removed one of the two levels of indirection from the numeric update. In GP. we removed the structural update to Uk. from the innermost loop and disabled the test for accidental cancellation, for otherwise symmetric reduction might not preserve paths. Furthermore, we combined the symbolic computation of Lk. and Uk. into a single depth-first search that computes the structure of Fk. using Corollary 4.1. Table 3 presents the ratios of the run-times of the original and two modified versions of NSPFAC and GP to the corresponding NF using the same pivot sequence. The versions labeled "Red" include only those changes needed to incorporate symmetric reduction: the versions labeled "Mod" also include the changes that remove one level of indirection (NSPFAC) or combine the depth-first searches (GP). As in Table  2 , the rows of each test matrix A were preordered by a minimum degree ordering on AA t .
The results show a dramatic decrease in the overall factorization time. The reduction is more pronounced on the RS/6000 due to the relatively faster floating-point hardwaxe. An even more dramatic reduction would be expected on a vector processor.
There are other ways to improve these sparse partial pivoting codes. One is to use path-symmetric or partial path-symmetric reduction, as described in i4j. Another is to switch from nodal to supernodal elimination [2,, which we expect will give a substantial improvement. A code with these features is currently under development by the authors.
