Multivariate kernel density estimation is often used as the basis for a nonparametric classification technique. However, the multivariate kernel classifier suffers from the curse of dimensionality, requiring inordinately large sample sizes to achieve a reasonable degree of accuracy in high dimensional settings. A variance stabilising approach to kernel classification can be motivated through an alternative interpretation of linear and quadratic discriminant analysis in which rotations of the coordinate axes are employed to obtain an assumed mutual independence among the components of the rotated data. This alternative method, which we call the method of kernel product estimators, performs well in a variety of examples, including a 20-dimensional target recognition problem.
INTRODUCTION
Recently, much attention has been given to the application of nonparametric methods in the classification problem. Notably, methods such as neural networks (Barron & Barron, 1988; Lippmann, 1989; Cheng & Titterington, 1994; Ripley, 1994) , classification and regression trees (Breiman et al., 1984) , successive projections, unpublished work by S. Bose, flexible discriminant analysis (Hastie, Tibshirani & Buja, 1994) and multivariate nonparametric regression techniques such as projection pursuit regression (Friedman & Stuetzle, 1981) , alternating conditional expectations (Breiman & Friedman, 1985) , generalised additive models (Hastie & Tibshirani, 1990 ) and multivariate adaptive regression splines (Friedman, 1991) have been shown to exhibit superior performance over standard parametric rules such as linear and quadratic discriminant analysis, for these see Anderson (1984) , in a wide variety of problems. Nonparametric methods allow one to reduce the potential bias incurred by the erroneous assumption of a normal model. A disadvantage of the nonparametric methods is a lack of parsimony in the final model; interpretation of the model is, at the very least, challenging.
In this paper, we present a semiparametric model for classification that combines ideas from normal-theory classification with those of nonparametric classification using multivariate kernel density estimators, e.g. Silverman (1986) and Hand (1982) . The new alterna-tive method, which we call the method of kernel product estimators, can be viewed as a bias reduction technique that offers variance stabilisation as the dimensionality of the problem increases. It relies on a transformation of the data to what J. O. Bennett and D. W. Scott, in unpublished portions of their Ph.D. dissertations, term pseudo-independence. The model assumed by the kernel product classifier is a simple generalisation of the model assumed by linear and quadratic discriminant analysis and is therefore straightforward to interpret.
In § 2, we briefly review the classification problem and the kernel density estimator method. In § 3, we motivate the kernel product estimator method through an alternative interpretation of linear and quadratic discriminant analysis, and we present theoretical results on consistency and convergence rates for purposes of comparison of the kernel density estimator and kernel product estimator methods. We also provide suggestions for improvement of the basic kernel product estimator that lead to generally better fits in applications. In § 4, we apply the kernel product method to a series of examples, comparing its performance to the performance of some of the methods mentioned above. Section 5 offers conclusions.
CLASSIFICATION AND KERNEL DENSITY ESTIMATORS
The problem of classification is that of allocation of an object into 1 of K possible unordered populations which are arbitrarily labelled as 1, 2,..., K. Classification is made on the basis of observed values of a set of p descriptive features or predictors, X e W. Under 0-1 loss, which we assume throughout, the Bayes decision rule d{x) allocates an observed p-variate feature vector x via
is the a posteriori probability of population i, with 7i ; and /;(.) the a priori probability and class-conditional density of population i, respectively. One approach to classification is therefore to estimate each class-conditional density through training samples collected from each population, thereby obtaining a set of estimated a posteriori probabilities. Often, n l} ... ,n K are taken to be the sample proportions. Substitution of Gaussian densities into (2) with estimated parameters results in either linear or quadratic discriminant analysis. In kernel density classification, for example Hand (1982) , the class-conditional densities are estimated with multivariate kernel density estimators, which have the form /•(*) = TTS
where (X n ,..., X iNt ) is the training sample from population i, Jf(.; H t ) is a multivariate kernel function, and H t is a bandwidth matrix that governs the degree of smoothness of the estimate. Most often, Jf(.; H ( ) is taken to be a Gaussian density, while H t is taken to be diag(/if l9 ..., hf p ). The estimate then becomes
1=1 ft = l I In ik ) the so-called Gaussian product kernel estimator. In practice, variable bandwidth kernels, in which bandwidths may vary by the point of estimation or by the point of sample observation, are typically employed to permit differing degrees of smoothing in different portions of the sample space. Recent treatments of density estimation are given by Silverman (1986) , Scott (1992) and Wand & Jones (1995) . Through simulation studies, a number of authors have compared the performance of the product kernel classifier to that of linear and quadratic discriminant analysis in a wide variety of settings, e.g. Remme, Habbema & Hermans (1980) , Schmitz, Habbema & Hermans (1985) , Rawlings et al. (1986) and Murphy & Moran (1986) . the results of these comparisons are consistent with the intuitive notion that the rewards of kernel classification are most substantial under severe departures from normality, although the kernel classifier is surprisingly competitive with linear and quadratic discriminant analysis in the multinomial case of low to moderate dimension.
3. CLASSIFICATION VIA KERNEL PRODUCT ESTIMATORS 3-1. An alternative view of linear and quadratic discriminant analysis Linear and quadratic discriminant analyses proceed by replacing the true classconditional densities of (1) with Gaussian density estimates, ff(x), say, i= 1,..., K. The classification is then performed via the decision rulê
We now present an equivalent procedure. Let X be an observation from population i. It is well known that, if X has a multivariate normal distribution, then X is equal in distribution to a linear transformation of a multivariate normal random vector with diagonal covariance matrix. If, in step 1, we add the restriction that t t be orthonormal, then 7^ can be taken to be the sample principal components transform for population i; that is the kth row of % is the eigenvector corresponding to the kth largest eigenvalue of £ ; . In this case |f;| + = 1 so that calculation of the a posteriori probabilities in the estimated Bayes rule (4) simplifies slightly.
Step 1 distinguishes between linear and quadratic discriminant analysis through the manner in which the transformations are estimated; assumed homogeneity of withingroup covariances results in homogeneous transformation matrices, % = ... = t K .
3-2. The generalisation
A natural generalisation of linear and quadratic discriminant analysis that follows from Algorithm 1 is to replace the univariate Gaussian densities in step 2(a) with univariate kernel density estimates. The resulting decision rule, the method of kernel product estimators classifies via
where and where is the kernel density estimate in the feth dimension of the transformed space for population i. We allow the pooling of sample covariance information across the K populations to obtain fi = ... = T K , corresponding to linear discriminant analysis. The kernel product technique can be regarded as semiparametric, agreeing with the normal-theory approach up to the particular form of the univariate density estimates employed in the marginal directions of the transformed space. The suggested procedure is sensible only if the covariance matrix of observations from each population exists and the components of the transformed variables are at least approximately independent. These conditions appear in the discussion of consistency given in §3-3.
3-3. Consistency and convergence rates
In this section, we demonstrate the consistency of the procedure and compare rates of convergence for the multivariate kernel and kernel product estimators.
To begin, we focus on the kernel product classifier that uses a Gaussian kernel function in each marginal direction of the rotated space and demonstrate the consistency of the classifier. Two sets of regularity conditions are necessary; the first specifies conditions on the class-conditional densities and bandwidths required to ensure consistency of a multivariate product kernel estimator, while the second ensures asymptotic determination of a particular independence-inducing rotation. (ii) the diagonal elements of T^Tj are distinct.
Condition (Kl
Condition (R2)(ii) is a technical condition that is useful in proving the consistency theorem.
To prove the consistency of d KPE {x) for the optimal rule d(x), it is sufficient to show that the ith kernel product is consistent for the ith class-conditional density on the set 9?
p -jV h where Jf x is a set of Lebesgue measure 0 (i = 1,..., K). The required consistency is provided by Theorem 1, a proof of which is available from S. N. MacEachern. THEOREM 1. Suppose that Conditions (Kl), (K2) and Conditions (Rl), (R2) hold. Let T in = t in (X n ,...,X in ) be the sequence of sample principal component rotations, and let /i(x; T) =fi(x; T,X n ,..., X^) denote the Gaussian kernel product estimator off(x) under a rotation t. Then for any e > 0, as n-+ oo,
Theorem 1 shows that /(x; T Un ) fails to converge in probability to/ ; (x) on at most a set of Lebesgue measure 0, for otherwise the integrated squared error will not converge in probability to 0.
We now turn to an investigation of the rate of convergence of a kernel product estimator to its estimand. We relax the assumption of Gaussian kernel function, but still require some conditions on the kernel. A relatively standard calculation of the mean integrated squared error yields an approximation, based on ignoring higher order terms in the Taylor series expansion of the variance of/and the squared bias of/for/. The approximation is = t CjH}+ t C Jk hjhj + -t Z 
" k+j
The optimising set, (/i? pt ,..., h°p t ), has /zj pt = O(n" 1/5 ) for ; = 1,..., p. Substitution of the optimal window widths into AMISE(/,/) therefore gives that the rate of convergence of the mean integrated squared error, MISE(/,/), to 0 is O(n~4 /5 ), regardless of the dimensionality, p.
By comparison, similar calculations can be performed to show that, if g is a multivariate product kernel density estimator of a uniformly continuous density g, the rate of convergence of MiSE(g, g) to 0 is 0(n~4 /<p+4) ). It is easily shown that the multivariate kernel and kernel product estimators have equivalent bias; hence, under independence, the multivariate kernel estimator sacrifices a potentially large reduction in integrated variance.
3-4. Practical considerations
There are a number of practical improvements to the kernel product classifier that are easy to implement and lead to better empirical performance. These improvements have been adopted for the examples presented in § 4.
As in the normal case, it will often be evident whether or not within-group covariance matrices are homogeneous and whether or not enough data are available to estimate a heterogeneous model with sufficient accuracy. Under a lack of such information, one possible approach is to apply K-fold crossvalidation on the training set to compare performance of linear and quadratic discriminant analysis. The choice of model for the kernel product method can be based upon this comparison. As an alternative to the completely homogeneous or heterogeneous models, a model that allows for homogeneity within groups of populations could be adopted.
To reduce the effects of outliers when estimating appropriate transformations, we perform Winsorised estimation of covariances via the following algorithm, presented here for the heterogeneous model. where Xf = JVf 1 Efi x Xf,. The principal components transformation is only one of many transformations that remove correlation. Another transformation for consideration is the inverse Choleski decomposition or so-called 'whitening' transform recommended by Fukunaga (1972) ; here the transformation is of the form T i = E,~*. An intuitively unappealing feature of this transformation is the lack of invariance under a reordering of the predictors. Nevertheless, as shown in § 4, the whitening transform seems to improve performance in some cases. Here K-fold crossvalidation can be employed to choose between principal components and whitening transforms. If crossvalidation fails to reveal a superior transformation, we prefer principal components in view of its invariance under predictor reordering.
There exists a vast wealth of literature on kernel estimation that can be consulted for improvement of the kernel product classifier. In particular, the use of adaptive bandwidths can result in markedly more stable classification behaviour, as adaptive kernel estimates are generally smoother than nonadaptive kernel estimates in portions of the sample space in which populations are likely to overlap.
Since many kernel functions are highly efficient (Silverman, 1986 , p. 43), we adopt Gaussian kernels for simplicity and smoothness. Following Silverman we employ a robust estimate of spread for the kth transformed direction for the ith population of a ik equal to the smaller of the sample standard deviation and (1/1-34) x sample interquartile range, and choose a bandwidth of h ik = 0-9o ik n~1 /5 . Based on the initial choice of bandwidths, we compute adaptive bandwidths that vary by the point of sample observation through Silverman's (1986, p. 101 ) algorithm, where we take the a parameter to be 05.
The vast majority of CPU time required by the kernel product classifier is spent estimating transformations and adaptive bandwidths. Once these parameters have been set, they may be stored until re-estimation is deemed appropriate. The amount of required set-up time will vary with dimensionality, number of populations and number of training cases; running on an HP715/64 and coded in a mixture of S-Plus and Fortran, the set-up procedure did not require more than one minute of CPU time for any of the examples in § 4. If speed is of the utmost concern, as may be the case in problems for which the set to be classified is large, density estimates on a fine grid of points can be stored, and an observation can be classified according to the rule for the nearest point on the grid.
EXAMPLES

Preamble
We present two examples that involve simulation and two that have appeared elsewhere in the literature. We compare the performance of the kernel product classifier to linear and quadratic discriminant analysis, the multivariate product kernel classifier and flexible discriminant analysis (Hastie et al., 1994) using multivariate adaptive regression splines of degree 1, multivariate adaptive regression splines of degree 2 and BRUTO, as implemented in the mda routines from the StatLib archive, located at www.stat.cmu.edu. The multivariate product kernel classifier is implemented with a diagonal kernel. The bandwidth in direction k for population iish ik = Q-9a lk n~l l(p+4) . The improvements of § 3-4 were adopted for the kernel product classifier in all four examples, with the exception that a heterogeneous model was exclusively employed. For purposes of comparison, a priori probabilities were estimated from sample proportions.
4-2. Normal mixtures
The first simulated example has two classes and two predictors. The final predictors are linear combinations of two initial predictors, generated as follows: for population 1, the first initial predictor is a mixture of two normal random variables while the second initial predictor is a standard normal. Population 2 agrees with population 1 except for the means of the normals in the mixture distribution of the first initial predictor. Specifically, the initial predictors are generated as The training and test sets consisted of 100 and 900 observations, respectively, chosen from an equal mixture of the two populations. A total of 250 replicates were run, giving the average misclassification rates and standard errors as reported in Table 1 . The poor performance of the normal rules in this example is explained by the fact, obvious from the above description of the models, that the normal distribution fitted to population 1 has mode located in a cluster of population 2 observations and vice versa. The nonparametric methods all show comparable performance, although the multivariate product kernel classifier marginally outperforms the kernel product classifiers. 
Classification methods are: linear discriminant analysis, LDA; quadratic discriminant analysis, QDA; flexible discriminant analysis with multivariate splines of degree 1, F DA MARSI. degree 2, FDAMAJ^J and BRUTO, FDA BRUTO ; the multivariate product kernel classifier, PK; and kernel product classifiers relying on a principal components transformation, KPEpRCps and a whitening transformation, An additional comparison was made with this simulation. The kernel product classifier described here, with adaptive bandwidth estimation, was compared to the kernel product classifier with nonadaptive bandwidths. The evidence that the adaptive bandwidth classifier performs better is strong, with a paired t statistic of 15-43 on 249 degrees of freedom. However, the actual difference in misclassification rates is small.
4-3. Nonadditive boundaries
In the second example the optimal boundaries separating the populations are not additive functions of the predictors. Similar examples have appeared in Hastie et al. (1994) and in unpublished work of S. Bose. There are two populations and 6 predictors, the last four of which are random J^{0, 1) noise variables for both populations. For population 1, the first two predictors are independent Un [-5,5 ] random variables, whereas the first two predictors for population 2 form bivariate normal vectors with means 0, variances 1 and correlation coefficient \. In this example, all relevant discriminatory information is contained in a relatively small subset of dimensions.
We chose a training set of size 500 and a test set of size 3000, both from an equal mixture of the two populations. Seventy five replicates were performed; average misclassification rates and standard errors appear in Table 1 . It is interesting to note that, despite the glaring violation of Condition (R2)(ii), the kernel product classifier still performs admirably and does not overfit the training data, in contrast to the product kernel classifier. Flexible discriminant analysis, in the form of multivariate adaptive regression splines of degree 2, also performs quite well, as is to be expected, since the nonadditive model assumed by that method is appropriate for this problem.
4-4.
Vowel recognition data This is a well-known dataset consisting of 10 classes and 2 predictors. The data were created by a spectrographic analysis of 10 distinct vowel sounds spoken by 67 test subjects in words formed by an 'h' followed by a vowel followed by a 'd'. The measurements consist of the two lowest frequencies of each speaker's voice. After collection, the data were randomly split into a training set of size 338 and a test set of size 333. Figure 1 contains a scatterplot of the training data. Lee & Lippmann (1989) and S. Bose tested several classifiers on this dataset. The former authors report an error rate of 0174 for the fc-nearest neighbour approach, while the latter reports an error rate of 0177 for his 'successive projections' approach. Our results are reported in Table 2 and parallel those of Lee & Lippmann and Bose. The 'whitening' version of the kernel product classifier obtains an error rate equal to that of 'successive projections.' In this example, crossvalidation was successful in choosing the appropriate transformation.
4-5. Sonar data
This dataset, collected by Gorman & Sejnowski (1988) , comprises sonar signals bounced off two types of object, roughly cylindrical rocks and metal cylinders that played the role of mines. Each signal is a collection of energies in 60 wavebands ordered in time as the boat moves over the objects. To reduce coordinate-wise dependence, the data were averaged in bands of three, resulting in 20-dimensional predictors. There were a total of 111 mines and 97 rocks in the dataset, which was split into training and test sets of size 104 each. The split was performed via a cluster analysis to ensure even matching. Ripley (1994) provides a complete discussion of the treatment of this dataset. Table 2 . There is a tendency for every rule to overfit the training data; this effect is most severe for the flexible discriminant analysis procedures, which perform surprisingly poorly. Quadratic discriminant analysis does very well for this example. The kernel product classifier that uses principal components transformations has the best overall performance, although crossvalidation suggests the use of whitening transforms. It should be pointed out, however, that each of the two population covariance matrices is being estimated with roughly 50 observations, a comparatively small sample size relative to the dimensionality of the problem. Crossvalidation in such cases is suspect.
DISCUSSION
Although kernel-based density estimators were employed in this paper, the strategy used to construct the kernel product classifier is more general. Once a rotation toward independence is chosen, any univariate density estimator can be used in place of the normal density implicit in linear and quadratic discriminant analysis. For example, the density estimation methods of Hjort & Glad (1995) could be used in place of kernel density estimators.
In cases for which the independence assumption holds, the rate of convergence of mean integrated squared error to 0 for a kernel product estimator is significantly greater than the corresponding rate for a multivariate kernel estimator, with improvement increasing in dimensionality. The rewards of this behaviour are demonstrated empirically in the moderate to high dimensional settings considered in § § 4-3 and 4-5.
Exploratory data analysis of the transformed data can serve as a check of the independence assumption, as severe departures from independence are often detectable from scatterplots. If dependence is detected, a possible extension of the model is to fit multivariate kernels in groups of directions to capture the dependence and to fit univariate kernels in other directions. If we adopt a Bayesian viewpoint, a complete model is obtained by placing a prior on an entire class of models with dependence in differing subspaces. Then the prior is updated on the basis of a pseudolikelihood calculated via crossvalidation, and the final density estimate is a posterior weighted average of the density estimates obtained from each model in the chosen class. This class could contain the model of complete independence adopted in this paper as well as every possible model involving dependence in at most m directions, 1 ^ m < p, where m is specified by the analyst.
