Abstract. Remote sensing technology has applications in various knowledge domains, such as agriculture, meteorology, land use, environmental monitoring, military surveillance, and mineral exploration. The increasing advances in image acquisition techniques have allowed the generation of large volumes of data at high spectral resolution with several spectral bands representing images collected simultaneously. We propose and evaluate a supervised classification method composed of three stages. Initially, hyperspectral values and entropy information are employed by support vector machines to produce an initial classification. Then, the K-nearest neighbor technique searches for pixels with high probability of being correctly classified. Finally, minimum spanning forests are applied to these pixels to reclassify the image taking spatial restrictions into consideration. Experiments on several hyperspectral images are conducted to show the effectiveness of the proposed method.
Introduction
The technology of remote sensing [1] [2] [3] [4] has applications in several fields, including agriculture, forestry, hydrology, meteorology, mapping, environmental monitoring, land use, mineral exploration, and military surveillance.
Airborne and satellite sensors are typically used to measure the electromagnetic radiation reflected from the Earth's surface. Different types of surface materials, such as soil, water, vegetation, and minerals, can be distinguished from spectral reflectance signatures.
Advances in image acquisition techniques have allowed the extraction of large volumes of data with high spectral resolution. Such data, called hyperspectral, refer to the collection of information consisting of various spectral bands, which are defined in a wavelength range.
Hyperspectral image analysis [5] [6] [7] [8] [9] [10] [11] is a challenging task and has received increasing interest in the community. Some inherent difficulties in the analysis of such data include its high dimensionality and noise contamination.
Although the spectral bands provide valuable information with high discriminative power that allows the identification of distinct classes of objects, some initiatives for combination of spatial and spectral information have been also presented in the literature.
performance is compared to other classification approaches, including two which are also based on MSF. 13, 15 The remainder of the paper is organized as follows. Section 2 briefly describes concepts related to the topic under investigation. The proposed method for hyperspectral data is presented in Sec. 3. Experimental results are described and discussed in Sec. 4 . Section 5 presents the conclusions and directions for future work.
Background
The remote sensing area [1] [2] [3] 16 has employed aircraft and satellites to acquire information about the Earth's surface. In addition to traditional aerial photographs operating in the visible portion of the electromagnetic spectrum, continuous technological development has allowed the acquisition of information in other portions, such as microwave and thermal infrared.
Hyperspectral sensors, also known as imaging spectrometers, are instruments that capture images at several contiguous bands of spectral radiance with wavelengths typically varying between 0.4 and 2.5 μm. Therefore, each pixel in the image contains a continuous spectrum that can be used to characterize objects in the scene.
Several hyperspectral sensors have been used to acquire data for a number of different applications, such as thematic mapping, geology, hydrology, agricultural assessment, mineral exploration, and study of global environmental and climate changes. Some important sensors include the hyperspectral digital imagery collection experiment, 17 airborne visible/infrared imaging spectrometer, 18 reflective optics system imaging spectrometer, 19 compact airborne spectrographic imager, 20 airborne imaging spectrometer, 21 airborne imaging spectrometer for different applications, 22 geophysical and environmental research imaging spectrometer, 23 hyperspectral mapper, 24 aerosol mass spectrometer, 25 airborne prism experiment, 26 compact high-resolution imaging spectrometer, 27 digital airborne imaging spectrometer, 28 and thermal infrared multispectral scanner. 29 The analysis of hyperspectral data has received growing interest from the community, since they have spectral attributes with high discriminative power. Several classification methods have been proposed in the literature for labeling the image pixels according to specific classes, including Bayesian networks, 30 SVM, 31 neural networks, 32 nearest neighbors, 33 clustering algorithms, 34 and decision trees, 35 among others. The process of classification consists in categorizing pixels or regions of the images into a set of different classes, such that pixels with similar attributes belong to the same class. Hyperspectral image classification methods can be generally divided into unsupervised and supervised techniques. Unsupervised techniques identify groups of pixels without prior knowledge of the data, whereas supervised techniques employ known labeled samples to assign pixels to one of the classes.
Many pixelwise classification approaches 36, 37 consider only spectral information of the pixels. Other methods take spatial information present in the image into account. 12, [38] [39] [40] Some strategies for including spatial information in the classification are watershed, 41 minimum spanning forests, 13 graph cuts, 42 shortest paths, 43 random walks, 44 and Markov random fields.
of the hyperspectral image is initially obtained by using SVM. In a second step, a K-NN search is performed in order to choose the pixels that are most likely to be correctly classified by SVM. Such pixels are chosen as seeds for the MSF algorithm to produce a spatial-based classification. The details on each step are described as follows.
The hyperspectral image is a matrix of size m × n × l, so that each pixel is a vector pðx; yÞ ¼ ½pðx; y; 1Þ; pðx; y; 2Þ; : : : ; pðx; y; lÞ. The set S u of samples to be classified is the set of m × n pixels. For simplicity, a general pixel will be referred to as p ¼ ðp 1 ; p 2 ; : : : ; p l Þ, dropping the two-dimensional indices. The classified samples form a set S c of pairs s i ¼ ðx i ; y i Þ and i ¼ f1;2; : : : ; jg, such that the i'th pair has feature vector x i ∈ R p and belongs to class y i .
Two measures are investigated as descriptors for the elements of both S u and S c . The first corresponds to the hyperspectral values. In such a case, the descriptor of a pixel p is the pixel itself, the vector p ¼ ðp 1 ; p 2 ; : : : ; p l Þ. The second measure is the local entropy, which measures the intensity variation around a pixel. This information can be useful in distinguishing homogeneous regions (smaller values) from heterogeneous regions (larger values). The feature vector for a pixel p is a vector e ¼ ½eðp 1 Þ; eðp 2 Þ; : : : ; eðp l Þ, such that eðp i Þ is the entropy of p i computed over a 9 × 9 neighborhood centered at p i .
The hyperspectral and entropy descriptors for a sample s i ∈ S c are given beforehand, so that the pair ðp i ; y i Þ denotes s i with hyperspectral descriptor and ðe i ; y i Þ denotes s i with entropy descriptor.
Support Vector Machines Classification
An SVM classifier receives as input the sets S u and S c . The PCA technique is applied to the entropy vectors e in order to obtain reduced vectors e 0 . This dimensionality reduction process is important to remove redundant or highly correlated features, which improves the performance of the classifier.
The SVM classifier is trained by using the pairs ðe 0 i ; y i Þ of S c . Given the trained model, SVM classifies the samples p of S u such that L 1 ðpÞ is the assigned class. The assignment of all pixels produces an image L 1 of size m × n.
Seed Identification
The SVM classification is checked against a K-NN search in order to identify pixels that have high probability of being correctly classified. The pixels identified in this step are called seeds. These pixels are considered in the next step as starting points for an MSF method which introduces spatial restrictions in the classification. All pixels that are not seeds will be reclassified by expanding the classification from the seeds. Algorithm 1 summarizes the process of seed identification. For each pixel p ∈ S u , a K-NN search is performed in the feature space to retrieve its k nearest neighbors among the set S c . The entropy descriptors are also used in this step. Therefore, given the descriptor e 0 of p, the pairs of closest samples fðe 0 If the class of p assigned by SVM is the same class of the pairs found with the K-NN search, L 1 ðpÞ ¼ y c 1 ¼ y c 2 ¼ : : : ¼ y c k , then p is included as a seed pixel in the set L 2 , such that its class is the same as the one from SVM, L 2 ðpÞ ¼ L 1 ðpÞ. In addition to the class labeling, a cost of zero is also assigned to a seed, that is, CðpÞ ¼ 0. L 2 and C are images of size m × n. These two images are further used in the MSF classification, such that L 2 ðpÞ will store the classification of p given by an MSF, whereas C will store the cost of such assignment.
All the pixels p for which the class assigned by SVM differs from any of the K-NN will be considered in the next step of the classification. These pixels are assigned an invalid class L 2 ðpÞ ¼ −1 and a high cost, CðpÞ ¼ ∞.
Minimum Spanning Forests Classification
The final step of the classification uses an MSF approach so that the classification takes spatial restrictions into account. This step performs its computations over the hyperspectral feature space; that is, the similarity of pixels is computed using the pixel vectors of values p ¼ ðp 1 ; p 2 ; : : : ; p l Þ.
The classification is stored in the image L 2 . The cost image C and a minimum priority queue Q are used as auxiliary data structures. The seeds found in the previous step are initially inserted into the priority queue Q. The priority queue Q is maintained according to the costs of C. The MSF computation is performed as shown in Algorithm 2.
A minimum cost pixel p is retrieved from Q, and its four-neighborhood is analyzed. Suppose q is a neighbor pixel of p and dðp; qÞ is the Euclidean distance of their feature vectors p ¼ ðp 1 ; p 2 ; : : : ; p l Þ and q ¼ ðq 1 ; q 2 ; : : : ; q l Þ. If the cost CðqÞ is greater than dðp; qÞ, then q is assigned to the class of p (L 2 ðqÞ ¼ L 2 ðpÞ) and its cost is updated to the distance between the descriptors, CðqÞ ¼ dðp; qÞ. In case q is already in Q, the priority queue is updated; otherwise q is inserted into Q. The process just described is the basic iteration of the MSF algorithm. At each iteration, a pixel of minimum cost is retrieved from Q. Since the seeds are elements with cost zero, the classification will expand from them. The process is repeated until the priority queue is empty, such that all pixels have been classified.
Experimental Results
In this section, the proposed method is compared to four others: (i) SVM, (ii) SVM with PCA, (iii) the approach based on stochastic minimum spanning forest by Bernard et al., 13 referred here to as SMSF, and (iv) the approach based on probabilistic minimum spanning forest by Tarabalka et al., 15 referred here to as PMSF. The SMSF and PMSF approaches are closely related to our proposed method, which are also based on the SVM classifier to obtain an initial classification and based on MSF for improving the results. On the other hand, the SMSF uses a stochastic scheme for the second step. A set of n maps is created and, for each one of these maps, a percentage of the pixels classified by SVM is randomly chosen to form the seeds for the MSF method. Then, MSF is applied to each map and the final classification is given by a voting scheme considering the results for all these maps. The PMSF also differs in the second step, where the most reliable pixels classified by SVM are chosen as seeds for the MSF method. Experiments are conducted on seven benchmark datasets. 18, 19, 49 The main characteristics of each dataset (image dimensions, number of bands, and number of classes) are summarized in Table 1 .
The algorithms were implemented in MATLAB ® . 50 The LIBSVM, 51 with default parameters, was used to perform the classification based on SVM. The methods were evaluated through the overall and class accuracy rates. Figure 2 shows an overview of the proposed classification method. Figures 2(a) and 2(b) depict one band of the Indian Pines dataset and its ground truth. The SVM classification is given in Fig. 2(c) . The resulting seeds are shown in Fig. 2(d) , whereas the final classification is shown in Fig. 2(e) .
In the following sections, we initially tuned the parameters for SVM, our method, SMSF, and PMSF. Hyperspectral and entropy descriptors were compared. Entropy improved the results obtained with SVM when compared to the results through hyperspectral values. The same was not true for MSF classification, where the hyperspectral values tend to perform better than entropy. We presented some comparisons for SVM. For the MSF step, we used hyperspectral descriptors. The parameter k for the k-nearest neighbors used in our method was evaluated, as well as the parameters for SMSF and PMSF. After the tuning steps, we compared the methods. Figure 3 shows the behavior of the SVM classification according to the used descriptor, hyperspectral values, or entropy, as well as the use of PCA. Entropy provides a significant improvement on the classification results when compared to hyperspectral values, whereas the use of PCA helped to achieve better classification results relative to each descriptor. Figure 4 shows the impact on the classification according to the choice of the k value (of K-NN) for selecting the seeds in our method. The best results were obtained with the hyperspectral Fig. 3 Comparison of parameters for SVM classification. The lines are labeled as a pair defining which descriptor was used and whether PCA has been performed. Fig. 4 Impact of k -nearest neighbors for the selection of seed pixels. The lines are labeled as a pair defining which descriptor was used and whether PCA has been performed. The SVM result is depicted as a baseline for comparison.
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K-Nearest Neighbor Setup
descriptor. PCA did not provide any improvement. All the experiments were performed with 10% of samples for training the SVM. The SVM result is depicted as a baseline for comparison. The best result is achieved with k ¼ 3.
SMSF Setup
The impact of the choice in terms of the number of maps and marks for the SMSF method is summarized in Fig. 5 . All experiments used 10% of the pixels for the SVM classification. Even though the original paper 13 does not use entropy and PCA for SVM, we have used these settings for a fair comparison of the MSF step; otherwise the results for SMSF would be degraded. Similarly to what occurred with our method, PCA and entropy do not improve the results of the MSF step. We suppress the results for such parameters and show the best results using a feature descriptor based on hyperspectral values and no PCA step. This is also the setting used in the original paper. The best results were obtained with 20 maps (as in the original paper) and 10% of seeds randomly selected. In the original paper, the value is 3% for some datasets and 11% for other datasets. However, some of the datasets used here were not considered in the paper. Therefore, we choose 10% random samples for seed selection since this value achieves the best results for the datasets evaluated in our experiments. 
PMSF Setup
These experiments were also conducted with 10% of the pixels for the SVM training. As in SMSF, the use of entropy and PCA for SVM was kept for a fair comparison of the MSF step. We only show the results for hyperspectral descriptors for the MSF step, once PCA and entropy did not result in any improvement. After the SVM step, PMSF computes the connected components on the resulting classification and the probability (reliability) of each classification being correct (for more details, refer to Ref. 15 ). These components and the following three parameters are used to select the seeds of the method: • the way of selecting the seeds depends on whether a connected component is larger or smaller than a threshold M; • if the connected component is larger than M, then a percentage P of its most reliable classifications is kept as seeds; • otherwise, the pixels with reliability greater than a threshold S are kept as seeds.
The parameter S is the smaller probability value of the T% most reliable SVM classified pixels for the whole image. We will discuss the choice of T, as in the original paper. The parameter M was chosen to be 20, since it produced good results in our experiments, reflecting the choice in the original paper. The parameters P and T were set to ∼5% as in the original paper; however, we did not obtain good results with such a choice. The differences may be due to the probability computations, even though we used LIBSVM, 51 as in the original paper. The choice of these parameters for the PMSF method is summarized in Fig. 6 . The overall accuracy stabilizes with P ¼ 50% and T ¼ 5%. The results get worse for T greater than 25%. The best results are obtained with T in the range (5%, 25%) (overlaid curves in Fig. 6 ). Tables 2-8 show the gradual improvement on the classification achieved by the proposed method when using SVM with PCA and then by adding the MSF step. The method also achieves competing values of class accuracy and superior overall accuracy when compared to SMSF and PMSF. The experiments for these images were performed by using 10% of the pixels as training samples. The remaining pixels were used as test samples.
Comparison
We performed the Friedman test and obtained a p-value of 0.0002, which suggests there is a significant difference between at least two methods. A post-hoc analysis based on the Tukey-Kramer test is shown in Fig. 7 . The analysis shows that our method performs better than three methods (SVM, SVM-PCA, and PMSF) and has statistically equal results when compared against SMSF.
An interesting aspect of the proposed classification method is that, besides correcting erroneous classifications, the seed identification step also confirms many of the correct Fig. 10 Visual comparison of the classification results given by SVM, SMSF, and SVM-MSF.
classifications produced by the SVM classifier. The method preserves as many as possible of these correct classifications and works on the weak classified pixels, such as the ones close to spatial boundaries between classes. Figures 8-10 show a visual comparison of the classification results produced by SVM, SMSF, and SVM-MSF. The images depict only the classes; that is, the respective background is removed and shown in black.
Conclusions
In this work, we described a method for hyperspectral data classification through the combination of spectral and spatial information. An SVM was employed to produce an initial classification, which was then refined by applying K-NN and MSF approaches, incorporating spatial information into the spectral classification process.
Experiments were conducted on several datasets, and the proposed approach was demonstrated to be very effective, providing results with high accuracy. Intermediate results also show that the entropy measure and PCA technique can be used to improve the classification obtained by the SVM classifier.
As directions for future work, we intend to investigate the combination of other complementary features, as well as the impact of using different parameters in the classification process.
