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Resume { Dans cet article, nous comparons dierentes structures de decodage iteratif pour les turbo codes multiples. En
considerant que les densites de probabilites des messages propages entre les decodeurs sont independantes et gaussiennes, il est
possible de determiner simplement les seuils limites de fonctionnement de ces dierentes structures.
Abstract { In this paper, we compare dierent structures of iterative decoders for multiple turbo codes. Using the independant
gaussian approximation for the probability densities, we can easily nd the thresholds of the dierent structures.
1 Introduction
Dans sa these, Wiberg [1] a observe que si les entrees du
decodeur MAP sont gaussiennes et independantes, alors
ses sorties peuvent egalement e^tre approximees par des va-
riables aleatoires gaussiennes. Cette approximation gaus-
sienne a ete recemment utilisee pour etudier les perfor-
mances asymptotiques des decodeurs iteratifs des codes
LDPC et des codes convolutifs concatenes en parallele et
serie [2] [3]. En utilisant cette approximation, il est pos-








pour lequel le rapport signal a bruit SNR
EXTR
! 1 (
et donc le taux d'erreurs bit P
e
! 0) lorsque le nombre
d'iteration m ! 1. Cette methode permet egalement
de choisir les meilleurs codes constituants pour les codes
convolutifs concatenes du point de vue du decodage iteratif.
Dans cet article, nous proposons de generaliser cette
methode aux codes convolutifs concatenes en parallele com-
poses de plus de 2 codes constituants ou turbo codes mul-
tiples. Nous nous interesserons en particulier aux codes
composes de codes convolutifs a une memoire.
Nous commencerons par rappeler les travaux de El Ga-
mal [2] sur l'approximation gaussienne des densites de pro-
babilites des messages echanges entre les decodeurs. En-
suite, en utilisant l'approximation gaussienne, nous etu-
dierons dierentes structures de decodeurs iteratifs pour
les turbo codes multiples. Finalement, nous donnerons les
seuils obtenus pour des turbo codes de rendement 1/2




. Les performances de ces codes concatenes sont
comparables a celles des turbo codes et leur decodage est
particulierement simple.
2 Modele mathematique
Nous considererons que le mot code nul a ete transmis
sur un canal a bruit blanc additif gaussien. Le rapport
signal a bruit d'une variable aleatoire gaussienne x est
deni par SNR(x) = [E(x)]
2
=VAR(x) ou E(x) et VAR(x)
sont respectivement la valeur moyenne et la variance de
x. Si les informations sont des logarithmes de rapport
de vraisemblance gaussien, on a la relation VAR(x) =
2  E(x). L'approximation gaussienne implique que les
sorties du decodeur sont totalement determinees a par-





entre le taux d'erreurs bit P
e
et le rapport SNR ou Q()
est la fonction d'erreur. Nous nous placerons dans le cas
ou les sequences d'informations sont suÆsamment longues
pour pouvoir considerer que les cycles dans le graphe n'in-
uencent pas le passage de l'information au cours des
iterations. Dans ce cas, on peut considerer que les in-
formations d'entree APRILLR et INTLLR et de sortie
APPLLR et EXTRLLR du decodeur MAP sont gaus-
siennes et independantes. Dans le cas du decodage iteratif
d'un turbo codeur classique compose de 2 codeurs convolu-
tifs recursifs systematiques de rendement 1=n, le rapport
signal a bruit des informations extrinseques SNR
EXTR
est independant de la position des bits dans la sequence.
On peut donc considerer le decodeur MAP comme un
amplicateur de rapport signal a bruit. Soit p l'indice





formation issue du canal INTLLR, et sous les hypotheses
































denit la relation entre les rapports









xe. Pour les codes convolutifs de ren-






En eet, ses codes sont generalement anisotropiques (les
bits d'information sont proteges dieremment suivant leur
position). De plus, comme seuls les bits d'information dis-




sont dierents selon la position du
bit d'information dans le symbole.
On utilise alors la moyenne de ces fonctions pour deter-
miner les seuils de fonctionnement.
L'application du theoreme de Lebesgue-Borel nous per-










) <1 soit vers l'inni. Comme






























! 0 quand p ! 1).




est le seuil qui
va determiner de la convergence ou de la non convergence








































3 Generalisation aux turbo codes
multiples
Les codes convolutifs concatenes en parallele composes
de plus de 2 codes constituants ou turbo codes multiples
ont ete introduits dans [4]. Par rapport aux turbo codes
classiques, plusieurs structures de decodeur iteratif sont
envisageables. Parmis toutes ces structures, on peut citer
la structure serie, la structure serie modiee et la structure
parallele. La gure 1 presente un schema simplie d'un




















Fig. 1 { decodeur iteratif serie
Les entrelaceurs ne sont pas presentes sur les gures
compte tenu de l'hypothese d'independance. Pour la struc-
ture serie, le rapport SNR
(i)
EXTR
evolue a chaque iteration
partielle comme dans le cas des turbo codes classiques.
Comme on utilise seulement l'information extrinseque
du decodeur precedent pour le calcul de EXTR
(p)
, les



















Fig. 2 { decodeur iteratif serie modie pour J=3.
Pour la structure serie modiee presentee sur la gure
2, l'information a priori en entree de chaque decodeur est
la somme des informations extrinseques calculees prece-
demment par les autres decodeurs. Par exemple pour le
cas J=3, le rapport SNR
(i)
EXTR
evolue a chaque iteration










































Fig. 3 { decodeur iteratif parallele pour J=3.
Dans la structure parallele presentee sur la gure 3,
les J decodeurs calculent en parallele les informations ex-
trinseques a partir des informations extrinseques calculees











































Pour les decodeurs iteratifs serie modie et parallele, il y
a J 1 informations extrinseques impliquees dans le calcul
de EXTR
(m)
. Comme dans le paragraphe precedent, on
peut utiliser les relations donnees ci-dessus pour determiner
les seuils de fonctionnement du decodeur iteratif.
Nous avons compare l'evolution du rapport SNR
EXTR
en fonction du nombre d'iterations pour le decodeur iteratif
serie modie et parallele sur les gures 4 et 5. On peut
constater que le rapport SNR
EXTR
croit plus rapidement





le me^me pour les deux structures.
4 Turbo codeurs multiples composes
de codeurs convolutifs recursifs
systematiques a une memoire




a une seule memoire,
de r bits impliques dans la recursion et de s de bits non
impliques dans la recursion. Comme on peut le voir sur la
gure 6, le graphe de Tanner de ce code constituant est un
arbre. Ces codes sont en general anisotropiques de degree
2.
Pour les structures serie modiee et parallele, les per-
formances mediocres des codes (A; r; s) sont compensees
par le nombre J   1 d'informations extrinseques utilisees
pour le calcul de EXTR
(p)
.

























=0.8dB pour le decodeur iteratif serie modie p=1
a 20.

























=0.8dB pour le decodeur iteratif parallele m=1 a
20.
En construisant l'entrelaceur de maniere a proteger tous
les bits identiquement, on obtient le graphe de Tanner du
code concatene presente sur la gure 7.
Lorsque la taille du bloc d'information est innie, il
est possible d'appliquer directement l'algorithme Somme-
Produit sur ce graphe comme pour les codes LDPC. L'etude
de la propagation des densites de probabilites des infor-
mations extrinseques permet alors de determiner les seuils
limites de fonctionnement.
5 Resultats
Les tables 1, 2, 3 et 4 presentent les seuils obtenus
pour des codes concatenes en parallele de rendement 1/2









pour dierents codes concatenes deter-
mines par recherche exhaustive [5]. Comme attendu, les





















































Fig. 7 { graphe de Tanner code MPCC simplie compose
de r + s codes (A; r; s)
parallele.
Tab. 1 { Performances asymptotiques des turbo code mul-





R = 3=4 m = 2 0.44 dB 0.44 dB
R = 3=4 m = 3 1.07 dB 1.07 dB
R = 4=5 m = 2 1.18 dB 1.18 dB
R = 4=5 m = 3 1.74 dB 1.74 dB
Les tables 2, 3 et 4 concernent les turbo codes multiples




Certains codes presentent de tres bons seuils. Par exemple,
le seuil pour le code concatene compose de 3 codes (A; 3; 1)
egal a 0.96dB est proche de celui obtenu par El Gamal
pour le turbo code de rendement 1/2 compose de 2 codes
convolutifs recursifs systematiques (15; 13) perfores.
Il est a noter que pour certains codes concatenes, il




. Considerons par exemple le
cas du turbo code multiple compose de 3 codes (A; 1; 2).





et la moyenne de ces fonctions
sont donnees sur la gure 8. Bien que le code (A; 2; 1) soit
isotropique, le bit d'information exclu dans la recursion
est beaucoup moins bien decode car le bit de redondance
voisin ne dispose pas d'information a priori. Ceci explique
que dans certains codes concatenes, a cause des s bits ex-
clus dans la recursion, il n'existe pas de seuil. Dans ces














Finalement, sur la gure 9 nous comparons les limites
obtenues en utilisant l'approximation gaussienne avec les
resultats obtenus par simulation pour le turbo code mul-























pour les turbo codes multiples
avec 3 codes (A; 1; 2).
Tab. 2 { Performances asymptotiques des codes
concatenes en parallele de rendement 1/2 composes de 3




code LDPC serie serie mo-
diee
parallele
(A; 3; 0) 1.16 dB 3.5dB 1.22 dB 1.22dB
(A; 2; 1) - - - -
(A; 1; 2) - - - -
tiple compose de 4 codes (A; 3; 1) et de 3 entrelaceurs tires





calcules avec l'approximation gaussienne
sont legerement pessimistes. L'approximation gaussienne
est une technique pratique pour choisir les codes consti-
tuants des structures concatenes et determiner les perfor-
mances asymptotiques des codes concatenes.
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Tab. 3 { Performances asymptotiques des codes
concatenes en parallele de rendement 1/2 composes de 4




code LDPC serie serie mo-
diee
parallele
(A; 4; 0) 0.977 dB 4.3dB 1.19 dB 1.19 dB
(A; 3; 1) 0.773 dB 3 dB 0.96 dB 0.96 dB
(A; 2; 2) - - - -
(A; 1; 3) - - - -
Tab. 4 { Performances asymptotiques des codes
concatenes en parallele de rendement 1/2 composes de 5




code LDPC serie serie mo-
diee
parallele
(A; 5; 0) 1.038 dB 1.39 dB 1.39 dB
(A; 4; 1) 1.003 dB 1.32 dB 1.32 dB
(A; 3; 2) 1.02 dB 1.26 dB 1.26 dB
(A; 2; 3) 1.003 dB 1.27 dB 1.27 dB
(A; 1; 4) - - -
























Fig. 9 { Simulation d'un turbo code multiple compose de
4 codes (A; 3; 1) - structure du decodage iteratif parallele,
serie (traits continus) et serie modiee (traits pointilles)
