Abstract. We show how to construct a Markov partition that reflects the geometrical action of a hyperbolic automorphism of the n-torus. The transition matrix is the transpose of the matrix induced by the automorphism in udimensional homology, provided this is non-negative. (Here u denotes the expanding dimension.) That condition is satisfied, at least for some power of the original automorphism, under a certain non-degeneracy condition on the Galois group of the characteristic polynomial. The ( n u ) rectangles are constructed by an iterated function system, and they resemble the product of the projection of a u-dimensional face of the unit cube onto the unstable subspace and the projection of minus the orthogonal (n − u)-dimensional face onto the stable subspace.
Introduction
A hyperbolic toral automorphism is the simplest example of a structurally stable diffeomorphism with a dense set of periodic points, see [30, §I.3] or [20] . A Markov partition, [1, 29, 3] or [6, §2.4] , is a partition of the state space into subsets called rectangles that enables the orbits of the automorphism to be represented by symbol sequences from some topological Markov chain or subshift of finite type. Counting the periodic points involves also certain auxiliary subshifts of finite type to remedy overcounting of points in the boundaries of the rectangles, see [21, 4] . Equation (2) of [22] (see also [27, section 4] ) shows that the main and auxiliary subshifts are related to the automorphism induced in homology. In the present paper we show how to construct a Markov partition with large rectangles that expresses the way the automorphism maps homology classes.
In §2 we explain our main result, Theorem 2.1, and prove the associated Theorem 2.2. Here, the main transition matrix is the transpose M T u of the matrix M u induced by M : T n → T n in H u (T n ; Z), as is suggested by the requirement to have the same topological entropy. The semiconjugacy to M is given by a formula
as in [26, page 3331] or [17, page 360] . See also [11, page 130] and [18, (2. 2)] in the one-sided case. (Here π S z, π U z are the stable and unstable components of z ∈ Z n .) In §3 we define the term Markov partition and discuss the semi-conjugacy α. The rectangles formed by α are shown in §5 to give a Markov partition, subject to a careful choice of the elements z ∈ Z n , which is made in §4. A different approach via sofic coding may be found in [15, 16, 17, 19] .
Results
The torus T n is given as the quotient group R n /Z n , with its natural projection π T : R n → T n , π T (x) := x + Z n , or, equivalently, as the quotient space of the unit cube I n (where I denotes [0, 1]) by the usual identifications of opposite faces. In R n we use the standard basis e j = (δ ij ) n i=1 for 1 ≤ j ≤ n, which is orthonormal. An n × n matrix M of integers of determinant ±1 (so that its inverse is again a matrix of integers) gives an automorphism M : T n → T n , where M (x + Z n ) = M x + Z n , for each column vector x in R n . The first homology group H 1 (T n ; R) may be identified with R n by taking the basis e 1 , . . . , e n to consist of the homology classes of those circles in T n that are the images under π T of the one-dimensional edges of the unit cube that join the origin to the vertices e 1 , . . . , e n in R n . As T n is the product of these circles, the Künneth formula [24] gives H * (T n ; R) as the exterior algebra generated by H 1 (T n ; R) using the cup product. Dually, the rth homology group H r (T n ; R) is a vector space of dimension ( n r ), for 0 ≤ r ≤ n. It has a basis given by the fundamental classes of the r-dimensional tori (whose orientation will be specified in the discussion preceding Theorem 2.2) embedded in T n as the image under π T of the r-dimensional vector subspace of R n spanned by {e i1 , . . . , e ir } or of the corresponding r-dimensional face of the unit cube in R n . As an indexing set for this basis we let C(n, r) denote {Q ⊂ {1, . . . , n} : #Q = r}. We put an inner product on H r (T n ; R) by declaring this basis to be orthonormal.
The automorphism M of T n induces an automorphism M * 1 of H 1 (T n ; R) which is represented with respect to the basis {e 1 , . . . , e n } by the matrix M itself. Dual to the way that the cup products of r generalized eigenvectors in H 1 (T n ; R) are the generalized eigenvectors of M * in H r (T n ; R), we find that the eigenvalues of the matrix M * r (which we shall write as M r ) are the ( n r ) products of r of the n eigenvalues λ 1 , . . . , λ n (counted with multiplicity) of
We shall assume throughout that M is hyperbolic, that is, that no eigenvalue of M has modulus 1. Then there is a splitting R n = S ⊕ U for which M k (v) → 0 as k → ∞ whenever v ∈ S, and as k → −∞ whenever v ∈ U . We write π S , π U for the projections R n = S ⊕U → S, U onto the factors. Let s and u denote the dimensions of S and U respectively, and let |λ j | < 1 for 1 ≤ j ≤ s while |λ j | > 1 for s < j ≤ n. The eigenvalue λ s+1 . . . λ n = µ, say, of M u is real, and its modulus is larger than that of any other eigenvalue of M * . By [31, Theorem 8.15 ] the topological entropy h(M ), which is also the entropy of M with respect to Lebesgue measure, is log(|µ|).
The subshift of finite type σ A associated with a Markov partition for M with transition matrix A has topological entropy log(|µ|), the same as M , see [29, Theorem 5.4] or [20, Theorem 4.9.6] . By [20, Corollary 7.7] the hypotheses of Theorem 2.2 below, the algebraic number µ has degree ( n u ), so A could not be a smaller matrix.) There is a further constraint on the transition matrix A. Since the subshift of finite type modelling M must be mixing, we need A to be non-negative and some power of A to be positive (by which we mean that every entry must be non-negative or positive). Our first theorem asserts that these requirements are sufficient. We shall construct rectangles in §3 depending on a choice of elements of Z n , and show in §5 that these rectangles do form a Markov partition when the choice is made as in §4.
When can we expect that the matrix M u is non-negative and some power of it is positive? We next derive sufficient conditions and will present them in Theorem 2.2. Notice, first, that the set of eigenvalues of M u already satisfies one conclusion of the Perron-Frobenius Theorem, namely that some eigenvalue of a positive matrix dominates the modulus of each of the others (if the dominant eigenvalue of M u is negative we replace M by M 2 ). However, it need not satisfy the conclusion that the corresponding left and right eigenvectors have each coordinate positive. For example, if N is a 2 × 2 integer matrix giving a hyperbolic automorphism of
Here M has entropy log(λ 2 ) and λ 2 is an eigenvalue of M 2 in H 2 (T 4 ; R), but the corresponding eigenvectors cannot have all coordinates non-zero because the generator of
is not expanded at the rate of λ 2 but is fixed. Nor is irreducibility of M sufficient to guarantee that the dominant eigenvectors are positive,
has the same eigenvectors for −λ as M 2 has for λ 2 . Suppose that the characteristic polynomial χ(M ) of the matrix M is irreducible over the rationals. Then the eigenvalues of M are simple roots. (Also M is irreducible.) Suppose further that the Galois group Γ of the splitting field of χ(M ) over the rationals is isomorphic to the full symmetric group S n . (This group Γ, which necessarily acts transitively on the eigenvalues [9] , thus acts transitively on products of r eigenvalues for each r with 1 ≤ r < n.) In [23] we proved in particular that, under these hypotheses, the direct sum of r eigenspaces has trivial intersection with any direct sum of n − r standard basis vectors. It follows that the homology Question. Is there a choice of generators for H 1 (T n ; Z) ∼ = Z n so that the induced automorphism M u (rather than some power of M u ) is represented by a non-negative matrix with respect to the corresponding basis of H u (T n ; Z) (after an appropriate choice of orientations of those basis vectors)?
Markov partitions and the semiconjugacy
In this section we explain our notion of a Markov partition with large rectangles and the corresponding transition matrix, whose entries are non-negative integers. We discuss a semiconjugacy associated to a choice of elements of Z n , and show that this determines rectangles that arise from fixed points of certain iterated function schemes.
The reader may find it helpful to bear in mind Figure Definition 3.1. We define a Markov partition for M : T n → T n to be a finite set R of proper rectangles in R n so that {R + z : R ∈ R, z ∈ Z n } tiles R n and R satisfies the following Markov property.
(A set of rectangles is said to tile R n if the union of the rectangles is R n while their interiors are disjoint. Traditionally only small rectangles in the compact manifold are used, see [3, §3C] or [14, §18.7 ], but we use large rectangles, and these are more easily discussed in the universal cover R n on which the group Z n of covering transformations acts.)
Definition 3.2. The Markov property for a Markov partition
is that there exists an m × m transition matrix A of non-negative integers, and for each i, j there exist closed subsets 
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The images of rectangles R 1 and R 2 by M = ( (The traditional formulation with small rectangles allows only a ij = 0 or 1 according as M (intR i ) ∩ intR j is empty or not in T n . In §4 we shall allocate carefully the elements of Z n used in (3.1). A transition matrix with entries larger than 1 was used in [1, Lemma 6.1], [8, Def. 3 .1] and [32] .) The purpose of a Markov partition for M : T n → T n is to code M -orbits by points of a subshift of finite type. The subshift of finite type σ A : Σ A → Σ A is defined by constructing the directed graph Γ A with m vertices and a ij edges from vertex i to vertex j for 1 ≤ i, j ≤ m. Then a point of Σ A is a path of edges in Γ A indexed by the integers, and σ A shifts such a path one place to the left (that is, it reduces the indexing by 1). The itinerary of a point x + Z n is the path in Γ A that follows edge k from vertex i at time r to vertex j at time r + 1, where
n in the second category subset of T n of those points for which each M r (x) is in a unique such s-subrectangle.
We use I for the unit interval [0,1] and P c for the complement of P in {1, . . . , n}. Thus
In proving Theorem 2.1 we shall approach the Markov partition via the semiconjugacy. Let A denote the ( u ) vertices labelled by the elements of C(n, u) and a P,Q edges from vertex P to
is a path consisting of a sequence of edges in Γ A indexed by Z with ω r = (P r , Q r , k r ), r ∈ Z, say.
Suppose now that a label z P,Q,k ∈ Z n has been chosen for each edge in Γ A . (In §4 we shall make a suitable choice.) We define α :
By the hyperbolicity of M these series converge to give a point of R n , and α is continuous. Then
Since M is ergodic with respect to Lebesgue measure ν n , either
Consider the image under α of a 0-cylinder:
for P ∈ C(n, u), where
so that the families of subsets ( 
Because M −1 |U and M |S are contractions, E and F are contractions of the complete metric spaces K u (U ) and K u (S). So, as in [12] or [7, page 115 ],
Since some power of A is positive (and σ A is mixing), we have
and a similar statement for (L P ) P ∈C(n,u) . If our choice of labels 
Similarly, cl intL P = L P for all P ∈ C(n, u), provided intL P = ∅ for some such P .
Allocating transitions in R n
In this section we make a choice of labels z P,Q,k ∈ Z n by finding a 'step cycle' homologous to the image by M of a subtorus.
The standard basis for H u (T n ; R) consists of the fundamental homology classes (with appropriate orientation) of the u-tori that are covered by the u-dimensional coordinate planes; these coordinate planes R Q correspond to the elements Q of C(n, u). Our aim of using M T u as the transition matrix for our Markov partition whose rectangles correspond to these u-tori accords with the fact that the P -th rectangle has transitions to precisely those rectangles that correspond to the u-tori in the P -th column of M u , and so to the P -th row of our transition matrix A = M T u . The sum of these u-tori gives a cycle in T n homologous to M T P ; we shall call it a step cycle to indicate that it is a sum of singular cubes each parallel to a coordinate plane. Just as we can lift M T P to a singular cube in R n that is a cycle modulo the action of M Z P , we shall now lift this step cycle to a sum of singular cubes in R n that is also a cycle modulo M Z P and whose projection to T n is homologous to it since they represent the same element of H u (T n ; R). Just as large rectangles are better discussed in R n than in T n , so it will be more convenient to discuss transitions from one rectangle to another in R n , and this will involve choosing which element of Z n specifies the translate of a rectangle that receives a given transition as in (3.1).
For P = (p 1 , . . . , p r ) ∈ C(n, r), we define ρ P : I r → R n by ρ P (τ 1 , . . . , τ r ) := (t 1 , . . . , t n ), where each t pj = τ j and t k = 0 for other k. Here
and we let J P denote the image ρ P (I r ). In the case n = 2, the rectangles
provide a partition of T 2 as in Figure 1 , which motivates us to study
in the general case. Consider the cubical chain complex C * = n r=0 C r , where C r is the free abelian group generated by {ρ P + z : P ∈ C(n, r), z ∈ Z n }.
We shall call ρ P + z a step r-cube to indicate that it is parallel to a coordinate r-plane and covers the r-torus T P . To illustrate the next definition, Figure 2 shows the points of intersection determining 
n , and by linear extension from its definition on these generators. Thus M −1 Y will commute with the action of Z n on C * by translations. First fix ε near 0 in −I n in the full measure set whose complement is the countable union of affine subspaces M R P +R P +z for P ∈ C(n, r), P ∈ C(n, r ), r+r < n and z ∈ Z n . Then define N : R n → R n by N x := M x+ ε. If N R P ∩ (R P + z) = ∅ with P, P , z as above, then, for some x ∈ R P , we have M x + ε ∈ R P + z, and so
, which is impossible, so our choice of ε ensures that the N -image of a subspace does not intersect a lower than complementary dimensional subspace. Finally, define
where the summand uses those z P Qi ∈ Z n for which N J
Here M r (Q, P ) denotes the entry in row Q and column P in the matrix M r , and so π T Y (ρ P ) represents the same homology class in H r (T; Z) as M π T (ρ P ), given by column P of M r .
(The minus sign in −(ρ Q + M z P Qi ) means the additive inverse in the abelian group generated by the r-cubes, while −J
The intuition is that {z P Qi } is chosen so that M −1 Y ρ P is homologous to ρ P . The substitutions on stepped surfaces in [13, Fig. 5 ], which develop [2] , provide an illustration of Y (ρ P ).
A point of intersection of N J P and −J : Q ∈ C(n, r)} for H r (T n ) under the intersection form, see [24] . Notice that, in the case r = 0, we have P = ∅, J P is the origin, C 0 is generated by Z n , and, since ε ∈ −I n , Y (ρ ∅ ) = ρ ∅ , so that Y acts as M on the set Z n that generates C 0 . Remark 1. We are particularly interested in the case r = u, and point out that
So our choice of z P Qi in (4.2) is suggested not only by the action of N on the u-cube J P , but also by the action of N −1 on the dual s-cube −J Q c . This choice is an analogue for our graph-directed and invertible case of the criterion in [18] of choosing one element from each coset. Indeed, if M is replaced by M −1 , then U and E are replaced by S and F .
In §5 we shall show that the above choice of {z P Qi } makes the rectangles {R P := [K P , L P ] : P ∈ C(n, u)} constructed using the IFS in (3.4) and (3.5) have the same volume as {[ 
Lemma 4.3. Y commutes with the boundary operator
Proof. It suffices to fix r and P ∈ C(n, r) and then show that Y (∂ρ P ) = ∂(Y ρ P ). Clearly both sides are sums over Q ∈ C(n, r − 1) of finite combinations of type 
#{j:qj <k}+δ+1 and in ∂(ρ Q∪k + M z − δ e k ) with sign (−1) #{j:qj <k }+δ +1 . (Here Q ∪ k denotes the r-tuple with k inserted in increasing order, and P \ k denotes the (r − 1)-tuple with k deleted.) Now sign(M r (Q ∪ k, P )) is ±1 according as π Q∪k M : R P → R Q∪k respects or reverses orientation. Also
according as this map respects or reverses orientation when R Q∪k is given the orientation (k, q 1 , . . . , q r−1 ); denote this by R k * Q . Thus to show that the two contributions of ρ Q + M z in ∂Y (ρ P ) cancel out it suffices to show that π k * Q M : R P → R k * Q and π k * Q M agree or disagree on preserving orientation according as δ−δ is odd or even. It is equivalent to ask whether π k * Q and π k * Q agree or disagree on preserving orientation as maps from M R P , or indeed from
And this is equivalent to whether π k and π k agree or disagree (as maps from span{β − β} to R {k} or R {k } ). Since δ − 1 < β k − β k < δ and −δ < β k −β k < 1−δ , these last maps both preserve orientation when δ = 1, δ = 0 and both reverse orientation when δ = 0, δ = 1; in fact they agree precisely when δ − δ is odd, as required. Now consider case 3. The point β contributes
and a contribution of ρ Q + M z from β to ∂(Y ρ P ) with coefficient In case 4 we shall show that the two contributions of ρ Q + M z to Y (ρ P \k + δe k ) and Y (ρ P \k + δ e k ) cancel out as contributions to Y (∂ρ P ). Suppose first that k < k . Now sign(M r−1 (Q, P \ k)) and sign(M r−1 (Q, P \ k )) express respectively whether π Q M : R P \k → R Q and π Q M : R P \k → R Q respect or reverse orientation. These maps are compositions
where W is the orthogonal complement of span{M
Here the first map is the identity and changes the orientation by (−1) j −2 in the first line and by (−1) j−1 in the second. The third map is π Q M , the same in each line. The second map is orthogonal projection of the first factor to W and the identity on the second factor. But the projections R {k } → W and R {k} → W agree on whether to respect or reverse orientation if δ = δ , and disagree if δ = δ . Thus
But the two relevant summands in ∂ρ P are
so Y (∂ρ P ) contains contributions of (ρ Q + M z) with coefficient
and, by (4.3) , this is 0. The case k > k is similar. If k = k , then j = j , δ = δ and sign(M r−1 (Q, P \ k)) = sign(M r−1 (Q, P \ k )), so the coefficient given by (4.4) is again 0.
Thus, the contributions of (ρ Q + M z) cancel out in ∂Y (ρ P ) in case 2, they cancel out in Y (∂ρ P ) in case 4, while in case 3 the contributions are the same on both sides, which proves that ∂Y (ρ P ) = Y (∂ρ P ), as required.
Completing the proof of Theorem 2.1
In this section we investigate the volumes of the rectangles constructed in §3 using the z P,Q,k chosen in §4, and we prove in Theorem 5.4 that they do form a Markov partition. Let ν u , ν s , ν n denote u-, s-and n-dimensional Lebesgue measure.
Remark 2. In Figure 1 we see that
and, for this example with u = s = 1,
are themselves the fixed points, (
, of E, F respectively. On the other hand, Bowen pointed out in [5] that, if u = 2, s = 1, then ∂K P cannot be smooth.
Proof. In the Hausdorff metric, K P is the limit (as j → ∞) of the P -th coordinate in
. For any j we have, by Lemma 4.3,
so that π U M −j Y j ρ P has boundary zero when projected to the torus U/(π U Z P ), as does π U ρ P . Both these cycles represent the fundamental homology class of this torus. Thus each maps I u to U , so that its projection to U/π U Z P is surjective. Thus, for each j, the support K
By subadditivity of ν u on the expression for K j P as a union in (3.4), we have
where the index (j) refers to an entry in the j-th power of the matrix M u .
The Perron-Frobenius Theorem (see e.g. [28, page 4] ) now implies that we have equality in (5.1) and (5.2), and that (ν u (π U (J P ))) P ∈C(n,u) is a left eigenvector for is the union of π U of certain (u−1)-dimensional faces of those standard n-cubes (I n + z, z ∈ Z n ) that meet N of the support of Y j (∂ρ P ), and these ncubes number at most twice the sum of all the entries of M lies in a neighbourhood of ∂K
For any j > j, it follows that K j P (and hence K P ) lies in a neighbourhood of K Proof. Let the column vectors e 1 , . . . , e n denote the standard basis of R n . The multilinearity of the determinant function gives 1 = det(e 1 , . . . , e n ) = det(π S e 1 + π U e 1 , . . . , π S e n + π U e n ) = P ∈C (n,u) det(π V (P,1) e 1 , . . . , π V (P,n) e n ), where V (P, j) denotes U if j ∈ P and S if j ∈ P . (Other terms in this sum vanish, because more than u vectors in U must be linearly dependent, as must more than s vectors in S.) Now, det(π V (P,1) e 1 , . . . , π V (P,n) e n ) = ±ν n [π U J P , π S J It remains to prove that the sign in (5.3) is + for each P . This sign remains constant along a continuous path of subspaces U t , S t , 0 ≤ t ≤ 1, that satisfy R n = U t ⊕ S t ∀t ∈ [0, 1], unless, for some t, both sides of (5.3) become zero. And this happens precisely when dim(U t ∩ R Theorem 5.4. R := {π T R P : P ∈ C(n, u)} is a Markov partition for M : T n → T n with transition matrix M T u . Proof. We shall prove that R has the Markov property and that the rectangles cover T n with disjoint interiors. That each rectangle is the closure of its interior was shown at the end of §3.
In R n , R P = [K P , L P ] is a union of s-subrectangles
Moreover,
so that, in T n , M takes each s-subrectangle to the corresponding u-subrectangle. Thus R satisfies the Markov property with transition matrix A = M T u . Hence the union of the rectangles in R is a closed M -invariant subset of T n . Since M is ergodic, this union has n-dimensional Lebesgue measure 1 (and not 0, because some rectangle has positive measure).
Since the union is closed, it is T n . By Corollary 5.3, each pair of these rectangles in T n has intersection a set of measure 0. In particular, their interiors are pairwise disjoint.
