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al. 2015)が，特に近年では深層学習の発展に伴い，DNN (deep neural network)を用いた手法が
数多く提案されて始めている(Katsurada and Richmond 2020, Taguchi and Kaburagi 2018, Csapó 
et. al. 2017, Gonzalez et. al. 2017, Liu et. al. 2018)。 
調音運動の測定方法としては EMA (electromagnetic articulography) (Schönle et. al. 1987)，超
音波画像(Akgul et. al. 1998)，PMA (permanent magnetic articulography) (Fagan et. al. 2008)，sEMG 
(surface electromyography) (Hermens et. el. 1999)，口唇動画像(Akbari et. al. 2018)，rtMRI(real 
time magnetic resonance imaging) (Narayanan et. al. 2014)等がしばしば用いられる。中でも rtMRI
は高い解像度で調音器官全体を収録できることから，発声分析等での活用が始まっている
(Ramanarayanan et. al. 2018, Toutios et. al. 2019)。調音‐音響変換においても，超音波画像と




低下する (Kitamura et. al. 1985, Miyashita and Morise 2018)ことから，何らかの方法によって
サンプリングレートを向上することが rtMRI からの調音‐音響変換の性能向上には必要で
あると考えられる。






像処理等でしばしば用いられる(Long et. al. 2015, Radford et. al. 2015, Dong et. al. 2016)。近年
では音声の分野においても音声強調等で用いられ始めており(Pascual et. al. 2017)，調音‐音
響変換においても効果的であることが予想できる。本稿では転置畳み込みネットワークを





Csapó は rtMRI データからの調音‐音響変換を，(1)全結合ニューラルネットワーク，
(2)CNN，(3)CNN-LSTM，の 3 種類のネットワークで実装し，(3)の CNN-LSTM の精度が
最も良いことを示した(Csapó 2020)。CNN-LSTM モデルでは CNN で実装された深層画像
特徴抽出器と LSTM で実装された時系列データ生成器を組み合わせることで調音‐音響変
換を実現している。このネットワークは Csapó らが以前に提案した超音波画像からの調音
‐音響変換器(Csapó et. al. 2017)と同じ構造の物であり，rtMRI データからの変換におい
ても有効であることを示している。 
CNN-LSTM のネットワーク構造の詳細を図 1 に示す。CNN は 3 層の畳み込み層（フィ
ルタサイズ 3×3，ストライド 1×1，フィルタ数 8，16，32）から構成され，それぞれの層
の後にプーリング層（フィルタサイズ 2×2，ストライド 2×2）が設置されている。CNN の
出力は 2 層からなる LSTM（ユニット数 512）に送られ，最後に 2 層の全結合層を通して
40 次元の音響特徴量が生成される。全ての層に適用される活性化関数は ReLU である。 


















































本稿で提案する rtMRI 動画像からの調音‐音響変換のネットワーク構成を図 3 に示す。
ネットワークは基本的に Csapó のモデル(3)の CNN と LSTM の間に 1 層の畳み込み層お
よび max-pooling 層と転置畳み込みネットワークを挿入した形になっている。畳み込み層
と max-pooling 層の追加により，rtMRI 動画像と音響特徴の間のより複雑な対応関係を学
習できるようにし，また転置畳み込みネットワークに送られるデータの次元圧縮も実現し






















本研究では日本語 rtMRI データセット(Maekawa 2019)を用いて調音‐音響変換の性能を
評価する。このデータセットは 1 モーラの日本語 103 個，代表的な 2 モーラの日本語の組
み合わせ 676 個，および 100 モーラの発話を含んでいる。rtMRI 動画像の解像度は 256×256
ピクセルで，1 ピクセルが 1mm に相当する。時間解像度は約 13.72fps で，音声のサンプリ






ット内から男性話者 2 名，女性話者 2 名を選択して学習及び評価を行った。 
 
４.２ 画像の前処理 
RtMRI 動画像は多くのノイズを含むため，本研究では non-local means デノイジング

































実験では話者 1 名のデータのうち 80%を訓練データとして用い，残りのうち 10%ずつを
それぞれ検証用データ，評価用データとした。入力の MRI 動画像は平均 0，分散 1 に正規
化した。CNN と転置畳み込みネットワークの重みの初期値は He らの初期設定(He et. al. 
2015)と同様にした。LSTM の重みは一様分布とした。最適化手法には Adam を用い，学習
率は 0.0001 の固定値とした。学習回数は 100 エポックとした。損失関数には，本研究の評
価手法でも用いるメルケプストラム歪み(Kubichek 1993)を用いた。転置畳み込みネットワ
ークのフィルタサイズは 6 とし，フィルタ数は 128 とした。 
評価したネットワークは２節で説明したモデル（CNN-TC-LSTM）である。このモデル





















に示す。表に示す通り，CNN-TC-LSTM モデルは CNN-LSTM モデルと比較してメルケプ
ストラム歪みを 0.81dB 低減できていることが分かる。一方で，結果が示すようにストライ
ドサイズはメルケプストラム歪みに大きな影響を与えていないことも確認できる。CNN-
TC-LSTM と CNN-TC-LSTM(-1)を比較すると，CNN-TC-LSTM の方が若干メルケプスト
ラム歪みを低減できているがほとんど同様の結果であることが分かる。CNN-TC-LSTM と
CNN-TC-LSTM(-1)の違いは，CNN-TC-LSTM の方が畳み込み層と max-pooling 層が 1 層
多く，一方で 2 層の全結合層が削除されて線形変換層が追加されていることである。これ
らの変更はメルケプストラムの推定に大きな影響を及ぼしていないことが分かる。 









1 (72.5 ms) 
7.06 
6.16 6.18 
2 (36.3 ms) 6.14 6.13 
4 (18.1 ms) 6.12 6.12 











LSTM モデルでは LSTM ネットワークで時系列情報を扱っているが，転置畳み込みネット
ワークでは過去数フレーム分のデータの関係を明示的に現在の出力に反映している。我々
はこの差がメルケプストラム推定の大きな差に繋がったと考えている。そこでこれを検証
するため，CNN-LSTM モデルに含まれる 2DCNN を，近接する時系列データを直接扱う




表 2 に示すのはメルケプストラムから作成した合成音の PESQ スコアである。表に示す
通り，CNN-TC-LSTM(-1)と CNN-TC-LSTM の各モデルはストライドサイズが 2 以上のと









に PESQ スコアが向上したと考えられる。 
以上の結果から，CNN-TC-LSTM モデルと CNN-TC-LSTM(-1)モデルは CNN-LSTM モ













1 (72.5 ms) 
0.83 
0.82 0.80 
2 (36.3 ms) 1.47 1.42 
4 (18.1 ms) 1.91 1.90 
8 (9.1 ms) 2.01 2.02 
 









11.4 M 5.4 M 
2 19.3 M 7.4 M 
4 35.2 M 11.4 M 





LSTM のノード数が 1 層の畳み込み層と max-pooling 層の追加によって次元圧縮され，大














いるが，今後は音声を直接合成する end-to-end システムの構築を進めたい。 
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