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Analysis of Lur’e dominant systems in the frequencydomain
F. A. Miranda-Villatoro a, F. Forni a, R. Sepulchre a
aUniversity of Cambridge, Department of Engineering, Trumpington Street, Cambridge CB2 1PZ
Abstract
Frequency domain analysis of linear time-invariant (LTI) systems in feedback with static nonlinearities is a classical and
fruitful topic of nonlinear systems theory. We generalize this approach beyond equilibrium stability analysis with the aim of
characterizing feedback systems whose asymptotic behavior is low dimensional. We illustrate the theory with a generalization
of the circle criterion for the analysis of multistable and oscillatory Lur’e feedback systems.
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1 Introduction
Feedback systems that admit the representation in Fig-
ure 1 became seminal since the formulation of the ab-
solute stability problem by Lur’e and Postnikov [18].
They have stimulated a great deal of research in non-
linear stability theory. Milestones include (i) the formu-
lation of graphical conditions in the complex plane to
determine necessary and sufficient conditions for abso-
lute stability (e.g. the Nyquist criterion and the circle
criterion), see e.g. [28, 29]; (ii) the equivalence between
those frequency-domain conditions and linear matrix in-
equalities (the KYP lemma) [4]; and (iii) the charac-
terization of input-output properties of nonlinear sys-
tems through dissipation inequalities (dissipativity the-
ory [26] and Integral Quadratic Constraints [21]). Col-
lectively, those developments have provided a rich ana-
lytical and computational framework to assist the search
of a quadratic Lyapunov function in the global stabil-
ity analysis of the feedback system. The present paper
Figure 1. Lur’e feedback system
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seeks to mimic this analysis in Lur’e feedback systems
that possess more general attractors than a single equi-
librium. In particular, we are motivated by the analy-
sis of multistable systems (systems with several stable
equilibria) and oscillatory systems (systems with a sta-
ble limit cycle). Our analysis is differential: we look for a
quadratic storage function that decreases along the so-
lutions of the linearized system along arbitrary trajec-
tories, possibly rescaled in time. When such a storage is
positive definite, it is a differential Lyapunov function
and serves to prove global contraction to a unique equi-
librium [11]. Here we relax the positivity condition of the
storage. Instead, we impose that the quadratic form has
a given inertia : p negative eigenvalues and n − p posi-
tive eigenvalues. We use this storage to prove absolute
p-dominance of the Lur’e system, that is, contraction to
a p-dimensional attractor for all nonlinearities satisfying
a differential sector condition. When p = 1, the analysis
is relevant to study multistability (the one dimensional
attractor being a heteroclinic orbit). When p = 2, the
analysis is relevant to study limit cycles. For p = 0, the
analysis boils down to the differential analysis of the ab-
solute stability problem, pioneered by Kalman [16] and
studied by many authors since then [15, 17, 22]. The
main message of our paper is that the many classical
tools developed in absolute stability theory to construct
quadratic Lyapunov functions carry over the construc-
tion of quadratic storagewith a given inertia. This means
that the analysis of absolute p-dominance closely resem-
ble the analysis of absolute stability, simply replacing
the requirement of positive definiteness of the storage by
a requirement on the inertia. The paper is organized as
follows: the next section recalls the results of [10] deal-
ing with p-dominance in the time domain. Afterwards,
the analysis of p-dominance in the frequency domain is
studied in Section 3, with the extensions of the Nyquist
criterion and the Kalman-Yakubovich-Popov lemma for
the study of p-passivity as main results. These results
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are applied to the study of Lur’e feedback systems in
the differential framework in Section 4, together with
the generalization of the circle criterion. Section 5 illus-
trates the application of the differential framework to
the study of low dimensional attractors through some
examples. Finally, we end the paper with a brief section
presenting conclusions and future research.
Notation. Let A ∈ Rn×n be a real matrix, we denote the
spectrum of A by σ(A) which is a subset of the set of complex
numbers denoted by C. The sets C+ := {s ∈ C|ℜ{s} > 0},
C− := {s ∈ C|ℜ{s} < 0} denote the half spaces in the com-
plex plane with positive and negative real parts respectively.
The inertia of a matrix A ∈ Rn×n is a set of three elements
containing the number of eigenvalues with positive, zero and
negative real parts, respectively, that is, a matrix with in-
ertia (p, 0, n − p) has p eigenvalues in C+, 0 eigenvalues on
the jω-axis and n − p eigenvalues in C−. Let s ∈ C be a
complex number, then s denotes the complex conjugate of
s. In the same way, if z ∈ Cn, then z∗ stands for the com-
plex conjugate transpose operator, that is, z∗ = z⊤, where
the complex conjugate of a vector is taken element-wise.
2 Dominance in the time domain
2.1 Dominance of linear systems
A linear system
x˙ = Ax x ∈ Rn (1)
is p-dominant if its behavior is characterized by p dom-
inant modes and n − p transient modes, that is, if its
asymptotic behavior is p-dimensional. This property is
of special interest if p is much smaller than n. One char-
acterization of the property is via a matrix inequality
with inertia constraints.
Definition 2.1 The linear system (1) is p-dominant
with rate λ ≥ 0 if and only if there exist a symmetric
matrix P with inertia (p, 0, n− p) and ε ≥ 0 such that
[
x˙
x
]⊤[
0 P
P 2λP + εI
][
x˙
x
]
≤ 0 (2)
for all x ∈ Rn. The property is strict if ε > 0.
The dissipation inequality (2) is equivalent to the linear
matrix inequality
A⊤P + PA+ 2λP ≤ −ǫI ; (3)
which corresponds to a standard Lyapunov inequality
for the shifted matrix A + λI, with P of a given iner-
tia. Following [10, Theorem 1], for ε > 0 the constraint
(p, 0, n− p) on the inertia of P guarantees that the ma-
trix A+ λI has p eigenvalues with strictly positive real
part and n − p eigenvalues with strictly negative real
part. Indeed, the original linear system x˙ = Ax has n−p
transient modes whose convergence to zero is bounded
by the rate λ. The remaining p modes may converge to
zero at exponential rate or even diverge. Those modes
dominate the system behavior. Dissipativity theory [26]
provides an extension of the conic constraint (2) to open
systems with the state-space representation
{
x˙ = Ax+Bu
y = Cx+Du
(4)
where x ∈ Rn and w := (y, u) ∈ Rm1 × Rm2 .
Definition 2.2 The linear system (4) is p-dissipative
with rate λ ≥ 0 and supply
s(w) :=
[
y
u
]⊤[
Q L
L⊤ R
][
y
u
]
(5)
if there exists a symmetric matrix P with inertia (p, 0, n−
p) and ε ≥ 0 such that
[
x˙
x
]⊤[
0 P
P 2λP + εI
][
x˙
x
]
≤
[
y
u
]⊤[
Q L
L⊤ R
][
y
u
]
(6)
for all x ∈ Rn and all w ∈ Rm1+m2 . The property is
strict if ε > 0.
(6) is a standard dissipation inequality for the shifted
system x˙ = (A+λI)x+Bu, y = Cx+Du. The classical
interpretation [27] is that the supply rate bounds the
variation of the storage x⊤Px along the trajectories of
the shifted system. If the storage is positive definite,
dissipativity implies stability if the supply is nonpositive.
This internal property is replaced by p-dominance in the
case of p-dissipativity. For instance, following [10] and
[9], we observe that (6) is equivalent to the feasibility of
the linear matrix inequality

A
⊤P+PA−C⊤QC+2λP+εI PB−C⊤L−C⊤QD
B⊤P−L⊤C −D⊤QC −R−D⊤L−L⊤D−D⊤QD

≤0.
(7)
A necessary condition is that the top-left element in (7)
is non positive which, forQ = 0, guarantees p-dominance
of (1). The supply rate (5) embraces many cases studied
in the classical literature of dissipative systems. For ex-
ample, the caseQ = R = 0 and L = I identifies the class
of p-passive systems. Likewise, Q = −εI and R = −δI
with L = I correspond to strictly output p-passive and
strictly input p-passive systems, respectively.
2
2.2 Dominance of nonlinear systems
Dominance is defined for nonlinear systems by making
the analysis differential [8, 10, 17], i.e. by requiring dom-
inance of the linearized system equations along arbitrary
trajectories. For the nonlinear system
x˙ = f(x) x ∈ Rn (8)
the prolonged system [5]
{
x˙ = f(x)
˙δx = ∂f(x)δx
(x, δx) ∈ Rn×Rn (9)
defines the linearization of the system along any of its
trajectories. The intuition is that the variational tra-
jectories δx(·) capture the nonlinear behavior in an in-
finitesimal neighborhood of any trajectory x(·), [8, 7].
Definition 2.3 A nonlinear system (8) is p-dominant
with rate λ ≥ 0 and constant symmetric matrix P with
inertia (p, 0, n − p) if there exists a constant ε ≥ 0 for
which the prolonged system (9) satisfies the conic con-
straint
[
˙δx
δx
]⊤[
0 P
P 2λP + εI
][
˙δx
δx
]
≤ 0 (10)
for all (x, δx) ∈ Rn × Rn The property is strict if ε > 0.
Indeed, (10) is equivalent to finding a uniform solution
P to the linear matrix inequality
∂f(x)⊤P + P∂f(x) + 2λP ≤ −ǫI (11)
for each x ∈ Rn. Dominance strongly restricts the
asymptotic behavior of the nonlinear system. 0-
dominant systems are contractive [17, 22, 7], thus all
bounded trajectories converge to a unique fixed point.
1-dominant systems are monotone systems [14, 1], their
attractors must preserve a suitable order relation, which
enforces generic convergence to fixed points. 2-dominant
systems make contact with the property of monotonic-
ity with respect to rank-2 cones, exploited in [25, 24] to
characterize periodic attractors. The reader is referred
to [9] for a thorough comparison with the literature and
for a detailed analysis of the behavior of a p-dominant
systems. The following results from [9] justifies the
interest of this paper for p-dominance.
Theorem 2.4 Let (8) be a strictly p-dominant system
with rate λ ≥ 0. Then, the flow on any compact ω-limit
set is topologically equivalent to a flow on a compact in-
variant set of a Lipschitz system in Rp.
The theorem captures the property that the asymptotic
behavior of a p-dominant system is p-dimensional. For
p ≤ 2, p-dominance strongly constrains the possible at-
tractors.
Corollary 2.5 Under the assumptions of Theorem 2.4,
every bounded solution of (8) asymptotically converge to
• a unique fixed point if p = 0;
• a fixed point if p = 1;
• a simple attractor if p = 2, i.e. a fixed point, a set of
fixed points and their connected arcs, or a limit cycle.
In what follows we will study p-dominant systems aris-
ing from the interconnection of p-dissipative linear sys-
tems with static nonlinearities satisfying a differential
sector condition. Theorem 2.4 and Corollary 2.5 will be
particularly useful to predict the asymptotic behavior of
those closed-loop systems.
3 Dominance in the frequency domain
3.1 Nyquist criterion for p-dominance
Under the standing assumption of minimal real-
ization, the poles of the transfer function G(s) :=
C(sI − A)−1B +D of a strict p-dominant system with
non-negative rate λ are separated in two groups. The
p dominant poles belong to the interior of the Nyquist
region
Ωλ := {s ∈ C|s+ λ ∈ C+} . (12)
while the remaining n − p poles belong to its comple-
ment. This follows directly from the separation of eigen-
values of the matrix A + λI into unstable and stable
groups, which guarantees that the shifted transfer func-
tion G(s − λ) = C(sI − A − λI)−1B + D has p-poles
in C+ and n − p poles in C−. The Nyquist criterion is
a cornerstone of control theory for the study of closed
loop stability. The principle of the argument relates the
Nyquist locus of the open loop system to the position of
the poles in closed loop, providing graphical conditions
for closed loop stability. A similar approach can be pur-
sued for p-dominance. A straightforward application of
the principle of the argument adapted to the Nyquist re-
gion Ωλ provides conditions for closed loop p-dominance
based on the Nyquist locus of the open loop transfer
function.
Theorem 3.1 (Nyquist dominance criterion) Let
G(s) be the (SISO) transfer function of a strict p1-
dominant system with rate λ ≥ 0. Then, the closed-loop
system G(s)/(1 + kG(s)) is strictly p2-dominant with
rate λ if and only if the Nyquist plot of G(s) computed
along the boundary of Ωλ, encircles the point −1/k,
(p2 − p1)-times in the clockwise direction.
Proof of Theorem 3.1. The proof follows from Cauchy’s
principle of the argument [19, Section 6.2], by taking
3
f(s) = 1 + kG(s) and counting the encirclements E of
the origin as s moves along the boundary bdΩλ of Ωλ.
Equivalently, we observe that the Nyquist plot of G(s)
along the Nyquist path bdΩλ is the same as the Nyquist
plot of G(s− λ) along the Nyquist path s = jω, ω ∈ R.
Thus, the encirclements can be counted as s − λ varies
along the jω-axis.
Define the closed loop transfer functionW (s) := G(s)1+kG(s)
given by a negative feedback loop aroundG(s) with gain
k > 0. Take
f(s) := 1 + kG(s)
and consider G(s) as the ratio of two polynomials
n(s)/d(s). Then, G(s− λ) = n(s− λ)/d(s− λ) and
f(s− λ) = 1 + kG(s− λ) =
d(s− λ) + kn(s− λ)
d(s− λ)
.
Indeed the poles of f(s − λ) correspond to the poles of
G(s−λ). The zeros of f(s−λ) correspond to the shifted
closed-loop poles, given byW (s−λ). Hence, the number
of clockwise encirclements E is the difference between
the number of zeros and poles of f(s−λ) in C+, that is,
E = p2 − p1. The result follows. 
Theorem 3.1 shows that dominance of the closed loop
can be determined from the Nyquist locus of the shifted
transfer function G(s − λ). The degree of closed loop
dominance p2 = E − p1 is given by the difference be-
tween the clockwise encirclements of the locus around
− 1
k
minus the number of unstable poles ofG(s−λ). The
classical Nyquist criterion for stability is recovered from
the previous theorem by taking λ = 0 and p2 = 0. We
note that the theorem still applies when G(s − λ) has
either poles or zeros on the jω-axis, using the standard
indentation technique along the boundary of Ωλ.
Example 3.2 Consider the linear system
G(s) =
10
(s2 + 2s+ 2)(s+ 3)
. (13)
The poles of G(s) are −1 ± j and −3. For λ = 2.5,
G(s−λ) has 2 poles in C+ and 1 pole in C−. The Nyquist
plot of G(s) along the boundary of Ωλ is in Figure 2. For
any positive k, there are no encirclements of the point
− 1
k
. Thus, the closed loop system formed by the negative
feedback of (13) with any static gain k > 0 is 2-dominant
with rate λ = 2.5.
The Nyquist criterion for dominance provides graphical
conditions for dominance of the feedback system. More
fundamentally, Theorem 3.1 shows that dominance, like
stability, is shaped by feedback. Compensators can be
introduced to shape the open loop transfer function with
the goal of modulating the degree of dominance of the
closed loop system. Likewise, dominance can be made
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
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Figure 2. Modified Nyquist diagram with λ = 2.5 of the
system (13).
robust, by defining dominance margins in the same way
as stability margins.
3.2 Kalman-Yakubovich-Popov lemma
A key feature of dissipativity is the equivalence of
the property in the time domain and in the frequency
domain, characterized by the celebrated Kalman-
Yakubovich-Popov lemma [23]. The same equivalence
holds for p-dissipativity.
Theorem 3.3 (KYP lemma for p-dissipativity)
A linear system is p-dissipative with rate λ and sup-
ply (5) if and only if, for all ω ∈ R ∪ {∞} with
det(jωI − (A + λI)) 6= 0, its shifted transfer function
G(s− λ) has p poles in C+ and satisfies
[
G(jω − λ)
I
]∗ [
Q L
L⊤ R
][
G(jω − λ)
I
]
≥ 0. (14)
Proof of Theorem 3.3. Sufficiency: Assume that the sys-
tem is p-dissipative, and consider the complex input
u(t) := exp(jωt)u0, u0 ∈ U . It follows that x
λ(t) :=
exp(jωt)(jωI − (A + λI))−1Bu0 is a solution of the
shifted system x˙ = Aλx + Bu, y = Cx + Du, where
Aλ := A + λI. The following identity must then hold
(we remove the dependence on t for readability):
xλ∗PBu+ u∗B⊤Pxλ = u⊤0 B
⊤
(
−jω −A⊤λ
)−1
PBu0
+ u⊤0 B
⊤P (jωI −Aλ)
−1
Bu0
= −xλ∗
(
A⊤λ P + PAλ
)
xλ
4
From this and (7) it follows that
0 ≥
[
xλ
u
]∗([
(A+ λI)
⊤
P + P (A+ λI) PB
B⊤P 0
]
−
[
C⊤ 0
D⊤ I
][
Q L
L⊤ R
][
C D
0 I
])[
xλ
u
]
= −u⊤0
[
G(jω − λ)
I
]∗ [
Q L
L⊤ R
][
G(jω − λ)
I
]
u0.
Recalling that u0 ∈ U is arbitrary, (14) follows.
Necessity: as in the works [2, 23]. 
If the p-dissipativity is strict, then (14) is also a strict
inequality [2]. For p = 0 Theorem 3.3 reduces to the
standard KYP lemma, where the matrix P is positive
semidefinite. A classical result from the theory of pas-
sive systems, Q = R = 0 and L = I, states that the
transfer function of a passive system is positive real. For
p-passivity we still have that
G(jω − λ)∗ +G(jω − λ) ≥ 0 ∀ω ∈ R ∪ {∞} .
The reader will notice this positive realness property on
the Nyquist locus in Figure 2.
3.3 Geometric conditions for p-passivity
The Kalman-Yakubovich-Popov lemma provides neces-
sary geometric conditions for p-passive systems in terms
of the relative degree of the transfer functions and of the
position of its zeros. For the next theorem we assume a
single-input single-output system.
Theorem 3.4 Let (4) be a SISO p-passive system with
rate λ. Then the relative degree ∆ of its transfer function
G(s) is less than or equal to 2p+ 1 and it satisfies
r ∈
[
p−
∆+ 1
2
, p−
∆− 1
2
]
∩ Z+, (15)
where,
∆ = relative degree of G(s), i.e., ∆ = n− q.
n = total number of poles of G(s− λ).
q = total number of finite zeros of G(s− λ).
p = number of poles of G(s− λ) in C+.
r = number of finite zeros of G(s− λ) in C+.
Proof of Theorem 3.4. We first recall that static feed-
back does not affect neither the relative degree, nor the
position of the zeros of a linear system. Secondly, static
negative output feedback of a p-passive system preserves
the p-passivity of the closed-loop. Hence, the closed-loop
transfer function
H(s) =
G(s)
1 +KG(s)
= κ
n(s)
d1(s)d2(s)
,
is p-passive whenever G(s) is p-passive for any K ≥ 0,
where n(s), d1(s) and d2(s) are polynomials of degree
q, q and n− q respectively. Moreover, as K increases, q
poles ofH(s) become closer to its q zeros, i.e., n(s)
d1(s)
→ 1
as K → +∞ . This last fact is commonly used in the
construction of the root-locus [6, Chapter 6]. Assuming
that K is sufficiently large, the phase of H(s) approxi-
mates to
arg(H(jω − λ)) = arg(κ)− arg(d2(jω − λ)).
Because r poles ofH(s) move towards r zeros in Ωλ and
H(s) is p-passive, it follows that p− r roots of d2(s−λ)
must lie in the interior of C+. As a consequence
arg(H(j0− λ)) = arg(κ)− (p− r)π
and
arg(H(jω − λ))→ arg(κ)−∆
π
2
, as ω → +∞.
By Theorem 3.3, it follows that p-passivity of H(s)
implies arg(H(j0 − λ)) = 2πη for some η ∈ Z and
arg(H(jω − λ)) ∈ [−pi2 ,
pi
2 ] + 2πη for all ω ∈ R ∪ {∞}.
Hence,
arg(H(j∞ − λ)) ∈
[
−
π
2
,
π
2
]
+ arg(H(j0 − λ)),
or equivalently
−∆
π
2
∈
[
−
π
2
,
π
2
]
− (p− r)π.
By noticing that ∆, r and p are all positive integers,
the previous condition transforms into (15). To conclude
the proof, assume by contradiction that ∆ = 2p + ν,
where ν ≥ 2, ν ∈ N. It follows that the right-hand side
of (15) becomes the empty set, and we get the desired
contradiction. Therefore, ∆ ≤ 2p + 1. This ends the
proof. 
Table 1 shows necessary conditions for p-passivity with
rate λ in terms of n, q, r, for several values of the dom-
inance degree p. In the case of classical passivity, that
is, 0-passivity, we recover the well-known necessary con-
dition of passivity: a passive system must be minimum
phase (r = 0) and its relative degree is at most one
(n − q ≤ 1). The poles and zeros in Table 1 refer to
G(s − λ). In consequence their position in the complex
plane depend on the value of λ.
5
n− q p = 0 p = 1 p = 2 p = 3
0 r ∈ {0} r ∈ {1} r ∈ {2} r ∈ {3}
1 r ∈ {0} r ∈ {0, 1} r ∈ {1, 2} r ∈ {2, 3}
2 r ∈ {0} r ∈ {1} r ∈ {2}
3 r ∈ {0} r ∈ {0, 1} r ∈ {1, 2}
4 r ∈ {0} r ∈ {1}
5 r ∈ {0} r ∈ {0, 1}
6 r ∈ {0}
7 r ∈ {0}
Table 1
Necessary conditions for p-passivity in terms of the relative
degree, and the poles and zeros of G(s− λ) in C+.
Example 3.5 Consider a system with 3 real poles, as
G(s) =
M
(s+ β1)(s+ β2)(s+ β3)
, (16)
and assume for simplicity that 0 < β1 < β2 < β3. By
noticing that G(s) has relative degree n − q = 3 and
r = 0, it follows from Table 1 that G(s) is only compati-
ble with 1-passivity and 2-passivity. For instance, simple
computations yield,
ℜ{G(jω − λ)} =
M
(3λ− β1 − β2 − β3)ω
2 + (β1 − λ)(β2 − λ)(β3 − λ)
[ω2 + (β1 − λ)2] [ω2 + (β2 − λ)2] [ω2 + (β3 − λ)2]
.
(17)
ConsiderM < 0. By Theorem 3.3, a sufficient condition
for 1-passivity of G(s) with rate λ is
β1 < λ < min
{
β2,
β1 + β2 + β3
3
}
. (18)
Consider now M > 0. If
max
{
β2,
β1 + β2 + β3
3
}
< λ < β3, (19)
then G(s) is 2-passive. We will return to this example
in the next section, to illustrate the design of a bistable
system and of a system with a periodic attractor.
4 Differential analysis of Lur’e feedback systems
in the frequency domain
4.1 Differential analysis of Lur’e systems
We will now apply the theory of the paper to a differ-
ential analysis of Lur’e systems. We look for conditions
under which a Lur’e feedback system formed by a linear
time-invariant system in feedback interconnection with
a memoryless, time-independent nonlinearity


x˙ = Ax+Bu
y = Cx+Du
u = −ϕ(y) .
(20)
The prolonged system is given by (20) and


˙δx = Aδx+Bδu
δy = Cδx+Dδu
δu = −∂ϕ(y)δy .
(21)
In the differential setting the usual sector condition on
the nonlinearity is replaced by a sector condition on its
linearization. Namely, the absolute p-dominance prob-
lem consists in finding conditions under which the linear
time-invariant system in feedback interconnection with
memoryless, time-independent nonlinearity that satis-
fies the differential sector condition
(∂ϕ(y)δy −K1δy)
⊤ (∂ϕ(y)δy −K2δy) ≤ 0 (22)
is p-dominant. The usual assumption is that K1 and
K2 are matrices such that K2 − K1 is symmetric posi-
tive definite. We observe that in the scalar case the sec-
tor condition (22) is in fact equivalent to require that
∂ϕ(y) ∈ [K1,K2] for all y ∈ R. Indeed, in the differential
setting, the sector condition is a restriction on the slope
of the nonlinearity. Henceforth, we adopt the notation
∂ϕ(y) ∈ [K1,K2] to denote the sector condition (22).
4.2 Kalman’s conjecture and conditions for p-dominance
of Lur’e systems
An obvious necessary condition for p-dominance of (20)
with the differential sector condition ∂ϕ(y) ∈ [K1,K2]
is p-dominance of the linear system


˙δx = Aδx+Bδu
δy = Cδx+Dδu
δu = −Kδy .
(23)
for anymatrixK satisfyingK ∈ [K1,K2]. A famous con-
jecture formulated by Kalman in 1957 is that this neces-
sary condition is also sufficient. The following counterex-
ample from [3] shows that Kalman’s conjecture fails in
dimension n = 4.
Example 4.1 Consider a linear system of the form (20)
6
where
A :=


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 −1

 , B :=


10
10.1
0
−1

 ,
C :=
[
1 0 −10.1 −0.1
]
, D := 0. (24)
Consider the static nonlinearity ϕ(y) = tanh(y) + εy,
where ε = 0.01. ∂ϕ belongs to the sector [ε, 1+ε]. Further-
more, the closed loop of the linear system with u = −Ky
is asymptotically stable for any K ∈ [0,+∞). Never-
theless, simulations show that for the initial condition
x0 = [3,−3,−2, 0]
⊤ the system’s trajectories display an
oscillatory behavior, contradicting the stability claimed
by the conjecture.
Kalman’s conjecture is an early example of differential
analysis. Writing down the conditions of the conjecture
within an LMI formulation shows that the condition of
asymptotic stability of the linear systems with feedback
gains K ∈ [K1,K2] is equivalent to the existence of a
family of symmetric positive definite matrices PK such
that
(A+BKC)
⊤
PK + PK (A+BKC) < 0, (25)
forK ∈ [K1,K2]. The difference between Kalman’s con-
jecture and (11) for strict 0-dominance is that (25) does
not enforce a constant solution of the LMI. The dom-
inance is only imposed pointwise, allowing for a differ-
ent matrix PK for each gain K. Indeed, Kalman con-
jecture provides a necessary condition for 0-dominance.
Searching for a constant solution P in (11) enforces a
stronger condition than stability; it entails contraction.
The breakthrough in the history of absolute stability
theory came from the circle criterion, which connects a
frequency domain property of the LTI system to a dis-
sipativity property of the nonlinearity. The theorem be-
low provides the analog sufficient condition for the p-
dominance of Lur’e systems.
Theorem 4.2 Consider a strictly p-dissipative linear
system (4) with rate λ and supply (5). Then, the feed-
back system (20) is strictly p-dominant with rate λ for
all nonlinearities ϕ that satisfy
[
I
−∂ϕ(y)
]⊤ [
Q L
L⊤ R
][
I
−∂ϕ(y)
]
≤ 0 ∀y ∈ Rm1 .
(26)
Proof of Theorem 4.2. From the strict dissipativity of the
linear dynamics we have that the prolonged dynamics
satisfies

Aδx+Bδu
δx


⊤
0 P
P 2λP+εI



Aδx+Bδu
δx

≤

δy
δu


⊤
Q L
L⊤ R



δy
δu

.
For δu = −∂ϕ(y)δy, using (26) we get
[
Aδx−B∂ϕ(y)δy
δx
]⊤[
0 P
P 2λP+εI
][
Aδx−B∂ϕ(y)δy
δx
]
≤0
which shows that (10) holds along the trajectories of the
prolonged closed-loop system (20),(21). 
Condition (26) is in fact a generalized sector condition
for the linearization ∂ϕ(y)δy. In fact, for Q = K⊤1 K2 +
K2K
⊤
1 , L = K1 + K2 and R = 2I we recover the dif-
ferential sector condition (22). We also observe that for
R = 0, Q = 0 and L = I the linear system is p-passive
and (26) is equivalent to the condition ∂ϕ(y)δy ≥ 0. In-
deed, the slope of the nonlinearity belongs to the sector
[0,+∞), that is, its linearization is 0-passive (the non-
linearity is monotone). In this special case, Theorem 4.2
reduces to [10, Proposition 9], which provides a gener-
alization of the passivity theorem to the context of p-
dissipativity.
4.3 The circle criterion for p-dominance
Theorem 4.2 allows for a number of useful reformulations
in the frequency domain.
Corollary 4.3 Let G(s) be the transfer function of (4)
and suppose that ϕ satisfies (26) with Q = 0. If G(s) has
p poles in the interior ofΩλ, n−p poles in the complement
of Ωλ, and the transfer function
Z(s− λ) := LG(s− λ) +
1
2
R (27)
satisfies
Z(jω − λ) + Z∗(jω − λ) > 0 (28)
for all ω ∈ R ∪ {∞}, then the feedback system (20) is
strictly p-dominant with rate λ.
Proof of Corollary 4.3. First note thatZ(s) is the transfer
function of {
x˙ = Ax+Bu
y¯ = Ly + 12Ru.
(29)
Hence, the fact thatG(s) has p poles in the interior of Ωλ
together with (28) allow us to apply Theorem 3.3, which
guarantees that the prolonged dynamics of (29) satisfies
[
˙δx
δx
]⊤ [
0 P
P 2λP + εI
][
˙δx
δx
]
≤
[
δy¯
δu
]⊤ [
0 I
I 0
][
δy¯
δu
]
.
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Note also that
[
δy¯
δu
]T [
0 I
I 0
][
δy¯
δu
]
=
[
δy
δu
]T [
0 L
L⊤ R
][
δy
δu
]
≤ 0
Thus, the result follows from Theorem 4.2. 
ForR = 2I,Q = 0 andL = K = K⊤ > 0, ∂ϕ(y) belongs
to the sector [0,K] and we recover (and extend to the
differential setting) the standard formulation of the Pos-
itivity Theorem [13, Theorem 5.18] for λ = 0. It should
also be noted that the nonlinearity ϕ(y) = 0 always sat-
isfies the sector condition (26) if Q = 0. Therefore, for
Q = 0, a necessary condition for the p-dominance of the
closed loop (20) is the p−dominance of linear system (4).
Corollary 4.3 can be further extended via loop transfor-
mations, leading to the following reformulation of the
circle criterion.
Corollary 4.4 (Multivariable Circle criterion)
Let G(s) be the transfer function of (4) and suppose
that the nonlinearity ϕ satisfies (22) for some matrices
K1,K2 such thatK2−K1 is symmetric and positive defi-
nite. Then, the closed-loop system is strictly p-dominant
if the transfer function
G˜(s) := G(s)(I +K1G(s))
−1 (30)
has p-poles in the interior of Ωλ, n− p poles in the com-
plement of Ωλ, and
Z(s− λ) = (I +K2G(s− λ)) (I +K1G(s− λ))
−1
,
(31)
satisfies (28).
Proof of Corollary 4.4. The proof follows directly from
the loop transformation depicted in Figure 3 and Corol-
lary 4.3. Indeed, the loop transformation arises by con-
sidering ϕ˜(y) := ϕ(y)−K1y. Thus, (22) transforms into
δy⊤∂ϕ˜(y)⊤ (∂ϕ˜(y)δy − (K2 −K1)δy) ≤ 0. (32)
In other words, ϕ˜ satisfies (26) with R = 2I, Q = 0, and
L = (K2−K1). Furthermore, notice that the feedback of
G(s) and ∂ϕ is equivalent to the one in Figure 3, where
G˜(s) is as in (30). Hence, Z(s) in (27) takes the form
Z(s) = LG˜(s) +
1
2
R
= (K2 −K1)G˜(s) + I
= (I +K2G(s))(I +K1G(s))
−1,
and the result follows by Corollary 4.3. 
Graphical conditions can be derived for SISO systems. In
the next corollary we will use Ωλ to denote the Nyquist
Figure 3. Loop transformation of the closed-loop system (20).
region defined in (12), andD(K1,K2) to denote the disk
in the complex plane given by the set{
x+jy∈C
∣∣∣∣
(
x+
K1 +K2
2K1K2
)2
+y2 ≤
(
K2 −K1
2K1K2
)2}
where K1 and K2 are real constants.
Corollary 4.5 Consider the closed-loop system (20)
given by the linear system (4) with transfer function
G(s) and by a static nonlinearity ϕ. (20) is strictly
p-dominant if
i) the nonlinearity ϕ satisfies (22);
ii) G(s) has no poles on the boundary of Ωλ;
iii) the Nyquist plot of G(s) along the boundary of Ωλ
makes E = p− q encirclements of the point −1/K1
in the clockwise direction, where q is the number of
poles of G(s) in Ωλ;
iv) one of the following conditions is satisfied
(a) 0 < K1 < K2 and the Nyquist plot of G(s)
along the boundary of Ωλ lies outside of the disc
D(K1,K2).
(b) K1 < 0 < K2 and the Nyquist plot of G(s)
along the boundary of Ωλ lies inside the disc
D(K1,K2).
(c) K1 < K2 < 0 and the Nyquist plot of G(s)
along the boundary of Ωλ lies outside the disc
D(K1,K2).
Proof.The proof relies on the loop transformation of Fig-
ure 3 and Corollary 4.3. Indeed, notice that i) guarantees
that ϕ˜(y) = ϕ(y)−K1y satisfies (26) for L = K2 −K1,
R = 2I and Q = 0. Now, define Z(s) as in (27) but ap-
plied to the feedback interconnection of G˜(s) and ∂ϕ˜(y),
that is Z(s) = LG˜(s) + 12R, where
G˜(s) =
G(s)
1 +K1G(s)
.
The well-posedness of G˜(jω − λ) follows by ii). Next,
by iii) and Theorem 3.1 it follows that G˜(s) is strictly
p-dominant. Thus, it remains to prove that Z(jω − λ)
satisfies (28) in order to guarantee that all the assump-
tions of Corollary 4.3 are satisfied and the result follows.
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In the scalar case (28) is equivalent to
ℜ
{
1 +K2G(jω − λ)
1 +K1G(jω − λ)
}
> 0, for all ω ∈ R∪{∞}. (33)
Let X(ω) and Y (ω) be respectively the real and imagi-
nary parts of G(jω − λ), that is, G(jω − λ) = X(ω) +
jY (ω). Straightforward computations reveal that (33) is
equivalent to
K1K2Y (ω)
2 + (K1X(ω) + 1) (K2X(ω) + 1) > 0, (34)
for all ω ∈ R∪ {∞}. Now, assuming that 0 < K1 < K2,
(34) can be rewritten as
(
X(ω) +
K1 +K2
2K1K2
)2
+ Y (ω)2 >
(K2 −K1)
2
4K21K
2
2
which requires that the Nyquist plot of G(s) along the
boundary of Ωλ must lie outside the disc D(K1,K2),
leading to iv.a). The other two cases are similar.  The
reader will recognize that the above corollaries extend
the classical circle criterion to the analysis of attractors
that are not necessarily fixed points. The next example
shows how to use these tools to give insights on the ex-
istence of oscillatory behaviors in Lur’e systems.
Example 4.6 We revisit Example 3.5 with M > 0, for
ϕ(y) = a tanh(ky), where a, k are positive real numbers.
Notice that ϕ(y) satisfies (22) withK1 = 0 andK2 = ak.
Negative feedback: the closed loop is 2-passive. In fact,
looking at the second case in Example 3.5, the transfer
function G(s) of the linear part is 2-passive with rate λ
satisfying (19). A direct application of the Corollary 4.5
reveals that the closed loop is 2-dominant whenever the
Nyquist plot of G(s) along the boundary of Ωλ satisfies
iii) and iv.a) for any nonlinearity in the differential sec-
tor Sector[K1,K2]. For example, setting λ = 2.6, and
the system parameters M = 1, β1 = 1, β2 = 2, β3 = 3,
a = 10 and k = 10, it becomes clear that ii) in Corol-
lary 4.5 holds. Furthermore, with the selected values of
parameters, it follows that G(s) has 2 poles in Ωλ, hence
iii) in Corollary 4.5 asks for E = 2−2 = 0 encirclements
of the point −1/K1. Figure 4 reveals that the Nyquist
plot of G(s) along the boundary of Ωλ lies in C+, that
is, iii) and iv.a) also hold for any k ∈ (0,+∞). Hence,
the 2-dominance of the closed-loop with rate λ = 2.6 fol-
lows. Positive feedback: in this case, the addition of the
constant multiplier −1 leads us to consider the negative
feedback case as above but with M < 0. Thus, from the
first part of Example 3.5 it follows that the G(s) is 1-
passive with rate λ satisfying (18). From Corollary 4.5,
the closed loop is 1-dominant whenever the Nyquist plot
of G(s) along the boundary of Ωλ satisfies iii) and iv.a).
For example, setting the rate λ = 2.6 and the system pa-
rameters M = −10, β1 = 2, β2 = 3, β3 = 5, a = 10 and
k = 10, it follows that the open-loop has 1 pole in the in-
terior of Ωλ and because the Nyquist plot of G(jω − λ)
falls inC+ (see Figure 5), the conditions ii), iii) and iv.a)
hold for any k ∈ (0 +∞), which proves 1-dominance of
the closed-loop.
-0.2
-0.1
 0
 0.1
 0.2
 0  0.5  1  1.5  2  2.5
Figure 4. Nyquist plot of the system (16) (with parameters
β1 = 1, β2 = 2, β3 = 3 and M = 1), along the λ-shifted
Nyquist path Ωλ|λ=2.6. Notice that in this case the system
is 2-passive.
-4
-2
 0
 2
 4
 0  4  8  12  16
Figure 5. Nyquist plot of the system (16) (with parameters
β1 = 2, β2 = 3, β3 = 5 and M = −10), along the λ-shifted
Nyquist path Ωλ|λ=2.6. Notice that in this case the system
is 1-passive.
5 The asymptotic behavior of dominant Lur’e
systems
In the previous sections we have extended a number of
classical results to the analysis of p-dominance. We will
now illustrate how this analysis can be used to analyze
the asymptotic behavior of Lur’e systems.
5.1 Contraction analysis (0-dominance)
As a first example we briefly revisit the property of global
contraction of the vector field, largely studied in the lit-
erature (see e.g., [17, 22, 12, 15] and references therein).
Strict 0-dominance implies contraction. Indeed, Theo-
rem 4.2 and its corollaries provide conditions for global
contraction. The zero equilibrium of a Lure feedback sys-
tem is then necessarily globally asymptotically stable.
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5.2 Bistability (1-dominance)
From Corollary 2.5, strict 1-dominance is a useful tool
for the analysis of bistability. Global bistability of the
Lure feedback system (20) is ensured from the following
three properties:
(1) strict 1-dominance of the closed loop;
(2) boundedness of solutions; and
(3) the algebraic equation u+ ϕ(G(0)u) = 0 has three
isolated solutions.
As an illustration, consider Example 4.6. Recall that,
with positive feedback, any nonlinearity in the differen-
tial sector (0,+∞) guarantees strict 1-dominance of the
closed loop (20), with rate λ = 2.6. This proves the 1-
dominance. Trajectories of the closed-loop system are
bounded because the input u = −ϕ(y) is by definition
bounded and the linear system is BIBO stable. Finally,
a graphical argument shows that the algebraic equa-
tion has three isolated solutions. In conclusion, we have
shown that the closed-loop system formed by (16) in pos-
itive feedback interconnection with ϕ(y) := a tanh(ky)
is globally bistable, that is, every solution converges to
one of the three fixed points, out of which one is unstable.
Figure 6 confirms the predicted behavior. The proposed
-8
-6
-4
-2
0
2
4
6
-5 -4
-3 -2
-1 0
1 2
3 4
5
-10
-8
-6
-4
-2
0
2
4
6
8
10
Figure 6. Phase trajectories of the system (16) in a
positive feedback interconnection with the nonlinearity
ϕ(y) = a tanh(ky) with parametersM = 10, β1 = 2, β2 = 3,
β3 = 5, a = 10 and k = 10. The red trajectory represents
the heteroclinic solution.
analysis is also useful for control design. If the open-loop
system does not have the desired degree of dominance, a
controller can be introduced to shape the frequency re-
sponse in such a way that the assumptions of Corollary
4.5 are met. For illustration, we study the bistability of
the Lur’e system arising from the interconnection of
G(s) =
3(s+ 1)
(s2 + 4s+ 8)(s+ 3)
. (35)
with a saturating input-output characteristic in the dif-
ferential sector [1, 5]. We consider the case of positive
feedback. Note that the open-loop system G(s) is not 1-
dominant for any value of rate λ, since it has dominant
complex conjugated poles at s = −2 ± j2. To achieve
strict 1-dominance of the closed loop we enforce strict 1-
dominance of the return ratio by pairingG(s) with a con-
troller C(s). Set the desired rate to λ = 2.1 and observe
thatG(s−λ) has two dominant poles at s = 0.1±j2 and
one pole at s = −0.9. TakeC(s−λ) := 0.4/(s−1.9). The
Nyquist plot of−KG(s−λ)C(s−λ) is depicted in Figure
7. The main idea behind the selection of the controller
C(s− λ) is to increase the phase change in the Nyquist
plot. By adding an unstable pole in the shifted-system,
the associated Nyquist plot reflects a change in phase of
180 degrees, at zero frequency. Thus, we can set the value
of the gain K to achieve 2 encirclements in the counter-
clockwise direction around the diskD(1, 5). 1-dominance
follows. It is noteworthy that the transfer function of the
desired controller reads C(s) = 0.4/(s+ 0.2), which is a
simple first-order lag. Now, setting ϕ(y) := y+tanh(4y),
the same analysis as above shows that the system has
three equilibria, that all solutions are bounded and the
origin is unstable. Hence, the system is bistable.
- 

	

 0
 


  -1 fffiflffi !"# $%&' ()*+  0
Figure 7. Nyquist plot of −KG(s − λ)C(s − λ) for s = jω,
ω ∈, for λ = 2.1.
5.3 Limit cycle oscillation (2-dominance)
To prove the convergence of solutions to a limit cycle
in a Lure feedback system, we verify the following three
conditions:
(1) strict 2-dominance of the closed loop;
(2) boundedness of the solutions;
(3) a forward invariant region that does not contain
fixed points.
By Corollary 2.5, those three conditions imply that all
trajectories with initial condition in the forward invari-
ant region converge to a periodic attractor. Returning to
Example 4.6, recall that the negative feedback of G(s)
with any nonlinearity in the differential sector (0,+∞)
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gives a strictly 2-dominant closed loop.We conclude that
all trajectories that do not converge to the unstable fixed
point necessarily converge to a limit cycle. This is illus-
trated Figure 8.
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Figure 8. Phase portrait of the system (16) in feedback in-
terconnection with the nonlinearity ϕ(y) = a tanh(ky) with
parameters M = 1, β1 = 1, β2 = 2, β3 = 3, a = 10 and
k = 10.
Remark 5.1 The analysis of 2-dominance says nothing
about the uniqueness of the limit cycle. As an illustration,
we will verify that the system analyzed in Example 4.1
is 2-dominant, despite the existence of ’hidden’ oscilla-
tions. The nonlinearity ϕ(y) = tanh(y)+ εy satisfies the
differential sector condition ∂ϕ
∂y
∈ [K1,K2], withK1 = ε,
K2 = 1 + ε, where ε = 0.0125. By Corollary 4.5, the
closed-loop system is 2-dominant with rate λ = 0.275 for
all the nonlinearities in the prior sector, see Figure 9.
5.4 Chaotic behavior (3-dominance)
Chaotic behaviors may arise for larger dominance de-
gree. Consider the Chua’s circuit described by


x˙1 = α(x2 − x1 − u)
x˙2 = x1 − x2 + x3
x˙3 = −βx2 .
It is well known that this Lur’e system shows a chaotic
behavior for certain range of parameters and nonlinear-
ity u = −ϕ(x1), [20]. In fact, with the parameters α =
8.8, β = 15 and the nonlinearity ϕ(x1) = tanh(2x1) +
0.7x1 the double scroll attractor appears. An applica-
tion of Corollary 4.5 shows that the interconnection is
in fact 3-dominant with rate λ = 4. Indeed, considering
,./
-20
-10
 0
012 -20 345 -10 67  0
Figure 9. Nyquist plot of the system (24) for ω running from
[0,+∞), showing that the Nyquist plot falls outside of the
diskD(K1,K2) (in red). Thus, the system is 2-dominant with
rate λ = 0.275 for nonlinearities in the differential sector
Sector[K1,K2].
λ = 4, the system has two complex eigenvalues in Ωλ. By
Corollary 4.5 it follows that the system is 3-dominant if
the Nyquist plot encloses the disk D(0.7, 2) once in the
clockwise direction, as shown in Figure 10. Furthermore,
the system is 3-passive with rate λ > 9.67.
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Figure 10. Nyquist diagram of the linear part of Chua’s cir-
cuit with rate λ = 4.
6 Conclusions
Dominance analysis provides sufficient conditions for
the asymptotic behavior of a nonlinear system to be
low-dimensional. For LTI systems, the property is ver-
ified by solving a linear matrix inequality and check-
ing the inertia of the solution. The KYP lemma pro-
vides a frequency-domain characterization of this prop-
erty. We have illustrated the potential of the frequency
domain characterization in the analysis of Lure’s feed-
back systems. The analysis provides graphical tests for
p-dominance such as the circle criterion. More funda-
mentally, it provides robustness margins very much like
in stability analysis. The theory has been illustrated on
11
the analysis of bistable 1-dominant systems and oscilla-
tory 2-dominant systems.
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