Semantic word representation changes over different ages of childhood until it reaches its adult form. One method to formally model this change is the word maturity paradigm . This method uses a text sample for each age, including adult age, and transforms the samples into a semantic space by means of Latent Semantic Analysis. The representation of a word at every age is then compared with its adult representation via computational maturity indices. The present study used this paradigm to explore to the impact of word frequency and semantic diversity on maturation indices. To do this, word maturity indices were extracted from a Spanish incremental corpus and validated, using correlation scores with Age of Acquisition and Word Difficulty indices from previous studies. The results show that both frequency and semantic diversity predict word maturity, but that the predictive capacity of frequency decreases as exposure to language increases. The latter result is discussed in terms of inductive processes suggested in previous studies (Landauer & Dumais, 1997) .
Introduction
Mental representation of word meaning is not static like a storage repository, or like a dictionary of pre-established contents that is not modified by use (Elman, 1995) . The representation of word meaning in people's minds changes over time and with experience throughout the life cycle. During their development, children are exposed to different lexical entries, giving rise to a more or less rapid development in the representations of different words, until an adult representation is acquired. Some measures exist in the literature to account for the time when a word is acquired and its representation is matured. The main measure is Age of Acquisition (AoA), or the age at which a word is learned at the first time. AoA norms consist of subjective measures collected by asking participants to estimate in years the age they learned the word (see Ghyselinck, Lewis, & Brysbaert, 2004 , for a review). However, AoA does not refer to the global representation of a word, but to the acquisition or first use of one of the meanings of that word (the meaning participants are thinking of at that time or the meaning specified to them). Thus, AoA does not capture the continuous and parsimonious process of acquisition of new meanings (Biemiller, Rosenstein, Sparks, Landauer, & Foltz, 2014) .
In recent years, the acquisition, representation, and development of language have been approached from the point of view of computational psycholinguistics. One of these approaches is Latent Semantic Analysis (LSA). LSA has traditionally focused on modeling cognitive processes pertaining to a single final or adult representation of the lexicon (JorgeBotana, León, Olmos, & Hassan-Montero, 2010; Kintsch, 2008; Kintsch & Bowles, 2002; Kintsch & Mangalath, 2011; Kintsch, Patel & Ericsson, 1999; Landauer, Foltz, & Laham, 1998) . However, some studies have also studied the gradual acquisition of lexical knowledge via the inductive processes that operate on controlled exposure to language (Denhière & Lemaire, 2004; Landauer & Dumais, 1997) . These studies analyzed change of similarities between words, as a result of gradual introduction of new texts, as an indirect index of word change. By means of this method, Landauer and Dumais (1997) suggested how a functional architecture that uses induction processes could solve the problem known as "poverty of the stimulus" or "Plato's problem", that is, how lexical knowledge increases without a massive and explicit exposure to words.
But changes in word representation itself (the change in vectors that represent words in the semantic space) had not been investigated until recently, when Kireyev and Landauer (2011) proposed the word maturity paradigm. In this paradigm, the semantic representation of the same word is longitudinally examined at different ages taking its final adult representation as the reference (Biemiller et al., 2014; Landauer, Kireyev, & Panaccione, 2011) . A set of texts is used to build the corresponding corpus in each age, in such a way that the corpus for each age includes the corpora for previous ages. Following the usual LSA procedure (Deerwester, Dumais, Furnas, Landauer, & Harshman, 1990) , a semantic space is created for each incremental corpus, including the adult one. The evolution over time of a specific word is then determined by the changes in the vector representing this word in the different semantic spaces. However, the between-spaces comparison has to be done in terms of same-basis vectors. Thus, a specific technique called "Procrustes procedure" is used to align the different semantic spaces (see Ross, 2004) . The most used measure for these comparisons is the cosine. Kireyev and Landauer (2011) proposed the index they called Word Maturity (WM) defined as the cosine between any particular word at any particular age and the same word at adult age (in the final, larger semantic space).
The process of word meaning maturation is then mathematically modeled as the evolution of WM over time. Given that WM changes over time until full maturation, a continuous function can be adjusted for available values at specific points in time (i.e., the age ranges), obtaining what is known as the Maturity Curve (see an example in Figure 1 ) for each word . There is a different Maturity Curve for every word considered.
Within this paradigm, a word is considered as having acquired sufficient maturity when its WM function value surpasses a certain threshold, usually .65 (Biemiller et al., 2014) . The value for the time corresponding to this threshold value is known as "Time To Maturity" (TTM) for the particular word analyzed. TTM(i) thus expresses the time required by a word i to reach a maturity of .65. TTM-based indices are good predictors of text difficulty (Nelson, Perfetti, Liben & Liben, 2011) . In other words, TTM corresponds to the age in which a particular word is used in an adult-like manner. TTM values have also provided good evidence of criterion validity in exhaustive studies (Biemiller et al., 2014; Landauer et al., 2011) using the Age of Acquisition (AoA) of words as the external criterion. Figure 1 . Maturity curves based on the WM point for four words from our study. The X axis represents ages and the Y represents the maturity measured as the cosine between the vector of the term in an intermediate space and the vector of the term in the adult space. "banco" in Spanish has several meanings, the most common ones being "bank", "bench", "pew", and "shoal"; "bosque" means "forest"; "botella" means "bottle"; "paz" means "peace". The TTM measure expresses the time required by a word to reach a maturity of .65 , for instance, 8 years in "bosque".
In contrast to AoA, Word Maturity is a continuous and longitudinal measurement (the maturity of a word has a certain value at every age) which makes it possible to monitor changes in words over time and hence link them to two important variables involved in lexicon acquisition and maturity, namely frequency and semantic diversity. Frequency has been widely studied in experiments on lexical access (Ellis, 2002) . Words that are very frequent in the child's linguistic environment are more likely to be understood and incorporated into the child's vocabulary. We expect that the evolution of word meaning in a person's mind depends upon that person's degree of exposure to that word. Higher-frequency words tend to get acquired earlier, which in turn protects those words from future changes (Brysbaert & Ghyselinck, 2006; Monaghan, 2014) . Semantically diverse words are polysemic, i.e., they appear in widely different conceptual semantic fields. Such words are difficult to understand and use properly. In this study we use the semantic diversity index, a measure well suited to the LSA environment and very sensitive to semantic representation (Hoffman, Ralph, & Rogers, 2013) . We expect highly semantically diverse words to have a high difficulty index, a high AoA, and also to mature later by comparison to less semantically diverse words. This is shown by previous studies using analogous measures of semantic diversity over network analysis (Hills, Maouene, Maouene, Sheya, & Smith, 2009; Sailor, 2013; Steyvers & Tenenbaum, 2005) .
Moreover, previous studies also suggest the AoA of a word is related to the number of connections of the old words in the network that are connected to it. This is called "preferential attachment" (Steyvers & Tenenbaum, 2005) : the probability of acquiring the correct meaning of a new word will depend on the relationships of the already acquired words connected to the new word. Therefore, it can be expected that the power of frequency and semantic diversity to predict word maturity will be attenuated as a critical mass (Marchman & Bates, 1994 ) of already matured words exists, analogous to preferential attachment. For example, a new word would not need a high exposure to mature if the words related to it are already matured. This is the kind of mechanism that Landauer and Dumais (1997) suggested as a solution of the "poverty of stimulus" problem. Having the word maturity paradigm indices for each word, we can monitor the trajectory to maturity of each new word and observe whether frequency and semantic diversity account for it.
Goals and Hypotheses
This study has two main goals. First, we will design and implement a computational environment for generating the nested semantic spaces necessary to obtain maturation curves for a sample of words at different ages. The different maturation curves extracted will be validated. This validation will be performed bringing the TTM measure into relation with other concomitant and subjective lexical difficulty and acquisition variables available in Spanish (AoA indicators from various studies and difficulty indices based on expert criteria). Second, we will investigate whether word frequency and word semantic diversity predict the maturation process of each new word in each age. The maturation index (WM) for each term that appears for the first time in each age was regarded as the dependent variable on a linear regressions whose predictor variables were the vector length for that terms, and their semantic diversity.
Given this second objective, our hypotheses are the following: (1) among words that appear for the first time at a specific age, more frequent words will have greater maturity, and (2) among words that appear for the first time at a specific age, those which are less semantically diverse will have greater maturity.
Given that the effect of words that are already mature on newly-acquired words increases over time, we propose two additional hypotheses: (3) The effect of frequency on maturity becomes attenuated as age increases, and (4) the effect of semantic diversity on maturity becomes attenuated as age increases.
Method
As was previously described, the first goal is to implement the word maturity paradigm on a longitudinal corpus in Spanish and validate the word maturity scores by means of convergent indices, like AoA and other difficulty indices. To this end, a set of text samples from different ages, including the adult space, was selected. A semantic space was "trained" for each of the age-specific set of texts, using LSA. The spaces for each intermediate age were then aligned with the adult space, using the Procrustes procedure, so that the terms in them could be compared. Then, the set of WM indices for each term (one for each age) were calculated, as well as one unique TTM for each term. The TTM was used for validation of the computational model, correlating it with the convergent indices described above. Finally, each WM was used as the dependent variable in a regression model whose predictor variables are vector length (the LSA measure of frequency) and semantic diversity.
The software Gallito 2.0 was used (Jorge-Botana, Olmos, & Barroso, 2013). Gallito 2.0 trained the different corpora under the following conditions: the window of process is the paragraph, a stop list of closed words was use, lemmatization was performed, frequencies were smoothed using log-entropy option, and dimensionality was reduced to 300 dimensions. We also deleted words that appeared in fewer than seven paragraphs in order to ensure a minimal representation of the terms analyzed. By means of this process, a matrix of terms and a matrix of paragraphs were obtained for each space.
Generation of the semantic spaces
Sampled ages and corpora. We sampled four age ranges in Spanish langua ge development and selected a sample of texts for each one. The first sample was langua ge from texts for children aged 0 to 9, the second one was from texts for children aged 10 to 12, the third one for children aged 13 to 16, and the final sample was a sample of adult language. On the basis of these samples, we compiled the cumulative corpora, i.e., the corpus for a specific age also contained the texts of the previous ages. Thus, we fina lly compiled four corpora that were labeled as 0-9, 0-12, 0-16 and adult.
Corpora composition. The corpora were taken from the Internet. For the 0-9 corpus, most of the texts were narratives like tales and stories. In intermediate ages, the proportion of academic texts increased in comparison to narrative texts. School books were also included (e.g., biology, chemical, history, physics). For the adult corpus, the Lexesp corpus (Sebastián-Gallés, Martí, Carreiras, & Cuetos, 2000) was used, which contains an extensive sample of texts from a wide range of topics, including literary texts, op-eds and press features, scientific papers, and essays. Using Gallito 2.0 (Jorge- Botana et al., 2013) the corresponding semantic spaces for each corpora were built. Space 0-9 included 7,286 terms and 31,722 paragraphs, Space 0-12 included 10,507 terms and 59,746 paragraphs, Space 0-16 contained 13,209 terms and 75,434 paragraphs, and finally the adult space comprised 25,413 terms and 263,928 paragraphs.
Space alignment
The purpose of this step is to align any intermediate-age semantic space with the adult-LSA space so that word vectors from different spaces can be compared. This is done by the Procrustes procedure (see , a series of steps used to compare geometric figures in different scales and different spatial locations (Ross, 2004) .
The process comprises three main steps: (a) centering the figures to be compared (that is, putting one figure on the other so that both share a common point), (b) scaling the figures (equating the metrics of both shapes), and (c) rotating one shape onto the other one around the central point. If both figures are the same, they will match after these three steps. In the LSA case, the idea is to find a rotation of the term matrix for each intermediate age over the term matrix of the adult language so that the dimensions of both matrices are equated and all the term vectors of the intermediate age space can be compared to the term vectors of the adult age space. To find this rotation, initial geometric "figures" that are supposed to be the same in the both spaces, are crucial in this process. These two "figures" must be composed of vectors that in theory remain invariant between the intermediate space and the adult space (i.e. the vectors considered are the same, although represented in different vector basis). In other words, it has to be supposed that the distances between these vectors in the intermediate space (which forms the first figure) are proportionally preserved in the adult space (which forms the second figure). But the question is, are there any term-vectors that remain invariant until adult age? According to the definition of the model, all words change with age, so it is not a good idea to take terms as invariants. This problem is solved by means of a theoretical assumption. Kireyev and Landauer (2011) postulated that the semantic content of a paragraph (a context) is much more stable than the contents of isolated terms because each term inside a paragraph is context-constrained. Therefore, they proposed that the set of invariant vectors in each pair of spaces (intermediate and adult) were constituted by the paragraph-vectors that are common to the intermediate space and to the adult space. The rotation angle is then calculated to match these paragraph-vectors in the first semantic space, into the adult LSA space. Once the rotation angle has been obtained, it is applied to the rest of vectors in the first LSA space (including the term matrix vectors). The resulting rotated space is expected to be aligned with the adult one, and then vector-vector comparisons, in our case term-term, are allowed (for instance, via cosine).
The alignment technique for semantic spaces was also performed by means of Gallito 2.0, which has a module specialized in aligning LSA spaces. Gallito 2.0 receives the whole two spaces as arguments. Then Procrustes is performed and generates an output: a list including each word in both spaces, and the cosine between its intermediate and adult
representations (i.e. WM values).

WM, maturation curves, and TTM
Once the different alignments have been performed, we can calculate the cosine between the same term in each intermediate space and the adult space obtaining three WM for this term (WM for 0-9, WM for 0-12, WM for 0-16). With these three WM values plus zero and one (no maturation at all, and total maturation, respectively), we can obtain the maturation curve for every word. Logistics curves such as (1) were adjusted using Matlab R2014a.
In (1), a and b represent free parameters to be determined for every word; x is the age considered, and f is the maturation level of the term at that age. Some maturation curves are shown in Figure 1 .
Logistic curves have properties that make them good candidates for this kind of variable: a) they start from a value of almost zero at their origin, but their maximum value is 1 (which is an asymptote for the function); b) the growth is not constant, it can be rapid for certain values. In fact, some authors regard the logistic curve as the most suitable function to simulate developmental mechanisms (Van Geert, 2014) . These curves establish a relationship between age and the maturation level of each word on the basis of the set of five points provided for every word 1 . The analysis was restricted to 20,051 terms that had been assigned an Instituto Cervantes difficulty index (García Santa-Cecilia, 2000; Instituto Cervantes, 2006) . Once the logistic functions for all words were obtained, the TTM index was calculated by applying the same criterion as for previous studies (Biemiller et al., 2014) , that is, by finding the age value (x value in the function) corresponding to f = .65.
Lexical variables
Age of Acquisition, Instituto Cervantes difficulty index, and LEXIN recommendation index. To validate the text samples and provide criterion validity with the TTM measure, three indices related to lexicon maturation were used. We expected these indices to be related to the TTM values. First, AoA values from various studies were used. This research included AoA data from six different studies and databases (Alonso, Fernandez & Díez, 2015; Álvarez & Cuetos, 2007; Cuetos, Samartino & Ellis, 2012; Izura, Hernández-Muñoz & Ellis, 2005; Moreno-Martínez , Montoro, & Rodríguez-Rojo, 2014; Davis & Perea, 2005) . Second, the Instituto Cervantes difficulty index, which ranges from 1 (easy) to 4 (difficult), was used. Finally, the educational level recommendation indices from the LEXIN database were used (Corral, Ferrero, & Goikoetxea, 2009 ). The LEXIN database provides a difficulty rating for 13,184 words from a corpus of samples for beginning readers. As it only classifies those words into two levels (kindergarten and primary), we assume that the words in our database which are not included in those 13,184 are words are recommended for older readers. Thus, we added a new level, establishing a range of 1, 2, and 3 (kindergarten, primary and adult words respectively).
Semantic diversity and frequency. Both frequency and semantic diversity were calculated for every intermediate space and for the adult space. Both metrics are extracted from each of the semantic spaces. Frequency was computed by means of the vector length for each word. Vector length is a classic measure for LSA models. It indexes how much information LSA has about a word, and correlates strongly with frequency (Kintsch, 2001) . The correlation between vector length in the adult space and frequency is .72 (N = 19,803) in the Espal database (Duchon, Perea, Sebastián-Gallés, Martí, & Carreiras, 2013) and .71 (N = 8,064) in the BuscaPalabras Database (Davis & Perea, 2005) . In this study we used the semantic diversity index for each word, a measure well suited to the LSA environment and sensitive to semantic representations (Hoffman, et al., 2013) . To obtain this index, the average cosine between every paragraph-vector pair in which a word appears is computed. The logarithm is then applied to this scalar and the sign is changed to turn the resulting value from negative to positive. High values of this index represent high semantic diversity and are associated with an average cosine near 0.
Results
Validity
Text samples. If the text samples are well selected for each age, the lower age corpora should have a lower average AoA than the corpora for higher ages. The occurrence of a term for the first time is an ordinal variable : Each term appears for the first time either in the adult corpus (value = 4), or in the 0-16 corpus (value = 3), or in the 0-12 corpus (value = 2), or in the 0-9 corpus (value = 1). We therefore computed Spearman's correlation between this ordinal variable and the AoA values of each of the six studies from which they were obtained. The results (Table 1) show positive correlations between both variables, all of which are significant (p < .01). The text samples therefore represent relevant words for later analyses. (5, 145) .503 (593) .480 (384) .387 (136) .292 (295) .360 3. AoA Moreno .502 (595) .843 (490) 4. AoA Izura .449 (387) .786 (465) .825 (201) 5. AoA Davis .467 (139) .798 (139) .787 (84) .625 (53) 6. AoA Álvarez .316 (305) .617 (315) .648 (157) .162 (96) .500 (137) 7. AoA Cuetos 377
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Structural equation modeling.
Validity was also assessed using structural equation models (SEMs). As six AoA metrics were available, a model with a single AoA (from now on, C-AoA) was tested, accounted for by the six available AoA indicators or metrics.
The advantage of SEMs is that it makes it unnecessary to perform six regressions (one for every AoA measure) and, more importantly, measurement error associated with the particularities of each study is controlled for. The TTM variable was added to the AoA metrics to account for C-AoA in a first model.
In a second model, vector length in the adult space was also added as a predictor of C-AoA, as some studies have shown frequency to be directly associated with lexical maturation . Because three AoA averages had an excessive percentage of missing values, the SEM models with six metrics did not converge.
Therefore only the other three AoA metrics were used (Izura et al. 2005; Alonso et al., 2015; Moreno-Martínez et al., 2014) . The two models appear in Figure 2 . The goodness of fit indices were adequate (RMSEA < .06, CFI and TLI > .95, SRMR < .08; Bentler, 1990) , which supports the hypothesis that C-AoA is a single construct, thus simplifying results and controlling measurement error. Regarding the interpretation of the models, the TTM standardized factorial loading was high, positive, and statistica lly significant (the higher the TTM, the higher the AoA of the term: .493 in Model 1 and .334
in Model 2. The factor loading for vector length was negative (the higher the vector length, the lower the age of acquisition), and displayed high values (higher in terms of absolute value than TTM scores). Table 3 displays the results of the models. The proportion of variance accounted for (R 2 ) was .243 in Model 1 and .294 in Model 2. Therefore, adding vector length to the model improves the proportion of variance explained. When vector length is added to the model, AoA variance accounted for increases considerably, up to practically 30%. Moreover, incorporating vector length does not decrease the contribution of TTM (both predictors were in fact significant in Model 2).
Frequency and semantic diversity as predictors of WM
Having validated the measures, the main objective of this study was to investigate the effects of frequency and semantic diversity on WM at each age interval. Given that frequency and semantic diversity are values proper to each of the three semantic spaces generated (one for each age), the study was performed for each of them. But we tested only words that appear for the first time in each space. Thus, we tried to predict WM for new words via linear regression with vector length and semantic diversity as predictor variables.
As there were three age corpora (0-9, 0-12 and 0-16 years), two dummy predictor variables were also created, the first one representing 0-9 years (code = 1) vs. others (code = 0), and the second one representing 0-12 years (code = 1) vs. others (code = 0). This left the third corpus (0-16 years) as the reference group.
Further, we investigated the extent to which age moderates the potential effects of vector length and semantic diversity on WM by computing the interaction effects between these variables and the age group dummy variables. Finally, we also included the interaction between vector length and semantic diversity as a predictor variable (previously, both predictors were mean-centered). Table 4 shows the regression model. The model contains all the main effects and all the interaction terms (significant and non-significant). Results show a positive relationship between vector length and WM. However, the strength of this relationship varies by age, as evidenced by a significant interaction between 0-9 age and vector length, as well as between 0-12 age and vector length. The standardized coefficients (β) show that the effect of vector length decreases with increasing age, but this decrease is substantive in the 0-16 space (the reference group in the analysis). The predictive power of vector length over WM particularly decreases at this age. This result suggests a kind of preferential attachment where the gradual emergence of a critical mass of mature words makes newly-appearing words in each space less conditional on their own frequency. The mere co-occurrence of these new words with those which are already stabilized in meaning can encourage their maturation, and even make them appear as already mature. To investigate the emergence of this gradual critical mass, the percentage of words appearing in previous spaces which appear already mature in the 0-12 and 0-16 space or which only mature in those spaces were calculated. Indeed, we found that 41% of the words that appear for the first time in the 0-9 space mature or arrive as mature in the 0-12 space. In addition, 93% of words that appear for the first time in the 0-9 or 0-12 space mature or arrive as mature in the 0-16 space. We also found that words with high semantic diversity tend to be less mature than words with low semantic diversity. But in contrast to the effect of vector length which decreases with age, the effect of semantic diversity remains significantly negative over age (no significant interaction term was found). However, a significant positive interaction between semantic diversity and vector length was found, indicating that vector length attenuates the negative effect of semantic diversity. In other words, if a word has high semantic diversity but also has occurred many times, the negative effect that semantic diversity has on maturation is limited. This suggests that such word has occurred enough times in the majority of the contexts that allow an adult representation.
Discussion
Model validation
The goal of this study was to explore the predictive power regarding maturity of two variables: vector length (analogous to frequency in LSA) and semantic diversity, both extracted from a set of age-incremental semantic spaces. But to do that, we had to previously replicate the word maturity paradigm (Biemiller et al, 2014; Landauer et al., 2011) using our own incremental spaces, this time with Spanish text samples. To this end, we followed the entire process for extracting the three Word Maturation indices (WM) for each term. The WM points (plus absolute zero and a maximum represented by one) were used to adjust Maturation = f(age) logistic functions, and they were used to obtain the values of the time required for the maturation of each term, the TTM.
To validate the measures extracted, several analyses were performed. To begin with, texts that were collected to be part of the different spaces were studied in order to test if they reproduced the word acquisition order as adequately as possible. The correlational analyses show a rather high correspondence between the age ranges of the texts collected in this study and the average AoA, indicating that the samples are sufficiently representative. Secondly, once the suitability of the Spanish text samples was verified, our goal was to find evidence of criterion validity of TTM by means of external indicators from studies on people also linked to lexicon acquisition and maturation (AoA and difficulty index). Even taking into account that these indicators rate are somewhat different from the TTM indices, significant relations were found, both in the correlations and in the structural equation model obtained. In turn, we found significant relationships between TTM and AoA in addition to what is accounted by vector length.
These results fit well with the results obtained by Kireyev and Landauer (2011) in English. However, it should be pointed out that this study has limitations with respect to the original study in English, because it has a narrower age range. The lack of a wider age range (i.e. the lack of variability) may be why the correlations between TTM and these external indicators were not as high as in other studies (Biemiller et al., 2014) . In any case, the correlations obtained in this study ranged between .30 and .50 corresponding to medium to high effect sizes.
From massive exposure to induction processes
The validation of our model ensures that the indices extracted from it are sufficiently reliable to be used as dependent variables towards the main goal of the study. We used vector length and semantic diversity for each age as predictors of the TTM of the new words appearing in each age. The results showed that vector length (frequency) and semantic diversity both contributed to account for TTM. The most frequent words at a specific age which have a lower semantic diversity reached higher maturation values, and thus had less time to full maturation. Otherwise put, words which have occurred a sufficient number of times at a given age and which have occurred in a focalized and repeated manner in the same semantic contexts are closer to their final representation than other words that are less frequent and/or less strongly linked to fixed semantic contexts. Following some previous studies, we can say that a word that has often occurred in the same contexts at a specific age could be a word for which the predominant meaning representation has already been internalized, and new information about it will elaborate on the same meaning already internalized, or else will not generate different meanings (Brysbaert & Ghyselinck, 2006; Monaghan, 2014) . But since we found an interaction between semantic diversity and vector length, we also argue that the effect of vector length attenuates the negative effect that semantic diversity has over maturation. If a word is diverse but sufficiently frequent, the risk produced by such diversity decreases. One reason could be that such a word had occurred in all its potential contexts. This could be the case for words that have no predominant meanings.
Another result of interest obtained in this study is that the explanatory capacity of vector length gradually decreases as age increases, with an abrupt downturn at space 0-16. This fact would suggest that words that have already matured have an effect on those which appear later. These later-appearing words do not need to occur massively in several contexts. They just have to occur a few times coinciding in texts with already mature words and the system will infer their meanings from them. This was suggested in a classical LSA paper modeling induction learning and inferences (Landauer & Dumais, 1997) : A functional architecture like LSA makes it possible to solve the problem known as "poverty of the stimulus" or "Plato's problem": how people have more lexical knowledge than they could reasonably extract from the information that they are exposed to. The key is that the architecture enables inductions from the microrelations between words. Moreover, this study concludes that in order to acquire knowledge about a word, the texts in which that word does not appear are also important. All of this is also in line with studies that measure the capacity of n-order relations to induce knowledge (Kontostathis & Pottenger, 2006; Lemaire & Denhière, 2006) . Given our results, we could say that the induction processes are more powerful when a considerable proportion of words are already mature, allowing new terms to be understood even with low exposure. In other words, micro-inferences arise when there is a critical mass of words that are already mature to enable them. In fact, the concept of critical mass has been coined to refer to the number of mature words at a certain age which are required to produce a change in the speed of acquisition of linguistic skills (Marchman & Bates, 1994) . Taking also Siegler`s overlapping waves model as a reference (Siegler, 1996) , our simulation seems to support the idea that there could be a moment in which older strategies to exploit data (in our case, exposure to different contexts) cease to be used while new ones increase and become stable (in our case, inferring meaning by means of coincidence with other words, without massive exposure). Both the effect of frequency and semantic diversity in this study are also corroborated by studies on lexicon acquisition using network analysis methodology (Steyvers & Tenenbaum, 2005; Hills et al., 2009; Sailor, 2013) . Studies based on association networks find that the words with a high association index (which means low diversity in LSA, see Jorge-Botana & Olmos, 2014) have associated lower AoA values, that is to say, they are acquired earlier. In addition, some of those studies find that the likelihood of a new word being acquired earlier is proportional to the degree of the already existing words with which they have relations; or, more suggestively, that it is proportional to the stability of the representations that already exist and appear together with it. This has been given the classic term of preferential attachment in network studies (Steyvers & Tenenbaum, 2005) . Following the same logic as these studies, in our LSA model, words acquire relations on the basis of co-occurrences in the paragraphs (the contextual unit selected in this study and in many other studies in the LSA environment) of the corpora at each age. In earlier ages, the words that appear most frequently are usually those that earlier acquire a mature representation. As the words in these early ages appear in texts with words that are not yet mature, and the number of words already mature is low, the frequency of the newly incorporated words is important for their maturation. Otherwise put, there is no critical mass of words that are already mature and stable occurring in the contexts of new words to intensify their maturation. Thus frequency accounts for a greater part of maturation in these initial stages. However, in later stages, the words that appear for the first time are accompanied by words that have already appeared in texts from previous ages and a large part of them arrive as stable and mature at the current age, and thus the potential maturing action of frequency is minimized by an effect similar to preferential attachment (many already mature words allow new words to achieve an stable representation within a short time). Studies like Sailor (2013) also found a decrease in the likelihood of establishing new relations between words at later ages. This may be because the meaning of newly-appearing words is strongly constrained by the meaning of the "mass" of words to which they are attached, especially if those words are surrounded by a large network with stable links. That is, there is less plasticity in the system for learning later-acquired words (Monaghan & Ellis, 2010) . Indeed, this seems to be, as in Landauer and Dumais classic study, an induction mechanism enabling rapid learning of word meaning without having to experience each word in each of its possible contexts, which would be costly and even unfeasible.
Conclusion
In conclusion, a working hypothesis for future research can be suggested: the maturation of a word does not depend only on its frequency, but also on its semantic diversity and the maturation level of the words that co-occur with it in the contexts in which it appears. In early ages, words with little diversity and high frequency are predicted to achieve stable meanings. When a "critical mass" of these first words is reached, new words will not need to occur massively in all of their potential contexts to achieve a stable meaning. They will be attached to the meanings of the pre-existing matured words with which they co-occur.
