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Abstract
The question how to Lorentz transform an N -particle wave function naturally leads
to the concept of a so-called multi-time wave function, i.e. a map from (space-time)N
to a spin space. This concept was originally proposed by Dirac as the basis of rela-
tivistic quantum mechanics. In such a view, interaction potentials are mathematically
inconsistent. This fact motivates the search for new mechanisms for relativistic in-
teractions. In this paper, we explore the idea that relativistic interaction can be
described by boundary conditions on the set of coincidence points of two particles in
space-time. This extends ideas from zero-range physics to a relativistic setting. We
illustrate the idea at the simplest model which still possesses essential physical prop-
erties like Lorentz invariance and a positive definite density: two-time equations for
mass-less Dirac particles in 1+1 dimensions. In order to deal with a spatio-temporally
non-trivial domain, a necessity in the multi-time picture, we develop a new method
to prove existence and uniqueness of classical solutions: a generalized version of the
method of characteristics. Both mathematical and physical considerations are com-
bined to precisely formulate and answer the questions of probability conservation,
Lorentz invariance, interaction and antisymmetry.
Keywords: multi-time wave functions, relativistic interactions, Lorentz invariance,
zero-range physics, Dirac equation
1 Introduction
The idea of a multi-time wave function was first suggested by Dirac in 1932 in his article
“Relativistic Quantum Mechanics” [1]. For him, working in the Schrödinger picture, it
seemed to be the essential step from non-relativistic to relativistic quantum mechanics to
replace the usual single-time wave function (here for N particles and d spatial dimensions)
ϕ : Rd × · · · × Rd︸ ︷︷ ︸
N times
×R −→ S, (x1, ...,xN , t) 7−→ ϕ(x1, ...,xN , t) (1)
with a relativistic wave function that involves a time coordinate for each particle:
ψ : R1+d × · · · × R1+d︸ ︷︷ ︸
N times
−→ S, (x1, ..., xN ) 7−→ ψ(x1, ..., xN ). (2)
Here, xk denotes the spatial coordinates of the k-th particle, xk = (tk,xk) its spatio-
temporal coordinates and S a suitable spin space. Because of the presence of many time
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coordinates, these relativistic Schrödinger picture wave functions have been termed multi-
time wave functions. Their connection with single-time wave functions is straightforward:
ϕ(x1, ...,xN , t) = ψ(x1, t, ...,xN , t). (3)
One can also think of a multi-time wave function as arising as follows: Consider a config-
uration of two particles (x1,x2). In order to fully explain what is meant by such a config-
uration, one has to specify the time t at which it is considered (in a certain Lorentz frame
F ): (x1,x2, t). In order to transform this configuration to another frame F ′, we have to
consider the physically synonymous collection of (1 + d)-vectors q = ((t,x1), (t,x2)). Only
then one can apply the Lorentz transformation Λ describing the transition between F and
F ′: q′ = (Λ(t,x1),Λ(t,x2)). However, this will in general yield q′ = (t′1,x′1, t′2,x′2) with
t′1 6= t′2, i.e. not a simultaneous configuration. Thus, applying this consideration to the
argument of a single-time wave function, we arrive at the necessity to consider a multi-time
wave function.
Note that this exactly yields a multi-time wave function on the domain of space-like config-
urations. To allow for time-like configurations in the argument of ψ does not make sense,
as they could actually correspond to points on the world line of a single particle. Relatedly,
due to the expected statistical role of ψ, an adequate notion of normalization can only hold
on space-like surfaces.
As evolution equations, Dirac proposed a system of N wave equations:
i
∂
∂t1
ψ = H1ψ
...
i
∂
∂tN
ψ = HNψ (4)
whereHk, k = 1, ..., N are differential operators on an appropriate function space. The sys-
tem (4) is supposed to transform covariantly under the Lorentz group. As initial data one
can e.g. choose to prescribe the wave function at a common time, say t = 0 = t1 = ... = tN
or, alternatively, a configuration on a general space-like hypersurface.
Mathematically, (4) is particularly interesting because it is an overdetermined system of
partial differential equations (PDEs). A common solution only exists if certain compati-
bility conditions are satisfied [2, 3, 4]:[
Hj − i ∂
∂tj
, Hk − i ∂
∂tk
]
= 0 ∀j, k. (5)
These conditions are in fact quite restrictive: For example, it has recently been shown in
[4] that they exclude potentials in the following sense: Let Hj = H freej + Vj where H
free
j
is the free Dirac Hamiltonian (or Laplacian) acting on the coordinates and spin index of
the j-th particle and Vj is a matrix-valued function that may depend on all of the particle
coordinates. Then the only Vj ’s fulfilling eq. (5) are gauge equivalent to purely external
potentials, i.e. choices of Vj which only depend on xj , not xk with k 6= j.
This result motivates the search for alternative mechanisms of interaction instead of po-
tentials. In [5], the multi-time approach is extended to quantum field theory, as originally
proposed by Dirac, Fock and Podolsky [6], Tomonaga [3] and Schwinger [7]. However,
these approaches encounter difficulties with UV-divergencies which result, roughly speak-
ing, from the back-reaction the field generated by a particle onto the particle itself [8].
This renders the problem mathematically ill-defined and requires to introduce regularizing
2
parameters so that problems with Lorentz invariance may arise.
Here we explain a different approach, inspired by the field of zero-range physics (see [9] for
an overview). The main idea is that boundary conditions for the wave function may yield
physically interesting effects and even interaction while the formal differential operator in
the wave equation is the free one. This clearly avoids the use of potentials. However, the
direct of the methods used in zero-range physics, developed for the single-time formalism,
is not possible for multi-time equations.
To illustrate this claim, recall the standard functional-analytic treatment of single-time
wave equations (see e.g. [10, 11] and [12, chap. 14])
i
∂
∂t
ϕ = Hϕ (6)
where H is a self-adjoint operator on a Hilbert space H, most often H = L2(Q) ⊗ Ck,
where Q ⊂ RNd is the physically accessible part of configuration space. Usually, H is an
unbounded operator with domain D(H) ( H. The specification of D(H) is important
for physics, as it includes potential boundary conditions which influence time evolution
and spectrum. H is the generator of a strongly continuous unitary one-parameter group
U(t) = exp(−iHt). If ϕ0 ∈ D(H), then U(t)ϕ0 ∈ D(H) and U(t)ϕ0 satisfies eq. (6). The
unitarity of U ensures conservation of the norm of the wave function which is essential for
the statistical meaning of the wave function.
It is crucial to note that within this approach, the allowed boundary conditions are time-
less, as the Hilbert space L2(Q)⊗ Ck does not include time. Spatial boundary conditions
prescribed in this way are automatically extended for all times t. An example for two
particles is:
ϕ(x1,x2, t) = 0 for x1 = x2, ∀t. (7)
For multi-time wave functions, the method can be generalized straightforwardly by us-
ing a theorem in [10, thm. VIII.12] on strongly continuous unitary N -parameter groups
U(t1, ..., tN ) on the same Hilbert space H as above. Such a group can be constructed
if and only if the generators Hj of the one-parameter subgroups U(0, ..., 0, tj , 0, ..., 0) are
self-ajoint, commute pairwise and have a common domain D(Hj) ≡ D, independent of j.
This implies: if ψ0 ∈ D, then U(t1, ..., tN )ψ0 ∈ D and U(t1, ..., tN )ψ0 obeys the multi-time
equations (4).
However, one crucial aspect changes: boundary conditions are still supposed to be ex-
pressed via the domain D which makes no reference to time. Consequently, the boundary
conditions are automatically extended in all coordinate times, e.g.:
ψ(t1,x1, t2,x2) = 0 for x1 = x2, ∀ t1, t2. (8)
Using the connection between single-time and multi-time equations (eq. (3)), one can see
that condition (8) in fact differs from the corresponding one in the single-time formalism
(7), although one might have D(H) = D. Namely, eq. (7) translated into the multi-time
formalism via (3) reads:
ψ(t1,x1, t2,x2) = 0 for x1 = x2, t1 = t2 (9)
with condition “for t1 = t2” instead of “∀ t1, t2”. However, boundary conditions like (8)
for spatio-temporal configurations which may be time-like do not have a clear meaning. It
thus seems that the functional-analytic approach is not adequate for multi-time equations
on domains with boundaries, since it automatically implements too many1 and physically
1It may well be that the only common domain D of self-adjointness of the Hj ’s is the one corresponding
to the free operators, i.e. one where no boundary condition such as (9) is prescribed.
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unreasonable boundary conditions. Therefore, a different method is required to implement
the idea that boundary conditions could lead to relativistically invariant interaction for
multi-time wave functions. In order for the boundary conditions to be Lorentz invariant,
time should also be admitted in their formulation. We suggest to take a step back and
view the multi-time equations (4) as a general overdetermined system of PDEs on a subset
of configuration space-time RN(1+d), treating space and time on equal footing.
Of course, such a change in methods raises important questions, such as:
1. How does one prove existence and uniqueness of solutions?
2. How is probability conservation guaranteed and which notion thereof is adequate in
a relativistic regime?
(In the functional-analytic treatment, the two points are conveniently answered by the
notion of self-adjointness.)
In this paper, we provide a model for which both questions can be answered definitely and
precisely, bearing in mind also the physical aspects of interaction and Lorentz invariance.
For this purpose, we consider a two-time system of mass-less Dirac equations in one spatial
dimension (d = 1) on the domain of space-like configurations.
The choice of the model is explained as follows: The dimensionality both allows for an
explicit solution in the mass-less case as well as leads to the situation that a certain natural
Lorentz-invariant boundary in configuration space-time, the set of coincidence points, has
the right dimensionality2 to have impact on the time evolution. Moreover, the Dirac
equation is Lorentz invariant, reflects the expected dispersion relation and possesses a
conserved tensor current with a positive component that can play the role of a probability
density. The choice of domain is explained by the considerations about the necessity of
multi-time wave functions following eq. (3). Interestingly, this immediately raises the
question of boundary conditions since the domain of space-like configurations has a non-
empty boundary: the light-like configurations. This provides a natural reason to study the
idea of relativistic interaction by boundary conditions.
The paper is structured as follows: We begin with introducing the model, as defined
by its multi-time equations, domain and initial conditions as well as boundary conditions
at the space-time points of coincidence. Next, the general solution is found (lemma 3.1)
and existence and uniqueness of Ck-solutions are studied by a generalized method of char-
acteristics (theorem 3.3). We continue with a proposal how probability conservation can
be understood for multi-time wave functions (lemma 4.1) and determine a general class
of boundary conditions that guarantees it (theorem 4.4). We proceed with proving the
Lorentz invariance of the model, and particularly of the boundary conditions (lemma 5.1).
Moreover, a criterion for what constitutes interaction is suggested and applied to the model,
showing that it is indeed interacting in this sense (theorem 6.2). The time evolution and
effect of the interaction are explicitly illustrated at the example of initially localized wave
packets for each of the two particles. Finally, the implications of anti-symmetry for the
boundary conditions in the case of indistinguishable particles are analyzed (lemma 7.1).
We conclude with an outlook on possible generalizations of the model.
2In a functional-analytic setting, the dimensionality of the boundary to allow for zero-range interactions
is known to depend sensitively on the order of the differential operator and the dimension of configuration
space [13].
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2 The model
Our model is based on a two-time wave function for two Dirac (spin-12) particles in (1+1)-
dimensional space-time:
ψ : Ω ⊂ R2 × R2 −→ C2 ⊗ C2, (t1, z1, t2, z2) 7−→ ψ(t1, z1, t2, z2). (10)
According to the arguments in the introduction, the physically natural choice of the domain
Ω is the set S of space-like configurations, given by:
S := {(t1, z1, t2, z2) ∈ R2 × R2 : (t1 − t2)2 − (z1 − z2)2 < 0}. (11)
Our sign convention for the flat space metric is g = diag(1,−1).
Initial data should be prescribed on a surface I of the form I = (Σ0 × Σ0) ∩ Ω where Σ0
is a space-like hypersurface. We choose:
I := {(t1, z1, t2, z2) ∈ S : t1 = t2 = 0}, (12)
i.e. a Σ0 corresponding to t = 0.
In order to obtain a fully Lorentz invariant model, boundary conditions have to be pre-
scribed on a Lorentz invariant subset of ∂Ω. The first natural choice is the whole of ∂S ,
i.e. the set
L := {(t1, z1, t2, z2) ∈ S : (t1 − t2)2 − (z1 − z2)2 = 0} (13)
of light-like configurations. However, this set has dimension three, as compared to dimen-
sion two of I, so one expects that it leads to an overdetermined initial boundary value
problem (IBVP). The second natural choice – and the one we shall make – is the set C of
coincidence points in space-time, given by:
C := {(t1, z1, t2, z2) ∈ R2 × R2 : t1 = t2, z1 = z2}. (14)
As two-time wave equations we use the free (1 + 1)-dimensional Dirac equations acting on
the spin indices of the first and second particle, respectively:
i
∂
∂t1
ψ(t1, z1, t2, z2) = −i σ3 ⊗ 12 ∂
∂z1
ψ(t1, z1, t2, z2),
i
∂
∂t2
ψ(t1, z1, t2, z2) = −i12 ⊗ σ3 ∂
∂z2
ψ(t1, z1, t2, z2). (15)
In the case with mass, additional terms m1 σ1 ⊗ 12 and m2 12 ⊗ σ1 appear in front of ψ
on the right hand side. Here,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(16)
are the Pauli matrices. Note that the compatibility conditions (5) are satisfied, as the
matrices appearing in the first and second equation of (15) are constant and commute.
To summarize, the model is given by:
Eqs. (15) on S ,
ψi = gi on I, i = 1, 2, 3, 4,
boundary conditions on C .
(17)
Here, ψi, i = 1, 2, 3, 4 denote the components of ψ with respect to the (ordered) basis
B = (e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e1, e2 ⊗ e2) (18)
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where ei are the canonical basis vectors of C2. gi, i = 1, 2, 3, 4 are arbitrary complex-valued
Ck-functions on I. The form of admissible boundary conditions will be explored in the
next section.
For future convenience note the following explicit representation for arbitrary complex-
valued 2× 2 matrices A = (aij), B = (bij) with respect to B:
A⊗ 12 =

a11 0 a12 0
0 a11 0 a12
a21 0 a22 0
0 a21 0 a22
 , 12 ⊗B =

b11 b12 0 0
b21 b22 0 0
0 0 b11 b12
0 0 b21 b22
 . (19)
3 Existence and uniqueness
In this section, it is shown which type of boundary conditions ensures existence and unique-
ness of a Ck-solution (for any k ∈ N) of the two-time equations. This is achieved using a
generalized version of the method of characteristics.
Lemma 3.1 On any open and connected domain D ⊂ R2×R2, the general solution of the
two-time system (15) is given by:
ψ1
ψ2
ψ3
ψ4
 (t1, z1, t2, z2) =

f1(z1 − t1, z2 − t2)
f2(z1 − t1, z2 + t2)
f3(z1 + t1, z2 − t2)
f4(z1 + t1, z2 + t2)
 (20)
where fj : R2 → C, j = 1, 2, 3, 4 are C1-functions.
Proof: Using eq. (19), we explicitly write out eq. (15):
i
∂
∂t1

ψ1
ψ2
ψ3
ψ4
 = − i

1
1
−1
−1
 ∂∂z1

ψ1
ψ2
ψ3
ψ4
 ,
i
∂
∂t2

ψ1
ψ2
ψ3
ψ4
 = − i

1
−1
1
−1
 ∂∂z2

ψ1
ψ2
ψ3
ψ4
 . (21)
We see that the basis in spin space has been chosen such that all occurring matrices are
diagonal. The structure of the equations becomes very simple. For example, for ψ1 we
have:(
∂
∂t1
+
∂
∂z1
)
ψ1 = 0,
(
∂
∂t2
+
∂
∂z2
)
ψ1 = 0 ⇒ ψ1(t1, z1, t2, z2) = f1(z1 − t1, z2 − t2)
(22)
where f1 is C1. The claim for the other components follows analagously.
It is instructive to understand this result in geometrical terms. Eq. (20) implies that the
components of the solution are constant along certain two-dimensional surfaces in R2×R2
(for some c1, c2 ∈ R):
S1(c1, c2) := {(t1, z1, t2, z2) ∈ R2 × R2 : z1 − t1 = c1, z2 − t2 = c2}
S2(c1, c2) := {(t1, z1, t2, z2) ∈ R2 × R2 : z1 − t1 = c1, z2 + t2 = c2}
S3(c1, c2) := {(t1, z1, t2, z2) ∈ R2 × R2 : z1 + t1 = c1, z2 − t2 = c2}
S4(c1, c2) := {(t1, z1, t2, z2) ∈ R2 × R2 : z1 + t1 = c1, z2 + t2 = c2} (23)
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where the index refers to the component ψi that is constant along Si. This behavior closely
resembles the method of characteristics (see e.g. [14, 15]). We therefore call the surfaces
Si multi-time characteristics. They allow for a simple and powerful method to study the
IBVP. Note that for the unbounded domain R2 × R2 lemma 3.1 already yields existence
and uniqueness of solutions for the initial value problem (17), with fi(x, y) from eq. (20)
given by gi(x, y). For more complex domains such as Ω = S , one has to know more about
the topological structure (in particular connectedness).
Lemma 3.2 The domain Ω is the is the disjoint union of the sets Ω1 and Ω2 where
Ω1 := {(t1, z1, t2, z2) ∈ R2 × R2 : (t1 − t2)2 − (z1 − z2)2 < 0, z1 < z2},
Ω2 := {(t1, z1, t2, z2) ∈ R2 × R2 : (t1 − t2)2 − (z1 − z2)2 < 0, z1 > z2}. (24)
Furthermore, Ω1 and Ω2 cannot be connected by a curve lying entirely in Ω.
Proof: The first statement is obvious from the definition of Ω = S (eq. (11)). The second
statement follows because Ω1,Ω2 are disjoint and open (as can be seen from eq. (24)).
This splitting of Ω into path-wise disjoint parts implies that one should formulate the
IBVP separately for Ω1,Ω2. In particular, this allows for more subtle boundary condi-
tions as limits within either Ω1 or Ω2. To identify these limits would mean to reduce the
number of possibilities to prescribing that ψ has to be continuous across the boundary. It
may, however, be physically reasonable to admit singularities (including jumps) of ψ at
the boundary. In fact, this situation is generic in the field of zero range physics [9] where
these singularities for example appear for δ-interactions.
Now we come to the main result of this section: the formulation of the initial boundary
value problem and the corresponding proof of existence and uniqueness of solutions.
Theorem 3.3 Let k ∈ N. Given complex-valued Ck functions h±j as well as g(j)i (i =
1, 2, 3, 4; j = 1, 2) such that (27) holds, there exists a unique solution ψ which is Ck on
Ω1 and Ω2 for the initial boundary value problem defined by:
1. For Ω1:
ψi(0, z1, 0, z2) = g
(1)
i (z1, z2), i = 1, 2, 3, 4 for z1 < z2 i.e. on I1 := I ∩ Ω1,
ψ3(t, z − 0, t, z + 0) = h+1 (t, z) for t ≥ 0, i.e. on C ,
ψ2(t, z − 0, t, z + 0) = h−1 (t, z) for t < 0, i.e. on C . (25)
2. For Ω2:
ψi(0, z1, 0, z2) = g
(2)
i (z1, z2), i = 1, 2, 3, 4 for z1 > z2 i.e. on I2 := I ∩ Ω2,
ψ2(t, z + 0, t, z − 0) = h+2 (t, z) for t ≥ 0, i.e. on C ,
ψ3(t, z + 0, t, z − 0) = h−2 (t, z) for t < 0, i.e. on C . (26)
Here,“±0” denotes the corresponding limits, e.g. ψ(z − 0, z + 0) := limε→0 ψ(z − ε, z + ε).
Furthermore, it is required that the initial conditions satisfy the boundary conditions, i.e.:
g
(1)
3 (z, z) = h
+
1 (0, z) ∀z ∈ R,
g
(1)
2 (z, z) = h
−
1 (0, z) ∀z ∈ R,
g
(2)
2 (z, z) = h
+
2 (0, z) ∀z ∈ R,
g
(2)
3 (z, z) = h
−
2 (0, z) ∀z ∈ R (27)
and also that these transitions between initial and boundary values be of regularity Ck.
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Proof: We only show the statement for Ω1; the one for Ω2 follows analagously. The
proof is structured as follows: First, we identify the part of Ω1 where each component
of ψ is formally determined by initial data, i.e. their domain of dependence. Next, we
check if there are also parts of Ω1 where the ψi are not specified by initial data. We
continue with demonstrating that the above-mentioned boundary conditions formally yield
the missing values of the ψi. Subsequently, we make sure that the constructions actually
work by explicitly demonstrating that there exist curves within the characteristic surfaces
connecting each point in Ω with exactly one initial or boundary value. Finally, we write
explicitly write down the solution in terms of initial data and show that it is indeed Ck.
1. Domain of dependence of the initial data: Consider the initial conditions in (25). Us-
ing the general solution (eq. (20)), we find: ψi(0, z1, 0, z2) = fi(z1, z2)
!
= g
(1)
i (z1, z2),
z1 < z2. Formally, this equation determines fi = fi(x, y) as a function on {(x, y) ∈
R2 : x < y}. Geometrically, this means that the characteristics Si(x, y) intersect
I in a single point (0, x, 0, y)i for all i. Then ψi is constant along Si(x, y). This
consideration demonstrates uniqueness. However, existence is only guaranteed if one
can connect the initial values with a continuous curve within Si that also remains in
Ω1. This is shown under point 4.
2. Complement of the domain of dependence of the initial data:
(a) ψ1(t1, z1, t2, z2) = f1(z1 − t1, z2 − t2): We know from 1. that there exist points
(t1, z1, t2, z2) ∈ Ω1 such that z1 − t1 < z2 − t2. However, is z1 − t2 > z2 − t2
also possible in Ω1? To answer this question, consider: z1 − t2 > z2 − t2 ⇔
z1 − z2 ≥ t1 − t2. In Ω1, z1 − z2 < 0 which implies t1 − t2 < 0 and therefore
|z1 − z2| < |t1 − t2|. This inequality states that the configuration (t1, z1, t2, z2)
has to be time-like, in contradiction with Ω1 ⊂ S . So there are no points in
Ω1 which require the function f1(x, y) to be defined for x > y. We proceed
similarly for the other components.
(b) ψ4(t1, z1, t2, z2) = f4(z1 + t1, z2 + t2): z1 + t1 > z2 + t2 ⇔ t1− t2 > z2−z1. Since
z1 < z2 in Ω1, we obtain: |t1 − t2| > |z1 − z2|, so also f4(x, y) is only required
for x < y.
(c) ψ2(t1, z1, t2, z2) = f2(z1−t1, z2 +t2): z1−t1 > z2 +t2 ⇔ −t1−t2 > z2−z1. This
time, the inequality can always be satisfied, e.g by choosing z1 < z2 arbitrarily
and t1 = t2 ≡ t with t < (z1 − z2)/2. Thus, f2(x, y) is not yet determined fully
by initial values. Note that this case appears only for t1 + t2 < 0.
(d) ψ3(t1, z1, t2, z2) = f3(z1 + t1, z2 − t2): z1 + t1 > z2 − t2 ⇔ t1 + t2 > z2 − z1.
Again, this can happen for all values of z1 + t2, z2− t2, e.g. for t1 = t2 ≡ t with
t > (z2 − z1)/2. Note that this case requires t1 + t2 > 0.
3. Domain of dependence of the boundary values:
(a) The condition ψ2(t, z−0, t, z+0) != h−1 (t, z), t < 0 yields (leaving away the limit
“±0” for notational ease): f2(z − t, z + t) = h−1 (t, z). Indeed, this determines
the missing values f2(x, y), x ≥ y exactly once, as the map Φ : {(t, z) ∈ R2 :
t < 0} → {(x, y) ∈ R2 : x > y}, (t, z) 7→ (z − t, z + t) is bijective.
(b) Similarly, the condition ψ3(t, z − 0, t, z + 0) != h+1 (t, z), t ≥ 0 determines
f3(x, y), x ≥ y exactly once as the map Φ˜ : {(t, z) ∈ R2 : t ≥ 0} → {(x, y) ∈
R2 : x ≥ y}, (t, z) 7→ (z + t, z − t) is bijective.
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4. Proof of existence: We have to make sure that both initial values as well as boundary
values can be transported along a mult-time characteristic while staying in Ω1. Then
the above considerations show that the functions fi are determined uniquely.
(a) For ψ1: We have to show that there exists a continuous curve connecting
(t1, z1, t2, z2) with (0, z1 − t1, 0, z2 − t2) while staying within a multi-time char-
acteristic S1 defined by z1 − t1 = c1, z2 − t2 = c2 and also in Ω1. In fact, such
a path is given by:
γ1 : [0, 1]→ S1 ∩ Ω1, γ1(τ) := (τt1, z1 − t1 + τt1, τ t2, z2 − t2 + τt2). (28)
Obviously: γ1(0) = (0, z1 − t1, 0, z2 − t2), γ1(1) = (t1, z1, t2, z2). Besides, the
z1-component of γ2(τ) has to be smaller than the z2-component: z1− t1 +τt1 <
z2 − t2 + τt2 ⇔ z2 − z1 > (t2 − t1)(1 − τ). This inequality is satisfied because
in Ω1, we have z1 < z2 and |z1 − z2| > |t1 − t2|.
Furthermore, one has to ensure that γ1(τ) always yields a space-like configura-
tion. To see this, consider:
τ2(t1 − t2)2 < (z1 − t1 + τt1 − z2 + t2 − τt2)2
⇔ 0 < [(z1 − z2) + (t2 − t1)]2 − 2τ(z1 − z2)(t2 − t1)− 2τ(t2 − t1)2.
Now we use −(t2 − t1)2 > −(z2 − z1)2 for the last summand which yields:
[(z1 − z2) + (t2 − t1)]2 − 2τ(z1 − z2)(t2 − t1)− 2τ(t2 − t1)2
> [(z1 − z2) + (t2 − t1)]2 − τ [(z1 − z2)2 + 2(z1 − z2)(t2 − t1)− (t2 − t1)2]
= [(z1 − z2) + (t2 − t1)2](1− τ).
For τ ∈ (0, 1) this is indeed greater than zero and for τ = 0, 1 the claim is
evident, anyway.
For the other components we only state the corresponding curves. The proof
that they stay within Si ∩ Ω1 is analogous to the one above. In case of ψ2, ψ3
the curves start at boundary values, i.e. stay only within Si ∩ Ω1.
(b) For ψ4:
γ4 : [0, 1]→ S4 ∩ Ω1, γ4(τ) := (τt1, z1 + t1 − τt1, τ t2, z2 + t2 − τt2). (29)
(c) For ψ2:
γ2 : [0, 1]→ S4 ∩ Ω1,
γ2(τ) :=

(τt1,z1−t1+τt1,τ t2,z2+t2−τt2) for z1−t1<z2+t2;
((−z1+z2+t1+t2)/2+τ(z1−z2+t1−t2),(z1+z2−t1+t2)/2+τ(z1−z2+t1−t2),
(−z1+z2+t1+t2)/2+τ(z1−z2−t1+t2),(z1+z2−t1+t2)/2+τ(−z1+z2+t1−t2))
for z1−t1>z2+t2.
(30)
The rather lengthy formula in the second case arises from a simple consideration.
As before, p = (t1, z1, t2, z2) is the point where we want to show the solution
to be determined. Next, one determines the point (t, z, t, z) of intersection of
S2(z1−t1, z2 +t2) with C , obtaining t = (−z1 +z2 +t1 +t2)/2 and z = (z1 +z2−
t1 + t2)/2. Then: γ2(τ) = (t+ τ(t1− t), z+ τ(z1−z), t+ τ(t2− t), z− τ(z2−z)).
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(d) For ψ3:
γ3 : [0, 1]→ S3 ∩ Ω1,
γ3(τ) :=

(τt1,z1+t1−τt1,τ t2,z2−t2+τt2) for z1+t1<z2−t2;
((z1−z2+t1+t2)/2+τ(−z1+z2+t1−t2),(z1+z2+t1−t2)/2+τ(z1−z2−t1+t2),
(z1−z2+t1+t2)/2+τ(−z1+z2−t1+t2),(z1+z2+t1−t2)/2+τ(−z1+z2−t1+t2))
for z1+t1>z2−t2.
(31)
The expression in the second case results from an analogous consideration as
for ψ2, the only change being the use of the point (t, z, t, z) of intersection of
S3(z1 + t1, z2 − t2) with C .
5. Explicit solution and Ck property: Collecting the results from the previous points,
we obtain on Ω1:
ψ1(t1, z1, t2, z2) = g
(1)
1 (z1 − t1, z2 − t2),
ψ2(t1, z1, t2, z2) =
{
g
(1)
2 (z1−t1,z2+t2) for z1−t1<z2+t2
h−1 ((−z1+z2+t1+t2)/2,(z1+z2−t1+t2)/2) for z1−t1≥z2+t2
,
ψ3(t1, z1, t2, z2) =
{
g
(1)
3 (z1+t1,z2−t2) for z1+t1<z2−t2
h+1 ((z1−z2+t1+t2)/2,(z1+z2+t1−t2)/2) for z1+t1≥z2−t2
,
ψ4(t1, z1, t2, z2) = g
(1)
4 (z1 + t1, z2 + t2). (32)
From this formula, we immediately see that ψ1, ψ4 are Ck on Ω1 as g
(1)
1 , g
(1)
2 are
Ck. For the other two components a similar argument holds true if additionally the
transition between the two cases is Ck.
(a) For ψ2: The critial points are at u := z1− t1 = z2 + t2. We obtain as a condition
that
g
(1)
2 (u, u)
!
= h−1 (0, u) ∀u ∈ R (33)
and that this transition be Ck. We recognize this as one of the conditions in
(27) in the statement of the theorem.
(b) For ψ3: The critial points are at v := z1 + t1 = z2− t2. We obtain as a condition
that
g
(1)
3 (v, v)
!
= h+1 (0, v) ∀v ∈ R (34)
and that this transition be Ck. Again, this is one of the conditions in (27).
Remark: Note that for the definition of the functions h±j one can make use of those
components of ψ that are already determined by initial values at the boundary point
(t, z, t, z) in question.
4 Probability conservation
In this section we first introduce relativistic notation in order to formulate an adequate
relativistic notion of probability conservation. A geometrical picture involving a 2d-form is
developed which enables us to prove the main result of this section: we identify a general
class of conditions on the tensor current of the theory under which probability conservation
is guaranteed. It is shown that these conditions are equivalent to certain linear relations
between the components of the wave function that are covered by theorem 3.3.
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4.1 Relativistic notation
We denote coordinates of particles in R1+d by xi := (ti,xi), i = 1, 2, ..., N . Their com-
ponents are called xµi , µ = 0, .., d. Here, N = 2 and d = 1. Then: xi = (ti, zi). Partial
derivatives with respect to xµi are abbreviated by ∂i,µ. The Dirac gamma matrices are
denoted by γµ. They satisfy the Clifford algebra relations
γµγν + γνγµ = 2gµν 1, µ, ν = 0, ..., d. (35)
For d = 1, these are 2× 2-matrices. We choose the following representation:
γ0 = σ1, γ
1 = σ1σ3. (36)
γµi stands for the µ-th gamma matrix acting on the spin index of the i-th particle, i.e.:
γµ1 = γ
µ ⊗ 1, γν2 = 1⊗ γν . (37)
Using this notation, we can rewrite the two-time system (15) as:
iγµk ∂k,µ ψ(x1, x2) = 0, k = 1, 2 (38)
where summation over upper and lower Greek indices is understood.
Let ψ := ψ†γ01γ02 denote the Dirac adjoint for two particles. Here, ψ† stands for the
conjugate transposed of ψ. Then eq. (38) and the corresponding equation for ψ imply
continuity equations for the tensor current j, defined by:
jµν(x1, x2) = ψ(x1, x2)γ
µ
1 γ
ν
2ψ(x1, x2), (39)
i.e. ∂1,µj
µν(x1, x2) = ∂2,νj
µν(x1, x2) = 0. (40)
Note that j00 = ψ†ψ yields the usual |ψ|2 probability density.
4.2 A relativistic notion of probability conservation
In order to find an adequate relativistic notion of probability conservation, consider the
usual non-relativistic notion:∫
ddx1
∫
ddx2 |ψ|2(t,x1, t,x2) = 1, independent of t. (41)
We can rewrite this equation using j00 = |ψ|2, making the geometric structure explicit:∫
Σt
dσ(x1)
∫
Σt
dσ(x2) j
00(x1, x2) = 1, independent of t (42)
where Σt := {(τ,x) ∈ R1+d : τ = t}.
It is now easily recognized that a special family of hypersurfaces, the equal time surfaces Σt
in a distinguished Lorentz frame, are used in the non-relativistic formulation. This flaw can
be overcome by demanding the corresponding condition for all space-like hypersurfaces3
Σ. Let n denote the normal covector field at Σ. We propose the following condition4:∫
Σ
dσ1(x1)
∫
Σ
dσ2(x2) nµ(x1)nν(x2) j
µν(x1, x2) = 1, independent of Σ. (43)
3Throughout the paper we assume that space-like hypersurfaces are smooth and possess a normal
covector field at every point.
4A related idea is used in [16, p. 163] to define N -particle Hilbert spaces associated with a space-like
hypersurface Σ.
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This is justified as follows: Firstly, the condition is completely geometric and does not
attribute significance to a special class of space-like hypersurfaces. Secondly, for Σt one
has n ≡ (1, 0, ..., 0), so eq. (43) correctly reduces to eq. (42). Thirdly, the meaning of eq.
(43) as expressing probability conservation can be established rigorously by a relativistic
Bohmian analysis (see [17, 18]).
In the case of a domain Ω ⊂ RN(1+d) with boundary, such as S , one should restrict the
range of integration to values in the domain and use the condition∫
(Σ×Σ)∩Ω
dσ1(x1) ∧ dσ2(x2) nµ(x1)nν(x2) jµν(x1, x2) = 1, independent of Σ. (44)
The idea is to employ Stokes’ theorem to determine the conditions on j such that prob-
ability conservation in the sense of eq. (44) is guaranteed. To this end, it is useful to
recognize
ωj := dσ1 ∧ dσ2 nµnν jµν (45)
as an Nd-form5. In order to express this current form by the coordinate differentials dxµi ,
we make use of the following results [19, p. 435]:
dσi(xi) =
d∑
µ=0
(−1)µnµ(xi) dx0i ∧ · · · d̂xµi · · · ∧ dxdi , (46)
nµ dσi = (−1)µ dx0i ∧ · · · d̂xµi · · · ∧ dxdi (47)
where d̂xµi means that the corresponding factor should be omitted from the wedge product.
Using eq. (47) in the expression for ωj , we obtain:
Lemma 4.1 1. The current form can be rewritten as
ωj =
d∑
µ,ν=0
(−1)µ(−1)νjµν dx01 ∧ · · · d̂xµ1 · · · ∧ dxd1 ∧ dx02 ∧ · · · d̂xν2 · · · ∧ dxd2. (48)
2. Probability conservation on domains Ω ⊂ R2(1+d) with boundary can be expressed by
the following condition on the current form:∫
(Σ×Σ)∩Ω
ωj = 1, independent of Σ. (49)
The continuity equations for j yield:
Lemma 4.2 The exterior derivative of ωj vanishes, i.e. dωj = 0.
Proof:
dωj =
d∑
µ,ν=0
(−1)µ(−1)ν∂1,µjµν (−1)µ dx01 ∧ · · · ∧ dxd1 ∧ dx02 ∧ · · · d̂xν2 ∧ · · · ∧ dxd2
+
d∑
µ,ν=0
(−1)µ(−1)ν∂2,νjµν (−1)3−ν dx01 ∧ · · · d̂xµ1 · · · ∧ dxd1 ∧ dx02 ∧ · · · ∧ dxd2
eq.(40)
= 0. (50)
This result will allow us to relate the hypersurface integrals in (49) using Stokes’ theorem.
5See [12, chap. 16.1] for a similar idea for the non-relativistic case.
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4.3 Boundary conditions derived from probability conservation
With criterion (49) and the tools developed in the last section, we are almost ready to
identify probability-conserving boundary conditions. Before stating the main result, we
formulate a lemma that allows us to control the spreading of the wave function.
Lemma 4.3 Consider the IBVP defined by (25), (26) and let Σ denote a space-like hy-
persurface. Then, if the initial data are compactly supported on I, they are compactly
supported on all sets of the form (Σ× Σ) ∩ Ω.
Proof: This can be seen immediately from the explicit solution (32). (Influences propagate
with finite speed along the multi-time characteristics.)
Theorem 4.4 Let εµν denote the Levi-Civita symbol. Assume furthermore that the initial
data are of regularity Ck, k ∈ N, and compactly supported on I. Then the following
conditions for the tensor current guarantee probability conservation in the sense of criterion
(49):
εµνj
µν(t, z − 0, t, z + 0) != 0, t, z ∈ R,
εµνj
µν(t, z + 0, t, z − 0) != 0, t, z ∈ R. (51)
Expressed in terms of the components of ψ, these conditions are equivalent to:
ψ2(t, z − 0, t, z + 0) != e−iθ1(t,z)ψ3(t, z − 0, t, z + 0), t, z ∈ R,
ψ2(t, z + 0, t, z − 0) != e−iθ2(t,z)ψ3(t, z + 0, t, z − 0), t, z ∈ R (52)
for arbitrary functions θ1, θ2 : R2 → [−pi, pi). (In order for ψ to be Ck, they have to be
Ck-functions, too.)
Remark: 1. Conditions (51) have the physical meaning that the probability flux from
Ω1 into C and from Ω2 into C has to vanish, separately. They are therefore a subclass
of all conditions on j that lead to probability conservation. Boundary conditions with
a similar meaning are widely used to express confinement of particles in certain spatial
regions (see e.g. [12, chaps. 12,14] for a physically motivated discussion). The crucial
difference here is that the boundary set is determined by internal relations between
the particles, not by external geometry.
2. Note that the boundary conditions (52) are of the form (25), (26) with property (27).
Thus, theorem 3.3 ensures existence and uniqueness of a Ck-solution on Ω1 and Ω2
of the corresponding IBVP.
Proof: The idea is to use Stokes’ theorem for a closed surface S of the form S = [(Σ1 ×
Σ1) ∩ Ω] ∪ [(Σ2 × Σ2) ∩ Ω] ∪M where Σ1,Σ2 are space-like hypersurfaces. Then, because
of dωj = 0, one obtains equality of the normalization integrals (44) if the contribution of
M vanishes. Parts of the contribution of M vanish because ψ is compactly supported on
sets of the form (Σ×Σ)∩Ω according to lemma 4.3. Demanding that the remaining parts
also vanish leads to conditions on the tensor current.
We split the proof into two parts: the first one to establish the conditions on the current
such that the normalization integral of the wave function is equal for all hypersurfaces Σ
and the second one to derive the equivalent conditions for the components of ψ.
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Figure 1: A continuous deformation of ΣR1 into ΣR2 .
1. We first show that S can be understood as a closed surface in an appropriate sense.
To this end, we define finite versions of Σ1,Σ2. Pick p1 ∈ Σ1, p2 ∈ Σ2. Then let
ΣRi := {p ∈ Σi : −(p0 − p0i )2 + (p− pi)2 < R2}, i = 1, 2. (53)
For R large enough and q ∈ [(Σi\ΣRi ) × (Σi\ΣRi )] ∩ Ω we have ψ(q) = 0 as ψ is
compactly supported on sets of the form (Σ× Σ) ∩ Ω. Consequently, one obtains∫
(Σi×Σi)∩Ω
ωj =
∫
(ΣRi ×ΣRi )∩Ω
ωj , i = 1, 2. (54)
It is therefore permitted to replace Σi with ΣRi for the purpose of the argument.
Now we construct a closed surface SR as follows: Let VΣ1,Σ2 ⊂ R1+d be the volume
between Σ1,Σ2, i.e. if tΣ(x) denotes the time coordinate of the unique point p ∈ Σ
with spatial coordinates x, then
VΣ1,Σ2 := {(τ,y) ∈ R1+d : tΣ1(y) < τ < tΣ2(y) ∨ tΣ2(y) < τ < tΣ1(y)}. (55)
Next, consider a continuous deformation of ΣR1 into ΣR2 (see fig. 1), i.e. a smooth
map
Φ : [0, 1]→ {Σ ⊂ V Σ1,Σ2 : Σ space-like surface}, with Φ(0) = ΣR1 , Φ(1) = ΣR2 .
(56)
Now let
SR := ∂
 ⋃
s∈[0,1]
[Φ(s)× Φ(s)] ∩ Ω
 . (57)
By construction, SR is a closed surface. It has the form
SR = [(Σ
R
1 × ΣR1 ) ∩ Ω] ∪ [(ΣR2 × ΣR2 ) ∩ Ω] ∪M1 ∪M2 (58)
where ψ ≡ 0 on M2. From eq. (57) it can be seen that M1 consists of those points
p ∈ Φ(s) × Φ(s) which do not lie in Ω. As Φ(s) is a space-like surface, all points
p = (x, y), x, y ∈ Φ(s) with x 6= y are contained in Ω. The remaining ones therefore
belong to the set C of coincidence points and it follows that M1 ⊂ C .
At this point, a subtlety appears: Recall that the values of ψ are not defined on C
(as C * Ω). Rather, one has to consider the corresponding limits in Ω1 and Ω2.
Instead of SR, one should consider the union of S
(1)
R with S
(2)
R where S
(i)
R , i = 1, 2
are defined by eq. (57) using Ωi, i = 1, 2 instead of Ω. They have the form
S
(i)
R = [(Σ
R
1 × ΣR1 ) ∩ Ωi] ∪ [(ΣR2 × ΣR2 ) ∩ Ωi] ∪M1 ∪M (i)2 (59)
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where M1 is the same as above and ψ ≡ 0 on M (i)2 , i = 1, 2.
Let VR denote the volume enclosed by SR. Using Stokes’ theorem for SR, we obtain:∫
SR
ωj =
∫
VR
dωj
eq.(50)
= 0
⇒
∫
(ΣR1 ×ΣR1 )∩Ω
ωj =
∫
(ΣR2 ×ΣR2 )∩Ω
ωj −
∫
M1
ω
(1)
j +
∫
M1
ω
(2)
j (60)
where ω(i)j is shorthand for taking the limit ε → 0 for ψ(t, z + (−1)iε, t, z − (−1)iε)
in the expression for ωj . Orientation conventions have to be considered to obtain the
correct signs in front of the integrals.
Thus, we obtain independence of the normalization integrals from Σ if∫
M1
ω
(1)
j =
∫
M1
ω
(2)
j . (61)
We specialize to the case6 ∫
M1
ω
(1)
j =
∫
M1
ω
(2)
j = 0. (62)
This condition will be satisfied if the current form obtained from the corresponding
limit vanishes on M1, or more generally on C . The latter is reasonable to demand
to make the construction work for any Σ1,Σ2.
So far, the construction works for any dimension d. We now specialize to d = 1. In
order to obtain an appropriate condition on j, we express ωj using relative coordinates
z = z1 − z2, Z = z1 + z2, τ = t1 − t2, T = t1 + t2
⇔ z1 = 12(Z + z), z2 = 12(Z − z), t1 = 12(T + τ), t2 = 12(T − τ). (63)
This yields:
ωj =
1
2j
00dz ∧ dZ − 14(j10 + j01)dτ ∧ dZ + 14(j10 − j01)dτ ∧ dz
− 14(j10 − j01)dT ∧ dZ − 14(j10 + j01)dz ∧ dT + 12j11dτ ∧ dT. (64)
Now, on C we have τ = 0, z = 0. Thus, we find:
ωj(t, z+(−1)i0, t, z−(−1)i0) = 14(j01−j10)(t, z+(−1)i0, t, z−(−1)i0) dT∧dZ (65)
which leads to the following condition for the tensor current:
(j01 − j10)(t, z + (−1)i0, t, z − (−1)i0) != 0, i = 1, 2. (66)
Recalling εµνjµν = j01 − j10, one easily verifies that these are exactly the conditions
stated in eq. (51).
2. Next, we show that the conditions for the current (which are bilinear in ψ) are
actually equivalent to the linear relations between the components of ψ stated in eq.
6The general case would lead to compensating currents from Ω1 to Ω2 and the other way around. This
would mean that the particles could pass each other – which we regard as physically questionable in d = 1.
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(52). For this purpose, consider
j01 − j10 = ψ†(γ01γ02γ01γ12 − γ01γ02γ11γ02) = ψ†(12 ⊗ σ3 − σ3 ⊗ 12)
eqs.(16),(19)
= (ψ∗1, ψ
∗
2, ψ
∗
3, ψ
∗
4)

0
−2
2
0


ψ1
ψ2
ψ3
ψ4

⇔ |ψ2|2 = |ψ3|2. (67)
This relation is satisfied if and only if there exists a phase function θ such that
ψ2 = e
−iθψ3. Applied to eq. (66), this yields the claim (52).
Remark: Note that the strategy used in the proof can be generalized immediately to
arbitrary particle numbers and dimensions. Furthermore, it is purely geometrical and
therefore leads to Lorentz invariant conditions for the tensor current (if the domain Ω is
Lorentz invariant7).
5 Lorentz invariance
In this section, we address the issue of Lorentz invariance of the constructions used in this
paper. First, we state clearly our understanding of Lorentz invariance. Then we briefly
review some basic representation theory of the one-dimensional proper Lorentz group and
discuss the invariance of the model. The main result is the proof that the probability-
conserving boundary conditions (52) are indeed Lorentz invariant under certain conditions
on the phase functions. We also point out a subclass of conditions for which the invariance
is manifest.
5.1 The meaning of Lorentz invariance for the model
For the model to be Lorentz invariant, we require the following points:
1. If a function ψ solves the multi-time wave equations in one frame, it also solves the
equations in every other frame. Furthermore, the equations have the same functional
form in all frames.
2. Probability conservation holds in all frames.
3. In any frame, initial data can be given on (Σt × Σt) ∩ Ω where Σt is an equal-time
hypersurface.
4. If a function ψ satisfies the boundary conditions in one frame, it satisfies the Lorentz-
transformed boundary conditions in every other frame. These boundary conditions
have the same functional form in all frames.
Before commenting on these points, we state the transformation properties in question.
7We call a set A Lorentz invariant if for each point p ∈ A the Lorentz transformed point p′ is also
contained within the set.
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5.2 Representation of the one-dimensional proper Lorentz group
In 1 + 1 dimensions, the proper Lorentz group L↑+ has only one generator, the boost
generator in z-direction (xi = (ti, zi)). For the spinor representation acting on the spin
index of the i-th particle, this is:
S01i =
1
4 [γ
0
i , γ
1
i ]. (68)
A two-time wave function transforms as follows under the action of an element Λ ∈ L↑+:
ψ(x1, x2)
Λ7−→ ψ′(x1, x2) ≡ S1[Λ]S2[Λ]ψ(Λ−1x1,Λ−1x2) (69)
where
Si[Λ] = exp(βS
01
i ). (70)
Here, β is a real parameter determined by Λ.
Finally, for later use, note the following relation:
γµi Si[Λ] = Si[Λ] Λ
µ
νγ
ν
i . (71)
The above information is already sufficient to discuss the requirements mentioned in the
previous subsection:
1. By the standard arguments about the Lorentz invariance of the Dirac equation (see
eg. [20]), one can show that the multi-time Dirac equations (38) indeed transform
covariantly. Recalling the argument in the introduction (following eq. (3)), we note
that in order to discuss Lorentz invariance of the wave equations, it is crucial that
a multi-time wave function is considered. Moreover, this consideration also requires
the domain Ω to be Lorentz invariant. The space-like configurations S are of course
such a Lorentz invariant set.
Furthermore, under Λ ∈ L↑+, one obtains
jµν(x1, x2)
Λ7−→ Λµρ Λνσ jρσ(Λ−1x1,Λ−1x2), (72)
i.e. jµν transforms similarly to a tensor, the only difference being the arguments in
configuration space-time instead of just space-time.
2. As shown in theorem 4.4, if probability conservation holds on one space-like hypersur-
face, it holds on all space-like hypersurfaces. This, of course, includes the equal-time
hypersurfaces for all frames.
3. So far, we assumed the initial data to be given in one particular frame. However, as
the choice of this frame is not fixed by any circumstance, one can simply choose the
coordinates such that the initial data surface is actually of the desired form.
4. The Lorentz invariance of the boundary conditions is the most subtle point. Because
of the transformation properties of j, the conditions on the tensor current are easily
seen to be Lorentz invariant (see eq. (51)). However, for the conditions (52) on the
components of ψ, Lorentz invariance is not manifest and the transformation behavior
has to be checked explicitly.
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5.3 Lorentz invariance of the boundary conditions
Lemma 5.1 The current-conserving boundary conditions
ψ2(t, z − 0, t, z + 0) != e−iθ1 ψ3(t, z − 0, t, z + 0), t, z ∈ R,
ψ2(t, z + 0, t, z − 0) != e−iθ2 ψ3(t, z + 0, t, z − 0), t, z ∈ R (73)
are Lorentz invariant if the functions θ1, θ2 transform as Lorentz scalars, i.e. if
θi(t, z)
Λ7−→ θi(Λ−1(t, z)) ∀Λ ∈ L↑+, i = 1, 2. (74)
Proof: We explicitly determine the transformation properties of the components ψi. Ac-
cording to eq. (69), we need to calculate the matrices S1[Λ], S2[Λ] via formula (70). We
have:
S1[Λ] = exp(β
1
2γ
0
1γ
1
1)
eq.(36)
= exp(β 12σ3 ⊗ 12)
eq.(19)
=
∞∑
k=0
(β/2)k
k!
(
12
(−12)k
)
= coshβ · 14 + sinhβ
(
12
−12
)
, (75)
S2[Λ] = exp(β
1
2γ
0
2γ
0
2)
eq.(36)
= exp(β 1212 ⊗ σ3)
eq.(19)
=
∞∑
k=0
(β/2)k
k!

1
(−1)k
(−1)k
1

= coshβ · 14 + sinhβ

1
−1
−1
1
 . (76)
It follows that:
S1[Λ]S2[Λ] = cosh
2 β14 + 2 coshβ sinhβ

1
0
0
−1
+ sinh2 β

1
−1
−1
1
 .
(77)
Thus
ψi(x1, x2)
Λ7−→ ψi(Λ−1x1,Λ−1x2) for i = 2, 3. (78)
Using this transformation property in eq. (73) together with eq. (74) immediately yields
the claim.
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Lemma 5.2 In case of e−iθk(t,z) ≡ ±i, the boundary conditions (73) can be rewritten in
the following manifestly Lorentz invariant form:
εµνγ
µ
1 γ
ν
2ψ(t, z − 0, t, z + 0) != ± i(14 + γ51γ52)ψ(t, z − 0, t, z + 0), t, z ∈ R,
εµνγ
µ
1 γ
ν
2ψ(t, z + 0, t, z − 0) != ± i(14 + γ51γ52)ψ(t, z + 0, t, z − 0), t, z ∈ R (79)
where
γ5k := iγ
0
kγ
1
k , k = 1, 2. (80)
Proof:
εµνγ
µ
1 γ
ν
2 = γ
0
1γ
1
2 − γ11γ02 = σ1 ⊗ 12 · 12 ⊗ (σ1σ3)− (σ1σ3)⊗ 12 · 12 ⊗ σ1 =

0 0
2 0
0 −2
0 0
 ,
14 + γ
5
1γ
5
2 = 14 + iσ3 ⊗ 12 · i12 ⊗ σ3 = 14 −

1
−1
−1
1
 =

0
2
2
0
 .
(81)
Thus, we obtain:
εµνγ
µ
1 γ
ν
2ψ
!
= ± i(14 + γ51γ52)ψ
⇔

0 0
2 0
0 −2
0 0


ψ1
ψ2
ψ3
ψ4
 != ± i

0
2
2
0


ψ1
ψ2
ψ3
ψ4
 . (82)
This is in turn equivalent to the following conditions
0 = 0,
ψ3 = ± iψ2,
−ψ2 = ± iψ3,
0 = 0. (83)
This yields the claim.
Remark: For the manifestly Lorentz invariant boundary conditions (79), one can use the
usual representation-independent strategy to prove Lorentz invariance:
Assume that the conditions are fulfilled in one frame F . Now consider the same conditions
in another frame F ′ that is connected with the former one by a Lorentz transformation Λ.
We have to show that (79) is satisfied as a consequence of the transformation law (69) for
ψ as well as (79) for F . Consider eq. (79) for F ′:
εµνγ
µ
1 γ
ν
2ψ
′(x1, x2)
!
= ± i(14 + γ51γ52)ψ′(x1, x2)
⇔ εµνγµ1 γν2S1[Λ]S2[Λ]ψ(Λ−1x1,Λ−1x2) != ± i(14 + γ51γ52)S1[Λ]S2[Λ]ψ(Λ−1x1,Λ−1x2)
(84)
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where x1 = (t, z ± 0) and x2 = (t, x2 ∓ 0). As S1[Λ] and S2[Λ] are invertible and be-
cause (Λ−1x1,Λ−1x2) again has the form (t′, z′ ± 0, t′, z′ ∓ 0), it is sufficient to prove that
S1[Λ]S2[Λ] commutes with both εµνγ
µ
1 γ
ν
2 as well as 14 + γ51γ52 . Consider first:
εµν γ
µ
1 γ
ν
2 S1[Λ]S2[Λ]
eq.(71)
= S1[Λ]S2[Λ] εµν Λ
µ
ρΛ
ν
σ γ
ρ
1γ
σ
2 = S1[Λ]S2[Λ] ερσ γ
ρ
1γ
σ
2 (85)
where in the equality we used det(Λ)ερσ = εµν Λ
µ
ρΛνσ as well as det(Λ) = 1 for Λ ∈ L↑+.
In order to show that S1[Λ]S2[Λ] commutes with 14 + γ51γ52 note that it is sufficient that
the generators S01k , k = 1, 2 commute with γ
5
1γ
5
2 . We have: S01k γ
5
j = γ
5
jS
01
k , j, k = 1, 2.
For j 6= k, this is obvious and in case j = k the equation easily follows from S01k = 12γ0kγ1k
(see eq. (68)) as well as γ5k = iγ
0
kγ
1
k (see eq. (80)).
6 Interaction
In this section, we analyze the physical meaning of the boundary conditions (73) and
in particular the question if they lead to interaction. In order to address this question
appropriately, we suggest a simple and clear-cut notion of interaction. Then we use the
explicit solution of our model to determine the time evolution of certain wave packets for
which interaction effects are clearly visible. With this result we gain physical insight into
the detailed nature of the time evolution implied by our model. Moreover, we can use the
result to conclude that it indeed leads to interaction.
A criterion for interaction: Most often, “interaction” in quantum mechanics is simply
defined by the presence of an interaction potential in the Hamiltonian. This notion of
interaction is obviously not adequate for models such as ours where one aims at imple-
menting interaction effects via boundary conditions. A more general criterion is needed:
A quantum-mechanical model is called free if every initial product wave function (in the
particle coordinates and spin indices) remains a product wave function during time evolu-
tion. It is called interacting if there exist initial product wave functions that do not stay
product wave functions during time evolution.
Evolution of an initially well-localized product wave function: A product wave
function ψ = φ ⊗ χ, where φ, χ : R2 → C2 are two-component spinors, has the following
components:
ψ1 = φ1χ1, ψ2 = φ1χ2, ψ3 = φ2χ1, ψ3 = φ2χ2. (86)
In order to make the example as simple as possible, we choose the initial wave function
ψ(0, z1, 0, z2) = φ(z1)⊗ χ(z2) as follows:
φ2 ≡ χ1 ≡ 0, φ1 = φ˜ 1[a,b], χ2 = χ˜ 1[c,d] (87)
where φ˜, χ˜ : R→ C are smooth functions with support in [a, b] and [c, d], respectively. We
choose a < b < c < d. 1[x,y] denotes the characteristic function of the interval [x, y], i.e.
1[x,y](z) = 1 if z ∈ [x, y] and 0 otherwise. We have multiplied φ˜, χ˜ with the characteristic
functions of their support to make more explicit when they vanish.
As a consequence of eq. (87), we have:
ψ1(0, z1, 0, z2) = ψ3(0, z1, 0, z2) = ψ4(0, z1, 0, z2) = 0,
ψ2(0, z1, 0, z2) = φ˜(z1) χ˜(z2) 1[a,b](z1) 1[c,d](z2). (88)
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Specifically, we note that ψ2(0, z1, 0, z2) = 0 for z2 ≥ z1. Therefore, ψ satisfies the boundary
conditions (73) in the form 0 = 0.
Lemma 6.1 The solution of the IBVP defined by eqs. (88), (52) is given by:
ψ ≡ 0 on Ω2,
ψ1 ≡ ψ4 ≡ 0 on Ω,
ψ2(t1, z1, t2, z2) = φ˜(z1 − t1)χ˜(z2 + t2) 1[a,b]+t1(z1) 1[c,d]−t2(z2)
×Θ(−z1 + t1 + z2 + t2) on Ω1,
ψ3(t1, z1, t2, z2) = e
iθ1((z1−z2+t1+t2)/2,(z1+z2+t1−t2)/2)φ˜(z2 − t2)χ˜(z1 + t1)
× 1[a,b]+t2(z2) 1[c,d]−t1(z1) Θ(z1 + t1 − z2 + t2) on Ω1 (89)
where Θ is the Heaviside function.
Remark: Note that one can leave away the Θ-functions from the equations for ψ2, ψ3 as
they only set the functions to zero where they vanishes anyway.
Proof: We make use of the explicit solution (32), the only difference being that the func-
tions h±1 are given by ψ2, ψ3 via the boundary conditions (52). Evidently, ψ ≡ 0 on Ω2, so
we can focus on Ω1.
1. For z1 + t1 ≥ z2 − t2, ψ2 is determined by initial data and we have:
ψ3(t1, z2, t2) = h
+
1 (
z1−z2+t1+t2
2︸ ︷︷ ︸
t
, z1+z2+t1−t22︸ ︷︷ ︸
z
)
= eiθ1(t,z)ψ2(t, z − 0, t, z + 0) = eiθ1(t,z)g(1)2 (z − t, t+ z)
= eiθ1((z1−z2+t1+t2)/2,(z1+z2+t1−t2)/2)g(1)2 (z2 − t2, z1 + t1). (90)
2. Similarly, for z1 − t1 ≥ z2 + t2, ψ3 is determined by initial data and we obtain:
ψ2(t1, z2, t2) = h
−
1 (
−z1+z2+t1+t2
2︸ ︷︷ ︸
t′
, z1+z2−t1+t22︸ ︷︷ ︸
z′
)
= eiθ1(t
′,z′)ψ2(t
′, z′ − 0, t′, z′ + 0) = eiθ1(t′,z′)g(1)2 (z′ − t′, t′ + z′)
= e−iθ1((−z1+z2+t1+t2)/2,(z1+z2−t1+t2)/2)g(1)3 (z2 + t2, z1 − t1). (91)
Noting that the two cases are exclusive on Ω1, we have determined ψ uniquely (see eq.
(32)). Reading off the initial data from eq. (88) and using the explicit solution (32), the
claim follows.
Let us come back to the interaction criterion. If ψ were a product function for all times,
we would have to be able to factorize it analogously to eq. (87). However, we can see from
eq. (89) that this is not possible: the phase function in the expression for ψ3 in general
contains the variables t1, z1, t2, z2 in an inextricable way. Even if θ1 were to decompose into
a sum of functions of t1, z1 and t2, z2, respectively, a slightly modified example with non-
vanishing initial ψ3-component would show an interaction effect. Then the contribution to
ψ3 in eq. (89) would appear additively and thus produce entanglement.
We have therefore found an example for an initial product wave function which becomes
entangled with time and obtain the following result:
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Theorem 6.2 Our model, defined by eqs. (25), (26) and (73), is interacting in the sense
of the criterion presented above.
Remark: 1. One can see from the derivation of eq. (89) that a similar interaction
effect is present for all initial wave functions with ψ2 6= 0.
2. Example (89) allows us to understand the interaction in a more detailed way (see
fig. 2). Focusing on times t1 = t2 = t, we see that at t = 0 each particle has an
associated wave packet localized in a certain region. These regions do not overlap.
For t > 0, the wave packets are translated towards each other with speed c = 1,
so that the gap between them shrinks with speed 2. There is no dispersion in the
mass-less case. Of course, these wave packets are not actually functions on physical
space but on different copies thereof, as factors of configuration space. As soon as
they would meet, a scattering process happens: the wave packets swap place, i.e. the
one associated with particle 1 becomes associated with particle 2 and the other way
around. This process is associated with a phase. They move in opposite directions
as before – and the corresponding contribution to the wave function is one associated
with different spin. In summary, the interaction has range zero, respects retardation
and produces a scattering from one spin component into another.
3. Due to this behavior, the model only describes scattering processes. “Bound states”
or “resonances” do not appear. To define these concepts rigorously, one can use the
single-time model obtained by restricting the multi-time wave function to a common
time.
7 Indistinguishable particles
If we describe indistinguishable fermions, the correct transformation properties of our wave
function are8
ψs1s2(x1, x2) = − ψs2s1(x2, x1). (92)
Here, the double index s1s2 where s1, s2 = −1, 1 is a different way of denoting the spin
components. We have:
ψ−1−1 = ψ1, ψ−11 = ψ2, ψ1−1 = ψ3, ψ11 = ψ4. (93)
One may ask: is our model compatible with these transformation rules? In order to answer
this question, we note that given a solution of the IBVP with boundary conditions (52) on
Ω, we may use eq. (92) to continue it antisymmetrically to Ω2. It is easy to see that as a
consequence of the two-time Dirac equation (15) on Ω1 it also solves the two-time Dirac
equation on Ω2, with initial data that are the antisymmetric continuation of those on Ω1.
However, under which circumstances are the boundary conditions on Ω2 satisfied?
To answer this question, we consider the transformation behavior of the boundary condi-
tions (52) on Ω1:
ψ2(t, z − 0, t, z + 0) != e−iθ1(t,z)ψ3(t, z − 0, t, z + 0), t, z ∈ R
antisym.7−→ − ψ3(t, z + 0, t, z − 0) != − e−iθ1(t,z)ψ2(t, z + 0, t, z − 0), t, z ∈ R
⇔ ψ2(t, z + 0, t, z − 0) != e+iθ1(t,z)ψ2(t, z + 0, t, z − 0), t, z ∈ R
8Eq. (92) is a straightforward generalization of the well-known antisymmetry properties of a single-time
wave function, i.e. ϕs1s2(x1,x2, t) = −ϕs2s1(x2,x1, t).
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Figure 2: Schematic illustration of the interaction. (a) t1 = t2 = 0: The wave packets
move towards each other (in different parts of configuration space) with speed c = 1 and
without dispersion. ϕ˜ is associated with particle 1 and χ˜ with particle 2. The only non-zero
component of the total wave function is ψ2 (associated with e1⊗ e2). (b) (d− a)/2 > t1 =
t2 > (c− b)/2: The wave packets overlap (if plotted in the same space). The hatched area
for e1 ⊗ e2 has left Ω1. It reappears with a phase in the component for e2 ⊗ e1. The wave
packets have swapped place. The hatched parts of ϕ˜ are now associated with particle 2
and the hatched parts of χ˜ with particle 1. (c) t1 = t2 > (d−a)/2: The wave packets have
passed each other. The only non-zero component is ψ3 (associated with e2 ⊗ e1).
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which is a boundary condition on Ω2. Comparison with eq. (52) yields the following result:
Lemma 7.1 The IBVP defined by eqs. (25), (26) and (52) is compatible with antisym-
metry under particle exchange (92) if the initial data are antisymmetric and if θ2 = −θ1.
8 Discussion and outlook
Starting from natural physical considerations, we were led to the view that relativistic
quantum mechanics should build around the notion of a multi-time wave function. To
consider a multi-time wave function seems necessary to discuss the Lorentz invariance of
the theory. This viewpoint raised several mathematical questions: The evolution equa-
tions are in general overdetermined and the corresponding consistency condition excludes
interaction potentials. This motivated the search for different mechanisms of interaction.
In this paper, we studied the possibility of interactions by boundary conditions on config-
uration space-time. The natural domain in such a view are the space-like configurations.
We chose the simplest model possible that still possesses essential properties like Lorentz
invariant wave equations and a conserved current with positive density: mass-less Dirac
equations for two particles in one spatial dimension. The study of existence and uniqueness
of solutions for multi-time wave equations on domains with boundary, however, required
to go beyond the usual functional-analytic setting of a unitary group (or a multi-time ver-
sion thereof). The relative simplicity of our model allowed for an alternative strategy to
prove the existence and uniqueness of solutions: a generalized version of the method of
characteristics. After finding an appropriate notion of relativistic probability conservation,
we employed a geometrical construction involving Stokes’ theorem to extract a class of
boundary conditions guaranteeing this property. In addition, we proved that the theory
with said class of boundary conditions is Lorentz invariant in a strict sense. Furthermore,
we showed that the model is interacting in an appropriate sense. The details of the inter-
action were studied at the example of an initially well-localized wave packet for each of the
two particles. It was found that the model describes a scattering process with range zero
and associated with a spin flip. Finally, we analyzed the requirements of antisymmetry for
indistinguishable particles and showed that they lead to a further selection of the class of
physically sensible boundary conditions.
We emphasize that the model has been constructed in a way which is consistent with re-
alistic relativistic quantum theories such as the hypersurface Bohm-Dirac models [17] and
relativistic GRW theories [21, 22]. The main requirement of these theories is a multi-time
formulation with a conserved tensor current like in eq. (39).
The reader may also be interested in a comparison with the more familiar single-time pic-
ture. This is always possible by restricting the multi-time wave function to a single global
time via eq. (3). Then the multi-time model (17) yields a single-time model (using the
chain rule to obtain a single wave equation from the multi-time wave equations). This
model can be analyzed on its own terms via a functional-analytic approach, using the
methods of zero-range physics. This changes the notion of a solution from “classical” to
“weak”. Nevertheless, we expect such an approach to lead to results for the subclass of
classical solutions similar to the results for the solutions in our model when evaluated at
equal times. For the functional-analytic approach, one expects that the phase functions in
eq. (52) should not depend on t – and therefore, by Lorentz invariance, not on z, either.
Unsurprisingly, our approach is slightly more general in this regard, as it is specifically
designed for an equal treatment of space and time variables (see the introduction).
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In view of the success of the methods for this very simple model, it is natural to ask for
possible generalizations with respect to several aspects:
• Non-zero masses: The study of the mass-less case is mainly a technical simplifica-
tion. The conservation properties of the tensor current as well as the derivation of the
class of probability-conserving boundary conditions are independent of the presence
of mass terms in the multi-time equations. However, the strategy of the existence
and uniqueness proof was to make use of the fact that the solution has to be con-
stant along the multi-time characteristics. This is not true anymore for the case with
mass. Preliminary investigations have led us to the idea that it might be possible
to reformulate the simultaneous differential systems of multi-time equations into a
single system of multi-time integral equations. For these integral equations, fixed
point arguments could be used to prove the existence and uniqueness of a solution.
• N > 2 particles: The generalization for N particles should be straightforward and
is currently under investigation. Many of the constructions in this paper such as the
domain, the multi-time equations and the current form are immediately extendible to
the multi-particle case. The idea is to prescribe boundary conditions on the set where
a pair of particles is at the same space-time point and the other particles space-like
to this point. Compared with the two-particle case, this raises additional questions
if these boundary conditions do not overdetermine the problem. Also, in the study
of existence and uniqueness of solutions, it is now possible that components of the
wave function are determined via successive collisions, meaning that one component
is determined by initial data, determines another one via boundary conditions and
this other one determines yet another via other boundary conditions and so on.
• Higher dimensions: An immediate generalization of the model to d > 1 is not
feasible. One can see this from the following consideration: the boundary conditions
as the mechanism of interaction are derived from the fact that the integral
∫
C ωj has
to vanish to ensure probability conservation. However, ωj is in general a 2d-form
and C = {(x1, x2) ∈ R1+d × R1+d : x1 = x2} is (1 + d)-dimensional. Thus, C
is a zero-measure set for d > 1 and the integral vanishes without boundary condi-
tions. In fact, one can even show that
∫
(Σ×Σ)∩Ω ωj is a so-called “energy integral”
9
for the multi-time equations and that therefore probability conservation guarantees
uniqueness of solutions. Since this integral is automatically conserved for d > 1,
no boundary conditions are required from a mathematical perspective. Prescribing
boundary conditions in spite of this would either influence the wave function only
on a low-dimensional set or lead to (possibly complicated) restrictions on the initial
data. Without a clear physical reason for conditions of this kind, this option does
not seem sensible. We therefore conclude that our construction has to be modified
in order to produce interaction effects for d > 1.
• Different domains: Motivated by the fact that ∫C ωj , the flux through the bound-
ary, vanishes for d > 1, one can try to find a different Lorentz invariant domain that
yields a non-vanishing flux through the boundary, i.e.
∫
B ωj whereB has a dimension
of at least 2d. Such a domain is for example given by the space-like configurations
with a minimum space-like distance α:
Ωα = {(x1, x2) ∈ R1+d × R1+d : (x01 − x02)2 − (x1 − x2)2 < −α2}.
9This means that if
∫
(Σ×Σ)∩Ω ωj with ωj derived from ψ1 − ψ2 according to eq. (45) is zero, one can
conclude that ψ1 ≡ ψ2 on (Σ× Σ) ∩ Ω in a suitable (weak) sense.
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For the one-dimensional case one could proceed similarly as before, just with a more
complicated geometry. The main question is if the boundary conditions obtained
from demanding
∫
B ωj
!
= 0 do not overdetermine the problem. For d > 1 one would
have to devise a new strategy to analyze the question of the existence of a solution,
as the previous method is based on the possibility to simultaneously diagonalize all
the matrices in the multi-time equations (at least those in the highest order terms).
This is, of course, not possible for the Dirac equation for d > 1. However, on the
physical side this idea is not fully satisfactory because one introduces an additional
constant α without an apparent deeper reason.
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