We consider Toda flows induced on the set of orthogonal upper Hessenberg matrices. The explicit formulas for the evolution of Schur parameters are given.
Introduction
Any symmetric nonnegative definite Toeplitz matrix T,+1 of order n + 1 can be modeled as an autocorrelation matrix of a stationary signal [la] 
1=1
where 0, are arbitrary phase shifts and ym is a zero mean white noise process whose variance equals the smallest eigenvalue X~n of T,+l.
Assume that the eigenvalue X~n is simple, and let (~0 , .
. . , qn) be a corresponding eigenvector.
Then [12] the amplitudes a1 can be recovered from the first components of the normalized eigenvectors of 0. One can then use any of several algorithms designed for unitary and orthogonal Hessenberg eigenproblems [9,6, 1, 10,4] to calculate the frequencies and amplitudes. In the present paper we investigate another aspect of orthogonal Hessenberg matrices. Namely, we consider Toda flows on these matrices (referred to as Schur flows in [3] ) and obtain explicit formulas for the evolution of the so-called Schur parameters under the Toda flow. Since Schur parameters determine orthogonal Hessenberg matrices uniquely, we actually obtain an explicit description of the evolution of a given orthogonal Hessenberg matrix under the Toda flow.
Inverse problem for orthogonal Hessenberg matrices
Let M be the set of positive Bore1 measures on C which have the following properties. For 
We can now outsline a proof of Theorem 2.1. Proof: Denote by P, the vector space of real polynomials of degree less or equal n -1. Set,
We prove that (2.2) defines a positive defiiiit,e scalar product on P,. Observe tthat
Further, since j i { X } = p { X } we have
this is possible only if q = 0. Consider the
Since all roots of ( lie on the unit circle we clearly have
Further, all coefficients of ( are real because A, = A,. Consider the 1inea.r opera.tor 0 : P, + P, defined as fol-
We now prove that 0 is orthogonal rela.tive to the scalar product <, > . We should prove that
for any 2, j = 0, . . . ,ti -1. The only nontrivial case is 2 = n -1 , j = 0. We have where r, = Jc A'dp(A).
Thus, it is sufficient to prove that c, = -bn-l.-t, i = 0, . . . , n -1. We clearly
These are exactly the required conditions. Thus we have constructed an orthogonal operator 0 such that Jc X'dp =< 1,O'l >, i = 0, . . . , ? I -1. Observe that the characteristic 
3) is the Cholesky decomposition of T(7). Hence it is uniquely defined by T ( r ) . In other words, the vectors
Oel, . . . , On-'el are uniquely defined by T(7). 
. . , n -1.
I
Let T ( r ) be a positive definite n x n Toeplitz matrix and < , > be the corresponding scalar product on P,. Let be the basis obtained by the orthonormalization procedure froin the 'basis 1, A , . . . , A"-1.
Since
Pi is orthogonal to span( 1, A, . . . , Ai-1), we have:
Ap;(X) is orthogonal to span(X,. . . , X i ) . Further, T = Xp;(X)/bi -p;+l/S;+1 E E+1. Let pi E P;+l be such that < q,p; >= q(0) for any q E P;+1. Since p; is orthogonal to Pi and both r and p; are orthogonal to XP,, we obtain for some real y;, i = 0, . -, n -2. An easy talculation shows that (pi = 6;Xipi(1/X). Hence
In other words, if we know y 0 , ---, y~-2 , we can find 61, . . . , Sn-1. Then using (2.4), one can deterinine 171, . . . , p,-l and consequently using again (2.4) the corresponding upper Hessenberg orthogonal matrix 0. We have by (2.4)
Xp;X,p;(X) >= -y;y;-&6;, 
