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ABSTRACT
Customers submit streams of jobs of different types for ex-
ecution at a service center. The number of jobs in each
stream and the rate of their submission are specified. A
service level agreement indicates the charge paid by the cus-
tomer, the quality of service promised by the provider and
the penalty to be paid by the latter if the QoS requirement
is not met. To save energy, servers may be powered up and
down dynamically. The objective is to maximize the rev-
enues received while minimizing the penalties paid and the
energy consumption costs of the servers used. To that end,
heuristic policies are proposed for making decisions about
stream admissions and server activation and deactivation.
Those policies are motivated by queueing models. The re-
sults of several simulation experiments are described.
1. INTRODUCTION
This paper addresses an optimization problem arising in the
market of computer services. A service provider employs
a cluster of servers in order to offer a number of different
services to a community of users. The users pay for hav-
ing their jobs run, but demand in turn a certain quality of
service. More precisely, a user wishes to submit a specified
number of jobs of a given type, at a specified rate (jobs per
second); such a collection is referred to as a ’stream’. There
is a charge for running a stream (which may depend on the
type), and a QoS guarantee on the part of the provider: the
average waiting time of all jobs in the stream will not exceed
a given bound. If that obligation is not met, the provider
pays a specified penalty to the user.
In addition, there is an energy consumption cost associated
with each running server. The provider thus faces a difficult
trade-off: energy costs are minimized by keeping the number
of servers powered up as low as possible, while revenues are
maximized by using as many servers as possible in order to
be able to accept incoming streams and avoid paying penal-
ties. It is therefore desirable to employ dynamic policies for
deciding when to power servers on and off and whether to
admit incoming streams or not. Moreover, those policies
should react appropriately to changes in demand.
We design and evaluate stream admission and server alloca-
tion heuristics that aim to maximize the average profit ob-
tained (revenues minus costs) per unit time. They are based
on queueing models of system behaviour. Under reasonably
realistic assumptions, those models are intractable and it
is necessary to use approximations. That approach is jus-
tifiable because the policies that emerge yield significantly
larger profits than the default policy of ‘keep all available
servers powered up and admit all streams’. The proposed
heuristics are readily implementable and can be used in real
systems.
There is an extensive literature on both server allocation
and energy-saving topics. However, the particular problem
considered here does not appear to have been studied before.
Perhaps the most closely related work is by Mazzucco et
al [9, 10, 11] and Mitrani [13]. The concepts of charge,
obligation and penalty were defined in [9] and were applied
to individual jobs (rather than to streams). The notion of
a user stream was introduced in [10]. That paper examined
the allocation of servers between different types of users,
but did not consider the costs of providing the servers and
the desirability of dynamically powering them up and down.
The latter aspects were studied in [13] and [11], without
addressing the economics of user streams and the admission
policies associated with them.
More distantly related are works by Chase et al [3], Villela et
al [14], Levy et al [7], and Liu et al [8], who consider various
server allocation policies. Chandra et al [4], Kanodia and
Knightly [6], Bennani and Menasce´ [2] and Chen et al [5]
examine certain aspects of resource allocation and admis-
sion control in systems where the QoS criterion is related
to waiting or response time. Those studies do not consider
the issues associated with dynamic policies and profit max-
imization.
The system model and the associated service-level agree-
ments are described in section 2. The mathematical analy-
sis and the resulting heuristic policies for stream admissions
and server activation/deactivation and are presented in sec-
tion 3. Some simulation experiments where the heuristics
are evaluated and compared to the default policy are re-
ported in section 4. A summary and comments on future
research directions are given in the conclusion.
2. THE MODEL
The provider has a cluster of N servers which can be used to
serve user jobs. A user request is referred to as a ‘stream’;
it consists of a number of jobs, submitted at a given rate
over a period of time. These streams may be of m different
types, with different demand characteristics. More precisely,
a stream of type i (i = 1, 2, ...,m) consists of ki jobs, submit-
ted at the rate λi jobs per second. If a stream is accepted, all
jobs in it will be executed. The service times of type i jobs
are i.i.d. random variables with mean and second moment
bi and M2,i respectively.
Streams of type i arrive at the rate of γi (the arrival in-
stant of a stream is the moment when the first of its jobs is
submitted). Hence, if there is no admissions policy and all
incoming streams are accepted, the total offered load would
be equal to
ρ =
m∑
i=1
γikibi . (1)
In that case, the system would be stable if ρ < N . Of
course, the presence of an admissions policy invalidates that
requirement.
The quality of service experienced by an accepted stream of
type i is measured by the observed average waiting time,
Wi:
Wi =
1
ki
ki∑
j=1
wj , (2)
where wj is the waiting time of the jth job in the stream (the
interval between its submission and the start of its service).
One could also decide to measure the quality of service by
the observed average response time, taking the job lengths
into account.
N. B. It is worth emphasizing that the right-hand side of
(2) is a random variable; its value depends on every job that
belongs to the stream. Hence, even if all interarrival and
service times are distributed exponentially, one would have
to include quite a lot of past history into the state descriptor
in order to make the process Markov. This remark explains
why some of the approximations that follow are really un-
avoidable.
Each service-level agreement includes the following three
clauses:
1. Charge: For each accepted stream of type i, the user
shall pay a charge of ri (this would normally depend
on the number of jobs in the stream, ki, their average
service time bi and submission rate, λi).
2. Obligation: The observed average waiting time, Wi, of
an accepted stream of type i shall not exceed qi.
3. Penalty: For each accepted stream of type i whose Wi
exceeds qi, the provider shall pay to the user a penalty
of pi.
So, in addition to their traffic characteristics, streams of type
i have ‘economic parameters’, namely the triple (ri, qi, pi),
i = 1, 2, . . . ,m.
All jobs submitted by all active streams join a common FIFO
queue and can be served by any of the currently operative
servers. Each of the latter incurs a cost of c per unit time.
The provider must make dynamic decisions about whether
or not to accept incoming streams and how many servers
to employ. More precisely, if at a stream arrival instant
there are n operative servers, the following actions may be
considered: reject the new stream; accept the new stream
but do not power up any new servers; accept the new stream
and power up one new server; . . .; accept the new stream and
power up N − n new servers.
These possibilities will be labeled -1, 0, 1, . . ., N − n, re-
spectively.
If, at a stream completion instant, there are n operative
servers, the actions are: leave the servers as they are; power
down one server; power down two servers; . . .; power down
n servers.
These possibilities are labeled 0, 1, . . ., n, respectively.
The times taken to power servers up or down are assumed
to be small compared to the lifetime of a stream and will
be neglected. Also, it is assumed that the intervals between
consecutive policy decision instants are large compared to
individual job interarrival and service times. That is, enough
jobs arrive and are served during such an interval to enable
the system to be treated as having reached steady state.
The performance of the system is measured by the average
profit, R, received per unit time. This is given by
R =
m∑
i=1
ai[ri − piP (Wi > qi)]− cS , (3)
where ai is the average number of type i streams that are
accepted into the system per unit time, P (Wi > qi) is the
probability that the observed average waiting time of a type
i stream, (2), exceeds the obligation qi, and S is the average
number of operative servers. The objective of the manage-
ment policy is to maximize the value of R.
3. POLICIES
Consider the system state when a stream of type i arrives.
Suppose that Lj streams of type j are currently active (j =
1, 2, ...,m), and n servers are operative. If decision -1 is
taken (i.e., the new stream is rejected), then nothing changes
to affect the system’s future, so that decision can be assigned
value 0.
On the other hand, if decision s is taken (i.e., the new
stream is accepted and s new servers are powered up, s =
0, 1, ..., N −n), then the following changes will occur: (a) Li
will increase by 1; (b) a revenue of ri will be received; (c) a
potential penalty of pi may be payable; (d) the new servers
will incur running costs. The value of (d) can be estimated
by remarking that, in the absence of long waiting times, the
lifetime of a stream of type i is roughly ki/λi. Hence, the
running costs of the new servers are approximately scki/λi.
To assess the value of (c), we need to estimate the probability
that the average waiting time of the jobs in the new stream
will exceed the obligation qi, given that there will be n + s
operative servers. To do that, we model the system as a
GI/G/n + s queue with arrival rate, average service time
and offered load given by
λ =
m∑
j=1
Ljλj , b =
1
λ
m∑
j=1
Ljλjbj , ρ = λb (4)
(remember that Li has increased by 1). Note that the arrival
rate and offered load appearing in (4) depend on the cur-
rently active streams. This is different from the long-term
offered load in (1).
Although there is no exact solution for the average waiting
time, β, in the GI/G/n + s queue, an acceptable approxi-
mation is provided by an appropriate scaling of the corre-
sponding M/M/n+ s result (see Whitt, [15]):
β =
ca2 + cs2
2
wM/M/n+s , (5)
where wM/M/n+s is the average waiting time in the Marko-
vian M/M/n+ s queue with the above parameters, and ca2i
and cs2i are the squared coefficients of variation of the inter-
arrival intervals and service times, respectively. We shall ap-
proximate cs2 by saying that a job starting service is of type
i with probability λi/λ and averaging over the job types:
cs2 =
1
λb2
m∑
i=1
LiλiM2,i − 1 . (6)
The value of ca2 will be taken as 1 (i.e., assume that the
arrival processes of both streams and jobs within a stream
are reasonably close to Poisson). That assumption is not es-
sential, but if it is not made, some mechanism of estimating
ca2 would have to be provided.
The average waiting time in theM/M/n+s queue is given by
the well-known Erlang-C formula (or Erlang delay formula,
e.g., see [12]).
When the system is heavily loaded, the waiting time in the
GI/G/ni queue is approximately exponentially distributed
(see [15]). Since the variance of the exponential distribu-
tion is equal to the mean, the waiting time variance can
also be approximated by (5). Hence, the observed average
waiting time of a stream of type i, which according to (2)
involves the sum of ki waiting times, can be treated as being
approximately normally distributed with mean β and vari-
ance β/ki. That approximation appeals to the central limit
theorem and ignores the dependencies between individual
waiting times.
Based on the normal approximation, the probability that the
observed average waiting time, Wi, exceeds the obligation,
qi, can be estimated as
P (Wi > qi) = 1− Φ
qi − β√
β
ki
 , (7)
where β is given by (5), and Φ(·) is the cumulative distri-
bution function of the standard normal distribution (mean
0 and variance 1). That function can be computed very
accurately by means of a rational approximation (see [1]).
If ρ ≥ n + s (violating the stability condition), then it is
natural to set β =∞ and P (Wi > qi) = 1.
The quality of the approximation (7) will depend on how
well the implied assumptions are satisfied, namely the load
is heavy and there is a large number of jobs per stream
(the second of these conditions also ensures that any de-
pendencies between the waiting times within a stream can
be neglected). On the other hand, if the system is lightly
loaded, then it is not so important to come up with a clever
admission policy; all incoming streams would be admitted.
Thus, the value of decision s, v(s), can be assessed as
v(s) = ri − piP (Wi > qi)− scki
λi
. (8)
The policy we propose to apply at arrival instances is to
evaluate v(s) for s = 0, 1, . . . , N − n, and if any of those
values are positive, choose the decision that yields the largest
value. If all are negative, choose decision -1. That policy
will be referred to as the ‘Current State’ heuristic.
When a stream completes, a sensible policy is to power down
as many servers as were powered up when that stream ar-
rived.
The performance of the Current State heuristic will be com-
pared against the ‘default’ policy which keeps all servers
permanently powered up and accepts all incoming streams.
Although the computations involved in applying the Cur-
rent State heuristic are by no means excessive, in some cir-
cumstances it may be desirable to avoid them. Therefore,
we include in the comparisons a ‘Simple’ heuristic which ig-
nores the possible penalties and just ensures that the num-
ber of active servers exceeds the current total offered load
(including that of the new stream). In other words, the
simple heuristic accepts the incoming stream if there is a
non-negative integer s such that n + s > ρ; the number of
new servers powered up is equal to the smallest such s. If
that is impossible, the stream is rejected.
4. SIMULATION RESULTS
To compare the performance of the above policies, a number
of simulation experiments were carried out. Lack of space
allows us to show only two sets of results. In both cases, the
profits achieved by the three policies in a system where the
total number of servers is N = 40, are plotted against the
stream arrival rate. Each point in the graphs corresponds
to a simulation run where more than a million jobs arrive
and are served. Each run is divided into 10 portions for the
purpose of computing confidence intervals.
In the first experiment, all streams are of the same type.
Each consists of 100 jobs, arriving at the rate of λ = 0.9
and requiring an average service time of b = 1, with squared
coefficient of variation cs2 = 1. The power consumption
cost for one server is c = 0.5 per second. The revenue and
penalty per stream are r = p = 200, while the obligation is
q = 1 (in other words, if the average waiting time over the
100 jobs is larger than the average service time, the user will
get his money back).
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Figure 1: Policy comparison: single stream type
Note that, if all streams are accepted, the average offered
load would be 100γb, so the system would saturate at γ =
40/100 = 0.4. We vary γ in the range (0.1,0.4).
Figure 1 shows that, in this case, the Current State heuristic
produces consistently higher profits than the other policies.
The simple heuristic also performs quite well, roughly keep-
ing up with the Current State heuristic but yielding approx-
imately 20% lower profits. The important point to note is
that the profits of both these heuristics grow steadily with
the offered load. On the other hand, the default policy yields
negative profits at very low and very high loads. This is be-
cause in those situations the costs of running the servers and
paying penalties are greater than the revenues received.
The confidence intervals for all three policies are largest at
low traffic rates, where fewer jobs go through the system.
However, for the vast majority of points, the half-width of
the 90% confidence interval is less than 10% of the observed
mean value; in many cases it is less 5%.
In the second experiment, the same 40 servers are available
to serve two stream types, with the following parameters:
Type 1 Type 2
k 100 100
λ 0.9 0.4
b 1 4
r 200 600
q 1 4
p 400 1200
Thus, jobs of type 2 are longer but are submitted less fre-
quently than those of type 1. In both cases, the waiting
time obligation is equal to the average service time. Type 1
streams pay 3 times higher charges; this time both penalties
are twice as large as the corresponding charges. The running
cost for one server is again c = 0.5 per second.
The squared coefficient of variation, cs2, is now computed
according to (6), with M2,1 = 2b
2
1 and M2,2 = 2b
2
2.
The arrival rates of both stream types are increased in a
fixed proportion: 65% of all incoming streams are of type 1
and 35% are of type 2. If the overall stream arrival rate is γ,
the offered load is 65γ+35∗4γ = 205γ. Hence, if all streams
are accepted, the saturation point would be γ = 40/205.
Figure 2 compares the profits of the two heuristics and the
default policy when γ is varied in the range (0.025,0.2).
Again we observe that both the Current State and the simple
heuristic yield profits that increase with the offered load,
while the default policy can produce highly negative profits
at low and high loads. The profits of the simple heuristic
are now within 15% or less of those of Current State.
5. CONCLUSIONS
We have examined the problem of maximizing profits in a
service provisioning environment where demand comes in
the form of customer streams and where QoS requirements
and energy costs are conflicting factors. An approximate
queueing analysis has enabled us to propose easily imple-
mentable heuristic policies for making intelligent decisions
about stream admissions and server activations and deac-
tivations. The Current State heuristic, in particular, yields
significantly higher profits than the default policy of keeping
all servers powered on and accepting all incoming streams.
The simple heuristic is much easier to implement and also
performs well.
It is clearly necessary to carry out a more extensive pro-
gramme of experimentation, exploring the behaviour of the
heuristics under different demand conditions and economic
regimes. It would also be desirable to implement these
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Figure 2: Policy comparison: two stream types
heuristics in a functioning system and observe their behaviour
under real-life offered loads. In addition, one may wish to
consider the unit costs of powering up servers.
A different operational model might dedicate servers to streams
of a particular type. Then there would be a separate queue
for each stream type. As well as deciding how many servers
should be powered up, one would have to decide how many
of the active servers should be allocated to each queue. That
would also be an interesting topic of future research.
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