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Abstract
Quantitative morphometric analysis is an important tool in neuroimaging for the study
of understanding the physiology of development, normal aging, disease pathology and
treatment effect. However, compared to clinical study, image analysis methods specific
to preclinical neuroimaging are still lacking. The aim of this PhD thesis is to achieve
automatic quantitative structural analysis of mouse brain MRI. This thesis focuses on
two quantitative methods which have been widely accepted as quantitative imaging
biomarkers: brain structure segmentation and cortical thickness estimation.
Firstly, a multi-atlas based structural parcellation framework has been constructed,
which incorporates preprocessing steps such as intensity non-uniformity correction
and multi-atlas based brain extraction, followed by non-rigid registration and local
weighted multi-atlas label fusion. Validation of the framework demonstrated improved
performance compared to single-atlas-based structural parcellation, as well as to global
weighted multi-atlas label fusion methods.
The framework has been further applied to in vivo and ex vivo data acquired from
the same cohort so that the respective volumetric analysis can be compared. The
results reveal a non-uniform distribution of volume changes from the in vivo to the
post-mortem brain. In addition, volumetric analysis based on the segmented structures
showed similar statistical power on in vivo or ex vivo data within the same cohort.
Secondly, a framework to segment the mouse cerebellar cortex sublayers from
brain MRI data and estimate the thickness of the corresponding layers has been devel-
oped. Application of the framework on the experimental data demonstrated its ability
to distinguish sublayer thickness variation between transgenic strains and their wild-
type littermate, which cannot be detected using full cortical thickness measurements
alone.
In conclusion, two quantitative morphometric analysis frameworks have been pre-
5sented in this thesis. This demonstrated the successful application of translational quan-
titative methods to preclinical mouse brain MRI.
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Chapter 1
Introduction
Noninvasive medical imaging techniques, such as Computed Tomography (CT), Mag-
netic Resonance Imaging (MRI), Positron Emission Tomography (PET) and Single-
Photon Emission Computed Tomography (SPECT) allow us to “visualise” the inside
of the body noninvasively by collecting signals that represent intrinsic physical, chemi-
cal or biological properties of its tissues, and reconstructing those signals into human or
computer interpretable images. Depending on the source of the obtained image signal,
the medical image can be categorised into structural and functional imaging. Specif-
ically, modern neuroimaging techniques provide vast information about the nervous
system (mainly the brain), such as the water (proton) density, tissue microstructure,
nerve cell myelination, metabolism status, etc. Understanding this information can
help us track the development, aging, pathological processes in the brain, as well as
response to treatment.
The signal difference between neighbouring tissues or structures with different
properties creates image contrast which can be used in image analysis for finding tis-
sue/structural boundaries. The longitudinal change of signal intensities is an indication
of underlying tissue property change with time in response to pathological, physio-
logical or treatment effects. However, it is not a trivial task to interpret the complex
information embedded in various types of neuroimages. Proper strategies have to be
developed to analyse imaging data accurately and robustly, and extract the appropriate
information of interest.
Among various imaging techniques, magnetic resonance imaging (MRI) is often
the method of choice because of its soft tissue contrast. In order to detect structural
variations among different pathophysiology, or longitudinal structural changes across
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time, it is necessary to have automated and accurate quantitative morphometric analyses
of the MR images. Various quantitative morphometric methods have been developed
as surrogate biomarkers for image-based diagnosis, such as structural volume analysis,
voxel-level morphometry [4], statistical shape analysis [5, 6], boundary shift integral [7,
8] and cortical thickness analysis [9].
1.1 Challenges of brain morphological analysis for pre-
clinical neuroimaging
Genetically modified mice are widely used in preclinical studies of human diseases as
they share more than 85% of their genes with humans [10]. As a result, mice are usually
the animal model of choice in preclinical research for studying human diseases because
of the similar biochemistry and physiology properties they shared with humans, limited
variation between inbred individuals, as well as their fast growth and reproduction rate.
Since the completion of mouse/human genome sequencing, research focus has been
shifted from genotyping to phenotyping, which focuses on the characterisation of var-
ious physiological properties expressed by specific functional genomes. Huge efforts
have been made involving large scale and collaborative works. Examples of these ef-
forts are consortia such as International Mouse Phenotyping Consortium (IMPC1 [11]),
EuroPhenome2 and EMPReSS3 [12]. Neuroimaging is a standard technique in clinical
environment for disease screening, diagnosis and prognosis, as well as for treatment
monitoring, and has also become one important method for phenotyping studies.
Several difficulties arise when imaging small animals in preclinical studies that are
not present when imaging humans. These include limited image resolution, signal-to-
noise ratio (SNR) and image contrast which are due to much smaller brain size, as well
as less control of image artefacts such as motion and flow [13, 14, 15]. With the devel-
opment of high field MRI (7-16.4 Tesla compared to clinical MRI which is most com-
monly 1.5T and 3T) [16, 17], the advancing of coil and sequence design [18], improved
anesthesia techniques [19] and contrast enhanced techniques [20, 21], small animal
MR imaging using genetically modified mice has grown rapidly in recent years, and
1http://www.mousephenotype.org
2http://www.europhenome.org
3http://empress.har.mrc.ac.uk
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has been widely adopted as an important tool to study the physiology of diseases’ onset
and progression, as well as to monitor recovery outcomes following potential treatment.
This is especially the case for neurodegenerative diseases such as Alzheimer’s disease,
Huntington’s disease and Down’s syndrome. Fig 1.1 compares the in vivo T2 MRI of a
human (acquired with a standard 3T clinical scanner) and a mouse brain (acquired with
a 7T preclinical MRI scanner). There is good image contrast in both images to dis-
tinguish brain structures as well as to drive the image registration. The partial volume
effect is more prominent for mouse brain due to the relatively limited image resolution.
The problem is however partially reduced by the lack of convoluted cortical regions.
Figure 1.1: Comparison of an in vivo T2W of human brain from a 3T clinical scanner (Left)
and an in vivo T2W mouse brain from a 7T preclinical scanner (Right). The image
of human brain MRI is taken from the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) [22], and the mouse brain MRI is obtained from the study presented
Chapter 4.
Despite the continuous efforts to improve the data acquisition, research on anal-
ysis for preclinical image studies is still relatively sparse compared to that for clinical
studies. With the ever increasing amount of preclinical data, there is a strong and ur-
gent need for proper tools that are tailored specifically for preclinical image data to
achieve high throughput automated image interpretation and analysis for phenotyping
studies [23].
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1.2 Brain image structural parcellation
Structural parcellation, sometimes called structural segmentation, is an important initial
step in the analysis of brain images, usually structural MR images (e.g. T1 weighted,
T2 weighted or proton density images), and is typically required before further mor-
phometric analysis (e.g. volumetric, shape and thickness). In the studies including
multispectral MRI (e.g. Diffusion MRI and Function MRI) or multiple image modali-
ties (e.g. CT, PET, SPECT), parcellation labels from the the structural MRI can be used
to define the regions of interest (ROI) in other image types and confine the analysis of
effects to relative structures.
Automated parcellation algorithms try to group voxels in brain images into several
different anatomically or functionally relevant regions (Fig. 1.2). The most critical in-
formation to guide the parcellation is the image contrast, where neighbouring anatomi-
cal structures possess distinguishable signal intensities reflecting the underlying tissue
property disparity (e.g. subcortical structures or hippocampus subregions). Other crite-
ria have to be adopted in cases where no apparent image contrast is available between
neighbouring structures. For example, the boundaries between distinct functional cor-
tical subregions are determined from the underlying anatomical morphologies such as
cortical gyri and sulci. In cases where there is no image feature to distinguish struc-
tures, the structural boundaries can be inferred from other image modalities in which
boundaries are visible, e.g. histological slides stained by immunohistochemistry.
Generally, manual parcellation from expert human raters is considered to be the
gold standard, and the goal of automatic structural parcellation is to achieve accuracy
approaching that standard. Prior information such as anatomical locations (i.e. brain
structural atlas) and intensity distribution (i.e. tissue prior maps), are necessary to train
the algorithm properly. Various studies have been conducted to improve the struc-
tural parcellation accuracy with different approaches. Details of these approaches and
current progress on mouse brain image structural parcellation will be reviewed in this
thesis, and the application of the automated structural parcellation method to preclinical
neuroimages will be explored.
1.3. Comparing in vivo and ex vivo images 24
Figure 1.2: (A) An en vivo T2 mouse brain MRI, and (B) It’s corresponding automatic struc-
tural parcellation result.
1.3 Comparing in vivo and ex vivo images
When designing preclinical neuroimaging experiments, a crucial choice to make is
whether to image the animals alive (in vivo) or postmortem (ex vivo). Imaging the ani-
mal in vivo can ensure a better preservation of tissue properties and enables monitoring
of longitudinal morphological changes; it does however, suffer from limited image res-
olution as well as motion and flow artefacts. On the other hand, the ex vivo imaging can
guarantee higher image quality because of the prolonged motion-free acquisition time
and much reduced physiological artefacts; but it suffers from tissue degradation and
morphological changes after animal sacrifice as well as experimental procedures such
as perfusion and fixation (Fig. 1.3). Currently, it is not entirely clear whether those ad-
vantages and drawbacks would affect the quantitative morphometric analysis of brain
structures in preclinical neuroimaging. This issue will be explored in this thesis, specif-
ically focusing on the effect on the structural volumetric quantification by adopting the
framework I developed.
1.4 Cortical thickness measurement
Volumetric measurement is the most fundamental and commonly used imaging
biomarker based on structural parcellation. Other quantitative biomarkers are also be-
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Figure 1.3: Top row: (A) coronal view and (B) sagittal view of an ex vivo T2 mouse brain
MRI; Bottom row: (C) coronal view and (D) sagittal view of an in vivo T2 mouse
brain MRI acquired from the same sample. The ex vivo images have better image
quality compared to in vivo image, in terms of resolution, contrast and SNR. It
however suffers from post-mortem structural change, such as the collapse of the
entire ventricle (the high intensity regions). The parallel stripes appeared in the in
vivo image is the truncation (Gibb’s) artifact, which is due to the reconstruction
from finite sampled signal in the k-space due to the limited matrix size during the
acquisition.
ing investigated to study more specific morphological properties. Cortical thickness is
one of the widely adopted measurements among them.
The cortex is a thin laminar structure of grey matter covering the outermost area
of the brain, both in the cerebrum and cerebellum. Research into cortical cytoarchi-
tecture has revealed that the cortex is a laminar structure [24, 25]. The neocortex,
which is the major part and phylogenetically newest part of the cerebral cortex, con-
sists of six cortical layers [25, 26, 2], while the cerebellar cortex consists of three cor-
tical layers [27]. According to various studies of developmental and comparative neu-
roanatomy, the primary functional units of the cortex are the cortical microcolumns (or
minicolumns) that run orthogonal through the cortical layers (Fig 1.4) [28, 25, 29, 30],
which varies in function and morphology across different cortical areas due to different
neuronal subtypes [31, 32, 33]. Based on this understanding of the cortical micro-
cytoarchitecture, researchers have constructed mathematical models of cortical thick-
ness from MRI [34, 35, 33, 36, 2, 37]. The morphological variation of cortical thick-
ness, at both the global and local scale, has been shown to be associated with various
neurodegenerative diseases [38, 39, 40, 41, 42].
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Figure 1.4: Schematic diagram of cortical column architecture, demonstrating the lam-
inated morphology of the cortical sublayers, with microcolumns passing
through the layers perpendicularly. Image taken from NeuWrite San Diego
(http://www.neuwritesd.org)
The WM/GM ratio of human is much larger than that of the mouse, as the axons
increase disproportionally faster than the neocortex during revolution [43], and the hu-
man cortex is more convoluted both in cerebrum and cerebellum. Meaningful cortical
thickness measurement relies on accurate cortical extraction, so that the inner and outer
boundaries of the cortex can be accurately defined from the surrounding tissues. How-
ever, the accuracy of the cortical surface extraction is hindered by the partial volume
effect due to the cortical convolution, as well as the thin nature of cortex, (2-3mm for
normal healthy human cortex vs. 1mm voxel resolution for standard in vivo MRI, and
200-400µm for normal wildtype mouse cortex vs. 150µm voxel resolution for standard
in vivo MRI and 40µm voxel resolution for standard ex vivo MRI). A proper model of
the cortical thickness, such as the cortical layers and microcolumn structures, is neces-
sary to make an anatomically plausible measurement.
The human and mouse cortices have a distinctive morphology, both in cerebrum
and cerebellum, as shown in Fig. 1.5. In human, current standard MRI is able to capture
the morphology of sulci and gyri in the cerebral cortex, but not those in the cerebellar
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cortex, which is more convoluted (Fig. 1.5A,B). Compared to that of the human, the
mouse cerebral cortex is almost flat, which makes it relatively easier to extract and
quantify. The mouse cerebellum is also less convoluted than human cerebellum, and
can be well captured by ex vivo MRI (Fig. 1.5C,D). In addition, different cell layers
in the mouse cerebellar cortex are also observable in the corresponding MRI, which
makes it possible to investigate the cerebellar cortical sublayer quantitatively. It would
be ideal to incorporate such image-contrast-based layer information into the cortical
thickness model, and estimate the sublayer thickness of the mouse cerebellum.
1.5 Genetically modified animal models
To validate the translational frameworks I developed and presented in this thesis, mouse
brain image data acquired from two inbred strains of transchromosomic/transgenic
mice were used. The strains respectively model two neurodegenerative diseases:
Down’s Syndrome (DS) and Alzheimer’s disease (AD). For the sake of the complete-
ness, a description of these two mouse models is provided here.
Firstly, the Tc1 mouse model - a transchromosomic mouse strain that models
Down’s syndrome (DS) - was used in the validation of structural parcellation (in Chap-
ter 3) as well as the cerebellar cortical sublayer thickness estimation (in Chapter 5).
The Tc1 mouse line is a trans-species aneuploid model of mouse carrying a freely seg-
regating copy of human chromosome 21 (Hsa21) and thus is functionally trisomic for
75% of Hsa21 genes, which has the clinical manifestation and similar phenotypes of
DS in humans [44, 45].
The rTg(TauP391L)4510 mouse model for human tauopathy was used to compare
volumetric analysis using in vivo and ex vivo imaging (in Chapter 4). rTg4510 mouse
overexpresses the tau protein (4R0N) due to the mutation (P301L) in exon 10. This
abnormal processing of tau will lead to the neurofibrillary tangles (NFTs), which is
associated with Alzheimer’s Disease (AD) and other neurodegenerative diseases such
as Parkinson’s disease and frontotemporal dementia [46]. In the rTg4510 model, the
transgene overexpression is induced through the Tetracycline-controlled transcriptional
activation, a reversible gene transcription method in which the level of overexpression
can be controlled through the treatment of doxycycline.
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Figure 1.5: Comparison between human and mouse cortex, both in cerebrum and cerebellum.
(A) A slide of the human brain with hematoxylin and eosin (H&E) stain at the axial
view. (Image taken from the “The Human Brain Atlas” at: http://www.msu.edu)
(B) An in vivo MRI of human brain at similar slice position. (Image taken from the
“The whle brain atlas” at: http://www.med.harvard.edu/aanlib/) (C) A slide of the
mouse brain with hematoxylin and eosin (H&E) stain at the sagittal view (Image
taken from www.neura.edu.au) (D) The corresponding sagittal view in ex vivo MRI
of mouse brain.
1.6 Thesis contributions
The aim of this thesis is to develop automated quantitative structural analysis frame-
works for mouse brain MRI, which can be used to study the pathology of neurodegen-
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erative diseases and the effect of potential treatments. Specifically, this thesis focuses
on the construction and validation of two quantitative methods - brain structural parcel-
lation and cerebellar cortical sublayer thickness estimation.
• Firstly, a multi-atlas-based structural parcellation framework is constructed. The
framework incorporates preprocessing steps such as intensity non-uniformity
correction and multi-atlas-based brain extraction, followed by label propagation
based on non-rigid registration and locally weighted multi-atlas label fusion. The
parameters in the label fusion step are optimised through leave-one-out cross val-
idation, and the parcellation framework is evaluated on both in vivo and ex vivo
MRI data. This is the first multi-atlas-based brain parcellation framework applied
on both in vivo and ex vivo mouse brain MRI. The proposed framework outper-
forms single-atlas-based structural parcellation, as well as global-weighted multi-
atlas label fusion algorithm. When applied to the ex vivo images of a Down’s
Syndrome mouse model, the proposed framework also successfully detects phe-
notypes in terms of structural volumetric difference between groups with differ-
ent genetic backgrounds.
• To provide some quantitative guidance for the experimental design of small ani-
mal neuroimaging studies, I applied the structural parcellation framework to both
the in vivo and ex vivo data acquired from the same wildtype cohort, and com-
pared the volumetric analysis result of the two measurements. The results showed
a non-uniform distribution of brain volume shrinkage from in vivo to ex vivo data.
When determining the effect of a treatment compound, both in vivo and ex vivo
images demonstrated similar statistical analysis result using the parcellated brain
structural volumes as a quantitative biomarker.
• Based upon the structural parcellation, a multi-layer thickness estimation frame-
work is developed for morphometric characterisation of mouse cerebellar corti-
cal sublayers from the high-resolution, contrast-enhanced ex vivo MRI. A layer
model which follows the laminar features of the highly convoluted cortex is
adopted which, when combined with an anisotropic contrast enhancement filter,
segments and estimates the thickness of the cerebellar sublayers. Evaluation of
the framework on mouse models of Down’s syndrome demonstrated its ability to
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detect regional cortical sublayer thickness variations, which cannot be revealed
using full cortical thickness measurements alone.
1.7 Thesis organisation
This thesis introduces the development and translational applications of two quantita-
tive medical image analysis frameworks I developed in my PhD: the automated struc-
tural parcellation for volumetric analysis, as well as thickness estimation for cerebellar
cortex.
Chapter 2 presents a literature review about the current state-of-the-art in auto-
mated structural parcellation and cortical thickness measurements, both in clinical and
preclinical scenarios. I also review the current research on the relation between the
structural analysis of in vivo and ex vivo images.
Chapter 3 presents a multi-atlas structural parcellation framework for mouse
brain MRI. The framework is evaluated on various datasets, both in vivo and ex vivo
data. This chapter also demonstrated the successfully application of the framework in
different studies.
In Chapter 4, the structural parcellation framework is applied to compare the vol-
umetric analysis on images acquired either in vivo or ex vivo from the same cohort. The
evaluations include both direct comparison of volumetric analysis and the application
of the framework to discriminate between two animal groups.
In Chapter 5, a framework of cerebellar subcortical layer segmentation and thick-
ness estimation is introduced. This incorporate both intrinsic image contrast and a
mathematical model of the cortical lamination. The framework is validated on the ex
vivo mouse brain MRI.
Finally, an overall discussion is presented in Chapter 6, and the thesis is con-
cluded in Chapter 7, in which the plan for the future direction of my work is also
discussed.
Chapter 2
State-of-the-art
2.1 Automatic structural parcellation for mouse brain
Structural parcellation is the process of extracting the labels of brain structures from
images like MRI, CT, ultrasound, etc. In medical images, different anatomical struc-
tures might share similar tissue intensity properties, and the same structure may contain
several different tissue classes (Fig. 2.1) [1]. As a result, it is not possible to parcel-
late brain structures automatically based solely on the tissue intensity distribution as
in brain tissue segmentation - a process in which the brains are segmented into grey
matter (GM), white matter (WM) and cerebralspinal fluid (CSF). Manual labeling by
experts is still the current gold standard of structural parcellation in MRI studies of
mouse brains, despite being expert-dependent and labour intensive [3, 47].
Figure 2.1: Overlapping brain structural tissue intensity histograms of MRI (human brain)
make it difficult to distinguish different tissues using only the intensity distribu-
tion profile. Figure taken from [1]
.
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2.1.1 Atlas-based label propagation
There are two types of structural information that can be derived from MRI images:
shape- (or edge-) based labels and volume- (or voxel-) based labels. The shape-based
labels define structures with a contour or mesh based labels, sometimes along with vari-
ous visual appearance feature statistics. Several methods have been developed to extract
the shape information of one or several structures, such as hippocampus and cerebel-
lum, for rodent brain through active shape model [48], active appearance model [49, 50]
and active volume model [51]. This type of automated structural extraction technique
shows promising result to segment some specific structures. Its performance is how-
ever relying on the image gradient information which is sensitive to noise and spurious
edges. As a result, using the shape-based method along is inadequate to simultaneously
parcellate large number of structures with variable size and shapes as well as structures
with complex intensity distribution profile.
Another type of structural information is voxel-based structural labels, where all
the voxels in the same structure are assigned the same label. The manually delineated
structural labels for existing MR images can be used as prior information to automat-
ically parcellate new images, in a process called atlas-based label propagation. Here
an atlas is defined as a pair of images containing both the original MR data (either
from a single sample or a groupwise average) and its corresponding manually labelled
anatomical structures. The atlas based label propagation method has shown parcellation
accuracy when compared to manual labeling for both clinical [7, 52] and preclinical im-
ages [53, 54]. There are increasing number of brain atlas databases developed and re-
leased for human brain [55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 66, 67, 68, 69, 70]
and for mouse brain [71, 72, 73, 74, 75, 76, 77, 78, 3, 79, 47, 80, 81, 82]. A typi-
cal atlas-based label propagation consists of two steps: image registration and label
propagation (Fig. 2.2).
Image registration Atlas-based label propagation relies on image registration, which
is one of the fundamental techniques in medical image processing (Fig. 2.2). In image
registration, a transformation matrix T which deforms a floating image IF to the space
of a reference image IR is optimised to minimise the image differences (or maximise
image similarities depending on the objective function adopted) between the deformed
floating image T (IF) and target image IT (Fig. 2.2 1 ).
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Figure 2.2: Schematic diagram of atlas-based label propagation. The template image from the
atlas is firstly registered to the enquiry image. The resulted deformation matrix is
then applied to the atlas labels to derive the structural parcellation result.
When performing the image transformation T , the deformed floating images T (IF)
are resampled into the space of the reference image IR: ∀~x ∈ T (IF). The intensity of
T (IF) is calculated at its corresponding coordinates (determined from T ) in the space
of IF through intensity interpolation (e.g. linear, spline, sinc, etc).
Current state-of-the-art image registration framework normally involves two
steps: the global-transformation-based step followed by a local-transformation-based
step [83]. In the global registration step, the same image transformation T is applied
to each pixel (in the case of 2D) or voxel (in the case of 3D) in an image, by ei-
ther rigid transformation (including translation and rotation) or affine transformation
(adding shearing and scaling to a rigid transformation). In the local (also called elastic
or non-rigid) registration step, a deformation field which is capable of performing local
wrapping is generated to account for the unevenly distributed local image dissimilarities
through either parametric or non-parametric deformation models [84]. Regularisation
or penalty terms are used to ensure a smooth deformation and anatomical plausibility.
Label propagation After the deformation field is determined through image registra-
tion, the same transformation is then applied to the manually labelled anatomical struc-
tures in order to match the unlabelled image’s morphology (Fig.2.2 2 ). To preserve
the integral nature of the resulted label, the resulted labels are resampled through near-
est neighbour interpolation, in which the label values were determined from its corre-
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sponding coordinates (determined from T ) in the space of atlas label LF similar to the
interpolation procedure in the registration steps, but are assigned the label value of the
voxels in LF that have the shortest distance to the transformed positions.
As the performance of structural parcellation is directly related to the image reg-
istration accuracy, this single-atlas label propagation technique is also referred to as
registration-based structural parcellation. Lee et al. [53] evaluated two different non-
rigid registration algorithms to achieve label propagation on mouse brain, the fluid-
model [85] and free-form B-spline[86], and found a similar performance both in terms
of accuracy and stability. However, although image registration algorithms are con-
stantly advancing, it is by itself an ill posed problem [87]. Compared to human pa-
tients, the subject variations within same mouse strains is relatively small. However,
local misalignment will still occur due to the large morphological variability across
strains, imaging artefacts, low signal-to-noise-ratio (SNR) or contrast-to-noise ratio
(CNR), resulting in poor parcellation accuracy.
2.1.2 Probabilistic-atlas-based structural parcellation
To account for the morphological variation within populations, probability-based atlas
priors have been proposed instead of discretised ones, where the probability represents
the occurrence of different labels for each voxel.
Scheenstra et al. [88] parcellated the structures from mouse brain MRI through
an edge-based Bayesian clustering after single-atlas label propagation using only affine
registration. The algorithm uses prior information derived from the atlas regarding
the intensity distribution within each label class to guide the edge-based Markov Ran-
dom Field (MRF) clustering on the query image. Evaluation of the algorithm in
both in vivo and ex vivo mouse brain images showed comparable performance to par-
cellation methods based on non-linear registration [89]. This edge-refinement meth-
ods reduced the required computational time significantly compared to non-linear-
registration-based parcellation, while maintaining comparable parcellation accuracy.
However, this method requires a reasonable initialisation from affine registration, and
therefore cannot account for large local morphological variations between the atlas and
query images. The statistical prior information also relies on a similar intensity distri-
bution between the atlas image and the query image, which is not always the case.
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Ali et al. [90] developed an automatic parcellation framework using multi-spectral
MR microscopy (including T2, proton density and diffusion weighted images) for the
mouse brain, which is a follow up to the previous study on human brain MRI by Fis-
chl et al. [1]. The probabilistic atlas database is constructed from 6 intensity-normalised
brain images affinely registered to a common space, each with 21 manually labelled
structures. The intensity information from the multispectral MR images forms a multi-
dimensional feature space, and is modelled as classes of multivariate Gaussian distribu-
tion. The contextual information is modeled under a spatially variant first-order MRF
model. The final labels are obtained through maximum a posteriori (MAP) estimation.
This framework has been applied to mouse brain MRI with image contrast enhanced by
active staining technique [91] to characterise the intra-strain [92], and inter-strain [93]
structural volumetric variation. However, the multispectral imaging protocols increase
the scanning time, making them unfeasible for use in all studies.
Bae et al. [94, 95] and Wu et al. [96] extended this model by adopting a support
vector machine (SVM) classifier (which has been extended to multiclass classification)
to model the posterior label probabilistic function instead of using the Gaussian prob-
ability distribution. This extended MRF outperforms the original methods proposed
by Ali et al. [90] when evaluated on the same multispectral data, but requires a much
longer training time. (For a training dataset of 5 mouse brains manually segmented into
20 structures, it tooks 290 to 364 minutes to train the algorithm excluding the registra-
tion time, and 75 minutes to segment one brain, on a 3.4-GHz PC.) This however is
not a big problem if the training set is fixed, as the training procedure only need to be
performed once offline.
Compared to the registration-based single-atlas label propagation, the probabilistic-
atlas-based structural parcellation demonstrated improved accuracy, especially with the
help of MRF to consider contextual voxel information. However, this probabilistic ap-
proach still can not fully capture large local morphological variations across subjects,
and the improvement over small-structure parcellation is still limited.
2.1.3 Multi-atlas label propagation and fusion
With the availability of the database which contains more than a single atlas, another ap-
proach has become increasingly popular recently which improves the structural parcel-
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lation accuracy by combining information coming from multiple atlases in a database
into a consensus result - a method normally called “label fusion” (Fig. 2.3) [97, 98, 99].
This multi-atlas label fusion approach has gained increasing attention in recent years
due to its promising performance, and has multiple applications in both clinical and
preclinical neuroimaging [100].
Figure 2.3: Schematic diagram of multi-atlas structural parcellation. The labels of each atlas
in the database are propagated to the enquiry image through image registration and
ranked. A subset of top-ranked atlas candidates are selected and combined through
label fusion to obtain the final parcellation result.
In a multi-atlas structural parcellation, the first step is to perform image registra-
tion and label propagation for each individual atlas in the database as in the single-
atlas-based method. The propagated structural label candidates are used as a training
set to obtain the best final structural label for the query image (rather than treat the
candidates equally as in the probabilistic atlas). Fig. 2.3 shows the basic workflow of
a label fusion algorithm. The performance or accuracy of the candidate labels are first
estimated or ranked (either globally or locally). A subset of top ranked labels are then
selected and combined to estimate the underlying true structural labels.
2.1.3.1 Majority voting
An intuitive way to fuse the labels is through majority voting, in which each voxel
is assigned to the label that receives the largest number of votes from the propagated
candidate atlases [101, 102]. Suppose there are N atlases in the database, and we denote
Sn as the structural parcellation candidate for each registered atlas template image,
where n ∈ 1...N. For x ∈ Ω where Ω is the computational domain in the query image
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space, the final label S(x) can be obtained from:
S(x) = argmax
l∈{1,...,L}
N
∑
n=1
1
N
p(l|Sn,x) , (2.1)
where L is the total number of labels, p(l|Sn,x) is the probability of parcellation can-
didate Sn vote for label l at voxel x, which is 1 if Sn(x) = l and 0 otherwise, and
∑Ll=1 p(l|Sn,x) = 1 ∀n ∈ 1, ...,N.
Given the fact that the propagated parcellation of some atlas templates performs
better than others, studies have been focused on ranking the atlases in order to assign
different weights to them during the label fusion process, or only select a small subset
of atlases with higher rank for label fusion, to improve the parcellation accuracy. The
updated voting equation becomes:
S(x) = argmax
l∈{1,...,L}
N
∑
n=1
wn(x)p(l|Sn,x) , (2.2)
in which the wn(x) is the assigned weight to the nth atlas, where ∑Ni=1 wn(x) = 1.
The weight w can be simple metadata [103], such as age or sex [104], or can be
the image similarity between transformed atlas and the test image using methods such
as Summed Square Distance (SSD) [105], Mutual Information (MI) [106], Normal-
ized Mutual Information (NMI), or transforming distance [107, 108]. Wu et al. [104]
attempted to find the single most appropriate atlas within the database through the
NMI image similarity measurement, and demonstrated improved parcellation results.
Wang et al. [102] managed to optimise the weight wn(x) by minimising the total er-
ror calculated as the correlation between each atlas image and the query image in a
covariance matrix Mx and solved through a Lagrange multiplier.
2.1.3.2 Atlas selection
Besides weighting, studies have managed to select limited atlases from the database
based on different ranking scheme and demonstrated improved parcellation accuracy.
Aljabar et al. [109] selected the atlas subset randomly without ranking, and showed
that the accuracy of the majority voting label fusion depends on the number of atlases
selected, but reaches the plateau when the number of atlas selected reaches a certain
number. Wu et al. [104] selected the single best template (determined by measuring
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the NMI between the registered atlas image and the query image) within the database
and achieved a parcellation accuracy better than simply averaging all the parcellation.
Aljabar et al. [103] later demonstrated that the label fusion accuracy can be significantly
improved by using a subset of best ranked candidate labels, with the atlases ranked by
the global normalised cross correlation (GNCC) between the registered template and
the query image over a specific region of interest. Sabuncu et al. [105] extended the
study by Aljabar et al. [109] and concluded that, when selecting the top ranked atlases
instead of selecting them randomly, the parcellation accuracy is less dependent on the
number of atlas selected. Shen et al. [108] suggested another atlas ranking scheme us-
ing the Least Angle Regression (LAR), a variable selection method in regression, and
demonstrated improvement in both parcellation accuracy as well as robustness when
compared to the other ranking scheme using image-similarity-based measurement in-
cluding NMI, cross correlation (CC), and Mean Square Difference (MSD).
2.1.3.3 Selective and Iterative Method for Performance Level Estima-
tion (SIMPLE)
Compared to image similarity, a better way to compute the weight for the parcellation
candidates Si would be estimating the performance of each candidate by calculating its
agreement to the underlying ground truth parcellation (e.g. Dice similarity coefficient -
DSC, Jacard coefficient, or sensitivity and specificity). Although this performance level
is not readily available due to the lack of such ground truth, it can be approximated as
the current estimation of the fused label and improved iteratively.
Langerak et al. [110] devised an algorithm - Selective and Iterative Method for
Performance Level Estimation (SIMPLE) - which combines the advantage of both at-
las selection and performance estimation in an iterative manner and showed further
improvement in parcellation accuracy. In the SIMPLE algorithm, the initial true par-
cellation estimation S0T is obtained from weighted majority voting, with the weight
determined from NMI. At each iteration j, the performance of each parcellate candi-
date Si is calculated as the binary label overlap measure E(Si,S
j
T ). A subset of Si with
performance above a threshold E(Si,S
j
T )> θ
j are selected to estimate the updated S j+1T
using weighted majority voting weighted by E(Si,S
j
T ) until ST converges. The thresh-
old at iteration j is determined as: θ j = µ j−α ×σ j, where µ j and σ j are the mean
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and standard deviation of the performance of all the parcellation candidates, and α is a
scalar variable which controls the number of candidates discarded in each iteration.
Leave-one-out validation on the SIMPLE algorithm demonstrated promising per-
formance, which is not sensitive to the choice of either the performance estimator or
the initial estimation of the true parcellation S0T . However, the fact that the underly-
ing true parcellation is determined based on weighted majority voting from the current
available parcellation candidates is not perfect, which will incur bias when calculating
the subsequent parcellation performance.
2.1.3.4 Simultaneous Truth and Performance Level Estimation (STA-
PLE)
Warfield et al. [98] developed an algorithm - simultaneous truth and performance level
estimation (STAPLE) - which fuse a set of structural parcellation candidates of a test
image (from either expert labelling or automatic label propagation algorithm) by com-
puting the probabilistic estimate of the underlying ground truth parcellation ST (rather
than the actual ST as implemented in the SIMPLE algorithm [110]). The algorithm
treats the ST as missing/hidden data in a complete dataset which includes both the
parcellation candidate and the true parcellation: (S(1,...,N),ST ), and optimises the es-
timation of ST through an iterative expectation maximization (EM) framework. The
EM framework is initialised by assigning equal weights to each parcellation candidate
(label assignment), and iteratively updates the sensitivity p (proportion of true posi-
tive) and specificity q (proportion of true negative) to obtain the optimal weights to
derive the combined parcellation. The performance level here is defined as the p and
q of propagated parcellations for each individual atlases. The parameters p and q are
defined as the conditional probability:
p
l
n = P(Sn = l|ST = l) (true positive fraction)
qln = P(Sn 6= l|ST 6= l) (true negative fraction)
∀n ∈ {1, ...,N} . (2.3)
In order to estimate the optimised ST , it is necessary to maximise the complete dataset
(S(1,...,N),ST ) from the parameter set (p,q), which can be transformed as to optimise
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the cost function of the log likelihood of (P(S(1,...,n),ST |p,q):
(pˆ, qˆ) = argmax
p,q
log(P(S(1,...,n),ST |p,q)) . (2.4)
With the assumption that the candidate parcellation are independent to each other (thus
Si ⊥ S j, pi ⊥ p j and qi ⊥ q j, ∀i 6= j), Eq. 2.4 can be optimised in an Expectation-
Maximisation fashion. The posterior probability of a voxel x belonging to label l ∈
{1, ...,L} is denoted as Wl(x) (Expectation step), and is estimated as:
W i+1l ≡ P(ST = l|S{1,...,N}, pi,qi) =
α
α+β
, (2.5)
where
α = P(ST = l)∏
n
P(Sn|ST = l, pn,qn) , (2.6)
β = P(ST 6= l)∏
n
P(Sn|ST 6= l, pn,qn) . (2.7)
And the performance level parameter p, q that maximise the log likelihood of the es-
timated underlying ground truth for each label l and each parcellation candidate n are
updated in each iteration (Maximisation step):
pi+1n =
∑S=l W il
∑LW il
, (2.8)
qi+1n =
∑S 6=l(1−W il )
∑L(1−W il )
. (2.9)
This expectation-maximisation framework is solved recursively following Bayes’ rule
until the final true parcellation ST converges.
Rohlfing et al. [97] generalised this algorithm to multiple labels fusion by replac-
ing the parameters p and q in the original STAPLE algorithm by a “confusion matrix”
Mn, an idea introduced by Xu et al. [111], in which each entry mn,i, j in Mn represent the
joint-occurrence of candidate parcellation label decision i and the corresponding true
label j:
mn,i, j = #{x|Sn = i,ST = j} , (2.10)
The sensitivity pn is equivalent to the corresponding row normalised cross-parcellation
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coefficient λn, and can be computed as:
pn ≡ λn = P(Sn(x) = ln|ST (x) = ln) = mn,i, j∑ j mn,i, j
, (2.11)
while the specificity qn are spread over the off-diagonal element of Mn and can be
expressed as:
qn ≡ 1−
∑i′ 6=i mn,i′ ,i
∑i′ 6=i∑ j mi′ , j
. (2.12)
Validation of the STAPLE algorithm showed significant improvement of parcel-
lation accuracy over voting strategies when applied on digital/brain phantom data [98]
and real data acquired and manually segmented from 3D confocal microscopy images
of the honeybee brain [112]. Leung et al. [113] applied STAPLE algorithm to brain ex-
traction of human brain MRI and demonstrated improvement compared to other frame-
works. Leung et al. [114] also demonstrated successful application of STAPLE algo-
rithm for hippocampal segmentation, which achieved good distinction between control,
mild cognitive impaired patients (MCI) and Alzheimer’s disease patients (AD), as well
as the ability to predict disease progression for MCI patients.
2.1.3.5 Locally-weighted label fusion strategies
The parcellation candidates for label fusion come from the registration-based label
propagation. The parcellation errors of individual candidates may originate from the lo-
cal morphological variations, locally inaccurate registration due to noise or regularisa-
tion, or resampling error due to partial volume effect in images with limited resolution.
In cases where the registration algorithm performs well in some local regions but poorly
in some other regions (as shown in 2.4), a global ranking/weighting is no longer fully
representative of the local parcellation quality and sometimes misleading, and may af-
fect the final parcellation accuracy. This effect is more apparent when the number of at-
las candidates is limited. Methods have since been proposed to weight and fuse the atlas
locally, thus improving the accuracy of the parcellation compared to globally weighted
voting strategies, especially in areas with bad tissue contrast (Fig. 2.4) [115, 105, 102].
Wang et al. [102] introduced a locally-weighted majority voting method and man-
aged to reduce the expectation of the combined error correlation between parcellation
candidate by optimising the local weight with a neighbourhood specified by a radius
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Figure 2.4: Schematic example to shows the parcellation candidate from single-atlas label
propagation (a-c) each with local inaccurate parcellation, but can be fused together
with a more accurate consensus final parcellation (d) by locally-weighted label fu-
sion strategy.
r through covariance matrix. Agarwal et al. [116] proposed a locally-weighted and
multi-label SIMPLE method for Chest CT data by dividing the images into overlap-
ping local cubes and deriving different weight to different local regions, which showed
improvements over the original SIMPLE algorithm with global strategy. Artaechevar-
ria et al. [115] further conducted an experiment to compare the parcellation accuracy
by using various global and local fusion algorithms - including majority voting, global
weighted voting based on normalised cross correlation (NCC), MI or MSD, locally-
weighted voting based on NCC, MI or MSD, as well as STAPLE - and concluded the
best label fusion strategy to be the locally-weighted voting based on MSD.
Finally, Cardoso et al. [117] recently proposed an algorithm - multi-label Similar-
ity and Truth Estimation for Propagated Segmentations (STEPS) - which incorporates
a local ranking strategy for template selection based on a locally Normalised Cross
Correlation (LNCC) to the original STAPLE algorithm for atlas selection. STEPS al-
gorithm introduces a new image similarity based model variable to represent the ob-
served cluster assignment O(x) which is equal to 1 if the registered atlas image T (IFn)
is within the selected top ranked image at voxel x and equal to 0 if otherwise. The
original STAPLE framework (Equation 2.4) is thus transformed to:
(pˆ, qˆ) = argmax
p,q
log(P(S(1,...,n),ST ,O)|p,q))) . (2.13)
And the expectation maximisation optimisation scheme in the original STAPLE frame-
work (Equation 2.5) now becomes restricted maximum likelihood (REML) which fo-
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cuses only on the likelihood of a subset of the data:
Wl ≡ P(ST = l|S{1,...,N},O = 1, pi,qi) =
α
α+β
. (2.14)
In addition, the STEPS algorithm also integrated the MRF regularisation into the op-
timisation scheme that Cardoso et al. previously developed [118] which is updated
iteratively with a mean field approximation on the probabilistic labels. This is in con-
trast to the MRF regularisation presented in the original STAPLE algorithm, which was
implemented as a post processing step. Similarly to Rohlfing et al. [97], Cardoso et al.
also extended this “local ranked STAPLE” algorithm to multiple label fusion through
a confusion matrix Mn (Equation 2.10) and its corresponding row normalised equiv-
alent λn (Equition 2.11). Performance validation of the STEPS algorithm on human
brain MRI showed significant improvement in parcellation accuracy compared with
the ranking using global cross correlation (GCC), and is also less dependent on the size
of the atlas database and the number of selected templates [117].
2.1.3.6 Learning-based mislabel correction and joint label fusion
The structural parcellation errors consist of random errors and consistent errors [119,
103, 102]. The random errors normally come from image noise and anatomical varia-
tion, and can be reduced through the label fusion methods reviewed above. The consis-
tent error is a systematical bias when transferring manual segmentation into automatic
segmentation which however, cannot be corrected by the the conventional label fu-
sion methods. To address this problem, Wang et al. [102] developed a learning-based
wrapper to detect the mislabeled voxels which are affected by the consistent error be-
tween the automatic and manual segmentation, and replace that with corrected labels
classifier. The classifiers combines the information from of image feature (normalised
intensity), contextual feature (label of the neighbouring voxels) as well as coordinate
feature (spacial information). Application of this learning-based wrapper on the local-
weighted multi-atlas label fusion methods [115, 105] demonstrated a reduction of con-
sistent segmentation bias and lower mislabeled voxels.
In addition, within a multi-atlas database, the segmentations from some atlas can-
didates δ i(x) are more similar than the rest in the database. Wang et al. [120] further
proposed a method, the joint label fusion, to take such atlas similarity into account
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when combining labels. Instead of estimating the weight for each atlas independently,
the joint label fusion algorithm also calculate the correlation between each atlas pairs,
where the pairwise dependency is defined as the joint probability of segmentation er-
ror. The total expected error E between the the consensus segmentation S(x) and the
true segmentation ST (x) is given by E = wTx Mxwx where wx = [w1(x); ...;wn(x)] are the
estimated weights, and Mx is a pairwise dependency matrix estimating the likelihood
that two atlases both produce wrong segmentation: Mx(i, j) = p(δ i(x)δ j(x) = 1). The
voting weights are estimated to minimise the total expectation error, i.e.
w∗x = argminw
t
xMxwx subject to
n
∑
i=1
wi(i) = 1. (2.15)
Validation of the joint label fusion algorithm on hippocampus segmentation and hip-
pocampal subfields segmentation showed its ability to eliminate the effect of the redun-
dant information from similar atlases when assigning the weight.
The combination of the learning-based mislabel correction and the joint label fu-
sion method has demonstrated great segmentation accuracy [121], and the final imple-
mentation has won the first place of the MICCAI 2012 Multi-Atlas Labeling Challenge,
and is also among the top performers in MICCAI 2013 segmentation: Algorithms, The-
ory and Applications (SATA) challenge.
2.1.3.7 Progressive label propagation
Several studies also explored the intrinsic variabilities within the atlas database or
among the query images prior to the label fusion process. The inaccurate parcellation
due to intrinsic morphological scattering among the images are resolved by propagat-
ing labels progressively through similar image pairs (Fig. 2.5). This learning procedure
might require extra running time, but only one-time offline learning is necessary for
each dataset.
Langerak et al. [122] introduces an atlas selection step prior to the step of registra-
tion between atlas images and query images, effectively saving large amount of time for
image registration with little or no effect on the parcellation accuracy. This atlas pre-
selection is achieved by pairwise pre-registration of all the images in the atlas database,
and clustering the atlases as graph nodes through the “affinity propagation” [123]. The
weight between the nodes of the graph is assigned based on the DSC, which is defined
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Figure 2.5: Schematic graph demonstrating the multistep progressive label propagation. The
distance between the dots representing the relative similarity. Images which are
more similar or close (represented in light dots) to the atlas images (represented in
hollow dots) are parcellated first, which are then included to propagate the labels
and parcellated the images less similar to the atlas images but are relatively closer
to the current parcellated ones (represented in darker dots).
as the percent voxel overlap between two labels [124].
DSC =
2|Vmanual ∩Vauto|
|Vmanual|∪ |Vauto| (2.16)
. Rather than performing pairwise registration from atlas dataset to the query dataset
and simply discarding dissimilar images or assigning lower weight, Wolz et al. [125]
embedded a manifold learning on the querying dataset, and introduced a stepwise ap-
proach to first parcellate those query images most similar to the atlas database, and
then propagate the labels successively to the less similar ones. This approach breaks
the large deformation into sequential smaller ones and has been shown to improve both
the accuracy as well as the robustness. Recently, Cardoso et al. [126] have proposed a
similar approach that embeds the query images into a spatially-variant morphological
graph, and progressively diffuses the structural labels from the atlas database to the tar-
get images through geodesic information flow, which demonstrated stable and accurate
result when applied to various datasets.
2.1.4 State-of-the-art: Multi-atlas parcellation for mouse brain
MRI
Structural parcellation based on multi-atlas label fusion have gained a lot of atten-
tion recently and lent itself to many applications in the clinical neuroimage stud-
ies [127, 128]. However, only a handful of studies have applied multi-atlas-based
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structural parcellation techniques to preclinical data. Lancelot et al. [129] applied ma-
jority voting on rat brain and showed better performance in terms of dice score over
the probabilistic-atlas-based approaches. Artaechevarria et al. [106] segmented ex vivo
mouse brains using a mutual information-based weighted majority voting label fusion,
which showed improvement in parcellation accuracy when compared to a simple ma-
jority voting method. Nie et al. [130] proposed a mouse brain structural parcellation
using weighted voting label fusion, in which the diffeomorphic image registration is
mainly driven by the voxels around the label boundary, and further improved through
an SVM-guided surface deformation.
Compared to clinical studies, the number of mouse brain atlases databases that
can be used for evaluating the multi-atlas study, as well as the number of atlases in
each database, are much limited. A complete list of current mouse brain atlas is shown
in table 2.1. In the case where only one atlas is available in the database, Chakravarty et
al. [131] proposed a method which first propagates the atlas labels to a set of unlabelled
query images using a conventional single-atlas label propagation approach, and subse-
quently the resulting set of structural labels were regarded as a multi-atlas database
to parcellate each query image using majority voting, demonstrating improvements
in terms of parcellation accuracy when compared with direct single-atlas parcellation
propagation. However, a potential risk of this approach is the accumulation or aggra-
vation of the registration errors when propagating the labels due to the morphological
bias of the original single atlas of choice.
Furthermore, the current preclinical studies are largely dominated by ex vivo data
sets. Researchers have been trying to shift the image acquisition protocols from ex
vivo towards in vivo imaging, reducing artefacts from tissue preparation and enabling
longitudinal studies [132, 3, 133]. However, in vivo studies inevitably generate images
with much lower contrast/signal-to-noise ratio due to the shortened scanning time and
the limited use of contrast agents. Scheenstra et al. [89] proposed an automatic struc-
tural parcellation of in vivo mouse brain MR images by first performing a single-atlas
affine registration-based parcellation, followed by an edge-based clustering in order to
achieve a fast parcellation. This method is shown to achieve the same level of par-
cellation accuracy compared to non-rigid registration. More recently, Bai et al. [79]
conducted a study to compare structural parcellation accuracy on in vivo mouse brain
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MRI using various methods and found no significant improvement when using a more
advanced label fusion algorithm, the Simultaneous Truth and Performance Level Esti-
mation (STAPLE) [97, 98], or a MRF approach alone, compared to a simple majority
voting approach. There is a current need for robust methodologies tailored for in vivo
mouse brain MRI, while current studies are definitely not adequate.
In Chapter 3, a structural parcellation framework applicable to mouse brain MRI is
introduced which uses the above mentioned multi-atlas label fusion algorithm, STEPS,
proposed by Cardoso et al. [117]. And the framework has been evaluated on both in
vivo and ex vivo mouse brain MRI data.
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2.2 Volumetric analysis of in vivo and ex vivo mouse
data
In neuroimaging studies, quantitative analysis of neuroanatomy, such as volumetric
analysis of brain structures, has played a crucial role in the diagnosis of diseases at the
early stages of the pathology before the onset of clinical symptoms [137]. However,
the analytical power of volumetric measurement varies depending on the segmentation
accuracy, which in turn depends on the image qualities such as resolution, signal to
noise ratio (SNR) and contrast to noise ratio (CNR) [138, 139].
Controversial arguments exist regarding whether to acquire MR images alive or
post-mortem[23]. For mice scanned ex vivo, there are no motion or flow artefacts,
the prolonged scanning time enables increased image resolution, and the tissue con-
trast can be enhanced by perfusion with contrast enhancement agents such as Gadolin-
ium [21]. On the other hand, ex vivo imaging suffers from direct or indirect morpholog-
ical changes in brain tissues due to post-mortem tissue processing such as fixation and
perfusion, while in vivo imaging ensures minimum distortion to the tissue morphology.
Furthermore, with in vivo imaging, it is possible to trace the morphological change
and/or other physiological changes of each individual animal longitudinally [140].
Schulz et al. [141] utilised the deformation field of temporal registrations between
images of a single postmortem brain scanned at different time points after formalin fix-
ation, to investigate the effect of fixation on the structural volume in the human brain.
The affine image registration showed a 5.2% expansion of the total brain volume one
day after brain extraction and fixation, and eventually an 8.1% shrinkage after 70 days
fixation. Non-rigid image registration additionally revealed that the volume shrink-
age was distributed unevenly across different structures, with a maximum 32% local
volume shrinkage. On the contrary, a study by Kotrotsou et al.d [142] found a linear
correlation between in vivo and ex vivo brain volumes (in the grey matter only) using
structural MR imaging of human brain hemispheres, but with no significant change in
the brain volume in the ex vivo images during the 6 months fixation perio.
Studies have also been conducted on preclinical imaging data. Ma et al. imaged
the mouse brain (strain: C57BL/6J) both in vivo [3] and ex vivo [78], and segmented
the brain into 20 functional structures (through manual labelling with subsequent semi-
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automatic segmentation propagation). In their results, the total brain volume from the
ex vivo data was 10.6% smaller than the in vivo data, where some parts of the grey
matter shrank from in vivo to ex vivo and others expanded. The ventricles shrank by
78.6% due to the leakage of cerebrospinal fluid (CSF). However, the in vivo and ex
vivo imaging data were acquired from different mouse populations (of the same strain).
In addition, the ex vivo image was scanned after physical skull removal, with notable
brain tissue loss from the image.
Zhang et al. [140] studied the variations in structural volume in mice through
manual labelling. The post-mortem brain was kept inside the skull and fixed for a
week. The results of their study showed a 4.5% brain shrinkage in wild type mice
after perfusion, 8% brain shrinkage in Huntington’s Disease model mice (genotype:
R6/2), while the entire lateral ventricle collapsed in both normal (99% shrinkage) and
transgenic (97.3% shrinkage) mice. Oguz et al. [143] also compared the accuracy
of the in vivo and ex vivo imaging acquired from rats (male Wistar), by segmenting
the brain structures with a single-atlas label propagation strategy, using an in-house
atlas database which includes only ex vivo images. They found no significant change
between in vivo and ex vivo measurements of total brain volume, regional volumes of
22 anatomically defined structures, or ventricles, and concluded that ex vivo scanning
was a valid and reliable method of estimating volumetric rodent brain measurements.
Scheenstra et al. [89] developed a fast single-atlas label propagation algorithm
based on affine registration followed by edge-based clustering, then applied it to both
in vivo and ex vivo mouse brain MRI data, and concluded that the algorithm provided
better results when segmenting ex vivo data in terms of agreement with the manually
segmented gold standard (Dice score), except for the olfactory bulb and ventricles.
Finally, Lerch et al. [138]. assessed the difference in theoretical statistical powers
between in vivo and ex vivo data by using a pre-determined variance value to perform
simulated statistical analysis on the mouse hippocampus They concluded that ex vivo
imaging provides better precision and should be preferred if the relative volume (nor-
malised with brain volume) is measured; while in vivo measurements give better results
on the absolute volume measurements, and are more sensitive to longitudinal changes
than cross-sectional ex vivo measurements. However, studies comparing the statisti-
cal power of volumetric analysis on real data are needed to confirm these simulated
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findings.
In Chapter 4, I investigate this issue by applying the structural parcellation frame-
work developed in Chapter 3 to compare the difference between volumetric analyse of
in vivo and ex vivo images acquired in the same cohort of animals.
2.3 Cortical thickness morphometric analysis
The morphometric characteristics of the cortex, such as volume, surface and thick-
ness have been widely used to study brain function and physiology. Cortical struc-
tural abnormalities, such as variation in cortical thickness and surface area, have
been shown to correlate with various neurological disorders as well as cognitive func-
tions [144, 145, 146]. Volume-based cortical morphometry presents a mixed measure-
ment of cortical thickness, folding and surface area, while other measurements like
thickness estimation manage to investigate each specific factor separately [147].
2.3.1 Cortical thickness estimation
Cortical thickness estimation is a widely used morphological measurement to detect
local cortical variation and provide quantitative analysis of neurodevelopment, normal
aging or various neurodegeneration diseases (e.g., Huntington’s disease, dementia such
as Alzheimer’s disease, or schizophrenia), both in clinical [148, 144, 146] and preclin-
ical settings [40, 149, 42]. The cortical thinning is non-uniformly distributed across
cortical surface and is regional dependent. Longitudinal studies on cortical thickness
can reveal the disease progression as well as potential treatment response [150, 42].
All thickness estimation methods start from the definition of inner (white mat-
ter) surface and an outer (pial) surface of the cortex, obtained from an accurate cor-
tical segmentation (either binary or probabilistic).-based on the implementation, cur-
rent cortical thickness estimation methods can be generally categorised into two types:
surface-based, and voxel-based approaches. Fig 2.6 shows a schematic diagram of
these different approaches.
2.3.1.1 Surface-based approaches
Dale et al. [34] and Fischl et al. [35] introduced the surface-based cortical thickness es-
timation, which has been widely adopted with the distribution of the FreeSurfer pack-
age. In this approach, tessellated surfaces are first constructed for the WM boundary as
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Figure 2.6: Schematic diagram of different cortical thickness estimation models. A: Surface
based model; B: Voxel-based deformation approach; C: Voxel-based PDE approach
a triangulated mesh with subvoxel accuracy following a series of processing steps. An
iterative deformable model is then adopted to evolve and refine the tessellated surfaces
to construct the smoothed white matter surface and pial surface, which are both second
order smooth, while maintaining the topology and local curvature (surface reposition-
ing). The cortical thickness is then derived by firstly estimating the distance of each
vertex point on the surface to the closest point on the opposite surface, and then taking
the average of the distances measured from each side [150].
Han et al. [151] proposed another surface-based thickness estimation approach
- Cortical reconstruction using implicit surface evolution (CRUISE) - which uses a
topology-preserving geometric deformable surface model to evolve the surface in a
level set function and is propagated implicitly through temporal evolution.
MacDonald et al. [152] also introduced a model which extracts the white matter
surface and the pial surface simultaneously by deforming a set of polyhedral surfaces to
minimise the objective function including an image term, a stretch term, and a bending
term along with a vertex-vertex proximity constraint. Three definitions of the cortical
thickness from the deformed inner/outer surfaces are tested and compared:
• Tlink - derived directly from the linkage of the two surfaces in the algorithm;
• Tnear - the distance to the nearest point on the other surface; and
• Tnormal - the distance in the direction of the surface normal.
The three definitions showed similar cortical thickness map patterns, although their
measurement significantly differs from each other in absolute terms: the Tnormal shows
largest standard deviation (doubled the other two measurements), while the Tnear is
considerably dissimilar to the other two after pairwise comparison among the three.
The surface-based methods have shown robust results in various applications and
are resistant to image artefact such as noise along with the topology preservation and
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smoothness terms. However, the explicit modeling requirement makes it computation-
ally very expensive, especially in highly convoluted regions, and the sensitivity may be
biased toward the parameters of choice.
2.3.1.2 Voxel-based approaches
In the voxel-based approach, the cortical thickness is determined progressively through
all the voxels within the grey matter region. Three methods have been proposed:
deformation-based model, projection-based model and partial-differential-equation
(PDE)-based model.
Deformation-based model: Das et al. [153] proposed to estimate the thickness
through deformation/registration similar to the surface-based approach, but on the vol-
umetric image space instead. In this method, the white matter segmentation is diffeo-
morphically deformed outwards to the entire brain (including both white matter and
grey matter) through a velocity field v(x, t) : Ω× t ∈ [0,1]→ Rd where Ω is the region
within grey matter, v is the regularised vector field, t is the “time” parameter and d is the
dimension. The thickness is determined on each voxel on the initial surface as the dis-
tance travelled within the deformation field, and is propagated across the entire cortical
area. The corresponding differentiable map (diffeomorphism) on the transformation
space φ(x, t) : Ω× t ∈ [0,1]→Ω can be calculated as:
φ(x, t) = x+
∫ t
0
v(φ(x, t), t)dt (2.17)
Projection-based model: Dahnke et al. [154] proposed a project-based model, in
which the cortical thickness of each grey matter voxel is estimated as the accumulated
distance towards the white matter surface (WMD). Distance to the boundary is mea-
sured with an Eikonal equation with a non-uniform speed function F(x)||OD(x)|| = 1
for x ∈ Ω, which finds the closest white matter boundary voxel B(x). This method
progressively searches the largest local white matter distance (WMD) within the non-
boundary grey matter regions which is readily the cortical thickness, avoiding the need
to explicitly reconstructing the sulcal lines on the pial surface through methods such as
skeletonisation. However, the definition of thickness as the WMD derived from Eikonal
equation is still oversimplified, and may not represent the underlying morphology of
microcolumn arrangement in highly convoluted cortical regions.
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Partial-differential-equation-(PDE-)based model: The PDE-based method is an-
other popular approach for voxel-based thickness estimation. In this approach, the lam-
inar layers between the two surfaces were constructed through PDE, and the thickness
is defined as the length of the streamlines (representing the underlying microcolumns)
passing through each voxel which is orthogonal to the laminar layers [155, 33, 36]. The
original idea was proposed by Jones et al. [33], which models the stratification in the
laminar layers of the cortex as a Laplacian field T , and can be solved using the Jacobi
method:
∂ 2T
∂x2
+
∂ 2T
∂y2
+
∂ 2T
∂ z2
= 0 . (2.18)
The thickness is defined on each voxel, and can be estimated either through explicit
integration along the unit vector
−→
F = OT‖OT‖ with a specific step size δd [33]. The partial
volume effect on the boundary voxels can be solved with methods such as sub-sampling
and interpolation [155]. Yezzi et al. [36] introduced an Eulerian PDE-based method to
solve the PDE implicitly, in which the length towards the white matter surface L0 and
the length towards the pial surface L1 can be updated iteratively through the following
upwind scheme of finite difference:
L0[i, j,k] =
1+ |Tx|L0[i∓1, j,k]+ |Ty|L0[i, j∓1,k]+ |Tz|L0[i, j,k∓1]
|Tx|+ |Ty|+ |Tz| , (2.19)
L1[i, j,k] =
1+ |Tx|L1[i±1, j,k]+ |Ty|L1[i, j±1,k]+ |Tz|L1[i, j,k±1]
|Tx|+ |Ty|+ |Tz| , (2.20)
where Tx[i, j,k], Ty[i, j,k] and Tz[i, j,k] denotes the vector component of
−→
T at voxel
coordinate (i, j,k), and the L0 and L1 can be updated simultaneously.
Waehnert et al. [2] has recently proposed an improved anatomically motivated
cortical laminae model, which is initialised with a geometric deformable model, and
imposed a constraint to maintain constant volume between laminae by using the curva-
ture information on the boundaries. The initial geometric deformable model is solved
through a narrow band level set method which evolves the inner (WM) surface θin and
the outer (pial) surface θout to a certain level set θ when giving a specific cortical depth
d:
∂θ
∂ t
+(θ −θ{in,out}) · |Oθ |= εκ|Oθ | , (2.21)
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Figure 2.7: Schematic diagram of the equivolume model for cortical lamination. The corti-
cal volume is constant across sublayers. As a result, layers with higher curvature
becomes thinner. Figure taken from [2].
and the target level set θd is the weighted average of the inner cortical surface θin and
the pial cortical surface θout :
θd = (1−ρ) ·θin−ρ ·θout , ρ ∈ [0,1] . (2.22)
The curvature-based equivolume constraint applied on the initial level set is based on
the anatomical observation from studies of cortical cytoarchitecture, that (1) the lam-
inae layers with higher curvature are relatively thicker and vice versa; (2) the volume
fraction stays constant in a given cortical segment (micrcocolumn). The model assumes
that the surface area grows linearly along the column segmentation from the inner sur-
face where the height h = 0 to the pial surface where h = d:
A(h) = Ain+(Aout−Ain) · hd , (2.23)
where the surface areas Ain and Aout are determined by the corresponding surface cur-
vatures, and the volumes are calculated by integrating the areas from h = 0 to h = d
(Fig. 2.7).
Based on the same equivolume principle, Leprince et al. [37] developed a similar
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equivolume laminar model by integrating the volumes directly along the streamlines
derived from the Laplacian field. In this model, a unit surface δS is defined for each
cortical voxel and advected along on the streamline. The relative surface area changes
of the adjacent points along the streamline are obtained from the divergence of the
vector field O·−→F :
δSn+1 = δSn(1+δ l(O ·−→F )) , (2.24)
where δ l is the step size. The δS can be integrated along the directions towards the two
cortical surfaces to obtain the upwind volume towards the pial surface Vpial =
∫ Xpial
X0 δS
and the downwind volume towards the white matter VWM =
∫ XWM
X0 δS. The laminar
information on each voxel is defined as the relative equivolumic depth dvol as:
dvol =
Vpial
VWM +Vpial
. (2.25)
2.3.1.3 Comparison between surface- and voxel-based approaches
In conclusion, the surface-based approach is very robust to the presence of image noise
due to its implicit model parameter constraints of smoothness and local curvature,
which however makes it computationally very expensive. In addition, these topological
correction procedures might also introduce model bias and loss of sensitivity of local
fine changes. On the other hand, the voxel-based method is relatively more prone to
image noise which requires careful preprocessing steps. However, it is more sensitive
to large local morphological variation and is computationally more efficient.
Clarkson et al. [9] conducted a cross sectional study to compare the surface-based
and voxel-based approaches. Both methods demonstrated comparable estimation accu-
racy, with the surface-based method demonstrating better test-retest consistency while
voxel-based approach showed higher sensitivity. Li et al. [156] further applied all three
methods on a longitudinal stroke data, and find highly correlation between the two
voxel-based methods: the registration-based method and the Laplacian based method.
2.3.2 Study of mouse cortical thickness estimation
2.3.2.1 Cortical thickness for mouse cerebrum
Cerebral cortical thickness has been investigated extensively in human brain MRI, and
successfully applied in clinical to study the neurodevelopment [148, 157] neurodegen-
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erative diseases [158, 159, 39, 160] in human cortex. Studies have also applied the cere-
bral cortical thickness estimation for preclinical images of mouse and rat as biomarkers
for neurodegenerative diseases [40, 149], various genetic conditions [161, 162] or other
non-genetic conditions [38, 163]. Compared to human cortex, there were no complex
convolution and folding patterns in mouse cortex, and less variability between individ-
uals, which results in a more accurate registration/deformation, and more plausible and
consistent thickness estimations.
2.3.2.2 Sublayer thickness estimation in the mouse cerebellum
Current studies on cortical thickness for neurological disorders mainly focused on the
cerebrum, even though the cerebellum is also affected. Cerebellar damage, deficit or
volume change have been shown to correlate with various neurological deficiencies in
clinical studies [164, 165, 166]. Although cerebellar cortical thickness analysis could
provide more insights about neurodegenerative diseases and phenotype identification,
these are currently limited by the resolution of clinical MRI and the highly convoluted
nature of the human brain (as shown in Fig. 1.5).
Giving the genetic similarities and anatomical correlation between human and
mouse brains, mice represents a promising model to understand further how the cere-
bellum is affected by the progression of neurodegenerative diseases. Currently, there is
a limited number of studies focusing on the quantitative analysis on mouse cerebellar
MRI, of which only volumetric analysis were conducted [80, 167, 168]. To the best
of my knowledge, no previous studies have addressed the problem of estimating the
cerebellar cortical thickness on 3D volumetric images such as MRI.
The cerebellar cortex consists of three sublayers - the granular layer, the Purk-
inje layer, and the molecular layer (ordered from the white matter towards the exter-
nal CSF) - each comprised of different cellular type, corresponding to different func-
tions [169, 170], and their pathology varies with different conditions [171, 172]. Stud-
ies from Eickhoff et al. [173] and Baxter et al. [174] showed variation in sublayer
morphology using 2D histology data with various staining technique. However, studies
about sublayer thickness variation in 3D MR structural images are still lacking, mainly
due to the limited resolution as well as the lack of inter-layer contrast in the cortical
regions. Cleary et al. [21] have recently applied the active staining technique on high
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resolution structural mouse brain MRI, and demonstrated the possibility to produce
contrast between different cellular layers within the mouse brain cortex. From the ac-
tive stained gadolinium enhanced MRI, the irregular shape of the Purkinje layer within
the cortex could not be captured through mathematical modelling of the laminar layer
(e.g. in the paraflocculus in the cerebellar hemispheres - PF1, as shown in Fig.2.8).
However, to the best of my knowledge, no study has been using these kinds of intrin-
sic contrasts available in MRI to investigate the thickness variations within the cortical
sublayers.
Figure 2.8: The uneven distribution of sublayer thickness due to morphological variation.
In Chapter 5, a framework is developed to investigate this issue, and estimate
the mouse cerebellar cortical sublayer thicknesses from the contrast enhanced ex vivo
mouse cerebellar MRI. The voxel-based thickness estimation approach is used with the
cerebellar cortical laminar layers estimated using the equivolume model proposed by
Leprince et al. [37]; the Eulerian PDE-based method by Yezzi et al. [36] is used to
construct the thickness map; and a two-step contrast- and laminar-layer-model-based
extraction method is proposed to segment the middle Purkinje layer from the cerebellar
cortex, and estimate the thickness for the inner granular layer and the outer molecular
layer.
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2.4 Current framework available for preclinical image
analysis
Current publicly available and widely used tools for brain morphometric analysis, in-
cluding integrated pipeline packages such as SPM8 [175], Freesurfer9 [1], FSL [176],
3D Slicer10 [177], Brainsuite11 [178] and Brainvoyoger12 [179], or individual tools
like ANTs13 [180] and IRTK14 [181], are mainly for clinical data. Conversely, limited
resources are available for preclinical image analysis, in terms of both analysis tools,
and databases which can be used as prior knowledge to train algorithms. Efforts have
been made in some studies to address this imbalance between huge demand and limited
supply of preclinical image computing by adapting existing algorithms and methods of
medical image computing to the preclinical field. Gerig et al. [14] created a synergis-
tic cross-species image analysis pipeline. Budin et al. [182] introduced a rodent brain
MR image processing platform (Midas server) with a web interface which provide op-
timised parameters for structural parcellation of preclinical data. But the structural
parcellation tools provided in these studies only incorporate single atlas label prop-
agation which will provide limited accuracy compared to the probabilistic-atlas-based
and multi-atlas-based methods. And none of the mouse cortical thickness analysis tools
provided in the these platforms provide solutions for mouse cerebral cortex, not to men-
tion the cortical sublayer thickness.The focus of this thesis is to solve those limitations
of the current preclinical neuroimage analysis framework.
8http://www.fil.ion.ucl.ac.uk/spm/
9http://freesurfer.net/
10http://www.slicer.org
11http://brainsuite.org/
12http://www.brainvoyager.com/
13http://picsl.upenn.edu/software/ants/
14http://biomedia.github.io/IRTK/
Chapter 3
Automatic structural parcellation of
mouse brain MRI using multi-atlas
label propagation and fusion
3.1 Introduction
Multi-atlas label propagation and fusion has evolved quickly in recent years, becom-
ing the state-of-the-art methodology of automatic structural parcellation for medical
images. However, few studies have applied this method to preclinical research. In
this chapter, I present a fully automatic open source framework1 for mouse brain MRI
structural parcellation using multi-atlas label propagation and fusion. The framework
consists of (1) several preprocessing steps (2) a non-rigid B-spline parameterised reg-
istration [86, 183, 184], and (3) the label fusion method STEPS [117] as described in
Section 2.1.3.5. I investigated the parameters of the STEPS label fusion algorithm,
and optimised those parameters for the in vivo mouse brain atlas database: the MRM
Neurological Atlas (MRM NeAt), provided by Ma et al [3]. The performance of the
proposed framework was evaluated using leave-one-out cross validation, and compared
with a single-atlas-based method without any label fusion technique, as well as with the
STAPLE label fusion algorithm, which is based on global image similarity measure-
ment and is the state-of-the-art label fusion method at the moment this framework was
developed. To demonstrate the ability of this framework to parcellate new unlabelled
query images, I adopted a separate in vivo mouse brain MRI atlas - the NUS mouse
1https://github.com/dancebean/multi-atlas-segmentation
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atlas [79] - as testing dataset, with the MR images in it regarded as unlabelled images
for validation. Furthermore, I tested the ability of the framework to detect volumetric
differences between the brain structures of two groups of mice with or without genetic
modification. Optimised parameters were obtained for the STEPS label fusion algo-
rithm to achieve the best parcellation accuracy. The proposed multi-atlas framework
resulted in significantly higher parcellation accuracy compared to single-atlas-based
structural parcellation, as well as compared to the original STAPLE framework.
3.2 Material and methods
In Section 3.2.1, the multi-atlas framework for automatic structural parcellation is in-
troduced step by step. Section 3.2.2 describes the in vivo mouse brain atlas databases
that are used for evaluation. In Section 3.2.3, I present the optimisation of the STEPS
label fusion algorithm in the framework and evaluate its performance using the in vivo
atlas. In Section 3.2.5, I assess the ability of the proposed framework to parcellate
new unlabelled in vivo MRI data. In Section 3.2.6, I investigate the ability of this
framework to identify structural differences between two groups of animals. Finally in
Section 3.2.7, I introduce the process of adding the flipped version of the atlas to the
database to improved the parcellation accuracy.
3.2.1 Automated multi-atlas structural parcellation framework
construction
The proposed automated multi-atlas structural parcellation framework includes two
pre-processing steps - brain extraction and bias field correction - followed by a series
of non-rigid registrations and a final label fusion step. Fig. 3.1 shows a step-by-step
summary of the pipeline.
Brain extraction (Fig. 3.1 A,B). Brain extraction is an important pre-processing step
to confine the analysis of regions of interest (ROI) to areas specifically within the brain
region. During this step, brain tissues in the unlabelled query image are masked thereby
excluding non-brain tissues and background. The mask is automatically created from
the atlas images through the following steps. Firstly, the query image is globally aligned
to all atlas images through affine registration, with the cost function in the optimisa-
tion step calculated over only the voxels inside the atlas mask and their corresponding
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Figure 3.1: Step-wise summary of the framework. Pipeline of the framework is shown at the
top of the image. Below the pipeline are representative images of results obtained
after each processing step of the framework when applied to an unlabelled query
image. (A) A brain mask is created for bias field correction; (B) The mask is
dilated to include contrast of brain tissues and CSF for image registration; (C, D)
Images before and after bias field correction; (E) Structural parcellation result after
single-atlas label propagation; (F) Structural parcellation result after multi-atlas
label fusion.
voxels in the warped query image. This affine registration step is performed using a
symmetric block-matching approach [185, 186]. Secondly, the resulting transforma-
tion matrices are inverted and used to propagate all the atlas brain masks to the query
image. Thirdly, all the brain masks propagated from the atlas database are fused us-
ing majority voting in order to obtain a consensus brain outline. Finally, the mask is
slightly dilated to include the surrounding external CSF (e.g. 2 voxels for the testing
image with 150µm voxel resolution) so that the contrast between brain tissue and the
surrounding CSF can be captured by non-rigid image registration in a later step.
Intensity non-uniformity correction (Fig. 3.1 C,D). MR images are corrupted by
intensity non-uniformity, caused by the inhomogeneity of both the RF excitation field
and the receiver coil sensitivity. This may lead to misalignment in the registration
process. An established standard method to correct the intensity non-uniformity is Non-
parametric Non-uniformly intensity Normalisation method (N3) developed by Sled et
al. [187]. The N3 algorithm models the observed image v as v(x) = u(x) f (x)+ n(x),
where u(x) is the true image, n(x) is the additive noise and f (x) is a smooth, slowly
varying, multiplicative bias field, and is derived by maximising the frequency content
of the distribution of the true image intensity. The f (x) is estimated iteratively by
progressively increasing the width of the distribution probability density of f (x). We
adopted the N4ITK, an improved version of the N3 algorithm proposed by Tustison et
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al. [188]. The N4ITK introduced a new B-spline approximator for smoothing the bias
field, which allows for smaller control points spacing to adapt greater field strength. It
also include a modified optimisation scheme which speed up the convergence rate. We
adjusted the default parameters to accommodate the resolution of mouse brain MRI.
The characteristic distance over which the field varies set to 10 mm, the deconvolution
kernel used to sharpen the histogram set to 0.15 mm.
Image registration and label propagation (Fig. 3.1 E). After the intensity non-
uniformity correction was implemented, the affinely aligned atlas images obtained in
the brain extraction step were non-rigidly registered to the query image. Similarly
to the affine registration, the non-rigid registration aims at maximising image similar-
ity between the reference and floating image. The atlas image and test image might
be acquired with different image modalities, and the normalised mutual information
(NMI) is selected as the image similarity measure which is a robust measurement of
inter-modality similarity [189, 190]. A symmetric scheme based on a cubic B-Spline
parameterisation of a stationary velocity field [86, 183, 184] is employed to model the
transformation. A bending energy with weight of 0.005 is imposed as regularisation
term to enforce a smooth deformation. The derived transformations were then used
to deform the manually parcellated structural labels of the atlas images into the space
of the query image. Nearest-neighbour interpolation was used to preserve the integer
nature of the labels.
Label fusion (Fig. 3.1 F). After all the propagated structural labels were obtained from
the image registration step, they were fused to generate the final result of structural la-
bels for the query image. The STEPS algorithm developed by Cardoso et al. [117] is
used to perform the label fusion. As described in Chapter 2 STEPS is an extension
of the original STAPLE algorithm proposed by Warfield et al. [98], and extended by
Rohlfing et al. [97]. The original STAPLE algorithm was developed with the purpose
of fusing several expert-delineated manually labelled anatomical structures in order to
obtain the hidden ground truth structural parcellation. Several improvements over STA-
PLE were introduced in STEPS: including a LNCC based local similarity measurement
as ranking strategy for template selection and an integrated MRF regularisation [117].
The LNCC is less affected to the MRI intensity inhomogeneity compared to the NMI
because the image similarity is computed over local region. The mathematical detail
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of the STAPLE and STEPS algorithm has been described in Section 2.1.3.4 and Sec-
tion 2.1.3.5 respectively. Cardoso et al. [117] have compared the STEPS algorithm to
several other label fusion methods available at the moment when it’s been developed,
and demonstrated that STEPS resulted in the highest structural parcellation accuracy
in many key internal structures, and was the most robust to reduction in the size of the
database. Representative resulting images obtained after each processing step of the
framework when applying to an query image are shown in Fig. 3.1.
3.2.2 Mouse brain atlas
To optimise the parameters for label fusion and evaluate the accuracy of the parcellation
results, the publicly available mouse brain MRI atlas databases were used. To the
best of my knowledge, there are 7 publicly available atlas databases [92, 79, 75, 72,
136, 73, 78, 78, 81, 81]. A detailed comparison of all the databases is presented in
Table 2.1 in Chapter 1. Most of databases contain only one structurally labelled average
atlas (the minimal deformation atlas). Only two of them contain the structural labels
for each individual atlas sample, the Magnetic Resonance Microimaging Neurological
Atlas (MRM NeAt) [78, 78] and the National University of Singapore (NUS) atlas
(Bai et al., 2012), which are suitable for the proposed multi-atlas-based framework
(Fig. 3.2). Both of these atlas databases include in vivo image samples and the brain
structures were both manually parcellated following the Franklin-Paxinos atlas [191].
The MRM NeAt database includes atlases of 12 individual T2*-weighted brain MR
images of 12-14 weeks old C57BL/6J mice; each with 20 manually labelled anatomical
structures. The NUS mouse atlas database includes 5 individual T2-weighted brain
MR images of adult male C57BL/6J mice, each has 40 manual labelled anatomical
structures. Detailed scanning parameters are described in [3] and [79]. Heckemann et
al. [99] has previously shown that increasing the number of images in the atlas database
can improve the accuracy of the label fusion. As a result, the MRM NeAt atlas database,
which has the largest number of atlases, was selected for this part of the study. Due to
missing labels in 2 of the 12 available atlases in the MRM NeAt database, only 10
images and associated structural labels were included.
For neurodegenerative diseases, the progression of pathology might vary between
two hemispheres [114]. Furthermore, for studies interested in further estimating the
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Figure 3.2: Sample images of current multi-atlas database. Images on the top show (A) a tem-
plate image of the MRM NeAt atlas database, with (B) its corresponding manual
delineated structural labels. The image at the bottom showed (C) a template image
of the NUS atlas database, with (D) its corresponding manual delineated structural
labels.
cortical thickness from the structural parcellation result, hemisphere separation can
also help to identify and segment the intra-hemispheric cortical surface area [33, 40].
It is thus preferable to separate the structural labels of the original atlas into left/right
hemispheres. I thus separated the brain images and their corresponding structural la-
bels in the original atlas database into left and right hemispheres along the mid-sagittal
plane. Maes et al. [192] achieved left and right hemisphere separation for asymmetry
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measurement using registration-based label propagation. An alternative way to deter-
mine the inter-hemisphere separation plane is to exploit the symmetric nature of the
MR data. This method aims at finding the reflective rigid-body transformation that
minimizes the absolute distance of an image and its mirrored version [193, 194, 195].
This method is only valid for brain images from wild type mouse strains, for which
no left/right asymmetries are induced by diseases. Since the mice in the atlas database
used in this study are wild type animals, the latter method was selected by firstly flip-
ping the atlas images and then using NMI as an asymmetry measurement to find the
mid-sagittal plane.
3.2.3 Parameter optimisation
In the STEPS label fusion algorithm, the best local labels are selected after ranking
based on the LNCC computed over a local Gaussian kernel [117]. As a result, the
parcellation accuracy varies depending on two user-specified parameters. The first one
is the size of the Gaussian kernel used to estimate the LNCC for locally ranking the
propagated atlases. The second one is the number of top ranked atlases to include in
the local label fusion. In this study, the parameters were optimised on the MRM NeAt
atlas database after the labels have been separated into left and right hemisphere. The
Gaussian kernel size varies from 1 to 6 voxels (incremental step of 0.5 voxel) and the
number of atlases used ranges from 3 to 9. In total, 77 parameter combinations were
calculated.
The parcellation accuracy is calculated in terms of Dice similarity coefficient
(DSC) - the percent voxel overlap between two labels [124]. For each pair of pa-
rameters, the average DSC of every atlas across the entire database was calculated as
an indicator of the structural parcellation performance. The average DSC is obtained
in the following steps (known as a “leave-one-out cross-validation”). Firstly, each of
the 10 images was regarded as an unlabelled test image, and the remaining 9 were used
as the atlases. The structural labels in the atlases were propagated to the query image
with multi-atlas label propagation and fusion scheme. Secondly, the DSCs between the
automated and the manual structural parcellation were calculated for every image in the
database. Finally, the averaged DSCs for all the images across all structures were cal-
culated for each parameter combination. The combination that gave the highest average
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DSC was selected as the optimal set of parameters.
It is worth noting that bias in the parameters might be introduced in the “leave-one-
out cross-validation”, a better way to optimisation the parameters have been proposed,
called the “nested cross-validation” where each time a subset of the data were chosen
as training data, and the rest were regarded as testing data to measure the performance
on the training data. It would be recommended to use “nested cross-validation” in the
step when the atlas database becomes larger.
3.2.4 Performance evaluation
In order to evaluate the performance of the multi-atlas label fusion part of the proposed
framework, it was compared with a single-atlas-based label propagation method as
well as with the commonly used multi-atlas label fusion method STAPLE. A leave-
one-out cross-validation similar to that described in Section 3.2.3 was performed for
both methods. For the single-atlas method, the labels were propagated from each of the
9 atlases and their resulting DSC were averaged for each structure.
3.2.5 Application to unseen images
MR images collected from different sites and studies may vary due to various factors
such as differences in scanner/coil specifications and scanning sequences. As a result,
in addition to the cross-validation within the same atlas database, I tested the perfor-
mance of the proposed framework to parcellate images collected in another site differ-
ent from that of the atlas database, to further evaluate its performance in the situation
of a real application.
To quantitatively evaluate the performance of my multi-atlas framework when ap-
plied to a new dataset, a corresponding expert-delineated manual structural parcellation
is required to be considered as the gold standard for the new dataset. Here I use the at-
lases in the NUS atlas database [79] as unlabelled test images. The corresponding
manual structural labels were separated into left/right hemisphere as I did for the MRM
NeAt atlas database (Section 3.2.2), and 40 structural labels were generated for each
hemisphere.
I selected and grouped 24 structural labels (12 in each hemisphere), which were
presented in the manual structural parcellation in both atlas databases to ensure a one-
to-one structural correspondence between all atlases (Table 3.1). However, the inter-
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Table 3.1: Structural label correspondence between MRM NeAt atlas and NUS atlas.
NeAT NUS
Neocortex
Frontal Cortex
Perirhinal cortex
Entorhinal cortex
Motor cortex
Somatosensory cortex
Autitory cortex
Visual cortex
Remaining cortical region
Hippocampus
CA1 region
CA3 region
Dentate Gyrus
Remaining hippocampal region
Amygdala Amygdala
Olfactory bulbs Olfactory bulbs
Thalamus Thalamus
Hypothalamus Hypothalamus
Superior colliculi
Superior+inferior colliculi
Inferior colliculi
Cerebellum
Cerebellar cortex
General cerebellum
Brainstem Pons
Medulla
Internal capsule Internal capsule
External capsule External capsule
Anterior commissure Anterior commissure
Ventricles
Lateral ventricle
Forth ventricle
rater variability still needs to be taken into account. This is due to the differences in
the manual structural parcellation protocols between the two databases and subsequent
accuracy of the quantitative analysis [196]. For the two atlas databases I used, the
manual structural parcellations were both following the Franklin-Paxinos atlas [191].
Nevertheless, giving the fact that there is no knowledge about the inter-rater variability
between these two datasets, there is still a source of variability in the experiment. This
limitation is discussed in more detail in section 4.4.
Similar to the procedure described in the performance evaluation step (Sec-
tion 3.2.4), the structural labels from the MRM NeAt database were propagated to
each of the query images from the NUS database using my multi-atlas framework, as
well as the STAPLE algorithm and single-atlas label propagation method. I use the pa-
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rameters previously obtained (Section 3.2.3) to better represent a real situation, where
no manual labels are available as ground truth to optimise the parameters. Finally, for
each of the three approaches, I calculated the DSC between the automatic parcellation
results and the manual labels in the NUS database, and compared the results.
3.2.6 Application to the groupwise analysis
One of the main applications of structural parcellation is to detect and quantify volu-
metric changes in brain structures of different animal groups, which vary in terms of
pathology or genetic background. To test the ability of the proposed framework to de-
tect such statistical differences, a previously published data set of the Tc1 mouse model
of Down’s Syndrome was used [197]. Ex vivo mouse brains of 28 animals, 14 wild type
and 14 transchromosomic, were selected and structurally parcellated. The MRM NeAt
database also includes 10 ex vivo atlas images, which were manually parcellated into
the same 20 structures [78]. I thus use these ex vivo atlases, again with structural la-
bels separated into left and right hemisphere. Similarly to the in vivo database, I used
a leave-one-out cross-validation strategy to obtain an optimised combination of pa-
rameters. I then applied the proposed framework to parcellate the structures of all 28
animals. Both the proposed framework and the single-atlas method were used to detect
volume differences in all structures between the wild-type group and the transchromo-
somic group.
The absolute structural volumes differences are affected by the natural variation
of brain size among individual subjects, especially for cross-sectional ex vivo stud-
ies [138]. This effect can be corrected through normalising the structural volume to the
total brain volume (TBV) that improves the specificity of the statistical test [198]. Such
normalisation procedure sometimes however, reduces the sensitivity to detect subtle
structural volume changes [199]. As a result, the obtained structural volumes of the
two groups were compared both with and without total brain volume (TBV) normali-
sation.
3.2.7 Mirroring process for doubling the atlas number
It has been shown that label fusion algorithms benefit from an increase in the number
of atlases, as the accuracy increases with sample size [109]. The brain has structural
layout across two hemispheres. Studies have shown that by including the flipped mirror
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images of the atlas to double the database size, the structural parcellation result can be
improved [117, 114, 102, 200]. Given the limited number of available atlas in the
database, I hypotheses that the local atlas selection algorithm LNCC can benefit from
the atlas doubling, and the final parcellation accuracy (in terms of the DSC) can be
increased. To test this hypothesis, the database size was double by including a left/right
flipped version of all the atlases following the previous studies. It is worth noticing that,
by including the flipped version, the atlases are no longer necessarily independent, as
there are potential correlations between the same structures in two hemisphere of the
brain.
3.3 Results
The result of parameter optimisation for the STEPS algorithm in the proposed frame-
work is presented in Section 3.3.1. The performance is evaluated using leave-one-out
cross-validation for the in vivo atlas database MRM NeAt. Section 3.3.2 compares
the parcellation accuracy obtained from my pipeline with that obtained from a single-
atlas label propagation method, and with the STAPLE algorithm. In Section 3.3.3, the
mouse brain MRI data from another atlas database, the NUS mouse atlas, is used as
test images to validate the ability of the proposed multi-atlas framework to parcellate
unlabelled new data from different site. In Section 3.3.4, the proposed framework is
applied to MRI data from two groups of mice with different genetic background to
evaluate the ability to detect volumetric differences between groups. Finally, the result
of the mirroring process is presented in Section 3.3.5. The framework source code and
a sample atlas database can be downloaded online2.
3.3.1 Parameter optimisation
Optimal parameters were obtained for the MRM NeAt atlas database. I optimised
the values of two parameters in the local ranking system LNCC of the STEPS algo-
rithm: the size of the Gaussian kernel for image comparison and the number of top
ranked labels to include in the label fusion. Between the two parameters, the number
of top-ranked atlas selected for label fusion appears to have a dominant effect on the
performance. Fig. 3.3 shows the DSC value obtained for the different parameter com-
2http://cmic.cs.ucl.ac.uk/staff/da_ma/multi_atlas/
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binations. The parcellation accuracy was estimated as the average DSC across all the
structures, varying from 0.79 to 0.83. A number of selected atlases of 8 and a Gaussian
kernel size of 5 voxels returned the highest average DSC. The number of selected at-
las almost reaches the maximum (8 out of 9, as shown in Figure 3.3), which indicates
that the atlases number in the training data has not yet reached the optimal. Therefore,
including the flipped version of the atlases could potentially addressed such limitation,
effectively doubling the database size.
Figure 3.3: Parameter optimisation for atlas database with left/right hemisphere separated. The
colour map represent the average DSC over all structures with different parameter
sets. The y-axis represent different number (from 3 to 9) of top-ranked atlases
selected for label fusion. The x-axis represent different Gaussian kernel size in the
LNCC image similarity measurement (from 1 to 6 with 0.5 step increments). The
optimal parameter combination was obtained when the number of atlases for label
fusion = 8 and Gaussian kernel standard deviation = 5 voxels, with a corresponding
average DSC of 0. 84. The small variation along the x-axis indicates the limited
effect of the Gaussian kernel size towards the overall parcellation accuracy.
Sample images of the cross-validation of the proposed framework on the original
atlas database as well as the atlas with left-right hemisphere separation are shown in
Fig. 3.4. This combination of parameters was used to assess the differences between
the proposed framework and two other approaches, as reported in the following section.
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Figure 3.4: Sample images from the cross-validation result of the pipeline on the atlas
databases. Parcellation results obtained with the proposed method and parame-
ters. (A) The original MR image from the atlas (B) The MR image from the atlas
overlaid with corresponding manually labelled anatomical structures which is con-
sidered as gold standard. (C) The same MR images overlaid with the structural par-
cellation result after applying my multi-atlas framework. Top row: coronal view,
bottom row: axial view.
3.3.2 Statistical comparisons
I compared the parcellation accuracy of the proposed framework with the single-atlas
label propagation and STAPLE label fusion methods using a leave-one-out cross-
validation on the MRM NeAt atlas database. For each atlas image, I averaged the
DSC of all the propagated atlases. Both approaches were compared with the STEPS
algorithm using an optimised parameter combination (Fig. 3.5). A one-way analysis
of variance (ANOVA) with Dunnett method to correct for multiple group comparison
was performed on each of the 40 structures, and multiple comparisons across all the
structures was corrected with False Discovery Rate (FDR) set to q=0.05. Compared
to the single-atlas method, the proposed multi-atlas framework achieved significantly
higher parcellation accuracy for most structures except some big structures (the brain
stem, left hypothalamus, hippocampus, right caudate putamen, cerebellum, neocortex
and thalamus) in which case the single-atlas method already performs well. Compared
to the STAPLE algorithm, significantly higher parcellation accuracies are achieved in
the left/right anterior commissure, left central gray and the remaining left/right mid-
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brain and left superior colliculi. It can be observed that the improvement from the
STEPS algorithm is more significant for small structures. This is because the DSC is a
percentage measurement which is relative to the structural size.
3.3.3 Application to unseen images
In order to evaluate the ability of the proposed multi-atlas framework to parcellate new
data, I used the mouse brain MR images in the NUS atlas database as unlabelled test
images. I propagated the structural labels in the MRM NeAt atlas database to the MR
images in the NUS atlas database with the optimised parameter combination obtained
previously for the MRM NeAt atlas database. Fig. 3.6 shows the sample images of the
test MRI data overlaid with corresponding manual labels as well as the automatic struc-
tural parcellation after applying my multi-atlas framework. The 24 manually delineated
structural labels (12 in each hemisphere) that were present in both atlas databases were
selected and grouped. Fig. 3.7 shows the statistical comparison of the resulting DSC
derived from my multi-atlas framework as well as that from the STAPLE algorithm
and the single-atlas label propagation. One should note that the Dice similarity may be
of limited use due to the intrinsic variability between the manual labeling protocols in
the two atlas databases. The DSC obtained here should neither be compared with that
derived in the parameter optimisation part nor to the results from Bai et al.’s study [79],
as the comparison here is between two manual segmentations of two different image
dataset acquired at two sites. A one-way ANOVA with the Dunnett method to correct
for multiple group comparison was performed on each of the 24 structures, and mul-
tiple comparisons across all the structures was corrected with FDR (q=0.05). When
compared to the single-atlas method, the proposed multi-atlas framework achieved sig-
nificantly higher parcellation accuracy to parcellate left/right external capsule, left/right
internal capsule, left/right amygdala and right anterior commissure. Compared to the
STAPLE algorithm, significantly higher differences are achieved in the external cap-
sule, anterior commissure and cerebellum for both hemispheres, and amygdala for right
hemisphere. Similar to the result in Section 3.3.2, the improvement from the STEPS
algorithm is more significant for small structures.
Interestingly, the DSC of STAPLE is lower than that of the single atlas method
when parcellating the anterior commissure. It could be due to the fact that the STAPLE
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algorithm assumes that the parcellation errors, for each individual candidate parcella-
tion, are due to random human rater error. However, a large portion of the parcellation
errors here are due to image registration. The anterior commissure is a small structure,
resulting in a relatively low impact on the registration algorithm compared to the con-
trast from surrounding tissues. On the other hand, the STEPS algorithm reduced the
registration-derived parcellation error by taking into account the local image similarity
in the atlas selection [117].
3.3.4 Application to groupwise analysis
Fig. 3.8 shows sample images of parcellation results using the proposed framework
(Fig. 3.8b) as well as using the single-atlas-based method with misregistrations occur-
ring in some regions (Fig. 3.8c, d). The STEPS label fusion algorithm successfully
obtained the correct labels at both regions whereas both single-atlas-based methods
produce inaccurate labels (shown by the red arrow). Statistical analysis between Tc1
Down’s Syndrome and wild type mouse was performed on the volumetric data both
with and without TBV normalisation. A two-tailed paired t-test was performed on each
of the 40 structures. Multiple comparisons were corrected with a false discovery rate
q=0.05 (Fig. 3.9). I compared the statistical result of the proposed framework with the
result of the single-atlas-based method for each of the 9 atlases in the database (Fig. 3.2
and Table. 3.2).
For the unnormalised volumetric data, the proposed framework detected signifi-
cant volume increase in the transchromosomic group in hippocampus, caudate puta-
men, thalamus cerebellum neocortex and rest of the midbrain in both left and right
hemispheres. Conversely, in the single-atlas method, five out of nine atlases (A1 A4
A5 A6 A8) failed to detect all significant volume increases as shown in the proposed
framework, one (A3) showed the same significant result, and one (A9) showed a signif-
icant result on the olfactory bulb which is neither detected by the proposed framework
nor the Tensor-Based Morphometry (TBM) analysis in the original study[197]. This
was possibly due to a larger variance in the single-atlas-based method. On the other
hand, two atlases (A2 A7) showed a significant increase in external capsule which was
not picked up by the proposed framework, although they failed to detect significant
differences either for the thalamus on the left hemisphere (A2) or for the rest of the
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midbrain on the right hemisphere (A7).
For the volume normalised by the TBV, the proposed framework detected signif-
icant volume shrinkage in the cerebellum and olfactory bulb that coincides with the
TBM results reported by the original study, while all the single-atlas-based methods
detected less or no significant volume differences, suggesting less statistical power. It
is worth noting that for the above mentioned single-atlas-based method on A2 and A7,
which revealed additional statistical group differences on external capsule in the un-
normalised data, no statistical differences were observed on any of the structures after
TBV normalisation.
Overall, the proposed framework obtained better statistical power to detect struc-
tural group volume differences when compared with the single-atlas method. Never-
theless, some of the structural volume differences detected by the TBM analysis in the
original study, such as superior colliculus and hypothalamus in the unnormalised data,
and external capsule (posterior part of the corpus callosum) for the normalised data,
were not captured using the proposed framework. This is possibly due to the voxel-
wise nature of TBM techniques, which can detect very local changes, as opposed to the
proposed technique, which can only detect changes in regional volume. Furthermore,
an accurate structural parcellation is not only important for regional volume analysis,
but also for further quantitative analyses such as thickness or shape analysis.
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Figure 3.5: cross-validation result on the in vivo mouse brain atlas MRM NeAt [3]. Com-
parison of the average DSC using the proposed framework, a single-atlas label
propagation method and the STAPLE algorithm. ANOVA were performed, with
multiple comparisons of 40 structures corrected with false discovery rate set to
5%. Error bars represent the standard deviations. (For single-atlas vs. STEPS, *:
0.01<p≤0.05; **: 0.001<p≤0.01; ***: 0.0001<p≤0.001; ****: p≤0.0001; for
STAPLE vs. STEPS #: 0.01<p≤0.05; ##: 0.001<p≤0.01; ###: 0.0001<p≤0.001;
####: p≤0.0001.)
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Figure 3.6: The structural parcellation result of applying my multi-atlas framework to a new
dataset. (A) The MR image from an NUS mouse atlas which is treated as a new
dataset. (B) MR image of the query image overlaid with corresponding manually
labelled anatomical structures considered as gold standard. (C) The same MR im-
ages overlaid with the structural parcellation result after applying my multi-atlas
framework. Top row: coronal view, bottom row: axial view. The discontinuity
shown in axial view of the manual segmentation in (B) is due to the fact that the
manual segmentations are performed in the other view. More discussion about the
lack of manual segmentation protocal for preclinical data comparing to the clinical
data are elaborated in session 3.6.
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Figure 3.7: Validation on the ability of the multi-atlas framework to parcellate structures of
the new dataset. The new dataset is taken from the NUS mouse atlas[79] with
the corresponding manual labels regarded as gold standard. 12 manually parcel-
lated structural labels were included in the comparison which appeared in both
of the two atlas databases. Previously obtained optimised parameter combination
for the MRM NeAt atlas database were used to calculate the DSC. ANOVA were
performed, with multiple comparisons of 40 structures corrected with false discov-
ery rate set to 5%. Error bars represent the standard deviations. (For single-atlas
vs. STEPS, *: 0.01<p≤0.05; **: 0.001<p≤0.01; ***: 0.0001<p≤0.001; ****:
p≤0.0001; for STAPLE vs. STEPS #: 0.01<p≤0.05; ##: 0.001<p≤0.01; ###:
0.0001<p≤0.001; ####: p≤0.0001.)
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Figure 3.8: Sample images comparing the parcellation result of the framework and the single-
atlas-based methods. The selected slices demonstrated that despite some local mis-
alignments in the single-atlas-based method (as shown in red arrows). The STEPS
label fusion algorithm in the framework successfully preserved the correct local
registration in different regions. Structural parcellations are overlaid on the origi-
nal image (in both coronal and sagittal view, A). (B) Structural parcellation result of
a single-atlas-based method with part of the cerebellum misclassified. (C) Another
structural parcellation result of single-atlas-based method with the edge between
olfactory bulb and cortex misclassified. (D) Structural parcellation using the pro-
posed framework.
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Figure 3.9: Statistical comparison of the structural volume difference between groups of Tc1
Down’s Syndrome mouse and wild type. A) Volumetric comparison of the un-
normalised data; B) To eliminate the fact of the head size variation, the structural
volumes were also normalised by total intracranial volume. Two-tailed paired t-
tests were performed to compare the structural volumes of the wild type and the
transchromosomic group for each of the 40 structures. Multiple comparisons are
corrected with false discovery rate q=0.05. Error bars represent the standard de-
viations. (*: 0.01<p≤0.05; **: 0.001<p≤0.01; ***: 0.0001<p≤0.001; ****:
p≤0.0001)
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3.3.5 Mirroring process for doubling the atlas number
I investigated the parcellation accuracy of my multi-atlas framework by applying it to
the original left/right hemisphere separated atlas database as well as to the database in-
cluding the mirrored atlases, with the optimal parameter combination for each database.
The parcellation accuracy was presented in terms of DSC for each structure (Fig. 3.10).
A two-tailed paired t-test was performed on each of the 40 structures. multiple com-
parisons across all the structures is corrected with False Discovery Rate (FDR) set to
q=0.05.
Although there is a tendency of increase in the DSC, no significant differences
remain after correcting for multiple comparisons (Fig. 3.10). This result shows that the
improvement related to the inclusion of the flipped version of the atlases is not obvious,
probably due to the small number of available atlas in the database.
3.4 Open source efforts
This section lists the essential tools developed within the multi-atlas label fusion frame-
work. The intention is to make the code open source, in order to make the research
output sustainable and transferable.
The tools in this package has been made available online3, and publicly available
on github4. The code is built upon two software packages in the NifTK platform -
NiftyReg5 and NiftySeg6 - which are also open source softwares. The code has been
distributed in two versions. Version one is for running on a single workstation; version
two is for high-throughput parallel computing on the cluster (deployed with Oracle®
grid engine). The codes have been tested on both Unix/Linux-based environment and
Windows-based environment. Following is the list of the essential commands in the
open source tool package, along with their corresponding function and usage.
“mask” : Performing the initial rough brain extraction based on affine registration and
STAPLE label fusion algorithm.
- Input parameter 1: Name of the query image file
- Input parameter 2: Name of the atlas database folder
3http://cmic.cs.ucl.ac.uk/staff/da_ma/Multi_Atlas/
4https://github.com/dancebean/multi-atlas-segmentation
5http://sourceforge.net/projects/niftyreg/
6http://sourceforge.net/projects/niftyseg/
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Figure 3.10: Comparison of atlas database with or without the flipped atlases. DSC of each
structures was obtained by applying the framework to the database with only
left/right hemisphere separated atlases and the database with mirrored atlases,
using the optimal parameter combination for each database. Two-tailed paired
t-tests were performed, with multiple comparisons of 40 structures corrected with
false discovery rate set to 5%, Error bars represent the standard deviations.
- Input parameter 3 (Optional): Name of the file containing user-defined non-default
parameter
- Output: the resulted mask file will be saved in the folder named as “mask”.
“parcellation” : Performing non-rigid image registration and label fusion.
- Input parameter 1: Name of the query image file
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- Input parameter 2: Name of the brain mask for the query image file (can be manually
delineated mask or result from the “mask” command). - Input parameter 3: Name of
the atlas database folder
- Input parameter 4 (Optional): Name of the file containing user-defined non-default
parameter
- Output: the resulted mask file will be saved in the folder named as “label” under the
current directory.
“STEPS_optimisation” : Performing the leave-one-out validation to parameter op-
timisation for the atlas database of choice based on the dice similarity measurement
between the manual label ground truth and the parcellated labels from the “paracella-
tion” command. - Input parameter 1: Name of the atlas database folder
- Output: the result table of dice score will be saved in the folder named “Dice_Score”
under the current directory.
3.5 Sample applications of the framework
The multi-atlas-based structural parcellation framework for mouse brain MRI has been
successfully applied to various studies, either in disease progression or drug treatment.
3.5.1 Application to the longitudinal accessment of disease pro-
gression and potential treatment
In the first example, the structural parcellation framework is applied in a study to de-
termine the structural volumes as a morphological indicator of disease progression and
potential drug treatment. The image data were acquired and provided by my colleagues
Jack Wells and Holly Holmes at Centre for Advanced Biomedical Imaging (CABI).
Three mouse groups were included in the study: 1) wild type mouse, 2) transgenic
mouse (rTg4510), which overexpresses the Tau protein and under no treatment, and
3) rTg4510 mouse with continuous oral treatment of doxycycline. Each animal was
scanned at 3 time points: 3.5 months, 5.5 months and 7.5 months after birth. The
structural parcellation result successfully captured the progressive volume shrinkage in
both the region with high Tau burden (cortex and hippocampus), as well as the reduced
volume shrinkage in the doxycycline treated group (Fig. 3.11).
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Figure 3.11: (Left) Sample images of each group and its corresponding parcellated structural
labels at each time point for (A) wild type group, (B) transgenic group with
treatment, and (C) transgenic group without treatment. (Right) The longitudi-
nal volume change of the region including hippocampus and cortex, both (D)
with and (E) without normalisation to the TBV). Error bars represent the stan-
dard error of the mean. Wildtype vs. untreated rTg4510s: **: 0.001<p≤0.01;
***: 0.0001<pzleq0.001; ****: p≤0.0001. Wildtype vs. treated rTg4510s: + =
0.01<p≤0.05; ++++ = p≤0.0001. Treated rTg4510s vs. untreated rTg4510s: – =
0.001<p≤0.01; —- = p≤0.0001.
3.5.2 Application to rat hippocampus segmentation to access effect
of treatment
The other example is a study conducted by my colleague Duffy et al. [201] to evalu-
ate the effect of dexamethasone on the cerebral edema and brain injury from lithium-
pilocarpine induced status epilepticus. The structural parcellation framework was used
to measure the total brain volume, as well as the hippocampus volume using rat.
Four animal groups were included in the study: 1) control group, 2) group with sta-
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tus epilepticus (SE); 3) SE rat receiving 10 mg/kg dexamethasone sodium phosphate
(SE-DEX10) and 4) SE rat receiving 2 mg/kg dexamethasone sodium phosphate (SE-
DEX2). The results showed that the group with dexamethasone treatment are asso-
ciated brain volume shrinkage and hippocampus volume reduction (Fig. 3.12), which
is in-line with other findings in the study. This lead to the conclusion that the dex-
amethasone actually exacerbates the cerebral edema and brain injury in the case of
lithium-pilocarpine induced.
Figure 3.12: Application of the framework on rat hippocampus segmentation in study drug
treatment. Top Row: representative images of automated parcellation of the hip-
pocampus in a (A) control rat and (B) post-status epilepticus rat. Bottom row:
quantitative result of the structural pipeline including the (C) total brain volume
and (D) hippocampal volume of control groups (green) and different treatment
(blue, red and orange). Figure taken from [201].
The framework has also been used to compare the structural volumetric analysis
between in vivo and ex vivo imaging, and will be discussed in more detail in Chapter 4.
3.6 Discussion
Previous studies have shown successful applications of such multi-atlas label propaga-
tion and fusion techniques in a clinical context, to detect volumetric variation of brain
structures such as ventricles and hippocampi [7, 114]. In this study, the results denote
3.6. Discussion 87
that with a relatively limited number of available atlases in the database when compared
with clinical studies, the structural parcellation of pre-clinical data can be significantly
improved when compared to previous approaches [97, 98]. I have also demonstrated the
ability of the proposed framework to use existing atlas databases to parcellate images
acquired at different sites. I also tested its ability to detect brain structure volumetric
changes in genetically modified pathological animal model.
In order to assess the pre-clinical relevance of the proposed framework, further
work could include statistical power analysis. For example, would the improved
method be able to detect the same amount of change by using fewer samples, or what
level of subtle change can be detected using the new method with the same amount
of data? van Eede et al. [202] recently proposed a method to generate an artificial
deformation field to test registration sensitivity, which could also be used to generate
simulated volume changes.
3.6.1 Parameter optimisation related issues
The optimised STEPS parameters were chosen based on the average DSC over all the
structures and across all samples in the atlas database. However, one should note that
the DSC is intrinsically biased towards large structures (e.g. hippocampus and neo-
cortex), while small structures (e.g. external capsule, anterior commissure) are more
sensitive to local registration errors and inter-atlas morphological variation. However,
as shown in Fig. 3.3B & C, studies interested in parcellating only certain structures can
obtain the optimised parameter combinations following this framework by considering
only the DSC for the specific structures of interest.
As demonstrated in section 2.5 and 3.3, when dealing with new data, there is
likely to be no manually delineated labels associated with the data. As a result, it is
impossible to further improve the parameters for the pipeline. Moreover, as shown in
Fig. 3.3, the parameter optimisations reach a plateau around the optimal value. This
indicates that the proposed framework is robust to variation in this region of the param-
eter space. As a result, small deviations of the parameter values have a small impact
on the overall parcellation performance. When applying the pipeline to a set of unseen
data from another study, the parcellation error derived from image registration would
increase. Considering the two parameters of interest, the “Kernel standard deviation”
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of LNCC is directly related to the image registration error, while the number of selected
atlas is more related to the statistical power of the label fusion. It is shown in Fig. 3.3
that the “Kernel standard deviation” has less effect in the parcellation accuracy when
compared to the number of selected atlases. As a result, the optimised parameters ob-
tained through the leave-one-out cross-validation are a reasonable approximation when
parcellating the new data.
3.6.2 Image registration related issues
Most image similarity measurements used in registration algorithms are governed by
high contrast edges. The registration accuracy in regions with low contrast is limited.
For the neighbouring anatomical regions that lack contrast in between, the registration
algorithm will have to rely on the regularisation term rather than on image features for
accurate matching [203, 86]. This can lead to a decrease in parcellation performance. In
addition, the atlases used for the proposed multi-atlas framework are limited in number
and are T2* weighted, which might impede their direct application to images acquired
with different contrast. However, the NMI used in this framework for image similarity
measurement has been shown to be less dependent on image contrast, and is currently
commonly used to compare image similarity between multi-modal images [204].
3.6.3 Current limitations in mouse brain studies
Compared to human brain MRI structural parcellation studies [109, 117, 114], the avail-
ability of mouse brain atlas databases is limited, and subsequently, the performance of
label fusion techniques is reduced. To the best of my knowledge, there are currently
only two in vivo mouse multi-atlas databases that are publicly available [79, 3]. The
amount of available databases, as well as the number of atlases in each database, is far
from ideal. Although Chakravarty et al. [205] improved the parcellation accuracy by
introducing an artificial intermediary multi-atlas database from a single-atlas, it does
not address the problem of insufficient data and morphometric variability.
Previous studies have shown improved structural parcellation result by including
the flipped mirror images of the atlas to double the database size [117, 114, 102, 200].
However, when testing on the MRM NeAt atlas database, the improvement of such
process is limited (Fig. 3.10). This might be due to the small number of atlases avail-
able in the database, which reduces the chance to get better local morphological match
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from the flipped images for the label fusion algorithm to benefit from, while additional
registration error is introduced in other regions due to the brain asymmetry. Further-
more, MRI has been used to measure the asymmetry of adult mouse brains [206], and
a recent study using optogenetics conducted by Michael et al. [207] also showed dif-
ferences between the left and right hippocampal plasticity. Given such lateralisation of
the brain, further validation is still necessary to assess the anatomical viability of such
flipping process.
Within the field of clinical research, there are well documented and standardised
protocols for manual labelling of brain structures [208, 209, 210], but equivalent infor-
mation lacks in the case of mouse brain MRI study. The unclear nature of the anatomi-
cal standardisation and vague definitions of the structure labeling protocol also reduces
consistency between human raters. Furthermore, manual labeling is considered as the
gold standard to evaluate parcellation accuracy, and is used for comparison to assess the
performance of automatic parcellation methods. This makes the intra- and inter-rater
labelling variability crucial as it represents the theoretical upper bound of any auto-
matic method performance. Such variability has not been fully assessed in mice, which
makes it difficult to determine the potential improvement that an algorithm can achieve.
Most of the available publications about mouse brain MRI atlas construction, either in
vivo or ex vivo, single-atlas-based or multi-atlas-based, lack clear guidance about the
protocol for manual labeling of structures [73, 78, 3, 91]. However, efforts are being
made to address this. Bai et al. [79] included a detailed protocol for manual labelling
of every structure that is parcellated in the in vivo atlas they released (in supplementary
material). More recently, Ullmann et al. [80, 81, 82] and Richards et al. [47] from the
Australian Mouse Brain Mapping Consortium described a detailed structure labeling
protocol on the minimal deformation atlas for ex vivo MR images on the C57BL/6J
mouse, which provided further information for parcellating sub-regions of the neocor-
tex, hippocampus, cerebellum, and basal ganglia; this could be a safer guideline for
future investigations. Those studies will eventually lead to a standardised consensus
protocol for manual structural labelling of mouse brain MRI.
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3.7 Conclusion
In conclusion, this chapter presents a fully automated multi-atlas framework for struc-
tural parcellation of mouse brain data. The proposed work includes pre-processing
techniques such as brain extraction and intensity non-uniformity correction using N3,
an efficient non-rigid registration algorithm, and a locally-weighted multi-atlas label
fusion method - STEPS. Validation of the framework showed consistent and accu-
rate parcellation performance compared to single-atlas-based method as well as global-
weighted multi-atlas-based method, and has also been successfully applied to several
different studies.
Chapter 4
Comparison of in vivo and ex vivo
imaging biomarkers
4.1 Introduction
Brain structural volume is a widely accepted neuroimaging biomarker to study brain
physiopathology. During the experimental design of the preclinical imaging studies,
the choice has to be made whether to scan animals post-mortem or alive. While the
former is usually superior in terms of image quality thanks to the prolonged scanning
time, lack of motion artefact and sometimes contrast enhancement agent, the latter
has the advantage of better representing the underlying true physiology without distor-
tion from the post-mortem process, and the potential to follow longitudinal structural
change. In order to understand how these differences in the image quality affect the
sensitivity of structural parcellation, I compared the volumetric analysis of in vivo and
ex vivo brain MRI both acquired from the same cohort of adult mice with the op-
timised acquisition protocols. I used a multi-atlas structural parcellation framework
developed in Chapter 3 to determine whether volumetric analysis is able to detect the
presence of structural changes from in vivo to ex vivo data due to animal death and fix-
ation/perfusion processes, and how these differences affect the statistical analysis. The
result demonstrated uneven distribution of volumetric changes from in vivo brains to ex
vivo brains. In addition, the volumetric analysis of the in vivo and ex vivo data showed
similar statistical power to differentiate between two animal groups.
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4.2 Methods
4.2.1 Experimental data
I used image data acquired from 8 female FVB/NCrl wildtype mice. Images were
acquired and provided by my colleagues Jack Wells and Holly Holmes at Centre for
Advanced Biomedical Imaging (CABI). For the sake of completeness, imaging acqui-
sition protocol and scanning parameters are described in detail here.
Imaging was performed with a 9.4T VNMRS horizontal bore scanner (Agilent
Inc). Animals were firstly scanned in vivo at 7.5 months after birth. For the in vivo
imaging, a 72 mm inner diameter birdcage volume coil (Rapid Biomedical) was used
for FR transmission and a 4 channel array head coil (Rapid Biomedical) was used
for signal receiving. T2 weighted images were obtained using a 3D fast spin-echo
sequence. A 3D T2-weighted sequence was employed with parameters: FOV=19.2
mm × 16.8mm × 12.0 mm; resolution 150 µm × 150 µm × 150 µm; TR = 2500 ms,
TEeff = 43 ms, ETL = 4, NSA = 1. (The in vivo image data have been published by
Wells et al. [211]).
The animals were sacrificed immediately after the in vivo imaging. An active
staining technique was employed to enhance the contrast for ex vivo imaging, by per-
fusing the animal and soaking the decapitated head in buffered formal saline and 8mM
Magnevist solution for 9 weeks [21]. An imaging gradient set with a 60 mm inner
diameter (SGRAD 115/60/HD/S, Agilent Technologies UK Ltd., Berkshire, UK) was
used. A 35mm birdcage RF coil was used for RF transmission and signal detection. A
custom-build three brain holder (developed by my colleague Yichao Yu at Centre for
Advanced Biomedical Imaging (CABI)) was used to acquire high resolution ex vivo
images of multiple brains simultaneously. A 3D spoiled-gradient echo sequence was
implemented for structural imaging with parameters: FOV = 32 mm × 25 mm × 25
mm; resolution = 40 µm × 40 µm × 40 µm; TR = 17 ms; TE = 4.54 ms; flip angle =
51◦; NSA = 6.
Since the in vivo and ex vivo images were scanned using different RF coils, the
shift of the coil gradient was calibrated to eliminate the scaling effect [212]. To mimic
the real case scenario, the acquisition protocols for in vivo and ex vivo imaging are
designed and optimised separately to get the best possible images for both cases. How-
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ever, the fact that different acquisition protocols generate different image contrast may
introduce bias towards the image registration and have potential effect to the final quan-
tification of structural volume. This issue will be discussed in more detail in section 4.4.
To study and compare the power of in vivo and ex vivo measurement to detect
the volume differences between groups, image data from genetically modified mice
(rTg4510) is used which model Alzheimer’s disease by overexpressing mutant human
tau protein, leading to the Tau neurofibrillary tangles (NTF) pathology [213]. The
rTg4510 mice, which are littermates of the FVB/NCrl wildtype mice, were licensed
from the Mayo Clinic (Jacksonville Florida, USA) and bred for Eli Lilly by Taconic
(Germantown, USA) [211]. The rTg4510 dataset consisted of 17 animals, of which 10
received no intervention (untreated group), and the remaining 7 were orally fed with
doxycycline mixed chow to reduce the overexpression of mutant (human) tau from
4.5 months (treated group). Animals in both the treated and untreated groups were
underwent the same in vivo and ex vivo scanning protocols as their wildtype littermates.
4.2.2 Automatic structural parcellation
The brain structures were extracted using the multi-atlas segmentation propagation
framework I previously developed which has been evaluated extensively on both in vivo
and ex vivo mouse brain image data [214]. I used a publicly available atlas database
created by Ma et al. which includes both in vivo [3] and ex vivo atlases [78]. The
images from the atlas were firstly globally registered to the test images with a symmet-
ric block-matching approach [185, 186], followed by a local registration step with a
symmetric scheme based on a cubic B-Spline parametrisation of a stationary velocity
field [86, 183, 186]. Image similarities are measured using normalised mutual infor-
mation. The registered structural labels were then fused based on ranking using local
normalised cross correlation similarity measurements [117].
4.2.3 Volumetric analysis
4.2.3.1 Structural volumetric analysis of in vivo and ex vivo images
As mentioned in the introduction, previous clinical and preclinical studies showed dif-
ferent or even controversial results regarding volume shrinkage from in vivo to ex vivo
brain. With the structural volume information readily available from the automatic
structural parcellation framework, I aimed to validate such structural volume changes
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in the mouse brain, when imaged either in vivo or ex vivo in the same cohort. The
metrics of interest comprise correlations between structural volumes of in vivo and ex
vivo data, here defined as the Pearson product-moment correlation coefficient.
4.2.3.2 Relative structural volume difference
The correlation test alone is not capable of detecting systematic bias when assessing
the consistency of two measurements. In medical research, a Bland-Altman plot is
often used to illustrate the agreement or difference of two measurements, which plots
the measurement differences on the y axis with respect to the mean measurement value
on the x axis [215, 216, 217]. Here, I use the Bland-Altman plot to investigate the
distribution of the difference between the in vivo and ex vivo measurement for each
individual structure. It is recommended by Pollock et al. [218] that, when the variability
of the measurement differences is related to the magnitude of the measurements, one
should plot the proportional difference in the magnitude of the measurements on the
y axis of the Bland-Altman plot instead of the absolute difference. Here in this study,
since the structural volume difference is indeed directly related to the structural size, I
plotted the difference in structural volume in proportion to the mean structural volume
against the mean structural volume, D(x,y), for each structure, where:
D(x,y) = (
Vin+Vex
2
,
Vin−Vex
(Vin+Vex)/2
) (4.1)
in which Vin is the volume of the structure in the in vivo image, and Vout is the volume
of the structure in the corresponding ex vivo image.
To further investigate whether the observed volume difference was statistically
significant, I further examined the volume difference between the in vivo and ex vivo
measurements through paired statistical t-test for all the parcellated structured. All tests
were corrected for multiple comparisons with a false discovery rate (FDR) of 0.05.
4.2.3.3 Statistical power comparison
As an analytical imaging biomarker, it is important to assess the ability of the volu-
metric analysis to characterise and classify subjects from different groups (e.g. distin-
guishing normal population from genetically altered animals or diseased animals, or
detecting drug efficiency on disease animals with or without treatment). In this sec-
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tion, I aim to investigate whether the improved image quality (e.g. resolution) of the ex
vivo data can and increase the power of the volumetric analysis to discriminate between
groups. The images from the rTg4510 mouse were adopted, and an unpaired statisti-
cal t-test were performed on the volumes of all the parcellated structures between the
treated group and untreated group, for both the in vivo and ex vivo data. I also compared
the structural volumes normalised by the total brain volume, which have been shown
previously to increase the statistical power in the study by Lerch et al. [138]. The sta-
tistical tests were performed with and without normalisation. All tests were corrected
for multiple comparisons with a false discovery rate (FDR) of 0.05.
4.3 Results
Figure 4.1: Representing images of the (A) in vivo image and (B) ex vivo image. The ex vivo
images possess better resolution and contrast, which could potentially lead to less
partial volume effect as well as better image registration. Red arrow indicates an
example of collapsed ventricles.
4.3.1 Automatic structural parcellation
After the structural parcellation, both the in vivo and ex vivo wildtype mouse brain
images are segmented into 37 functional structures as defined in the mouse brain at-
las (Fig. 4.1). The ex vivo image quality is superior both in terms of resolution and
signal contrast. However, it can also be observed from the images that the ventricles,
which can be clearly observed in the in vivo images, collapse in the post-mortem brain
as shown in the ex vivo images, which are captured by the structural parcellation (as
shown in Fig. 4.1 red arrow). It is worth noting that, in some extreme cases in which
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the entire ventricles collapses, there are potentially underestimated deformation during
image registration because of the topological change, resulting underestimated volume
changed.
4.3.2 Volumetric analysis
Figure 4.2: The structural volumes correlation of the in vivo data versus the ex vivo data. The
Pearson correlation coefficient (R2) is 0.98. Red arrow: ventricle; purple arrow:
olfactory bulb; blue arrow: cerebellum; green arrow: neocortex.
The next step is to investigate whether these confounding factors between the two
volume measurements (in vivo and ex vivo) affect the data analysis and conclusion. As
expected, there is a strong correlation between the structural volumes of the in vivo
parcellation result and the ex vivo parcellation result. (R2=0.98), (Fig. 4.2).
However, the correlation coefficient is not sensitive to systematic bias when as-
sessing the consistency of two measurements. When comparing the brain volumes
between in vivo and ex vivo (with the ventricle excluded), a significant (paired t-test,
p<0.0001) average total brain volume loss of 9.5% was observed in the wildtype ani-
mal, which is in line with previously reported findings [3]. (The total brain volume loss
is 9.6% for the untreated group, and 9.3% for the treated group, both differences are
significant, paired t-test, p<0.0001.) To evaluate whether or not this volume change is
a systematic effect that is consistent across different structures, I assigned the value of
the proportional structural volume difference to the corresponding structural labels for
better visualisation (Fig. 4.3). It can be observed that most regions shrank by a small
amount, with ventricles being the most affected region. For some small structures such
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Figure 4.3: Colour-map showing the normalised structural volume difference on each of the
corresponding labelled structures. Note that for anterior commissure (dark red),
fimbria (light red), internal capsule (orange) and central grey (yellow), the ex vivo
volumes are significantly larger than the in vivo volume.
as the central gray, globus pallidus, internal capsule, fimbria and anterior commissure,
the ex vivo measure of the volume size appeared to be bigger in ex vivo images when
compared to in vivo measurements.
I then used the Bland-Altman plot to investigate the proportional difference of
the structural volume measured from in vivo and ex vivo data. The Bland-Altman plot
(Fig. 4.4) demonstrated the volume difference of the in vivo and ex vivo volume mea-
surements proportional to the mean structural volume for the wildtype animals. The
-110% volume change of the ventricles (indicated by the red arrow) reflected the col-
lapse of the ventricles from in vivo to ex vivo. If the volume shrinkage is uniformly
distributed with ventricles excluded, the volume difference of each structure should be
proportional to its volume, and all the values would be similar to each other. How-
ever, the Bland-Altman plot shows variation of structural difference which indicates
non-uniform distribution of the volume shrinkage from in vivo to ex vivo. Specifically,
the volume of the olfactory bulb (purple arrow) shrinks around 30% from in vivo to
ex vivo, the shrinkage of the cerebellum (blue arrow) is 10%, while there is negligible
volume shrinkage in the cortex (green value). The relatively larger proportional volume
difference for small structures might be due to the partial volume effect which becomes
more predominant when the structure size is smaller.
When examining the volume difference between the in vivo and ex vivo measure-
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Figure 4.4: Bland-Altman plot showing the mean proportional volume difference between in
vivo and ex vivo measurements with regard to the structural size for the wild type
animals. Light grey area: 95% limit of agreement between in vivo and ex vivo
measurement (with ventricles included); dark grey area: 95% limit of agreement
(with ventricles excluded). Red arrow: ventricle; purple arrow: olfactory bulb; blue
arrow: cerebellum; green arrow: neocortex.
ments through paired statistical t-test (Fig. 4.5), difference in the neocortex, inferior
colliculi, caudate putamen and the rest of the midbrain on both sides of the brain were
not found to be the statistically significant, which confirms the conclusion that the vol-
ume change is not equally distributed across structures. There is a noticeable large
volume shrinkage of the olfactory bulb. A possible explanation of such volume differ-
ence might be due to the connected olfactory nerves, which is attached to the olfactory
bulb without clear boundary, can can be over-segmented in the in vivo images with
lower resolution. In addition, the statistically significant volume shrinkage of the cau-
date putamen and amygdala appears only on left side of the brain, indicating that the
level of brain shrinkage might not be symmetrical for these two structures, which might
further reflect some intrinsic asymmetry property of the brain. For the small structures
such as central gray, globus pallidus, internal capsule, fimbria and anterior commissure,
the volume increases from in vivo to ex vivo measurement are significant.
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Figure 4.5: Statistical comparison of in vivo and ex vivo structural volumetric measure-
ment. Error bars represent the standard deviations. (*: 0.01<p≤0.05; **:
0.001<p≤0.01; ***: 0.0001<p≤0.001; ****: p≤0.0001.)
4.3.3 Statistical power comparison
In order to compare the statistical power of the volumetric analysis between in vivo
and ex vivo measurement, I used the rTg4510 transgenic mouse which overexpresses
mutant human Tau leading to neurofibrillary tangles to model AD, and compared the
brain structures of animals with or without doxycycline treatment to suppress tangle
pathology. Unpaired two-tailed statistical t-tests for both measurements were used to
compare the individual structural volumes between the treated and untreated groups
(Fig. 4.6 and Fig. 4.7). Both the unnormalised and normalised volumes were tested.
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For the unnormalised data, both the in vivo and ex vivo results showed significant
volume differences between the treated and untreated groups for neocortex and hip-
pocampus (both left and right) and left external capsule. Significant difference for left
caudate putamen was detected in in vivo image but not in ex vivo, and for cerebellum
was detected in ex vivo image but not in in vivo. Additionally, significant ventricular
shrinkage was detected by the in vivo measurement, while the ventricles collapsed in
the ex vivo data for both the untreated and treated groups, resulting in no significant
difference between the groups (Fig. 4.6).
Similar results were obtained after the structures were normalised: comparable
volumetric differences were found in both in vivo and ex vivo measurements (Fig. 4.7),
with significant ventricular shrinkage was detected by the in vivo measurement but not
the ex vivo measurement.
4.4 Discussion
When studying brain imaging, one has to choose whether to scan animals in vivo or
ex vivo when designing the experiments. It is sometimes a controversial choice as
each of the paradigm has its own strengths and weaknesses. In this study, I aimed to
investigate how this choice of paradigm will affect the volumetric analysis, by using
the previously extensively evaluated accurate multi-atlas-based automated mouse brain
structural parcellation framework.
I first parcellated sets of in vivo and corresponding ex vivo images of wildtype
mouse brain, using the method developed in Chapter 3. I then compared the in vivo
and ex vivo volume measures for each individual structure. The result showed that
the total brain volume change from in vivo to ex vivo mouse brain is not uniformly
distributed across different structures: while some regions shrank to various degrees,
others increased in size and some had little or no change in volume.
I also applied the structural parcellation to transgenic mice modelling AD, where
one group underwent no treatment, while the other group treated with doxycycline
to suppress the expression of the transgene. Both the in vivo and ex vivo measure-
ments provide comparable statistical significance on structural volume to distinguish
the treated and untreated groups.
The ventricular expansion is an important neuroimaging biomarker for neurode-
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Figure 4.6: Statistical analysis to compare the unnormalised individual structural volume of the
treated and untreated group on both (A) in vivo and (B) ex vivo data. All tests were
corrected for multiple comparisons with a false discovery rate (FDR) of 0.05. Error
bars represent the standard deviations. (*: 0.01<p≤0.05; **: 0.001<p≤0.01; ***:
0.0001<p≤0.001; ****: p≤0.0001.)
generative diseases such as Alzheimer’s Disease and potential treatment [219, 220].
The result of this study showed that the in vivo volumetric measurement can detect the
significant volume difference between treated and untreated groups, while the ex vivo
measurement failed to do so due to the ventricular collapse and the loss of ventricular
CSF in the post-mortem brain tissue preservation process.
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Figure 4.7: Statistical analysis to compare the normalised individual structural volume of the
treated and untreated group on both (A) in vivo and (B) ex vivo data. All tests were
corrected for multiple comparisons with a false discovery rate (FDR) of 0.05. *:
Significant difference between the wildtype and the transchromosomic group. Er-
ror bars represent the standard deviations. (*: 0.01<p≤0.05; **: 0.001<p≤0.01;
***: 0.0001<p≤0.001; ****: p≤0.0001)
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Previous clinical and preclinical studies showed contradictory conclusions about
the volumetric loss from in vivo to ex vivo brain. No significant volumetric loss was
detected in the study by Kotrotsou et al. [142] and Oguz et al. [143], while the studies
of Schulz et al. [141], Ma et al. [3] and Zhang et al. [140] showed various levels of
volumetric loss. The results of this study agree with the study by Schulz et al., Ma et
al. and Zhang et al.. Specifically, all three studies reported large volumetric loss of the
ventricles due to the CSF leakage (85.7% in this study, 78.6% from Ma et al. and 97.3%
from Zhang et al.). In addition, the results of this study also agree with the findings of
Schulz et al. [141] that the volumetric change is unevenly distributed. The volumetric
change during the post-mortem fixation and the perfusion process varies in different
studies, possibly due to factors such as animal strain differences, pathological model
diversity and protocol variation. These various factors might impact on the accuracy
and reliability of the quantitative measurement of the ex vivo data.
Given the advantage and disadvantage of both the in vivo and ex vivo images, one
should not be treated as the gold standard over the other. In the current study, both in
vivo and ex vivo images were acquired under different imaging protocols with different
scanning sequences and coils to acquire images with optimised quality in both cases.
The measured volume difference might be due to the actual biological difference, but
may also be affected by the differences coming from the image acquisition protocols.
The artefacts coming from the spin echo sequence for the in vivo imaging and that from
the gradient echo sequence for the ex vivo imaging inevitably have different effects
toward the acquired images and also the final volumetric analysis results. In this study,
the gradient for each coil are calibrated to reduce the corresponding bias. However,
in order to have a bias-free comparison to accurately assess the volume change, the
same acquisition protocol (same coil and acquisition sequence) can be used for both
in vivo and ex vivo imaging for volumetric comparison, which will eliminate some
confounding factors from images, such as resolution-varying partial volume effect and
gradient bias. Seperate experiments are needed to evaluate the degree of the effect.
Through simulated statistical analysis, Lerch et al. [138] concluded that ex vivo
imaging is preferable for study measuring relative volume (normalised to the TBV)
while in vivo experiments is a better choice for absolute volume measurements. The
result of this chapter shows comparable statistical analysis results between in vivo and
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ex vivo brain MRI image data for volumetric measurements both with and without
normalisation.
The statistical result in this study includes structures with different size, with vari-
ous volume change from in vivo to ex vivo. However, the conclusions might be different
for data with smaller effect size in terms of volumetric difference. A thorough power
analysis is necessary to determine the appropriate sample size required for a specific
effect size.
In the field of preclinical imaging research, the choice of experimental design
is expected to shift from histology to ex vivo imaging, and later to in vivo imaging.
Such a shift in imaging paradigm will not only enable longitudinal assessment of the
neuroanatomical changes, but will also help reduce the unnecessary sacrifice of animals
in preclinical studies.
It has been shown in previous histology studies that both the fixation and perfusion
process caused tissue shrinkage [221, 222]. Recently, Halbach et al. [223] proposed an
alternative method to conduct post-mortem ex vivo imaging directly after sacrifice, to
prevent the potential volume change in the fixation and perfusion process. While this is
an interesting alternative solution, the necessity to counteract fast post-mortem tissue
degradation imposes experimental complexity as well as uncertainty [224]. Further
difficulties arise when we consider the long scanning time of the ex vivo imaging which
may amount to several hours, and the reusability of the samples for potential histology
study afterwards.
I used an atlas-based method to extract the entire brain from the original in vivo
and ex vivo images, which necessitates some manual correction to exclude remaining
CSF surrounding the brain tissue as well as intracranial nerves. A better, more accurate
way to extract the brain would be to use a tissue classification technique, which uses
expectation maximisation to update the tissue probability for each voxel, including
grey matter, white matter, CSF, and non-brain tissues [225, 226, 227]. However, a
tissue probability map is necessary as prior information to initialise the expectation-
maximisation procedure. The current limitation in mouse brain MRI studies is the lack
of an accurate tissue probability map [228]. A tissue classification framework with
accurate tissue probability map would be beneficial for future preclinical studies.
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4.5 Conclusion
In conclusion, the results of this chapter demonstrate non-uniformly distributed struc-
tural volume change from in vivo to ex vivo measurements across the entire brain. How-
ever, interestingly, both in vivo and ex vivo results demonstrated similar discriminatory
power when comparing the volume difference between two groups of mice, except that
in vivo measurements showed ventricular shrinkage in the treatment group, in which
the effects of the mutant Tau gene are suppressed, while ex vivo measurements did not
due to the ventricular collapse in the post-mortem brain tissue preparation.
Chapter 5
Mouse cerebellar cortical sublayer
thickness estimation through Purkinje
layer extraction
5.1 Introduction
The morphology of the cortex has been widely used as a quantitative imaging biomarker
in studies of neurodegenerative diseases, such as Alzheimer’s disease or Down’s Syn-
drome, for both clinical preclinical studies. Most studies about cortical thickness anal-
ysis focused on the cerebellar cortex, while little attention has been drawn to the cere-
bellum.
Recent studies comparing high-field MRI of cortical grey matters with histological
staining [229, 230] showed that the variation of iron and myelin content in different cor-
tical layers produced MR contrasts which reflect the local laminar architectures. With
the administration of Gd-DTPA such inter-layer contrast can be further enhanced [231].
Marques et al. [232] also demonstrated the ability of T2*-weighted images of cerebel-
lar cortex to reveal the contrast between the cortical sublayers - the grannular layer, the
Purkinje layer and the molecular layer. It is thus interesting to utilise such information
revealed in MR to infer detailed morphological information of each cerebellar cortical
sublayers.
This chapter introduces the framework I developed to estimate the layer thickness
of mouse cerebellar cortex from the high resolution ex vivo mouse brain MRI. This
framework takes advantage of the information embedded in the data, and obtains ac-
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curate extraction of the middle Purkinje layer through surface segmentation and, when
not visible, extrapolates it from the laminar layer model of the cortex. The frame-
work explores and extends the conventional Laplace-equation-based cortical thickness
estimation method to multiple sublayers. The extracted Purkinje layer enables the esti-
mation the thickness of two other sublayers (i.e. the granular, and the molecular layer).
The framework has been evaluated on high resolution ex vivo T2* MRI data ac-
quired from mouse models of Downs’ Syndrome (TC1) with gadolinium contrast en-
hancement to get the optimised tissue contrast among cortical sublayers (detailed ac-
quisition protocol are described in section 5.3), and found reduced cortical and layer
thicknesses in the transchromosomic group, which agrees with previous histological
study of such disease model [174]. However, this framework cannot be applied to the
in vivo MRI yet due to the limitation of the resolution and contrast, even with optimised
acquisition protocol (Figure 4.1 A in section 4.3).
To the best of my knowledge, this is the first time the cortical thickness analysis of
MRI has been used to study the mouse cerebellum, and is the first study that managed
to extract and measure the thickness of the cortical sublayers.
5.2 Methods
The overall pipeline of the proposed framework is presented in Fig. 5.1. The first part
of the framework includes the extraction of the cerebellum cortex (Section 5.2.1), the
fissure extraction (Section 5.2.2) and the parcellation of the cerebellum based on the
functional characteristics of the tissues (Section 5.2.6). The second part includes the
extraction of the Purkinje layer (Section 5.2.3), which enables the estimation of the sub-
layer thickness (Section 5.2.5). The Purkinje layer extraction is achieved through three
substeps: the planar structure filtering, the laminar layer estimation and the surface
extrapolation.
In the following sections, I will describe each step of the framework’s pipeline in
detail.
5.2.1 Cerebellar cortex extraction
Cerebellum extraction. First of all, the cerebellum is extracted from the original MR
images. I use the multi-atlas structural parcellation framework described in Chapter 4
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Figure 5.1: Schematic diagram of the proposed framework.
with a publicly available ex vivo atlas database created by Ma et al. [78] to obtain
an accurate structural parcellation (Fig. 5.2 red). A symmetric block-matching ap-
proach [185, 186] is used for the global registration steps, a symmetric scheme based
on a cubic B-Spline parameterisation of a stationary velocity field [86, 183, 184] is em-
ployed for the local registration stages. Normalised mutual information is used to mea-
sure the image similarity in both the global and local image registration steps. Structural
labels are fused based on a ranking stragegy using local similarity measurements [117].
Figure 5.2: Representative images of (A) the cerebellum in the original gadolinium enhanced
ex vivo mouse brain MRI, (B) overlaid with the result of the cerebellum extraction
(red), the tissue segmentation (green) and the fissure extraction (yellow).
Tissue segmentation. The next step is to obtain an accurate segmentation of the WM
and GM tissues (Fig. 5.2 green). I follow the approach introduced by Ashburner &
Friston based on a Gaussian mixture model of tissue classes, and segmented the cere-
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bellum into grey matter and white matter within an expectation-maximisation frame-
work [233]. This approach gains in robustness by using prior spatial information in the
form of tissue probabilistic maps.
A tissue probability map is a necessary prior information for tissue segmentation.
There is no currently available tissue probability map for mouse cerebellum. To address
this issue, a semi-automatic approach is used to first generate the tissue probability
maps, and then segment the tissues.
Prior to creating the tissue probability map, the intensity distribution within the
cerebellar area are standardised for all MR images in the study using a landmark-based
piecewise linear intensity scaling introduced by Nyúl et al. [234], with 11 landmarks
automatically defined as equally distributed percentiles of the histogram.
An average image is then created using an iterative groupwise scheme. In the first
iteration, images are rigidly aligned to the space of a reference image randomly selected
from the data. Subsequently, ten iterations of affine registrations and ten iterations of
non-rigid registrations were performed to correct the global and local misalignment
respectively (Fig. 5.3). In each iteration, the average image from the previous iteration
were treated as the reference image, and repeated until the average intensity standard
deviation across all voxels converges [235]. Similar to the cerebellum extraction step,
a symmetric block-matching approach [185, 186] is used for the global registration
steps. a symmetric scheme based on a cubic B-Spline parameterisation of a stationary
velocity field [86, 183, 184] is employed for the local registration stages
Figure 5.3: The group average image after (A) the groupwise affine registration steps, and (B)
the groupwise non-rigid registration steps. It can be observed that the final average
image are much sharper than the affine-registered average image.
The group average image is then segmented into four tissues types (one for WM
and three for GM due to the intensity variation between cortical layers), using a Gaus-
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sian mixture model of tissue classes without using anatomical priors. An anatomically
correct WM segmentation is then obtained by manually disconnecting the Purkinje
layer voxels which have been misclassified as WM, and keep the largest connected
component. This step only needs to be done once, as the groupwise tissue segmenta-
tion can be used to segment new subjects.
Figure 5.4: The WM segmentation (A) after label propagation from the group average im-
age. (B) After applying the leave-one-out framework within the testing image
group, followed with a further Gaussian-mixture-model-based tissue segmentation
(C) two results overlaid. (D) Other representative images of WM segmentation
improvement.
The segmented WM and GM are propagated back to the initial input images us-
ing the backward transformations obtained during the groupwise registration step. As
proposed by Chakravarty et al. [131], all input images and their newly generated tissue
segmentations are considered as a template database for a multi-atlas label propagation
and fusion scheme to further improve the parcellation accuracy for each image. Us-
ing a leave-one-out framework, for each image, a spatial anatomical prior is generated
by first propagating all the tissue segmentations from every other image to the target
dataset, followed by a fusion step [214]. Each image is then segmented using a Gaus-
sian mixture model of tissue classes combined with the image specific probability maps
(Fig.5.4).
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5.2.2 Fissure extraction
The morphology of mouse cerebellum consists of folia lobes separated by fissures,
making the cerebellar cortex a convoluted folding structure. Most of these thin fissures
are subjected to partial volume (PV) effect in MRI, resulting in incorrect tissue seg-
mentations. In order to appropriately extract the fissures, even when highly corrupted
by PV, a distance-based skeletonisation technique [151] is used here. A geodesic dis-
tance transformation D(x) is obtained by solving the Eikonal equation F(x)|∇D(x)|= 1
from the white/grey matter boundary. Here, D(x) is the geodesic distance and F(x) is
the speed function, in the computational domain Ω, defined as F = I ∗Gσ , with I being
the image and Gσ being a Gaussian kernel with σ = 1.5 voxels. The fissures are then
extracted by first finding the local maxima of D(x) only along the direction of ∇D(x),
followed by a recursive morphological thinning in order to ensure single voxel thick
fissure segmentations [236].
Figure 5.5: Two boundaries are defined to separate the cerebellar cortical lobes which are not
anatomically connected. One (red) is defined between the cerebellar vermis lobule
1 (1Cb) and lobule 10 (10Cb); the other one (in green) is defined between cerebel-
lar vermis lobule 9 (9Cb) and Copula of the pyramis in the cerebellar hemispheres
(Cop) (A) Axial view of the two resistant layers, (B,C) Sagittal view on two differ-
ent planes of the resistant layers.
In the cerebellar vermis, the lobule 1 (1Cb) and lobule 10 (10Cb) touches each
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other while they were not anatomically connected (Fig.5.5 A,B). This is also true for
the cerebellar vermis lobule 9 (9Cb) and Copula of the pyramis in the cerebellar hemi-
spheres (Cop) (Fig.5.5 A,C). To prevent these touching lobules from creating false pos-
itive fissure lines when calculating the geodesic distance, boundaries were manually
delineated between these lobes from the groupwise average image, and propagated
back to each individual image (Fig.5.5).
Representative images of the extracted fissure lines are shown in Fig. 5.2 (yellow).
5.2.3 Purkinje layer extraction
In this step, I extract the narrow layer that sits in the middle of the cerebellar cortex -
the Purkinje layer, which is a mono-cell layer consisting of Purkinje cells. This will
make it possible to obtain the thickness of the other two grey matter sublayers - the
molecular layer and the granular layer.
The extraction of the Purkinje layer is a challenging task due to the intensity homo-
geneity and partial volume effect and its highly convoluted nature. Simple thresholding
or even Gaussian-distribution-based tissue classification methods failed to extract the
Purkinje layer without heavy manual intervention. The method I propose here segments
the Purkinje layer by exploiting both the intensity information and its laminar nature.
Planar structure filtering. Giving the surface nature of the Purkinje layer, a modified
Frangi vesselness filter [237] is used here to find and enhance the image contrast of
planar structures P(s) (instead of tubular ones) within the cortical region at a fixed scale
s = 0.04:
P(s) =
0 if λ3 < 0exp(− R2A2α2 )exp(− R2B2β 2 )(1− exp(− S22c2 )) (5.1)
where α , β and c are thresholds, RA =
|λ2|
|λ3| , RB =
|λ1|√
|λ2λ3|
, and λk are the k-th smallest
eigenvalue decomposition (|λ1| 6 |λ2| 6 |λ3|). Areas with significant filter response
are used as an initial estimates of the Purkinje layer MP0 (Fig. 5.6 A).
Cortical laminar layer estimation. The above method does not capture the Purkinje
in its entirety. Regions with high curvature cannot be captured entirely. Thus, the
initial estimation of the Purkinje layer is used to extrapolate the remaining locations by
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Figure 5.6: Two-step extraction of the middle cerebellar Purkinje layer. (A) The initial extrac-
tion is obtained from adopting a Frangi filter to enhance the contrast of planar struc-
ture. (B) Cortical laminar map is generated with Laplacian-equivolume-combined
model Rvol . (C) Gaussian smoothed map for the laminar map on Purkinje layer RPS .
(D) The final extraction is obtained from the map of λ .
mathematical modeling of the laminar layer.
The anatomical laminar layer of the cortex is modeled following the Laplacian-
equivolume model proposed by Leprince et al. [37]. For the ease of reading, I briefly
describe the Laplacian-equivolume model below, which has been reviewed in Sec-
tion 2.3.1.2.
I first reconstruct the pial surface by combining the extracted fissures with the outer
boundary of cerebellum mask. An initial layer estimation is derived from a Laplacian
field level-set analogues between the pial surface and the WM/GM boundary following
the implementation introduced by Jones et al. [33] and Yezzi et al. [36].
A unit surface δS is defined for each cortical voxel on the streamline following the
normalised unit vector
−→
F of the Laplacian field. The relative surface area change of
the adjacent points along the streamline are obtained from the divergence of the vector
field O·−→F .
δSn+1 = δSn(1+δ l(O ·−→F )) . (5.2)
An upwind volume towards pial surface Vpial and a downwind volume towards white
matter VWM are calculated by accumulating the relative surface areas of the current
voxel X0 along the streamline following
−→
F and−−→F relatively. The laminar information
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on each voxels is defined as the relative volumetric ratios Rvol .
Rvol =
Vpial
Vpial +VWM
. (5.3)
The final laminar layer is shown in Fig. 5.6 B.
Surface extrapolation. The model-derived laminar information obtained from the last
step is used to extrapolate the missing parts from the initially extracted Purkinje layer.
The volume ratio are defined at each Purkinje layer voxel as RP = Rvol ∗MP0 . A multi-
level Gaussian smoothing is applied on the volume-ratio-based laminar map Rvol to all
voxels x∈Rvol∩x 6∈MP0 . Ten Gaussian smoothing levels with exponentially decreasing
variances between 15 and 1 voxels were used in this work. This multi-level Gaussian
smoothly propagates and averages the value of RP to neighbouring regions, providing
an estimate of RP for voxels outside MP0 . The smoothed version of RP is here denoted
RPS (Fig. 5.6 C). If the Gaussian smoothed map RPS is equal to RWM at location x, then
the voxel x should be part of the Purkinje layer. I thus define the δ = |RPS−RWM| as a
measurement of distance between the two maps (Fig. 5.6 D).
In order to robustly find locations where δ ≈ 0, the local minima of δ is found
only along the direction of the vector field
−→
F . The recovered local minima δmin are
then added to the initial Purkinje layer mask, i.e. the final segmentation of the Purkinje
layer is given by MPF = MP0 ∪ δmin. This process can be repeated to gradually fill the
gaps from the initial extraction until convergence (Fig. 5.7).
Figure 5.7: Iterative multi-kernel Gaussian smoothness gradually recovers the Purkinje layer.
(0) Initial extracted Purkinje layer. (1-3) Recovered Purkinje layer after each itera-
tion.
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5.2.4 Improved fissure extraction after Purkinje layer removal
In the original fissure extraction step (Section 5.2.2), the grey matter intensity is used as
the speed function to calculate the geodesic distance to the white matter surface, which
is affected by the presence of the intensity from both the external CSF and Purkinje
layer (Fig. 5.8 A,B).
In this step, we improve the fissure extraction by removing the intensity informa-
tion from the Purkinje layer, effectively providing a speed function dominated mainly
by the presence of external CSF, which represents the location of the fissures. This is
achieved by applying another multi-level Gaussian smoothing to the normalised image
intensities I for all voxels x ∈ MP0 , to replace the original intensity of the voxels at
the Purkinje layer with an averaged value of the intensities in the surrounding cortical
voxels (Fig. 5.8 C,D).
With the extracted fissure line updated, the laminar modelling and Purkinje layer
extraction are updated accordingly as well with the updated fissure line to get a more
accurate result.
Figure 5.8: The the accuracy of fissure extraction is improved by removing the middle Purkinje
surface. (A) Original speed function based on a Gaussian smoothed image inten-
sity. (B) Original extracted fissure, with arrows indicating the inaccurate extraction
(C) Speed function after removing the Purkinje layer and substitute with an aver-
aged intensity of surrounding cortical areas (D) Updated extracted fissure. Arrows
indicate the improved accuracy. (E) Original image. (F) Original and improved
fissure overlaid on top of the original image
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5.2.5 Cerebellar cortical sublayer thickness estimation
Lastly, all relevant thicknesses, including the entire cortical thicknesses TGM, the gran-
ular layer thicknesses TGran, and the molecular layer thickness TMol are measured on
voxels at the Purkinje layer location MPF . For each voxel within MPF , its distance to-
wards the cortical surfaces are defined as the length of the streamlines passing through
it, which is always perpendicular to the cortical layers. This is achieved by integrating
the streamlines along the forward and backward directions of the normalised vector
field
−→
F , and are calculated using the Eulerian PDE method proposed by Yezzi and
Prince [36]. At each Purkinje layer voxel, the length of the streamlines integrated
along the direction
−→
F towards the pial surface is denoted by DPial, and the streamlines
integrated along the −Vˆ towards the WM is denoted by DWM.
The granular layer thickness is defined as the distance from the WM, given by
T (x)Gran = DWM(x) ∀x ∈MPF , the molecular layer thickness is defined as the distance
from the pial layer, given by T (x)Mol = DPial(x) ∀x ∈MPF , and the total GM thickness
at the Purkinje layer voxels, denoted by TGMPF , is given by TGMPF (x) = TGM(x)∀x ∈
MPF . The thickness of the entire cerebellar cortex x can thus be estimated by adding
DWM(x) and DPial(x), i.e. TGM(x) = DWM(x)+DPial(x).
5.2.6 Cortical functional subregional parcellation
Figure 5.9: Representative images of (A) the cerebellum in the original gadolinium enhanced
ex vivo mouse brain MRI, (B) overlaid with the parcellated function aware cortical
substructures
Finally, the subregions of the cortex are parcellated automatically using the high
resolution mouse cerebellum atlas database published by Ullmann et al. [80]. This at-
las contains a single average image which divides the cerebellum into multiple regions
based on their neuronal function. As previously, I use the approach by Chakravarty et
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al. [131] to obtain image specific parcellations based on a leave-one-out label propaga-
tion scheme, and apply the multi-atlas label fusion framework to improve the parcella-
tion accuracy [214] (Fig. 5.9). Similarly to studies on human cortical thickness [238],
I measure the average thickness (TGM, TGran and TMol) in regions of interest.
5.3 Experimental data and validation
The proposed method is assessed on a data set which includes 28 active stained
gadolinium-enhanced ex vivo T2* MRI of mouse brain, scanned at the age 18-21 weeks.
14 of them are transchromosomic mice that model Down’s Syndrome (Tc1 model) [44];
the other 14 are wildtype littermate controls. Mice were perfusion-fixed and decapi-
tated, with intact skull post-fixed in a solution of 4% formal saline and 8mM Gd-GTPA
for 9 weeks [21].
The image data was acquired and provided by my colleague Ben Sinclair at Centre
for Advanced Biomedical Imaging (CABI) and has been previously published [197].
For the sake of completeness, the imaging acquisition protocol and scanning parame-
ters are included and described in detail here. Imaging was performed with a 9.4T VN-
MRS horizontal bore scanner (Agilent Inc) with a 26mm quadrature volume coil using
a 3D spoiled gradient echo sequence. The scanning parameters are: T E = 4.03ms,
T R = 17ms, FA = 52o, FOV = 20.48×13.04×13.04mm3, matrix = 512×216×326,
average = 6.
All theses images have been processed through the pipeline of the framework de-
scribed in the previous sections. Full cortical grey matter thickness as well as the thick-
ness of granular layer and molecular layer were defined on the Purkinje layers for each
image. I compare the thicknesses between the wild type and the transchromosomic
groups for each parcellated function region. Furthermore, to understand the relation-
ship between layer thickness, surface area and grey matter volume, I also measured the
grey matter volume and the Purkinje layer surface area of each parcellated grey matter
region.
It has been shown that normalisation to the TBV for certain morphological anal-
ysis is necessary for regressing out factors such as normal development and strain dif-
ference [239, 138], and may improve the classification power of quantitative analysis
of image studies for neurodegenerative diseases such as AD and DS [240, 241]. As a
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result, I also normalised the results to the TBV in this study to regress out the effect of
the brain size vaiability. The multiple comparisons are corrected with a false discovery
rate set to q = 0.1.
5.4 Results
Figure 5.10: Normalised grey matter thickness map of (A) wildtype group, and (B)transgenic
group, as well as the thicknesses of parcellated regions of (C,D) the full cortical,
(E,F) granular layer and (G,H) the molecular layer before and after normalisation
with TBV. Error bars represent the standard deviations. (**: 0.001<p≤0.01; +:
p≤0.0001)
To quantitatively evaluate the framework, I compared the regional average thick-
ness between the transchromosomic group and the wild type group, including the
full cortical thickness, as well as the granular and molecular sublayer thicknesses
(Fig. 5.10). The full name of the corresponding cerebellar structure is shown in Ta-
ble 5.1. There is a tendency of thinner cortex for the transchromosomic group com-
pared to that of the wild type group, although the difference is not significant (Fig. 5.10
C). When looking at the individual sublayers, a significant thickness difference was
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Table 5.1: The abbreviations and their corresponding cerebellar structures.
Abbreviation Cerebellar structures
Lobules of cerebellar vermis
1Cb Lobule 1
2Cb Lobule 2
3Cb Lobule 3
4/5Cb Lobule 4/5
6Cb Lobule 6
7Cb Lobule 7
8Cb Lobule 8
9Cb Lobule 9
10Cb Lobule 10
Lobules of cerebellar hemispheres
Sim Simple lobule
Crus 1 Crus 1 of the ansiform lobule
Crus 2 Crus 2 of the ansiform lobule
PM Paramedian lobule
Cop Copula of the pyramis
PFl Paraflocculus
found at the lobule 2 of the cerebellar vermis (2Cb) (Fig.5.10 E) in the molecular layer.
I also normalised the regional average thicknesses with TBV to regress out the
effect of the gross brain difference. The TBV of the transchromosomic mice is larger
than the wild type littermate. After the normalisation, the thickness difference becomes
significant over all subregions for the full cortex as well as both sublayers.
Figure 5.11: (A,B) Volume of the parcellated grey matter subregions (C,D) Surface area of
Purkinje layer. Both measurements includs absolute value (on the left) and the
value normalised with TBV (on the right). Error bars represent the standard devi-
ations. (**: 0.001<p≤0.01; ***: 0.0001<p≤0.001)
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In order to understand the relationship between the cortical thicknesses, cortical
volume and cortical surface area, I also estimate the results of cortical volumes and
surface areas of the extracted Purkinje layer Fig. 5.11. The absolute cortical volume
of the transchromosomic group appears to be larger than their wildtype littermate, with
significant different found at the Lobule 10 of cerebellar vermis (10Cb) and the Crus
2 of the ansiform lobule (Crus2). The larger volumes and longer surface areas of the
Purkinje layer in the mice that model Down’s Syndrome suggests that the morphology
of the cerebellar grey matter of the transchromosomic mice could be more convoluted
than the one of the wild type mice. After normalisation to the TBV, the cortical volume
becomes smaller with significant difference found at the Lobule 4/5 of cerebellar vermis
(4/5Cb) and the Crus 1 of the ansiform lobule (Crus1), and no significant difference
remains for Purkinje layer surface after normalisation.
5.5 Discussion
The results of this study agree with the finding from the previous study by Baxter et
al. [174] using a different mouse model of Down’s Syndrome, in which they also
found thickness reduction of granular layer and molecular layer in the transchromo-
somic group by measuring histological slides. Baxter et al. used the Ts65Dn mouse
model in their study which is a segmentally trisomic for the distal 12-15 Mb of mouse
chromosome 16, while in this study, the Tc1 mouse model is used which has an ane-
uploid mouse line that stably transmits an integrated copy of human chromosome 21
(Hsa21). A known morphological difference of the two mouse models is that, the TBV
of mice of Ts65Dn model is smaller than that of the wild type littermate, while TBV of
the mice of Tc1 model has a larger TBV [197].
5.5.1 Cortical laminar layer modeling
Studies of cortical cytoarchitecture and myeloarchitecture revealed the cortex (both in
cerebrum and cerebellum) as a laminar structures [242, 243]. In order to get a good es-
timation of cortical thickness, it is necessary to derive a cortical laminar model which
follows the actual anatomical arrangement. Since the study by Jones et al. [33], in
which he introduced a model of the laminar layer using Laplacian field, studies have
been trying to create better laminar models to improve the representation of the under-
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lying true anatomical arrangement of the cortex [2, 37].
5.5.2 Cortical surface representation
In order to perform quantitative statistical analyses, many studies of surface-based cor-
tical morphology (most of which use Freesurfer) represent the cortical thickness/area
on the GM/WM surface and/or pial surface [146, 244, 145]. In studies using voxel-
based cortical thickness, the voxel-wised thickness map is commonly defined on the
central surface (or the mid-cortical surface), which is the half-way of the WM/GM sur-
face and GM/CSF surface [151, 154]. However, these models are limited by the spatial
variability in sublayer thickness within the grey matter (see in Fig. 5.12 A).
The information of the Purkinje layer location could provide robust information
consistently across subjects, when performing groupwise analyses (Fig. 5.12 B). It is
reasonable to conclude that the Purkinje-layer-based surface representation provide
a more plausible data-driven anatomical-based representation of the cortical surfaces
compared to previous studies [245, 154].
Figure 5.12: Comparison between the (a) central surface and (b) the Purkinje layer.
5.5.3 The effect and choice of normalisation for quantitative mor-
phological analysis
There are controversial views regarding whether the morphological measurement
should be regressed out through normalisation with TBV. Westman et al. [240] have
used Freesurfer pipeline to investigate the choice normalisation with TBV for differ-
ent morphological analysis in a study of Alzheimer’s disease (AD). The conclusion of
the study supports normalisation of volume measurement with TBV, but does not sup-
port the normalisation of thickness measurement. On the other hand, in another AD
study, Zhou et al. [241] came to the entirely opposite conclusion that, to obtain the best
classification power, the cortical thickness should be normalised with TBV, while such
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regression is not necessary for volumetric analysis.
5.5.4 Volumetric, areal and surface analysis
Finally, the result in Fig. 5.11 showed interesting relationship among cortical volume,
surface area and cortical thickness. The study by Meyer et al. [145] showed that the
cortical surface area and cortical thickness demonstrated different structural properties.
Winkler et al. [246, 247] compared the quantitative analysis of grey matter volume,
surface area and cortical thickness and concluded that they are genetically and phe-
notypically independent biomarkers. The morphology of the cortex could vary even
when the local volume remains constant. For example, the cortical thickness would be
decreased if the cortical surface area increases. Meyer et al. [145] reviewed controver-
sial opinions from different studies regarding the effect of between cortical thickness
change towards cortical function and conjecture that, the thinning of the grey matter
might be due to the increased volume of white matter as a need to establish denser con-
nection between different functional regions (primary and secondary auditory regions
in this case).
5.6 Conclusion
In conclusion, in this chapter, I presented a framework of thickness estimation for
mouse cerebellar cortical sublayers - the granular layer and the molecular layer. The
sublayer measurements were achieved through a 2-step extraction of the middle cell
layer that sits in between them - the Purkinje layer. The proposed method managed to
extract the layer information from both the image contrast, as well as the prior anatom-
ical information. The framework has been evaluated on a gadolinium enhanced ex vivo
MRI data of a mouse model of Down’s Syndrome. The result suggests a reduction in
regional average thickness in mice that model Down’s Syndrome. The framework also
managed to detect a significant local thickness reduction in the region of 2Cb in the
molecular layer, which could not be found through gross estimation of the full cortical
thickness, probably due to its limited sensitivity.
Chapter 6
Discussion
Quantitative analysis techniques for medical imaging have been continuously advanc-
ing in recent years, playing increasingly important roles in translational medical and
biomedical research. Here the word “translational” represents the procedure of ap-
plying theoretical methods to medical applications. Specifically, there have been con-
tinuous efforts to establish “quantitative imaging biomarkers” which utilise medical
image computing as a powerful tool for diagnosis, monitoring of disease progression
or treatment effect in the clinic [248, 249]. However, when it comes to disease prog-
nosis (e.g. predicting disease stage of Alzheimer’s Disease), big training datasets with
prior classification knowledge are required to compensate for large variations within
the population.
On the other hand, the preclinical neuroimaging provide an alternative choice
when investigating specific disease properties or phenotypes. Preclinical neuroimag-
ing in phenotyping research is the T0 phase of a translational study. Its advantage is
the specificity, where inbred genetically modified mice (through gene knock-in/knock-
out, or transchromosome modification, such as the Tc1 mouse that models Down’s
syndrome and rTg4510 mouse that models the Tau pathology in Alzheimer’s Disease
discussed in this thesis) ensure minimal morphological variation from uncontrolled fac-
tors. The animal models used in studies of this thesis (Tc1 and rTg4510) use human
genomic segment or chromosome to model the syndromes and phenotypes of human
disease. However, giving the complexity of the biological system, the inter-species
anatomical and functional variations can affect the efficacy of using animal model to
represent human diseases. Consequently, drug treatments which works on animal might
become less effective in the later phases of translational study or produce additional
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side effects. However, animal model did provide the best alternative solution prior to
the clinical trials.
In addition, the morphological difference between the animal brain and human
brain sometimes imposes challenges to adapt the current clinical image analysis tools
to study the preclinical neuroimages. With the increasing amount of preclinical image
data, there is a growing demand for image processing and analysis tools specifically
aimed at small animals for high-throughput phenotyping.
Structural volume is one of the fundamental quantitative imaging biomarkers in-
vestigated in imaging studies, which requires structural parcellation. The study pre-
sented in Chapter 3 is one of the first studies to demonstrate the successful application
of multi-atlas label fusion methods to the parcellation of mouse brain MRI, evaluated
on both in vivo and ex vivo data. The resulting framework has been successfully ap-
plied to studies of disease progression (Section 3.5.1), and potential drug treatment
(Section 3.5.2 and [201]). However, the accuracy of current preclinical image struc-
tural parcellation frameworks are still limited by the small number of atlases available
in a database (five for NUS in vivo atlas [79], ten for the MRM NeAt atlas both in
vivo [3] and ex vivo atlas [78]), and by the fact that each data database contains only a
single imaging modality ((T2 weighted for NUS atlas and T2 weighted for MRM NeAt
atlas) and a single strain (C57BL/6J). Constructing additional atlas databases includ-
ing more individual samples and with diverse phenotypes and disease models would
be beneficial. However, it would be very difficult to build specific atlases for each dis-
ease types or phenotype. A potential solution worth exploring would be the multi-step
progressive label propagation methods I reviewed in Section 2.1.3.7, which explore the
intrinsic distance within atlas or study groups to improve the parcellation accuracy of
preclinical images.
Cortical thickness is another imaging biomarker that has been heavily investigated,
which is based upon cortical segmentation from the result of structural parcellation or
tissue segmentation. In current cortical thickness studies, the cerebellum has always
been neglected despite its correlation with various neurodegenerative diseases, due to
the highly convoluted nature of human cerebellum, coupled with the limitation of res-
olution in current clinical scanners. The morphology of the mouse cerebellum is rel-
atively less convoluted, similar to the morphology of the human cerebral cortex. In
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addition, compared to clinical neuroimaging, it is more feasible to acquire ex vivo im-
ages in preclinical studies, ensuring higher resolution images. Both of these advantages
make the mouse brain ex vivo MRI a perfect candidate to study the cerebellar cortical
thickness phenotyping.
The use of active staining techniques [20, 21] changes the intensities of specific
tissue or cell types (in this case, the middle Purkinje layer of the cerebellar cortex) and
enhance its image contrast to the surrounding tissues, which is beneficial for processing
steps such as image registration, and also makes it possible to extract sublayers in the
cerebellar cortex. However, the resulting signal intensity of the Purkinje layer cells in
contrast enhanced MRI is very similar to the white matter intensity, which adversely
complicates the intensity distribution of grey/white matter, and special care has to be
taken when segmenting the white matter in an expectation maximisation approach. As
presented in Chapter 5, this issue is solved by assigning multiple tissue classes to the
grey matter in the Gaussian mixture model of tissue intensity distribution to avoid mis-
classification of Purkinje layer voxels to the white matter. The tissue classification
within the grey matter will not be accurate using this method, due to the limited thick-
ness and convoluted nature. As a result, the actual segmentation of the middle Purkinje
layer is derived in a separate step through an entirely different approach. In addition,
the tissue map of grey matter and white matter created and presented in Chapter 5 will
also be useful as prior information for future studies.
There are many other problems specific to preclinical imaging. For instance, when
designing an experiment, the choice has to be made whether to scan images ex vivo,
favouring the benefit of higher resolution and SNR/CNR, or instead choose in vivo
imaging instead, exploiting its advantages of better representation of the physiological
situation in living organs, the ability to perform longitudinal studies and reduced animal
usage. Part of this issue has been addressed from the perspective of volumetric analysis
in Chapter 4.
There are other examples of challenges specific to preclinical imaging which is not
the focus of this thesis but are also potentially interesting to address. These include the
unique gradient distortion profile and intensity inhomogeneity in the cases of parallel
multiple animal scans for high-throughput imaging [250], or the effect of anaesthesia on
the animals’ physiology and functionality due to the lack of conscious movement [19].
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The studies presented in this thesis are specifically focused on mouse brain MRI.
However, the application of the underlying methods is not restricted. Successful ap-
plication of the current framework on rat brain has been demonstrated in Chapter 3.
It can also be used for applications such as mouse embryo full body organ segmenta-
tion [251]. The sublayer thickness estimation method can also potentially be applied
to other 3D biomedical images with contrast revealing multi-layer structures, such as
retina layers in high resolution MRI or optical coherence tomography (OCT) [252].
Nevertheless, the studies introduced in this thesis only cover small aspects of pre-
clinical neuroimage analysis for translational studies. Studies should also investigate
other image analysis methods which could potentially be used as quantitative imaging
biomarkers, such as voxel-/tensor-based morphology (V/TBM) [4], the boundary shift
integral (BSI) [253], or the statistical shape models [254]. It would also be advanta-
geous to include more MRI imaging modalities for preclinical image analysis, such as
structural MR images (T1, T2, diffusion) and functional MR data (BOLD and ASL). In
addition, other medical imaging techniques also play important roles in basic science
research. These include molecular imaging methods including SPECT, PET/CT and
PET/MRI, 3D volumetric histological slices reconstruction technique such as serial
block face scanning electron microscopy (SBFSEM) [255] and high-resolution elec-
tron microscopy imaging (HREM) [256], and also optical imaging techniques like Op-
tical projection tomography (OPT)[257] and CLARITY [258]. Studies about multi-
modality information fusion would then be necessary to extract more information from
images acquired from those different modalities.
Chapter 7
Conclusion
This thesis presents the development and application of methods and tools targeting
the purpose of automated quantitative morphometry for mouse brain MRI. With the
development of phenotyping research in preclinical studies, the amount of neuroim-
age data is constantly increasing. There is an urgent demand for high-throughput im-
age processing and quantitative analysis tools to extract useful information from these
data. However, most of the current efforts in the neuroimage computing field focus on
the clinical setting. The purpose of the studies presented in this thesis is to provide
solutions tailored for preclinical neuroimage data, particularly focusing on structural
parcellation and cortical thickness estimation.
Chapter 3 presented an integrated framework for automatic structural parcellation
of mouse brain MRI, which assembles the state-of-the-art algorithms of label propa-
gation (through affine registration based on symmetric block-matching and non-rigid
registration based on symmetric fast free form deformation) and label fusion (with
local-similarity-based atlas ranking and underlying true segmentation estimation). Val-
idation on both in vivo and ex vivo data showed high accuracy of the framework, even
with the limited amount of available mouse brain databases. An accurate structural par-
cellation is the fundamental step for many morphological analyses, such as volumetric
analysis and cortical thickness estimation.
In Chapter 4, the thoroughly evaluated mouse brain structural parcellation frame-
work was used to investigate the effect of one of the most important choices during
the experimental design of preclinical neuroimaging - whether to scan the animal alive
or post-mortem - by comparing the volumetric analysis result on in vivo and ex vivo
mouse brain MRI data obtained from the same cohort. Volumetric analysis is a widely
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used biomarker of neuroimage analysis for neurodevelopment and neurodegeneration.
Imaging animals alive provides better correspondence to the actual in vivo physiology
and enables longitudinal studies, but suffers from limited resolution and artefacts such
as motion distortion; while post-mortem animals scans are inevitably affected by the
structural volume change due to tissue processing despite their “high image quality”
in terms of resolution and limited artefacts. The parcellation results indeed demon-
strated a systematic tissue shrinkage from in vivo to ex vivo image data. However, the
shrinkage is not uniformly distributed across all the brain structures. In particular, the
ventricles collapse almost entirely from in vivo to ex vivo. However, both in vivo and ex
vivo data demonstrated similar statistical power when analysing the parcellated struc-
tural volumes of transgenic animals that models human Tau pathology to differentiate
between those with or without treatment.
With the brain structure labels available from the automated structural parcellation
process, Chapter 5 describes a framework to investigate the cortical sublayer thickness
of a specific structure - mouse cerebellum. The cortical thickness has been shown to
provide more specific morphological insight than simple volumetric analysis, but the
cerebellar cortex has often been ignored in previous research, although studies have
shown evidence of its correspondence to various neurological functions. The frame-
work managed to take advantage of the image contrast between the three sublayers of
cerebellar cortex to segment the middle Purkinje layer and estimate the thickness of
the outermost molecular layers and the innermost granular layer. Application of the
framework to the experimental data demonstrated sensitivity to distinguish sublayer
thickness variations between transgenic strains and their wildtype littermates, which
cannot be detected from the full cortical thickness alone.
7.1 Future work
7.1.1 Structural parcellation using multi-modal imaging
Several approaches have been reviewed in Chapter 2 to improve the accuracy of atlas-
based structural parcellation. Among them, the multi-atlas label fusion method has
been explored in Section 2.1.2, and demonstrated improved parcellation accuracy. An-
other approach, which uses multispectral MR images as prior information to improve
the parcellation result [1, 90], hasn’t been explored in this thesis. Recent research has
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emerged to integrate multi-modality images into multi-atlas frameworks, to explore the
potential to feed information from different image types to label fusion and further im-
prove the parcellation accuracy [100, 259, 260]. Some of the current available mouse
brain atlases include multiple modalities: MacKenzie-Graham et al. [76] introduced an
atlas database which includes MRI, block face histology and immunohistochemistry
data; Badea et al. [92] also published an atlas database include T1, T2, T2* and Nissl
staining. However, all these atlas only include a single sample. This can be improved
either through building new multi-atlas multi-modality datasets, or when not possible,
using the method introduced by Chakravarty et al. [205] to automatically build an in-
termediate template.
7.1.2 Cortical cytoarchitecture and myelination
In this thesis, I explored the segmentation of cortical laminar layers by utilising the
intensity profile obtained with an active staining technique using a Gadolinium-based
contrast enhancing agent. Recently, there have been an increasing number of studies
which focus on investigating the intrinsic MR intensity profile of the cortical tissue.
Some of these studies show that both the T1W/T2W map or the R1 map (1/T1) can re-
veal the cortical cytoarchitecture and myelination (sometimes referred to as the myelin
map) [261, 262, 263, 243]. Other studies have also confirmed that the myelin density
varies across cortical areas, and is independent of the cortical folding pattern [264, 242].
In addition, incorporating myelin maps can also improve the cortical surface registra-
tion [265]. However, with the current typical image resolution of structural MRI (1mm
for clinical MRI, 100µm for in vivo mouse brain MRI and 40µm for ex vivo mouse
brain MRI), image morphometric methods can only make sense on data following a
top-down approach: processing and analysing the signals at the macrostructure level to
infer the underlying microstructure features. Dinse et al. [266] introduced a bottom-up
approach to model the MR image intensity information from the microstructural priors,
and demonstrated the ability of this method to distinguish area specific signal profiles
in human cortex in ultra-high resolution in vivo brain MRI. Enlightened by these stud-
ies, it would be interesting to extend the current cerebellar sublayer cortical thickness
study to further investigate the underlying cortical cytoarchitecture and myelination.
Appendix A
List of Abbreviations
AD: Alzheimer’s Disease
ANOVA: analysis of variance
CC: Cross Correlation
CNR: Contrast to Noise Ratio
CSF: Cerebralspinal Fluid
CRUISE: Cortical reconstruction using implicit surface evolution
CT: computed tomography
DSC: Dice Similarity Coefficient
DS: Down’s Syndrome
DTPA-Gd: Diethylenetriaminepentaacetic acid-gadolinium
EM: Expectation Maximisation
FDR: False Discovery Rate
FSL: FMRIB’s Software Library
GCC: global cross correlation
GM: Grey Matter
GNCC: Global Normalised Cross Correlation
H&E: hematoxylin and eosin
LAR: Least Angle Regression
NMI: Normalised Mutual Information
NCC: Normalised Cross Correlation
MI: Mutual Information
MRF: Markov Random Field
MRI: Magnetic Resonance Imaging
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MRM NeAt: Magnetic Resonance Microimaging Neurological Atlas
MSD: Mean Square Difference
NUS: National University of Singapore
OCT: optical coherence tomography
PDE: Partial Differential Equation
PET: Positron Emission Tomography
ROI: Region Of Interest
SIMPLE: Selective and Iterative Method for Performance Level Estimation
SNR: Signal to Noise Ratio
SPECT: Single-Photon Emission Computed Tomography
SSD: Sum of Square Difference
SPM: Statistical Parametric Mapping
STAPLE: Simultaneous Truth and Performance Level Estimation
STEPS: multi-label Similarity and Truth Estimation for Propagated Segmentations
TBM: Tensor-Based Morphometry
TIV: Total Intracranial Volume
VBM: Voxel-Based Morphometry
WM: White Matter
WMD: distance towards the white matter surface
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