We explicitly construct Green functions for a field in an arbitrary representation of gauge group propagating in noncommutative instanton backgrounds based on the ADHM construction. The propagators for spinor and vector fields can be constructed in terms of those for the scalar field in noncommutative instanton background. We show that the propagators in the adjoint representation are deformed by noncommutativity while those in the fundamental representation have exactly the same form as the commutative case.
Introduction
Instantons were found by Belavin, Polyakov, Schwartz and Tyupkin (BPST) [1] almost thirty years ago, as topologically nontrivial solutions of the duality equations of the Euclidean YangMills theory with finite action. Immediately instantons were realized to describe the tunnelling processes between different θ-vacua in Minkowski space and lead to the strong CP problem in QCD [2, 3] . (For the earlier development of instanton physics, see the collection of papers [4] .) The non-perturbative chiral anomaly in the instanton background led to baryon number violation and a solution to the U(1) problem [5, 6] . These revealed that instantons can have their relevance to phenomenological models like QCD and the Standard model [7] .
Instanton solutions also appear as BPS states in string theory. They are described by Dp-branes bound to D(p+4)-branes [8, 9] . Subsequently, in [10, 11] , low-energy excitations of D-brane bound states were used to explain the microscopic degrees of freedom of blackhole entropy, for which the information on the instanton moduli space has a crucial role. In addition the multi-instanton calculus was used for a non-perturbative test of AdS/CFT correspondence [12, 13, 14, 15] , where the relation between Yang-Mills instantons and D-instantons was beautifully confirmed by the explicit form of the classical D-instanton solution in AdS 5 ×S 5 background and its associated supermultiplet of zero modes.
Recently instanton solutions on noncommutative spaces have been turned out to have more richer spectrums. While commutative instantons are always BPS states, noncommutative instantons admit both BPS and non-BPS states. Especially, instanton solutions can be found in U(1) gauge theory and the moduli space of non-BPS instantons is smooth, small instanton singularities being resolved by the noncommutativity [16, 17] . Remarkably, instanton solutions in noncommutative gauge theory can also be studied by Atiyah-Drinfeld-Hitchin-Manin (ADHM) equation [18] slightly modified by the noncommutativity [16] . ADHM construction uses some quadratic matrix equations, hence noncommutative objects in nature, to construct (anti-)selfdual configurations of the gauge field. Thus the noncommutativity of space doesn't make any serious obstacle for the ADHM construction of noncommutative instantons and indeed it turns out that it is a really powerful tool even for noncommutative instantons. Recently much progress has been made in this direction [16, 17, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] .
In order to calculate instanton effects in quantum gauge theory, it is important to know the Green function in instanton backgrounds [6] . In this paper, based on the ADHM construction, we will construct the Green functions for a field in an arbitrary representation of gauge group propagating in noncommutative instanton backgrounds. Recently several papers [26, 36, 37, 38, 39, 40, 41, 42, 43] discussed the instanton moduli space and the instanton calculus in noncommutative spaces. This paper is organized as follows. In next section we review briefly the Weyl ordering prescription for operators and the Green function in noncommutative space, needed for later applications. In Section 3, we generalize the argument in [44] to noncommutative space and show that the propagators for spinor and vector fields can be constructed in terms of those for the scalar field in noncommutative instanton background. In Section 4, we explicitly construct the scalar propagators in the fundamental representation of G and the tensor product G 1 × G 2 [45] where the adjoint representation is a special case. We observe that the propagator in the adjoint representation or the tensor product gauge group G 1 × G 2 is deformed by noncommutativity while that in the fundamental representation has exactly the same form as the commutative case. In Section 5 we speculatively discuss some important issues such as an infrared divergence in the vector propagator, the zero modes for the tensor product gauge group and conformal property of instanton propagators.
Green Function in Noncommutative Space
In this section we review briefly the Weyl ordering prescription for operators and the Green function in noncommutative space [46, 47] , needed for later applications.
Here we will work in general in flat noncommutative Euclidean space R 4 represented by
where θ µν = −θ νµ and we useˆto indicate operators in A θ for a moment. Since θ µν is an anti-symmetric tensor, let's decompose them into self-dual and anti-self-dual parts:
Since the self-duality condition is invariant under SO(4) rotations (or more generally SL(4, R) transformations), one can always make the matrix θ µν to a standard symplectic form by performing the SO(4) transformation R:
where we chooseθ asθ
There are four important cases to consider:
5)
6)
7)
By noncommutative space R 4 N C one means the algebra A θ generated by thex µ satisfying (2.1). The commutation relation (2.1) in the basis (2.4) is equivalent to that of the annihilation and creation operators for one dimensional or two-dimensional harmonic oscillator:
where a = 1, 2 for (2.6) and (2.7) and a = 1 for (2.8). Explicitly, for self-dual and anti-self-dual R 4 N C in (2.6) and (2.7),
where a = 1, 2 and ǫ = θ 1 /θ 2 . So, for self-dual and anti-self-dual R 4 N C , the representation space H of A θ can be identified with the Fock space F = (n 1 ,n 2 )∈Z 2
≥0
C|n 1 , n 2 >, where n 1 , n 2 are occupation numbers in the harmonic oscillators. Thus the noncommutative space R 4 N C in the basis F becomes two-dimensional integer lattice {(n 1 , n 2 ) ∈ Z 2 ≥0 } and the integration on R 4 N C can be defined by the sum over the lattice,
where a = 1 for θ 1 = 0 and a = 2 for θ 2 = 0. In this case, the representation space H is given by F = n∈Z ≥0 C|n and the integration for an operator O(x) in A θ with θ 1 = 0, for example, can be replaced by
where
We introduce coherent states defined by
where |0 is a vacuum defined by a|0 = 0. For notational simplicity, we only present the construction for the algebra (2.12), but the similar construction can be given for (2.10), for which |ξ = e where
It is well-known that the Weyl or symmetric ordering prescription provides the procedure that maps commutative smooth functions onto operators acting on the Fock space F [48] :
Using the prescription (2.18), it is easy to show that the operator multiplication in A θ is isomorphic to the Moyal product of functions: 20) where the Moyal product is defined as
In order to discuss instanton propagators in the noncommutative space (2.1), we first should know the free Green functionĜ (0) (x,ŷ) for the ordinary Laplacian [46, 47] :
where the derivative for an operatorf (x) is defined aŝ
In commutative R 4 , it is given by
Here some comments should be made. In order to define the Green function, we have introduced the tensor product A 1,2
θ of two copies of the algebra A θ . We represent A
1,2
θ as an algebra of operators on the tensor product H 1,2 = H 1 ⊗ H 2 of two Fock spaces. The functionŝ 
25)
1 This is consistent with the fact that the Moyal bracket between two sets of independent variables vanishes,
they satisfy the following commutation relations [46] [
The tensor product A 1,2 θ can be thus decomposed in the form
Since the noncommutative space (2.1) is homogeneous and so always respects a global translation symmetry, it is reasonable to require the translation invariance for the Green functionĜ (0) (x,ŷ). In other words the Green function depends only onr µ . Using the Weyl prescription (2.18), we see that
Then the defining relation (2.22) implies that
To discuss more general Green functions, especially instanton propagators, let's describe a formal procedure defining the Green function. Let ∆ be a linear operator on A θ with a set of eigenvectors φ r (x) ∈ A θ and corresponding eigenvalues λ r : ∆φ r (x) = λ r φ r (x), (2.29) where the parameter r can be either continuous or discrete. We shall assume the completeness of
in the Hilbert space H p of one-particle states to be
As usual the a r becomes operators (for example, creation or annihilation operators of a particle with quantum number r) when the field is quantized. The Green function is defined as the formal sum
For the free Green function in (2.22), for example, φ k (x) = e ik·x and λ k = k 2 for the Laplacian
In this case, the sum over r should be the integration over momenta k µ as in (2.28).
Instanton Propagators in Noncommutative Space
In this section we will generalize the argument in [44] to noncommutative space to construct propagators for spinor and vector fields in terms of those for the scalar field in noncommutative instanton background. This generalization is straightforward so one may regard it as a review of Sec. II and Sec. III in [44] . This result definitely generalizes that of free fields [49] ; the Green functions for spinor and vector fields propagating in vacuum are determined by the corresponding scalar propagator.
To consider spinor propagator, let's introduce quaternions defined by
The quaternion matrices σ µ andσ µ have the basic properties
where α, β, γ, δ = 1, 2 are quaternionic indices. The σ µ andσ µ can be used to construct the Euclidean Dirac matrices as
We shall consider the propagator for spinor fields transforming in an arbitrary representation (fundamental, adjoint, etc.) of U(N) gauge group in the background of (anti-)self-dual instantons. The covariant derivative D µ is defined by
and the field strength F µν is given by
Since we are interested in spinor fields propagating in the background of (anti-)self-dual instantons, we will assume that the field strength satisfies the (anti-)self-duality condition
The equation (3.5) forces the second term of the right-hand side of (3.9) to vanish for spinors with positive (negative) chirality in the self-dual (anti-self-dual) instanton background. In this case there is no zero mode solution satisfying
However the second term in (3.9) does not vanish for positive (negative) chirality spinor in the anti-self-dual (self-dual) instantons. In this case a finite number of zero modes satisfying (3.10) can be found. In the background of k instantons in U(N) gauge theory, the number of zero modes is k in the fundamental representation and 2Nk in the adjoint representation [42] .
We will now consider a spinor field in the background of k anti-self-dual instantons. The self-dual case is obtained simply by changing the sign of γ 5 ,
to define the spin-
Green function S(x, y) which is described by the formal expression
where the prime means that the zero modes (states with λ r = 0) are excluded from the sum. It follows from (3.12) that the spin- propagator is orthogonal to all the zero modes in (3.10)
Thus the spin-
propagator obeys the following equation
with the summation running over all the zero modes (n = 1, · · · , k for spinors in the fundamental representation and n = 1, · · · , 2Nk in the adjoint representation). The quantity Q(x, y) represents the projection operator, i.e. Tr z H Q(x, z)Q(z, y) = Q(x, y), into the subspace of all nonzero modes.
Using the same operator technique as in [44] , the construction of S(x, y) can be easily achieved. Let's introduce an operator S whose matrix representation with regard to position eigenstates in H p is S(x, y), x|S|y = S(x, y).
Similarly, we write the corresponding spin-0 propagator G(x, y), which is defined by 17) as the matrix element of an operator
We will show that the operator expression of the spin- propagator is
The equation (3.20) implies that Q contains no zero modes since they are annihilated by γ · D.
On the other hand, we find that
and
It is easy to show that Q 2 = Q. Therefore Eq. (3.22) shows that Q is the operator which projects into the subspace of all nonzero modes and so x|Q|y is the function defined in (3.15). Moreover, Eq.(3.23) implies that S is orthogonal to all the zero modes. This ensures our claim in (3.19). Let's consider Yang-Mills theory with gauge group U(N) with action
and small fluctuations about a classical instanton solution A µ (x)
If the action is expanded to second order in δA µ , one can find the following result
In our previous paper [42] we showed that in k instanton background there are 4Nk adjoint zero modes φ
Thus to define spin-1 propagator we should project out the zero modes just as the spin-
propagator (3.14). According to the action (3.26), the spin-1 propagator G µν (x, y) in the antiself-dual k instanton background is defined by
The quantity Q µν (x, y) is the projection operator, i.e. Tr
, onto the space of the nonzero modes.
Using the operator formalism used in the spin-
propagator, one can show that the spin-1 propagator can also be constructed in terms of corresponding scalar propagator. To proceed with the construction, define 
for an arbitrary operator X. Then it is easy to see that
So if the field strength satisfies the self-duality condition (3.8), Eq.(3.33) reduces to
Similarly,
Let's quote the following algebraic relation [44] 
where r
and thus it has the following duality property
In the derivation of (3.37), we used
Using these properties, the following bracket composition law can be derived
Now it is straightforward to see that G µν (x, y) has the following formal operator expression
The reason is following. First note that
We used (3.34) and (3.35) and the bracket composition (3.40) in the derivation. Comparing with (3.28), we see that Q µν doesn't contain any zero modes. And, using the composition law (3.40), one can easily see that Q µν is a projection operator, i.e. Q µλ Q λν = Q µν . Indeed, Q µν is the projection operator onto all the nonzero modes in (3.29) and thus an operator realization of the projector Q µν (x, y) since it satisfies the following equations
Thus we complete the proof of our claim in (3.41).
Scalar Instanton Propagators
In order to calculate instanton effects in quantum gauge theory, it is important to know the Green function in instanton backgrounds [6] . In previous section, following the same method in [44] , we showed that the propagators for spinor and vector fields can be constructed in terms of those for the scalar field in noncommutative instanton background. Thus, if we can find the scalar propagator G(x, y) (3.17) for fundamental representation or adjoint representation, we know the spin-
propagator S(x, y) for each representation in terms of (3.19) and the spin-1 propagator G µν (x, y) in terms of (3.41). In commutative space, the scalar propagator in the fundamental representation has a remarkably simple expression [50, 51] 
The scalar propagator in the adjoint representation has more complicated expression of which we will present the explicit form. We will first show that the scalar propagator in the noncommutative instanton background has the exactly same form that (4.1). To derive the above remarkable formulae, we need the following basic properties in the ADHM construction [18, 50, 51] . The gauge field with instanton number k for U(N) gauge group is given in the form
where v(x) is (N + 2k) × N matrix defined by the equations
In (4.4), ∆(x) is a (N + 2k) × 2k matrix, linear in the position variable x, having the structure
where a, b are (N + 2k) × 2k matrices. v(x) can be thought of as a map from an N-complex dimensional space W to a N + 2k-complex dimensional space V . Thus ∆(x) must obey the completeness relation
The matrices a, b are constrained to satisfy the conditions that ∆(x) † ∆(x) be invertible and that it commutes with the quaternions. These conditions imply that ∆(x) † ∆(x) as a 2k × 2k matrix has to be factorized as follows
where f −1 (x) is a k × k matrix and 1 2 is a unit matrix in quaternion space.
Given a pair of matrices a, b, (4.3) and (4.4) define A µ up to gauge equivalence. Different pair of matrices a, b may yield gauge equivalent A µ since (4.3) and (4.4) are invariant under
where Q ∈ U(N + 2k) and K ∈ GL(k, C). This freedom can be used to put a, b in the canonical forms
where λ is an N × 2k matrix and ξ is a 2k × 2k matrix. Here we decompose the matrix ξ in the quaternionic basisσ µ as a matter of convenience
where ξ µ 's are k × k matrices. In the basis (4.9), the constraint (4.7) boils down to
where tr 2 is the trace over the quaternionic indices.
Scalar Propagator in Fundamental Representation
Now we will explain how to derive the formulae (4.1). First note that the covariant derivative for a field Φ in the fundamental representation of U(N) has the simple expression
(4.14)
Let's calculate the first term of the right-hand side in (4.15)
where we used (4.4) and (4.6). Also note that
from (4.7). For explicit calculation, let's take the anti-self-dual instanton with ∆(x) = a − bx. The self-dual case can be similarly calculated. Using ∂ µ ∆(x) = −bσ µ and ∂ µ ∆(x) † = −σ µ b † and the following formulaσ
where we used the fact that the function f (x) commutes withσ µ and σ µ . Then our original equation (4.15) reduces to
where −∂ µ ∂ µ G (0) (x, y) = δ(x − y) is used. Note that the whole procedure above until (4.20) is totally valid even for noncommutative space. To arrive at our final destination (3.17), we must show that
First let's show (4.21) in commutative R 4 , where we don't have to worry about the ordering problem, which will also be helpful to find the noncommutative version. If one notices that ∆(y) † v(y) = 0 and
the second term of (4.21) can be written as
Sinceσ µ σ ν = δ µν + iσ µν , (4.23) exactly cancels the first term in (4.21). Thus we proved (4.1) in the commutative R 4 .
Before going on a tour to noncommutative space, let's explain why we expect (4.1) even for the noncommutative space. The relation (4.13) implies that if we definê
we get
We may interpret this result as follows [50] . The matrix v : W → V maps Φ in the Ndimensional complex vector space W withΦ in an N + 2k-dimensional complex vector space V which lies in an N-dimensional subspace of C N +2k , i.e. the subspace
orthogonal to ∆(x) onto which P is the projection operator. The collection of spaces {E x } as x varies over R 4 or R 4 N C forms a vector bundle and this vector bundle precisely defines the ADHM gauge fields A µ (x) through (4.25). This is the statement of Serre-Swan theorem [52] ; the vector bundle over a C * -algebra A (which is a complex Banach algebra with adjoint operation) is a finitely generated projective module. (A module E is projective if there exists another module F such that the direct sum E ⊕ F is free, i.e. E ⊕ F ∼ = A ⊗ · · · ⊗ A as right A-module.) Thus one can imagine the Green function G(x, y) for the field Φ living in the "nontrivial" N-dimensional vector space W , which is defined as G(x, y) = Φ(x), Φ(y) , is obtained by the map v : W → V from the Green function G (0) (x, y) ≡ Φ (x),Φ(y) for the field Φ living in the "free" N + 2k-dimensional vector space V . This is precisely the content of (4.1). Note, however, that this argument should also be valid for a noncommutative space. This is the reason why we expect the propagator (4.1) even for noncommutative instanton background. To show (4.21) in the noncommutative space (2.1), let's chase the previous commutative calculation keeping in mind the ordering due to the noncommutativity. The second term in (4.21) can be written as
In the last step, we used the fact that the function ∂ µ G (0) (x, y) depends only on the combination (x − y) because of translation invariance and (2.26).
In order to calculate the right-hand side of (4.27), we will use the Weyl symmetric prescription (2.18):
Thus if we can show that the total divergence
ik·(x−y) ≡ K(x − y) vanishes on S 3 in the large k limit, we can finally achieve our goal (4.21) in the noncommutative space.
It is easy to show directly in the basis of tensor product |ξ 1 , ξ 2 = |ξ 1 ⊗ |ξ 2 of coherent states such as (2.14), using (2.17) , that the function ξ 1 , ξ 2 |K(x − y)|ξ 1 , ξ 2 vanishes for any |ξ 1 , ξ 2 . This means that the operator function K(x − y) should vanish even in the noncommutative space.
Scalar Propagator in Adjoint Representation
Next let's consider the scalar propagator in the adjoint representation. If q denotes the fundamental representation of U(N), the adjoint representation can be obtained by tensor product q ⊗q, for which
In other word, we regard a field in the adjoint representation as a two index object, one index transforming according to the fundamental representation and the other its complex conjugate. Motivated by this fact and to follow the method in [45] , we treat this problem in a more general context. Consider the direct product G 1 × G 2 and suppose we have instanton solutions 30) described in the ADHM way for each gauge group. Also consider a field transforming under the fundamental representation of each and thus its covariant derivative is defined by
The adjoint representation of U(N) would be obtained by taking
The Green function for a tensor product should be obtained by solving (3.17) with D µ defined by (4.31). Thus we will also consider the tensor product
of two independent fields v 1 (x), v 2 (x) in the fundamental representation of G 1 and G 2 respectively. To preserve the group structure for
for all g 1 , h 1 ∈ G 1 and g 2 , h 2 ∈ G 2 , we define a (unique) multiplication between elements of
This multiplication law will be crucial for our calculation of adjoint Green function. The commutative Green function G(x, y) satisfying (3.17) for G 1 × G 2 was previously constructed in [45] and to be of the form
Let's calculate the second term in (4.41). For explicit calculation, let's take the anti-self-dualor in the tensor notation Using these results, it is easy to see that the x-dependent parts of the left-hand side in (4.56) are completely canceled and the matrix M is defined by
Note that a † a a a − 1 2 σ µν θ µν is proportional to the identity matrix in quaternionic space while a † a a a is not, as seen from (4.57). We see that the matrix M is deformed by the noncommutativity, but only for non-BPS instanton background, that is anti-self-dual (self-dual) instantons in selfdual (anti-self-dual) R we recover the result in the commutative space. In order to construct the propagator for q ⊗q in (4. 29) , that is, the adjoint representation of U(N), we take [45] 
where λ, ρ = 1, · · · , N +2k are ADHM indices and we introduced a 2k×N matrix w(x) = b † v(x).
Discussions
We have explicitly constructed Green functions for a scalar field in an arbitrary representation of gauge group propagating in noncommutative instanton background. We have shown that the propagators in the adjoint representation are deformed by noncommutativity while those in the fundamental representation have exactly the same form as the commutative case. We showed, generalizing the argument in [44] to noncommutative space, that the propagators for spinor and vector fields can be constructed in terms of those for the scalar field in noncommutative instanton background. However it was pointed out in [44] that the vector propagator suffers from an infrared divergence. Let's discuss this problem in our context. The (5.3) doesn't work for the noncommutative space. To find the fermionic zero modes for the gauge group G 1 × G 2 , it may be needed to apply a systematic way for the tensor product of instantons as done in [45] . Unfortunately, the ADHM construction for the tensor product involves in tedious and complicated manipulations even for commutative space. We didn't succeed the generalization to the noncommutative space yet. Anyway we put this problem for future work.
In Sec. 4, we observed that the x-dependent matrix M (4.56) is equal to the constant matrix M (4.59) and the matrix M is deformed by the noncommutativity only for non-BPS instantons. In commutative space, the x-independence of the matrix M is a result of conformal invariance and the conformal invariance has an important role to calculate multi-instanton determinant [57, 58, 59, 60] . Since, for BPS instantons (commutative instantons are always BPS), the matrix M has the same form as the commutative one, the conformal invariance for this background should be manifest. Although the matrix M is deformed by the noncommutativity for non-BPS instantons, it is still a constant matrix. Thus one may expect (deformed) conformal invariance even for the non-BPS background. In [42] , we observed that the conformal zero modes have a similar deformation by the noncommutativity and we speculated that the conformal symmetry has to act nontrivially only on the SU(N) instanton sector. These deformations of conformal symmetry in zero modes and propagators should be related to each other.
Let's briefly discuss the conformal property of the matrix M (4. 
