Abstract. We show a norm convergence result for the Laplacian on a class of pcf fractals with arbitrary Borel regular probability measure which can be approximated by a sequence of finite-dimensional graph Laplacians with corresponding discrete probability measures.
Introduction
The aim of this article is to apply the abstract setting of convergence of energy forms defined on different Hilbert spaces, developed by the first author in [P12, Pos06] to the case of certain fractals. Details on fractals and precise definitions can be found in Section 3; we give an informal presentation here.
Post-critically finite fractals. A fractal K ⊂ R d is generated by contractive similarities We restrict our analysis to post-critically finite (pcf) fractals which can be approximated by a sequence of discrete graphs, such that there is a sequence of (renormalised) graph energy forms converging monotonely to an energy form on the pcf fractal (actually, we define the energy form of the fractal in this way). The abstract concept of convergence of energy forms is based on quasi-unitary equivalence, a (quantitative) generalisation of norm resolvent convergence and unitary equivalence in the sense of Remark 2.2 (see Section 2 for further details).
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Here, c e,m > 0 is the conductance of an edge e ∈ E m . The compatibility roughly means that E m (ϕ) agrees with the energy of E m+1 (h) where h : V m+1 −→ C is the harmonic extension of ϕ : V m −→ C. The harmonic extension h has the property that it minimises the energy E m (u) among all extensions u : V m+1 −→ C with u Vm = ϕ, see (3.1). In other words, E m is the Dirichlet-to-Neumann form of the graph G m+1 and form E m+1 , where V m is considered as boundary of V m+1 (see e.g. [Ki01, Sec. 2.1] or [P16, Sec. 6.7] for this interpretation).
Self-similarity means that E m+1 can be constructed from E m together with the contractive similarities and renormalisation factors defining the fractal K, see (3.3).
The existence of a compatible and self-similar sequence (E m ) m (also referred to as the renormalisation problem) is not guaranteed for a general pcf fractal, but the class of such fractals is sufficiently large to give an interesting theory. In particular, the Sierpiński gasket, its higher-dimensional analogs, the pentagasket and the hexagasket (resp. any n-gasket if n is not divisible by 4) all belong to the class of fractals approximable by finite graphs.
The compatibility of (E m ) m guarantees that the limit
exists for continuous functions u : K −→ C (and may be ∞). The domain of E consists of those continuous functions for which the limit is finite. We call the non-negative closed quadratic form E the energy form of the fractal K (and the sequence of approximating graphs (G m ) m ).
Measures on the fractals and approximating graphs. We fix a Borel regular probability measure µ on K having full support (e.g. a self-similar measure associating µ(F j (K)) = 1/N to each self-similar image of K or the Kusuoka energy measure, see Subsection 5.1).
On each approximating graph G m , we define a discrete probability measure µ m , i.e., a family (µ m (x)) x∈Vm as the integral of the m-harmonic function with boundary value 1 at x ∈ V m and 0 at V m \ {x} (see (3.15); for a self-similar measure, µ m (x) decays exponentially in m). We call the family (µ m ) m of probability measures on G m the approximating measures corresponding to (K, µ). Remark. We would like to stress that the definitions of energy forms and harmonic functions on K and G m do not refer to a measure. But once we are interested in the corresponding operators, eigenvalues or convergence results (as explained below), we need to fix a measure µ and choose for (µ m ) m the approximating measures corresponding to (K, µ) as above.
The associated Hilbert spaces and operators. Let H = L 2 (K, µ) and H m = 2 (V m , µ m ) be the corresponding Hilbert spaces, respectively. Denote by ∆ = ∆ (K,µ) resp. ∆ m = ∆ (Gm,µm) the operators associated with the energy forms E = E K resp. E m = E Gm in H resp. H m . For a pcf fractal, the spectrum of ∆ is purely discrete and hence consists of a sequence of eigenvalues (λ k ( ∆)) k∈N in increasing order and repeated according to the multiplicity. We use here a variant of norm resolvent convergence for operators acting in different spaces; it follows from the concept of quasi-unitary equivalence of forms and will be explained in more detail in Section 2. We also give some consequences of quasi-unitary equivalence in Corollaries 1.2-1.4 below.
Main results
Our first main result is the statement that the energy forms on (G m , µ m ) and (K, µ) are δ m -quasi-unitary equivalent with δ m → 0 as m → ∞. The δ m -quasi-unitary equivalence is formulated for quadratic forms acting in different Hilbert spaces and it implies a variant of norm resolvent convergence for the associated Laplacians. Our method does not rely on the monotonicity of the quadratic forms. It is well-known that an increasing sequence of quadratic forms on a given Hilbert space H converges to a limit form (see e.g. [RS80, Thm. S.14]), and that the corresponding operators converge in strong resolvent sense. Here, we face a problem as the quadratic forms E m act in H m , and they are different for each m ∈ N. Moreover, also the limit space H is different, and it is a priori not clear how to relate these spaces. We comment on other approaches like Mosco convergence of forms in Subsection 1.2.
The proof of the following first main result will be given in Subsection 4.1: 1.1. Theorem. Let (K, µ) be a pcf fractal with Borel regular probability measure of full support approximable by finite graphs (G m , µ m ) with corresponding approximating measures µ m . Then the fractal energy form E K and the approximating graph energy forms
For a precise formula of δ m , see (4.3). The definition of quasi-unitary equivalence in a simple version needs an identification
such that a certain ("resolvent weighted") operator norm of id Hm −J * J and id H −JJ * is bounded by δ m , hence tends to 0, see (2.3b'). Denote by ∆ m ≥ 0 resp. ∆ ≥ 0 the operators associated with E m resp. E in H m resp. H . One also needs that ( ∆ + 1)
−1 is small (we actually use a more elaborated version in Definition 2.1 expressed entirely in terms of the energy forms).
Let us now give some consequences of quasi-unitary equivalence of energy forms as in Theorem 1.1 (see [P12, Ch. 4 ], especially Thm. 4.2.14 and Thm. 4.3.5 therein).
The first consequence states that a function of the fractal operator is close to the corresponding graph operator sandwiched by J * and J and vice versa:
where the constants C η and C η depend only on η and U .
As an example choose η(λ) = e −tλ , then Corollary 1.2 is about the norm convergence of the approximating heat operators on the discrete graphs to the heat operators on the fractal.
If η = 1 I , we conclude from Corollary 1.2:
, then the spectral projectors converge in operator norm, i.e.,
where the constant depends only on I and the distance of ∂I to σ( ∆).
As in the case of usual operator norm convergence, the operator norm convergence of spectral projections as in Corollary 1.3 also implies the convergence of eigenvalues (we give a direct proof in Theorem 4.4 using the min-max characterisation of eigenvalues in Proposition 2.7). Such an eigenvalue convergence result is known as folklore, at least for fractals with self-similar measure, and where the spectral decimation method is available, but seems to be new in other cases or if the measure is not self-similar.
In the case of purely discrete spectrum or the case of isolated eigenvalues, we can approximate an eigenfunction also in energy norm by a sequence of finite dimensional eigenvectors: namely, for an isolated eigenvalue λ with normalised eigenfunction Φ, there is a sequence (Φ m ) m of normalised functions consisting of a linear combination of eigenfunctions with eigenvalues close to λ) such that
where C λ depends only on λ. Here, u
denotes the energy norm. It follows that the convergence also holds with respect to the original Hilbert space norm of H . We assume here tacitly that the range of J lies in dom E; the more general case is treated in Proposition 2.5. 1.5. Remark. We would like to stress that a result similar to Theorem 1.1 holds also for non-compact spaces such as non-compact fractafolds. A fractafold is a space which is locally homeomorphic to a given self-similar pcf fractal K (see e.g. [St03] ). A noncompact example is given by X = m∈N F −m (K) for some pcf fractal K with IFS F , where
is the inverse of F w ). We also let G m be the associated m-level graph approximation (here, the vertices of G m are included in the vertices of G m+1 , and each graph G m is infinite). In particular, it follows from the abstract theory of [P12] that the entire spectrum and the essential spectrum converge. Moreover, we conclude that isolated eigenvalues and their eigenfunctions converge in the sense of (1.3) (see again Proposition 2.5 for the precise statement).
Previous works and further developments
In [Sh96] the method of spectral decimation is described for the first time. Roughly, with this method one can calculate the eigenvalues of generation m + 1 from generation m by the preimage of some rational function. From the spectral decimation method, one can also conclude the convergence of eigenvalues, cf. [Sh96, Sec. 3.1]. This method is restricted to certain fractals, and works only for the self-similar measure. Our method works for any Borel regular probability measure of full support.
Mosco [M94] developed a notion of convergence of energy forms, nowadays called "Mosco convergence" which is equivalent with strong resolvent convergence. Kuwae and Shioya [KuS03, Sec. 2, esp. Sec. 2.5] extended the notion of Mosco convergence to the case of varying Hilbert spaces. In [HT15] , there is a quite general approach how (separable) Dirichlet forms can be approximated by Dirichlet forms on finite spaces such that the corresponding forms converge in the sense of Mosco. We will relate Mosco convergence and our generalised norm resolvent convergence in a subsequent publication.
In [IPR + 10] the resolvent for the Neumann resp. Dirichlet Laplacian is calculated for pcf self-similar fractals K. The Neumann Laplacian is the operator associated with E K , while the Dirichlet Laplacian is the operator associated with E
Our approach only needs the existence of a sequence of graphs and energy forms converging in a suitable sense to the limit space and limit energy form. In particular, the self-similar structure of our fractal is not really essential for the proof of Theorem 1.1, and one can extend our results to certain finitely ramified fractals as introduced in [T08] (see also Remark 4.2).
For numerical calculations of spectra, an adaption of the finite element method (FEM) has been used also for fractals, e.g. in [GRSt01, ASStT03] . We comment on this approach in Remark 4.3. Moreover, the conditions we have to check for the quasi-unitary equivalence has been appeared already in the literature in the context of the FEM. For example, let P m u be the piecewise harmonic interpolation spline (using the terminology of Strichartz et al [StU00, GRSt01] ), i.e., the function with values u(x) for x ∈ V m and being m-harmonic on K. Then P m u = JJ 1 in our terminology of Subsection 4.1. Moreover, the estimate
for u ∈ dom E K for symmetric fractals (with common energy renormalisation factor r 0 ∈ (0, 1)) appearing in the proof of Theorem 1.1 in Subsection 4.1 is already shown in [GRSt01, Thm. 3.4]. We will apply the concept of quasi-unitary equivalence also to the case of "graph-like" spaces such as metric graphs and graph-like manifolds in a second publication [PS17] . We will show that under suitable assumptions, a fractal energy form can be approximated by a suitably renormalised energy form on a family of metric graphs or graph-like spaces. This will complement some numerical results of "outer" approximations resp. approximations of fractals by open domains with their natural Neumann Laplacians as discussed e.g. in [BStU08, pp 50-51, Fig.14-15] and [BHSt09] .
Structure of the article
Section 3 contains a brief introduction to pcf fractals in the way we need it. In Section 5 we present some examples. Section 4 contains the proofs of our main results. In Section 2, we give a brief review of the abstract convergence result for energy forms in different Hilbert spaces.
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2. An abstract norm resolvent convergence result 2.1. Quasi-unitary equivalence
In this section, we define a sort of "distance" between two operators ∆ and ∆ defined via
In our application, the Hilbert spaces H m are functions on the vertices V m of a weighted graph (G m , µ m ), namely 2 (V m , µ m ). Moreover, the "limit" metric measure space is (X, µ) with Hilbert space H = L 2 (X, µ).
1
In order to define the convergence, we define a sort of "distance" δ m between ∆ := ∆ m := ∆ (Gm,µm) and ∆ := ∆ (K,µ) , in the sense that if δ m → 0 then ∆ m converges to ∆ in the above-mentioned generalised norm resolvent convergence. We start now with the general concept:
Let H and H be two separable Hilbert spaces. We say that (E, H 1 ) is an energy form in H if E is a closed, non-negative quadratic form in H , i.e., if E(f ) := E(f, f ) for some sesquilinear form E : H 1 × H 1 −→ C, denoted by the same symbol, if E(f ) ≥ 0 and if H 1 := dom E, endowed with the norm defined by
is itself a Hilbert space and dense (as a set) in H . We call the corresponding nonnegative, self-adjoint operator ∆ (see e.g. [K66, Sec. VI.2]) the energy operator associated with (E, H 1 ). Similarly, let ( E, H 1 ) be an energy form in H with energy operator ∆. Associated with an energy operator ∆, we introduce a natural scale of Hilbert spaces H k defined via the abstract Sobolev norms (i) We say that J is δ-quasi-unitary with δ-quasi-adjoint J if
(ii) We say that J 1 and J 1 are δ-compatible with the identification operators J and J if
(iii) We say that the energy forms E and E are δ-close if
(iv) We say that E and E are δ-quasi unitarily equivalent (on H and H ), if (2.3a)-(2.3d) are fulfilled, i.e.,
• if there exists identification operators J and J such that J is δ-quasi unitary with δ-adjoint J (i.e., (2.3a)-(2.3b) hold); • if there exists identification operators J 1 and J 1 which are δ-compatible with J and J (i.e., (2.3c) holds);
• and if E and E are δ-close (i.e., (2.3d) holds). In operator norm notation, δ-quasi unitary equivalence means 
Consequences of quasi-unitary equivalence
It will be convenient in our case to show the following:
2.3. Lemma. Assume that (2.3a) is fulfilled with δ a > 0 and (2.3c) with δ c > 0. If
holds, then the second inequality in (2.3b) is fulfilled with δ = δ + (1 + δ a )δ c .
In particular, if all conditions (2.3) are fulfilled for some δ > 0, except for the second one in (2.3b) which is replaced by (2.4) (with δ replaced by δ), then E and E are δ-quasiunitarily equivalent with δ = 2δ + δ 2 .
Proof. We have
and if δ , δ a , δ c ≤ δ, then the error estimate is greater or equal to 2δ + δ 2 , as claimed.
Let us mention some consequences of the above-mentioned quasi-unitary equivalence we need in the proof of Proposition 2.5:
1/2 η(λ) exists. Then we have
for any pair of δ-quasi-unitarily equivalent energy forms E and E with associated operators ∆ and ∆, where C η depends only on η and U . Here, we use the notation A −1→1 = ( ∆ + 1) 1/2 A(∆ + 1) 1/2 for A : H −1 −→ H 1 . An inequality similar to (2.5b) is proven in (2.10) in a more specific situation. 2.5. Proposition. Let E and E be two δ-quasi-unitarily equivalent energy forms with associated operators ∆ and ∆. Assume that Φ is an eigenvector of ∆, such that its eigenvalue λ is discrete in σ( ∆), i.e., there is an open disc D in C such that σ( ∆) ∩ D = { λ}. Then there exists a normalised eigenvector Φ of ∆ with Φ ∈ ran 1 D (∆) and a universal constant C depending only on λ (and the radius of D) such that
Note that the eigenvalue λ does not necessarily need to have finite multiplicity.
Proof. Set P := 1 D (∆) and P := 1 D ( ∆). Note that ran P may consist of the linear combination of several eigenvectors if λ is not a simple eigenvalue. We have
by (2.5a) with η = 1 D and (2.5b) and similarly,
and therefore
In particular, P J Φ > 0 for δ small enough. Let Φ := 1 P J Φ P J Φ, then Φ ∈ H 1 and for δ < 1/C 1 we have
using (2.5c), P −1→1 = 1 + λ and (2.6) for the second inequality, and
it can be seen as in Lemma 2.3 that δ ≤ C δ for some constant C > 0.
Some eigenvalue estimates
For problems with purely discrete spectrum, we also cite some results (see [P12, Prp. 4.4 .18] for the most general version) dealing directly with eigenvalue estimates, using the minmax principle: Here, λ k denotes the k-th eigenvalue of the operator associated with E, in increasing order and repeated according to their multiplicity. 2.6. Proposition. Assume that we have a first order identification operator
such that there exist δ 0 ≥ 0 and δ 1 ≥ 0 with
If we have shown quasi-unitary equivalence and one additional assumption, then we can conclude from the last proposition (again slightly adopted to our application in Section 4 in order to get an optimal estimate): 2.7. Proposition. Assume that E and E are δ-quasi-unitarily equivalent (with (2.3a) and (2.3d) fulfilled with δ = 0 and (2.3b) and (2.3c) with f 1 resp. u 1 replaced by E(f ) 1/2 resp. E(u) 1/2 ) and that
for all u ∈ H 1 , then
Proof. We first estimate
for f ∈ H 1 using (2.3b); this implies
using the previous estimate and (2.3c). We conclude that
For the energy forms, we have
using (2.3d) (with δ = 0) and (2.9a). The result follows now from Proposition 2.6. The second estimate can be seen similarly by swapping E and E, using the identification operators in the opposite direction and (2.9b)
Post-critically finite fractals and self-similar energy forms
In this section, we briefly review some facts on fractals and self-similar energy forms, see [Ki01] or [St06, Ch. 4]. Let (X, d) be a complete metric space. Typically, we work with X = R d with the Euclidean metric (see Section 5), but our abstract convergence results also hold in the general case.
Post-critically finite fractals and their approximating graphs
We start with a finite family F = (F j ) j=1,...,N of contractive similarities F j : X −→ X, i.e., d(F j (x), F j (y)) = θ j d(x, y) for all x, y ∈ X, where θ j ∈ (0, 1) denotes the contraction ratio. By the Banach fixed point theorem, a similarity has a unique fixed point q j ∈ X. The family F is called an iterated function system (IFS).
For any IFS, there exists a unique (non-empty) compact subset K ⊂ X, called selfsimilar set or self-similar fractal, such that K is self-similar with respect to F , i.e., such that
The existence is guaranteed by Banach's fixed point theorem on the space of compact subsets of X with Hausdorff distance, namely we have (see [Ki01, Thm. 1.1.7]): 3.1. Proposition. Let K ⊂ X be a compact fractal associated with an IFS F . Moreover, let X 0 be a non-empty compact subset of X. Define recursively X m+1 := F (X m ) as the image of the IFS. Then (X m ) m converges to K in Hausdorff distance exponentially fast.
For a word w = w 1 . . . w m of length |w| = m over the alphabet {1, . . . , N } we define the map F w by F w = F w 1 • · · · • F wm . We denote by W m = {1, . . . , N } m the set of all words of length m. Then there is a natural cell structure on the self-similar set K described by the map W m w → K w := F w (K) and we call K w := F w (K) an m-cell. 3.2. Definition. We say that a self-similar compact set K is post-critically finite (or pcf for short) if K is connected, and if there exists a finite set V 0 ⊂ K, called the boundary of K, such that
for all words w, w (w = w ) of the same length. Moreover, we assume that each boundary point is a fixed point of the IFS, i.e., that V 0 ⊂ {q 1 , . . . , q N }. In other words, on a pcf fractal, its m-cells intersect only in the corresponding m-cell boundary points, hence in a finite set of at most N elements. Note that the choice of V 0 among the fixed points of the IFS is not unique. Note also that V 0 is not the topological boundary of K in X (in fact, K is its own boundary as subset of X).
For m = 0, we let G 0 = (V 0 , E 0 ) be the complete graph. For m ∈ N, we denote by
the union of all m-cell boundary points and V 0 . We consider V m as the vertex set of a graph G m with edges
(recall that G 0 is the complete graph, hence any pair of different vertices in V 0 is connected). We also write x ∼ m y if {x, y} ∈ E m . We call x ∈ V m a junction point if x lies in more than one m-cell. It is clear that once, the IFS and the graph G 0 = (V 0 , E 0 ) at level m = 0 are given (in our case the complete graph), the sequence of graphs G m = (V m , E m ) is recursively defined. We call (G m ) m∈N 0 the approximating graph sequence associated with the self-similar set K and its boundary V 0 . We can rephrase the above by saying that each word w ∈ W m acts on the graph G m as injective graph homomorphism F w : G 0 −→ G m (i.e., there are maps F w : V 0 −→ V m and F w : E 0 −→ E m , all denoted by the same symbol F w , such that if F w (x 0 ) = x and F w (y 0 ) = y then F w ({x 0 , y 0 }) = {x, y}).
Note that the "address" w of a vertex x ∈ V m (i.e., the word w ∈ W m and the vertex x 0 ∈ V 0 with x = F w (x 0 )) is not necessarily unique. Nevertheless, every edge e = {x, y} ∈ E m has a unique "address" w ∈ W m and e 0 ∈ E 0 with e = F w (e 0 ), as two vertices joined by an edge are contained in the boundary of a unique m-cell, namely in F w (V 0 ).
Energy forms on the approximating graphs
Associated with the graph G m is its energy, given by the quadratic form 
The right hand side of (3.1) can be seen as a Dirichlet-to-Neumann form of the graph V m+1 with boundary V m ; compatibility then means that the (m + 1)-th Dirichlet-to-Neumann form actually agrees with the m-th graph energy E Gm . (ii) The minimiser h m+1 ∈ (V m+1 ) of (3.1) is unique, called harmonic extension of ϕ ∈ (V m ). For a compatible sequence (E Gm ) m we can define a limit form (see [Ki01, Sec. 2.2]). Let V * := m∈N 0 V m and u ∈ (V * ). As u V m+1 is an extension of u Vm , we have
exists (and may be ∞).
3.4. Definition. Let (G m ) m∈N 0 be the approximating sequence of graphs associated with the IFS (F j ) j=1,...,N , the corresponding self-similar set K and its boundary V 0 . We call a sequence (E Gm ) m∈N 0 of energy forms on (G m ) m self-similar if there exist so-called renormalisation factors r j ∈ (0, 1) for j = 1, . . . , N such that
for u ∈ (V m+1 ). Clearly, a self-similar sequence (E Gm ) m can be defined recursively, given E G 0 on (V 0 ) by (3.3). As a result, we then obtain
where r w := r w 1 · . . . · r wm . In particular, the conductances are given by where w ∈ W m is given by e = F w (e 0 ) (recall that w ∈ W and e 0 are uniquely determined by e ∈ E m , see above). Moreover, r ± is the maximal resp. minimal value of the renormalisation factors r 1 , . . . , r N , and similarly c ±,0 is the maximal resp. minimal value of the conductances c e 0 ,0 of E G 0 . We now make our main assumption on the fractal: 3.5. Definition. We say that a fractal K is approximable by finite graphs, if K is a selfsimilar set given by an IFS, if there is an approximating sequence of graphs (G m ) m∈N 0 , and if there is a compatible and self-similar sequence (E Gm ) m of energy forms E Gm on G m . We call V 0 (i.e., the vertex set of the graph G 0 ) the boundary of K.
On a fractal K approximable by finite graphs, there exists a natural energy form E K defined by (3.2). Note that such a fractal is uniquely determined by the data ((F j ) j=1,...,N , (r j ) j=1,...,N , E G 0 ) .
The pcf property guarantees the existence of the approximating sequence of graphs. Moreover, given an energy form E G 0 and renormalisation factors r 1 , . . . , r N , one can define a self-similar sequence of energy forms (E Gm ) m by (3.4). The difficult problem is to find E G 0 (i.e., conductances (c e 0 ,0 ) e 0 ∈E 0 ) and r 1 , . . . , r N such that (E Gm ) m is at the same time compatible. This problem is called the renormalisation problem, and can be rephrased as a fixed point problem or a non-linear eigenvalue problem. It can be shown (see e.g. 
The energy form on the fractal
Given now a fractal K approximable by finite graphs, we can define a limit form E K as in (3.2) and the self-similarity (3.3) survives the limit: E K is self-similar, i.e.,
holds for all u ∈ (V * ). Let now E K be the form defined in (3.2) on
As V * = m V m is dense in K, a continuous function on K is indeed uniformly continuous, hence determined by its values on the dense set V * (see [Ki01, Thm. 3.3 .4] using the fact that r j ∈ (0, 1) and (3.12)). The compatibility of the sequence (E Gm ) m now passes over to the limit in the following sense (see [Ki01, Lem. 2.2.2]): for any "boundary value" ϕ ∈ (V m ) there exists a unique continuous function h ∈ dom E K on K such that h Vm = ϕ and
(3.7)
These functions are called m-harmonic functions. In the special case where ϕ is the characteristic function 1 x of the set {x} for x ∈ V m we denote the m-harmonic function with boundary value 1 x by ψ x,m . By polarisation and a simple argument, it follows for the corresponding sesquilinear forms that
for all u ∈ dom E K and h ∈ dom E K an m-harmonic function. We need the following "localisation" of the energy form E K on the fractal (see also [T08, Sec. 3]): 3.6. Proposition. Let K be a fractal approximable by finite graphs with self-similar energy form E K and let m ∈ N 0 . Then there is an energy form E Kw with dom
for all u ∈ dom E K .
We call E Kw the localised energy form on the m-cell K w . Remark.
(i) We would like to emphasise that we have two formulas with a sum over w ∈ W m , namely (3.9) and
by recursively applying (3.6). In the first one, E Kw is the energy of the restriction of u to K w , while in the second one, E K • F w is an image of u scaled down to the cell K w , and hence needs the renormalisation factor. (ii) The fractal K can also be viewed as being glued together from K w for w ∈ W m according to the graph where we consider w ∈ W m as vertices and w ∼ w being joint by an edge if F w (K) ∩ F w (K) is non-empty. We have treated such abstract spaces coupled by graphs in [P17] .
Proof of Proposition 3.6. As K w = F w (K) is itself a self-similar pcf fractal with IFS (F j • F w ) j=1,...,N , we can just define E Kw as in (3.2) as a limit of graph energies by
is an isomorphic image of the graph G m in G m+m inside the cell corresponding to the word w. Moreover, we have
Passing to the limit m → ∞ gives the desired formula.
We also need the following estimate on |u(x) − u(y)| for u ∈ dom E K : 3.7. Proposition. Let K be a fractal approximable by finite graphs with self-similar energy form E K . Let x, y ∈ K w be in a cell K w of generation m, then
Proof of Proposition 3.7. Let w ∈ W m and consider the m-cell K w with energy form E Kw as defined in Proposition 3.6. As K w is itself a fractal (see the proof above), we have the following results: Let the so-called resistance metric be given by 
into the defining equation for Kw ). Moreover, for the diameter of (K w , Kw ), we have
In particular, we have
if x, y ∈ K w and u ∈ dom E Kw . We finally need an estimate of the diameter of an m-cell: Let x, y ∈ K w be in a cell of generation m, then we can estimate (x, y) by (x , y ) for some boundary points x = F w (x 0 ) and y = F w (y 0 ) of the m-cell K w . Let now ψ be the m-harmonic function with value 1 at x and 0 on V m \ {x }, hence
using (3.7) for the first equality.
Remark. Note that the localisation of E K in Proposition 3.6 allows us to consider only the energy on K w instead of K on the right hand side. This slight detail will help us to obtain the optimal estimate in the second estimates of (2.3b) and (2.3c) in the proof of Theorem 1.1 in Subsection 4.1.
Measures on fractals and graphs and the associated operators
In order to have a closed form, we need a Hilbert space structure on K, i.e., a measure µ on K. We assume that µ is a Borel regular probability measure of full support (see e.g. [Ki01, Sec. 1.4]). Examples such as a self-similar measure are given in Subsection 5.1. The Hilbert space is then L 2 (K, µ) with its usual inner product. The domain dom E K of E K is itself a Hilbert space, and it can be shown that the embedding dom E K ⊂ L 2 (K, µ) is compact. This implies that the operator ∆ (K,µ) associated with the quadratic form E K , i.e., the operator defined via
for all v ∈ dom E K , has compact resolvent, hence also purely discrete spectrum (note that -in contrast to some literature like Kigami's or Strichartz's books [Ki01, St06] -our operator is non-negative, i.e, ∆ (K,µ) ≥ 0). Moreover, it can be shown that dom E K ⊂ C(K), and it makes sense to evaluate u ∈ dom E K at points of K.
For the Hilbert space structure on the graphs G m , we also need a measure µ m on V m . We set
and we call the sequence (µ m ) m approximating measures corresponding to (K, µ). The measures µ m are actually discrete probability measures of full support because the family of m-harmonic functions {ψ x,m } x∈Vm forms a partition of unity and µ is a probability measure of full support on K. By 2 (V m , µ m ) we denote the finite dimensional Hilbert space (V m ) with norm (and hence inner product) given by
A simple calculation shows that the (bounded) operator ∆ (Gm,µm) ≥ 0 associated with the energy form E Gm acts as
Moreover, the associated matrix with respect to the orthonormal basis { δ x | x ∈ V m } of 2 (V m , µ m ) with δ x (y) = µ m (x) if x = y and δ x (y) = 0 otherwise is given by (∆ (Gm,µm) Let H m = 2 (V m , µ m ) and let E m = E Gm be the graph energy form as in (1.2). For the limit space, we set H = L 2 (K, µ) and H 1 = dom E K , where E = E K denotes the energy form on the fractal, defined as a limit in (3.2).
We will now show our first main result Theorem 1.1:
Proof of Theorem 1.1. We define the identification operators J = J m : H m −→ H and J = J m by
for y ∈ V m , then it is easily seen that J * = J . Moreover, we let J 1 f := Jf for f ∈ H m and let
the evaluation of u in x ∈ V m ⊂ K. Note that we have x ∼ m y if and only if ψ x,m , ψ y,m = 0 for x, y ∈ V m (x = y), where ψ x,m is the m-harmonic function with value 1 at x ∈ V m and 0 elsewhere. We will make frequent use of the following relation,
which follows from the fact that y∈Vm ψ y,m = 1. By the Cauchy-Young inequality and (4.1), we have
hence we have chosen our vertex weights µ m on V m appropriately; in particular, the first condition (2.3a) of quasi-unitary equivalence is fulfilled as well as the second (recall that J * = J ), both with δ = 0.
Let us now check the first estimate in (2.3b): Let x ∈ V m . We apply (4.1) and obtain (the reason for the second term will become clear in a moment). In particular, the first estimate in (2.3b) holds with δ = (µ +,m /c −,m ) 1/2 . Next we prove the second inequality of (2.3b); actually, we will show estimate (2.4): We have
almost everywhere for any u ∈ H using the fact that {ψ x,m } x∈Vm is a partition of unity.
using Proposition 3.7 for the second inequality, x∈Fw(V 0 ) ψ x,m Kw = 1 Kw for the fourth line and Proposition 3.6 resp. (4.2) for the final inequality. In particular, we can again choose δ = (µ +,m /c −,m ) 1/2 in (2.4).
For the second estimate in (2.3c) (the first one is trivially fulfilled), let u ∈ H and x ∈ V m . Then
where W x,m := { w ∈ W m | x ∈ K w } are the words which m-cells contain x. Hence, we have
E Kw u Kw using Proposition 3.7 for the second inequality, w∈Wx,m Kw ψ x,m dµ = µ m (x) for the last line. Now, we obtain for the norm estimate
using (4.2) resp. Proposition 3.6 for the last line (here N 0 = |V 0 | denotes the number of boundary vertices). Finally, we check the last condition (2.3d) of quasi-unitary equivalence: For any f = x∈Vm f (x)ψ x,m Vm ∈ H m and u ∈ H 1 , we have
using (3.8). We now apply Lemma 2.3 and obtain (2.3b) with δ a = 0, δ = (µ +,m /c −,m )
. Collecting all the individual error terms, the quasi-unitary equivalence constant is then
Note that for a general probability measure µ (not necessarily self-similar), we have at least the estimate µ +,m ≤ 1 and hence the following result: 4.1. Corollary. The δ m -quasi unitary equivalence of the fractal energy form E K with general Borel regular probability measure µ of full support and the approximating graph energy forms E m = E Gm as in Theorem 1.1 holds with
If the measure is self-similar or if the fractal, its measure and boundary are symmetric, we can obtain better estimates, see Subsection 5.2. 4.2. Remark. Our results also extends to certain classes of finitely ramified fractals as introduced in [T08] : if there is a compatible sequence of energy (or more precisely, resistance) forms on the boundary structure (V m ) m . If the diameter of m-cells tends to 0 in the resistance metric, and if one chooses a measure such that the measure of m-cells tends to 0, then we obtain a similar result as Theorem 1.1. 4.3. Remark. Let us comment on the finite element method (FEM) for fractals developed in [GRSt01, ASStT03] . In our notation, one can find for example an approximative eigenvalue λ m of an eigenvalue λ of ∆ (K,µ) by finding a non-trivial solution f ∈ 2 (V m , µ m ) (or a vector f ∈ C Vm ) of the generalised eigenvalue problem
where the matrices C m and G m are given by
and (G m ) xy = ψ x,m , ψ y,m H . The latter matrix is also called the Gram matrix of (ψ x,m ) x∈Vm . As a candidate for f , one can choose e.g. evaluation of u at the vertices V m , i.e., f = J 1 u. Then f is the coefficient vector of the harmonic interpolation spline JJ 1 u = x∈Vm f (x)ψ x,m in our notation. We show actually as one condition of quasi-unitary equivalence that the harmonic spline Jf = JJ 1 u is close to the original u for large m ∈ N.
A direct eigenvalue convergence result
Although an eigenvalue convergence already follows from quasi-unitary equivalence as in Corollary 1.4, we show a more explicit convergence using Proposition 2.7: 4.4. Theorem. Let (K, µ) be a pcf fractal with Borel regular probability measure of full support approximable by finite weighted graphs (G m , µ m ) and let λ k (G m , µ m ) resp. λ k (K, µ) be the k-th eigenvalue of the Laplacian operator associated with (G m , µ m ) resp. (K, µ) (in increasing order, repeated according to their multiplicity). Then
, where δ m is as in Theorem 1.1 resp. (4.3).
If δ m ≤ (1 + λ k (K, µ)) −1 /2, then we can choose as upper bound
Proof. We apply Proposition 2.7 with H = 2 (V m , µ m ) and H = L 2 (K, µ) etc. We note first that (2.9a) is trivially fulfilled (even with equality) as
In particular, the upper estimate on λ k (K, µ) in (4.4) holds (using the second inequality in (2.9c)). For the lower bound (4.4), we note that (2.9b) is fulfilled as
using (3.8) and (3.7). For the upper bound in (4.5) we use the first inequality in (2.9c).
Note that a rough estimate on λ k (G m , µ m ) in terms of the maximal possible value m of an eigenvalue of ∆ (Gm,µm) is not enough, as δ m m → ∞ as m → ∞.
Eigenvalue estimates for subsequent graphs
If the measure µ is self-similar (see Subsection 5.1), then we can also show that the k-th eigenvalue of the graph energy forms E m and E m+1 are close to each other. Denote by λ k (G m , µ m ) the k-th eigenvalue of the graph Laplacian ∆ m associated with E m (in increasing order, repeated according to the multiplicity). Blasiak, Strichartz and Ugurcan [BStU08, text after eq. (2.9)] believe that the sequence (λ k (G m , µ m )) m∈N is monotonely increasing. We can at least show the following: 4.5. Proposition. Assume that the measure µ on K is self-similar, then we have
where λ D 1 > 0 is the smallest eigenvalue of the Dirichlet Laplacian (the Laplacian ∆ (G 1 ,µ 1 ) restricted to V 1 \ V 0 ) and where λ k,+ is an upper bound on λ k (G m+1 , µ m+1 ).
Proof. We apply Proposition 2.6 with
with Dirichlet boundary condition on the "boundary" V m ⊂ V m+1 (see e.g. [P16, Sec. 6.7]). We then have (using a variant of the min-max characterisation of eigenvalues)
for any u : V m+1 \ V m −→ C. Note that a Dirichlet eigenvalue is always positive.
As the Dirichlet Laplacian on V m+1 \ V m is a direct sum of a rescaled copy of the one on V 1 \ V 0 , we can estimate the first eigenvalue on generation m + 1 by µ 1 ) ) (4.8) using (3.4), (3.5) and (5.1) (as µ − is the minimum of the measure scaling factors µ j ). We conclude from (4.6) and the Dirichlet eigenvalue estimates (4.7)-(4.8) that
and we can choose
in Proposition 2.6. As E m (u Vm ) ≤ E m+1 (u) by the compatibility of (E Gm ) m the condition on the energy forms in Proposition 2.6 is also fulfilled. The result now follows from Proposition 2.6. 
Examples
In this section we present some classes of examples and some concrete ones. Note that the contraction ratio θ j does not play any role in the convergence results.
Self-similar and other measures on pcf fractals
A probability measure µ on K is called self-similar, if µ is a Borel regular probability measure and if there are so-called measure scaling parameters µ 1 , . . . , µ N > 0 such that
for all Borel sets A ⊂ K. Note that a self-similar measure always exists for any fractal K defined via a (finite) IFS. In particular, an m-cell K w = F w (K) has measure Here, θ j is the contraction ratio of the contractive similarity
There is another natural measure on a fractal, namely the Kusuoka energy measure. For a definition, see e.g. [T08, Def. 3.4] . A good reference and a link to the unusual properties of the domain of the Laplacian on a fractal can be found in [BBStT99] . There is even an explicit formula (cf. [T08, Thm. 6.1]) for the Laplacian ∆ (K,µ) , if µ is the Kusuoka energy measure resembling the Laplacian of a Riemannian manifold (normalised to µ(K) = 1). Theorem 1.1 applies also to this setting; one just needs to calculate µ m (x) = K ψ x,m dµ with respect to this measure.
Symmetric pcf fractals
5.1. Definition.
(i) We call a self-similar measure µ symmetric or standard if the measure rescaling parameters are all the same, namely
(ii) We say that a fractal K approximable by finite graphs is symmetric, if all contraction ratios θ j of the IFS are the same and if all energy renormalisation parameters r j of the energy forms are the same, i.e., there exists θ 0 , r 0 ∈ (0, 1) such that θ 0 = θ j and r 0 = r j , for all j = 1, . . . , N . (iii) We say that (K, µ) is symmetric if K is a symmetric fractal together with a symmetric self-similar measure µ. (iv) Let V 0 ⊂ K be the boundary of a fractal K approximable by finite graphs. We say that V 0 is symmetric, if the weights µ 0 (x 0 ) = K ψ x 0 ,0 dµ are all the same, namely µ 0 (x 0 ) = 1 N 0 for all x 0 ∈ V 0 (recall that N 0 := |V 0 | ≤ N and that x 0 ∈V 0 ) µ 0 (x 0 ) = µ(K) = 1). For a symmetric fractal K, the Hausdorff dimension of K with respect to the resistance metric (3.11) is given by d = − log N/ log r 0 > 0. Moreover, the Hausdorff dimension of K with the induced metric from the Euclidean ambient space is d eucl = − log N/ log θ 0 > 0.
Recall that W x,m = { w ∈ W m | x ∈ K w } denotes the set of words w such that the corresponding cells K w meet in the vertex x ∈ V m . Denote by 
Sierpiński gasket and related fractals
The unit interval. The unit interval K = [0, 1] can be seen as a self-similar fractal with F 1 (x) = x/2 and F 2 (x) = x/2 + 1/2 with boundary V 0 = {0, 1}. This fractal is symmetric, and if we choose the symmetric self-similar measure µ (which is here the one-dimensional Lebesgue measure). In particular, K, µ and V 0 are all symmetric and we have Sierpiński gasket. The Sierpiński gasket is given by three contractions with ratio θ 0 = 1/2 and fixed points at the vertices of an equilateral triangle. Here, N = N 0 = 3 and N 1 = 2. Again, this fractal is symmetric and we fix the symmetric measure µ; also the boundary is symmetric. In particular, we have N = N 0 = 3, N 1 = 2, θ 0 = 1 2 , r 0 = 3 5 , b = 3, |V m | = 3 2 (3 m + 1) .
Moreover, we have c e 0 = 1; and the error is given by
The error δ m is smaller than 0.01 for m ≥ 7, but the number of vertices is then already quite large, namely |V 7 | = 3282. Sierpiński gaskets in higher dimension. Here, we consider the self-similar symmetric set in R N −1 for N ≥ 2 with contraction ratio θ 0 = 1/2 and N fixed points lying on an N -dimensional pyramid with side length 1. For N = 2, this is the interval, for N = 3 the fractal is the Sierpiński gasket and for N = 4 the Sierpiński pyramid. We also have N 0 = N and N 1 = 2 (at most two cells meet). Also the boundary is symmetric. We have here
If e.g. N = 4, we have δ m smaller than 0.01 for m ≥ 6, but the number of vertices is then already quite large, namely |V 6 | = 8194. Related fractals. The level n Sierpiński gasket SG n is a self-similar compact set in R 2 defined as follows (see e.g. [St06, Ex. 4.1.1, Fig. 4.1.1]) : subdivide an equilateral triangle into 3(n − 1) equilateral triangles of side length θ 0 = θ j = 1/n of the original side length. Each of these 3(n − 1) triangles can be obtained by a similarity from the original triangle with contraction ratio 1/n and a fixed point. Hence, we have N = 3(n − 1) fixed points, and only the 3 fixed points on the vertices of the original triangle form the boundary, hence N 0 = 3. By D 3 -symmetry, we choose all conductances c e 0 to be equal, say 1. The renormalisation factors are again all the same and given e.g. for n = 3 by r 0 = 7 /15 (see [St06, Ex. 4 
