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Abstract 
This dissertation was written as a part of the MSc in ICT Systems at the International 
Hellenic University.  
The dissertation tackles the problem of evaluating the wind energy potential within a 
densely populated and built area. Within those limits the wind conditions present are 
vastly different compared to a smooth rural area or a terrain over sea. Moreover the 
measurements available from local, national weather associations or even wind atlases 
concern mostly rural areas or areas near airports and of course small altitudes over the 
terrain. 
The purpose of the dissertation is to construct and demonstrate a model that will exploit 
these data and calculate the energy potential on the top of a building within the urban 
environment. An evaluation of a specific wind turbine will be done in order to be able to 
draw conclusions for the financial feasibility of the installation of such a wind turbine  
At this point I must thank the supervisor and professor Dr. Giannakidis for his help and 
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Introduction 
There is global concern about the climate change and the human activities that contrib-
ute to the pollution causing it. The power production sector contributes a large propor-
tion of the CO2 and other pollutants emitted that have this negative effect on the envi-
ronment. 
Apart from the increase in efficiency in all aspects of energy consumption, renewable 
energy sources are one of the solutions to mitigate this problem. Just describing the 
chart below, that presents the CO2 emitting per sector in EU for the year 2008, one can 
easily see that the energy production sector is responsible for a large percentage of 
those. [1] 
 
Chart 1: Emissions per sector 
EU has already voted laws and regulations for its members to implement in order to 
mitigate the problem. The EU as a whole has, amongst others, to reduce the CO2 emis-
sions by 20% until the year 2020. Moreover a roadmap for further reduction is already 
considered. [2] 
The exploitation of the wind resource, to produce electricity, is one of the ways to tackle 
the problem. Wind turbines and wind parks have already been constructed in various  
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sites within the EU. However the large installation cost, as well as the limitations 
that concern the amount of energy that can be produced by any wind turbine, 
means that only a few sites in every country have the wind resource available in 
order for this kind of energy production to be significant and of course financially 
sustainable. The installation costs are related, not only to the wind turbines them-
selves, but also to the various external costs that have to do with the grid connec-
tion as well as the power transportation and distribution. 
This means that a slightly different approach can be, at the least considered in 
terms of wind power production. This approach is the installation of smaller wind 
turbines, close to where the energy consumption happens. Within the city limits. 
This asks for some changes in the production pattern and the adoption of a more 
distributed power production approach. Such an approach will also have the ad-
vantage of increasing the competition within the energy market with possible pos-
itive results. 
The scope of the dissertation is to examine operation of a small scale wind turbine 
within a dense populated area installed on the roof of a building. The nature of the 
wind as a resource, together with the complexity of its flow within the urban envi-
ronment require further examination of the situation before someone decides on 
the installation of such a wind turbine. 
The investigation will take into account the way that the wind flow is affected by 
the various buildings and then the difference in power production that such an en-
vironment has the wind turbine itself. 
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1 Chapter 1 Distributed Gener-
ation 
Distributed Generation or DG can be defined as the generation of power at the con-
sumption or the distribution side o the grid. It was vastly implemented during the early 
days of power production, when power plants supplied customers close by to where 
they were constructed. The need to create economies of scale in order to decrease the 
per unit cost of electricity, as well as the technological evolutions like the AC grids, led 
to a more centralized power production. Despite the construction of large transmission 
and distribution grids however, DG is again of interest. This is mainly due to technolog-
ical innovations of the last decades, as well as the changes that take place at the eco-
nomic and regulatory level.[3] 
1.1 Drivers for the re-emergence of DG systems, 
advantages and disadvantages 
The main drivers for growth of DG and its integration into the power generation and 
grid planning can be classified into three categories. They can be either environmental 
or economic and regulatory. 
1.1.1 Environmental Drivers 
Since we are talking about small scale generation, power from renewable sources can be 
produced and injected into the grid. This of course has a positive impact on the mitiga-
tion of the Green House Effect and on global warming, since power generation is one of 
the main CO2 emitting sectors globally. 
Moreover, apart from the emissions DG can reduce the “visual pollution” by the large 
HV transmission and distribution grids. The fact that an increasing portion of the total 
power in an area can be generated locally can reduce the need for grid expansion, as 
well as for the construction of large power plants that can destroy the scenic beauty of 
the local environment. Of course DG cannot, and probably never will, totally eliminate  
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the need for grid expansion and the need for an increase of the centralized genera-
tion. However it can help keep them at a minimum. [4] 
1.1.2 Regulatory Drivers 
There is a global tendency to reform the power production sector and introduce 
competition in power generation. The existence of many players in the market is a 
prerequisite for competition to occur. DG has the advantage of providing the mar-
ket with several small or medium generators that can trade in the energy market. 
Another driver is the fact that DG can provide a diversification of energy sources 
in order to increase energy stability and security. The fact that generation is dis-
tributed around the grid close to consumption can limit the effect that a failure of 
a big power plant or a transmission line can have to the final consumer. Moreover 
especially at the case that RES are used for generation DG can help in the diversi-
fication of the energy mix and decrease dependency from one energy source or 
from another country, if we are talking for imported primary energy sources. It is 
of no coincidence that EU policy focuses on the diversification of energy sources. 
[4] 
1.1.3 Economic Drivers 
A consequence of the introduction of competition into the power sector is the in-
crease of the risk that investors have to face in order to enter the market. The ex-
tremely large amounts of money that need to be spent in order to participate in a 
scaled power sector increase that risk. This can favor investing into projects of 
smaller capacity that are less risky due to the fact that they need smaller invest-
ment in capital. 
In addition to that, since we understand that today’s economy is heavily depended 
on uninterrupted power of certain quality, the improvement of the voltage profile 
and reduction of power outages that DG can offer if applied carefully, is of great 
importance.[4] 
1.1.4 Advantages 
The already mentioned drivers for the re-emergence of DG systems present some 
of the advantages of such an action.  However some other advantages do exist. 
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1) DG systems can be installed fast and almost at any place we have new peak 
or based demand. 
2) The total capacity can be increased after the initial installation 
3) They can start generating power almost immediately after the installation 
4) They can be sized appropriately to cover exact load demand 
5) DG systems help reduce the power flow and losses in the transmission or 
distribution network 
Certain types of systems, small hydroelectric plants for example, can provide the system 
with reserves, emergency supply or even storage capabilities 
1.1.5 Limitations and disadvantages 
Apart from the limitations that are related to economics, there are other problems that 
can occur due to the usage of DG systems. The proper design to care for those prob-
lems, depict the limitations and disadvantages of DG systems. The problems are the fol-
lowing: 
1. Voltage regulation: As already mentioned DG systems can help improve the 
voltage profile especially in cases of increased peak demand. However this is 
only if their connection to the grid is carefully considered and designed. Drop or 
increase in voltage can occur locally for consumers at the vicinity of the DG sys-
tem. 
2. Apart from the difficulties in voltage regulation, non-optimal sitting of the DG 
system can actually erase the advantage of the reduction of system losses. 
3. Voltage flicker. Especially for the cases of PV systems and wind turbines whose 
outputs fluctuate significantly from the installed capacity this can be very com-
mon. Tighter synchronization of the generators or good control of the inverters 
can mitigate the problem. 
4. Harmonics. DG systems can introduce harmonics into the grid. However this is 
a problem that can be easily solved especially for modern inverters or the har-
monics can be confined technically to the DG system’s site. 
5. Impact on short circuit level. Many DG systems connected at the same substa-
tion can alter the short circuit levels I such a way as to affect the coordination of  
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the protection means during a fault. Proper sitting and changes in the protection 
settings can solve the problem, which is anyways very rare. 
6. Islanding. Here we have to separate islanding as a problem from the intentional 
islanding that can improve the reliability of the grid, as already mentioned. Is-
landing is the unintentional injection of energy into a portion of the grid, while 
the grid’s operator has decided to stop energy flow or after a fault has stopped it. 
This can not only cause safety problems to a line that is otherwise considered 
dead, but also affect power quality both before and after the grid starts working 
again. Islanding stops being a problem if certain measures and standards are ap-
plied. 
Despite the problems, DG systems if designed properly, can improve all the aspects of 
the performance of the grid and should be encouraged. One of the most common DG 
systems are Wind Turbines. At this point we have to mention that in the case of a wind 
farm of large installed capacity, it is not clear if we can consider it as a DG system. Oth-
er authors consider DG systems to be up to 1MW of installed capacity, while others up 
to 100MW. For such a case, transmission lines may have to be constructed, something 
that negates some of the advantages and drivers for the construction of more DG sys-
tems.[5] 
1.1.6 Small wind turbines in Distributed Power Generation 
The smaller wind turbines however, which are of nominal power of some kW, can 
be considered as Distributed Generation systems. They, of course lack the storage 
capabilities of a hydroelectric plant and their sizing is strongly depended on the 
wind resource of the area or on state building regulations and other limitations, 
they however demonstrate some of the other advantages of the DG systems. 
• Small wind turbines can be installed fast, in the case that the area under in-
vestigation has already been studied, to know the wind resource.   
• Their capacity can be increased after the installation, by adding another tur-
bine nearby 
• They start producing power immediately after the installation 
• They do not produce any greenhouse emissions during their operation 
• They produce energy very close to its consumption 
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Their main limitations, apart from the obvious for any type of wind turbine volatility of 
the energy resource, have to do with the urban environment itself. Limitations such as 
noise or visual pollution can make people skeptical and of course the built environment 
adds complexity to the investigation of the wind resource that can be exploited. Moreo-
ver building regulations may also add complexity to the installation of a turbine. 
1.2 Urban Environment and electricity consumption 
An urban area is characterized by a high population density, larger human constructions 
and more human activity compared to its surrounding area. More important in our case 
is the electricity consumption density of such an area, which is logically higher com-
pared to more rural areas. 
Human activity is energy intensive, which means that large amounts of power must ei-
ther be transmitted to an urban area, or in the case of DG generated nearby. For example 
in Great Britain during 2011, 286.361GWh of electricity were consumed in total. Out of 
those 39.946GWh were consumed in the greater London area. This area had a popula-
tion of 9.787.426 people in 2011 and occupied an area of 1,737.9 km2 at the time of the 
2011 census. This means that the energy consumption density was 22,985 GWh per 
km2. In comparison to the greater London area, things are a little bit different in Scot-
land. The total energy consumption at that area was, for the same year, 26.658 GWh. Its 
population was 5.295.000 according to the 2011 census and its occupied area was 
78.770 km2. In 2011, the energy consumption density was 0,3384  GWh per km2.These 
are better depicted in the following table. 












Portion of total  
area 
(%) 
















Scotland 26.658 78.770 5.295 0,3384 34,27 9,31 
G. Britain 286.361 229.848 60.800 1,246   
 
So we can see that for at an area that covers less than 1% of the total area, almost 14% 
of the total generated energy is consumed. This can have two explanations. The first is 
that there is a great difference in the pattern of consumption between London, which is  
-6- 
which is mostly an urban area with high population density and Scotland, which 
as an area is a mixture of urban and rural areas. However according to the next 
map the difference in the pattern of consumption is definitely not enough to ex-
plain the difference in consumption. 
The second possible explanation for this huge difference is the density of the pop-
ulation, which is a characteristic not only of Great Britain and the city of London 
but for every major or even minor city when compared to a more rural environ-
ment. All these are mentioned just to emphasize the importance of the DG and the 
power production from wind turbines installed within the urban environment, 
where the consumption of energy is higher. [6],[7] 
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2 Urban environment and wind 
velocity 
There is a big difference between how the wind behaves away from cities, buildings or 
other large obstacles and the situation within the vicinity of obstacles, especially in the 
case of a big or smaller city which can be built so densely that the wind conditions can be 
greatly affected. 
2.1 General laws 
In most cases the meteorological data, for the wind velocity, concern open spaces out-
side the built environment. This kind of data cannot be used for cases that have to do 
with wind turbines into the built environment. The wind pattern is influenced heavily by 
the buildings inside a city, which makes further analysis of the wind very important in 
order to calculate the energy output of any wind turbine inside urban structures. Con-
cepts such as the Atmospheric Boundary Layer or ABL and terrain roughness are im-
portant, in order to understand the behavior of the wind within the built environment. 
The ABL as a concept derives from the fact that the no-slip condition on the earth’s sur-
face demands for the wind’s velocity to be reduced to zero in order to be fulfilled. This 
results in the ABL. Roughness is a concept that describes the wind’s deceleration near 
the earth’s surface and is heavily depended on the existence or the lack of obstacles on 
the surface. Roughness can be easily represented by a height over the earth’s surface 
that the wind velocity can be considered to be zero. This will be very small over a plain 
field and much bigger over a city. 
To get an idea about the wind velocity over the earth’s surface we can see the next 
sketch. This shows a logarithmic boundary layer profile or log-law, according to which 
the formula 
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  (1) 
provides with an approximation of the wind speed at a height z. In this formula  
is the friction velocity, κ is the Von Karman constant, taken as 0.4 and  is the 
roughness height.[8]  
 
Figure 1: Wind velocity near the ground 
The log-law, for a terrain of high roughness, such as a built environment is slight-
ly modified. The formula is 
 (2) 
with d being called the displacement height, which is needed to create a new vir-
tual surface by the obstacles that exist on the surface, as in the following sketch. 
Of course close to buildings and the roughness elements in general, this formula 
ceases to exist. [10] 
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Figure 2: Wind within the built environment 
This formula requires some inputs, that are case related and must be chosen carefully, in 
order to have an accurate representation of reality. There are several references that can 
be used to provide us with values for d or z0. The inputs that they, themselves require 
are related to the average height of roughness elements and the percentage of the total 
area that is occupied by those elements, AH. According to literature, the most accurate 
reference is the ESDU 82026 because the results it presents are based on numerous 
measurements in wind channels. [10] According to this method: 
, if . (3) 
For z0 Wieringa and Rijkoort [11] provided with a solution given by the formu-
la . At this case H is defined as the height of the most important and regu-
larly occurring roughness element in the area. However measurements show a signifi-
cant dependence of z0 on the different city, so an accurate general estimation is difficult 
to occur. It is safer to calculate this parameter from measurements. When measurements 
are not available a value of 0.8 can be taken, which corresponds to an area that is 42% 
occupied with buildings. [10] 
Just for reference, the various terrains can be categorized into classes according to the 
roughness and the corresponding roughness height. The Roughness Class (RC) is de-






The following table can be constructed, that relates the terrain’s description to 
roughness height and Roughness Class. 
Table 2: Roughness height and class for various landscapes 
Roughness Class (RC) 
 
Landscape description 
0 0.0002 Water surface 
0.5 0.0024 
Completely open terrain, smooth 
surface such as grass or airport 
runways 
1 0.03 
Open agricultural area without ob-
stacles and only scattered buildings 
1.5 0.055 
Agricultural land with a few buildings 
no more than 8 meters tall and 1250 
meters apart 
2 0.1 
Agricultural land with a few buildings 
no more than 8 meters tall and 500 
meters apart 
2.5 0.2 
Agricultural land with a few buildings 
no more than 8 meters tall and 250 
meters apart 
3 0.4 
Villages, small towns, forests or 
rough and uneven terrain 
3.5 0.8 Larger cities with tall buildings 
4 1.6 
Very large cities with tall buildings 
and skyscrapers 
 
As mentioned earlier the pattern of the wind velocity cannot be predicted for areas 
near the buildings or at a height that lies within the city structure. So a minimum 
height, below which the log-law cannot be applied has to be specified. According 
to ESDU 82026 [10] this is  
. (6) 
To summarize the inputs for the log-law we can create the following table 
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Table 3: Values for quantities related to roughness [18] 













Another useful formula, which provides a formula to calculate the wind velocity for a 
different height within the logarithmic profile when given a reference profile is the fol-
lowing:  
Another useful formula, which provides a formula to calculate the wind velocity for a 
different height within the logarithmic profile when given a reference profile is the fol-
lowing:  
 (7) 
Here  is the reference height and   is the velocity at reference height. This for-
mula is useful because wind maps or meteorological agencies provide us with data 
measured at a certain height, e.g.  , but we need to be able to predict wind 
velocity at a different height, provided that the log-law is applicable. [12] 
2.2 Area of investigation, the city of Thessaloniki 
Thessaloniki is the second largest city in Greece. Its population is over 300.000 people, 
not taking into account all the adjacent municipalities. It covers an area of more than 39 
km2. 
Thessaloniki in terms of population density can be considered non-uniform. Its density 
population is of more than 9000 people per km2 for the areas around the city center, 
while it is somewhat less in the suburbs. So we can safely assume that the buildings  
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roughness elements near the city center will be uniformly and very dense. This 
will play an important role in the modeling of the area under investigation using 
the commercial CFD software ANSYS Fluent. 
Another parameter that has to be presented, because it will be used during the 
simulation, is the height of the buildings. Unfortunately there are no freely availa-
ble statistical data for this so we are going to proceed with assumptions based on 
the observation of the city itself, as well as the official building coefficients for 
various areas and the corresponding building regulations. For the center of Thes-
saloniki, if we exclude areas such as the university campus, the area of the Inter-
national Thessaloniki Fair as well as areas near the center that are occupied by 
low, old and listed buildings, a building factor that is representative of the situa-
tion can be a factor of 4. This means, according to the building regulation, that the 
tallest building allowed to be built there is of 32m height. By observing the area of 
the city center we can see that most of the buildings are residential with maximum 
of 5 to 8 floors. So their height is about 15to 20 meters. 
We can safely assume that within the urban environment, the buildings that are 
more probable to be considered for the installation of a wind turbine are the tallest 
ones. So for our case we will consider a 32m tall building, surrounded by shortest 
buildings with an average height of 18m that will actually be the roughness ele-
ments. 
The other important parameter that we have to know is the wind potential. There 
are available wind data for the wider geographical area available. The average 
wind velocity in the area is around 5.5 m/s, however the prevailing winds in near 
the city, due to the sea and the ground morphology is somehow specific. 
In the following table we can see that the monthly average wind velocity for the 
city is pretty stable throughout the year, close to the yearly average of 5.5 m/s. In 
addition, what is equally important is the fact that the direction of the prevailing 
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Table 4: Monthly wind velocity and orientation  
January February March April May June 
Wind velocity (m/s) 5,8 5,9 5,5 5,4 5,1 6 
Wind direction NW NW NW NW NW NW 
Month July August September October November December Average 
Wind velocity (m/s) 6,5 5,7 5,4 4,9 5 5,4 5,55 
Wind direction NW N NW NW NW NW   
 
 
Chart 2:  Monthly wind velocity in Thessaloniki 
The fact that the direction is stable will allow us to draw conclusions only for the pre-
vailing direction and consider them applicable for the real situation. There are of course 
localized winds that blow periodically over some areas of the city, there are however no 
freely available data for them to consider. [13] 
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3 Chapter 3 Computational 
Fluid Dynamics 
Computational Fluid Dynamics, or CFD methods, are used to predict or verify the 
results of test and experiments or other mathematical models. In general CFD 
calculations use finite volumes or grid defined cells to calculate the flow equations 
within. Having mentioned that, it becomes clear that the grid’s configuration and the 
correct choice between various turbulence models are very important.  
Turbulence appears as random structures and vortices within the wind flow. These 
structures can be either very small or large in size. In wind flows the large structures 
depend on the boundary layer height, while the small ones on the roughness height. As a 
conclusion a large domain is needed in order to simulate the large structures. Moreover 
the grid of this domain must be of enough resolution, as to simulate even the smallest 
structures. This leads to a large computational effort, which makes the use of models 
that accurately approximate the flow equations necessary. 
3.1 Basic notions that describe the fluid flow 
The basic equations that govern fluid motion, are the Navier-Stokes equations that are 
based on the fundamental equations of fluid dynamics, which are the following: 
• Continuity equation: Based on the mass conservation law, ensures that any 
change of mass in the control volume equals the mass that enters the volume 
minus the mass that leaves the volume. 
• Momentum equation: It is essentially Newton’s Second Law of Motion. It en-
sures that the rate of change in the momentum of the fluid, equals the total forc-
es acting in the direction of the motion. 
• Energy equation:  The change of the energy of a fluid is equal to the net work 
done on the fluid by acting forces. (Here the heat is ignored) [14] 
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3.2 Reynold’s number 
The Reynolds number is a notion that measures the relative importance of convec-
tion and diffusion mechanisms. That means that the Reynolds number can be de-
fined as the ratio between inertial and viscous forces. Apart from the great im-
portance in the determination of dynamic similitude between different cases of 
flow, the Reynolds number is of great importance because it can be also used to 
characterize the flow as laminar or turbulent. 
As for a numeric definition or a formula to calculate the Reynolds number, it de-
pends on the case itself. Generally the Reynolds number changes with fluid densi-
ty, viscosity, velocity and the characteristic dimension of the surface or the area 
that the fluid moves in. 
In the case of air moving around buildings or over the ground the formula of the 
Reynolds number for flow over a flat plate can be taken at least for the biggest 
part of the mesh, where the obstacles are depicted as ground roughness. So for the 
flat plate case the Reynold number can be given as: 
 (8) 
Here  is the free stream wind velocity,  is the characteristic length of the flat 
plate, counting from the beginning of the flat plate,  is the dynamic viscosity of 
the fluid,  is the density and  is the kinematic viscosity. 
The Reynolds number is particularly very important for the correct construction of 
the mesh. [15] 
3.3 Reynold’s averaged Navier-Stokes equations 
Combining the physical laws mentioned above, the fluid’s motion can be de-
scribed by a set of partial differential equations that are known as the Navier-
Stokes equations. Predicting velocity and pressure throughout the flow means ac-
tually solving these equations.  
The Navier-Stokes equations in conservation form for incompressible flows are 
given by the following equations:  
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Where, is the strain-rate tensor, given by the formula: 
 
Here,  is the streamwise velocity,  is the pressure,  is the fluid’s density and  is the 
dynamic viscosity.   
Using the first two equations we can derive the final motion equation:  
 
Turbulence can be considered random in time and space so in order for the previous 
equations to be useful the variables  and  must be expressed as the sum of a mean 
and fluctuating part. So we will have:  
, and  
These time averaged will create the following conditions 
 
 
Here the bar denotes time averaged. 
By combining the motion equations with the time averaged equations and conditions we 




Here  is the mean strain-rate tensor. Moreover, the quantity 
 is known as the Reynolds stress tensor. Finally combining the direct-
ly above equations we have the final one: 
 
By using the mean and fluctuating part for the variables  and  we have three 
more unknown quantities with no corresponding increase to the number of equa-
tions. In order to close the system we must have enough equations to solve for the 
unknown quantities. Several approaches are used, the most important of which are 
described in the following pages. [17] 
3.4 Turbulence models 
Turbulence is a main issue that has to be resolved when dealing with a CFD prob-
lem. The turbulent flow tends to be highly irregular, so directly solving the equa-
tions that govern the flow, without any modeling and approximations can be very 
difficult and time consuming. This method is called the Direct Numerical Simula-
tion (DNS). Here the whole range of spatial and temporal scales of the turbulence 
must be resolved within then computational mesh, varying from the large eddies 
that contain the largest part of kinetic energy, down to the smaller ones. The vast 
computational resources needed, make this method rarely used for anything other 
than research applications. Moreover such a method is not available in commer-
cial CFD software, such as ANSYS Fluent. In literature we can find that the CPU 
time needed to apply such a solution can be at the range of Re9/4, while the spa-
tial resolution should be of the order of magnitude of Re3.[17] 
 Since the accurate solution of turbulent effect is very difficult and demanding, 
models have been constructed in order to model and calculate the effect of turbu-
lence in the mean flow. Generally, any model is nothing more, than a procedure to 
close a system of mean flow calculations as mentioned above. 
In general, any turbulence model must have the following characteristics in order 
to be useful: 
a) Applicability for a wide range of problems 
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b) Simplicity 
c) Accuracy 
d) It must demand the least possible computational resources 
Most turbulence models are based on the Reynolds Averaged Navier-Stokes equa-
tions (RANS), which are time averaged. Their main difference, is the type and 
number of differential equations used to close the model. In general, they are the 
simplest and the ones that require the less computational effort. 
The Large Eddy Simulation (LES) model is a more complex time dependent mod-
el which calculates large eddies and models smaller ones. Obviously the computa-
tional effort is larger and the decision of whether to use it or not has to with the 
question of if the accuracy counterbalances the larger computational effort. 
The vast computational resources needed, make this method rarely used for any-
thing other than research applications. Moreover such a method is not available in 
commercial CFD software, such as ANSYS Fluent. 
The following picture shows the hierarchy of the methods in terms of computa-
tional effort.  
 
Figure 3: Model categories 
We can see that the difference in computational effort has to do with the propor-
tion of the eddies that are actually resolved, versus to the ones that are modeled, 
so to reduce the computational cost.  
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However, within each type of approach there are different models with their ad-
vantages and disadvantages. The final choice will be made before the simulation 
itself, based on literature on the subject, due to the fact that there are no experi-
mental data available, in order to compare the simulation results and choose the 
most appropriate model. 
3.4.1 Standard k-ε model 
The standard k-ε model is actually semi-empirical. It is base are the transport 
equations for the turbulent kinetic energy and the dissipation rate. This model is 
based on the notion that the rate of production and dissipation of a turbulent flow 
are in balance in terms of energy transfer. An underlying assumption of this model 
is that the turbulent viscosity is isotropic. 
The dissipation rate ε of the energy is given by the equation: 
 (9) 
Here  denotes the mixing length. Also an isotropic eddy viscosity is assumed, 
that can be calculated by the following formula (Prandtl mixing length model): 
 (10) 
with Cµ being an empirical constant and ρ the density of the flow. 





Physically, the k equation presents the fact that the rate of change of kinetic ener-
gy is related to the convection and diffusion of the mean motion of the flow, while 
the production term that models the transfer of kinetic energy from the mean flow 
to turbulence is counterbalanced by the interaction of the Reynolds stresses with  
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the mean velocity gradient. Finally the last term is the destruction term that models the 
dissipation of energy into heat, due to viscosity.  
The equation for the dissipation rate, lacks real physical reasoning and it was obtained 
using reasoning and in a way to resemble the equation for k. 
In order to close the problem, the constant parameters that exist in the equations were 
given certain values, following extensive examination through a large number of model-




can easily see that this model, is a two equation model and it uses one transport 
equation for k and one for ε.  
According to literature, there are several weaknesses as well as reasons to choose this 
model. Its weaknesses are the following: 
1) Limited applicability , only for cases where the characteristic turbulent scale is 
much smaller than the dimensions of the geometry of the flow 
2) The fact that  is calculated locally makes it vulnerable to free stream turbu-
lence 
3) The assumption for isotropic  is a cause for error when flows with strong 
stream line curvature are modeled 
4) Large overestimation of k and a resulting overprediction of  around stagnation 
points, that can have a negative effect on the results involving the suppression of 
the separation of the boundary layer, the smaller than normal velocity outside 
the recirculation region, the overestimation of pressure within the recirculation 
region. 
5) Non-physical behavior at large strain rate 
6) It fails to solve flows over curved boundary layers 
The strengths of the model is its robust formulation, the fact that it is very well docu-
mented and finally its low computational cost. 
All these will probably make the standard k-ε model unsuitable for the case of a study 
involving a complex urban environment and flows around blunt or bluff obstacles. 
However it has to be considered. [14] 
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3.4.2 Realizable k-ε model 
In order to lift some of the limitations of the standard k-ε model, the commercial 
CFD package Fluent, which will be used for this dissertation, proposes a more re-
liable model, the realizable k-ε model. The transport equations for k and ε have 
additional terms and functions. Another important difference is that although eddy 
viscosity is calculated using the same formula as in the standard k-ε model,  is 
not constant but connected to gradients in the main flow. This model gives solu-
tion to the large overestimation of k around the stagnation points, while it solves 
the problem of non-physical behavior at large strain rate. Το summarize this par-
ticular model is better compared to other k-εmodels, for the following reasons: 
1) It gives better results for the spreading rate of planar and round jets 
2) It models boundary layer under strong pressure gradients more accurately 
3) It is better for modeling separation and recirculation  
Comparing the realizable to the standard k-εmodel, we can consider it to be a bet-
ter tool for our specific CFD simulations.[14] 
3.4.3 The k-ω model 
To lift the limitations of the k-ε model near the walls Wilcox in 1993 proposed the 
k-ω model. The difference between the two models is the fact that the variable ε 
has been replaced with the variable ω, which represents the dissipation rate per 
unit of kinetic energy. 




Τhe replacement of ε with ω allows more accurate solving of the flow near the 
wall. However this comes with a computational cost. This is due to the fact that 
near the wall a finer mesh is needed to compensate for the fact that the model does 
not use empirical data to predict the flow, like the k-ε model does so as to save 
computational effort. 
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The k-ω model is equally verified with the k-ε model, so it can be a good candidate. Ac-
tually according to literature, a direct comparison with the k-ε model shows that it is a 
better candidate then its actual predecessor. [14] 
 
Figure 4: Advantages and disadvantages of k-ε and k-ω models 
3.4.4 Shear Stress Transport model 
Another model that can be proposed is the SST model. It actually combines the ad-
vantages of both previous models. A blending function F1 is employed, which has a 
value of 1 near the wall. The k-ω model is multiplied with F1 while the k-ε model with 
(1-F1). This means that near the walls the k-ω model is used and it switches to k-e near 
the edje of the boundary layer. 
Actually this model has more advantages, since modifications allow it to account for the 
transport of the turbulent shear stress inside boundary layers and predicts separation 
more accurately. [14] 
3.4.5 The Reynold’s Stress model 
The Reynolds stress model or RS is one of the most advanced turbulence model in Flu-
ent. The RS uses a variety of empirical equations to close the exact transport equations 
for   in the RANS equations. This makes the model better for more complex flow; 
the empirical equations however create room for error in some occasions. 
Literature states that the RS model is less stable than the k-ε or k-ω models. This creates 
the need for a more complex and accurate computational grid, with a small growth rate  
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and only little skewness. Moreover the model needs more CPU effort per itera-
tion. These along with the fact that error can occur due to the empirical closure 
equations do not make the model very popular among practitioners, who tend to 
use k-εmodels. 
According to Fluent, RS gives better results for flows that have the following 
characteristics: 
1) Stress driven secondary flows 
2) Flows where separation occurs 
3) Flows with strong pressure gradients 
4) Complex flows 
5) Rapid changes of strain rate 
To conclude the RS model seems to give better results than both k-ε and k-ω 
models. However, a decision has to be made that involves the question of the 
larger computational effort and if it is justified by the better accuracy. In reality 
this can be done only with a comparison of all the proposed models to real exper-
imental results. [14] 
3.4.6 Other models 
Other models are also available in ANSYS Fluent, however they are not equally 
verified to the proposed ones and they will not be considered for this dissertation, 
since they cannot be actually verified during the dissertation. 
A model that should be mentioned separately is the Detached Eddy Simulation 
(DES). This model employs a RANS model such as SST near the walls and a LES 
model to predict the flow downwards more accurately. It is a model that gives 
more accurate results within the whole domain than RANS models, with only a 
small rise in computational time. The fact that for this dissertation accuracy in the 
wake is not necessary, added to the fact that this model can have problems pre-
dicting reattachment for flows past blunt buildings prevents us from using this 
model. [14] 
3.4.7 Preliminary choice 
From everything mentioned above and after taking into account that there are no 
experimental data to verify the chosen model adding to the fact that accuracy is  
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mostly needed in close vicinity of the buildings, the k-ε will not be used. The k-ω, the k-
ω SST or the RS model will be considered despite the increase in computational cost.  
So either those or the realizable k-ε model will be used. The choice will be made after 
considering the complexity of the mesh, needed for each model, as well as their ability 
to sustain a logarithmic velocity profile throughout the grid and up to the point where 
the flow meets the buildings. 
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4 Chapter 4 Meshing 
A very important task, is to construct the domain. The domain has to be meshed in a 
way that does not affect the accuracy of the results and it does not produce pointless 
computational effort, disproportionate to the increase of accuracy. Another part is that 
the mesh has to be confirmed. This will be described later on. 
There is no common practice in order to construct a good mesh and this is something 
that must be done separately for every case. However there are some guidelines to fol-
low. Mostly they have to do with the meshing near the walls. It must be fine enough, 
since the air flow near the buildings is of interest. However the most crucial point is the 
width of the first cell which is adjacent to the wall. [19] 
4.1 Near wall treatment 
The fact is that near the wall, the velocity changes rapidly. Here there are two approach-
es to follow. The first involves the use of a Wall Function. The second one involves ac-
tually resolving the viscous sub layer near the wall. Depending on which of the two ap-
proaches one will follow, the appropriate mesh will be constructed. 
4.1.1 Wall function 
The wall function or log-law is valid for near wall regions for  where the 
non-dimensional  is given by the formula  
 (12) 
Here ρ is the density,  is the turbulent kinetic energy at a point p,  is the distance 
between point p and the wall and µ is the dynamic viscosity of the fluid. In Fluent the 
wall function applies for . 
However the wall function does not apply when conditions are too far apart from the 
ideally assumed ones. These are: 
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1) A fully turbulent near-wall flow 
2) Constant shear stress 
The wall function is specifically unreliable when: 
1) The Reynolds number is low and 
2) Separation occurs due to severe pressure gradients 
In these cases the near-wall model is applied. [19] 
4.1.2 Near Wall model 
The near wall model can solve the flow on all the way down to the surface of the 
wall, with an extra computational cost. So, when , Fluent applies the 
stress-strain relationship for laminar flow, given by the formula  
 (13). 
Here  is found by the Wall function relationship, while 
 (14) 
where  is the velocity at point p and  is the shear stress at the wall. [19] 
4.1.3 Choice of approach 
Resolving the viscous sub layer is CPU time consuming and it is usually reserved 
for cases where the forces on the wall are of interest and not the flow itself. More-
over creating a mesh so fine for the first cell adjacent to the walls to have a height 
of mm ore a few cm, has proved impossible for the computers available. Using 
wall functions is the more reasonable and popular approach. Actually this will 
play an important role for the final choice of the turbulence model. 
4.2 Meshing for a Wall function 
The actual flow-field will be known only after computing the simulation. There 
are however some steps that can be followed in order to avoid a need to re-mesh.  
The first step is to import some dimensionless variables. The following are every-
thing needed to proceed: 
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• Wall shear stress:  in  (15) 
• The skin friction will be found using the approximation for the skin fric-
tion on a flat plate, so  (16) 
•  (17) in  will be an approximation for the velocity on the wall, 
that will be used to make the velocity non-dimensional 
•  is a non-dimensional size for the first cell. Depending on the model we 
will choose that 
•  Finally the actual cell size will be given by the formula  (18) in . 
Implementing this procedure minimizes the risk for a need to re-mesh.   
In our case the wind speed will be approximately, 5.5 , which is an average velocity 
for the prevailing winds in the city of Thessaloniki. This will be the free wind veloci-
ty .  
For  and with the viscosity of the air considered to 
be , we will find the Reynolds number for the roof of an average 
building, which is the area of interest. In Thessaloniki an average construction would be 
of dimensions in the area of (LxWxH) = (30x30x32). So for the Reynolds number the 
active length would be 30m. So , this is a result within the 
expected range. 





The only choice now is the model depended . In order to use a standard wall 
function it must have a value of . Literature states that a value of 
50 would be appropriate. So the following calculation leads to the thickness of the 
first cell: 
 
This is for the first cell adjacent to the building’s roof. A small inflation rate of 
maximum two shall be used. The default in Fluent is 1.2 and this will be followed. 
Everything previously described will be applied for the two city blocks that will 
be modeled separately. [20] 
A different approach must be followed to simulate the air flow in all the other are-
as of the mesh. The other roughness elements will not be actually constructed in 
the model, but they will be represented using a roughness factor. 
4.3 Meshing for the roughness elements 
Literature states that there is no physical meaning in having a first cell with a cen-
troid lower that the average roughness height. This means that the first cell will 
have a height larger than the height of the building that we want to install the wind 
turbine. This comes in agreement with the state that in close vicinity of the build-
ings, the log-law ceases to apply. A time consuming solution would be not to sim-
ulate the roughness elements with a roughness height, but to actually design build-
ings within the model. This would not only be time consuming but furthermore, it 
would damage the universal character of the model. [19] 
This however creates the problem of not being able to solve for the whole domain. 
Fluent tackles that using some variation of the law of wall, called the law of wall 
modified for roughness. Taken from Fluent’s user’s manual, the method is pre-
sented as following: For a fully rough boundary layer, wind velocity can be calcu-
lated using the formula 
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For this equation ,  models the type of roughness and . For uni-
form roughness , while for non-uniform .  
Since the roughness elements are not modeled individually, we can consider d=0, so by 
equating the previous equation to the classical equation for the wind velocity and have 
the result: 
 
If we substitute the equation  then we will have he following final equations: 
  
  
These are inputs that we will have to provide Fluent with, in order to compute the whole 
domain correctly. 
Another set of inputs that we must provide have to do with the wind velocity, kinetic 
energy and dissipation rate that we have to provide, in order to compute the domain. 
These equations will be provided at the inlet boundary. They are the following: 
  for the turbulent kinetic energy (19) 
 (20) for the turbulent dissipation rate (20)  
Finally, the velocity equation will be equation (1) 
 
All these are in accordance with the software’s user’s guide. [19]  
4.4 Mesh verification 
One of the most important parts of calculating a turbulence model is the grid, through-
out which the simulation will take place. Meshing is a procedure that needs a lot of  
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attention and is case related. However there are some guidelines that can be pre-
sented. These are the following: 
1. The cells must be smaller and more dense within the area of interest, as 
well as in areas with large flow gradients 
2. The flow must be normal both to the inlet and the outlet of each cell 
3. Large growth rates should be avoided 
The first guideline can be followed by creating non uniform grids. This also re-
duces the computational cost, by keeping the cell number within reasonable lim-
its. Moreover the grid can be divided into smaller structures in order to follow the 
non-uniformity guideline easier. 
The second guideline is generally taken care by the software itself while creating 
the mesh. The third guideline is also already considered as default by the soft-
ware. The user however has control over it and the ability to change it. 
Another possibility is to choose between structured and unstructured grid. The 
first choice is safer but more time consuming. The second is generated automati-
cally, but it can add error due to the fact that the second guideline is more difficult 
to be followed. 
Last but not least, even if the guidelines are followed the matter for the solution to 
be grid independent remains. The only real choice here is through trials. Solutions 
must be converged for different grid density. Trials can be made for a coarse, me-
dium or fine grid in order to ensure grid independency and the final choice, for the 
grid’s density, will be made after examining the results, taking of course into ac-
count the fact that, the finer the grid the more the calculation effort. In our case 
limitations to the processing ability of the computers used will not allow to create 
a very fine grid in the vicinity of the building under investigation. The procedure 
for calculating the height of the cells adjacent to the walls will not be followed 
due to the computers inability to calculate such a fine mesh. So the verification for 
the mesh will not be done. Instead of this a trial between different turbulence 
models will be done to provide with some initial verification. 
This type of verification would probably be more feasible if a 2D instead of a 3D 
simulation was carried. 
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5 Model 
Within this chapter the calculations and all the inputs for the modeled area in ANSYS 
Fluent will be provided, as well as the dimensions of the whole domain. Finally after 
running the simulation, the results will also be presented. 
5.1 Model construction and dimensions 
All the aspects of the model that was constructed will be provided within the following 
paragraphs. The model’s dimensions were limited by the used system’s computational 
capability. 
5.1.1 Building and roughness elements 
The chosen building will be 30m in length and width and 32m tall. The height of 32m is 
in accordance with the maximum building height allowed inside the center of Thessalo-
niki according to the building regulations. The 30m for the two other dimensions can be 
considered typical from observation of the city, since there are no official statistical data 
available. Apart from the building the other roughness elements will not be designed, 
but modeled through coefficients on the ground boundary layer. An approximation for 
the height of the surrounding buildings could be that they are about 15 to 20 meters tall. 
So a height of 18m, as Roughness Height will be imported. 
Moreover Fluent needs an input regarding the density of the roughness elements. This is 
imported through a coefficient called the Roughness constant. This constant can take 
values between 0 and 1 with 1 to simulate a very dense and uniform roughness. Foe our 
case it will be taken as 0.75. 
5.1.2 Domain’s dimensions 
There are some rule of thumbs that can be considered in order to make the domain large 
enough for the simulation to be as independent from the other boundary layers, except 
for the ground, as possible without exceeding some limits that will make the computa-
tional effort impossible for the available computer system. The rule of thumb derives 
from CFD practice for vehicle aerodynamics.[21] According to that, upwind of the  
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building he domain must be about 6-8 times the building’s length. Downwind it 
will be 8-10 times while the side domain walls should be around 6 times the 
building’s width away from the side of the building. The domain should also be 
around 6-8 times taller that the building. So the building’s and the domain’s di-
mensions are presented in the following table: 
Table 5: Dimensions 
 Building Domain 
Length (m) 30 570 
Width (m) 30 390 
Height (m) 32 256 
 
In reality even larger dimensions would give better and more accurate results, the 
computational effort needed however would be even larger. These dimensions are 
a good compromise. 
5.1.3 Simulation of an empty domain 
There is, however, another step to take before these, in order to ensure that our 
choices will import only small and not significant error. It will be some sort of 
validation. We will simulate an empty domain with very small roughness coeffi-
cient and we will ensure that the logarithmic velocity profile at the inlet is main-
tained throughout the domain.  
There is an amount of literature for how to maintain a logarithmic velocity profile 
in a CFD simulation. A User Defined Function or UDF for Fluent will be created 
that will include not only the function for the velocity profile inserted in the inlet 
boundary layer, but also a function for the turbulent dissipation rate. The turbulent 
kinetic energy will be calculated and imported in the model as constant 
The UDF will be the same for the empty domain as for the domain that include 
the building, because the desired outcome here, is not the numerical results, but 
for the inlet to be similar to the outlet. 
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5.1.4 User Defined functions for empty domain 
The user defined functions are small C programs that we can interpret in Fluent in order 
to define several types of profiles or other physical quantities. 
The first will be the velocity profile t the inlet of the domain. The function for the veloc-
ity profile is a function of height z. The function will be given by equation (1). Here the 
von Karman constant will be taken as 0.4 and the friction velocity will be such, as for 
the velocity at a height of 10m to be 5.5 m/sec. The roughness coefficient  will be 
0.55m, as it will be calculated later. A first cell of   adjacent to the ground will be 
created. After performing the calculations the friction velocity for this speed will be 
0.7584 m/sec. So the function inserted into the UDF will be  
 
The UDF for the dissipation rate will also be included. For this equation (20) will be 
used for the same friction velocity and roughness height as before. The kinetic energy 
will be inserted as constant according to equation (19). 
So the dissipation rate function inserted via UDF will be: 
 
The kinetic energy will be , according to (19) and (20) 
5.1.5 Mesh construction for the empty domain and results 
In most cases in literature when trying to model a neutral atmospheric boundary layer 
the simple k-ε model is chosen. In our case, the fact that we need to model the velocity 
pattern near blunt buildings where a strong separation layer will be created, makes us 
use another model. Amongst those described in previous chapters the realizable k-ε 
model will be chosen. So we will try to see how this will achieve to simulate a neutral 
ABL. The side walls of the domain will be stationary with no shear stress, the ground 
boundary layer will be a no slip wall with roughness height of 18m and roughness con-
stant of 0.75. The boundary layer at the exit will be a constant pressure boundary layer 
and of course the one in front will be a velocity inlet boundary layer where the UDFs 
will be inserted. Moreover standard wall functions will be chosen but since the rough- 
-36- 
ness height is very large and consequently the first cell is too tall to make any real 
calculations Fluent will use the law of wall modified for roughness that has been 
described in chapter 4. 
Some other changes will be made under solution controls where the maximum 
turbulence viscosity ratio will be changed to . 
The mesh is very coarse so the solution is converged very fast. A finer mesh for 
validation was created. However the finer mesh did not provide with a better solu-
tion, while a coarser one was not created because the mesh was initially coarse 
enough. 
From the following inlet-outlet picture we can see that the velocity profile is being 
kept throughout the domain. The small inconsistencies observed in small height 
have mostly to do with the fact that Fluent used the modified for roughness wall 
log-law. 
 
Chart 3: Inlet and outlet velocity for empty domain 
This means that these choices for the boundary conditions are good enough to 
give accurate results for the case where a building taller than the average rough-
ness height exists in the domain. 
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5.1.6 Building and surrounding area 
In order to simulate the wind velocity pattern around and on top of the building another 
domain has been created. In order to avoid very large domains that are difficult to mesh 
and compute we considered the already computed neutral ABL domain as our upwind 
area. So the dimensions will be different than described in table 4. The dimensions will 
be the following: 
 
Table 6: Building and surrounding domain 
 Building Domain 
Length (m) 30 330 
Width (m) 30 390 
Height (m) 32 256 
 
For this area an unstructured mesh will be created. Fluent’s mesher will create cells 
whose inlet and outlet are normal. A structured mesh can also be created but it will be 
time consuming for the software to calculate. Here the ground will be considered with 
very small roughness and only the cells near the building will be constructed more care-
fully. According to the building’s dimensions and Fluent’s or general guidelines, near 
the roof the first cell will be only 0.026m tall. For this calculation equations (15)-(18) 
were used. 
All the other choices that were made for the calculation of the neutral ABL will also be 
kept here with one difference. The inlet will not be defined by UDF’s. The outlet of the 
previous domain will be this one’s inlet.  
For the mesh the first cell on the ground will be higher than 0.6m which will be the 
modeled roughness height, so Fluent will once again use the modified for roughness 
log-law  and on the roof less than 10cm. For the roof the proper cell height would 
be0.026m, the system’s computational resources however were not enough to achieve 
that were. These of course will create error in the final calculations, especially for the 
RS model that requires the finest possible mesh. For the area near the building, standard 
wall functions will be used by Fluent. Actually calculating the solution all the way  
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down to the wall would demand an adjacent cell to the building’s walls in the 
range of mm which would increase the computational demand even more. 
5.2 Simulation results and final model choice 
In this paragraph the results of the three simulations performed will be presented 
and the one that will be considered more accurate will be chosen for the energy 
calculations. 
5.2.1 Simulations and graphical results 
After performing the simulation using the realizable k-ε model, a solution was not 
converged after 102 iterations. The remaining residuals for k and ε were at the 
range of 10-4. The results are as expected, apart from the separation bubble on the 
roof, which the realizable k-ε model failed to calculate, as it should according to 
literature. Probably this has to do with the fact that optimum resolution of the 
mesh there was not achieved. This means that another model that will perform 
better for this relatively medium resolution must be chosen. 
So, the k-ω SST model was also applied only for the second part of the domain. 
This model is supposed to have better performance within the built environment 
and for large roughness height, according to literature. This model converged after 
more than 200 iterations and a three hour CPU usage. As we will see in the fol-
lowing pictures the results were much closer to the expected ones, although a 
larger recirculation area would be expected on the roof. Also, the RS model was 
used for a third simulation. For residuals within the 10-4 range, it did not give bet-
ter results neither than the k-ε, nor the k-ω SST model. As mentioned in the previ-
ous paragraph this was expected So a choice to use the results derived from the k-
ω SST model has been made.  
All these are made clear at the following pictures and charts: 
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Figure 5: Flow pattern derived using realizable k-ε model 
 
Chart 4: Wind velocity above the center of the roof calculated by k-ε model 
 




Chart 5: Wind velocity above the center of the roof calculated by RS model 
 
Figure 7:  Flow pattern derived using k-ω SST model 
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Chart 6: Wind velocity above the center of the roof calculated by RS model 
Chart 6 represents better a realistic solution. Moreover figure 7 helps to realize that in 
general, installing a wind turbine above the center of the roof is safer. In this occasion 
the length of the roof is not large enough for the wind flow to reattach. However, in a 
different occasion of a longer building, it is possible for reattachment to happen. This 
would mean that the turbine could operate within an area of rapidly changing velocity. 
Then, fatigue problems could occur. So in general the proper sitting would be the center 
of the roof. This will be followed here and this is described in chart 6. 
5.2.2 Numerical results 
The HAWT under investigation is described in the next chapter. However we will use 
its dimensions here in order to extract the correct velocities that we are going to need 
for the energy yield calculations. It can be sited on a small tower which can be up to 
12m tall and the diameter of the blades is 3m. So it will operate at the range of 10.5m to 
13.5m over the roof. This means that the turbine will operate within a wind velocity 
range of 11.5 m/sec to 12.5 m/sec, according to chart 6. This difference is small enough 
to ensure that only limited fatigue to the turbines blades due to the velocity difference 
will be induced. 
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6 Chapter 6 HAWT choice and 
energy yield 
At a first glance the small scale wind turbines that can be installed or integrated on 
buildings seem like a miniature version of a large one. In reality things are a little bit 
different. 
A first difference is the cost per energy unit. Due to scale economics, large wind tur-
bines are cheaper in terms of initial investment. So the main driver for installing small 
wind turbines cannot be economic. 
Installation is, in general, easier for small turbines. In most countries the bureaucratic 
procedure is simpler, especially for turbines with small rotor diameter. 
The biggest difference however lies with the wind itself. The fact that large wind tur-
bines are constructed to reach large heights allows them to utilize better wind condi-
tions, which are, more or less independent from the ground roughness elements. 
6.1 Velocity pattern around buildings in general-
Local acceleration 
The pattern of the wind flow around buildings is of great practical importance for all 
kinds of engineering practices. The problem with the wind flow is that accurate govern-
ing laws that can be easily implemented, especially for turbulence do not exist. This 
means that every case is different and calculations, experiments, large scale measure-
ments or simulations must be made for each case separately. However, there are some 
general observations that can be presented, concerning the wind flow over blunt or bluff 
buildings. 
The first significant observation is that all blunt and bluff bodies cause an acceleration 
to the free stream velocity. So near the top of the building the wind accelerates, while as 
moving higher the wind velocity will approach the free stream velocity. This raises the 
question, if this acceleration can be exploited or not. The answer is that with a careful 
choice of the wind turbine it can. 
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The second observation is actually a limitation. The area at which the wind accel-
erates is finite and strongly depended on the dimensions of the building. If a larg-
er, than the appropriate, wind turbine is chosen the blades will have to bear much 
different load with height, which is something that can cause fatigue and maybe 
failure. 
A third observation is the fact that the wind flow near the leading edge of the 
building will be skewed. This means that the wind flow will not be perpendicular 
to the plane of the turbine. This is something that can have an effect on the tur-
bine’s power coefficient and thus the power production. 
As already mentioned, each case is actually different. Apart from these rough ob-
servations, measurements or simulations must be carried out in order to get a more 
precise idea about the actual production of a wind turbine.  
The results of such simulations are presented in chapter 5. These are going to be 
used later on to give an estimation of the energy yield of a small wind turbine in-
stalled on the roof of a typical building inside the built environment, compared to 
the energy yield of the same turbine installed outside the urban fabric. 
6.2 Types of small wind turbines 
There are various types of small turbines that can be installed on buildings. Here 
some examples will be presented in order to understand the limitations and the 
wind velocity range that they can utilize. 
6.2.1 Traditional three blade HAWT 
These are turbines that look almost exactly like the typical large turbines that one 
can see at a wind park. An average diameter, for a 2 kW turbine, can be at the 
range of 3-4 meters, they must be placed on a 10-20 meter mast, while its weight 
can be around 100 kg. Their main advantage is that they can exploit wind energy 
coming at a velocity of 2-4 m/s, while their maximum yield can be achieved 
around a wind velocity of 9 m/s. A fin is usually installed at the back of the tur-
bine, in order for the wind to turn vertically against the incoming wind. 
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6.2.2 Vertical axis wind turbines 
Like large VAWT, those turbines work at a lower efficiency. In addition they usually 
start power generation at a velocity of 2 m/s. Their main advantage is the fact that they 
are not affected from the direction of the incoming wind. Moreover, they produce lower 
noise level. 
6.2.3 Sphere like wind turbines 
Instead of being constructed as typical horizontal axis wind turbines, this type has the 
rotor blades put together as a sphere. These turbines have the same dimensions to a typ-
ical 3 blade turbine. The can produce energy starting from a 3 m/s velocity, the have a 
very low noise level, but the reach maximum energy yield for velocities in the range of 
20 m/s, which is very seldom when we are talking about a dense urban environment, 
with very tall and dense roughness elements. 
6.3 Constrains for the choice of wind turbines for an 
urban environment 
Except for the limitations posed by the wind velocity distribution, some other parame-
ters should be investigated so as to decide not only the type of the wind turbine, but also 
the decision to install one, whatsoever. 
6.3.1 Noise 
The level of the noise in an inhabited environment is important not only for the comfort 
of the inhabitants, but also for their health. This is the reason that most states have es-
tablished limitations about the noise that everyday mechanical devices can emit. The 
World Health Organization has issued specific noise levels that are related to the type of 
activity that takes place in a location, as well as the amount of time that someone has to 
suffer those noise levels. Excluding the limitations for schools or hospitals, the lowest 
level is 35dB for houses and for a 16 hour exposure. 
This however, does not mean that the pressure from a wind turbine cannot exceed this 
limit. The limit for the turbine itself can be calculated after taking into account the 
damping of sound level with distance. 
For a circular plain noise source the following formula stands: 
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Here  is the noise level at a certain distance from the source,  is the noise 
level at the source, which in our case is the turbine,  is the radius of the turbine 
and  is the distance from the source. This means that that the sound intensity de-
creases 6 dB by every doubling of the distance, at the point distant more than the 
length of diameter of the circular noise source from it. So if we consider a 10 me-
ter distance for a 3m diameter wind turbine and a maximum pressure level of 
35dB, the maximum pressure lever for a wind turbine can be 48,65dB. 
This however imposes a limitation even to the number of the generators that can 
be installed at a 10m distance from a living room. This is due to the fact that the 
noise level of each generator should be lower, for the total noise at a 10m distance 
to be 35dB. An approach would be that the total noise level from a number of  
generators is given by the following formula: 
 
Using the previous result, if 4 generators with a resulting pressure of 30dB at a 
10m distance were to be installed, the combined pressure would be 36dB, which 
is more than the proposed level. [22] 
6.3.2 Danger for resonance 
The natural frequency of a building is very law, at the range of some Hz. Its de-
pendence with height, can be given by the following formula: 
 
Where w is the width of a building and h the height. For a 10m wide and 25 meter 
height building, the natural frequency would be 1,4 Hz. 
Wind turbines cause vibrations, whose frequency is proportional to their rotational 
frequency multiplied by the number of the blades for horizontal axis wind turbines 
and twice this value for vertical axis. This means that it would be very difficult to 
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 have resonance in tall buildings. However, this needs further investigation due to the 
fact that parts of the building, such as windows or even floors, can have a different ei-
genfrequency that is higher than this of the building. 
6.3.3 Other constrains 
Other constrains, regarding safety, or visual pollution are case related and heavily de-
pendent to the legal framework of the country. 
6.4 Final choice of a turbine 
6.4.1 Choice and characteristics 
There are many wind turbines commercially available. The turbine of choice will be a 
horizontal axis wind turbine, the Energotech Butterfly 1.5 (BF 1K), which has a rated 
power of 1.5 kW. It consists of three blades of 3m in diameter, which ensures operation 
within the accelerated flow area. Its cut-in speed is less than 3 m/s and its rated speed is 
around 11 m/s. The manufacturer can provide towers for its installation up to a height of 
12m. The following diagram presents the power output for different wind velocities, as 
provided by the manufacturer. 
 
Chart 7: Power output of turbine under free flow 
From that we can easily extract the diagram for the power of coefficient Cp, which is not 




The available wind power for a swept area A is given by the following formula: 
 
With =1,225   and  the variable wind velocity. By com-
bining these formulas we can find the power coefficient that is described in the 
following diagram: 
 
Chart 8: Power coefficient 
6.4.2 Proper installation 
The energy yield of such a turbine is depended on the proper installation of the 
turbine itself, as well as on the wind’s velocity acceleration or deceleration due to 
the existence of the building or the surrounding roughness elements 
Due to the flow separation that occurs because of the blunt nature of the building 
the wind turbine must be installed properly at the correct height above the roof, as 
for it to operate within the accelerated wind flow region completely. This not only 
ensures the maximum energy yield, but also minimizes the possibility of fatigue 
due to different loads on the blades of the wind turbine. 
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There are some empirical models, that can be considered valid, which can roughly cal-
culate the length of the recirculation zone that is usually created on the top of a blunt 
building, downwind of its leading edge.[24]  
Assuming that  is the distance between the accelerated flow and the roof and  is the 
distance of the installation spot under investigation and D is the characteristic dimen-
sion of the building, then the following formula is applicable: 
 for  (21) 
Moreover the fact that the building is sharp-edge creates another parameter that has to 
be taken into account and has to do with the decided installation spot on the roof. The 
flow separation that takes place there forces the wind turbine to operate in an area where 
the wind does not come in parallel with the turbine’s axis but under a different angle, 
that is called the skew angle and will be denoted with the letter γ. 
This will have a negative effect both on the turbine’s lift and power coefficient. So 
providing a way to calculate this angle is necessary in order to proceed. Mathematically 
it can be calculated using the same procedure described above. Utilizing the previous 
empirical formula we can have the following for the skew angle: 
(22) 
6.4.3 Power coefficient under skewness 
Assuming that a tilt mechanism for regulating the horizontal axis could create problems 
and increase then installation cost, the wind turbine will operate under skewness. This 
will of course have an impact on the thrust and power coefficients that are provided by 
the manufacturer. A simplified way to calculate those, derives from the Glauert momen-
tum theory for lift-driven horizontal axis wind turbines and is as follows: 
The thrust coefficient will be given from the following formula: 
 (23) 
Accordingly, the power coefficient will be calculated using the following formula: 
(24) 
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Here α denotes the axial induction factor, which is defined normally on the free 
stream velocity. The simple momentum theory states that the power coefficient as 
a function of α is  
 (25) 
If we combine those formulas we can approximate the power coefficient at which 
the turbine will work under certain skew angle within the zone of accelerated 
wind velocity that will be calculated from the simulation. [12] 
6.5 Energy production 
Three cases are going to be examined and compared. The energy yield when in-
stalled at 12m over the ground in a smooth area, when installed at 44m over a 
smooth area and finally at 12m over the roof of a 32m building. 
6.5.1 Energy production at 12m, over a smooth terrain 
For comparison reasons the energy production of the specific wind turbine, when 
installed at a rural environment will be presented here. Since accurate wind data 
are not available, the assumption that the wind velocity will follow a Rayleigh dis-
tribution will be made. The mean velocity (Uave) for the Rayleigh distribution will 
be 5.5 m/s and the scale factor for this mean velocity will be taken 
as . [25] 
The probability for any velocity will be given by the formula: 
 
Plotting this distribution will provide with the following diagram: 
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Chart 9: Rayleigh distribution for average velocity of 5.5 m/sec 
 
The manufacturer of the wind turbine states that its braking mechanism enables it to op-
erate even under the harshest conditions and thus does not provide with a cut-off speed. 
Although data for the efficiency of the turbine under very height speed is not provided 
either, we can safely assume that the turbine at those speeds operates at full capacity.  
For the Rayleigh distribution the cumulative probability is given by the formula: 
 
The next step is to use this formula to create bins for the wind velocity, stating the 
amount of hours that the amount of hours that the turbines operate for each speed:  
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Chart 10:Probability for bins of 1 m/sec 
Using the manufacturer’s data for the central speed of every bin, we can find the 
energy production for every speed and the total. The total energy output will be 
approximately 1032 kWh per year, while the energy yield for each bin is shown at 
the next chart: 
 
Chart 11: Energy yield per bin at 12m 
Here we must mention that the average wind velocity used in the above calcula-
tions is usually measured for an altitude of 10m to 20m above ground. The wind 
turbine would have been installed at 12m above the ground. The altitude differ- 
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ence is small, so the wind velocity has not been shifted to fit the different altitude ac-
cording to the log-law. 
6.5.2  Energy yield at 44m over smooth terrain 
In order to have a more accurate view of the increase in energy yield that the building 
itself induces we will also calculate the energy yield at the altitude of 44m over the 
ground, but if the turbine is installed over smooth terrain, although the manufacturer 
cannot provide with such a tall tower. At 44m the wind’s velocity will be 6.904 m/sec. 
Using the same methods as before for the non-skewed power coefficient, an energy 
yield of 1566 kWh per year can be expected. 
6.5.3  Energy production of the turbine installed on the building 
The simulations carried out in chapter 5 provide us with enough data to derive certain 
conclusions about the energy yield of the same turbine installed on the simulated build-
ing and environment. 
Here we must mention that an assumption will be made in order to calculate this energy 
yield. This assumption will be to disregard the statistical analysis regarding the distribu-
tion of the velocity around the mean value that was calculated through the simulation. 
Everything will be calculated under the assumption that the wind velocity will follow a 
typical Rayleigh distribution with a mean velocity of around 12 m/sec that was calculat-
ed in chapter 5 at 44m above ground where the turbine is installed. 
In order to calculate the total energy yield the turbine’s power coefficient will be cor-
rected for the skewed flow according to (21), (22), (24), (25). This was done in Excel 
and the final results are presented in the following pages. 
The wind velocity distribution will be a Rayleigh distribution with an average wind ve-
locity of 12 m/sec. The distribution is presented in the following chart: 
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Chart 12: Rayleigh distribution for velocity of 12 m/sec 
The next step, again, is to divide the wind velocity in bins of 1 m/sec and calculate 
the probability of velocity’s value to be within each bin. This will help to calcu-
late the amount of hours that the turbine will operate for in each bin. The follow-
ing charts present the situation: 
 
Chart 13: Probability for bins of 1m/sec 
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Chart 14: Hour distribution in bins of 1 m/sec 
The power coefficient for skewed wind flow has been calculated using equation and is 
presented below, along with the calculated power production for each bin and the annu-
al energy yield in these conditions: 
 
Chart 15: Power coefficient for skewed flow 
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Chart 16: Power output for skewed flow 
 
Chart 17: Energy yield in skewed flow 
In the power output chart we can see that the output does not follow the typical 
pattern, like the one presented for a normal operation outside the city’s roughness. 
Mathematically this can be attributed to the non-linearity imported by equation 
used for the calculation, as well as by the fact that calculating Cp from a power 
chart does not make sense when power is t nominal. A mean averaged trend line is 
added to make the solution more presentable. Also for some bins the power output 
was calculated to be more than the maximum power of the turbine. For these bins 
the power was limited to 1.5 kW. The total sum is 3393.79 kWh. 
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7 Conclusions 
After performing simulations in chapter 5, as well as the calculations for the energy 
yield in chapter 6 some conclusions can be drawn. 
7.1 Conclusions about the energy yield  
The energy yield of a wind turbine sited on the roof of a building is, as expected, much 
better than that of the same turbine installed over smooth terrain, regardless of the 
height above the terrain at which it is installed. This is due to the fact that the blunt na-
ture of the building with sharp edges, causes a significant increase of the wind’s veloci-
ty over the building. The corresponding increase in the available energy that can be har-
vested by the turbine is proved to be enough, to compensate for the reduction in the 
power coefficient of the turbine caused by the fact that the wind reaches the turbine un-
der a different non-zero angle. The following table that gives the estimated yield of all 
three investigated cases, clearly represents the situation. 
Table 7: Energy yield comparison  
Siting 12m 44m 44m (over building) 
Annual Energy 
yield (kWh) 
1032 1566 3393.79 
 
From table 7 we can see that the increase in energy production is significant. Compared 
to the case of installing it at 12m (maximum mast according to the manufacturer), the 
yield is more than three times higher. Moreover we can assume that the installation cost 
for the case of the building is not greater than the cost of the typical case, unless some 
extra cost for permits exist. Financially therefore, it makes better sense to install a wind 
turbine on a building compared to smooth terrain. At least for an installation of this 
magnitude. 
Moreover, the EU has issued legislation to ensure that the buildings to be built in future, 
are near zero energy buildings.(Directive 2010/31/EU, article 9) For this to happen, es- 
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pecially in hot climates, where cooling needs are a significant portion of the total 
energy demand of a building, energy production must take place. Exploiting the 
wind energy potential, in such a way, can be a good alternative or collateral to the 
solar energy for heat or power or other forms of renewable energy, especially if 
we consider the difference in volatility and availability. 
Of course such a wind turbine amasses most of the positives of distributed power 
production that have been described in chapter 1. For those, it is self-evident that a 
careful planning for the amount of permits, as well as the incentives needed to 
make power production at this scale economically feasible is necessary.  
7.2 Rough estimation for the cost and simple 
payback period 
A small turbine, like the one chosen in chapter 6, costs about 1500€. The cost for 
the inverter needed to connect to the grid, can be estimated to about 1500€ also. If 
we add other peripheral costs, a rough estimation for the capital needed to install a 
wind turbine of 1.5 kW could be 6000€. 
In 2014 the price for selling power produced by a wind generator of less than 50 
kW installed capacity is 250€ per MWh. For an energy production of 3.3 MWh 
the possible estimated income would be 825€ annually. This means that such an 
investment could have a simple payback period of around 7.3 years, which can be 
considered acceptable for an energy project. 
According to the local legislation no building permits are needed for installing a 
wind turbine at a rural region. The only bureaucratic procedure that exists has to 
do with the connection to the grid. Since 2010 the same stands for turbines on 
buildings. (3851/2010, article 3, paragraph 2) 
7.3 Drawbacks and limitations 
The urban environment itself and its population density result in some limitations 
and points for which careful examination must be done. Most of them are men-
tioned in chapter 6.  
The noise is something that must be examined since it is nor either desired or al-
lowed to have noise emitting devices in the vicinity of homes, schools or hospi-
tals. However turbines with low tip speed can be quiet enough, while a careful  
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choice of the spot of the installation can solve those problems as mentioned in chapter 
6. 
Vibrations and resonance is another issue. Special care must be taken to avoid frequen-
cies close to the eigen-frequency of the structural elements or the mast. It is stated in 
literature that VAWT perform better at this part. 
Optical pollution and shadow flickering can also be an issue. The first is subjective, to 
the person issuing an opinion. The second is observed either when the blades are within 
the direct path of the sunrays to one’s eye, or when sunlight gets reflected on the blades. 
Careful sitting and a dull color for the blades can mitigate this problem. 
7.4 Validation  
A CFD simulation is not always accurate. In most part such a simulation can be used to 
choose between different sites for installation or to conduct an investigation for the 
qualitative characteristics of a site in order to be consider as candidate for such an in-
vestment. The only accurate and safe method to use such a simulation is to validate it 
with real experimental data or on site measurements for various sites first and then con-
sider it as an objective calculation of the energy potential. 
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