This work aims at introducing model methodology and numerical studies related to a Lagrangian stochastic approach applied to the computation of the wind circulation around mills. We adapt the Lagrangian stochastic downscaling method that we have introduced in [3] and [4] to the atmospheric boundary layer and we introduce here a Lagrangian version of the actuator disc methods to take account of the mills. We present our numerical method and numerical experiments in the case of non rotating and rotating actuator disc models. We also present some features of our numerical method, in particular the computation of the probability distribution of the wind in the wake zone, as a byproduct of the fluid particle model and the associated PDF method.
Introduction
Modeling the flow through wind turbines and wind farms is a research area of growing importance with the fast and worldwide development of installed wind farms. Therefore there exists a wide variety of approaches that combine atmospheric computational fluid dynamics methods (CFD) with wake models (from actuator disc models to full rotor computations, see eg. [26] , [10] , [2] ).
Most popular atmospheric boundary layer computations are based on Reynolds averaged NavierStokes (RANS) turbulence models and large eddy simulation (LES) approaches. PDF methods, based on stochastic Lagrangian models, constitutes an interesting alternative (see the discussions in Pope [21] ) that have been not yet fully developed in the case of atmospheric boundary layer modeling but are mostly used for reactive flows because this approach does not necessitate to approximate the reaction terms ( [12] , [17] ). Among the reasons that can explain this phenomena, we can first rise the fact that such kinds of models handle nonlinear stochastic differential equations that necessitate a background on stochastic calculus, rather than classical PDE analysis. Second, the development of numerical solvers, based on stochastic particles approximation, requires the design of a hybrid Lagrangian/Eulerian algorithm from scratch. However, it is worth mentioning PDF methods are computationally inexpensive and allow to refine the space scale without any numerical constraints.
In recent works, some of the authors developed modeling numerical frameworks for the downscaling problem in meteorology (see [3] , [4] ). An algorithm called Stochastic Downscaling Method (SDM) is currently under validation when coupled with a coarse resolution wind prediction, provided thanks to classical numerical weather prediction (NWP) solvers. Quite a few widely used predictive numerical solvers (such as the weather research & forecasting model (WRF)) are based on a LES approach. To this purpose, we have developed a branch of SDM that includes atmospheric boundary layer modeling and ground interaction (log law).
In this paper, we present our methodology to introduce wake models (typically actuator disc models) in the SDM solver. We also present the related numerical experiments on wake computation, in a classical log law context.
We emphasize the fact that the basis of stochastic Lagrangian models consists in describing the stochastic dynamics of a fluid particle's state variables (X t , U t ), under an appropriated probabilistic space (Ω, F, P) with expectation operator denoted E. This approach allows to define the mean velocity, classically represented by the bracket operator U in the RANS approach or U in the LES approach, as the mathematical conditional expectation 1
and more generally, for any function f ,
2)
The connections between RANS/LES models and stochastic Lagrangian models (also known as PDF models) are realized via a specific design of the stochastic equation coefficients for (X t , U t ) allowing to reproduce κ − ε and Reynolds-stress models (see the review on Lagrangian modeling in Pope [20] and the discussion in [4] ). In particular such PDF models can be used to reconstitute subgrid information of fluctuations in LES modeling.
After a short description of the SDM modeling and numerical method in Section 2, we introduce our Lagrangian version of the actuator disc modeling in Section 3. Section 4 is devoted to some numerical experiments. To assess the mill impact in the flow, simulations are run with the two turbine models presented in Section 3, namely: the non-rotating actuator disc model, and the rotating actuator disc model.
Stochastic downscaling methodology
This section is devoted to the description of the Stochastic Downscaling Method (SDM, see [4] ), in the framework of turbulence modeling of an incompressible flow in the neutral case (constant mass density).
Consider the computational domain D as an open bounded subset of R 3 . In order to model the flow in D, we consider a couple of stochastic processes (X t , U t ) that respectively describe the location and the velocity of a generic fluid-particle. The evolution of (X t , U t ) is governed by the following generic system of stochastic differential equations (SDEs):
1a)
We supplement them with generic (Dirichlet) boundary conditions on the mean velocity:
when x = (x, y, z) is on the boundary ∂D.
Here W is a standard 3-dimensional Brownian motion, G, C and U ext are functions to be defined in accordance with the turbulence underlying model (see Section 2.2 below), and X(t = 0) = X 0 , U(t = 0) = U 0 where (X 0 , U 0 ) are random variables whose probability law µ 0 is given. According to (1.1), the term U (t, X t ) = E [U t /X t ] denotes the expected velocity of the particle conditioned by position X t . The parameter ρ is the mass density of the fluid (which is assumed to be constant).
Generic numerical scheme
We present hereafter the numerical discretization of equations (2.1). It consists in one main time loop in which we identified three main steps: see Algorithm 1. The interested reader may refer to [3, 4] for additional details. In particular, the link between Lagrangian and Eulerian fields (i.e. between particles and mesh) is established thanks to classical particle-in-cell (PIC) methods (see [23] ), which are thus used to compute conditional expectations (1.1) and (1.2). We denote N p the total number of particles in the computation, N pc is the number of particles per cell, that is maintained constant in the time step procedure, by the effect of the mass conservation constraint.
In the case where the nearest grid point method (spline of order 0) is used, any conditional expectation such as (1.2) is computed in each cell C(i, j, k) thanks to an average value over the N pc particles located in the cell:
Algorithm 1 Time-Step in SDM while t 0 + n∆t < T final do (1) Prediction step: move particles thanks to a partial exponential scheme.
(2) Account for boundary conditions (3) Correction step: conservation constraints ensuring constant density and free divergence. end while For robustness considerations (see Appendix A), we consider an exponential version of the explicit Euler scheme for the prediction step (1). We propose in Step (2) an original method to confine particles in D according to the following downscaling principle: the inferred Eulerian velocity field satisfies the Dirichlet condition (2.2). At time t n−1 = t 0 + (n − 1)∆t, the N p Lagrangian variables
are known, as well as the statistics k n−1 and U n−1 in each cell C of the partition of
At time t n , for each particle p:
Step 1. Prediction: we compute the following quantities
• The velocity U p n is calculated applying an exponential scheme to the equation
where U n−1 , k n−1 and ε n−1 are evaluated in the cell containing
Step 2. Boundary condition: When X p n / ∈ D; let t out be the boundary hitting time after t n−1 , and X p out = X p n−1 + (t out − t n−1 )U p n−1 be the hitting position, then the reflected position is set to
In concern of the velocity, we simulate Equation (2.4) between t n−1 and t out with an exponential scheme to obtain the velocity U p t out − . Then, in order to match the boundary conditions, we impose a jump on the velocity at t = t out :
We finally compute U p n thanks to the simulation of Equation (2.4) between t out and t n .
Remark 2.1. In a three-dimensional domain, it may happen that X p n written in (2.5) remains outside the computational domain after the reflection, for instance in the neighborhood of the corners. In this case, the particle is replaced near the outward boundary and the new particle position is set to
where γ is a small vector pushing X p out back into D. The new velocity U p n is unchanged.
Step 3. Conservation constraints: Once the N p particles are advanced at time t n ,
• move the particles such that there is exactly the same number N pc of particles per cell to fulfill the mass density constraint. To this aim, we use the so-called triangular transport (see [3] ) which consists in sequentially sorting the particle in each of the three space directions. This sequential 1D rearrangement corresponds to the solution of an optimal transport problem according to the uniform distribution).
• compute the new Eulerian quantities U n , and project the new Eulerian velocity field on the divergence free space. This may be done thanks to the classical resolution of a Poisson equation for the pressure, with homogeneous Neumann boundary conditions.
A specific Lagrangian model for the atmospheric boundary layer
We consider our computational domain D in the atmospheric boundary layer such as drawn in Figure  1 . From floor to top, the height of D is at most the approximate size of the atmospheric boundary layer, namely 600 to 1000m (in Section 4, we shall perform our numerical simulations with 300m).
We now detail the generic terms G, C and boundary conditions U ext in order to model the atmospheric boundary layer in (2.1)-(2.2). [6] .
Turbulence modeling
In what follows, we will use the classical notation for the velocity components
and also
for the components of the turbulent velocity.
Turbulence models roughly consist in linking the turbulent kinetic energy k and the turbulent energy dissipation ε. In order to account for turbulence effects in the Lagrangian velocity equation (2.1b), we define its coefficients as:
The tensor G i,j is related to the isotropization of turbulence production (see [8] ) and C 0 is given by 8) where P denotes the rate of turbulent energy production. The turbulent kinetic energy k(t, x) is recovered by its definition through Lagrangian averages:
the turbulent energy dissipation ε(t, x) is recovered via the turbulent kinetic energy as a parametrization (see [7] ),
The mixing length m can be considered as constant away from the floor (above the surface layer). However, as can be seen in [5] , it should be proportional to the vertical coordinate z within the surface layer: hence the use of a piecewise linear function for m (x) = m (z).
Putting together (2.9) with (1.2) and with the generic approximation formula (2.3), we obtain the following expression for the turbulent kinetic energy computed by SDM:
Boundary conditions
As can be seen in Figure 1 , our computational domain is bounded from above by the free troposhere where a geostrophic balance can be considered. As a consequence, we shall use Dirichlet boundary conditions at the top of the domain, 12) where U G is given, corresponding to the output of a geostrophic model. The bottom boundary condition should account for the surface roughness and corresponding layer: we incorporate a log law in our model, such as described in the forthcoming section. Finally, since we want to model one or several mills we propose to use inflow (log law profile) and outflow (free output) boundary conditions for the (x, y) lateral frontiers, as described in Section 4 below.
Wall-boundary condition
For the modeling effect of the ground, we borrow and adapt the particle boundary condition proposed by Minier and Pozorski [18] that aims to reproduce the momentum exchange between the ground and the bulk of the flow. This method is equivalent to wall functions approach in classical turbulence models. Here, we just resume the main idea in [18] which consists in imposing a reflection to the particle trajectories, when it arrive to a given height z mirror , where z mirror is chosen in the logarithmic layer.
In order to define the reflection of the particles on this mirror face {z = z mirror }, we denote with a 'in' the inward velocities in the region {z ∈ [z mirror , H]} and with a 'out' the outward velocities in the region {z ∈ [0, z mirror ]}.
The velocity U in is oriented to the top whereas U out is oriented to the bottom. A symmetry principle allows to replace any outward particle to its mirror inward particle.
The vertical component is simply reflected at z mirror :
whereas the horizontal velocity are lifted according to the covariances u w and v w :
14)
In [5] , Carlotti describes the method used in the Meso-NH model [13] for the account of the log law. This method is inspired from the one of Schmid and Schumann [25] : the boundary condition for the subgrid covariances u w and v w are fixed to where the friction velocity u * 2 is computed in each cell at the bottom of the domain using the log law
where κ is the von Karmann constant, z 0 is the roughness length parameter, and x c , y c , z c is the position of the cell's center, for the cells on the floor. We adapt this idea in SDM with the following steps.
Step 1. Given u (t n ) and v (t n ), for any of the cells on the floor, -we compute u * (t n , x c , y c ) with (2.18) -we compute u w (t n , x c , y c ) and v w (t n , x c , y c ) using (2.16) and (2.17).
Step 2. For the particle boundary condition at z mirror , we localize the particle crossing the interface in the cell of center (x c , y c , z c ); we use u w (t n , x c , y c ) and v w (t n , x c , y c ) to compute the reflected velocity of the mirror particle at the interface, using (2.13), (2.14) and (2.15).
In [18] , the authors propose to fix z mirror to 
Actuator disc methods in the Lagrangian setting
The presence of wind mills is taken into account thanks to additional force terms in the stochastic differential equations that govern the movement of the particles. To this end, equation (2.1b) (which
. governs the time evolution of the velocity U t = (u t , v t , w t ) of a particle) is modified as follows:
The term f (t, X t , U t ) represents the body forces that the blades exert on the flow. The supplementary terms f nacelle (t, X t , U t ) and f mast (t, X t , U t ) represent the impact of the mill nacelle and mast. In the present work, only the blade and nacelle forces are considered.
In this section, we discuss how those force terms should be implemented in the Lagrangian setting considered here, in order to recover consistency with classical Eulerian formulations.
Considering the full geometrical description of the blades (that requires a very fine mesh), the force f is a very complex function which encodes the geometry of the blades; however, in this study we are interested in the overall impact of the mills in the flow, and not in the fine geometrical details of the reciprocal interactions. For this reason, and to avoid costly computations, an actuator disc approach is used to provide approximations of f , with two different levels of complexity:
(a) Non-rotating actuator disc with uniform loading.
(b) Rotating actuator disc.
In the Actuator Disc approach, each mill is represented as an immersed surface which concentrates all forces exerted by the mill on the flow. A thorough description of this methodology can be found in [16] , and in the books [11] and [14] . With different degrees of complexity, it has been applied to wind turbine simulations in [22] , [15] , [9] . It has also been used to simulate arrays of turbines in [28] . It is assumed that the flow moves along the positive direction of the x axis, and that the turbine's main axis is aligned with the x axis, so that it faces the wind directly. It is convenient to define local reference frame of cylindrical coordinates centered at the hub of the turbine, with basis vectors e x , e r and e θ as shown in Figure 3 . In order to apply the forces to the particles, the actuator disc is expanded to a cylinder C of depth ∆x, and the forces per unit mass are used to correct the velocities of all particles In the rest of this section we discuss successively on the force f in the non rotating actuator disc model, and in the rotating actuator disc model. We end by considering the f nacelle .
Non rotating, uniformly loaded actuator disc model
In this model, the force is distributed uniformly over the disc, and rotational effects are ignored. For a turbine facing a uniform laminar steady state flow, the thrust force exerted by the turbine is given by an expression of the form
where U ∞ is the unperturbed velocity far upstream from the turbine's location, U ∞ is its norm, A is the surface area of the turbine's disc, ρ is the density of air, and C T is a dimensionless, flow dependent parameter called the thrust coefficient. An elementary deduction of this expression can be found in [11] or [14] . This deduction, which is essentially one-dimensional, is based on conservation of linear momentum for a stream tube passing through the turbine's disc (see Figure 5 ). The analysis assumes that the turbine faces uniform, inviscid, steady-state flow, and hence there is radial symmetry with respect to the hub of the turbine. Further, a constant loading is assumed at the disc, and thus the velocity field is constant and uniform there. The thrust coefficient C T is specified in terms of the axial induction factor a, which measures the relative decrease in speed from the far upstream region and the disc region, where the local velocity has magnitude U D < U ∞ (see Figure 5) .
The aforementioned analysis yields:
and
In order to adapt this thrust force model to particles, the disc is extended to a cylinder C of length ∆x and mass ρA∆x (see Figure 4) . The force is then assumed to be uniformly distributed along the additional dimension. As in [24] , the local velocity magnitude U D is used instead of U ∞ by combining (3.2) with (3.4). The force per unit mass inside region C is then given by:
As soon as we have specified how U D is computed for each individual particle, from expression (3.5) follows Algorithm 2, for a given time step of length ∆t beginning at time t n , and a given particle with position X tn and velocity U tn at time t n .
Algorithm 2 Update the Lagrangian velocity with thrust force in the non rotating actuator disc model. PRESTEP Compute the mean local speed at the disc U
end if
Since expression (3.5) is derived from a laminar one-dimensional analysis, its generalization to turbulent shear flow requires U (Lagrangian) D to be carefully specified. For a particle with position X tn and velocity U tn at time t n , at least three possibilities exist (all equivalent for uniform, laminar, steady-state flows):
as the average velocity of particles inside cylinder C:
If one selects options (a), Equation (3.5) describes the instantaneous force, and not the mean one. Given the flow-dependent nature of the axial induction factor a, and the fact that it pertains to the whole disc of the turbine, option (c) is adopted, preferably to option (b); the force density then becomes:
Rotating actuator disc model
This model is based on a blade element analysis, which gives a description of the blade forces in terms of a set of simple geometrical parameters. The model assumes that each blade is comprised of tiny pieces (blade elements), each encompassing an infinitesimal length dr, which concentrate the relevant forces that the turbine exerts on the flow. It is assumed that these blade elements are independent of one another, in the sense that they do not induce any radial movement on the flow. To be precise, consider the reference frame depicted in Figure 3 , with basis vectors e x , e r , e θ along the axial (stream wise), radial and tangential directions, respectively. The corresponding flow velocity components in this frame will be denoted (U x , U r , U θ ). We assume that the turbine rotates with angular speed ω, oriented along −e θ . Consider a blade element located at radius r from the center of the turbine, and a portion of fluid near this blade element. By the model hypotheses, it is assumed that U r = 0, and thus the flow velocity at this blade element is U = U x e x + U θ e θ . Under these conditions, the local relative velocity of the flow with respect to the blade, U relat , is given by:
(3.8)
To introduce the blade forces, consider the blade depicted in Figure 6 . In this model, the actual blade geometry is considered indirectly. The blades themselves are not meshed, but instead are represented by the following information:
• the lift and drag curves corresponding to a given airfoil model of each blade element;
• the local chord length c(r) of the blade at radius r, which is the length of the blade element located there (see Figure 6 );
• the local pitch angle γ(r) of the blade at radius r; γ(r) is the angle between the chord line of the blade element located at radius r, and the rotational plane of the turbine (see Figure 7 ).
From this data and U relat , two important angles are defined for each blade element (see Figure 7 ):
• the flow angle φ, which is the angle between U relat and the rotational plane of the turbine, and is given by
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• the angle of attack α, which is the angle between U relat and the main chord line of the blade element, and is given by
For the i-th blade, blade element theory tells us that the total force exerted on the flow by each blade element -spanning an infinitesimal portion dr of the blade -is proportional to the square of the norm of U relat and to the surficial area of the element, which is approximated as c(r)dr. The force is divided in two orthogonal components: 1) A lift force dL (i) , which is parallel to U relat 2) A drag force dD (i) , which is orthogonal to U relat
The expressions for the magnitudes of these forces, dL and dD, read as follows (U relat being the magnitudes of U relat ): 
The terms C L and C D are called the lift coefficient and drag coefficient respectively, and are functions of the angle of attack α, as well as the local Reynolds number at the blade. These functions are determined either empirically or via numerical simulations, and are often found in the form of tabulated data. In these expressions, the dependence on i is indirect in expressions (3.11), as U relat ,C L and C D are computed locally at each different blade position.
In the local reference frame of the turbine (see Figure 3) , the components of the differential force along e x and e θ corresponding to the i-th blade are, respectively:
(3.12)
Now consider a turbine with N b blades. The aim is to use (3.12) to obtain expressions for the components of the force per unit mass along e x and e θ , corresponding to each blade. To do this, the blade in question is expanded a distance ∆x along the axial direction, and smeared over an angular distance ∆θ, resulting in the three dimensional region shown in Figure 8 . To a blade element located at radius r there corresponds an infinitesimal sector of volume r∆x∆θdr and mass ρr∆x∆θdr. Dividing the expressions in (3.12) by the element sector mass, one obtains the forces per unit mass at radius r from the center of the wind turbine: Note that expressions in (3.13) correspond to the force per unit mass of one single blade. In principle, each particle of the simulation will receive at most the force of one blade (the one corresponding to the sector where the particle is), and thus it is necessary to keep track of the positions of each blade (and the corresponding blade sector). However, if one is only interested in the global impact of the blades, it is possible to simplify the computations by selecting ∆θ = , where N b is the number of blades of the turbine. In this case, the union of all blade sectors results in the same cylinder C used in section 3.1 (see Figure 9 ), and the blade positions become irrelevant. Expressions (3.13) then read as follows:
(3.14)
Note that this is equivalent to summing the contributions of (3.12) for all blades, and distributing the resulting force in an annulus of mass 2πρr∆xdr (or equivalently, to choosing ∆θ = 2π and summing the contributions of (3.13) for the N b blades). In this case, since the blades are essentially delocalised within the mill region, their contributions may be considered equal to one another, and the total force at radius r will be given by:
Under these assumptions, since the blade characteristics (local pitch, local chord length, lift and drag coefficients) are defined locally, and since the blade positions within C are indeterminate, we may use the particle positions and Lagrangian velocities (X t , U t ) to compute the needed information U relat , c, γ, C L and C D . From (3.8), we derive the relative velocity U relat from the instantaneous particle position and Lagrangian velocity (X t , U t ) by
(3.16)
We also compute the flow angle φ using (3.9): Then the force added in the Lagrangian velocity Equation (3.1) is PRESTEP Compute the relevant geometrical information of the particle at time t n , relative to the turbine:
• the radial position r (X tn ) of the particle (component of X tn along e r )
• the distance to the rotational plane of the turbine.
With this information, determine if X tn lies inside C or not. if X tn ∈ C then (1) compute the tangent vector e θ corresponding to the projection of X tn on the rotational plane of the turbine; (2) compute the tangential velocity of the particle, U (tan) tn ; that is, its component along e θ ; (3) compute the relative velocity U relat using (3.16) and the particle velocity components at time t n :
(4) compute the flow angle φ using (3.17) and the particle velocity components at time t n :
(5) compute the angle of attack α using (3.17), with the local pitch computed at the radial position of the particle:
(6) obtain the lift and drag coefficients C L (α) and C D (α) using the airfoil data; (7) apply the axial and tangential forces per unit mass (3.18) respectively to the particle velocity:
end if
Nacelle
In all the simulation results presented in Section 4, we use a simple model for the turbine nacelle. As in [27] , the nacelle force f nacelle is modeled as a non-rotating actuator disc, but here we adapt the model to the Lagrangian setting, just as in section 3.1. The nacelle is assumed to occupy a cylinder C nacelle , with frontal area A nacelle and depth ∆x (see Figure 10 ). For consistency with the Lagrangian non-rotating actuator disc described in Section 3.1, we use the local mean velocity at the nacelle instead of U ∞ , computed from the particle information as:
Particles lying within the nacelle region are applied a force per unit mass of: At the same time, the actuator disc models presented in Section 3.2 are modified to account for the nacelle's presence: the relevant region for the mill forces will not be C, but instead a subregion C blades defined as (see Figure 10) :
In this manner, only particles belonging to C blades (and not C) are applied the mill forces. Also, for the Non-Rotating Actuator Disc, the local velocity is estimated considering only particles lying inside C blades :
4 Some numerical experiments
Simulation setup
To test the implementation of mills in the stochastic Lagrangian settings presented before, a one-mill configuration has been used. A single mill has been placed in a rectangular domain spanning 1500 × 400 × 300 meters in the x, y and z directions, respectively ( Figure 11 ). The mill faces atmospheric flow with a log-law profile at the inlet section, that develops moving along the x direction. The main physical and computational parameters of the simulations are detailed in Table 1 . To assess the impact of the mill in the flow, simulations are run with the two turbine models presented Figure 11 : Domain for the simulations.
Basic parameters
in Section 3, namely: the non-rotating actuator disc model, and the rotating actuator disc model. The mill's position is such that the x and y coordinates of the hub lie at the center of one of the computational cells.
To initialize the simulations, a warm-up simulation is run first, without mill. For this warmup simulation, an inflow-outflow condition is used in the x axis (the main direction of the wind): particles exiting the domain at the outflow boundary are reinserted at the inflow boundary with a mean velocity given by the target log-law plus a random velocity vector normally distributed, that renders the covariance structure taken from the cell where the particle was in the previous time step. A similar boundary condition is used in the y axis. The results of the warmup simulation are averaged along the x and y axes to produce empirical profiles of all relevant statistics of the velocity field.
For the mill simulations, an inflow-outflow boundary condition is applied in the x axis, using the empirical profile from the warmup simulation to force the inflow condition: particles exiting the domain at the outflow boundary are reinserted at the inflow one with velocities following a trivariate gaussian distribution computed with the information of these empirical profiles. A similar strategy is used in the y axis boundaries: particles exiting the domain through one of these boundaries are reinserted in the opposite boundary, with a new velocity following a trivariate gaussian distribution computed with the empirical profiles.
In all simulations, the boundary conditions for the z axis are as described in Section 2.
For the rotating case, a realistic wind turbine has been designed using blade data of a NTK 500/41 wind turbine (as found in [11] ), together with lift and drag coefficients corresponding to a NACA 23012 airfoil at Reynolds numbers of the order of 10 6 (as found in [1] ). For the non-rotating case, we need to specify the values of a, C T and U ∞ (as used in Equations (3.2), (3.3), and (3.4)) so that the simulation is equivalent to the rotating actuator disc. Following [27] , we define this equivalence by requiring the total thrust force in both cases to be the same. This will be detailed in the following section.
Consistency analysis and computation of the non-rotating equivalent
For the non-rotating (NR) actuator disc model, we compute the total thrust excluding the area A nacelle occupied by the nacelle:
whereas for the rotating (R) model, the total thrust can be computed by integrating Equation (3.15) from the nacelle radius r nacelle to the turbine radius R:
The idea is then to compute U ∞ and F R x , and substitute them in (4.1) to obtain C T . The magnitude U ∞ can be easily estimated as the z-averaged value of the mean velocity U at the inlet section of the domain, over the diameter of the turbine:
while for the thrust force F R computation, we compare two different methods:
(a) using Blade Element Momentum (BEM) theory in a stand-alone computation, with the same turbine used in the Rotating Actuator Disc simulation but facing uniform flow of magnitude U ∞ ;
(b) using the particle information, obtained from the simulation with the Rotating Actuator Disc in SDM.
Compute thrust with BEM
A complete description of BEM theory can be found in [11] or [14] . It stems from the combination of two different analyses of the turbine performance facing a steady-state, uniform, radially symmetric flow:
(1) a linear and angular momentum balance in thin, radially distributed, annular stream tubes passing through the turbine swept area at different radii;
(2) a blade element analysis of the turbine.
The first of these analyses assumes that the relative velocity decrease from the far upstream region to the disc region depends on the radial position, so that a now varies with r:
It is also assumed that the flow gains angular momentum, related to the rotational speed of the turbine. The angular speed U θ at radius r at the disc is controlled by an additional function a (r):
where ω is the angular speed of the turbine. The following expressions are then found for the differential forces in directions e x and e θ , at an annulus located at radius r from the turbine's center (see [14] or [11] for details):
Given the assumption of radially symmetric flow made by BEM, in this analysis U relat and φ are functions of r only. In terms of a(r) and a (r), expressions (3.8) and (3.9) are simplified to:
On the other hand, a pure blade element analysis like the one presented in Section 3.2 yields the following expressions for the same quantities:
In BEM, the rotor is discretized in a finite number of blade elements. For a set of radial positions and given values of U ∞ and ω, the values of a and a , the flow angle φ and the relative velocity magnitude U relat are computed for each blade element separately, by equating (4.6) with (4.10) and (4.7) with (4.11) and using an iterative procedure (see [11] for a detailed description of the algorithm). The procedure delivers the values of U relat (r), φ(r), a(r) and a (r).
Compute thrust with SDM
To compute F R x in (4.2) from the particle information, the integrand is estimated for all particles within region C, using equations (3.18):
The total thrust over ρ, F R x /ρ, is then computing by an estimation of the integral:
. (4.13) Figure 12 shows the different values of the magnitude of dF R x /dr (expression (4.12)) obtained for all particles lying within the actuator disc region C at the final time of the simulation, along with a curve of the mean estimation from this information (blue continuous line). To obtain this estimation, a uniform partition of the r axis was used, and the mean and variance of (4.13) were obtained for each interval of the partition using the information of the particles with radial positions inside corresponding to the interval. The BEM result is computed using the same partition just described. As can be seen, there is consistency between the SDM simulation and BEM, although the thrust estimated by SDM is lower. A plausible cause of this discrepancy is the presence of turbulence in our simulation, something which the BEM method doesn't take into account.
Comparison of thrust computations
To summarize, the above computations yield to estimated values for the thrust coefficient in the non-rotating actuator disc model reported in Table 2 . Table 2 : Estimation of the equivalent non-rotating actuator disc for our mill configuration.
Numerical experiments, comparison between rotating and non-rotating actuator disc methods
It is interesting and useful to analyze the differences between results obtained with the simple NonRotating model and the more complex Rotating model, and to determine to which extent they give a similar development of the turbine wake. In particular, as can be seen in the simulations of Porté-Agel [27] , one would expect an under-prediction of the speed deficit near the turbine for the non-rotating case, while both models should yield similar results far downstream from the turbine. This and other effects are studied hereafter.
To begin with, mean velocity contour plots along the stream-wise direction are produced for both models. which are shown in Figure 13 . These plots show that rotation and non-uniform loading have a clear impact in the turbine wake. This is confirmed by the mean velocity profiles at different downstream positions, as shown in Figure 14 .
Secondly, the variance of the stream-wise component of velocity u u in both simulations is analyzed. Figure 15 shows contour plots taken at the middle of the xz plane, for both simulations. It is noteworthy that the variance near the turbine is much higher for the rotating actuator disc simulation, although far from the turbine the differences begin to fade. It is also interesting that in both cases the highest amount of variance is generated atop the turbine, from where it starts to advect downwards. The same behavior can be seen in the vertical variance profiles, which are plotted at the same downstream positions as was done for u (see Figure 16) .
Also of interest is the covariance between x and z components of velocity. As before, to compare both simulations, xz contour plots are taken at the middle of the y axis, and vertical profiles are plotted for different downstream positions from the turbine. Again, the rotating model produces stronger values of covariance near the turbine with respect to the non-rotating model, while both tend to equalise as one moves to the far downstream section. Figure 17 shows the results.
Probability distribution functions of the streamwise velocity
One of the main advantages of the stochastic downscaling method presented in Section 2 is that it allows access to the instantaneous probability distribution functions of the wind velocity field at each time and position. In the case of mill simulations, this information may be used for various purposes. Contrary to deterministic methods, the stochastic methodology used here estimates the PDFs of the velocity field in just one simulation, directly by sampling the particle properties in the same way the various statistics presented before are estimated. Plus, no time or spatial averaging is required, and it is possible to see how the PDF varies along the wake of a turbine. In this section, we present histograms that estimate the PDF of the streamwise velocity component u corresponding to several points before and after the wind turbine, located at the middle of the y axis and at hub height. To obtain each histogram, we discretise velocity space and sample the particle information of all cells in the neighborhood of the point of interest.
As can be seen in Figure 19 , the distribution of u is fairly symmetric 5 diameters before the turbine (where the flow has not yet felt its presence), becoming highly asymmetric in the near turbine wake, recovering to a symmetric distribution as one moves downstream from the turbine.
Conclusions
In recent years, wind energy has seen an important growth worldwide, and the construction and operation of large wind farms necessitates a better understanding of the flow inside and through them. In the present study, actuator disc methods have been coupled with the SDM solver [4] , which uses a probability distribution function (PDF) approach to turbulent flow simulation based on stochastic Lagrangian models. The result is a novel methodology to simulate wind turbines and wind farms operating in atmospheric boundary layer flow. It has been shown that the particle setting of SDM is fit for mill simulations, providing qualitatively consistent estimations of the mill forces and wake properties. Plus, the PDF framework coupled with actuator disc methods allows one to obtain an estimation of the wind variability in the wake of a wind turbine, something which -to the best knowledge of the authors -has never been accomplished before.
The present work is part of a larger project, which seeks to simulate large wind farms with complex topography using the SDM solver. Here, the intent has been to present the methodology, as well as to give a preliminary consistency analysis and a comparison of the different models available, using simple actuator disc models and just one turbine. Future stages of the project will produce: (1) a complete validation of the actuator disc implementation in SDM with respect to measurements; (2) simulations with complex topography; and (3) implementation of more complex models for the blade forces in the SDM framework. Regarding this last point, we would like to conclude showing some of our ongoing work concerning individual blade visualizations, using the methodology presented in section 3.2. In particular, it is possible -by modifying the shape of the blade sectors -to obtain estimations of more involved 3D quantities than the ones presented here, such as the vorticity structures generated behind an individual mill. As proof of concept, Figure 20 shows a visualization of such structures for the same turbine presented in Section 4, but using a finer discretization and a smaller domain. Future stages of our project will perfect these preliminary simulations, by introducing more complex models than the Lagrangian actuator disc models presented in this work. It is classical to notice that σe α t t+∆t t e −αr dW r is normally distributed with Gaussian law N (0, γ 2 ), where
∆t 0 e −2αr dr = σ 2α e 2α∆t − 1 .
We thus have the following exact iterative simulation formula
where (η n ) is a sequence of independent and N (0, 1)-identically distributed random variables. This procedure delivers a discrete time random process with the exact law of the solution of (A.1), as long as m, α, β and σ are constant. In the situation of Equation (2.1b), all those parameters may correspond to frozen coefficients α n , σ n , m n , β n during the integration step [t n , t n + ∆t], and the exponential scheme below becomes an approximation procedure:
The main advantage of the partial exponential scheme to the classical Euler schemē
arises from the fact that the rate of convergence of the exponential scheme does not depends on the value of α n . This exponential scheme allows |α n ∆t| to take huge values, and does not explode in such case (see [19] ). This stability result is contingent to the fact that (α n , n ∈ N) stays negative.
