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The most accurate single measurements of the top quark mass mt performed by the
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corrections. In particular, the DØ correction factor for b-jets is notably different from
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Huippukvarkki on hiukkasfysiikan standardimallin raskain alkeishiukkanen. Se saattaa
suuren massansa vuoksi aiheuttaa huomattavia korjauksia Higgsin potentiaaliin.
Mika¨li Planckin skaalan alapuolella ei ole uutta fysiikka ja jos teoria ja kokeelliset
tulokset on tulkittu oikein, na¨ma¨ korjaukset ja mittausten maailmankeskiarvot kertovat
sa¨hko¨heikon tyhjio¨n olevan metastabiili. On siis ta¨rkea¨a¨ selvitta¨a¨ miten vakaalla
pohjalla mittausmenetelma¨t ovat.
Tarkimmat yksitta¨iset LHC:n CMS ja ATLAS -kokeiden mittaukset huippukvarkin
massalle eroavat noin 2.5 GeV vastaavaan tarkkuuteen ylta¨neen Tevatronin DØ kokeen
tuloksesta. Ta¨ma¨ tarkoittaa melkein kolmea standardipoikkeamaa, joten DØ:n ansiosta
maailmankeskiarvo nousee noin lukemaan 173.3 GeV.
Huippukvarkki hajoaa pa¨a¨sa¨a¨nto¨isesti b- eli pohjakvarkiksi ja W -bosoniksi. Useat huip-
pukvarkin massan mittausmenetelma¨t vaativat b-jetin rekonstruointia, joka on pohjak-
varkin hajoamistuotteista syntyva¨ hiukkassuihku. DØ:n suuri tarkkuus perustuu ain-
utlaatuiseen ja ta¨sma¨lliseen jettien kvarkkimakuriippuvien energiaskaalakorjausten kali-
brointiin. Erityisesti DØ:n b-jeteille ka¨ytta¨ma¨ korjauskerroin eroaa huomattavasti AT-
LAS, CDF ja CMS -kokeiden menetelmista¨. Toistamme DØ:n menetelma¨n ta¨sma¨llis-
esti ka¨ytta¨en riippumattomia Monte Carlo simulaatioita. Tutkimme b-jettien kor-
jauskertoimen muutosherkkyytta¨ suhteessa tiettyihin oletuksiin, ehdotamme parannuk-
sia ka¨ytettyihin menetelmiin ja ka¨sittelemme tulosten vaikutusta huippukvarkin mas-
samittauksiin.
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“We have to remember that what we observe is not
nature itself, but nature exposed to our method of
questioning.”
–Werner Heisenberg
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Common symbols and
abbreviations
Symbols
A,B,C Fit parameters for hadron response
∂A Partial derivative with respect to a variable A
b-jet A jet originating from a bottom quark
xµ Contravariant four-vector components
xµ Covariant four-vector components
∂µ Partial derivative with respect to x
µ
E Particle or jet energy
E′ Jet energy estimator ptagT cosh(η
probe)
ET Transverse energy
/ET Missing transverse energy
F Jet correction factor
Fcorr Jet correction factor (over avg. γ+jet F )
g-jet A gluon-initiated jet
lq-jet A jet originating from a light quark (up u, down d, strange s, charm c)
φ Angle in the transverse plane
L Lagrangian density
L Luminosity
p
(i)
n Single-particle response parameters for particle type n
pz Longitudinal momentum
γ Lorentz factor or photon (context dependent)
m Mass
gµν Metric tensor components
gµν Inverse metric tensor components
~ Planck’s reduced constant
η Pseudorapidity or eta meson (context dependent)
y Rapidity
c The speed of light in vacuum
ix
pprobeT Magnitude of probe jet transverse momentum
ptagT Magnitude of tag object transverse momentum
Rcone Jet cone radius
RMCi Single-particle response for particle type i in simulation
Rdatai Single-particle response for particle type i in simulation fitted to data
Abbreviations
ATLAS An LHC experiment
CERN European organization for nuclear research
CDF Collider Detector at Fermilab, a Tevatron experiment
DØ A Tevatron experiment located at point D0 along the accelerator ring
CMS Compact Muon Solenoid, an LHC experiment
FNAL Fermi National Accelerator Laboratory
corr Correction / corrected
EMCAL ElectroMagnetic CALorimeter
EW ElectroWeak
FS Final State
FSR Final State Radiation
HCAL Hadronic CALorimeter
IR InfraRed, near-synonumous for low energy
IS Initial State
ISR Initial State Radiation
JES Jet Energy Scale
LHC Large Hadron Collider
LSQ Least SQuare sum
MC Monte Carlo simulation or default DØ SPR reconstruction
MC’ DØ P20ToP17 corrected SPR reconstruction
SM Standard Model
SSB Spontaneous Symmetry Breaking
SPR Single Particle Response
QCD Quantum ChromoDynamics
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Chapter 1
Introduction
First observed in 1995 [1], the top quark is the heaviest elementary particle in the Stan-
dard Model (SM) of particle physics. The world average of its mass measurements is
approximately 173 GeV [2]. In the SM, the masses of quarks are generated by spon-
taneous symmetry breaking of the ElectroWeak (EW) vacuum. The acting agent of
this process is the Higgs field, the existence of which was confirmed by the discovery
of a Higgs boson at a mass of approximately 125 GeV in 2012 [3, 4]. Excluding only
neutrinos, the Higgs is coupled to every elementary particle with non-zero mass in the
SM. The top mass is substantial enough to affect the behaviour of the Higgs field signif-
icantly via loop corrections – possibly enough to make the current EW vacuum a false
one, waiting to eventually collapse into a global minimum. Therefore the value of the
top quark mass is linked to cosmological predictions regarding the stability of the EW
vacuum, and consequently that of the Universe as we know it [5, 6].
The SM offers no theoretical prediction for quark mass values. Rather, the experimen-
tally measured masses must be inserted into the equations by hand via renormalization
of divergent self-energies. What is more, there is further ambiguity on the definition
of quark masses. This is due to colour confinement rendering the quarks never observ-
able as free particles at energy scales below that of the phase transition of Quantum
ChromoDynamics (QCD). Indeed, the connection between the mass values used by the-
orists and experimentalists is yet to be determined [7]. Nonetheless, the settling of the
metastability problem requires a precise experimental result.
Contemporary understanding of the non-extended SM and experimental measurements
have put the EW vacuum close to the border of stability [5, 6]. There is however
some disagreement between the results of the various experiments that have performed
a measurement of the top mass. In particular, the value obtained by the DØ experiment
at Fermilab’s Tevatron is inconsistent with those measured by the ATLAS and CMS
collaborations using the Large Hadron Collider (LHC) at CERN, as well as that obtained
by the CDF at Tevatron. The measurements of quark masses depend on the physics of
sprays of particles called jets, which are captured by the detectors.
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The task of experimental particle physics is to interpret the observed final states (FS)
resulting from high-energy collisions of known initial state (IS) particles. The common
approach is to compare the recorded detector output to simulation. The simulations are
based on perturbation theory, starting with a Monte Carlo (MC) generated hard process
at the parton level. The resulting particles are then hadronized into stable particles
using phenomenological models. Followingly, the FS particles are clustered into jets. A
simulation of the detector resolution is then applied on the FS particles to account for
experimental factors in the differences between simulations and observations. In this
work we reproduce the flavour-dependent jet energy scale (JES) corrections used at DØ.
They are based on a calibration method that is based on the responses of individual
particles, making it different to the approaches used at the more modern LHC experi-
ments. During run II of the Tevatron, these corrections changed drastically between the
IIa and IIb epochs at DØ. We examine the DØ JES methods and the determination
of flavour-dependent jet energy corrections in detail and suggest improvements to the
analysis.
We begin with a review of the theoretical framework of high-energy physics, a sum-
mary of the SM and the rise of the metastability problem in chapter 2. Chapter 3
contains a brief review of experimental matters and an introduction to the physics of
jets, the objects observed by the detectors in particle physics experiments. In addition,
we outline the DØ experiment. This discussion is done to the extent that is relevant for
understanding the study of flavour-dependent corrections and interpreting the results
of our simulations. The simulation methodology itself is discussed in further detail in
chapter 4. There we outline the structure of our simulations and computations, describe
the use of detector response simulations in JES determination and discuss the method
of propagating flavour-dependent corrections to top quark mass measurements. The re-
sults of reproducing the DØ analysis as well as new results of our own are presented in
chapter 5. This is followed by a discussion in chapter 6 and concluding remarks along
with a future outlook in chapter 7.
2
Chapter 2
Theoretical background
In this chapter we introduce our notation and conventions for special relativistic physics.
We briefly outline the SM and the metastability problem of the EW vacuum. The chapter
is concluded by motivating the studies of DØ flavour-dependent jet energy corrections
via top mass measurements.
2.1 Conventions for notation and relativistic kinematics
As the ElectroMagnetic (EM), weak and strong interactions are much more prominent
in collider experiments than gravitation, we typically assume a zero coupling between
spacetime curvature and energy content. Curvature would become important only at
cosmic scales. Any collider existing to date is however approximately point-like and low-
energetic on such measures. Hence we restrict to the Minkowski spacetime of special
relativity, for which we use the metric tensor components gµν
.
= diag(1,−1,−1,−1).
For a more detailed overview of relativity and kinematics, see for instance [8, 9]. The
Einstein summation convention [10] will be implied throughout the text. We shall in
general denote vectors, matrices and tensors by a boldface font and drop the boldface
when referring to the components only, or to quantities that are plain numbers. As a
special case, we denote the vectors in a spacelike subspace of the Minkowski spacetime
by an arrow. When discussing strictly Euclidean parameter spaces such as Rn, n ∈ N ,
we shall drop the spatial minus signs and revert to the metric gij
.
= diag(1, 1, ..., 1)
.
= δij .
Natural units are adopted by setting the speed of light and Planck’s reduced constant
to unity. Not only are equations simplified, but this also allows one to express all other
units in powers of the units of energy – the electronvolt: 1 eV ≈ 1.602 · 10−19 J. The
derivations for the natural units dimensions of some frequently occurring quantities are
shown in Table 2.1.
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Table 2.1: The dimension and derivation of a conversion factor for some quantities to natural
units. The square brackets stand for the units of the quantity inside the brackets. Here we
assume [E] = 1 eV, one must not forget to also account for the difference of electronvolts and
Joules if switching between the Systeme Internationale and natural units.
Quantity
Dimension d in Conversion
Derivation
natural units (eVd) factor
Energy E 1 - -
Mass m 1 1/c2 [m] = [E]/[c]2
Time t -1 ~ [t] = [~]/[E]
Length l -1 ~c [l] = [~][c]/[E]
What is claimed to be physics must not be a mere consequence of the choice of coordi-
nates or a frame of reference. Relativistic equations are stated as tensor relations, which
are manifestly valid in all coordinate systems. The most relevant frames of reference in
particle physics are the center of momentum (COM) frame, where the total momenta of
the colliding particles sum to zero, and the laboratory frame (LAB), which is the rest
frame of the detector. The average lifetimes of particles are measured in their proper
time, which wont in general equal the coordinate time elapsing in the LAB frame.
A particle fulfilling the relativistic energy-momentum condition pµpµ = m
2 is said to be
on-shell, as the possible four vectors satisfying this condition draw a shell-like hyperbolic
sheet in spacetime. The mass m obtained via this condition is the invariant mass, which
is a Lorentz scalar. Physical particles existing in the FS must be on-shell, but virtual
particles exchanged in quantum-mechanical scattering processes may also be off-shell.
Experimentally, it suffices that physical particles are approximately on-shell. This is
because mass measurements do not yield a precise value but rather a resonance peak
with finite width, resembling e.g. the Breit-Wigner distribution.
A common choice of coordinates to represent 4-momenta in experimental particle physics
is pµ
.
= (E, pT, η, φ). The temporal component E is for energy. The transverse momen-
tum ~pT is the magnitude of the 3-momentum’s projection to the plane transverse to the
beam axis. Then in Cartesian coordinates with ~p = (px, py, pz) we have ~pT = (px, py, 0)
and |~pT| ≡ pT =
√
p2x + p
2
y. Angular information of the direction is given by the az-
imuth angle φ and the pseudorapidity η ≡ ln (tan−1(θ/2)). Here θ is the angle between
the object’s 3-momentum and the positive z-axis, defined as the direction of one of the
accelerated particle beams. The value of |η| is small for particles close to the transverse
plane and away from the z-axis. The collision point cannot be completely surrounded by
detectors, since openings must be left for the beams. Therefore only the particles with a
low enough |η| may hit a detector and be observed by the so-called central experiments.
An alternative formula for pseudorapidity is given by
η =
1
2
ln
( |~p|+ pz
|~p| − pz
)
. (2.1)
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To illustrate the relation of the pseudorapidity presented in Eq. (2.1) to the ordinary
rapidity y defined via the Lorentz factor γ, notice that γ = cosh y ⇔ γ(1+β) = ey. This
leads to
y =
1
2
ln
(
E + |~p|
E − |~p|
)
. (2.2)
which is, in the |~p| ≈ pz limit, connected to the experimentalists’ definition of rapidity
y ≡ 1
2
ln
(
E + pz
E − pz
)
. (2.3)
There are different customs in literature, but in experimental context it is commonplace
to use the rapidity as given in Eq. (2.3) instead of Eq. (2.2). One should also note that in
the ultra-relativistic limit E  m ergo m → 0, we have that E = |~p| and consequently
the y of Eq. (2.3) agrees with the η of Eq. (2.1). As η is the more commonly used
variable, the term rapidity is sometimes used even when referring to pseudorapidity.
Rapidity is particularly useful in relativistic physics at collider experiments since it is
additive, whereas ordinary 3-velocities are not. Differences in rapidity are also Lorentz
invariant with respect to boosts in the z-direction.
2.2 The Standard Model
Here we overview the basic notions behind the contemporary elementary particle theory
that collider experiments are probing. For good general references, see e.g. [11, 12, 13].
The SM fuses together the three successfully quantized fundamental interactions: the
EM, the weak and the strong force. In the SM, all interactions are mediated by gauge
bosons. The fundamental particles that constitute all matter – quarks and leptons –
are spin-1/2 fermions, and there are three generations of them. Photons are the spin-1
vector gauge bosons responsible for the EM interactions between all electrically charged
particles. The W± and Z bosons are also spin-1 vectors and mediate the weak interac-
tions. The strong force that holds for instance protons and neutrons together is carried
by gluons. The Higgs boson couples to and generates the masses of nearly all massive
fundamental particles, excluding only neutrinos. The mass generation occurs via the
spontaneous symmetry breaking (SSB) of the EW vacuum. The mechanism generating
neutrino masses remains unknown, but a finite mass difference between generations is
needed to explain their oscillation between flavour eigenstates. It is also unknown if
there are other mass-generation mechanisms operating in the observable Universe or if
the Higgs is responsible for the mass of dark matter as well. All SM particles are listed
and grouped according to their interactions in Fig. 2.1.
Leptons experience only the EM and weak forces and may be observed as standalone par-
ticles. A quark then again carries one out of the three colour charges (r, g, b) of strong
interactions. The contemporary description of strong interactions is Quantum Chro-
moDynamics (QCD), which describes the level of colour-charged partons: the fermion
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Standard Model of Elementary Particles
Higgs Boson
Photon Weak Gluons
Quarks
Leptons
Bosons
e    ν  ν  νe          
gW Z
H
Figure 2.1: The table contains the SM particles and some of their quantum numbers. The
graph shows which particles in the SM are coupled to each other. The curves connect the groups
of particles that may appear in the same interaction vertex. A curve from a particle to itself
means the particle has a self-coupling. Images obtained from [14, 15].
quarks and the vector gluons. Quarks carry one colour and gluons have both a colour
and an anti-colour. They form observable composite particles called hadrons. Accord-
ing to quantum field theory, there is a relentless process of creation and annihilation
of virtual sea quarks and gluons inside the hadrons. It is however approximated that
the physics of hadrons is mainly determined by a bound state of more than two valence
quarks. The hadron’s quantum numbers are then in total equal to those of the valence
quarks. Mesons are the bound states of one quark and one anti-quark with the cor-
responding anti-colour, so that the total colour charge sums to zero. Baryons contain
three valence quarks or anti-quarks, each with a different colour. Also states with more
valence quarks are possible, and pentaquarks have already been observed [16]. Albeit
the QCD operators act on the level of free partons, unconfined quarks and gluons have
never been directly observed in nature – only the hadrons can be detected. The parton
model is nonetheless favoured due to explaining some scattering phenomena, such as the
increasing steps in cross-sections as a function of energy when the production of on-shell
heavier quarks from other generations becomes kinematically allowed. The model has
also predicted new hadrons that have later been observed, see for instance [17]. The
assignation of quark colours in a fashion that makes the hadron a colourless singlet is
set to account for why there are no free partons – the quarks are said to be subject to
colour confinement. Nevertheless, a rigorous explanation of confinement based on QCD
computations is still elusive [13, 11].
The SM is built on SU(3)C ×SU(2)L×U(1)Y gauge invariance. SU(3)C stands for the
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colour charge of strong interactions and SU(2)L × U(1)Y is for the EW theory, where
the weak bosons couple to left-handed leptons and the weak and electromagnetic forces
have been unified under the concept of hypercharge. Further, Lorentz-invariant theories
assume CPT invariance: we could not tell the difference in nature if all charges (C),
parity (P) and time (T ) were simultaneously reversed. The theory need however not
be invariant under the inversion of neither any single one of these nor the combination
of any two of them. Alone or in pairs, these discrete symmetries are in fact expected,
or have already been observed, to be violated in nature. See for instance the famous
evidence obtained for P-violation in [18] and for CP-violation in [19]. P-violation is
included in the SM via weak interaction vertices that include a left-handed projection
operator. Consequently, the SM includes only left-handed neutrinos and right-handed
antineutrinos.
The SM Lagrangian is constructed by adding together the possible SU(3)C ×SU(2)L×
U(1)Y gauge-invariant scalar, spinor and vector field terms for the particles included in
the SM. It has terms of the form
LSM =− 1
4
F aµνF
µν
a (2.4)
+ iψiγ
µDµψ
i (2.5)
+ ψLiY
ijHψRj + h.c. (2.6)
+ (DµH)†(DµH)− V (H). (2.7)
The vector boson kinematic terms and interactions are given on line (2.4), which should
be recognized as similar to the kinetic term of the Proca Lagrangian. The usual partial
derivatives of the field strength tensors are however replaced by covariant derivatives,
which include additional terms to ensure gauge invariance. These are constructed out of
the hypercharges, generators and respective gauge boson fields, giving the interactions
of the fundamental bosons. The EW and QCD sectors have their own terms and the
index a denotes a trace over the 2×2 (EW) or 3×3 (QCD) matrices. Due to being non-
Abelian, QCD has further antisymmetric terms in the field strength tensor, contributing
to the interactions between gluons [20, 21]. The additional terms in Dµ also couple the
bosons to the fermions ψ participating in the interactions mediated by the respective
boson. The fermion kinetic terms are included on line (2.5), which bears resemblance
to the kinetic term of the Dirac Lagrangian. The Yukawa coupling of fermions to the
Higgs field1 is given on line (2.6) and gives rise to quark flavour mixing via non-zero off-
diagonal elements in the flavour basis Yukawa matrix Y ij . The term h.c. is for Hermitian
conjugate. Finally, line (2.7) includes the machinery for EW symmetry breaking along
with the resulting W± and Z boson mass generation and interactions with the Higgs.
Note that on line (2.6) we have explicitly denoted the handedness for one term in a
manner that is required for the SU(2) indices to be contracted appropriately, since the
1Here H is the Higgs doublet, to be explained in more detail in subsection 2.3.1.
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left-handed spinors constitute SU(2) doublets
ψiL
.
=
([
eL
νeL
]
,
[
µL
νµL
]
,
[
τL
ντL
] [
uL
dL
]
,
[
cL
sL
]
,
[
tL
bL
])
.
The ψR is for right-handed charged fermions. Notice however that conjugating a particle
into its anti-particle reverses chirality. Mathematically it represents the SU(2) singlets
eR,µR,τR for the leptons with hypercharge −1; uR, cR, tR for the up-type quarks with
hypercharge 2/3 and dR, sR, bR for the down-type quarks carrying hypercharge −1/3.
The above discussion has been done in the interaction basis where we use flavour eigen-
states for the field operators. It simplifies the discussion of interactions, but one should
notice that the conserved physical quantity describing a particle is mass, not flavour.
Switching to the mass basis is done by applying suitable transformations via which the
line (2.6) of LSM can be written in terms of a diagonalized mass matrix sandwiched
between the spinor multiplets. In this case the spinors become mass eigenstates.
2.3 The metastability of the electroweak vacuum
The EW vacuum is the energy minimum of the Higgs potential, which allows for SSB in
the EW theory via the Higgs mechanism [22, 23]. In case there is no new physics below
the Planck scale and if the relation of theory and experiment is interpreted right, current
experimental results suggest that the EW vacuum may not be stable but metastable.
Due to the need for renormalization, our understanding of the EW vacuum depends
on the precise determination of the properties of the SM – in particular the mass of
the heaviest particle, the top quark. It is hence of paramount importance that the
measurements are robust and that our interpretations of the results are correct.
2.3.1 The Higgs mechanism
Consider the line (2.7) of the SM Lagrangian. Writing the potential V (H) open, it is
LHiggs = (DαH)
†(DαH)−
(
µ2H†H + λ(H†H)2
)
. (2.8)
Since the SU(2) doublet H is a C scalar, the potential can be depicted as a two-
dimensional surface. Different possibilities of how the potential could look like under
different circumstances are shown in Fig. 2.2. In the SSB, the Higgs doublet undergoes
a change allowing it to be written as
H =
[
H1
H2
]
→ 1√
2
[
0
v + h
]
where the radial distance from the origin to the potential minimum is given by the
vacuum expectation value v. The other component of the doublet can always be trans-
formed to zero – any oscillations in the direction transverse to the radius correspond to
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the Goldstone mode, yielding an unphysical field with massless bosonic excitations that
are removable from the calculations. Oscillations in the radial direction are given by a
R scalar field h, the excitations of which manifest as the physical Higgs boson [11, 13].
(a) µ2 > 0, λ > 0 (b) µ2 < 0, λ > 0 (c) µ2 > 0, λ < 0
Figure 2.2: The behaviour of the Higgs potential, depending on the signs of the parameters
µ2 and λ. The case (a) is commonly taken to be the state of the early Universe, (b) shows the
Universe’s current state, where the SSB has taken place and (c) is an alternative scenario where
the Higgs mechanism would not produce the physics observed today.
This is the mechanism that allows elementary fermion and gauge boson mass terms
to emerge in the SM, despite they are not initially included in LSM. The fermion
mass terms now arise on line (2.6) of LSM via the contribution of the non-zero vacuum
expectation value. Composite particle masses can however be largely due to the field
keeping the particles intact. For instance the proton mass is much larger than the sum
of the constituent valence quarks [21]. The Higgs is hence not the whole story of mass.
2.3.2 Radiative corrections to the Higgs field
According to the standard cosmological model, the EW vacuum of the early Universe
was in a state corresponding to Fig. 2.2a. The parameters µ2 and λ then evolved as a
function of the decreasing energy density into a configuration corresponding to Fig. 2.2b
and elementary particles acquired their masses. The evolution of the parameters µ2
and λ is studied via the renormalization group equations, and the Higgs propagator
receives self-energy corrections from virtual loops. These corrections then contribute to
the behaviour of the renormalized coefficient for the physical Higgs boson mass term
h2. Then in order to consider for instance the Higgs propagator, or the 2-point Green’s
function, at one-loop level one must take the sum
h h + tth h + W/ZW/Zh h + ... + h h⊗
with the last term denoting the counterterm to cancel the infinities of loop diagrams and
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leading to Higgs mass renormalization. Correspondingly, the corrections to the Higgs
4-point function – with terms of the order O(h4) – are caused by the sum

h
h
h
h
+hh
h
h
h
h
+tt t
t
h
h
h
h
+ W/ZW/Z W/Z
W/Z
h
h
h
h
+ ... +	
h
h
h
h
⊗
In total the h4 terms arising from (H†H)2 in the Higgs potential should have a factor with
noteworthy contributions from the Higgs self-coupling, the top-Higgs Yukawa coupling
Ytt and the Higgs coupling to gauge bosons. Since mh ≈ 125 GeV < mt as measured by
the CMS [3] and ATLAS [4] collaborations, the top is the heaviest elementary particle
in the SM. Intuitively, as the Higgs coupling is related to mass, the top loop diagrams
provide sizable corrections to the factors of the Higgs self-energy and self-interaction
terms [24, 25].
Finding the renormalization group evolution of the Green’s functions in a scalar ϕ4
theory with a Higgs-like potential results in the Coleman-Weinberg [26] effective potential
Veff(ϕ) =
1
4!
ϕ4
(
λR +
3λ2R
32pi2
[
ln
ϕ2
ϕ2R
− 25
6
])
,
with λR being the value where the 4-point vertex factor is renormalized and ϕR is some
fixed scale. The metastability problem is essentially the question of whether or not the
current EW vacuum is a false one, which should eventually collapse into the real vacuum
at a lower energy. Therefore the interesting part of the calculation is in the limit h v.
For the field h, the part of the effective potential where the top quark contributes is then
Veff(h) =
λ
4
h4 +
(
9
64pi2
λ2 − 3
64pi2
Y 4tt
)
h4ln
h2
v2
.
Dropping the subscript R from λR is due to the renormalization group serving to make
λ a function of the arbitrary scale at which λR is defined. For the vacuum to be stable,
we should then have Veff(h) > 0 ∀ h ∈ R [13].
Before the Higgs boson was found and any mass was measured for it, the metastability
problem was used for setting Higgs mass limits within which the Universe could be stable.
The present form of the metastability problem was brought up soon after the discovery
of the Higgs boson. See for instance [27]. The problem is now considered to constrain
the properties of the Higgs, top, strong coupling and possible new physics models in
total. The perturbative calculations related to the metastability problem are currently
at the next-to-next-to-leading-order level [5, 6]. The contemporary state-of-the-art is
illustrated in Fig. 2.3. If the EW vacuum is not stable with the particle content of the
SM, the hypothetical existence of new heavy particles could alter the calculation and
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stabilize the vacuum. On the other hand, if the vacuum would turn out stable already
in the SM, there would be one problem less where new heavy particles would be needed
to provide a solution.
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Figure 3: Phase diagram for stability in the mpolet /m
pole
h plane with dotted lines indicating
the scale at which the addition of higher-dimension operators could stabilize the SM. Note
that the curves accumulate on the stability/metastability boundary. ΛNP curves in the
αs/m
pole
t plane (not shown) are similar.
Assuming m is small compared to µ?, one might think we can write φ = φb+m
2∆φ+ · · ·
and evaluate the corrections to the action perturbatively. Trying this, one immediately finds
∆S =
∫
d4x
1
2
m2φb(x)
2 =∞ (7.1)
This behavior is due to the non-normalizabilty of φb. Thus Γ ∼ e−S = 0 confirming that
even an infinitesimal m2 seems to prevent vacuum decay.
To understand this unintuitive result, let us consider the alternative, more physical,
treatment of tunneling described in [49, 50]. There, a formula for the tunneling rate was
derived inspired by the understanding of tunneling in non-relativistic quantum mechanics.
In quantum field theory, the exponential factor determining the decay rate along a path
parameterized by φ(~x, τ) is the integral
− ln Γφ = 4
∫ 0
−∞
dτU [φ(τ)] =
∫
ds
√
2U [φ(s)] (7.2)
where the energy functional is [75, 100,101]
U [φ(τ)] =
∫
d3x
[1
2
(∇φ)2 + V (φ)
]
(7.3)
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Figure 2.3: The metastability problem represented using the Higgs pole mass versus the top
pole mass (above) and the strong coupling αS versus the top pole mass (below). Images from [5].
2.4 The mass of the top quark
In this section we discuss the methods and results of contemporary top quark mass
measurements. The study of jet energy calibration methods is motivated by these mea-
surements. We begin with a brief introduction to the problem of defining a quark mass.
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2.4.1 Interpretation of quark masses
Particle masses appear in the propagators, and also the fermion masses receive correc-
tions from self-energy loop diagrams. Naively evaluating all diagrams and summing
them together would however lead to the masses becoming infinite. The problem is
circumvented by renormalizing the mass parameters to their measured values, with the
drawback that the theory may no longer predict the masses. They become input pa-
rameters and are inserted into the calculations manually via counterterms to cancel the
infinities [13, 11]. Besides the elementary particle masses, the free parameters of the
SM include the fundamental couplings, the Higgs vacuum expectation value, parameters
related to flavour mixing and one CP-violating phase.
The mass renormalization can be done following several procedures with different mo-
tivations. Using the pole mass scheme is to demand that the pole at p2 = m2 in the
fermion propagator
i(pµγ
µ +m)
p2 −m2 + i
∣∣∣∣
→0
stays put. For free particles, this is then the physical on-shell mass. This scheme is
interesting especially theory-wise, but it is not necessarily well-defined for quarks. This
is because they are not colour-singlets and cannot be observed as free particles at low
energies. The intuitive picture in perturbation theory would be to sum together all self-
energy diagrams, which becomes a geometric series that can again be written in a form
similar to the propagator. Only now the mass in the denominator is affected by the
summation. Renormalizing the fermion mass then fixes this quantity, and it becomes
the pole mass – the cause of the propagator’s complex poles in the renormalized theory.
One may also avoid the geometric series argument for self-energy diagrams using an
alternative approach provided by the renormalization group. Nonetheless, the resulting
form remains the same [13].
When it comes to experiment, the detector data is compared to Monte-Carlo (MC) sim-
ulations. A simulation is limited by finite temporal and computational resources and
the perturbative expansion must be truncated before becoming too complicated – con-
temporary generators are based on leading order (LO) or next-to-leading order (NLO)
computations. Hence the Monte Carlo mass, i.e. a preset mass parameter in the MC
computations, cannot equal the full renormalized pole mass discussed above. What
is more, the quarks are coloured objects but confinement enforces the detected decay
products to be colourless. There must then be something extraneous or missing in the
chain between the initial quark and the detected particles to explain this difference. The
behaviour of mMC may depend on the details of modeling the showering and hadroniza-
tion. See chapter 3 for a brief discussion on the algorithms of the generators used in our
simulations.
While studying this problem, theoretical physicists have come up with various alternative
definitions for quark masses. Many modern calculations make use of the so-called short-
distance masses. Whether or not some definitions can be linked more clearly to the MC-
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masses of different generators is still a topic under study. For further information on the
standard schemes, a good reference is provided by [13]. For more recent developments
see e.g. [7, 28].
2.4.2 Top quark mass measurements
Fig. 2.4 shows that there is good agreement between the top mass results of the ATLAS,
CDF and CMS experiments. However, the result of the DØ experiment is inconsistent
with the other experiments, yet it is claimed to be very precise. A combination of the
top-quark mass measurements from the Tevatron collider is given in [29]. For DØ top
mass measurements in the leptons+ jets (l+jets) channel2, see [30] explaining the matrix
element method and [31] for a discussion on the kinematic fit and [32] for one of the
latest analyses at 9.7 fb−1. There are also methods for indirectly extracting the pole and
MS top masses from cross-section measurements. For DØ results on this, see e.g. [33,
34]. The precision of these indirect pole mass measurements has recently increased and
a recent result by CMS is mpolet = 170.5± 0.8 GeV [35], whereas the most recent direct
measurement in the l+jets channel at CMS has yielded mMCt = 172.25± 0.08 GeV [36].
Additionally, efforts have been taken for a more precise calibration of the mMCt of direct
measurements [37, 38].
165 170 175 180 [GeV]topm
0.5
6
ATLAS (Sep 2017)  0.42± 0.27 ±172.51 
CMS (Apr 2016)  0.47± 0.13 ±172.44 
D0 (Jul 2016)  0.64± 0.40 ±174.95 
CDF (Mar 2014)  0.74± 0.57 ±173.16 
Combinations ATLAS Preliminary
   syst.±   stat.   ±   topm
stat. uncertainty
total uncertainty
ATLAS Combinationstat. uncertaintytotal uncertainty
Figure 2.4: Comparison of the mt results from ATLAS, CDF, CMS and DØ experiments. The
DØ result can be seen to be inconsistent with the other results. Image from [39]
2For a description of jets, see ch. 3.
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Let us consider for instance the measurements of top mass in the l+jets channel, depicted
in Fig. 2.5. The top quark t is produced along with an anti-top t via the decay of a
high-energy gluon g. The t and t decay dominantly into pairs formed by a W -boson
and a b or b quark. In this channel one of the W bosons decays further into a charged
lepton and a neutrino while the other one decays into quarks. Eventually the quarks
form jets. In total, the top mass measurements performed in the l+jets channel require
the identification and reconstruction of four jets. Additionally, there must be an electron
or a muon and a sufficient amount of missing energy due to the unobserved neutrino.
At least two of the jets must be tagged as originating from a b-quark. In the kinematic
fit method, it is demanded that an on-shell W -boson can be reconstructed from the
4-momenta of the two remaining jets. In case more than two b-jets are present in the
event, they must also be considered as possibly originating from a W -boson’s daughter
quarks. The different configurations of assigning the particles to the decay chain are
then permuted and the final interpretation of the jets’ origins is based on the on-shell W
boson reconstruction arguments. Finally, the top mass is computed via the 4-momentum
sum of one of the b-jets and the W boson. The measurements are therefore sensitive
to jet reconstruction in general, but in particular to that of b-jets. There are also other
mMCt measurement channels such as the all-jets and dilepton channels, but the need for
precise b-jet identification and reconstruction remains a general feature.

lbt
b
t
W
W
q
g
νl
q′
Figure 2.5: A process contributing to the l+jets channel. Here a gluon g forms a tt-pair. Both
the top and the anti-top decay into a W -boson and a b or b quark forming b-jets. One of the
W -bosons decays leptonically and the other one into a quark–anti-quark pair qq′. The prime
serves to remind that q and q′ need not be of the same flavour due to possible quark mixing.
The flavour-dependent jet energy corrections used at DØ are shown in Fig. 2.6. The
determination of these factors is explained in detail in chapter 4, but a key observation
can already be made: between the runs IIa and IIb, there is less change in the correction
factors for light-quark (lq) and gluon (g) initiated jets than for the b-jets. It is possible
that the drastic change in b-jet correction factors combined with the other factors’ more
modest changes may have had an effect on top mass analyses. Since the integrated
luminosity3 is 1.081 fb−1 for run IIa and 8.655 fb−1 for IIb, the factors used during run
IIb will dominate the results. Run IIb is divided further into three epochs, which are
known as IIb1, IIb2 and IIb3-4. However, the trend of the flavour-dependent corrections
can be seen to be similar for all run IIb epochs [40].
3For luminosity, see ch. 3.
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(a) Run IIa.
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Figure 2.6: Flavour-dependent jet energy corrections at DØ, obtained from [41] for run IIa and
from [40] for run IIb2, one of the three run IIb epochs. The blue bands represent the statistical
uncertainty reported by DØ and the other bands represent systematic uncertainties.
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Chapter 3
Physics at hadron collider
experiments
In this chapter we discuss some general topics in experimental particle physics that are
not restricted to the determination of flavour-dependent jet energy corrections at DØ.
The latter will be addressed in detail in chapter 4. The information presented here is
applicable to several analyses performed at DØ and – unless the DØ is explicitly referred
to – at other experiments as well.
3.1 Concepts in experimental high-energy physics
Rather than accelerating and colliding individual particles, a particle accelerator operates
on collections of particles known as bunches. Suppose there are Nb bunches circulating
in the machine ring with approximately N particles in each bunch. Instantaneous lu-
minosity is a quantity related to the frequency of events at a collider experiment. It is
given by
L = NNb
4piσxσy
.
The number Nb tells how many bunches are currently circulating in the collider. Ap-
proximating that the distribution of particles in a transverse cross section of a bunch
would be Gaussian, the standard variations σx and σy serve as a measure for beam size
in the x and y directions. The concept of integrated luminosity is then related to the
amount of data that has been acquired within a given time-window.
Central experiments focus on observations at low pseudorapidity η and high pT. There-
fore, many quantities are defined in a way involving a projection to the transverse plane.
For instance the transverse energy is defined as ET ≡
√
p2T +m
2. It is not to be con-
fused with the missing transverse energy or missing ET (MET), which is given by the
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vector sum
~E/ T ≡ −
∑
i∈{Observedparticles }
~pT,i.
The magnitude of the MET vector is denoted by | ~E/ T | ≡ /ET . The MET serves as a
measure for the magnitude and direction of unmeasured pT in an event. It is due to
the conservation of transverse momentum, as the initial colliding particles have approxi-
mately zero pT. The main contributions to MET come from neutrinos and other particles
not interacting with the detector, as well as those observed unusually poorly or not at
all. For instance any particle piercing an uninstrumented region of the detector may
increase MET even if it would interact with the detector matter.
3.2 Monte Carlo event generation
Recall that in the parton model the properties of a hadron are determined largely by the
valence quarks. Then if one could – loosely speaking – pick a parton out of a hadron,
the valence quarks would most probably be observed to be present in the hadron. There
is however a non-vanishing possibility of selecting a sea quark or gluon. The information
on the contents of the protons and antiprotons collided at high-energy experiments is
contained in a Parton Distribution Function (PDF). It connects the initial state hadrons
to the parton-level hard processes generated in MC simulations. The PDF has to be
measured experimentally, since the problem of hadron structure falls within the regime
of non-perturbative QCD.
The generation of scattering events in a simulation is done using perturbative techniques.
The process starts by selecting two partons from the colliding hadrons according to their
PDFs by Monte Carlo methods. These are taken as the initial state particles of a so-
called parton level hard process, for which one can calculate matrix element and the
cross-section σˆ via perturbation theory1. Applying a suitable factorization theorem [42]
the total cross section can be calculated via an integral of the form
σ =
∑
a,b
∫ 1
0
∫ 1
0
dx1dx2fa(x1)fb(x2)σˆab(x1, x2) +O(Λ2QCD/Q2)
where f are the PDFs according to which the partons a and b are sampled. x1 and
x2 are the fractions of momentum the particles take from the hadrons, assuming a
squared momentum transferQ2 much less than the squared QCD scale Λ2QCD. A practical
overview of the topic is given for instance in [43]. The energy density of the collision
must be sufficiently high for the partons to be in the domain of asymptotic freedom [44]
where confinement effects become small and the partons can be approximated as free
particles. After the hard process is calculated, the MC generator proceeds to the phases
known as showering and hadronization. At this stage, a set of hadrons is produced from
1A hat over a quantity is commonly used for referring to a parton- / matrix element level quantity.
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the end products of a decay chain of unobservable intermediate objects. If a produced
hadron is too short-lived to reach the detector volume, it is decayed further into particles
that may be observed in the FS.
There is a multitude of objects and phenomena that are often observed in an event but
which are not described by the hard process. These form what is collectively entitled
the underlying event. One such contribution is given by multi-parton interactions, in
which more than one parton from each colliding hadron becomes involved with the
same hard process. As the hard process FS partons become connected to the colliding
hadrons’ remnants, the parton colours may need to be reassigned. This is called colour
reconnection [45]. In event generator lingo, there is also the possibility of Initial State
Radiation (ISR) and Final State Radiation (FSR). These account for the presence of an
additional gluon in the hard process final state, attached to either the IS or FS partons
as illustrated in Fig. 3.1. Physicswise it ought to be borne in mind that in case the
FS contains such an additional gluon, both the ISR and FSR type amplitudes should
be summed. For MC generators, the handling of ISR and FSR may however differ
greatly. Besides the underlying event, the pile-up caused by multiple scattering events
taking place in the same bunch crossing increases the amount of background noise in a
measurement.

(a) ISR

(b) FSR
Figure 3.1: Initial and final state radiation pictured as the emission of a gluon by either the
initial or final state partons.
3.2.1 Phenomenological models of parton showering and hadronization
As there is no complete theoretical description of hadronization, the MC generators
evolve partons into FS particles using various showering and hadronization algorithms.
These models are of phenomenological nature at best and cannot be taken as rigorous.
Rather, they are based on intuitive ideas of what might occur in the process and refined
to improve the agreement of detector data and simulations.
The Pythia [46] series of MC generators uses the Lund string model. It is based on
the production of string-like objects whose endpoints are interpretable as parts of a
mesonic or a baryonic system. For instance a quark on one end and an anti-quark or a
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diquark on the other would devise a valid configuration. As the partons emanate further
from their point of production, the string stretches. New pairs of string endpoints are
produced along the string in a Markovian fashion. If energy-wise preferable, the string
can eventually break, possibly producing additional hadrons in between the new two
pieces of strings. [46, 47].
The Herwig [48, 49] line, including e.g. the Herwig++ and Herwig 7 generators,
invokes angular-ordered showering and coherent branching to first form clusters out of
the partons. Each incoming and outgoing coloured hard process particle is a starting
point for showering. They form branches by radiating other particles according to a
decreasing evolution scale parameter. All hard process particles are assigned a pair. The
pair’s angular difference sets an upper bound to the angle at which new coloured particles
may be radiated. The angular ordering then means that the daughter partons resulting
from a branching may continue to branch, but the evolution scale sets an upper limit
to the opening angle. Once the phase-space no longer allows for more branchings, any
remaining gluons are decayed into quarks. The quarks are then grouped into hadrons,
which are decayed further until the level of stable FS hadrons is reached [48].
3.3 Jets
Starting from the parton level and proceeding through the level of particles, the highest
stage to be eventually reached is that of jets. The FS particles produced in a decay
chain starting from the same parton tend to be spatially more or less close to each other.
Considering a detector, this leads to the observation of calorimeter tower groups i.e. lo-
calized regions of higher energy than their neighbourhoods. If all jets were reconstructed
perfectly, their 4-momenta would equal the 4-vector sum of all their constituent FS par-
ticles. In MC simulations, the jets are formed out of the MC-produced FS particles. This
is performed via algorithms that group nearby particles together into jets according to
method-specific rules. In section 3.5.1 we discuss the DØ iterative midpoint algorithm,
which can be used to cluster either MC particles or calorimeter towers in detector data
into jets.
The characteristics of jets tend to depend on the flavour of the parton giving rise to the
jet in the first place. Therefore also the jets are assigned a flavour in a process known as
tagging. For example the particle composition of a jet as well as the amount of scaling
needed to bring the energy of a detected jet to the level of pure MC simulations can vary
greatly. Statistically one may however observe that jets of certain flavour embody some
common features. It is therefore important to identify a jet’s flavour correctly. Different
definitions and techniques for this are summarized in e.g. [50]. In MC simulations, the
problem is nevertheless simplified as the hard process parton information is directly
available and can be checked by tracing back a generated particle’s history. We utilize
the common procedure of adding ghostified partons to the jets in the MC samples. The
ghosts are 4-vectors carrying a parton-level flavour tag and a direction agreeing with a
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jet, but whose momenta have been shrinked to a negligible magnitude so that they do
not cause any considerable error to the calculations.
However, jets also contain particles or energy not coming directly from the parton whose
flavour the jet was identified with. A jet is a collection of FS particles, which are colour
singlets. Hence also the jet must be colourless as a whole, albeit it originates from a
coloured particle. Something else must then be either coming in or going out to make it
colourless. Naturally the MET plays an important role in the context of jets, since for
instance neutrinos never end up in the reconstructed jets.
3.4 The Tevatron
The Tevatron is a circular particle accelerator complex located at the Fermi National
Accelerator Laboratory (FNAL) in Batavia, Illinois, USA. It collided proton-antiproton
beams at a COM energy of 1.96 TeV and was home to two large experiments, the Collider
Detector at Fermilab (CDF) and the DØ. A schematic illustration of the Tevatron
accelerator and related instruments is shown in Fig. 3.2.
Figure 3.2: Schematic overview of the Tevatron and related accelerator machinery. Image
obtained from [51].
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3.5 The DØ experiment
The DØ experiment collected data until 2011. A cross-section of its detector is shown in
Fig. 3.3. The proton and antiproton beams meet at the interaction point in the center of
the detector. The point of collision is the central tracking system, which more specifically
consists of a silicon microstrip tracker and a central fiber tracker. Originally there was
no magnetic field in the tracker, but after the detector upgrade a 2 T solenoidal magnet
was introduced [52]. The detected particles’ energies are captured by the calorimeter.
The calorimeter consists of an electromagnetic (EMCAL) section closest to the point of
collision, surrounded by the hadronic calorimeter (HCAL) part that is further divided
into the fine and coarse HCAL. In short, the operational principle of the calorimeter is
that particles interact with matter surrounded by liquid argon. The matter is mostly
depleted uranium in the EMCAL, an alloy of uranium and niobium in the fine HCAL
and steel or copper in the coarse HCAL. The liquid argon is used for both refrigeration
and as an active medium, permitting the particle-calorimeter matter interactions to
be observed. The calorimeter temperature is maintained at approximately 90 K by
cryostats [52].
Figure 3.3: A schematic picture of the DØ detector. Image from [52].
21
Most particles are stopped by the different layers of the calorimeter, at latest by the
coarse HCAL. However, weakly interacting ones such as muons make it through to the
first muon trigger detector and proceed to pass the muon toroid. The muon toroid is a
toroidal magnet designed to aid in the identification of muons and in the reconstruction
of their momenta. This is done via the angular difference of the incoming and outgoing
muon tracks [53]. The muon toroid is surrounded by muon tracking detectors and an
another set of muon trigger detectors.
3.5.1 The DØ run II iterative midpoint algorithm
During Tevatron run II, the DØ experiment’s jet algorithm of choice was the itera-
tive midpoint algorithm. The algorithm has been implemented to FastJet as the
D0RunIICone plugin [54, 55], which we employ in our simulations. First, the algo-
rithm finds proto-jets by calculating the 4-vector sum of the 4-momenta of all particles
(in case of MC simulations) or the calorimeter towers (in case of experimental data)
within a given cone radius. The resulting 4-vector is then used for calculating the ra-
pidity as given by Eq. (2.2), the azimuthal angle φ and the transverse momentum pT.
The algorithm merges proto-jets into a single jet if over 50% of the pT of the lower
energy jet overlaps with the other jet [56]. Therefore, we use a split ratio of 0.5 in the
FastJet plugin. The next step of the algorithm is to take (y, φ) as the new center of the
jet, around which a new cone is formed. The algorithm is considered converged when
∆R ≡√(∆η)2 + (∆φ)2 < 0.001 between two last iterations’ jet axes. Finally, jets with
pT < 6 GeV are dropped [56], so we set this threshold to the FastJet plugin’s minimum
jet ET parameter as the closest analogue.
The iterative midpoint algorithm has the known drawback of being infrared (IR) unsafe.
It is IR3+1 unsafe in general and IR2+1 unsafe for jets with energy near the jet minimum
ET [57]. Infrared unsafety means that if new soft i.e. low-energy particles are introduced
to the event, they may act as new seeds for finding jets. This can change the resulting
set of jets drastically. As a result, for instance the selections of jets given for LO and
higher-order QCD calculations may differ in such a way that the cancellations desired
in perturbative calculations no longer occur. The label IRn+1 stands for IR-unsafety in
case there are n nearby hard particles and one soft particle [58].
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Chapter 4
Methodology of jet energy scale
determination
4.1 The pT-balance method
To determine the Jet Energy Scale (JES) and flavour-dependent jet energy corrections,
We use the pT-balance method. The studied observable in this method is the ratio of the
transverse momenta of a probe and a tag object. The probe is a jet and the tag is either
a high-pT prompt photon or an EM-object comparable to it. The idea is that the tag
is to be easily distinguished in the EMCAL and reconstructed with good precision, and
ideally it would be back-to-back to the parton initiating the probe jet. The pT-balance
ratio can then be taken as a measure for jet response [56].
4.2 Samples and simulation setup
In our simulations, the events are generated using the Pythia 6 and Herwig 7 MC
generators. We use the software LHAPDF 6.2.0 [59] with the PDF CTEQ6L1 [60] as
the structure function. Jets are formed out of the MC output FS particles using the
FastJet 3.3.0 [57] software with the DØ run II midpoint algorithm plugin. For the
plugin, we set the cone radius parameter to Rcone = 0.5 as in [41, 40], split ratio to 0.5
and discard jets with transverse energy ET < 6 GeV as in [56]. After this, the generated
events are saved into tuples and further analysis is done using ROOT [61] version 6.15.
The original pyevwt.f routine distributed with Pythia 6 is a dummy. It is intended
to be modified to allow for event weighting, and we used it to enable pˆT-weighting.
For further details on our simulation setup, including this change, see the codes in the
GitHub repository [62].
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4.2.1 γ + jet events
For producing the γ+jet sample, we set the MSEL variable in Pythia 6 to 0. This allows
for user-specified event type selection in the generation. We chose the same processes as
reported in [56]. The Feynman graphs of the hard processes involved in the sample are
illustrated in Fig. 4.1. For Herwig 7 studies, we enable the MEGammaJet subprocess
matrix elements to produce the γ+jet sample..

(a) qiq¯i → gγ

(b) qig → qiγ
Figure 4.1: Examples of LO diagrams for the hard processes enabled in Pythia 6 γ+jet sample
production.
4.2.2 EM+jet events
This sample is constructed out of dijet events ergo general QCD events where both
partons in the LO hard process FS are jet-initiating quarks or gluons. For our pT-
balance studies there is the additional requirement that one of the jets ought to be an
EM-object, corresponding to the tag photon in γ+jet events. The tag object’s energy
should come mostly from photons, as can be the case e.g. if a high fraction of the jet
energy is carried by pi0 or η mesons that decay rapidly into photons. The response of
such a jet is very high, almost like that of the leading photon in γ+jet events. A quick
Ansatz to provide the necessary cut for finding such events in a generic dijet sample
would be for instance to demand the fraction
fEM =
1
Egenjet
 ∑
i∈{γ or lin jet }
Egeni +
1
2
∑
j∈{Hadronsin jet }
Egenj

to be above a high threshold value, e.g. 0.8. Events passing such a cut are however
only a few in a thousand. Given finite computational resources, this would leave us with
little statistics. Besides, it would enforce us to make assumptions on the MC generators’
ability to simulate such rare events with adequate precision. Thus we emulate the EM
objects by regular jets in a generic dijet sample, but reconstruct them with photon
response instead of the respective functions of each particle in the jet. The individual
particle responses are discussed in detail in subsection 4.3.1. This endowes us with more
statistics, as we may consider both ways of assigning the tag and probe. For a discussion
on pT-balance addressing also the reconstruction of a jet as a photon, see [63].
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In dijet sample production, we set the Pythia 6 MSEL variable to 1. This is a high-pT
QCD process preset containing the hard processes depicted in Fig. 4.2 [46]. This was
done to obtain a similar selection of processes as given in [56]. For Herwig 7 we enable
the subprocess matrix elements MEQCD2to2 to attain a similar selection.

(a) qiqj → qiqj
+
(b) qiq¯i → qk q¯k
++
(c) qiq¯i → gg
++
(d) qig → qig
++
(e) gg → qk q¯k
ff+fi+fl+ffi
(f) gg → gg
Figure 4.2: Examples of LO diagrams for the hard processes enabled in Pythia 6 dijet sample
production. The indices i, j, k stand for possibly different flavours. In case the indices are the
same, the corresponding u-channel processes must also be accounted for i.e. switching the FS
momenta yields another valid configuration. The four gluon vertex is marked with a dot to avoid
confusion with two crossing gluon lines.
25
4.2.3 Event selection
At the MC generator level, we have cut the hard process transverse momentum into
the phase-space window pˆT ∈ [5, 980] GeV as was done in [56]. Any resulting jets with
pgenT < 6 GeV are dropped already by FastJet and are not stored into tuples. Complete
jet reconstruction is done only at the last stage of the analysis, which is performed in
ROOT. At this level we raise the jet minimum pT threshold by requiring all jets in
both samples to have a pT above 6 GeV, as reconstructed using the R
MC Single-Particle
Responses (SPR) described in subsection 4.3.1. Note that in general we expect the
reconstructed jets to have less pT than the generator level jets.
To find the tag photon in the γ+jet sample, we take the highest-pT photon in the event
as the leading γ and demand pMCT,γ > 7 GeV. To ensure the isolation of the tag photon
already at generator level, we demand
Etot∆R<0.4 − EEM∆R<0.2
EEM∆R<0.2
< 0.07, (4.1)
where the superscript tot refers to the total scalar sum of generator level particle energies
and the subscript denotes the distance from the tag photon up to which this summation
is performed. The superscript EM stands for an approximation of the energy left in
the EMCAL. At generator level, this is obtained by summing all photon and charged
particle energies and half of other particle energies. Further, we require
EEM∆R<0.3
Etot∆R<0.3
> 0.96 (4.2)
and that the sum of charged particle pgenT in an annulus of 0.05 < ∆R < 0.7 is less than
1.0 GeV. After these checks, we simulate the experimental fact that the detector does
not record a single photon but a cluster in the EM-calorimeter by adding the EM energy
within ∆R < 0.4 to the tag, should there be some surviving the isolation. The event is
accepted if it contains exactly one such isolated EM-cluster and if the cluster is within
|η| < 1.0.
To find the probe in the γ+jet sample, we require that there is only one jet with pMCT,probe >
6.0 GeV and |ηprobe| < 0.4. An additional jet is however tolerated in case it is within
|∆R| < 0.2 of the EM-cluster, implying that the prompt photon was reconstructed as
a jet. In the EM+jet sample, there must be exactly two jets within |η| < 0.4. The
requirements set above for probe objects apply for both jets.
For both samples, we require the tag and probe objects to be back-to-back so that
they have an azimuth angle difference of ∆φ(tag,probe) > 3.0 rad. Furthermore, we
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implemented the MET cuts given in [64]
/ET < 2.0p
MC
T,tag, p
reco
T,tag < 15 GeV
/ET < 1.2p
MC
T,tag, 15 GeV < p
reco
T,tag < 25 GeV
/ET < 1.1p
MC
T,tag, 25 GeV < p
reco
T,tag < 50 GeV
/ET < 0.9p
MC
T,tag, p
reco
T,tag > 50 GeV
and demand /ET /p
MC
T,probe < 0.7.
4.3 Jet energy scale determination
The behaviour of a jet depends on whether it originates from a gluon or a quark. In
the latter case, also the flavour of the initiating quark matters. We therefore separate
jets into three categories and refer to these categories by the term jet flavour : g-jets
originating from gluons, b-jets from bottom quarks and lq-jets from light quarks. We
consider u, d, s and c as light quarks. Note that there are no t-hadrons since the
top quark decays before hadronization, and the jet that is eventually formed is to be
considered as a jet originating from the decay product. Therefore, we do not consider
jets to originate from top quarks at Tevatron’s COM collision energies. The jet flavour
has to be taken into account when correcting jets to get MC corresponding to data. We
shall therefore focus our attention to the Jet Energy Scale (JES) determination methods
used for determining flavour-dependent jet energy corrections at the DØ experiment.
4.3.1 Single-particle response functions
The DØ single-particle responses are based on a full Geant [65] simulation of the
DØ detector. The procedure is to simulate the detector’s response to single-particle
samples [56]. A functional form is then fitted into the histograms depicting how large a
fraction of a particle’s energy was successfully captured by the detector, as a function
of the particle’s energy [41, 40]. Aside from fixing a typographical error in the electron
and photon response functions1 we use the photon, electron, muon and hadron response
functions given in [40]. The photon response reads
RMCγ =
p
(0)
γ
4
[
1 + Erf
(
E + p
(1)
γ√
2
∣∣p(2)γ ∣∣
)][
1 + Erf
(
E + p
(3)
γ√
2
∣∣p(4)γ ∣∣
)]
+ p(5)γ , (4.3)
where
Erf(a) =
2√
pi
∫ a
0
e−x
2
dx.
1The plots in [41, 40] however agree with the ones obtained by using the functions in the form that
we have written here.
27
For electrons and positrons, we use
RMCe± =
p
(0)
e±
4
[
1 + Erf
(
E + p
(1)
e±√
2
∣∣p(2)
e±
∣∣
)][
1 + Erf
(
E + p
(3)
e±√
2
∣∣p(4)
e±
∣∣
)]
(4.4)
if pgenT > 0.3 GeV and 0 if p
gen
T < 0.3 GeV. The muon and anti-muon response is given
by
RMCµ± =
(
p
(0)
µ± + E · p
(1)
µ±
)
Landau
(
E, p
(2)
µ± , p
(3)
µ±
)
, (4.5)
if pgenT > 0.3 GeV and 0 if p
gen
T < 0.3 GeV. Here we refer to the probability density
function of the Landau distribution such that
Landau(x, µ, σ) ≡ PLandau((x− µ)/σ) = 1
2pii
∫ a+i∞
a−i∞
es(x−µ)/σ+sln(s)ds
for any a ∈ R+, which is to say that the integration may be performed over any path
parallel to the imaginary axis. The muon response is due to energy loss in ionization and
is therefore typically described in terms of a Landau distribution or Bethe-Fano theory.
For more details, see e.g. [66, 67]. Neutrinos are not expected to be observed, so their
response is set to zero. For hadrons, we use the response
RMCh = p
(0)
h
(
1− p(1)h (4E/)p
(2)
h −1
)
(4.6)
if pgenT > p
min
T and 0 if p
gen
T < p
min
T . Here p
min
T = 0.3 GeV for run IIa and p
min
T = mh for
run IIb, as in [41, 40]. The power law behaviour is expected by the phenomenology of the
calorimeter showers formed by particles hitting the detector material [68]. Physically, it
is reasonable to demand that particles must have energies greater than their rest masses
to get non-zero response values. Ideally, this feature should be taken care of by the
SPR parametrization, at least approximately. The additional cut on particle pgenT is to
say that the particle must have sufficient transverse momentum to actually reach and
trigger a detector, which might not always be the case even if the particle has sufficient
energy to exist with on-shell mass. For example a particle in the transverse plane has
|~p|2 = p2T and is considered observed if E2 = p2T +m2 > 2m2 ⇔ E >
√
2m. This demand
acts as a safeguard in case the SPR parametrization would give non-physical low-energy
responses.
For run IIb, DØ used two different SPR sets: a default set similar to run IIa and another
set with a P20ToP17-correction. The latter is based on a W -mass style MC [40] and
its use is due to a change in the interpretation of the detector data level raw jet energy
during run IIb: it was taken to be higher than on run IIa. This can be seen as an overall
rise of approximately 8% in the pT-balance detector data points between runs IIa and IIb
despite MC has shifted only little. This is illustrated in Fig. 4.3. A careful examination
of the analysis notes [41, 40] has lead to the understanding that, for run IIb, DØ used a
pT-balance variable of the form
pMCT,probe
pMCT,γ
∑
iR
data
i Ei∑
j R
MC
j Ej
(4.7)
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where Rdatai is reconstructed using the P20ToP17 SPR, but the denominator using de-
fault SPR parameters. Hence, setting the fit parameters to (A,B,C) = (1, 0, 1) will
not yield F identically 1 for run IIb. For run IIa it would, since it had only one set of
SPR parameters. In the low-|η| regime, Eq. (4.7) is equivalent to reconstructing the tag
with the default photon parameters and the probe using the P20ToP17-corrected SPR
in calculating the vertical axis’ pT-balance variable, which was our approach.
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Figure 4.3: DØ MC simulation and detector data points for run IIa [41] and IIb1 [40]. The
small shift in MC amounts to slightly different SPR parametrizations and statistical effects. The
larger shift in detector data is due to a change in the interpretation of the tag and probe scales
at DØ [40]. Note that the plots have different axis ranges.
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Along with the functional forms, we obtained the values of the parameters p(i) for photons
(γ), electrons (e), muons (µ), charged pions (pi±), charged kaons (K±), short-lived (K0S)
and long-lived (K0L) neutral kaons, Lambdas (Λ), neutrinos (n) and protons (p) from
the analysis notes [41, 40]. Some of the resulting SPR functions are displayed in the
region |η| < 0.1 in Fig. 4.4. The parameters are included also for further |η| regions in
appendix A for reference.
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Figure 4.4: An illustration of the behaviour of the SPR functions of Eq.s (4.3), (4.4), (4.6)
and (4.5) in the innermost |η| region. Due to different hadrons’ responses overlapping largely
with each other, only proton and charged pion responses are displayed here for clarity. The
dashed lines are plotted using the parameters for DØ run IIa and the solid lines using those for
DØ run IIb. Both sets of parameters are presented in appendix A.
In addition to the particles listed above, Pythia 6 and Herwig 7 produce also Σ−, Σ0,
Σ+, Ξ−, Ξ0 and Ω− at the cτ = 10 mm lengthscale setting. We chose this cτ value based
on the discussion in [69], although the value used at DØ was left unknown. However, one
should note that DØ did report SPR parameters for the K0S mesons in [41, 40]. Based on
the average lifetimes [21], the K0S should be no longer present in the produced samples
if cτ was set high enough for the strange baryons in the above list to decay. This is due
to Pythia 6 decaying all particles whose average lifetimes are below the given cτ . We
experimented with several cτ values before settling to 10 mm as no alternative provided
a satisfactory solution to this problem. It remains unclear if the DØ jet energy scale
determination was done using some parameters for the strange baryons or not, as they
were not included in [41, 40]. Since these particles are hadrons, we reconstruct them
with an Ansatz based on Eq. (4.6). We use the pi± SPR parameters of the appropriate
epoch as the basis of the Ansatz, as some earlier JES analyses have been performed
using only the charged pion SPR [70]. However, we introduce the physically motivated
demand that the response tends to zero at rest mass energies, similar to most of the
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P20ToP17-corrected SPR functions shown in Fig. 4.4. As can be seen from Eq. (4.6),
the role of p
(0)
h is mainly to scale the value R approaches at high E. Hence we proceed
by making p
(1)
h and p
(2)
h dependent on each other in a way that incorporates the strange
baryon’s mass msb in determining the low-energy behaviour. Thus we demand
RMCsb (E = msb) = 0 ⇔ p(0)sb
(
1− p(1)sb (4msb/3)p
(2)
sb −1
)
= 0, (4.8)
which yields
p
(1)
sb = (4msb/3)
1−p(2)sb . (4.9)
The rest of the parameters remain the same as for pi±, so that p(0)sb = p
(0)
pi± and p
(2)
sb = p
(2)
pi± .
We use this Ansatz for determining the responses of all the extraneous strange hadrons.
Example graphs of the resulting functions are shown in in Fig. 4.5.
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Figure 4.5: Ansa¨tze for the Σ, Ξ and Ω− SPR functions based on run IIa pion parameters. The
various Σ baryons are closely grouped and the Ξ baryons are in the vicinity of each other as well.
Therefore only one band is drawn for each type. The p and pi± SPR are shown for reference.
4.3.2 Flavour-dependent jet energy corrections
Following DØ, we compute the pT-balance as a function of the jet energy estimator
E′ = pMCT,tag cosh(ηprobe). This is due to the pT,tag and ηprobe being easier to measure
precisely than the Eprobe itself [56].
We shall refer to the level of reconstruction resulting from the application of the default
DØ SPR parameters for RMC as the MC-level. This label shall appear as a superscript
in the reconstructed quantities when otherwise not clear from context. For run IIb,
there is also the possibility of using the P20ToP17 corrected parameters, and [40] refers
to these with the label MC′. We shall adopt this notation when explicitly needed. We
also use the label gen to denote a level of reconstruction where all particles’ 4-momenta
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are taken at the values output by the MC generator. However, the neutrinos and muons
are dropped from the jets even at gen level due to being reconstructed poorly at best in
the SPR formalism. Our choices and notations aim to follow the logic of [56, 41, 40].
The method of reconstructing jets from their constituents via the SPR is based on the
assumption that a jet’s pT is approximately equal to a vector sum of its particles. Also
theGeant simulation may not account for all detector inhomogeneities and aging effects.
Thus the MC-level may not exactly agree with the data. This difference is covered by
introducing additional fit parameters A,B,C to the hadron SPR such that
Rdatah = Cp
(0)
h
(
1−Ap(1)h (4E/3)p
(2)
h +B−1
)
(4.10)
if pgenT > p
min
T and 0 otherwise. For other particles, we assume that R
data = RMC. The
jet energy correction factor is then found from the ratio [56]
F =
∑
i∈{Particlesin jet }EiR
data
i (Ei)∑
j∈{Particlesin jet }EjR
MC
j (Ej)
. (4.11)
To make the correction flavour-dependent, the factors F are calculate as separate his-
tograms depending on the flavour of the initial parton associated with the jet. Repeating
the DØ method, we divide the jets into b-jets (b-quark initiated), g-jets (gluon-initiated)
and (u, d, s, c)-jets (originating from light quarks, sometimes denoted lq). The relative
correction factor that is used for bringing simulated jets to data level is obtained by
normalizing Eq. (4.11) by the average F for all jet flavours in the γ+jet sample [56]
Fcorr =
F
〈F 〉γ+jet . (4.12)
The DØ data points to which we fit our simulations to are extracted from [41, 40] using
the WebPlotDigitizer software provided by [71], whenever not available for extraction in
the source of [56].
4.3.3 The binning variable of F profiles and shifting to reconstructed
jet pT level
The analysis notes [41, 40] report the F and Fcorr histograms ambiguously as a function
of a variable denoted by pjetT . It was left unclear which reconstruction level this refers
to: generator level, reconstruction using RMC, Rdata or something else resulting for
instance from the use of a conversion factor. On the other hand, the jet energy estimator
E′ ∝ pMCT,tag was introduced due to the probe jet energy being measured less precisely
than the tag pT. It would hence seem consistent to find also F as a function of E
′ or
some other quantity related to the energy or momentum of the tag and later apply an
approximative mapping from that variable to probe pT. This question is important since
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the flavour fractions don’t generally agree. This will consequently affect how the sample
average is calculated and how the Fcorr will end up. The choices made here are done
in pursuit of reproducing the DØ Fcorr as accurately as possible when plugging their
fit parameters A,B,C into our MC simulations. The best agreement was obtained by
finding F first as a function of pgenT,probe. Then p
gen
T is transformed to the average SPR
reconstructed2 p
〈MC〉
T by the linear map shown in Fig. 4.6. The values of each bin in
the F profiles is shifted in the vertical direction, leaving the horizontal bin locations
unchanged. The shift is done by fitting a power law with the parametrization
P (0)
(
1− P (1)(pT)P (2)−1
)
, (4.13)
into the F histograms and incrementing or decreasing a bin’s F value by the difference
of the fitted function’s values at the original pgenT value and at the shifted pT value. The
P i are fit parameters. The shifting procedure is performed in this manner for ease of
recalculating the shifted γ+jet sample average 〈F 〉γ+jet, which requires keeping track of
the fractions of jets of each flavour at each bin’s pT value.
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Figure 4.6: The relation of generator level jet pT, with muons and neutrinos excluded, to the
jet pT reconstructed using R
MC for run IIa and the P20ToP17-corrected RMC
′
for run IIb. As
we are not using Rdata and the SPR parameters agree for all run IIb epochs, these ratios suffice
to describe the pT conversions for all run II epochs. Notice however that in order to enhance
readability we have plotted 〈pMCT 〉/pgenT vs. pgenT instead of the 〈pMCT 〉 vs. pgenT actually used for
the mapping.
Once the Fcorr histograms have been found, we calculate an average of the EM+jet and
2For run IIa we use the default SPR parameters and for IIb the P20ToP17 corrected ones to do the
conversion. In DØ notation, the latter would correspond to 〈pMC′T 〉.
33
γ+jet histograms. A power law function of the form given in Eq. (4.13) is fitted into the
resulting average Fcorr histogram for each run II epoch. The fitted power law functions
are then imported into further analyses, such as those of mt.
4.3.4 Fitting MC simulation to detector data
The fitting problem to be solved for finding the parameters A,B,C involves looping
through all the events in a sample. In each event, the SPR functions must be evaluated
for all particles individually when filling the pT-balance profile. The nature of the prob-
lem then renders many ready-made fit algorithms slow or unusable. Our approach was
to implement the Gauss-Newton method and optimize it for this problem. Details are
included in appendix B. In this subsection we shall only discuss an important caveat.
Constraining the fit
Considering a fit’s success solely as a mathematical problem may yield solutions where
C differs notably from the default value of one. This may lead to undesirable behaviour
in the SPR functions and/or the flavour-dependent jet energy correction factors to be
obtained. Therefore, we constrain C close to 1. This is done by extending the standard
form of Eq. (B.3) into
χ˜2 = χ2 +
1
σ2C
(C − 1)2. (4.14)
The constraint weight is chosen so that σC is the expected the standard deviation of C
to be. In our studies, we set σC = 0.01. Recalling that ∂C(1−C)2 = ∂C(1− 2C+C2) =
2(C − 1) = ∂C(C − 1)2, differentiating Eq. (4.14) gives the modification’s contributions
to the gradient as
∂C χ˜
2 = ∂Cχ
2 + 2λC(C − 1)
and the Hessian is modified by
∂C∂C χ˜
2 = ∂C∂Cχ
2 + 2λC .
Notice that for all other elements, ∂iχ˜
2 = ∂iχ
2 and ∂i∂jχ˜
2 = ∂i∂jχ
2. This is because
the partial derivatives with respect to A and B eliminate the constraint term in (4.14)
as it depends only on C.
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Chapter 5
Results
In this chapter we present further details on the contents of our MC samples. We then
examine some key indicators for our level of success in reproducing the DØ analyses.
Finally, we present the results of our pT-balance fits and the flavour-dependent jet energy
corrections following from them.
5.1 Probe jet particle composition
The particle composition of the probe jets in our general Pythia 6 γ+jet sample is
shown for in Fig. 5.1. Additionally, the same figure gives details on the fractions of the
strange baryons for which we had no SPR functions from DØ. The particle compositions
of the b-enriched Pythia 6 γ+jet sample and the generic Herwig 7 sample are given
in Fig. 5.2. The b-enriched sample was produced in order to enhance b-jet statistics in
the determination of the correction factors F , which are shown in section 5.4. Due to
computational resources, we do not have b-enriched samples for Herwig 7, but made
the general sample twice as large as in the case of Pythia 6.
Here we show only the γ+jet samples at generator level i.e. as output by the MC
generator. These suffice to portray the key features, since the composition plots are
largely similar in many cases. Appendix C contains a complete collection of similar
probe jet particle composition plots for all samples and reconstruction levels.
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(a) Generic P6 γ+jet sample
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(b) Particles labeled other
Figure 5.1: Probe jet particle contents in the generic Pythia 6 γ+jet sample.
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(a) b-enriched P6 γ+jet sample
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(b) Generic H7 γ+jet sample
Figure 5.2: Probe jet particle contents in the b-enriched Pythia 6 γ+jet sample and the
generic Herwig 7 γ+jet sample.
5.2 Flavour fractions
The fraction of jets originating from partons with different flavour are shown in Fig. 5.3.
The fractions are shown for the Pythia 6 and Herwig 7 generators, as well as for the
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b-jet enriched Pythia 6 sample.
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Figure 5.3: The fractions of events with the probe jet originating from different partons in the
Pythia 6 and Herwig 7 EM+jet and γ+jet samples.
5.3 JES determination via the pT-balance method
Here we illustrate the results of our pT-balance studies. First we show the similarity of
our MC to DØ MC and that using the DØ fit parameters takes the pT-balance profiles
to the vicinity of the DØ detector data points, as should. Lastly, we show our own fits.
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5.3.1 Reproducing the DØ pT-balance results
A comparison of the DØ MC pT-balances reported in [41, 56] and our Pythia 6 MC is
shown in Fig. 5.4 for runs IIa and IIb1. IIb2 and IIb3-4 are included in Appendix D.
40 50 60 70 80 90100 200 300 400 500
E’ [GeV]
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
ta
g
T
/p
pr
ob
e
Tp
+jet MCγ ∅D
+jet MCγOur 
 EM+jet MC∅D
Our EM+jet MC
(a) Run IIa
40 50 60 70 80 90100 200 300 400 500
E’ [GeV]
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
ta
g
T
/p
pr
ob
e
Tp
+jet MCγ ∅D
+jet MCγOur 
 EM+jet MC∅D
Our EM+jet MC
(b) Run IIb1
Figure 5.4: A comparison of DØ MC (open circles) to our MC (histogram lines) reconstructed
using RMC.
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To check the similarity of our samples to those produced by DØ, we calculate the fit-
level pT-balances by using our MC samples and applying the fit parameters reported by
DØin [41] for IIa and in [40] for IIb. These are plotted in Fig. 5.5 for the runs IIa and
IIb1. For reference, we have listed The DØ fit parameters for all epochs in Table 5.1.
Table 5.1: DØ Pythia 6 fit parameters and uncertainties from [41] for run IIa and from [40]
for the run IIb epochs.
IIa IIb1 IIb2 IIb3-4
A 1.409 2.1682 1.933 1.469
B 0.0017 -0.310 -0.1611 0.004
C 0.9973 1.0228 1.059 1.073
σA 0.02047 0.2854 0.1335 0.050
σB 7.104·10−3 0.1005 0.0571 0.0301
σC 0.09297 0.0142 0.0153 0.0143
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(a) P6 run IIa
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Figure 5.5: A comparison of DØ detector data (filled circles) to our MC reconstructed using
Rdata with DØ fit parameters A,B,C given in [41] for run IIa and in [40] for run IIb (diamonds).
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Similar checks were carried out for all run II epochs. The plots for the runs IIb2 and
IIb3-4 are included in Appendix D.
5.3.2 Our pT-balance fits
Our pT-balance fits using the Gauss-Newton method are depicted in Fig. 5.6 for runs IIa
and IIb1. The resulting fit parameters along with their uncertainties and correlations
are shown in Table 5.2 for Pythia 6 and in Table 5.3 for Herwig 7.
Table 5.2: The fit parameters, uncertainties and correlations resulting from our Pythia 6 fits
to the different run IIb epoch detector data points.
IIa IIb1 IIb2 IIb3-4
A 1.459 1.420 1.752 1.660
B 3.927·10−3 -0.1290 -0.2412 -0.2132
C 1.004 1.009 1.011 1.008
σA 0.05768 0.06349 0.07276 0.06876
σB 0.02636 0.03580 0.03740 0.03647
σC 7.049·10−3 7.034·10−3 7.012·10−3 7.014·10−3
σAB -1.436·10−3 -2.127·10−3 -2.571·10−3 -2.356·10−3
σAC -5.931·10−5 -1.345·10−4 -2.258·10−4 -2.056·10−4
σBC 8.372·10−5 1.529·10−4 1.837·10−4 1.787·10−4
Table 5.3: The fit parameters, uncertainties and correlations resulting from our Herwig 7 fits
to the different run IIb epoch detector data points.
IIa IIb1 IIb2 IIb3-4
A 1.236 1.087 1.316 1.221
B 0.02905 -0.06843 -0.1733 -0.1289
C 1.002 1.003 1.003 1.002
σA 0.05630 0.05681 0.06262 0.05743
σB 0.02969 0.03970 0.04074 0.03864
σC 7.061·10−3 7.056·10−3 7.044·10−3 7.047·10−3
σAB -1.574·10−3 -2.082·10−3 -2.363·10−3 -2.038·10−3
σAC -3.617·10−5 -8.227·10−5 -1.480·10−4 -1.227·10−4
σBC 8.550·10−5 1.551·10−4 1.874·10−4 1.750·10−4
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Figure 5.6: Comparison of DØ detector data (filled circles) and our Pythia 6 MC reconstructed
using Rdata with our fit parameters A,B,C for runs IIa and IIb1 (filled diamonds).
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Fig. 5.7 shows a comparison of our MC level reconstructed Herwig 7 pT-balance to
DØ Pythia 6 MC for run IIa and IIb1. The epochs IIb2 and IIb3-4 are included in
appendix D. Fig. 5.8 shows our Herwig 7 fit to DØ detector data for these epochs.
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(a) H7 run IIa
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Figure 5.7: Comparison of DØ Pythia 6 MC (open circles) to our Herwig 7 MC reconstructed
using RMC (histogram lines) for runs IIa and IIb1.
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(a) H7 run IIa
40 50 60 70 80 90100 200 300 400 500
E’ [GeV]
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
ta
g
T
/p
pr
ob
e
Tp
+jet dataγ ∅D
+jet data fitγOur 
 EM+jet data∅D
Our EM+jet data fit
(b) H7 run IIb1
Figure 5.8: Comparison of DØ detector data (filled circles) to our Herwig 7 MC reconstructed
using Rdata with our fit parameters A,B,C for runs IIa and IIb1.
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5.4 Flavour-dependent jet energy corrections
Here we present the correction factors F and Fcorr. We show both the reproduction of
the DØ factors presented in [41, 40] and the factors resulting from our pT-balance fits.
5.4.1 Reproduced DØ results
In Fig. 5.9 we present the F and Fcorr resulting from applying the DØ A,B,C values
of [41] to our MC for the runs IIa and IIb1,. The epochs IIb2 and IIb3-4 are included
in Appendix E.
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Figure 5.9: The correction factors F and Fcorr for different flavours, obtained by applying DØ fit
parameters A,B,C given in [41, 40] to our MC. The open markers are DØ histograms and the
curves are the DØ fits, both extracted from [41, 40]. The filled markers are our reproduction.
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5.4.2 Flavour-dependent jet energy corrections resulting from our fit
The Fcorr resulting from our fits to DØ detector data points are shown in Fig. 5.10 for
Pythia 6 and in Fig. 5.11 for Herwig 7. The plots are produced by averaging over the
γ+jet and EM+jet samples for each run II epoch and fitting a power law of the form
given in Eq. (4.13) to the resulting average.
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Figure 5.10: Fcorr resulting from fitting our Pythia 6 MC to the DØ detector data points
given in [41] for run IIa and in [40] for run IIb. The shaded bands represent the statistic and
systematic uncertainties added in quadrature.
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Figure 5.11: Fcorr resulting from fitting our Herwig 7 MC to the DØ detector data points
given in [41] for run IIa and in [40] for run IIb.
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Chapter 6
Discussion
The agreement between the histogram lines and open circles in the pT-balance profiles
presented in subsection 5.3.1 indicates our level of success in reconstructing the features
of the Pythia 6 MC samples used for JES determination at DØ. This is demonstrated
further by the similarity of the diamonds and filled circles in the same subsection. At the
level of the flavour-dependent correction factors F and Fcorr, we have made our choices
of interpretation in the manner that best reproduces the DØ Fcorr histograms reported
in the DØ analysis notes [41, 40]. This was successful for all run II epochs. These serve
as the metrics by which we may claim to have reproduced the DØ method.
There are also some differences between our analysis and that of DØ. First, our γ+jet
MC pT-balance profile is somewhat below the DØ MC points in the high-E
′ region for
all epochs. Notice however that there are no detector data points to fit to in at such
E′ values, and the agreement is good in the fit region. Second, the slight differences in
the run IIb F plots are not present at the Fcorr level obtained after normalizing F by
the γ+jet sample average. Hence the difference is not too big and we are nonetheless
in the same neighbourhood also at the level of F . One should also note that, in the
context of top mass measurements, the most important region for F bcorr is at around
half of mt. Therefore any fluctuations in the low-pT region are not expected to cause
drastic differences. Third, our Herwig 7 pT-balance profiles are noticeably below the
DØ Pythia 6 MC points. This is however an expected feature, since we do not have
a DØ Herwig study to compare our results to. The points compared here are from
different generators relying on different algorithms. Therefore the sample compositions
may differ despite our efforts to initialize the simulations to be as similar as possible. The
flavour fraction histograms presented in section 5.2 indicate that there are noticeably
more gluon jets in the Herwig 7 samples with respect to the Pythia 6 samples. Gluon
jets have higher particle multiplicities than quark jets [63], and an increase in the amount
of particles between which to divide the jet energy is bound to result in less energetic
particles. Consequently, the SPR-based reconstruction returns probe jets of lower pT.
For the tag object reconstructed using the photon SPR, there is no similar effect in pT,tag
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to counter for a decrease in pT,probe.
6.1 Differences between our Fcorr determination and DØ
The method used at DØ for finding the parameters A,B,C is to scan through a grid
of χ2 values in the fit parameter space, fit a 3rd degree polynomial in the pT-balance
profile and compute the χ2 between this polynomial and the detector data points. The
parameter-space coordinates of the grid point giving the smallest χ2 are then taken as
the resulting A,B,C values [41, 40]. However, this method depends on the roughness
of the grid and the covered parameter space volume. Our method determines the χ2
directly from the difference of the pT-balance profile and the detector data points.
It appears from the figures presented in the analysis notes [41, 40] that DØ fit a 2nd
degree polynomial to the Fcorr histograms. The 2nd degree polynomial may however
be ill-behaved in the region where there are no points to fit to, and the curve may e.g.
turn unexpectedly. It remains unknown if DØ had any safeguard to assert that the
Fcorr remain at some plateau in the high-pT region. Therefore our choice was to fit a
power law to the Fcorr, leading to more stable extrapolation properties. Furthermore, it
remains unknown why the DØ Fcorr fits in [40] are not very similar to the corresponding
Fcorr histograms, as can be seen also from the plots in subsection 5.4.1 by comparing
the open markers with the continuous curves of the respective colours.
6.2 Propagating the corrections to top mass analyses
The jet energy corrections produced by the author and reported in this thesis serve as
input to top mass analyses conducted by H. Siikonen. The details of these mass analyses
are to be presented in an upcoming publication, but in this section we give a brief outline
of the procedure for reference and documentative purposes.
Three top production samples are produced with the Pythia 6 top mass parameter
range mgent ∈ {172.5, 173.7, 175} GeV. These values are chosen based on the region
where the experimental results vary. Next, a reconstruction chain is set up in a way that
utilizes the Fcorr extracted from [41, 40] and results in the top mass values observed by
DØ. However, it should be noted that besides the top mass, there are differences between
the observed and generator level values in the analysis for various other quantities besides
mt as well.
The parton level values are related to the observed values by a transfer function, which
can be approximately decomposed into factors. Then Fcorr is one such factor. Experi-
mentwise, this corresponds to how the measured and calibrated energies are related to
each other via the JES. However, what is used here is rather a residual JES related to
Fcorr as we do not perform a full detector simulation to obtain the JES. The residual
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JES is found by comparing the location of W peaks at the jet level to the generator level
values. In order to prevent bias, the effect of the light quark correction F lqcorr to the JES
is studied. In the top mass measurement channels considered here, the JES is further
limited by demanding that the hadronically decaying W is on-shell.
The effect of our corrections to Fcorr is studied by proceeding the reconstruction chain
backwards, accounting for the ratio of our Fcorr to the DØ Fcorr in the process. Should
this ratio be one, the backward reconstruction would yield the corresponding sample’s
mgent . Since the ratio is not unity, there is a difference between the original simulation
truth and the reconstructed mgent value. This difference is interpreted as the mass shift
due to effects from Fcorr. Furthermore, the difference between the Fcorr obtained from the
Pythia 6 and Herwig 7 simulations implies additional uncertainty due to the modeling
of showering and hadronization, but is yet to be taken into account. The resulting top
mass values are eventually calculated as the average of the hadronically and leptonically
decaying tops, although other estimator options have been studied as well. The shift
obtained in the e+jets and µ+jets channels is shown in Fig. 6.1. In total, we observe a
shift of ∆mt ≈ 2.5 GeV.
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Figure 6.1: Reinterpreting the DØ l+jets channel results using our Fcorr. The filled markers are
the original DØ results. Open markers indicate where the top mass values shift after accounting
for the ratio of the Fcorr determined by us and DØ. Analysis performed and plot produced by
H. Siikonen.
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Chapter 7
Conclusions
For the first time in history hitherto, we have been able to reproduce the flavour-
dependent jet energy correction methods originally designed and invoked by the DØ col-
laboration. The success of the reproduced simulations was demonstrated by comparing
our chain of analysis to corresponding DØ results, using parameters determined by DØ as
input to our own analysis code. We also presented new results based on revised tech-
niques, leading to correction factors similar to the DØ run IIa epoch for both run IIa and
all run IIb epochs. The impact of these correction factors on the l+jets channel top mass
analyses was also briefly addressed. We reinterpreted the DØ top mass measurements
and found that the resulting mass shift is a potential explanation to the inconsistency
of the DØ mt results with those of the ATLAS, CDF and CMS collaborations.
The presented shift in top mass is nevertheless insufficient to completely stabilize the EW
vacuum in the context of the SM, should the world average top mass be recalculated.
However, the metastability problem depends also on the precise determination of the
strong coupling as well as the question of whether or not new physics beyond the SM
can be found below the Planck scale.
A natural next step in the research of the calibration methods studied herein would be
to implement the Missing-ET Projection Fraction (MPF) method. This would be an
alternative to the pT-balance method for studying jet response. Hence, it would provide
a way to examine the robustness of the determination of the SPR functions’ data-level
fit parameters A,B,C. An idealized version of the MPF method is discussed in [56]. It
would be desirable to implement the method in a way that does not depend on strict
cuts for instance on jet multiplicity. Furthermore, we currently have access to very little
DØ MPF data that could be used for fits and determining Rdata for the MPF method.
This would require a full set of MC and detector data points for all run II epochs, similar
to what we obtained for the pT-balance method from the DØ analysis notes [41, 40].
Additionally, it would be interesting for the modern LHC experiments to implement the
DØ-style calibration methods reconstructed here. Applying several alternative methods
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at the same experiment and checking for their consistency is one possible step to be taken
on the road to increasing precision at the LHC measurements. Despite our motivation
was in the studies of top mass, b-jet identification and calibration is also important in
a plethora of other topics. These topics can be found in the context of physics dealing
with the EW sector and quarks, practically wherever b-jets are present. The inclusion
of additional methods may shed some new light there as well. Following this work, the
implementation of the reproduced method has been considered in particular at the CMS
experiment. Some key differences to be accounted for are the need for redetermining the
SPR parameters and making use of the Particle Flow [72] utilized by CMS.
A publication discussing this project as well as its implications to top mass measurements
is currently in preparation. However, it was chosen to limit the scope of this thesis work
by focusing on the investigation, reproduction and improvement of the DØ JES method
for obtaining flavour-dependent jet energy corrections.
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Appendix A
DØ response parameters
The responses (4.3), (4.4), (4.5) and (4.6) were calculated using the distinct parameter
values used at DØ during both run IIa and run IIb. The parameters for run IIa were
extracted from [41] and are presented in tables A.1-A.10. The parameter values for
run IIb were obtained from [40] and they are equal for all epochs IIb1, IIb2 and IIb3-
4. Therefore we simply refer to these parameters by IIb without further division into
different epochs’ parameters. We use both the default run IIb SPR and the P20ToP17
corrected parameters, both of which are given in [40]. The run IIb parameters with the
P20ToP17 correction are shown in tables A.11-A.20. Powers of ten, e.g. 10X , shall be
denoted by eX for ease reading the parameters automatically into an analysis code.
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Table A.1: RunIIa parameters for e±.
|η| region p(0) p(1) p(2) p(3) p(4)
(0.0, 0.1) 0.935588 0.299488 3.92972 2.85453 2.26345e-05
(0.1, 0.2) 0.935594 0.523257 4.17529 2.71143 1.29605e-05
(0.2, 0.3) 0.928809 0.323032 4.04816 2.60768 0.000105303
(0.3, 0.4) 0.941915 -0.496271 1.07223 10.6921 13.8898
(0.4, 0.5) 0.930113 -0.39318 3.73424 2.57455 1.00012e-05
(0.5, 0.6) 0.935861 4.79903 9.66852 -0.704241 0.437941
(0.6, 0.7) 0.937074 5.68315 11.5458 -0.760942 0.426324
(0.7, 0.8) 0.932906 -0.844413 0.336375 5.67141 12.9282
(0.8, 0.9) 0.935304 -0.884043 0.307479 4.96387 14.4119
(0.9, 1.0) 0.929257 -0.94292 0.328488 4.56276 16.0012
(1.0, 1.1) 0.92018 2.64729 17.6103 -0.978835 0.288707
(1.1, 1.2) 0.919876 5.17597 38.4893 -1.62554 1.29717
(1.2, 1.3) 0.882751 8.89766 46.2002 -0.957796 0.30371
(1.3, 1.4) 0.696293 -1.01785 0.677931 16.1391 27.3143
(1.4, 1.5) 0.861668 21.8462 47.9298 -1.80712 0.923838
(1.5, 1.6) 0.969569 -1.2557 0.657646 19.7537 22.1466
(1.6, 1.7) 0.973023 22.9203 32.2526 -1.4139 0.782359
(1.7, 1.8) 0.975369 -1.58128 0.929667 22.7668 34.5357
(1.8, 1.9) 0.974222 -1.56043 1.09944 21.4196 33.8669
(1.9, 2.0) 0.968064 20.176 35.1173 -1.61511 0.931312
(2.0, 2.1) 0.968559 20.2955 36.1521 -1.6928 1.11028
(2.1, 2.2) 0.961358 18.0882 35.3453 -1.66177 1.0807
(2.2, 2.3) 0.964215 21.028 38.2394 -1.75656 1.13489
(2.3, 2.4) 0.96536 23.868 40.1452 -1.75938 1.18185
(2.4, 2.5) 0.960949 24.5302 39.451 -1.64526 1.13018
(2.5, 2.6) 0.95654 31.7664 38.4315 -1.36663 0.773106
(2.6, 2.7) 0.962981 -1.2424 0.758808 129.643 100
(2.7, 2.8) 0.960675 -0.970845 0.302102 135.711 100
(2.8, 2.9) 0.959324 82.2793 70.2658 -0.981568 0.331058
(2.9, 3.0) 0.956487 34.1563 42.9014 -0.976996 0.297029
(3.0, 3.1) 0.952198 34.8409 39.0397 -1.01014 0.327562
(3.1, 3.2) 0.951817 -1.34833 0.708778 46.2445 44.6503
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Table A.2: RunIIa parameters for K±.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.878605 0.56398 0.62083
(0.1, 0.2) 0.848368 0.560442 0.575974
(0.2, 0.3) 0.873756 0.547791 0.630722
(0.3, 0.4) 0.851994 0.593079 0.556731
(0.4, 0.5) 0.834876 0.60756 0.528241
(0.5, 0.6) 0.814292 0.606957 0.48704
(0.6, 0.7) 0.80218 0.678451 0.430221
(0.7, 0.8) 0.773835 0.753125 0.342543
(0.8, 0.9) 0.803279 0.835347 0.326763
(0.9, 1.0) 0.82612 0.859809 0.413536
(1.0, 1.1) 0.864318 0.89476 0.529982
(1.1, 1.2) 0.943403 0.909157 0.542415
(1.2, 1.3) 0.963529 0.943135 0.489727
(1.3, 1.4) 0.949825 0.908861 0.506901
(1.4, 1.5) 0.803979 0.976789 0.436683
(1.5, 1.6) 0.775056 0.914825 0.474932
(1.6, 1.7) 0.75358 0.972764 0.422509
(1.7, 1.8) 0.74023 0.910044 0.477433
(1.8, 1.9) 0.730468 0.91814 0.444735
(1.9, 2.0) 0.754279 0.926871 0.487408
(2.0, 2.1) 0.732376 0.925419 0.481114
(2.1, 2.2) 0.749241 0.900848 0.553564
(2.2, 2.3) 0.760623 0.91688 0.560446
(2.3, 2.4) 0.741519 0.905937 0.574688
(2.4, 2.5) 0.785588 0.877266 0.646326
(2.5, 2.6) 0.750672 0.891488 0.636655
(2.6, 2.7) 0.75065 0.895206 0.641735
(2.7, 2.8) 0.774122 0.866196 0.691965
(2.8, 2.9) 0.768441 0.886051 0.692597
(2.9, 3.0) 0.827219 0.867423 0.760868
(3.0, 3.1) 0.829429 0.8634 0.774519
(3.1, 3.2) 0.766491 0.908055 0.72269
Table A.3: RunIIa parameters for K0L.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.862242 0.656306 0.528689
(0.1, 0.2) 0.835476 0.668958 0.485465
(0.2, 0.3) 0.876279 0.645132 0.591264
(0.3, 0.4) 0.858359 0.659566 0.541698
(0.4, 0.5) 0.866893 0.684522 0.561105
(0.5, 0.6) 0.833966 0.690375 0.505792
(0.6, 0.7) 0.812063 0.716396 0.459975
(0.7, 0.8) 0.817093 0.718477 0.492779
(0.8, 0.9) 0.859993 0.728225 0.52433
(0.9, 1.0) 0.892218 0.765952 0.582846
(1.0, 1.1) 0.900858 0.761251 0.619088
(1.1, 1.2) 1 0.801657 0.654521
(1.2, 1.3) 1 0.859987 0.598765
(1.3, 1.4) 0.987008 0.809512 0.628576
(1.4, 1.5) 0.858787 0.765615 0.629836
(1.5, 1.6) 0.833717 0.720641 0.652349
(1.6, 1.7) 0.816918 0.768191 0.645693
(1.7, 1.8) 0.791421 0.738678 0.639992
(1.8, 1.9) 0.813741 0.732612 0.671606
(1.9, 2.0) 0.846186 0.775951 0.688308
(2.0, 2.1) 0.855849 0.762518 0.732186
(2.1, 2.2) 0.83721 0.784119 0.714172
(2.2, 2.3) 0.851666 0.787604 0.722316
(2.3, 2.4) 0.880135 0.76073 0.776075
(2.4, 2.5) 0.911449 0.794675 0.783164
(2.5, 2.6) 0.885653 0.803007 0.788771
(2.6, 2.7) 0.893456 0.802944 0.790948
(2.7, 2.8) 1 0.784179 0.850331
(2.8, 2.9) 1 0.802552 0.850917
(2.9, 3.0) 1 0.8511 0.843753
(3.0, 3.1) 1 0.855975 0.847773
(3.1, 3.2) 1 0.863116 0.851692
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Table A.4: RunIIa parameters for K0S .
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.836432 0.858121 0.332568
(0.1, 0.2) 0.812314 0.876456 0.2834
(0.2, 0.3) 0.834568 0.877753 0.348576
(0.3, 0.4) 0.830368 0.903593 0.334632
(0.4, 0.5) 0.83148 0.893048 0.354658
(0.5, 0.6) 0.81964 0.911315 0.353765
(0.6, 0.7) 0.812938 0.926256 0.354047
(0.7, 0.8) 0.803059 0.950405 0.367011
(0.8, 0.9) 0.85805 0.972468 0.45448
(0.9, 1.0) 0.888457 0.974774 0.5189
(1.0, 1.1) 0.90037 0.988563 0.570439
(1.1, 1.2) 1 0.987822 0.634154
(1.2, 1.3) 1 1.01552 0.589229
(1.3, 1.4) 1 0.985222 0.628626
(1.4, 1.5) 0.854049 1.01579 0.563481
(1.5, 1.6) 0.80554 1.00768 0.474494
(1.6, 1.7) 0.787491 1.00921 0.493068
(1.7, 1.8) 0.774081 1.02141 0.516892
(1.8, 1.9) 0.787426 1.02104 0.52901
(1.9, 2.0) 0.805527 1.02155 0.567152
(2.0, 2.1) 0.80657 1.0295 0.606783
(2.1, 2.2) 0.819219 1.03225 0.627704
(2.2, 2.3) 0.83602 1.02709 0.649606
(2.3, 2.4) 0.825226 1.02221 0.666746
(2.4, 2.5) 0.855612 1.02152 0.690408
(2.5, 2.6) 0.834501 1.04834 0.697311
(2.6, 2.7) 0.876586 1.02748 0.730831
(2.7, 2.8) 0.878961 1.01887 0.740743
(2.8, 2.9) 0.959859 1.0412 0.788124
(2.9, 3.0) 1 1.03455 0.810736
(3.0, 3.1) 1 1.04715 0.819096
(3.1, 3.2) 1 1.04229 0.827214
Table A.5: RunIIa parameters for Λ.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.79924 2.34464 -1.62568
(0.1, 0.2) 0.787822 2.73343 -1.88518
(0.2, 0.3) 0.791676 2.89465 -1.86125
(0.3, 0.4) 0.791623 2.64124 -1.6772
(0.4, 0.5) 0.785796 2.02675 -1.249
(0.5, 0.6) 0.770667 2.4019 -1.40369
(0.6, 0.7) 0.761966 2.45091 -1.48158
(0.7, 0.8) 0.753289 2.19307 -1.21278
(0.8, 0.9) 0.790039 1.70152 -0.668189
(0.9, 1.0) 0.795449 1.49121 -0.356575
(1.0, 1.1) 0.791992 1.47262 -0.228444
(1.1, 1.2) 0.873834 1.27314 0.156604
(1.2, 1.3) 0.910788 1.33461 0.169067
(1.3, 1.4) 0.905849 1.24061 0.226445
(1.4, 1.5) 0.761155 1.63064 -0.178961
(1.5, 1.6) 0.733871 1.6817 -0.250205
(1.6, 1.7) 0.716157 1.51151 -0.113269
(1.7, 1.8) 0.693255 1.47655 -0.0737748
(1.8, 1.9) 0.685794 1.6507 -0.18217
(1.9, 2.0) 0.695616 1.47537 0.000901184
(2.0, 2.1) 0.683344 1.46485 0.0405993
(2.1, 2.2) 0.68812 1.34041 0.205463
(2.2, 2.3) 0.707206 1.32793 0.274739
(2.3, 2.4) 0.684644 1.2408 0.320727
(2.4, 2.5) 0.703394 1.26224 0.358539
(2.5, 2.6) 0.670546 1.30783 0.355592
(2.6, 2.7) 0.677796 1.25103 0.407835
(2.7, 2.8) 0.689299 1.24209 0.463669
(2.8, 2.9) 0.68385 1.22146 0.502855
(2.9, 3.0) 0.710535 1.24201 0.573796
(3.0, 3.1) 0.695671 1.23061 0.577475
(3.1, 3.2) 0.691886 1.22906 0.580714
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Table A.6: RunIIa parameters for µ±.
|η| region p(0) p(1) p(2) p(3)
(0.0, 0.1) -46088 112488 -0.246325 0.00479363
(0.1, 0.2) -4.32653e+06 1.06523e+07 -0.227522 0.000480521
(0.2, 0.3) -1.41049e+07 3.41657e+07 -0.2335 0.000269325
(0.3, 0.4) -5.53921e+07 1.24982e+08 -0.208941 0.000140011
(0.4, 0.5) -5.00622e+08 1.06243e+09 -0.184559 4.7686e-05
(0.5, 0.6) -1.66531e+09 3.16109e+09 -0.0291663 2.50071e-05
(0.6, 0.7) -3.98643e+09 6.96331e+09 0.091851 1.57807e-05
(0.7, 0.8) -7.90225e+09 1.32421e+10 0.0869162 1.14906e-05
(0.8, 0.9) -2.46619e+10 4.07388e+10 0.101604 6.56942e-06
(0.9, 1.0) -3.54582e+10 5.83861e+10 -0.163937 5.80051e-06
(1.0, 1.1) -3.54679e+10 5.84087e+10 -0.290361 5.90403e-06
(1.1, 1.2) -2.92133e+10 4.81581e+10 -0.270259 7.93786e-06
(1.2, 1.3) -5.93461e+10 9.79281e+10 -0.240782 5.70734e-06
(1.3, 1.4) -6.15951e+10 9.42571e+10 -0.162647 6.01752e-06
(1.4, 1.5) -5.67347e+10 8.85446e+10 -0.310621 5.68538e-06
(1.5, 1.6) -5.91967e+10 9.06419e+10 -0.369599 5.81302e-06
(1.6, 1.7) -6.71757e+10 8.84234e+10 -0.214369 5.7562e-06
(1.7, 1.8) -9.36226e+10 1.27399e+11 -0.124105 4.43337e-06
(1.8, 1.9) -1.40946e+11 1.91021e+11 -0.0587697 3.48696e-06
(1.9, 2.0) -2.11752e+11 2.81868e+11 -0.0216599 2.87057e-06
(2.0, 2.1) -2.15894e+11 2.65874e+11 0.155016 2.73231e-06
(2.1, 2.2) -3.16969e+11 4.43806e+11 -0.187404 2.37977e-06
(2.2, 2.3) -4.25798e+11 6.33395e+11 -0.382301 2.19153e-06
(2.3, 2.4) -4.46568e+11 6.10653e+11 -0.231548 2.13824e-06
(2.4, 2.5) -2.61701e+11 4.37868e+11 -0.570536 2.7226e-06
(2.5, 2.6) -3.97645e+11 5.42069e+11 -0.306036 2.2692e-06
(2.6, 2.7) -3.98293e+11 5.54174e+11 -0.401803 2.31219e-06
(2.7, 2.8) -4.15898e+11 5.497e+11 -0.334709 2.3041e-06
(2.8, 2.9) -4.0694e+11 5.55049e+11 -0.445784 2.31774e-06
(2.9, 3.0) -4.26265e+11 5.54927e+11 -0.441344 2.32432e-06
(3.0, 3.1) -4.16368e+11 5.58457e+11 -0.543729 2.33153e-06
(3.1, 3.2) -4.35335e+11 5.47426e+11 -0.406186 2.30364e-06
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Table A.7: RunIIa parameters for n.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.823733 1.34777 -2.34471
(0.1, 0.2) 0.810994 1.9469 -2.59605
(0.2, 0.3) 0.814421 1.96729 -2.60666
(0.3, 0.4) 0.814585 1.60131 -2.0648
(0.4, 0.5) 0.805828 1.43164 -1.63289
(0.5, 0.6) 0.798472 1.99667 -2.30278
(0.6, 0.7) 0.786109 1.97216 -2.23036
(0.7, 0.8) 0.782195 1.62681 -1.8728
(0.8, 0.9) 0.808764 1.41331 -1.4062
(0.9, 1.0) 0.810269 0.982261 -0.612012
(1.0, 1.1) 0.807408 1.02018 -0.399238
(1.1, 1.2) 0.884288 0.866284 0.254706
(1.2, 1.3) 0.924035 0.881854 0.283914
(1.3, 1.4) 0.911809 0.86341 0.302656
(1.4, 1.5) 0.770269 0.809294 -0.0501709
(1.5, 1.6) 0.752055 0.692966 0.254566
(1.6, 1.7) 0.74108 0.675101 0.376143
(1.7, 1.8) 0.713646 0.698564 0.279139
(1.8, 1.9) 0.726283 0.633088 0.432847
(1.9, 2.0) 0.743482 0.617156 0.509901
(2.0, 2.1) 0.708702 0.811351 0.348887
(2.1, 2.2) 0.730678 0.748061 0.532554
(2.2, 2.3) 0.756626 0.665151 0.615279
(2.3, 2.4) 0.774999 0.586717 0.725742
(2.4, 2.5) 0.827873 0.652261 0.762124
(2.5, 2.6) 0.757672 0.694091 0.699615
(2.6, 2.7) 0.764741 0.681657 0.721356
(2.7, 2.8) 0.95631 0.674357 0.869047
(2.8, 2.9) 0.858459 0.719744 0.818713
(2.9, 3.0) 0.918614 0.79609 0.836333
(3.0, 3.1) 0.94696 0.803586 0.851111
(3.1, 3.2) 0.87036 0.818951 0.826293
60
Table A.8: RunIIa parameters for γ.
|η| region p(0) p(1) p(2) p(3) p(4) p(5)
(0.0, 0.1) 2659 69.3695 18.2673 5.55104 1.60666 -2658.05
(0.1, 0.2) 4969.99 77.2245 19.5899 5.89242 1.62996 -4969.04
(0.2, 0.3) 6939.34 95.1989 23.7115 6.47245 1.74351 -6938.39
(0.3, 0.4) 1950.12 44.3761 12.3565 3.50814 1.03612 -1949.18
(0.4, 0.5) 10333.4 61.5275 15.258 6.1528 1.6034 -10332.4
(0.5, 0.6) 6927.43 203.57 49.6836 8.91212 2.4113 -6926.48
(0.6, 0.7) 1592.98 63.7851 17.9017 5.5391 1.65388 -1592.04
(0.7, 0.8) 4794.94 143.181 36.6187 8.42552 2.32751 -4794
(0.8, 0.9) 3644.49 104.219 27.6207 8.1575 2.27617 -3643.55
(0.9, 1.0) 5178.59 10.7986 2.95173 181.742 46.7111 -5177.65
(1.0, 1.1) 4042.73 14.4874 4.03015 259.813 67.7165 -4041.79
(1.1, 1.2) 3604.84 315.094 85.7567 10.3216 2.84546 -3603.89
(1.2, 1.3) 37.6002 234.059 100 3.96091 1.86673 -36.6722
(1.3, 1.4) 2460.64 361.215 94.2267 6.80365 1.948 -2459.92
(1.4, 1.5) 57.9966 8.5911 3.74904 265.686 100 -57.1113
(1.5, 1.6) 11648 222.579 52.5827 13.1345 3.42327 -11647.1
(1.6, 1.7) 21412.9 375.375 86.9451 16.832 4.22013 -21411.9
(1.7, 1.8) 17701.5 341.764 80.83 17.5891 4.45543 -17700.5
(1.8, 1.9) 495.355 343.642 100 15.6636 5.23266 -494.378
(1.9, 2.0) 4629.89 393.58 100 20.1904 5.55952 -4628.92
(2.0, 2.1) 1930.28 371.382 100 16.535 4.87616 -1929.31
(2.1, 2.2) 4587.63 351.051 90.2009 20.052 5.50727 -4586.67
(2.2, 2.3) 1442.63 361.699 100 17.4052 5.2418 -1441.66
(2.3, 2.4) 12904.9 412.917 99.9999 18.5311 4.78193 -12903.9
(2.4, 2.5) 218.665 314.055 100 15.5644 5.61015 -217.703
(2.5, 2.6) 1229.53 365.168 100 11.1133 3.40395 -1228.57
(2.6, 2.7) 7.94517 217.6 100 2.15107 1.55323 -6.98257
(2.7, 2.8) 4.69568 200.07 100 1.46742 1.35025 -3.7352
(2.8, 2.9) 16.0897 241.687 100 3.18013 1.8244 -15.1299
(2.9, 3.0) 54.9205 275.311 100 6.33247 2.77021 -53.9608
(3.0, 3.1) 118.309 301.5 100 8.11703 3.16106 -117.354
(3.1, 3.2) 578.052 348.417 100 9.2159 3.02302 -577.101
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Table A.9: RunIIa parameters for pi±.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.860797 0.632369 0.539393
(0.1, 0.2) 0.850693 0.630273 0.541471
(0.2, 0.3) 0.845489 0.650259 0.518831
(0.3, 0.4) 0.856089 0.649128 0.559122
(0.4, 0.5) 0.839919 0.686964 0.512569
(0.5, 0.6) 0.821092 0.693096 0.473706
(0.6, 0.7) 0.802175 0.719734 0.427311
(0.7, 0.8) 0.780728 0.781769 0.37995
(0.8, 0.9) 0.818153 0.805275 0.418298
(0.9, 1.0) 0.843768 0.840645 0.486545
(1.0, 1.1) 0.864473 0.873748 0.556819
(1.1, 1.2) 0.979511 0.877904 0.62851
(1.2, 1.3) 0.990021 0.88364 0.592402
(1.3, 1.4) 1 0.878883 0.630325
(1.4, 1.5) 0.830045 0.89526 0.550935
(1.5, 1.6) 0.774484 0.882901 0.498146
(1.6, 1.7) 0.758813 0.884565 0.501162
(1.7, 1.8) 0.727154 0.877421 0.451664
(1.8, 1.9) 0.72633 0.870825 0.459533
(1.9, 2.0) 0.750314 0.865985 0.503125
(2.0, 2.1) 0.73146 0.865857 0.501728
(2.1, 2.2) 0.742131 0.872904 0.5473
(2.2, 2.3) 0.764877 0.869004 0.60271
(2.3, 2.4) 0.735219 0.864225 0.577661
(2.4, 2.5) 0.756235 0.880723 0.608848
(2.5, 2.6) 0.730606 0.868549 0.616116
(2.6, 2.7) 0.736399 0.872302 0.627813
(2.7, 2.8) 0.727449 0.872778 0.636553
(2.8, 2.9) 0.720124 0.875514 0.639329
(2.9, 3.0) 0.740443 0.875647 0.687514
(3.0, 3.1) 0.719407 0.87 0.681063
(3.1, 3.2) 0.73195 0.890053 0.707342
Table A.10: RunIIa parameters for p.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.822506 3.52553 -2.94879
(0.1, 0.2) 0.812893 4.37602 -3.55282
(0.2, 0.3) 0.818323 4.64685 -3.70741
(0.3, 0.4) 0.812804 3.50995 -2.90102
(0.4, 0.5) 0.806158 3.71462 -3.03158
(0.5, 0.6) 0.79913 3.45286 -2.80311
(0.6, 0.7) 0.792804 3.02194 -2.40044
(0.7, 0.8) 0.774489 3.12402 -2.47591
(0.8, 0.9) 0.800952 2.24678 -1.55752
(0.9, 1.0) 0.794129 2.21421 -1.42287
(1.0, 1.1) 0.794018 1.82393 -0.935459
(1.1, 1.2) 0.876406 1.19412 0.0411741
(1.2, 1.3) 0.90948 1.27162 0.0125828
(1.3, 1.4) 0.89152 1.30335 0.0159607
(1.4, 1.5) 0.771733 1.54969 -0.35037
(1.5, 1.6) 0.731166 2.22291 -1.20377
(1.6, 1.7) 0.71722 1.71393 -0.597006
(1.7, 1.8) 0.699545 2.00432 -1.00536
(1.8, 1.9) 0.699556 1.86898 -0.763125
(1.9, 2.0) 0.705317 1.50316 -0.349243
(2.0, 2.1) 0.693087 1.61502 -0.429272
(2.1, 2.2) 0.681487 1.42705 -0.193888
(2.2, 2.3) 0.707124 1.24625 0.174338
(2.3, 2.4) 0.681316 1.2012 0.154039
(2.4, 2.5) 0.7024 1.18246 0.316479
(2.5, 2.6) 0.675002 1.11854 0.345657
(2.6, 2.7) 0.692144 0.975135 0.470717
(2.7, 2.8) 0.685923 1.02506 0.464098
(2.8, 2.9) 0.689911 1.03604 0.521858
(2.9, 3.0) 0.690302 1.07904 0.549674
(3.0, 3.1) 0.69924 0.935002 0.631557
(3.1, 3.2) 0.659514 1.11965 0.533861
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Table A.11: RunIIb parameters for e±.
|η| region p(0) p(1) p(2) p(3) p(4)
(0.0, 0.1) 0.941208 2.50197 6.53843 -0.573548 0.100483
(0.1, 0.2) 0.94236 6.25898 10.1112 -0.73475 0.258273
(0.2, 0.3) 0.939753 2.02081 6.15205 -0.581558 0.116517
(0.3, 0.4) 0.939355 -0.750865 0.279076 5.12945 9.31557
(0.4, 0.5) 0.931738 -0.598296 0.118428 1.61778 6.3194
(0.5, 0.6) 0.936941 -0.799356 0.265318 5.05695 10.5199
(0.6, 0.7) 0.934814 -0.797671 0.273711 4.49899 10.4788
(0.7, 0.8) 0.932292 -0.845947 0.277627 4.53705 11.6054
(0.8, 0.9) 0.925836 -0.909903 0.314013 4.82553 13.8808
(0.9, 1.0) 0.93131 -0.926018 0.304888 4.76157 17.2427
(1.0, 1.1) 0.9244 -0.970689 0.314403 3.44183 19.5487
(1.1, 1.2) 0.91224 -1.74431 1.28115 6.42197 38.8477
(1.2, 1.3) 0.888362 -1.01607 0.385245 11.0101 50.5366
(1.3, 1.4) 0.692133 7.40003 15.1952 -0.931386 0.455629
(1.4, 1.5) 0.861602 -1.56442 0.614226 20.1242 44.2175
(1.5, 1.6) 0.970896 -1.33225 0.641935 16.563 20.2828
(1.6, 1.7) 0.972432 -1.44716 0.686404 21.1326 31.6004
(1.7, 1.8) 0.974323 -1.6526 0.885681 21.8145 35.0814
(1.8, 1.9) 0.973029 -1.67126 0.85434 20.9955 35.418
(1.9, 2.0) 0.967712 -1.62978 0.865498 16.9791 32.7884
(2.0, 2.1) 0.967451 16.3395 34.3826 -1.65183 0.866231
(2.1, 2.2) 0.957925 -1.76214 0.972695 16.6022 34.885
(2.2, 2.3) 0.964119 -1.71283 0.870999 16.7175 35.8345
(2.3, 2.4) 0.964546 18.3875 36.8262 -1.71251 0.922648
(2.4, 2.5) 0.959418 -1.73343 1.02167 20.8904 38.4167
(2.5, 2.6) 0.956955 30.8041 39.0965 -1.3985 0.696942
(2.6, 2.7) 0.962145 -1.31006 0.684873 127.012 100
(2.7, 2.8) 0.959515 -1.22518 0.615599 129.572 100
(2.8, 2.9) 0.95925 -1.39847 0.733814 123.388 100
(2.9, 3.0) 0.955061 -1.40952 0.693574 36.8121 46.5104
(3.0, 3.1) 0.951913 -1.40711 0.713879 36.6468 41.7348
(3.1, 3.2) 0.947723 33.423 37.2798 -1.34834 0.66137
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Table A.12: RunIIb parameters for K±.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.822076 0.799632 0.34622
(0.1, 0.2) 0.808049 0.786815 0.334145
(0.2, 0.3) 0.819156 0.798571 0.344681
(0.3, 0.4) 0.817765 0.799823 0.363268
(0.4, 0.5) 0.816417 0.797421 0.378325
(0.5, 0.6) 0.794646 0.814148 0.335414
(0.6, 0.7) 0.786573 0.808343 0.333295
(0.7, 0.8) 0.773154 0.81383 0.365289
(0.8, 0.9) 0.832335 0.840747 0.455703
(0.9, 1.0) 0.855265 0.852727 0.5189
(1.0, 1.1) 0.890293 0.873994 0.597485
(1.1, 1.2) 0.973795 0.882846 0.603278
(1.2, 1.3) 0.994319 0.870969 0.582768
(1.3, 1.4) 0.977562 0.874264 0.584566
(1.4, 1.5) 0.8805 0.893191 0.641269
(1.5, 1.6) 0.808223 0.879459 0.585071
(1.6, 1.7) 0.797291 0.874889 0.599926
(1.7, 1.8) 0.774906 0.881769 0.59243
(1.8, 1.9) 0.780374 0.881232 0.598404
(1.9, 2.0) 0.793127 0.880634 0.606451
(2.0, 2.1) 0.777857 0.886549 0.610169
(2.1, 2.2) 0.773284 0.881373 0.622128
(2.2, 2.3) 0.800675 0.887915 0.649905
(2.3, 2.4) 0.768843 0.904391 0.639293
(2.4, 2.5) 0.807279 0.90516 0.681039
(2.5, 2.6) 0.772658 0.896964 0.68035
(2.6, 2.7) 0.783928 0.900133 0.689819
(2.7, 2.8) 0.795362 0.910776 0.708762
(2.8, 2.9) 0.809461 0.91515 0.733943
(2.9, 3.0) 0.835758 0.922702 0.762291
(3.0, 3.1) 0.82255 0.922035 0.762625
(3.1, 3.2) 0.905189 0.940495 0.810406
Table A.13: RunIIb parameters for K0L.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.847435 0.734348 0.442908
(0.1, 0.2) 0.822632 0.750845 0.383657
(0.2, 0.3) 0.842629 0.752434 0.440905
(0.3, 0.4) 0.838845 0.759176 0.438263
(0.4, 0.5) 0.839197 0.775737 0.449451
(0.5, 0.6) 0.830098 0.765203 0.46619
(0.6, 0.7) 0.806772 0.758731 0.399872
(0.7, 0.8) 0.79673 0.771803 0.412971
(0.8, 0.9) 0.843158 0.789465 0.466238
(0.9, 1.0) 0.861288 0.802967 0.510634
(1.0, 1.1) 0.868608 0.831756 0.54875
(1.1, 1.2) 0.986282 0.837423 0.626934
(1.2, 1.3) 1 0.837634 0.606542
(1.3, 1.4) 0.968125 0.818877 0.611415
(1.4, 1.5) 0.833732 0.836848 0.551034
(1.5, 1.6) 0.793056 0.826622 0.541808
(1.6, 1.7) 0.785809 0.823865 0.565755
(1.7, 1.8) 0.766705 0.827388 0.548159
(1.8, 1.9) 0.77447 0.834569 0.559662
(1.9, 2.0) 0.789832 0.840919 0.587325
(2.0, 2.1) 0.778975 0.847289 0.598336
(2.1, 2.2) 0.775331 0.826051 0.621866
(2.2, 2.3) 0.814237 0.86262 0.656863
(2.3, 2.4) 0.79084 0.832672 0.672785
(2.4, 2.5) 0.8471 0.850205 0.717218
(2.5, 2.6) 0.807963 0.850922 0.713234
(2.6, 2.7) 0.850873 0.842701 0.753984
(2.7, 2.8) 0.861086 0.838132 0.768638
(2.8, 2.9) 0.912877 0.854657 0.803654
(2.9, 3.0) 0.897045 0.893337 0.796133
(3.0, 3.1) 0.852648 0.892716 0.778949
(3.1, 3.2) 0.848007 0.914506 0.778625
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Table A.14: RunIIb parameters for K0S .
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.849074 0.813983 0.428101
(0.1, 0.2) 0.840997 0.821527 0.429602
(0.2, 0.3) 0.848169 0.816542 0.433534
(0.3, 0.4) 0.846863 0.821912 0.438719
(0.4, 0.5) 0.846738 0.825822 0.46527
(0.5, 0.6) 0.832995 0.835638 0.443816
(0.6, 0.7) 0.83065 0.833631 0.469502
(0.7, 0.8) 0.821376 0.845741 0.483188
(0.8, 0.9) 0.878319 0.863574 0.55633
(0.9, 1.0) 0.919514 0.885853 0.614475
(1.0, 1.1) 0.957731 0.901072 0.668224
(1.1, 1.2) 1 0.898372 0.659404
(1.2, 1.3) 1 0.8888 0.638538
(1.3, 1.4) 1 0.906675 0.664877
(1.4, 1.5) 0.942078 0.910886 0.704033
(1.5, 1.6) 0.861265 0.896807 0.641138
(1.6, 1.7) 0.83916 0.894931 0.63526
(1.7, 1.8) 0.851553 0.909335 0.673894
(1.8, 1.9) 0.848346 0.914154 0.670545
(1.9, 2.0) 0.88475 0.925505 0.691777
(2.0, 2.1) 0.886906 0.948698 0.711163
(2.1, 2.2) 0.932801 0.932361 0.75732
(2.2, 2.3) 0.935081 0.970994 0.747878
(2.3, 2.4) 1 0.963662 0.794754
(2.4, 2.5) 1 0.955872 0.796785
(2.5, 2.6) 1 0.959121 0.808335
(2.6, 2.7) 1 0.966835 0.808963
(2.7, 2.8) 1 0.960957 0.813645
(2.8, 2.9) 1 0.958802 0.827472
(2.9, 3.0) 1 0.973901 0.832058
(3.0, 3.1) 1 0.958663 0.853577
(3.1, 3.2) 1 1.00235 0.832544
Table A.15: RunIIb parameters for Λ.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.797926 2.72782 -1.66259
(0.1, 0.2) 0.789137 2.77609 -1.73597
(0.2, 0.3) 0.7933 2.59726 -1.59521
(0.3, 0.4) 0.789276 2.70361 -1.60873
(0.4, 0.5) 0.781929 2.46835 -1.47604
(0.5, 0.6) 0.773542 2.487 -1.42649
(0.6, 0.7) 0.762494 2.5467 -1.43932
(0.7, 0.8) 0.746613 2.47935 -1.3441
(0.8, 0.9) 0.774376 2.08206 -0.992786
(0.9, 1.0) 0.78545 1.87475 -0.679358
(1.0, 1.1) 0.789941 1.56637 -0.272905
(1.1, 1.2) 0.871975 1.32697 0.118855
(1.2, 1.3) 0.896878 1.40192 0.0634329
(1.3, 1.4) 0.891974 1.3543 0.1371
(1.4, 1.5) 0.761789 1.65538 -0.216312
(1.5, 1.6) 0.728356 1.65657 -0.225436
(1.6, 1.7) 0.714133 1.64613 -0.225164
(1.7, 1.8) 0.686727 1.73468 -0.312475
(1.8, 1.9) 0.685593 1.73488 -0.279157
(1.9, 2.0) 0.690862 1.61988 -0.113617
(2.0, 2.1) 0.677435 1.60578 -0.0929344
(2.1, 2.2) 0.678874 1.47547 0.0831716
(2.2, 2.3) 0.699317 1.39671 0.232813
(2.3, 2.4) 0.677591 1.39937 0.23917
(2.4, 2.5) 0.701948 1.29965 0.368007
(2.5, 2.6) 0.670438 1.33469 0.337561
(2.6, 2.7) 0.680618 1.2944 0.400023
(2.7, 2.8) 0.676061 1.28334 0.430201
(2.8, 2.9) 0.687052 1.24476 0.504289
(2.9, 3.0) 0.710137 1.21083 0.582207
(3.0, 3.1) 0.707464 1.20276 0.599489
(3.1, 3.2) 0.723966 1.19201 0.642217
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Table A.16: RunIIb parameters for µ±.
|η| region p(0) p(1) p(2) p(3)
(0.0, 0.1) -845869 2.04671e+06 -0.232835 0.0011105
(0.1, 0.2) -2.11658e+07 4.99093e+07 -0.227739 0.00022326
(0.2, 0.3) -1.76033e+07 4.01018e+07 -0.209657 0.000249175
(0.3, 0.4) -1.85024e+07 4.29062e+07 -0.23602 0.000239652
(0.4, 0.5) -4.87903e+07 1.03336e+08 -0.169521 0.000150455
(0.5, 0.6) -3.19686e+08 6.3151e+08 -0.0860243 5.7613e-05
(0.6, 0.7) -5.53859e+07 9.96671e+07 0.0400128 0.000135378
(0.7, 0.8) -1.9249e+07 3.31861e+07 0.0442058 0.000231331
(0.8, 0.9) -1.63326e+09 2.78576e+09 0.0643438 2.51734e-05
(0.9, 1.0) -2.50201e+09 4.24116e+09 -0.143569 2.10951e-05
(1.0, 1.1) -2.33262e+07 3.9343e+07 -0.286848 0.000225903
(1.1, 1.2) -6.38793e+07 1.08056e+08 -0.308361 0.000165769
(1.2, 1.3) -1.1071e+07 1.83895e+07 -0.202605 0.000412203
(1.3, 1.4) -1.55281e+07 2.28967e+07 -0.177834 0.000386238
(1.4, 1.5) -5.40757e+07 7.28137e+07 -0.169126 0.000196251
(1.5, 1.6) -3.11515e+07 4.19059e+07 -0.262557 0.000267059
(1.6, 1.7) -29539.2 36952.5 -0.205646 0.00887773
(1.7, 1.8) -5.58374e+07 6.96855e+07 -0.0837477 0.000189689
(1.8, 1.9) -5.25795e+07 6.71398e+07 -0.0412191 0.000186807
(1.9, 2.0) -1.44678e+06 1.91619e+06 -0.0471874 0.00110654
(2.0, 2.1) -4.50732e+07 5.43792e+07 0.150788 0.000192463
(2.1, 2.2) -6.65555e+07 8.64078e+07 -0.118355 0.000168429
(2.2, 2.3) -538.115 920.954 -0.644432 0.0572243
(2.3, 2.4) -77.2484 131.794 -0.601185 0.14293
(2.4, 2.5) -38.8381 67.7287 -0.720275 0.207146
(2.5, 2.6) -46.3054 79.9272 -0.661683 0.182209
(2.6, 2.7) -47.4294 82.0169 -0.730881 0.184437
(2.7, 2.8) -30.7187 54.2883 -0.780982 0.226337
(2.8, 2.9) -24.8646 43.5895 -0.788046 0.251714
(2.9, 3.0) -20.9977 37.6603 -0.859852 0.271456
(3.0, 3.1) -18.7364 33.2281 -0.914634 0.289458
(3.1, 3.2) -15.973 28.6135 -0.883073 0.308064
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Table A.17: RunIIb parameters for n.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.819053 1.38601 -1.93665
(0.1, 0.2) 0.810747 1.39458 -2.10612
(0.2, 0.3) 0.815348 1.27177 -1.83763
(0.3, 0.4) 0.811317 1.39204 -1.88061
(0.4, 0.5) 0.804553 1.23179 -1.60141
(0.5, 0.6) 0.795258 1.29914 -1.63037
(0.6, 0.7) 0.787626 1.41637 -1.95149
(0.7, 0.8) 0.771088 1.51912 -2.02873
(0.8, 0.9) 0.798688 1.23725 -1.30099
(0.9, 1.0) 0.802359 1.08887 -0.760233
(1.0, 1.1) 0.79639 0.912882 -0.359655
(1.1, 1.2) 0.884022 0.854086 0.23825
(1.2, 1.3) 0.910801 0.942055 0.168152
(1.3, 1.4) 0.888836 0.976787 0.113484
(1.4, 1.5) 0.769951 1.06522 -0.252263
(1.5, 1.6) 0.733077 1.03031 -0.388315
(1.6, 1.7) 0.722438 0.844154 0.0580221
(1.7, 1.8) 0.699138 1.04491 -0.36198
(1.8, 1.9) 0.705934 0.869743 0.0975191
(1.9, 2.0) 0.709636 0.950412 0.0707458
(2.0, 2.1) 0.704235 0.885838 0.226668
(2.1, 2.2) 0.708308 0.808864 0.382755
(2.2, 2.3) 0.737651 0.747187 0.536891
(2.3, 2.4) 0.721534 0.757522 0.555841
(2.4, 2.5) 0.755283 0.755586 0.62747
(2.5, 2.6) 0.732795 0.756355 0.64439
(2.6, 2.7) 0.750362 0.740121 0.682725
(2.7, 2.8) 0.803146 0.714062 0.766389
(2.8, 2.9) 0.855066 0.76942 0.803788
(2.9, 3.0) 0.806343 0.815401 0.771174
(3.0, 3.1) 0.833238 0.832136 0.794158
(3.1, 3.2) 0.817346 0.851286 0.789252
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Table A.18: RunIIb parameters for γ.
|η| region p(0) p(1) p(2) p(3) p(4) p(5)
(0.0, 0.1) 3282.62 115.073 29.2108 6.31546 1.81449 -3281.67
(0.1, 0.2) 6201.6 106.114 26.3368 6.12717 1.6771 -6200.65
(0.2, 0.3) 85.5496 2.77048 1.17129 48.4796 17.2251 -84.5962
(0.3, 0.4) 2357.06 73.675 19.653 5.27575 1.54903 -2356.12
(0.4, 0.5) 3933.14 72.9553 19.2005 5.01768 1.4001 -3932.19
(0.5, 0.6) 3684.76 106.854 27.6015 7.239 2.04577 -3683.82
(0.6, 0.7) 3285.06 80.8267 21.4583 7.16739 2.02284 -3284.12
(0.7, 0.8) 3816.65 113.463 29.6299 7.69614 2.15706 -3815.71
(0.8, 0.9) 1217.72 6.2281 1.89986 88.5661 25.5755 -1216.78
(0.9, 1.0) 5631.96 11.8692 3.23216 217.394 55.5197 -5631.01
(1.0, 1.1) 3328.05 12.7623 3.61205 267.308 70.7759 -3327.1
(1.1, 1.2) 3165.55 11.9436 3.34692 350.035 95.242 -3164.6
(1.2, 1.3) 78.2842 5.88953 2.43338 261.536 100 -77.352
(1.3, 1.4) 0.736624 0.405617 4.73105 -0.210415 0.186266 -0.0462887
(1.4, 1.5) 764.368 12.9998 4.11872 339.532 100 -763.486
(1.5, 1.6) 26631.5 12.2794 3.05281 221.215 50.5016 -26630.6
(1.6, 1.7) 16802.3 388.057 90.9661 15.8825 4.06592 -16801.3
(1.7, 1.8) 21255.6 392.649 91.844 19.4421 4.88717 -21254.6
(1.8, 1.9) 19395.3 19.1813 4.83633 364.528 85.9352 -19394.4
(1.9, 2.0) 12515.9 400.626 96.8275 22.7579 5.86896 -12514.9
(2.0, 2.1) 262.573 317.456 100 15.2323 5.43457 -261.601
(2.1, 2.2) 95.556 288.034 100 14.3295 5.8333 -94.5861
(2.2, 2.3) 15.2511 228.277 100 8.64593 5.03099 -14.2834
(2.3, 2.4) 56.0354 9.83588 4.39558 270.748 100 -55.0689
(2.4, 2.5) 231.81 312.63 100 14.6729 5.29025 -230.848
(2.5, 2.6) 16.2379 236.696 100 7.19877 4.03605 -15.2747
(2.6, 2.7) 6.53442 2.39199 1.86335 209.33 100 -5.57295
(2.7, 2.8) 9.21524 223.414 100 2.27665 1.58266 -8.25536
(2.8, 2.9) 16.6893 241.407 100 4.7993 2.66715 -15.7315
(2.9, 3.0) 40.4162 264.11 100 5.269 2.50505 -39.459
(3.0, 3.1) 1610.38 371.594 100 13.4444 4.01312 -1609.43
(3.1, 3.2) 387.21 334.679 100 10.1137 3.46032 -386.257
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Table A.19: RunIIb parameters for pi±.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.831613 0.713556 0.43525
(0.1, 0.2) 0.825935 0.721598 0.45011
(0.2, 0.3) 0.836083 0.723879 0.467886
(0.3, 0.4) 0.836152 0.726506 0.473628
(0.4, 0.5) 0.834182 0.747289 0.496636
(0.5, 0.6) 0.814052 0.730109 0.465423
(0.6, 0.7) 0.807384 0.732788 0.464089
(0.7, 0.8) 0.790964 0.730379 0.456802
(0.8, 0.9) 0.840868 0.76665 0.514619
(0.9, 1.0) 0.8823 0.794124 0.5868
(1.0, 1.1) 0.919187 0.824455 0.649207
(1.1, 1.2) 1 0.830389 0.665294
(1.2, 1.3) 1 0.820269 0.630529
(1.3, 1.4) 1 0.822843 0.659627
(1.4, 1.5) 0.918494 0.856208 0.699342
(1.5, 1.6) 0.842171 0.833375 0.660859
(1.6, 1.7) 0.818045 0.823923 0.653403
(1.7, 1.8) 0.785572 0.829454 0.627739
(1.8, 1.9) 0.790509 0.824285 0.635093
(1.9, 2.0) 0.778699 0.805378 0.612033
(2.0, 2.1) 0.775646 0.812683 0.632207
(2.1, 2.2) 0.770614 0.815616 0.646852
(2.2, 2.3) 0.795324 0.826311 0.667093
(2.3, 2.4) 0.778466 0.842917 0.675825
(2.4, 2.5) 0.793996 0.836775 0.689344
(2.5, 2.6) 0.76346 0.834997 0.689795
(2.6, 2.7) 0.782275 0.843831 0.706938
(2.7, 2.8) 0.763276 0.840756 0.701997
(2.8, 2.9) 0.779813 0.857181 0.729416
(2.9, 3.0) 0.799652 0.864877 0.755364
(3.0, 3.1) 0.784406 0.870369 0.756288
(3.1, 3.2) 0.786595 0.87281 0.76595
Table A.20: RunIIb parameters for p.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.81782 2.39735 -2.28225
(0.1, 0.2) 0.808423 2.22588 -2.05185
(0.2, 0.3) 0.813395 2.21865 -2.04901
(0.3, 0.4) 0.80822 2.20866 -2.00896
(0.4, 0.5) 0.802207 2.04033 -1.77255
(0.5, 0.6) 0.791311 2.27537 -2.04119
(0.6, 0.7) 0.784237 2.01856 -1.64479
(0.7, 0.8) 0.771821 2.11517 -1.71898
(0.8, 0.9) 0.795281 1.79001 -1.19598
(0.9, 1.0) 0.799708 1.71113 -0.956757
(1.0, 1.1) 0.796793 1.51525 -0.524727
(1.1, 1.2) 0.875361 1.25693 -0.005628
(1.2, 1.3) 0.906721 1.28994 -0.00107515
(1.3, 1.4) 0.888806 1.28602 0.0349906
(1.4, 1.5) 0.770242 1.46238 -0.312063
(1.5, 1.6) 0.733807 1.49584 -0.412866
(1.6, 1.7) 0.716567 1.49825 -0.401074
(1.7, 1.8) 0.698403 1.50674 -0.450542
(1.8, 1.9) 0.697938 1.46829 -0.316187
(1.9, 2.0) 0.707282 1.35866 -0.0968763
(2.0, 2.1) 0.69329 1.33268 -0.0527146
(2.1, 2.2) 0.691605 1.27704 0.113181
(2.2, 2.3) 0.704159 1.22637 0.243061
(2.3, 2.4) 0.684224 1.21717 0.247778
(2.4, 2.5) 0.700408 1.18474 0.344535
(2.5, 2.6) 0.677958 1.16986 0.367125
(2.6, 2.7) 0.683771 1.13358 0.419396
(2.7, 2.8) 0.676823 1.14142 0.438307
(2.8, 2.9) 0.693387 1.10896 0.538945
(2.9, 3.0) 0.698672 1.10115 0.582812
(3.0, 3.1) 0.679426 1.12908 0.567046
(3.1, 3.2) 0.676631 1.11128 0.589528
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Table A.21: RunIIb-P20ToP17 parameters for e±.
|η| region p(0) p(1) p(2) p(3) p(4)
(0.0, 0.1) 0.941208 2.50197 6.53843 -0.573548 0.100483
(0.1, 0.2) 0.94236 6.25898 10.1112 -0.73475 0.258273
(0.2, 0.3) 0.939753 2.02081 6.15205 -0.581558 0.116517
(0.3, 0.4) 0.939355 -0.750865 0.279076 5.12945 9.31557
(0.4, 0.5) 0.931738 -0.598296 0.118428 1.61778 6.3194
(0.5, 0.6) 0.936941 -0.799356 0.265318 5.05695 10.5199
(0.6, 0.7) 0.934814 -0.797671 0.273711 4.49899 10.4788
(0.7, 0.8) 0.932292 -0.845947 0.277627 4.53705 11.6054
(0.8, 0.9) 0.925836 -0.909903 0.314013 4.82553 13.8808
(0.9, 1.0) 0.93131 -0.926018 0.304888 4.76157 17.2427
(1.0, 1.1) 0.9244 -0.970689 0.314403 3.44183 19.5487
(1.1, 1.2) 0.91224 -1.74431 1.28115 6.42197 38.8477
(1.2, 1.3) 0.888362 -1.01607 0.385245 11.0101 50.5366
(1.3, 1.4) 0.692133 7.40003 15.1952 -0.931386 0.455629
(1.4, 1.5) 0.861602 -1.56442 0.614226 20.1242 44.2175
(1.5, 1.6) 0.970896 -1.33225 0.641935 16.563 20.2828
(1.6, 1.7) 0.972432 -1.44716 0.686404 21.1326 31.6004
(1.7, 1.8) 0.974323 -1.6526 0.885681 21.8145 35.0814
(1.8, 1.9) 0.973029 -1.67126 0.85434 20.9955 35.418
(1.9, 2.0) 0.967712 -1.62978 0.865498 16.9791 32.7884
(2.0, 2.1) 0.967451 16.3395 34.3826 -1.65183 0.866231
(2.1, 2.2) 0.957925 -1.76214 0.972695 16.6022 34.885
(2.2, 2.3) 0.964119 -1.71283 0.870999 16.7175 35.8345
(2.3, 2.4) 0.964546 18.3875 36.8262 -1.71251 0.922648
(2.4, 2.5) 0.959418 -1.73343 1.02167 20.8904 38.4167
(2.5, 2.6) 0.956955 30.8041 39.0965 -1.3985 0.696942
(2.6, 2.7) 0.962145 -1.31006 0.684873 127.012 100
(2.7, 2.8) 0.959515 -1.22518 0.615599 129.572 100
(2.8, 2.9) 0.95925 -1.39847 0.733814 123.388 100
(2.9, 3.0) 0.955061 -1.40952 0.693574 36.8121 46.5104
(3.0, 3.1) 0.951913 -1.40711 0.713879 36.6468 41.7348
(3.1, 3.2) 0.947723 33.423 37.2798 -1.34834 0.66137
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Table A.22: RunIIb-P20ToP17 parameters
for K±.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.822076 0.799632 0.34622
(0.1, 0.2) 0.808049 0.786815 0.334145
(0.2, 0.3) 0.819156 0.798571 0.344681
(0.3, 0.4) 0.817765 0.799823 0.363268
(0.4, 0.5) 0.816417 0.797421 0.378325
(0.5, 0.6) 0.794646 0.814148 0.335414
(0.6, 0.7) 0.786573 0.808343 0.333295
(0.7, 0.8) 0.773154 0.81383 0.365289
(0.8, 0.9) 0.832335 0.840747 0.455703
(0.9, 1.0) 0.855265 0.852727 0.5189
(1.0, 1.1) 0.890293 0.873994 0.597485
(1.1, 1.2) 0.973795 0.882846 0.603278
(1.2, 1.3) 0.994319 0.870969 0.582768
(1.3, 1.4) 0.977562 0.874264 0.584566
(1.4, 1.5) 0.8805 0.893191 0.641269
(1.5, 1.6) 0.808223 0.879459 0.585071
(1.6, 1.7) 0.797291 0.874889 0.599926
(1.7, 1.8) 0.774906 0.881769 0.59243
(1.8, 1.9) 0.780374 0.881232 0.598404
(1.9, 2.0) 0.793127 0.880634 0.606451
(2.0, 2.1) 0.777857 0.886549 0.610169
(2.1, 2.2) 0.773284 0.881373 0.622128
(2.2, 2.3) 0.800675 0.887915 0.649905
(2.3, 2.4) 0.768843 0.904391 0.639293
(2.4, 2.5) 0.807279 0.90516 0.681039
(2.5, 2.6) 0.772658 0.896964 0.68035
(2.6, 2.7) 0.783928 0.900133 0.689819
(2.7, 2.8) 0.795362 0.910776 0.708762
(2.8, 2.9) 0.809461 0.91515 0.733943
(2.9, 3.0) 0.835758 0.922702 0.762291
(3.0, 3.1) 0.82255 0.922035 0.762625
(3.1, 3.2) 0.905189 0.940495 0.810406
Table A.23: RunIIb-P20ToP17 parameters
for K0L.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.847435 0.734348 0.442908
(0.1, 0.2) 0.822632 0.750845 0.383657
(0.2, 0.3) 0.842629 0.752434 0.440905
(0.3, 0.4) 0.838845 0.759176 0.438263
(0.4, 0.5) 0.839197 0.775737 0.449451
(0.5, 0.6) 0.830098 0.765203 0.46619
(0.6, 0.7) 0.806772 0.758731 0.399872
(0.7, 0.8) 0.79673 0.771803 0.412971
(0.8, 0.9) 0.843158 0.789465 0.466238
(0.9, 1.0) 0.861288 0.802967 0.510634
(1.0, 1.1) 0.868608 0.831756 0.54875
(1.1, 1.2) 0.986282 0.837423 0.626934
(1.2, 1.3) 1 0.837634 0.606542
(1.3, 1.4) 0.968125 0.818877 0.611415
(1.4, 1.5) 0.833732 0.836848 0.551034
(1.5, 1.6) 0.793056 0.826622 0.541808
(1.6, 1.7) 0.785809 0.823865 0.565755
(1.7, 1.8) 0.766705 0.827388 0.548159
(1.8, 1.9) 0.77447 0.834569 0.559662
(1.9, 2.0) 0.789832 0.840919 0.587325
(2.0, 2.1) 0.778975 0.847289 0.598336
(2.1, 2.2) 0.775331 0.826051 0.621866
(2.2, 2.3) 0.814237 0.86262 0.656863
(2.3, 2.4) 0.79084 0.832672 0.672785
(2.4, 2.5) 0.8471 0.850205 0.717218
(2.5, 2.6) 0.807963 0.850922 0.713234
(2.6, 2.7) 0.850873 0.842701 0.753984
(2.7, 2.8) 0.861086 0.838132 0.768638
(2.8, 2.9) 0.912877 0.854657 0.803654
(2.9, 3.0) 0.897045 0.893337 0.796133
(3.0, 3.1) 0.852648 0.892716 0.778949
(3.1, 3.2) 0.848007 0.914506 0.778625
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Table A.24: RunIIb-P20ToP17 parameters
for K0S .
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.849074 0.813983 0.428101
(0.1, 0.2) 0.840997 0.821527 0.429602
(0.2, 0.3) 0.848169 0.816542 0.433534
(0.3, 0.4) 0.846863 0.821912 0.438719
(0.4, 0.5) 0.846738 0.825822 0.46527
(0.5, 0.6) 0.832995 0.835638 0.443816
(0.6, 0.7) 0.83065 0.833631 0.469502
(0.7, 0.8) 0.821376 0.845741 0.483188
(0.8, 0.9) 0.878319 0.863574 0.55633
(0.9, 1.0) 0.919514 0.885853 0.614475
(1.0, 1.1) 0.957731 0.901072 0.668224
(1.1, 1.2) 1 0.898372 0.659404
(1.2, 1.3) 1 0.8888 0.638538
(1.3, 1.4) 1 0.906675 0.664877
(1.4, 1.5) 0.942078 0.910886 0.704033
(1.5, 1.6) 0.861265 0.896807 0.641138
(1.6, 1.7) 0.83916 0.894931 0.63526
(1.7, 1.8) 0.851553 0.909335 0.673894
(1.8, 1.9) 0.848346 0.914154 0.670545
(1.9, 2.0) 0.88475 0.925505 0.691777
(2.0, 2.1) 0.886906 0.948698 0.711163
(2.1, 2.2) 0.932801 0.932361 0.75732
(2.2, 2.3) 0.935081 0.970994 0.747878
(2.3, 2.4) 1 0.963662 0.794754
(2.4, 2.5) 1 0.955872 0.796785
(2.5, 2.6) 1 0.959121 0.808335
(2.6, 2.7) 1 0.966835 0.808963
(2.7, 2.8) 1 0.960957 0.813645
(2.8, 2.9) 1 0.958802 0.827472
(2.9, 3.0) 1 0.973901 0.832058
(3.0, 3.1) 1 0.958663 0.853577
(3.1, 3.2) 1 1.00235 0.832544
Table A.25: RunIIb-P20ToP17 parameters
for Λ.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.797926 2.72782 -1.66259
(0.1, 0.2) 0.789137 2.77609 -1.73597
(0.2, 0.3) 0.7933 2.59726 -1.59521
(0.3, 0.4) 0.789276 2.70361 -1.60873
(0.4, 0.5) 0.781929 2.46835 -1.47604
(0.5, 0.6) 0.773542 2.487 -1.42649
(0.6, 0.7) 0.762494 2.5467 -1.43932
(0.7, 0.8) 0.746613 2.47935 -1.3441
(0.8, 0.9) 0.774376 2.08206 -0.992786
(0.9, 1.0) 0.78545 1.87475 -0.679358
(1.0, 1.1) 0.789941 1.56637 -0.272905
(1.1, 1.2) 0.871975 1.32697 0.118855
(1.2, 1.3) 0.896878 1.40192 0.0634329
(1.3, 1.4) 0.891974 1.3543 0.1371
(1.4, 1.5) 0.761789 1.65538 -0.216312
(1.5, 1.6) 0.728356 1.65657 -0.225436
(1.6, 1.7) 0.714133 1.64613 -0.225164
(1.7, 1.8) 0.686727 1.73468 -0.312475
(1.8, 1.9) 0.685593 1.73488 -0.279157
(1.9, 2.0) 0.690862 1.61988 -0.113617
(2.0, 2.1) 0.677435 1.60578 -0.0929344
(2.1, 2.2) 0.678874 1.47547 0.0831716
(2.2, 2.3) 0.699317 1.39671 0.232813
(2.3, 2.4) 0.677591 1.39937 0.23917
(2.4, 2.5) 0.701948 1.29965 0.368007
(2.5, 2.6) 0.670438 1.33469 0.337561
(2.6, 2.7) 0.680618 1.2944 0.400023
(2.7, 2.8) 0.676061 1.28334 0.430201
(2.8, 2.9) 0.687052 1.24476 0.504289
(2.9, 3.0) 0.710137 1.21083 0.582207
(3.0, 3.1) 0.707464 1.20276 0.599489
(3.1, 3.2) 0.723966 1.19201 0.642217
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Table A.26: RunIIb-P20ToP17 parameters for µ±.
|η| region p(0) p(1) p(2) p(3)
(0.0, 0.1) -845869 2.04671e+06 -0.232835 0.0011105
(0.1, 0.2) -2.11658e+07 4.99093e+07 -0.227739 0.00022326
(0.2, 0.3) -1.76033e+07 4.01018e+07 -0.209657 0.000249175
(0.3, 0.4) -1.85024e+07 4.29062e+07 -0.23602 0.000239652
(0.4, 0.5) -4.87903e+07 1.03336e+08 -0.169521 0.000150455
(0.5, 0.6) -3.19686e+08 6.3151e+08 -0.0860243 5.7613e-05
(0.6, 0.7) -5.53859e+07 9.96671e+07 0.0400128 0.000135378
(0.7, 0.8) -1.9249e+07 3.31861e+07 0.0442058 0.000231331
(0.8, 0.9) -1.63326e+09 2.78576e+09 0.0643438 2.51734e-05
(0.9, 1.0) -2.50201e+09 4.24116e+09 -0.143569 2.10951e-05
(1.0, 1.1) -2.33262e+07 3.9343e+07 -0.286848 0.000225903
(1.1, 1.2) -6.38793e+07 1.08056e+08 -0.308361 0.000165769
(1.2, 1.3) -1.1071e+07 1.83895e+07 -0.202605 0.000412203
(1.3, 1.4) -1.55281e+07 2.28967e+07 -0.177834 0.000386238
(1.4, 1.5) -5.40757e+07 7.28137e+07 -0.169126 0.000196251
(1.5, 1.6) -3.11515e+07 4.19059e+07 -0.262557 0.000267059
(1.6, 1.7) -29539.2 36952.5 -0.205646 0.00887773
(1.7, 1.8) -5.58374e+07 6.96855e+07 -0.0837477 0.000189689
(1.8, 1.9) -5.25795e+07 6.71398e+07 -0.0412191 0.000186807
(1.9, 2.0) -1.44678e+06 1.91619e+06 -0.0471874 0.00110654
(2.0, 2.1) -4.50732e+07 5.43792e+07 0.150788 0.000192463
(2.1, 2.2) -6.65555e+07 8.64078e+07 -0.118355 0.000168429
(2.2, 2.3) -538.115 920.954 -0.644432 0.0572243
(2.3, 2.4) -77.2484 131.794 -0.601185 0.14293
(2.4, 2.5) -38.8381 67.7287 -0.720275 0.207146
(2.5, 2.6) -46.3054 79.9272 -0.661683 0.182209
(2.6, 2.7) -47.4294 82.0169 -0.730881 0.184437
(2.7, 2.8) -30.7187 54.2883 -0.780982 0.226337
(2.8, 2.9) -24.8646 43.5895 -0.788046 0.251714
(2.9, 3.0) -20.9977 37.6603 -0.859852 0.271456
(3.0, 3.1) -18.7364 33.2281 -0.914634 0.289458
(3.1, 3.2) -15.973 28.6135 -0.883073 0.308064
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Table A.27: RunIIb-P20ToP17 parameters for n.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.819053 1.38601 -1.93665
(0.1, 0.2) 0.810747 1.39458 -2.10612
(0.2, 0.3) 0.815348 1.27177 -1.83763
(0.3, 0.4) 0.811317 1.39204 -1.88061
(0.4, 0.5) 0.804553 1.23179 -1.60141
(0.5, 0.6) 0.795258 1.29914 -1.63037
(0.6, 0.7) 0.787626 1.41637 -1.95149
(0.7, 0.8) 0.771088 1.51912 -2.02873
(0.8, 0.9) 0.798688 1.23725 -1.30099
(0.9, 1.0) 0.802359 1.08887 -0.760233
(1.0, 1.1) 0.79639 0.912882 -0.359655
(1.1, 1.2) 0.884022 0.854086 0.23825
(1.2, 1.3) 0.910801 0.942055 0.168152
(1.3, 1.4) 0.888836 0.976787 0.113484
(1.4, 1.5) 0.769951 1.06522 -0.252263
(1.5, 1.6) 0.733077 1.03031 -0.388315
(1.6, 1.7) 0.722438 0.844154 0.0580221
(1.7, 1.8) 0.699138 1.04491 -0.36198
(1.8, 1.9) 0.705934 0.869743 0.0975191
(1.9, 2.0) 0.709636 0.950412 0.0707458
(2.0, 2.1) 0.704235 0.885838 0.226668
(2.1, 2.2) 0.708308 0.808864 0.382755
(2.2, 2.3) 0.737651 0.747187 0.536891
(2.3, 2.4) 0.721534 0.757522 0.555841
(2.4, 2.5) 0.755283 0.755586 0.62747
(2.5, 2.6) 0.732795 0.756355 0.64439
(2.6, 2.7) 0.750362 0.740121 0.682725
(2.7, 2.8) 0.803146 0.714062 0.766389
(2.8, 2.9) 0.855066 0.76942 0.803788
(2.9, 3.0) 0.806343 0.815401 0.771174
(3.0, 3.1) 0.833238 0.832136 0.794158
(3.1, 3.2) 0.817346 0.851286 0.789252
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Table A.28: RunIIb-P20ToP17 parameters for γ.
|η| region p(0) p(1) p(2) p(3) p(4) p(5)
(0.0, 0.1) 3282.62 115.073 29.2108 6.31546 1.81449 -3281.67
(0.1, 0.2) 6201.6 106.114 26.3368 6.12717 1.6771 -6200.65
(0.2, 0.3) 85.5496 2.77048 1.17129 48.4796 17.2251 -84.5962
(0.3, 0.4) 2357.06 73.675 19.653 5.27575 1.54903 -2356.12
(0.4, 0.5) 3933.14 72.9553 19.2005 5.01768 1.4001 -3932.19
(0.5, 0.6) 3684.76 106.854 27.6015 7.239 2.04577 -3683.82
(0.6, 0.7) 3285.06 80.8267 21.4583 7.16739 2.02284 -3284.12
(0.7, 0.8) 3816.65 113.463 29.6299 7.69614 2.15706 -3815.71
(0.8, 0.9) 1217.72 6.2281 1.89986 88.5661 25.5755 -1216.78
(0.9, 1.0) 5631.96 11.8692 3.23216 217.394 55.5197 -5631.01
(1.0, 1.1) 3328.05 12.7623 3.61205 267.308 70.7759 -3327.1
(1.1, 1.2) 3165.55 11.9436 3.34692 350.035 95.242 -3164.6
(1.2, 1.3) 78.2842 5.88953 2.43338 261.536 100 -77.352
(1.3, 1.4) 0.736624 0.405617 4.73105 -0.210415 0.186266 -0.0462887
(1.4, 1.5) 764.368 12.9998 4.11872 339.532 100 -763.486
(1.5, 1.6) 26631.5 12.2794 3.05281 221.215 50.5016 -26630.6
(1.6, 1.7) 16802.3 388.057 90.9661 15.8825 4.06592 -16801.3
(1.7, 1.8) 21255.6 392.649 91.844 19.4421 4.88717 -21254.6
(1.8, 1.9) 19395.3 19.1813 4.83633 364.528 85.9352 -19394.4
(1.9, 2.0) 12515.9 400.626 96.8275 22.7579 5.86896 -12514.9
(2.0, 2.1) 262.573 317.456 100 15.2323 5.43457 -261.601
(2.1, 2.2) 95.556 288.034 100 14.3295 5.8333 -94.5861
(2.2, 2.3) 15.2511 228.277 100 8.64593 5.03099 -14.2834
(2.3, 2.4) 56.0354 9.83588 4.39558 270.748 100 -55.0689
(2.4, 2.5) 231.81 312.63 100 14.6729 5.29025 -230.848
(2.5, 2.6) 16.2379 236.696 100 7.19877 4.03605 -15.2747
(2.6, 2.7) 6.53442 2.39199 1.86335 209.33 100 -5.57295
(2.7, 2.8) 9.21524 223.414 100 2.27665 1.58266 -8.25536
(2.8, 2.9) 16.6893 241.407 100 4.7993 2.66715 -15.7315
(2.9, 3.0) 40.4162 264.11 100 5.269 2.50505 -39.459
(3.0, 3.1) 1610.38 371.594 100 13.4444 4.01312 -1609.43
(3.1, 3.2) 387.21 334.679 100 10.1137 3.46032 -386.257
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Table A.29: RunIIb-P20ToP17 parameters
for pi±.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.831613 0.713556 0.43525
(0.1, 0.2) 0.825935 0.721598 0.45011
(0.2, 0.3) 0.836083 0.723879 0.467886
(0.3, 0.4) 0.836152 0.726506 0.473628
(0.4, 0.5) 0.834182 0.747289 0.496636
(0.5, 0.6) 0.814052 0.730109 0.465423
(0.6, 0.7) 0.807384 0.732788 0.464089
(0.7, 0.8) 0.790964 0.730379 0.456802
(0.8, 0.9) 0.840868 0.76665 0.514619
(0.9, 1.0) 0.8823 0.794124 0.5868
(1.0, 1.1) 0.919187 0.824455 0.649207
(1.1, 1.2) 1 0.830389 0.665294
(1.2, 1.3) 1 0.820269 0.630529
(1.3, 1.4) 1 0.822843 0.659627
(1.4, 1.5) 0.918494 0.856208 0.699342
(1.5, 1.6) 0.842171 0.833375 0.660859
(1.6, 1.7) 0.818045 0.823923 0.653403
(1.7, 1.8) 0.785572 0.829454 0.627739
(1.8, 1.9) 0.790509 0.824285 0.635093
(1.9, 2.0) 0.778699 0.805378 0.612033
(2.0, 2.1) 0.775646 0.812683 0.632207
(2.1, 2.2) 0.770614 0.815616 0.646852
(2.2, 2.3) 0.795324 0.826311 0.667093
(2.3, 2.4) 0.778466 0.842917 0.675825
(2.4, 2.5) 0.793996 0.836775 0.689344
(2.5, 2.6) 0.76346 0.834997 0.689795
(2.6, 2.7) 0.782275 0.843831 0.706938
(2.7, 2.8) 0.763276 0.840756 0.701997
(2.8, 2.9) 0.779813 0.857181 0.729416
(2.9, 3.0) 0.799652 0.864877 0.755364
(3.0, 3.1) 0.784406 0.870369 0.756288
(3.1, 3.2) 0.786595 0.87281 0.76595
Table A.30: RunIIb-P20ToP17 parameters
for p.
|η| region p(0) p(1) p(2)
(0.0, 0.1) 0.81782 2.39735 -2.28225
(0.1, 0.2) 0.808423 2.22588 -2.05185
(0.2, 0.3) 0.813395 2.21865 -2.04901
(0.3, 0.4) 0.80822 2.20866 -2.00896
(0.4, 0.5) 0.802207 2.04033 -1.77255
(0.5, 0.6) 0.791311 2.27537 -2.04119
(0.6, 0.7) 0.784237 2.01856 -1.64479
(0.7, 0.8) 0.771821 2.11517 -1.71898
(0.8, 0.9) 0.795281 1.79001 -1.19598
(0.9, 1.0) 0.799708 1.71113 -0.956757
(1.0, 1.1) 0.796793 1.51525 -0.524727
(1.1, 1.2) 0.875361 1.25693 -0.005628
(1.2, 1.3) 0.906721 1.28994 -0.00107515
(1.3, 1.4) 0.888806 1.28602 0.0349906
(1.4, 1.5) 0.770242 1.46238 -0.312063
(1.5, 1.6) 0.733807 1.49584 -0.412866
(1.6, 1.7) 0.716567 1.49825 -0.401074
(1.7, 1.8) 0.698403 1.50674 -0.450542
(1.8, 1.9) 0.697938 1.46829 -0.316187
(1.9, 2.0) 0.707282 1.35866 -0.0968763
(2.0, 2.1) 0.69329 1.33268 -0.0527146
(2.1, 2.2) 0.691605 1.27704 0.113181
(2.2, 2.3) 0.704159 1.22637 0.243061
(2.3, 2.4) 0.684224 1.21717 0.247778
(2.4, 2.5) 0.700408 1.18474 0.344535
(2.5, 2.6) 0.677958 1.16986 0.367125
(2.6, 2.7) 0.683771 1.13358 0.419396
(2.7, 2.8) 0.676823 1.14142 0.438307
(2.8, 2.9) 0.693387 1.10896 0.538945
(2.9, 3.0) 0.698672 1.10115 0.582812
(3.0, 3.1) 0.679426 1.12908 0.567046
(3.1, 3.2) 0.676631 1.11128 0.589528
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Appendix B
Notes on fitting
Here we describe the Gauss-Newton method utilized in the determination of the fit
parameters A, B and C for Rdatah via the pT-balance method. Our implementation
makes use of analytical results for the relevant derivatives. This decreases the amount
of function evaluations needed in the 3-dimensional parameter space in comparison to
more elementary numerical stencils. Efficiency considerations are needed due to the
independent nature of the study requiring all computations to be performed using local
resources. The method also motivates the fit parameter uncertainties by clearly linking
them with hyperspace curvature.
Let us first recall the ordinary Newton’s method in function minimization. Suppose
a function f : Rk → R, k ∈ N has a minimum at the point xn. The vectors in the
fit parameter space shall be denoted by boldface font. We seek to find this point by
an iterative algorithm, where the m:th point is obtained from the m − 1:th by a small
step δxm−1 such that xm = xm−1 + δxm−1. We may then Taylor expand f(xn) =
f(xn−1 + δxn−1) about the minimum as
f(xn−1 + δxn−1) = f(xn−1) + (∂if(xn−1)) δxin−1 +O(2). (B.1)
The gradient of f must vanish at the minimum xn, so that ∂jf(xn) = 0. Dropping the
second and higher order terms O(2) and differentiating both sides of Eq. (B.1), we get
0 = ∂jf(xn−1) + (∂j∂if(xn−1)) δxin−1, (B.2)
where ∂j∂if(x) ≡ Hji are the elements of the Hessian matrix. It’s inverse has the
components (H−1)ji such that (H−1)jiH ik = δkj , where δ
k
j is the Kroenecker delta.
Solving Eq. (B.2) for the step δxin−1 results in
δxin−1 = −(H−1)ji∂jf(xn−1).
Now that we may find the point xn from information obtainable at xn−1, we construct
the iterative formula
xin = x
i
n−1 − (H−1)ji∂jf(xn−1).
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B.1 The Gauss-Newton method
In the fitting process, we look at pT-balance profiles. Essentially, they are two-dimensional
histograms in (E′, pprobeT /p
tag
T )-space, divided into bins along the E
′-axis. The pprobeT /p
tag
T
value of each E′-bin results from averaging over the values calculated for each event in
that particular E′-bin. Let us write the DØ detector data point to be compared to the
n:th bin in this space as dn and its uncertainty as σn. Suppose we have N
evt
n events
in the n:th E′-bin. Our computations are done utilizing ROOT TProfile histograms,
which use automatic weighing by the number of events in a bin. Then the square sum
χ2 =
∑
n∈E′-bins
1
σ2n
 1
N evtn
∑
k∈{Eventsin n }
pprobeT(k)
ptagT(k)
− dn
2 (B.3)
is a function in the three-dimensional parameter space spanned by the three parameters
A,B,C of the hadron data response given in Eq. (4.10). Let us denote the partial deriva-
tives in the Euclidean A,B,C-space by ∂i
.
= (∂A, ∂B, ∂C). It was assured in the course of
the simulations that the generator level probe direction equals the reconstructed probe
direction to a good approximation. As the jet energy estimator E′ is found using the
photon response for the tag object and generator level probe direction, it is independent
of the fit parameters A, B and C. Furthermore, also the E′-binning is left invariant
under a change in the fit parameters. Therefore only the term pprobeT in Eq. (B.3) de-
pends on Rdatah and thus on the parameters (A,B,C). Hence we have the following first
derivatives
∂iχ
2 =
∑
n∈E′-bins
2
σ2n
 1
N evtn
∑
k∈{Eventsin n }
pprobeT(k)
ptagT(k)
− dn
 1
N evtn
∑
k′∈{Eventsin n }
∂ip
probe
T(k′)
ptagT(k′)
 ,
(B.4)
where
∂ip
probe
T(k′) = ∂i
√(
pprobex(k′)
)2
+
(
pprobey(k′)
)2
=
1
2pprobeT(k′)
(
2pprobex(k′) ∂ip
probe
x(k′) + 2p
probe
y(k′) ∂ip
probe
y(k′)
)
=
pprobex(k′)
pprobeT(k′)
 ∑
l∈{Hadrons
in jet k′}
pgenx(l)∂iR
data
h (El)
+ pprobey(k′)
pprobeT(k′)
 ∑
l′∈{Hadrons
in jet k′}
pgeny(l′)∂iR
data
h (El′)
 .
Here we need the first derivatives of the hadron data response of Eq. (4.10). They are
given by
∂AR
data
h = −Cp(0)h p(1)h (4E/3)p
(2)
h +B−1,
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∂BR
data
h = −ACp(0)h p(1)h ∂B(4E/3)p
(2)
h +B−1
= −ACp(0)h p(1)h (4E/3)p
(2)
h −1∂BeBln(4E/3)
= −ACp(0)h p(1)h (4E/3)p
(2)
h +B−1ln(4E/3),
and
∂CR
data
h = p
(0)
h
(
1−Ap(1)h (4E/3)p
(2)
h +B−1
)
.
The second derivatives of χ2 give the elements of the Hessian matrix
Hji ≡ ∂j∂iχ2 =
∑
n∈E′-bins
2
σ2n
 1
N evtn
∑
k∈{Eventsin n }
∂jp
probe
T(k)
ptagT(k)
 1
N evtn
∑
k′∈{Eventsin n }
∂ip
probe
T(k′)
ptagT(k′)
 (B.5)
+
∑
n′∈E′-bins
2
σ2n′
 1
N evtn
∑
k′′∈{Events
in n′ }
pprobeT(k′′)
ptagT(k′′)
− dn′
 ∑
k′′′∈{Events
in n′ }
∂j∂ip
probe
T(k′′′)
N evtn p
tag
T(k′′′)
.
(B.6)
The Gauss-Newton algorithm differs here from the ordinary Newton’s method by drop-
ping line (B.6) due to the presence of the second partial derivatives of pprobeT . Hence, the
Hessian is approximated only by the line (B.5). Mathematically speaking, this amounts
to assuming that the reconstructed probe pT should change sufficiently little with respect
to a small change in the fit parameters. From the computational physicist’s viewpoint,
the demonstration of the validity of such an assumption is left as a practical matter:
the algorithm must converge to a good fit result, and its success may be evaluated by
overlaying the fit with the detector data. In case the fit fails to converge or only poor
agreement is shown, one must look for possible correction terms or resort to alternative
algorithms. However, such fallbacks did not occur in the studies reported here.
B.2 Fit convergence and degrees of freedom
As a remark to the above discussion, we calculate the LSQ sum divided by the number
of degrees of freedom, χ2/nDOF, where nDOF is the amount of detector data points to
fit to minus the amount of free fit parameters. In our case, C is constrained so there
are only two free parameters. The fit is considered converged if either χ2/nDOF gets
below1 1 or when step size gets below 10−6, indicating that the fit is not proceeding any
further.
1technically one should adjust χ2/nDOF to the vicinity of 1 instead of below, but in practice the steps
get progressively smaller as χ2/nDOF approaches 1.
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B.3 Propagating the fit parameter uncertainties
To determine the uncertainties in the parameters A, B and C, we follow the procedure
presented in [73]. Having first calculated the Hessian with the resulting fit parameters,
we then take its inverse to obtain the covariance matrix. Writing (H−1)ij ≡ σij and
(H−1)ii ≡ σ2i , we propagate the uncertainties in the fit parameter determination to F
as
σF, syst. =
√
(H−1)ij(∂iF )(∂jF )
=
(|∂AF |2σ2A + |∂BF |2σ2B + |∂CF |2σ2C
+ (∂AF )(∂BF )σAB + (∂AF )(∂CF )σAC + (∂BF )(∂CF )σBC
)1/2
.
The last three terms inside the square root serve to take into account the correlations
between the fit parameters. The partial derivatives of F are given by
∂kF =
∑
i∈{Particlesin jet }E
gen
i ∂kR
data(Ei)∑
j∈{Particlesin jet }E
gen
j R
MC(Ej)
. (B.7)
We take the uncertainty in the fit parameters A, B and C to be the source of systematic
uncertainty of F . To obtain the total uncertainty in F , we sum the systematic and
statistical uncertainties in quadrature.
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Appendix C
Details on probe jet particle
composition
Here we give all probe jet composition plots for reference. Fig. C.1 and Fig. C.2 show the
particle content of the Pythia 6 γ+jet and EM+jet samples. The b-enriched Pythia
6 samples’ probe compositions are depicted in Fig. C.3 and Fig. C.4. Finally, Fig. C.5
along with Fig. C.6 illustrate the compositions of the Herwig 7 samples.
For completeness, the particle compositions are given at three levels of reconstruction:
at generator level (gen), after applying the RMC SPR responses (MC SPR) and after
applying the Rdata responses (Fit). Notice however that we have included also the
neutrinos and muons in these histograms, albeit they are generally dropped from the
jets even at gen level calculations. These plots however aim to give a physical picture of
the nature of the processes involved in the samples. The strange baryons, for which we
had no SPR parametrizations from DØ, contribute to the section entitled other. Further
information on the fractions of different particle types to the other section on a separate
panel next to the corresponding general composition plot. The reconstructions are done
using the SPR parameters for run IIa, since this is the case in which our results bear
the most resemblance to those of DØ out of all the run II epochs considered throughout
the thesis.
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Figure C.1: Probe jet particle contents in the Pythia 6 γ+jet sample.
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Figure C.2: Probe jet particle contents in the Pythia 6 EM+jet sample.
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Figure C.3: Probe jet particle contents in the b-enriched Pythia 6 γ+jet sample.
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Figure C.4: Probe jet particle contents in the b-enriched Pythia 6 EM+jet sample.
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Figure C.5: Probe jet particle contents in the Herwig 7 γ+jet samples.
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Figure C.6: Probe jet particle contents in the Herwig 7 EM+jet sample.
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Appendix D
Additional pT-balance plots
Here we have included additional comparisons of our Pythia 6 and Herwig 7 MC
simulations (histogram lines) and the DØ Pythia 6 MC (open circles). and DØ detector
data (filled circles) to our MC reconstructed using Rdata with DØ fit parameters A,B,C
given in [40] (filled diamonds). The Pythia 6 simulation comparisons are shown for
run IIb2 and IIb3-4 in Fig. D.1. Comparisons of the DØ detector data points and our
Rdata reconstructed MC samples using DØ fit parameters A,B,C are shown in Fig. D.2
for runs IIb2 and IIb3-4. Our fits for these runs are shown in Fig. D.3.
Fig. D.4 contains comparisons of our Herwig 7 MC and the DØ Pythia 6. The
reader is advised to bear in mind that complete agreement is not expected for the plots
comparing two generators. Rather, they serve as a demonstration of the magnitude of
the difference between the overall energy scales between the Pythia 6 and Herwig
7 samples. The results of fitting our Herwig 7 simulations to DØ detector data are
portrayed in Fig. D.5.
88
40 50 60 70 80 90100 200 300 400 500
E’ [GeV]
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
ta
g
T
/p
pr
ob
e
Tp
+jet MCγ ∅D
+jet MCγOur 
 EM+jet MC∅D
Our EM+jet MC
(a) P6 run IIb2
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Figure D.1: A reproduction of the DØ run IIb3-4 pT-balance for Pythia 6.
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Figure D.2: A reproduction of the DØ run IIb3-4 pT-balance for Pythia 6.
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Figure D.3: Our Pythia 6 pT-balance fit to DØ detector data.
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Figure D.4: Our Herwig 7 pT-balance MC compared to DØ Pythia 6 MC.
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Figure D.5: Our Herwig 7 pT-balance fit to DØ detector data points.
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Appendix E
Additional plots on reproducing
the DØ F and Fcorr
For completeness, we show here the remaining F and Fcorr plots resulting from using
the DØ A,B,C values from [40] in our MC samples. Fig. E.1 illustrates the case of run
IIb2, whereas run IIb3-4 is shown in Fig. E.2. The agreement is on par with the run
IIb1 comparisons presented in chapter 5. However, for unexplained reasons the DØ run
IIb3-4 histograms reported in [40] have more fluctuation and larger bin sizes than the
other runs.
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Figure E.1: The correction factors F and Fcorr for different flavours, obtained by applying
DØ fit parameters A,B,C given in [40] to our MC. The open markers are DØ histograms and
the curves are the DØ fits, both extracted from [40]. The filled markers are our reproduction.
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Figure E.2: The correction factors F and Fcorr for different flavours, obtained by applying
DØ fit parameters A,B,C given in [40] to our MC. The open markers are DØ histograms and
the curves are the DØ fits, both extracted from [40]. The filled markers are our reproduction.
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