The astral index of a graph is defined as the smallest number of astral graphs (also known as threshold graphs) into which the graph can be decomposed, divided by the number of vertices in the graph. The astral index is a promising new graph measure for analysing the structure of graphs in applications. In this paper, we prove some theoretical results concerning astral graphs and the astral index. We reveal a connection between astral graphs and scale-free graphs. We prove that finding the exact value of the astral index is an NP-complete problem.
Introduction and main definitions
All graphs in this paper are assumed to be undirected and without loops. As to having no loops, this is merely a matter of convenience, and the places where it matters can be easily re-written for graphs with loops. As to being undirected, this is the case we are considering; in principle, it is possible and it would be interesting to extend the ideas in the paper to directed graphs.
Astral graphs
By a neighbourhood of a vertex v, denoted by N(v), we mean the set of vertices adjacent to v. We call a graph astral if there is an ordering of the set of vertices V = {v 1 , v 2 , . . . , v n } such that for each vertex v its neighbourhood N(v) has a form {v 1 , v 2 , . . . , v k } \ {v} for some k = 0, . . . ,n. In other words, if one ignores the diagonal, non-zero entries in each row (column) of the adjacency matrix form an initial segment of the row (column). As to examples, it is easy to see that every star graph is an astral graph: indeed, a desirable ordering of vertices is any order such that the centre of the star is v 1 .
The class of astral graphs has featured in graph theory literature. Let us refer to two ways in which it appears. Astral graphs coincide with threshold graphs, which are defined via a certain linear-algebra condition [9, 3] . After some deliberation, we have decided that in our research, we shall give these graphs a new name and call them astral graphs. Our motivation for introducing the new name is the following. First, the word 'threshold' is overused and, therefore, it is impossible to speak, for instance, about 'threshold decomposition' without introducing ambiguity. Second, we want to stress that in real-world applications, astral graphs are connected and sparse and, therefore, are either star graphs or close to star graphs; the words 'astral graph' seem appropriate to describe a generalisation of a star graph. Third, we shall introduce the concept of astral decomposition, which is inspired by (though not equivalent to) the concept of star arboricity [1] , and we wanted these two concepts to have similar names. Fourth, the word 'threshold' refers to one parameter in the linear-algebra construction used to define threshold graphs; however, 'threshold' has no significance if one doesn't use this construction.
Other characterisations of the same class of graphs exist in graph theory. Perhaps the most elegant of them is the concept of Dilworth 1 graphs [5] . The vicinal preorder is defined on the set of vertices as follows: for two vertices u, v we have u v Proof. It is easy to check that a graph is astral if and only its vicinal preorder is total. It is one of the statements in Theorem 1.2.4 in [9] that the class of threshold graphs coincides with the class of Dilworth 1 graphs. 2
Astral decomposition
Consider a graph G = (V , E). The astral decomposition number of G is defined as the smallest number t such that there are astral subgraphs
The astral index of G is the astral decomposition number of G divided by the number of vertices |V |. These concepts have been introduced by the first author, and he gave a talk about them in his talk at ACiD 2010 [12] .
The main motivation for introducing the astral index was to understand the relationship between two popular concepts in the study of graphs in real-world applications: namely, scale-free graphs and the preferential attachment model; let us describe these two concepts.
By the degree of a vertex v in a graph we mean the number of elements in N(v). By the degree distribution of a graph G one understands a function which puts into correspondence with each non-negative number d the number of vertices in G whose degree is equal to d. A graph is called scale-free if its degree distribution can be 'reasonably' approximated by a power function with a negative exponent, for example, a function having a form O (d −2 ). As one can see, the concept of a scale-free graph is not completely formal, though it might make sense in real-world applications.
The preferential attachement model is a pseudo-evolutionary process for generating graphs. The process starts with a small dense graph (for example, K 2 ). Then at each step, one new vertex v is added, together with some edges connecting v with some existing vertices. The rule for adding the edges is probabilistic: the probability that the new vertex v becomes adjacent to an existing vertex u is directly proportional to the current value of the degree of u. Informally speaking, it is more likely that the new vertex becomes adjacent to 'more popular' vertices than to 'less popular' ones.
Some publications stress that the concepts of scale-free graphs and the preferential attachment model are closely related to one another. In particular, it has been demonstrated that an implementation of the preferential attachment model is likely to generate scale-free graphs [2] . Other publications come up with examples which show that scale-free graphs do not necessarily result from the preferential attachment model [8] . Computational experiments performed by the first author of this paper present one new way of looking at these two concepts. Graphs generated by the same model with fixed parameters tend to share the same value of the astral index. To give just one example, if we use the preferential attachment model and if with every new vertex we add exactly one edge, the astral index is approximately 0.30, irrespective of the size of the graph. 2 There is no reason why scale-free graphs in general should have a value of the astral index close to the value observed in the graphs generated by the preferential attachment model. For example, one can easily construct examples of scale-free astral graphs (see the next section for one possible construction); obviously, they all will have a value of the astral index which is close to 0. Although the observations from the computational experiments seem very interesting, the theory of astral decomposition is not developed yet. This paper establishes some important theoretical results concerning astral decomposition and the astral index.
Astral graphs and pseudo-evolutionary processes
One pseudo-evolutionary model generating astral graphs is already known. Namely, suppose we start with the one-vertex graph and then at each step we add either a vertex adjacent to all existing vertices or a vertex not adjacent to any of the existing vertices. This process generates only astral graphs, and, conversely, all astral graphs can be generated by this process (Theorem 1.2.4 in [9] ). The process described above is artificial and is not based on any intuition related to graphs in realworld applications. (Originally, this pseudo-evolutionary process was introduced merely as a convenient technical tool [3] .)
Our intuition regarding a possible pseudo-evolutionary process generating graphs in real-world applications is rather as follows. At each step, a duplicate of a vertex can be created, which is adjacent to the same vertices as the original vertex and, perhaps, is also adjacent to the original vertex (this might correspond, for instance, to the appearance of a new protein within an organism [11] , and so on). Formally speaking, let us say that the following pseudo-evolutionary process is the clone-and-connect process:
Start from the one-vertex graph. Then, at each step, use either option 1 or option 2 below:
1) choose a vertex u and add a new vertex v which is adjacent to every vertex to which u is adjacent; 2) choose a vertex u and add a new vertex v which is adjacent to every vertex to which u is adjacent and also to u. Proof. Let us prove that every astral graph G can be generated by the clone-and-connect process It is worth noting that the same process as in the theorem above can be used to produce all connected astral graphs: for this, you need to start the process from K 2 instead of the one-vertex graph.
Lemma 4. Let p be a real number between 0 and 1. Suppose we implement the clone-and-connect process so that we choose a vertex
u uniformly at random, and then pick option 1 with the probability 1 − p or option 2 with the probability p. Then irrespective of the value of p, the number of edges m is likely to grow faster than the number of vertices n; namely, m = O (n 2 ).
Proof. Suppose the current number of vertices in the graph is n and the current number of edges in the graph is m. It is easy to see that at the next step we can expect that the number of edges will grow by 2m n + p. Even if we consider the smallest possible value of p = 0, this means that at each step, it is likely that 2m n edges will appear. To express this in a non-recursive formula, we can easily deduce that we should expect m = 1 6 (n 2 + n). 2
We know that graphs in real-world applications are sparse; typically, the ratio of the number of edges to the number of vertices in them is between 1 and 2. From the previous lemma it follows that sparse graphs are likely to be produced by our pseudo-evolutionary process only when p is close to 0.
Theorem 5. Sparse astral graphs produced by the clone-and-connect process are scale-free.
Proof. Indeed, suppose we add a new vertex v as a copy of an existing vertex u. The probability that an existing vertex w whose degree is d will be adjacent to v is
; that is, this is the probability that v is adjacent to u plus the probability that u = w and v becomes adjacent to u. If n is large and p is small, this expression is close to d n , that is, is directly proportional to the degree of w. 2
What we have seen in this section is that there is a natural pseudo-evolutionary process for generating astral graphs. A natural implementation of this process produces astral graphs which are scale-free.
Properties of astral decomposition

NP-completeness
In this subsection we prove the NP-completeness of some problems concerning the astral decomposition.
Theorem 6. Given a graph G and a positive integer k it is NP-complete to determine whether G contains an induced astral subgraph on at least k vertices. Also, it is NP-complete to determine whether G contains a connected induced astral subgraph on at least k vertices.
Proof. It was proved in [7] that finding a maximum induced subgraph with a property Π is NP-hard for every non-trivial and hereditary property Π (a property is non-trivial if it is true for infinitely many graphs and false for infinitely many graphs; a property is hereditary if it holds for induced subgraphs). Note, however, that the property of being a connected astral graph is not hereditary. So, we cannot apply the result from [7] directly. We shall show that the problem of finding an induced astral subgraph can be reduced to the problem of finding a connected induced astral subgraph. Indeed, given a graph H for the induced astral subgraph problem, let G be a graph obtained from H by adding an all-adjacent vertex v 0 .
Then, clearly, V 0 ⊆ V (H) induces an astral subgraph of H if and only if {v 0 } ∪ V 0 induces a connected astral subgraph of G. So, finding a connected induced astral subgraph in G is equivalent to finding an induced astral subgraph in H . 2
The problem of finding the astral decomposition index of a graph is also NP-complete. Denote the astral index of a graph G by ai(G).
Theorem 7. Given a graph G and some k > 0 it is NP-complete to determine whether ai(G) is at most k.
Proof. It was proved in [10] that the independent set problem remains NP-hard for triangle-free graphs. Let G be a trianglefree graph. We show that G has an independent set of cardinality α if and only if ai(G) k where k = 1 − α/n. Indeed, in a triangle-free graph all astral subgraphs are stars. Then any astral decomposition consists of stars and, moreover, the centers of these stars must form a vertex cover. Since the removal of a vertex cover yields an independent set, G has an independent set of cardinality α if and only if its minimum vertex cover contains at most n − α vertices, i.e. ai(G) (n − α)/n = k. 2
Boundaries of astral index
Clearly, the astral index of a graph is between 0 and 1. Astral graphs are examples of graphs on which the astral index is arbitrarily close to 0. In this subsection we prove that the astral index can also be arbitrarily close to 1. Proof. Let k = 1/ε . It is known [4] that for all positive integers g and k there is a graph with girth g and independence number at most n/k. Let G be such a graph for g = 4 (i.e. G is a triangle-free graph with maximum independent set of cardinality at most n/k). Let E = E 1 ∪ E 2 ∪ · · · ∪ E t be an astral decomposition of G with the smallest possible t. Since G is triangle-free, each E i spans a star graph and the centers of these star graphs form a vertex cover. So, G has a vertex cover of cardinality t and we have n − t n/k by the choice of G.
To give a more specific example, it is known [6] that there are triangle-free graphs in which the size of independent sets is at most c n log n, where c is a constant. By the argument above, the astral decomposition index of such graphs is at least 1 − c log n/n.
Astral index vs clustering coefficient
A popular graph measure is the so-called clustering coefficient, defined as the number of triangles in a graph divided by the number of its connected 3-vertex subgraphs. Denote the clustering coefficient of a graph G by cc(G). What we can see is that there is no relation between the values of ai(G) and cc(G). Indeed, an astral graph, which is a graph with a small astral index, can have a wide range of values of the clustering coefficient, from 0 (in sparse astral graphs, for example, stars) to 1 (in dense astral graphs, for example, complete graphs). As for large values of the astral index, in the previous subsection we have presented a construction which produces graphs whose astral index is arbitrarily close to 1, but whose clustering coefficient is 0. It is possible to construct graphs with relatively high values of both the astral index and the clustering coefficients. Our best construction is the following. Take an n-vertex triangle-free graph with the independent set size at most c n log n (where c is a constant, see [6] ) and add t all-adjacent vertices to it. By the same argument as used in the theorem, above we have ai(G) (n − c n log n)/(n + t). Note that any two all-adjacent vertices form a triangle with each vertex of the initial graph. So, the graph has at least n t 2 triangles and, therefore, cc(G) n we have ai(G) ∼ n/(t + n) and cc(G) ∼ 3t 2 n/(n + t) 3 . In particular, for t ≈ n/( √ 3 − 1) we have ai(G) ≈ cc(G) ≈ 0.42. As we have said, this is our best construction; we have not managed to construct a graph whose both astral index and clustering coefficient are close to 1.
