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The electronic structure and numerous magnetic properties of MnBi magnetic systems are investi-
gated using local spin density approximation (LSDA) with on-cite Coulomb correlations (LSDA+U)
included. We show that the inclusion of Coulomb correlations provides a much better description of
equilibrium magnetic moments on Mn atom as well as the magnetic anisotropy energy (MAE) be-
havior with temperature and magneto-optical effects. We found that the inversion of the anisotropic
pairwise exchange interaction between Bi atoms is responsible for the observed spin reorientation
transition at 90 K. This interaction appears as a result of strong spin orbit coupling on Bi atoms,
large magnetic moments on Mn atoms, significant p − d hybridization between Mn and Bi atoms,
and it depends strongly on lattice constants. A better agreement with the magneto-optical Kerr
measurements at higher energies is obtained. We also present the detailed investigation of the Fermi
surface, the de Haas-van Alphen (dHvA) effect and the X-ray magnetic circular dichroism in MnBi.
PACS numbers: 75.50.Cc, 71.20.Lp, 71.15.Rf
I. INTRODUCTION.
MnBi is an intriguing ferromagnetic material, both
magnetically and structurally. Manganese alloys usu-
ally tend to exhibit antiferromagnetic order, because they
have nearly half-filled 3d bands, but MnBi is one of the
few known ferromagnetic manganese compounds which
can be used as a permanent magnet.1 It is other interest-
ing magnetic properties include an extraordinarily large
Kerr rotation,2 with a Curie temperature above room
temperature (RT),3 a large perpendicular anisotropy in
thin films at RT,4 and a high coercivity that increases
with temperature.5 The low-temperature phase (LTP)
of MnBi is ferromagnetic and has the hexagonal NiAs
structure. With increasing temperature, the material
remains ferromagnetic up to 628 K and then under-
goes a coupled structural and magnetic phase transition
to a paramagnetic high-temperature phase (HTP). The
HTP is a disordered NiAs phase where 10-15% of the
large bipyramidal interstitial sites are occupied by Mn
atoms.6 Rapid cooling of HTP MnBi yields a quenched
high-temperature phase, which is also ferromagnetic with
even larger uniaxial magneto-crystalline anisotropy en-
ergy (MAE), but smaller magnetization and Curie tem-
perature.
At RT MnBi is known to have an extremely high
MAE (K∼107 ergs/cm3). This decreases rapidly, how-
ever, rapidly with decreasing temperature and vanishes
at∼90 K (TSR).7 The experiments indicated the presence
of a spin-reorientation transition during this tempera-
ture decrease.5 Among known hard magnetic materials,
MnBi is one of few alloys where the coercive field in-
creases with increasing temperature, reflecting the mag-
netic anisotropy trend.
Historically, the ferromagnetic nature of manganese-
bismuth alloys was first reported by Heusler around
1904.8 In 1914 Bekier considered the formation of a phase
MnBi as probable; the phase results from a peritectic
reaction at 450 ◦C between pure manganese and the
melted alloy containing 9 % of manganese.9 Parravano
and Perretl10 established the phase diagram for this sys-
tem and isolated crystals containing 19.9 % manganese,
which they considered to be the MnBi phase. Hilpert and
Dieckmann11 noted the strong ferromagnetism of these
alloys and placed the Curie temperature at around 360-
380 ◦C. Furst and Halla later concluded from X-ray stud-
ies that a single compound was present with the structure
Mn2Bi.
12 Montignie, however, showed that MnBi repre-
sented the only stable compound.13 In further studies by
Halla and Montignie, the same results were obtained.14
The most comprehensive studies of this material were
performed by Guillaud in 1943 in Strasbourg. As a part
of his PhD thesis, he was the first to prepare the hexag-
onal MnBi compound and study its numerous magnetic
properties.15 In addition to measuring the saturation mo-
ment, MAE, and Curie temperature, he established the
dependence of the high coercive force of MnBi on its mag-
netic anisotropy and reduced particle size. He also was
first to observe the spin reorientation and a corresponding
increase of magnetic anisotropy with temperature. Be-
cause of these considerations, around 60 years ago, MnBi
was chosen for the investigation by the US Naval Ord-
nance Laboratory. As a result, a new permanent mag-
netic alloy ”Bismanol” was developed.16 Bismanol has
very high coercive force and moderate energy density,
making it a good choice for small electric motors. How-
ever, due to oxidation and corrosion problems, Bismanol
has not been used much as a practical magnet.
Nevertheless, studies of both fundamental and applied
properties relevant for permanent magnetism have never
been abandoned and this material attracted attention of
new generation of researchers. Hihara T and Y. Ko¨i17
studied the temperature dependence of the easy axis of
the magnetization in MnBi using the nuclear magnetic
2resonance method. They found that for high temper-
atures above 142 K, the easy axis of magnetization is
along the c direction. As the temperature is decreased
between the TSR1=142 K and TSR=90 K (spin canting
interval), the polar angle θ is gradually deviates from
the c axis to θexper ∼ 37◦. The magnetization flops into
the ab basal plane at 90 K. This spin reorientation was
also observed by neutron diffraction5,7 and magnetization
measurements on MnBi single crystals.18
Nearly simultaneously with Bismanol’s development,
MnBi became the subject of another research activity
after being recognized that, in the form of thin films, it
had quite favorable properties with regard to potential
applications for MO recording19–22 (see references prior
1988 and discussion in Ref. 23). The MO properties of
MnBi were measured by several authors.2,24–26 The most
extensive study was carried out by Di et al.2,25 Their
measured Kerr angle spectrum for MnBi has peaks at
1.84 eV and 3.35 eV. The former have a relatively large
magnitude of 2.31◦ at 85 K.
The electronic band structure of MnBi has been calcu-
lated by several authors.5,27–44 The optical and MO spec-
tra of MnBi have been calculated in Refs. 29,30,32,33,35.
However, there are still disagreements about the interpre-
tation of the MO spectra. The major disagreement con-
cerns the theoretical description of a high energy peak of
the Kerr rotation observed experimentally at 3.35 eV.
Ko¨hler and Ku¨bler32,33 obtained only one peak at 1.8
eV. They hypothesized that the thin-film samples may
had considerable impurities from materials in contact
with them. They found that oxygen, as an impurity,
produced a second peak, but energies of both peaks were
not in good agreement with the experiment. Ravindran
et al.,35 on the other hand, did find a second peak in
their calculated Kerr-angle spectrum for pure MnBi. Op-
peneer et al.30 obtained a large negative peak at 1.8 eV.
This is in agreement with experiment. They then found
only a shoulder around 3.4 eV. Here, the experimen-
tal data has a pronounced peak. Since the data of Di
et al.2,25 were taken on a sample with the composition
Mn1.22Bi, Oppeneer et al.
30 simulated this material and
found a calculated Kerr-angle spectrum with a similar
but weaker peak at 1.8 eV and a second peak at 4.3 eV.
This is higher in energy than that for MnBi. Previous
studies of MO properties of MnBi were performed in the
LDSA approximation and value of magnetic moment was
significantly underestimated.
Below we provide theoretical explanation for the long-
standing experimental puzzles in the measured MO prop-
erties, coercivity and spin orientation. We show that all
the physical properties under consideration can be prop-
erly described only taking into account SO interaction
and Coulomb electron-electron correlations.
The paper is organized as follows. The crystal struc-
ture of MnBi and computational details are presented
in Sec. II. Sec. III presents results and discussions of
electronic and magnetic structures, magnetic moments,
Fermi surface (FS), orbital dependence of the cyclotron
FIG. 1: (Color online) Crystal lattice of MnBi LTP phase.
masses, extremal cross sections of the FS, MO Kerr spec-
tra, x-ray magnetic circular dichroism, and temperature
dependence of the MAE of MnBi. The results are sum-
marized in Sec. IV.
II. CRYSTAL STRUCTURE AND
CALCULATION DETAILS.
A. Crystal structure.
Fig. 1 depicts the crystal and magnetic structure of
MnBi. It exhibits large trigonal-bipyramidal interstitial
sites, which may be occupied by dopant or Mn atoms.
It is speculated that octahedral Mn atoms are ferromag-
netically coupled with the spin parallel to the c-axis, and
the bipyramidal Mn atoms are antiferromagnetically cou-
pled to the octahedral Mn atoms and result in reduced
net magnetization.7,45
The LTP phase of MnBi is ferromagnetic and has a
hexagonal NiAs-type structure with unit cell dimensions
a=4.29 A˚, c=6.13 A˚. On heating above 360 ◦C (Tt) there
is a first order phase transition to a paramagnetic3 state
(HTP). The MnBi compounds in the LTP phase have
the NiAs structure (P63¯/mmc symmetry, group number
194). The unit cell consists of two Mn atoms at the
Wyckoff 2a sites (0, 0, 0) and (0, 0, 12 ) and two Bi atoms
at the Wyckoff 2c sites (13 ,
2
3 ,
1
4 ) and (
2
3 ,
1
3 ,
3
4 ).
B. Calculation details
a. Magneto-optical properties and x-ray magnetic cir-
cular dichroism. For the polar Kerr magnetization ge-
ometry and a crystal of tetragonal symmetry, where both
the fourfold axis and the magnetization M are perpen-
3dicular to the sample surface and the z-axis is chosen to
be parallel to them, the dielectric tensor is composed of
the diagonal εxx and εzz, and the off-diagonal εxy com-
ponents in the form
ε =

 εxx εxy 0−εxy εxx 0
0 0 εzz

 . (1)
The various elements εˆαβ are composed of real and
imaginary parts as follows: εˆαβ = ε
(1)
αβ + iε
(2)
αβ , where
α, β ≡ x, y, z, εxx = (n+ ik)2, and n and k are refractive
index and extinction coefficient, respectively. The optical
conductivity tensor σˆαβ = σ
(1)
αβ + iσ
(2)
αβ is related to the
dielectric tensor εαβ through the equation
εˆαβ(ω) = δαβ +
4πi
ω
σˆαβ(ω). (2)
The Kerr rotation θ and ellipticity η are expressed as
follow:46
θ + iη ≈ −εxy
(εxx − 1)√εxx . (3)
The optical conductivity of MnBi has been computed
from the energy band structure by means of the Kubo-
Greenwood47 linear-response expression:48
σαβ(ω) =
−ie2
m2h¯Vuc
×
∑
k
∑
nn′
f(ǫnk)− f(ǫn′k)
ωnn′(k)
Παn′n(k)Π
β
nn′(k)
ω − ωnn′(k) + iγ ,(4)
where f(ǫnk) is the Fermi function, h¯ωnn′(k) ≡ ǫnk −
ǫn′k is the energy difference of the Kohn-Sham energies,
ǫnk, and γ is the lifetime parameter, it is included to
describe the finite lifetime of the excited Bloch electron
states. The Παnn′ are the dipole optical transition matrix
elements. In a fully relativistic description, these are
given by
Πnn′(k) = 〈ψnk|cα|ψn′k〉 (5)
with the four-component Bloch electron wave function
ψnk, velocity of light c, and Dirac operator α. The com-
bined correction terms were also taken into account in
the optical matrix element calculations. A detailed de-
scription of the optical matrix elements in the Dirac rep-
resentation is given in Refs. 49 and 50.
Within the one-particle approximation, the absorption
coefficient µλj (ω) for incident x-ray of polarization λ and
photon energy h¯ω can be determined as the probabil-
ity of electronic transitions from initial core states with
the total angular momentum j to final unoccupied Bloch
states
µjλ(ω) =
∑
mj
∑
nk
|〈Ψnk|Πλ|Ψjmj 〉|2δ(Enk − Ejmj − h¯ω)
×θ(Enk − EF ) , (6)
where Ψjmj and Ejmj are the wave function and the
energy of a core state with the projection of the to-
tal angular momentum mj ; Ψnk and Enk are the wave
function and the energy of a valence state in the n-th
band with the wave vector k; EF is the Fermi energy.
Πλ = −eαaλ is the electron-photon interaction opera-
tor in the dipole approximation (5), aλ is the λ polar-
ization unit vector of the photon vector potential, with
a± = 1/
√
2(1,±i, 0), a‖ = (0, 0, 1). Here, + and − de-
notes, respectively, left and right circular photon polar-
izations with respect to the magnetization direction in
the solid. X-ray magnetic circular and linear dichroism
are given then by (µ+ − µ−) and (µ‖ − (µ+ + µ−)/2),
respectively.
Usually, the exchange splitting of a core shell is small
compared to the band width of final valence states and
can be neglected. However, the exchange splitting of the
2p1/2,3/2 states of 3d transition metals may be as large as
0.4 eV. Then, transitions from core states with different
mj in Eq. (6) occur at different photon frequencies. This
may lead to the appearance of giant XMLD in cubic 3d
metals and it’s strong dependence on the magnetization
direction.51
At the core level, XMCD is not only element-specific
but also orbital specific. For 3d transition metals, the
electronic states can be probed by the K, L2,3 and M2,3
X-ray absorption and emission spectra. In Bi, one can
use the K, L2,3, M2,3, M4,5, N2,3, N4,5, N6,7, and O2,3
spectra. For unpolarized absorption spectra µ0(ω) al-
lows only transitions with ∆l = ±1,∆j = 0,±1 (dipole
selection rules). Therefore only electronic states with an
appropriate symmetry contribute to the absorption and
emission spectra under consideration.
b. Magnetocrystalline anisotropy. The internal en-
ergy of ferromagnetic materials depends on the direction
of spontaneous magnetization. Here we consider one part
of this energy, the MAE, which possesses the crystal sym-
metry of the material. For the material exhibiting uni-
axial anisotropy, such as a hexagonal crystal, the MAE
can be expressed as52
K = K1 sin
2 θ +K2sin
4θ +K
′
3 sin
6 θ
+K3 sin
2 θ cos[6(φ+ ψ)] + ... (7)
where Ki is the anisotropy constant of the ith order, θ
and φ are the polar angles of the Cartesian coordinate
system where the c axis coincides with the z axis (the
Cartesian coordinate system was chosen such that the x
axis is rotated through 90◦ from the a hexagonal axis)
and ψ is the phase angle.
4Here, we study MAE caused only by the SO inter-
action and define it as the difference between two self-
consistently calculated and fully relativistic total ener-
gies for two different magnetic field directions, K = E(θ)
- E(< 0001 >).
c. Calculation details The calculations presented
in this work were performed using the spin-polarized
fully relativistic LMTO method53 (denoted further as
LSDA+SO). To understand the influence of the SO in-
teraction on the MO properties and MAE, we used the
scalar relativistic magnetic Hamiltonian with SO cou-
pling added variationally.54 The basis consisted of s, p, d,
and f LMTO’s. The k-space integration was performed
with an improved tetrahedron method.55 To attain good
convergence in total energy, a large number of k points
has to be used in the calculations. To resolve the differ-
ence in total energies and to investigate the convergence,
we used 12008 and 18986 k points in the irreducible part
of the Brillouin zone. This corresponds to 46656 and
74088 k points in full zone.
d. Treatment of the Coulomb correlations It is well
known that the LSDA fails to describe the electronic
structure and properties of the systems in which the in-
teraction among the electrons is strong. In recent years,
more advanced methods of electronic structure determi-
nation such as LSDA plus self-interaction corrections,56
the LSDA+U57 method, GW approximation,58 and dy-
namical mean-field theory59–61 have sought to rem-
edy this problem and have shown considerable success.
Among them, the LSDA+U method is the simplest and
most frequently used. We used the ”relativistic” general-
ization of the rotationally invariant version of LSDA+U
method62 which takes into account SO coupling so that
the occupation matrix of localized electrons becomes
non-diagonal in spin indexes.
The screened Coulomb U and exchange J integrals en-
ter the LSDA+U energy functional as external parame-
ters and have to be determined independently. We tried
several approximations to obtain Hubbard U in this work
and decided on the value U=4 eV and J=0.97 eV. These
are used throughout the paper.
The value of U can be estimated from the photo-
emission spectroscopy and x-ray Bremsstrahlung isochro-
mat spectroscopy experiments. Because of difficulties
with unambiguous determination of U it can be consid-
ered as a parameter of the model. Its value can there-
fore be adjusted to achieve the best agreement of the
results of LSDA+U calculations with photoemission or
optical spectra.63 While the use of an adjustable pa-
rameter is generally considered an anathema among first
principles practitioners, the LSDA+U approach does of-
fer a plausible and practical method to approximately
treat strongly correlated orbitals in solids. The Hub-
bard U and exchange parameter J can be determined
from supercell LSDA calculations using Slater’s transi-
tion state technique64,65 or from constrained LSDA cal-
culations (cLSDA).65–67 Recent extensions of the cLSDA
method may be found in Refs. 68 and 69. The cLSDA
method, however, is known from early on to yield val-
ues of U that are too large in some cases.70 For exam-
ple, Anisimov and Gunnarsson64 computed the effective
on site Coulomb interaction in metallic Fe and Ce. For
Ce the calculated Coulomb interaction was found to be
about 6 eV in good agreement with empirical and exper-
imental estimates ranging from 5 to 7 eV. The result for
Fe (also about 6 eV) was surprisingly high since U was
expected to be in the range of 2-3 eV for elemental tran-
sition metals, with the exception of Ni.71,72 We applied
the cLSDA method to MnBi and obtained U=4.57 eV,
J=0.97 eV.
Another method for determining the effective interac-
tion is a scheme based on the random-phase approxi-
mation (RPA). Early attempts of this can be found in
Refs. 73 and 74. A method for calculating the Hubbard
U , called the constrained RPA (cRPA) scheme was pro-
posed by Aryasetiawan et al.75 some years ago. Subse-
quently, a combined cLSDA and cRPA method was also
proposed.76 The main merit of the cRPA method over
currently available methods is that it allows for a pre-
cise elimination of screening channels. They are instead
to be included in a more sophisticated treatment of the
model Hamiltonian.77 This method allows easy access to
obtaining not only on-site matrix elements but also off-
site matrix elements as well as screened-exchange ma-
trix elements. These are usually taken to be the atomic
value. Another merit is the possibility of obtaining the
frequency-dependent Hubbard U , and may prove to be
important. The cRPA method has now been applied to
a number of systems with success.70,78–80
We have calculated an effective interaction for MnBi
using a general method of cRPA proposed by Aryaseti-
awan et al.75 In this method one divides the full polariz-
ability P (r, r′; ν) into two parts: the first part P d(r, r′; ν)
which is defined by all transitions strictly between cho-
sen (usually strongly correlated) eigen states of one-
particle Hamiltonian, and the second part P r(r, r′; ν) =
P (r, r′; ν) − P d(r, r′; ν). After that, the effective inter-
action U(q; ν) can equivalently be found either using
P d(q; ν) (we write the equations in q space and omit
product-basis indexes for brevity here)
[
1 +W (q; ν)P d(q; ν)
]
U(q; ν) =W (q; ν), (8)
or using P r(q; ν)
[
1− V (q)P r(q; ν)]U(q; ν) = V (q). (9)
At this point, it is extremely important to understand
that such defined partial polarizabilities P d and P r both
should possess proper asymptotic behavior at small q
(namely their PqG=G′=0 components in plane wave repre-
sentation should be proportional to q2) in order to cancel
the corresponding 1/q2 divergency in V (q) orW (q; ν) as
it is seen from the above equations.
It is easy to show that the above requirement is au-
tomatically satisfied when one uses band eigen states of
5some Hamiltonian of the solid to construct the polariz-
abilities. But the orbital character of the selected bands
does not always corresponds perfectly to the character of
orbitals in which we are interested.
Therefore in our present work, we follow to the proce-
dure: we pick up the bands with proper orbital character
(of course we admix some amount of wrong orbital char-
acter in this way). Having the proper bands (d-bands)
picked up for every k-point we calculate d-polarizability
P d(r, r′) which comes only from these bands. We per-
form this in q-space
P d,qij (τ) =−
∑
k
∑
λλ′λ′′λ′′′
∑
α
× < Mqi Ψαk-qλ′′′ |Ψαkλ > Gαkλλ′ (τ)
× < Ψαkλ′ |Ψαk-qλ′′ Mqj > Gαk-qλ′′λ′′′ (β − τ), (10)
α is the spin index, and the summations are performed
over the group of d-bands only. In (10), Gαkλλ′ (τ) is a
full GW Green’s function which we express in the ba-
sis of LDA-bands ( indexes λ, λ′, λ′′, λ′′′). The above d-
polarizability defines an effective interaction among 3d-
electrons Ud(r, r
′) which we again calculate in q-space:
U−1d (q) = W
−1(q) + P d(q), and in product basis repre-
sentation.
Finally, we calculate matrix elements of such found Ud
in a basis of atomic orbitals
ULL′;L′′L′′′(ν) =
∑
αα′
∫
dr
∫
dr′
× ϕ∗Lr)ϕL′(r)Udrr′(ν)ϕ∗L′′′ (r′)ϕL′′ (r′),
(11)
where the integrations are performed over the corre-
sponding muffin-tin sphere where 3d-orbitals are defined.
As atomic orbitals we use the solutions of radial equations
inside of the MT spheres (which we define when we solve
LDA equations).
Having calculated the full matrix we average it to get
the effective value U
U(ν) =
1
N2d
∑
LL′
ULL;L′L′(ν), (12)
where Nd is the degeneracy of d-set.
As it follows our method doesn’t use mapping onto
Wannier representation like in the work by Miyake et
al.81 We think however for materials with well localized d-
electrons, the resulted effective interaction is not sensitive
to such details. In our opinion, much more important is
the question - which Green’s function (LDA, QP, or self
consistent GW) is used when one calculates full- and d-
polarizabilities.
We have performed one shot (starting with LSDA)
and fully self-consistent GW calculations. We have used
- 20
- 10
0
10
20
0 20 40 60 80 100 120
U
 
(
e
V
)
Re U, One shot  (LSDA)
Re U, SC (GW)
Im U, One shot  (LSDA)
    Im U, SC  (GW)
Real  frequency  (eV)
FIG. 2: (Color online) Real and imaginary parts of the par-
tially screened effective interaction U for 3d shell of Mn for
ferromagnetic MnBi analytically continued to the real axis.
One-shot GW (starting with LSDA) and self-consistent GW
results.
the mesh of k-points 6 × 6 × 6 in Brillouin zone (re-
sults obtained with 4 × 4 × 4 k-mesh differ very little).
Green’s function was expanded over the FLAPW band
Bloch states. The number of bands in this expansion was
222-240 depending on k-point. Inside the MT spheres
we have expanded the functions of the fermionic type
(Green’s function and self energy) in spherical harmon-
ics up to Lmax = 4. Bosonic functions (polarizability and
interaction) have been expanded up to Lmax = 6. In the
interstitial region, each function was expanded in plane
waves. We have used more plane waves for the bosonic
functions ( 340) than for fermionic ones. Our full basis
size to expand the bosonic functions (add muffin-tin and
interstitial) was about 880 functions depending again on
the point in Brillouin zone. We calculated the effective
U as a function of Matsubara frequency and then we an-
alytically continued it to the real frequency axis.
We present in Fig. 2 our calculated effective inter-
action U for MnBi obtained in one shot GW and self-
consistent GW calculations. The one shot result for U
at zero frequency is about 2 eV whereas the result from
self-consistent calculation is approximately 3.6 eV, both
of them are smaller than the cLSDA value of 4.57 eV. As
mentioned above, the cLSDA method usually overesti-
mates the values of U for transition metals. On the other
hand, the cRPA underestimates Hubbard U . Therefore,
in our calculations we use U=4 eV and J=0.97 eV, and
we use them throughout the paper.
III. ENERGY BAND STRUCTURE.
Figure 3 shows the spin-polarized energy band struc-
ture of MnBi calculated in the LSDA without SO in-
6teraction (two upper panels), fully relativistic Dirac ap-
proximation (LSDA+SO, third panel from the top), and
a fully relativistic Dirac LSDA+SO+U approximation
(lower panel). The LSDA+SO results are in good agree-
ment with previous LSDA studies.40–44 In ”fat band” rep-
resentation, the open red circles show the Mn 3d char-
acter of the wave function in each k point. Closed blue
circles indicate the Bi 6p character. The larger circle cor-
responds to the larger contribution of the corresponding
character in the wave function for a given k point.
The splitting of the energy bands in the H and A sym-
metry point in the −0.6 eV to −1 eV energy interval is
enhanced more than two times after the inclusion of the
Coulomb repulsion (compare third panel from the top
with lower panel in Fig. 3). Due to the shift of Mn
3d states from the Fermi level in the LSDA+SO+U ap-
proach the character of the electronic states at the Fermi
level are changed towards the decreasing of a Mn 3d par-
tial contribution at the Fermi level.
Figure 4 shows partial densities of states for MnBi cal-
culated within LSDA+SO as well as LSDA+SO+U . The
Mn d-states are split by the on-site exchange interaction
into nearly completely filled majority-spin and unoccu-
pied minority-spin states. The crystal field at the Mn site
(D3d point symmetry) causes the splitting of d-orbitals
into a singlet a1g (3z
2 − 1) and two doublets eg (yz and
xz) and eg1 (xy and x
2 − y2). Bi 6s states situated at
the −12.2 eV to −10.3 eV below the Fermi level. Bi 6p
states occupy the −5.2 eV to 7.5 eV energy range and
strongly hybridize with Mn 3d states in the −4 eV to
3 eV energy range. The spin splitting of Bi p-states is
quite small. The LSDA+U Mn 3d partial DOSs are also
presented in Fig. 4. Usually the failure of the LSDA
method generally occurs toward the right end of the 3d
transition-metal series. For Mn, which is in the middle
of 3d series, no strong correlation would be expected. As
can be seen below, however, the correlation effects are
quite important in MnBi for a correct description of the
MO properties as well as the MAE.
Our fully relativistic LSDA band structure calculations
produce Ms of 3.572 µB at the Mn site in MnBi. The
Ms of −0.114 µB induced at the Bi site is antiparallel
to that of Mn. The orbital magnetic moment (Ml) at
the Mn and Bi sites are equal to 0.156 µB and −0.028
µB, respectively. An additional empty sphere also carries
small Ms and Ml of −0.015 µB and 0.001 µB, respec-
tively. The net magnetic moment in the fully relativistic
LSDA band structure calculations is equal to 3.572 µB.
Experimental numbers have been obtained for different
samples and for samples of different purity in a range
from 3.82 µB,
82 to 4.25 µB.
83 For most pure samples, the
moment is close to 4.1 µB and compares favorably with
our LSDA+SO+U moment (4.172 µB). The spin and or-
bital magnetic moments in the LSDA+SO+U approach
at the Mn site are equal to 4.224 µB and 0.125 µB, re-
spectively, and Ms=−0.134 µB and Ml=−0.030 µB at
the Bi site.
The opposite sign of Ms on Mn and Bi atoms can
FIG. 3: (Color online) Energy band structure of MnBi in close
vicinity of the Fermi level using ”fat band” representation:
a non-relativistic (two upper panels); fully relativistic (third
panel from the top) and fully relativistic LSDA+SO+U (lower
panel) energy bands.
be understood already from Fig. 4. In the LSDA, the
DOS of Mn d-states near the Fermi level is much larger
for a nearly empty spin down electronic band. The lat-
ter band just starts to populate in Mn reflecting typical
more-than-half-filled d-band behavior. For p-states of Bi
(upper panel of Fig. 4) the situation is opposite: the pop-
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partial densities of states for MnBi.
ulation of p-states and their induced magnetic moments
are relatively small, with a larger DOS for p-states for
spin up.
The presence of a large amount of Mn spin down and
Bi spin up electrons at and near the Fermi level cre-
ates favorable conditions for the appearance of the large
transversal p− d transitions induced by SO coupling.
IV. GROUND STATE PROPERTIES.
A. Fermi surface
In this section we present the topology of Fermi sur-
face of MnBi as well as the de Haas-van Alphen (dHvA)
extremal cross-sections and cyclotron masses.
Figure 5 shows the calculated cross sectional areas of
MnBi FS in the plane perpendicular to the z direction
kz=0 crossed Γ symmetry point using a non-relativistic
method (upper panel), fully relativistic LSDA+SO (mid-
dle panel) and fully relativistic LSDA+SO+U (lower
panel) approximations. Fig. 6 shows the sheets of the
FS in MnBi calculated with the LSDA+SO (left panels)
and LSDA+SO+U (right panels) approximations. The
inclusion of the SO interaction changes the topology of
the FS in MnBi (Fig. 5). Instead of two sheets in the K
Γ M
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FIG. 5: (Color online) The calculated cross sections of MnBi
FS in the plane perpendicular to the z direction kz=0 using a
non-relativistic approach (upper panel), LSDA+SO (middle
panel) and LSDA+SO+U (U=4 eV) (lower panel).
8symmetry point in the LSDA calculations we have only
one electron FS. Besides, there are four FS cross sections
in the kz=0 plane in the spin-polarized calculations and
three in the LSDA+SO calculations.
There are five sheets of the FS in the LSDA+SO cal-
culations. Almost spherical closed hole FS centered ap-
proximately at a half distance between Γ and A symme-
try points in Fig. 6(a), has pure Mn 3d character. The
23, 24, and 25 hole FSs opened along the Γ − A direc-
tion with sixfold symmetry in Figs. 6(c), 6(e), and 6(g),
respectively, are mostly due to Bi 6p states with small
amounts of Mn 3d states mixed in. A closed electron FS
centered in the K symmetry point in Fig. 6(i) is the mix
of Mn 3d and Bi 6p character.
Inclusion of the Coulomb repulsion increases the size of
the 22d hole FS in Fig. 6(b) and reconstruct the 24th and
25th hole FSs in Fig. 6(f)) and Figs. 6(h)). It produces
a new hole FS sheet (see Fig. 6(k)). Dashed black curve
in the lower panel of Fig. (5), and an additional closed
electron FSs centered in M symmetry point (lower panel
of Fig. 5).
Figure 7 presents the angular variations of the the-
oretically calculated dHvA frequencies in MnBi in the
LSDA+SO+U approximations for field direction in the
(101¯0), (112¯0), and (0001) planes. The obtained six dif-
ferent type orbits α, β, γ, δ, ε, and σ belong to the FSs
derived by the crossing of the 22nd, 23rd, 24th, 25th,
26th, and 27th energy bands, respectively. The α orbits
situated at the almost spherical closed hole FS which
which centered at a half distance between Γ and A sym-
metry points (Figs. 6(b)). Due to smallness and almost
spherical shape of these sheets the corresponding dHvA
frequencies are rather small and have almost constant an-
gle dependence. The β oscillations belong to electron FS
around the K and M points. These orbits split for three
separate β1, β2, and β3 orbits. The β3 oscillations belong
to the closed electron FS sheets around the M symmetry
point. The β1, and β2 are at the electron FS around the
K point (see Fig. 5 lower panel). The γ and δ orbits
exist in wide angle interval at all the three planes. The
highest dHvA frequencies were observed for the ε orbits
situated at the hole surface derived from the 26th energy
band.
We also calculated the angular dependence of the cy-
clotron masses for MnBi in the LSDA+SO+U approach
(not shown). The masses for the low-frequency oscilla-
tions α range from −1.0 m0 to −0.65 m0, and the dHvA
β orbits on the electron FS sheet around the K symme-
try point possess relatively small cyclotron masses from
0.5 m0 to 0.8 m0. The δ orbits also have relatively small
cyclotron masses of −0.8 m0 to −0.4 m0. However, some
branches of the δ orbits possess cyclotron masses more
than 2m0. The masses for the high-frequency oscillations
ε are large.
To show how sensitive are the calculations of the
FS to the value of Hubbard U , we run additional
LSDA+SO+SO calculations with Hubbard U=3.5 eV
and 4.5 eV. Fig. 8 shows the calculated cross sections
(c)                                                                         (d)
(e)                                                                       (f)
(g)                                                                       (h)
(i)                                                                       (j)
(k)
(a)                                                                         (b)
FIG. 6: (Color online) The LSDA+SO (left panels) and the
LSDA+SO+U (right panels) sheets of MnBi Fermi surface.
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FIG. 7: (Color online) The calculated angular depen-
dence of the dHvA oscillation frequencies in MnBi using
LSDA+SO+U (U=4 eV) approximation.
of MnBi FS for U=3.5 eV and U=4.5 eV. After compar-
ing this figure with Fig. 5 for U=4.0 eV, we can conclude
qualitatively that all the three calculations produce sim-
ilar FSs with small changes in the size and the shape of
some FS sheets.
However, the dHvA oscillations are quite sensitive to
the value of Hubbard U . The frequencies of the α orbits
are significantly reduced for U=3.5 eV and increased for
U=4.5 eV in comparison with U=4.0 eV calculations.
The δ and ε orbits have an opposite U behavior, their
frequencies are decreased with the increase of U . On the
other hand, the σ and γ orbits are less sensitive to the
value of U .
The experimental measurements of the dHvA effect is
highly desired, it will answer which value of Hubbard U
is realized in MnBi. From the experimental point of view
it would be no problem to measure the dHvA oscillations
in MnBi do due to relatively small cyclotron masses for
most dHvA orbits. However, a single crystal sample of a
good quality might be needed.
B. Magneto-crystalline anisotropy.
It has been established that such unique temperature
dependence of the coercivity and MAE in MnBi is deter-
mined by the thermal variation of the lattice parameters
a and c. In the following section we explain experimental
observations by examining the dependence of calculated
Γ M
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Γ M
K
LSDA + SO + U U=4.5 eV
FIG. 8: (Color online) The calculated cross sections of MnBi
FS in the plane perpendicular to the z direction kz=0 using
fully relativistic LSDA+SO+U method for U=3.5 eV (upper
panel) and U=4.5 eV (lower panel).
total energy and MAE on the lattice geometry. We as-
sume that the finite temperature can be mimicked by the
lattice constants corresponding to this temperature. We
confirm that spin reorientation arises from a change of
sign in MAE, which depends on the lattice constants.
Fig. 10 show the experimentally measured tempera-
ture dependence of the lattice constants a and c according
to the Refs. 83 and 84 together with the magnetization83
in MnBi. Yang et al.83 measured temperature depen-
dence of the lattice parameters a, and c in a wide tem-
perature range from 10 to 700 K. Koyoma et al.,84 on the
other hand, used a smaller temperature interval (10−300
K). They did use a very fine temperature mesh in the
vicinity of TSR. Both measurements show similar behav-
ior for the lattice constant a, but strongly differ from each
other in the temperature behavior of lattice constant c.
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FIG. 9: (Color online) The calculated angular depen-
dence of the dHvA oscillation frequencies in MnBi using
LSDA+SO+U approximation for U=3.5 eV (left panel) and
U=4.5 eV (right panel).
The results of Yang et al.83 show a rather smooth de-
crease of parameter c with decreasing of T below TSR.
Koyoma et al.84 found a discontinuous behavior of con-
stant c near TSR (Fig. 10).
Figure 12 shows the MAE as a function of the polar
angle θ and temperature calculated with the LSDA+SO
and the LSDA+SO+U methods. Here we used the tem-
perature dependence of the lattice constants a and c ob-
tained by Yang et al. 83. The LSDA+SO approach gives
the value of MAE equal to −2.2 meV/cell at zero tem-
perature. This value is in good agreement with a previ-
ous FPLAPW band structure calculation by Ravindran
et al.35 (−2.0 meV/cell). However, both of these values
are an order of magnitude larger than the experimen-
tal value of −0.13 meV/cell.18,85 Besides, the LSDA+SO
approximation shows that the easy direction of the mag-
netization is in the basal plane for any value of lattice
constant a and axial ratio c/a (meaning the entire tem-
perature range) and, therefore, provides no explanation
of the spin-reorientation observed experimentally at the
TSR ∼90 K. On the other hand, the LSDA+SO+U ap-
proach gives the value of MAE equal to −0.39 meV/cell
at zero temperature. This value is already in better
agreement with the experiment, but still nearly three
times larger than the experimentally estimated value of
−0.13 meV/cell.18,85 Thus the inclusion of the Coulomb
correlations provides a correct easy magnetization direc-
tion along c axis for the temperatures above TSR1 and in
the plane below TSR for the experimental parameters a
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FIG. 10: (Color online) The temperature dependence of the
lattice parameters a, and c (upper and middle panels, respec-
tively) of MnBi according to the Ref. 83 (blue curve) and
Ref. 84 (red curve). The lower panel shows temperature de-
pendence of magnetization in MnBi.83
and c.
Figure 13 presents the theoretically calculated tem-
perature dependence of the MAE in MnBi using the
LSDA+SO+U approximation in comparison with the
experiment.18 The theoretical MAE is in a very good
agreement with the experiment in the 150 K to 450 K
temperature range. Thus, our calculations confirm the
experimental claim84 that the unusual temperature de-
pendence of MAE is primarily due to a specific lattice
thermal expansion.
To determine a major source of MAE we expanded
MAE over SOC parameters by direct varying these pa-
rameters on different sites and fitting the resulting MAE
with on-site and intersite contributions function. This
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FIG. 11: (Color online ) Temperature variation of the polar
angle θ between the easy axis of the magnetization and the
c−axis17 in MnBi.
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FIG. 12: (Color online) The MAEK as a function of the polar
angle θ and temperature in MnBi calculated in the LSDA+SO
(open blue squares) and the LSDA+SO+U methods. The
temperature dependence of the lattice constants a and c is
from Ref. 83.
analysis has shown that the dominant contribution to
the MAE variation is produced by the anisotropic pair-
wise interaction between p-states of Bi atoms. Thus, the
physical reason for the spin orientation observed in MnBi
at 90K is the exchange striction, when anisotropic Bi-Bi
pair interaction changes its sign. Further studies of this
inversion of the anisotropic exchange in materials with
spin reorientation is needed.
With the temperature increase above RT, the ex-
perimentally measured anisotropy energy increases and
theory
exper.
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FIG. 13: (Color online) Theoretically calculated temperature
dependence of the MAE K in MnBi using the LSDA+SO+U
in comparison with the experiment.18
reaches its maximum at around 500 K, and then rapidly
decreases at higher temperatures. The LSDA+SO+U
results show the same temperature behavior. They, how-
ever, show higher MAE in the maximum. Besides, the
theoretically calculated maximum of the MAE shifts to-
wards higher temperatures (Fig. 13). Such disagree-
ment between theory and experiment might be due to
the magnetic spin disorder effect. The temperature de-
pendence of magnetization in MnBi measured by Yang
et al.83 shows a drastic reduction of the magnetization
from the 4.25 µB at 0 K to the 1.43 µB for 600 K. This
presumably due to spin disorder (see lower panel of Fig.
10). Such an effect has not been taken into account in
our calculations.
We found a strong dependence of the MAE on in-plane
lattice constant a. Fig. 14 shows the MAE as a function
of the polar angle θ for the lattice constant c=6.123 A˚.
This corresponds to T=300 K and a=4.272 A˚ (curve 1)
and a=4.283 A˚ (curve 2) corresponding to the T=100
K and 300 K, respectively.83 Expansion of in-plane lat-
tice constant a by 0.01 A˚ occurs from 100 K and 300
K increases the MAE by approximately 1.2 meV. Cor-
responding results for c parameter expansion produce a
much smaller result of 0.1 meV (Fig. 14).
To investigate the MAE as a function of the polar angle
θ in the vicinity of the spin reorientation phase transition,
we fixed the lattice constant a for the spin-reorientation
temperature a=4.274 A˚ 84 and vary c from c=6.09 A˚ to
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FIG. 14: (Color online) The LSDA+SO+U calculations of
the MAE K as a function of the polar angle θ for the lattice
constant c=6.123 A˚. This corresponds to the T=300 K and
a=4.272 A˚ (curve 1) and a=4.283 A˚ (curve 2) corresponding
to the T=100 K and 300 K, respectively.83
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FIG. 15: (Color online) The LSDA+SO+U calculations of the
MAE K as a function of the polar angle θ for the lattice con-
stant a=4.274 A˚. This corresponds to the spin-reorientation
(TSR=90 K)
84 and c=6.09 A˚ (curve 1), c=6.10 A˚ (curve 2),
c=6.11 A˚ (curve 3), c=6.12 A˚ (curve 4), c=6.13 A˚ (curve 5),
and c=6.14 A˚ (curve 6).
c=6.14 A˚ with a step of 0.01 A˚ (Fig. 15). For the lattice
constants c=6.09 A˚, c=6.10 A˚ , and c=6.11 A˚ (curves
1-3, respectively), the easy magnetization direction is in
the basal plane. There are two local minima in the to-
tal energy for the c=6.12 A˚ (curve 4): one along the c
direction and at the θ ∼ 41◦ with a barrier in between.
The last angle is close to the experimentally measured
θexper = 37
◦ at TSR=90 K where the magnetization flops
into the ab basal plane.17 (see Fig. 11). For larger values
of the lattice constant c, the easy magnetization direction
is along the c direction in agreement with experimental
observation. We would like to point out that the results
presented in Fig. 15 have to be considered only as quali-
tative ones because by fixing the constant a and varying
c, the c/a has altered the overall volume per unit cell.
The results shown in Fig. 15 lead to some interest-
ing conclusions. The angular dependence of the total
energy demonstrates a presence of a ”double-well” po-
tential. This fact leads to a hysteresis phenomenon as
a function of temperature. For instance, one can ex-
pect a non-smooth dependence of the magnetization di-
rection change with a ”sudden” switch of easy direction
at different temperatures depending on whether a cool-
ing or heating process is being used. This qualitatively
explains the non analytical dependence of easy axes ob-
served in Ref. 17 (see Fig. 11). The total energy shows a
highly non-trivial angular dependence with several min-
ima. This leads to a hysteresis behavior of magnetiza-
tion as a function of temperature. This in turn creates a
condition for a non-continuous spin reorientation transi-
tion, that can be considered as a planar to the uniaxial
anisotropy phase transition.
We can conclude that the increase of MAE with tem-
perature presented in Fig. 13 is mostly due to changing
the in-plane lattice constant a.
We examine the dependence of the MAE on the ex-
change splitting and the SO interaction. The exchange
splitting and the SO coupling are studied by scaling the
corresponding terms in the Hamiltonian artificially with
a constant prefactor. This scaling can be atom depen-
dent, i.e., within each atomic sphere. The outcomes of
such constraining calculations for the MAE in MnBi are
shown in Fig. 16. In the upper panel, the importance of
the exchange splitting is illustrated. When the exchange
splitting on Bi is set to zero, the MAE is barely modified.
But when we performed such operation on Mn atom, the
MAE totally vanishes. Furthermore, an enhancement of
the exchange splitting on Mn by a factor of 2.0 (red open
triangles) leads to a correct easy magnetization along the
z direction.
The lower panel of Fig. 16 shows the dependence on
the SO coupling. If we set SO coupling on Mn to zero, the
MAE does not change significantly (full black squares).
On the other hand, when the SO coupling on Bi is zero,
the MAE almost disappears (magenta full circles). The
scaling of the SO coupling of Bi by a factor of 2.0 leads
to an increase of the MAE by a factor of 5 confirming
a dominant contribution of the SO interaction at the Bi
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FIG. 16: (Color online) The effect of scaling of the exchange
splitting (upper panel) and value of SO constant (lower panel)
on either Mn or Bi atoms on the MAE K in MnBi(see the
text).
site to the large value of MAE in this compound.
It is customary to relate the MAE with the anisotropy
ofMl (OMA).
86–88 Fig. 17 presents the MAE,Ml, OMA,
and the anisotropy ofMs (SMA) for T= 0 K and T= 300
K. TheMl, OMA and SMA are larger at the Mn site than
at the Bi one. The OMA is four times larger than the
SMA for both sites. The Bi Ml changes its sign through
spin-reorientation transition, therefore the inversion of
the MAE through the spin-reorientation transition is di-
rectly correlated with the inversion of Ml at the Bi site.
The MAE is approximately proportional to the OMA
through expression K ∼ 14λ∆Ml,86–89 where λ is the SO
parameter (∼0.041 eV for Mn and ∼0.85 eV for Bi90).
Therefore, the major contribution to the MAE is due to
the OMA at the Bi site with some contribution from the
SMA. A direct proportionality of K and OMA above is
directly related to the third Hund’s rule for the more than
half-filled band. However, we argued in Ref. 88 that a
difference of DOS at Ef for the different spin channels
can be crucial for the sign of this proportionality. As we
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FIG. 17: (Color online) The MAE, Ml, OMA (∆Ml) and
SMA (∆Ms) for T= 0 K (left panel)and T= 300 K (right
panel).
discussed above, there are more spin up p-states of Bi
atom at Ef . This in turn leads to inverse proportional-
ity between K and OMA. Thus, a minimum of orbital
moment on Bi site corresponds to minimum of the total
energy, so K ∼ − 14λ∆Ml, that corresponds to a third
Hund’s rule for a less than half filled band. This is simi-
lar to the situation in CoPt and FePt, discussed in Ref.
88.
Recently, Zarkevich et al.91 calculated the total energy
and MAE versus crystal geometry using perturbative SO
interaction inclusion with a Hubbard U correction. They
found that this correction improves a comparison of the-
oretical and experimental MAE and shown that MAE is
strongly affected by a. However, their absolute values
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FIG. 18: (Color online) Calculated in the LSDA+SO (blue
dashed lines) and LSDA+SO+U (red full lines) approxima-
tions polar Kerr rotation (θK) and Kerr ellipticity (εK) spec-
tra of MnBi in comparison with the experimental measure-
ments from Ref. 25. M*1.5 denotes an exchange splitting of
150% of the first-principles value.
of MAE are much smaller than the experimental ones.
Also, the spin reorientation transition in their calcula-
tions occurs at the lattice constants corresponding to ap-
proximately 500 K. The differences are probably related
to the different treatment of the relativistic effects (for
Bi-based systems it can be important), different values of
a Hubbard parameters, and different LSDA+U schemes.
V. EXCITED STATE PROPERTIES.
A. Magneto-optical properties.
In this section we provide a theoretical explanation of
the MO properties of MnBi.
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FIG. 19: (Color online) Calculated in the LSDA+SO (blue
dashed lines) and LSDA+SO+U (red full lines) approxima-
tions off-diagonal component (σ2xy) of the conductivity tensor
for MnBi in comparison with the experimental measurements
in MnBi from Ref. 25. M*1.5 denotes an exchange splitting
of 150% of the first-principles value
The experimental Kerr spectra as well as the calculated
ones are shown in Fig. 18. The Kerr rotation is denoted
by θK and the Kerr ellipticity by εK . First-principles
LSDA theory predicts a very large Kerr rotation in MnBi
of about −2◦ at 1.8 eV. This is even larger than the
measured peak value of −1.6◦.25 The experiment shows
a second maximum in the Kerr angle at 3.4 eV. Here the
LSDA calculations give only a shoulder. We found that
the reason for such disagreement is the underestimation
of theMs in the LSDA. TheMs at the Mn site is equal to
3.572 µB in the LSDA. However, the experimental value
at low temperature is equal to 4.25 µB.
83 In Fig. 18, we
present the calculated Kerr spectra in the LSDA+SO+U
(red full lines) and the LSDA+SO calculations with an
artificially increased exchange splitting on the Mn site
by 1.5 times (black dotted curves). In both latter calcu-
lations the Ms is quite close to the experimental value
(4.234 µB and 4.257 µB for the LSDA+SO+U and the
LSDA+SO with increased spin splitting, respectively).
Both spectra have similar shapes with much better re-
production of the second maximum in the Kerr angle at
3.4 eV. Another feature of the experimental Kerr rota-
tion is that it exhibits a sign reversal at 0.9 eV. This sign
reversal is actually also given by the LSDA+SO method,
but for a smaller energy. The LSDA+SO+U method and
the LSDA+SO one with increased spin splitting perfectly
reproduces the energy of a sign reversal at 0.9 eV. The
LSDA+SO+U approximation also reproduces better the
observed shape of the Kerr ellipticity and a sign reversal
at around 2 eV (see upper panel of Fig. 18).
The Kerr spectra depend on the MO conductivity spec-
tra in an entangled way. Therefore, it is difficult to as-
sign features in the Kerr spectra to particular band tran-
sitions. The absorptive parts of the optical conductiv-
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FIG. 20: (Color online) The effect of scaling of the exchange
splitting (upper panel) and value of SO constant (lower panel)
on either Mn or Bi atoms on the MO Kerr spectra in MnBi
(see the text).
ity σ1sxx and σ2sxy however, relate directly to the in-
terband optical transitions, and therefore provide more
physical insight.50,92 The calculated absorptive part of
off-diagonal optical conductivity σ2xy for MnBi is shown
in Fig. 19. The main peak in the Kerr rotation of MnBi
is due to the maximum in the σ2xy at 1.8 eV. The second
fine structure in MnBi Kerr spectrum at 3.4 eV corre-
sponds to the high energy peak in the σ2xy at the same
energy. The LSDA+SO calculations strongly underesti-
mate the intensity of the second high energy peak in the
σ2xy. As a result of this, the LSDA+SO fails to correctly
describe the second negative peak in the Kerr rotation at
3.4 eV. On the other hand, the LSDA+SO+U and the
LSDA+SO with increased spin splitting quite well repro-
duce the intensity of the second high energy peak in the
σ2xy spectrum and therefore better describes the 3.4 eV
peak in the Kerr rotation.
We can conclude that the main reason for a failure of
LDSA to describe the MO properties in MnBi is the sig-
nificant underestimation of spin magnetic moment on the
Mn atom. Two very different techniques (the LSDA+U
method and the application of external magnetic field on
the Mn atom) produced similar spin moment enhance-
ment and consequently better MO values.
It is important to identify the origin of the large Kerr
effect in MnBi. To this end, we examine the dependence
of the MO spectra on the exchange splitting and the SO
interaction. The exchange splitting and the SO coupling
are studied by scaling the corresponding terms in the
Hamiltonian artificially with a constant prefactor. These
modifications can be done within each atomic sphere in-
dependently, so that we can investigate the separate ef-
fects of these quantities on Mn and on Bi. The outcomes
of these model calculations for the Kerr rotation of MnBi
are shown in Fig. 20. In the lower panel, the impor-
tance of the exchange splitting is illustrated. When the
exchange splitting on Bi is set to zero, the Kerr rota-
tion remains as it is. But when we do the same for the
exchange splitting on Mn, the Kerr rotation totally van-
ishes. This implies that the exchange splitting due to
Mn is crucial for the sizable Kerr rotation, but that of Bi
is not important. Furthermore, an enhancement of the
exchange splitting on Mn by a factor of 1.5 (dotted line)
leads to a much larger peak in the Kerr rotation at 3.4
eV. The upper panel of Fig. 20 shows the dependence
on the SO coupling. If we set the SO coupling on Mn
to zero, the Kerr rotation does not change very much
(dashed red line). On the other hand, when the SO cou-
pling on Bi is zero, the Kerr rotation almost disappears
(dotted magenta line). Thus, the SO coupling of Bi is
equally responsible for the large Kerr rotation as is the
exchange splitting of Mn. An intermediate scaling of the
SO coupling of Bi by a factor of 0.5 leads to an approx-
imately half as large Kerr angle, thereby illustrating the
almost linear dependence of the Kerr effect on the SO
interaction of Bi in this compound.
B. X-ray magnetic circular dichroism.
Motivated by the developing interest in obtaining el-
ement specific magnetic moment information provided
by XMCD measurements. We calculate the XAS and
XMCD spectra of MnBi at the Mn K, and L3 and at the
Bi M2,3, M4,5, N2,3, N4,5, N6,7 , and O2,3 edges.
Figure 21(a) shows the theoretically calculated x-ray
absorption spectra at the Mn K edge in MnBi with the
electric field vector of the x-rays both parallel (dashed
red curve) and perpendicular (full blue curve) to the c
axis. The associated XLD signal (obtained by taking the
difference of the XA spectra for the two polarizations)
is given in the panel (b) of Fig. 21. Fig. 21(c) shows
the theoretically calculated XMCD in terms of the dif-
ference in absorption ∆µK = µ
+
K − µ−K for left and right
circularly polarized radiation in MnBi. After comparing
the panels (b) and (c), we can conclude that the XMCD
signal is almost one order of magnitude smaller than the
corresponding XLD signal. Also, the spectra have major
peaks in different energy intervals. Major peaks in the
XMCD spectrum are mostly located in the 0 to 15 eV
energy interval. However, the XML spectrum possesses
the major peaks above 15 eV.
Because dipole allowed transitions dominate the ab-
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sorption spectrum for unpolarized radiation, the absorp-
tion coefficient µ0K(E) reflects primarily the DOS of unoc-
cupied 4p-like states Np(E) of Mn above the Fermi level.
Due to the energy dependent radial matrix element for
the 1s→ 4p, there is no strict one-to-one correspondence
between µK(E) and Np(E). The exchange splitting of
the initial 1s-core state is extremely small and therefore
only the exchange and SO splitting of the final 4p-states
is responsible for the observed dichroism at the K-edge.
For this reason, the dichroism is found to be quite small
(lower panel of Fig. 21).
To illustrate the influence of SO interaction on the final
states involved in the transitions, let us introduce a site-
dependent function dmtl(E) given by:
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dmtl(E) =
∑
mj
∑
nk
〈Ψnktl |lˆz|Ψjmj 〉δ(E − Enk) , (13)
where lˆz is the z–projection of the angular momentum
operator, Enk and Ψ
nk
tl are the energy of the n-th band
and the part of the corresponding LMTO wave function
formed by the states with the angular momentum l in-
side the atomic sphere centered at the site t, respectively.
In analogy to the l-projected density of states, dmtl(E)
can be referred to as site- and l-projected density of the
expectation value of lˆz.
The 4p−3d hybridization and the SO interaction in the
4p states play a crucial role for the Mn K edge dichro-
ism. As seen in Fig. 21(c), the K XMCD spectrum and
dmtl(E) functions are closely related to one another and
give a rather simple and straightforward interpretation
of the XMCD spectra at the K edge.
Because of the dipole selection rules and apart from
the 4s1/2-states (which have a small contribution to the
XAS due to relatively small 2p→ 4s matrix elements50),
only 3d3/2-states occur as final states for L2 XAS for
unpolarized radiation. Whereas for L3 XAS the 3d5/2-
states also contribute. Although the 2p3/2 → 3d3/2 radial
matrix elements are only slightly smaller than elements
for the 2p3/2 → 3d5/2 transitions the angular matrix ele-
ments strongly suppress the 2p3/2 → 3d3/2 contribution.
Therefore in neglecting the energy dependence of the ra-
dial matrix elements, the L2- and the L3-spectrum can be
viewed as a direct mapping of the DOS curve for 3d3/2-
and 3d5/2-character, respectively.
In contrast to the K-edge, the dichroism at the L2-
and L3-edges is also influenced by the SO coupling of the
initial 2p-core states. This gives rise to a very pronounced
dichroism in comparison with the dichroism at the K
edge. Fig. 22 shows the theoretically calculated Mn L2,3
XMCD spectra in MnBi. The XMCD spectra at the L2,3-
edges are mostly determined by the strength of the SO
coupling of the initial 2p-core states and spin-polarization
of the final empty 3d3/2,5/2 states. The exchange splitting
of the 2p-core states as well as the SO coupling of the 3d-
valence states are of minor importance for the XMCD at
the L2,3-edge of 3d- transition metals.
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FIG. 21: (Color online) (a) the theoretically calculated x-ray
absorption spectra of MnBi at the Mn K edge with the elec-
tric field vector of the x-rays parallel (red dashed curve) and
perpendicular (blue full curve) to the z-axis; (b) theoretically
calculated XLD spectra at the Mn K edge; (c) the theoreti-
cally calculated XMCD spectrum at the Mn K edge (red full
curve) and dml function (blue dashed curve). The calcula-
tions have been done using the LSDA+SO+U approach.
As mentioned above, XMCD investigations supply in-
formation on magnetic properties in a component re-
solved way. This seems especially interesting if there is
a magnetic moment induced at a normally non-magnetic
element by neighboring magnetic atoms. The underly-
ing mechanism of the magnetic and MO properties of
the systems considered here is the well known ability of
transition metals to induce large spin polarization of Bi
via strong 3d-6p hybridization and exchange interaction.
Results of the theoretical calculations for the circular
dichroism at the L2,3-edge of Bi are shown in Figure 23.
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FIG. 22: (Color online) X-ray absorption (top panel) and
XMCD spectra (lower panel) at the Mn L2,3 edges calculated
using the LSDA+SO+U .
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FIG. 23: (Color online) X-ray absorption (top panel) and
XMCD spectra (lower panel) at the Bi L2,3 edges calculated
using the LSDA+SO+U .
The XMCD spectrum is negative at the L3 edge and
positive at the L2 edge as has been seen for the XMCD
spectra at the L2,3-edges of Mn (Fig. 22). The XMCD in
Bi at the L3 and L2 edges are of nearly equal magnitude.
This suggests that an orbital magnetic moment almost
vanishes in Bi 5d states in MnBi.
To investigate the influence of the initial state on the
resulting Bi XMCD spectra, we also calculated the XAS
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FIG. 24: (Color online) X-ray absorption (top panels) and
XMCD spectra (lower panels) at the BiM4,5 (left panels) and
edges N4,5 (right panels) calculated using the LSDA+SO+U .
and XMCD spectra of MnBi at the M2,3, M4,5, N2,3,
N4,5, N6,7 , and O2,3 edges. We found a systematic de-
creasing of the XMCD spectra in terms ofR = ∆µ/(2µ0K)
in the row L2,3 −M2,3 −N2,3 edges. Although the mag-
netic dichroism of quasi-core states (O2,3 and N6,7 edges)
became almost one order of magnitude larger as it was
at the L2,3 edges (compare Figs. 23 and 25). Besides,
the lifetime widths of the core O2,3 and N6,7 levels are
much smaller than the L2,3 values.
94 The spectroscopy of
Bi atoms in the ultra-soft x-ray energy range at the O2,3
and N6,7 edges may therefore be a useful tool for inves-
tigating the electronic and magnetic structure of MnBi.
BiM4,5 and N4,5 spectra may be considered as an ana-
log of the K spectrum to some extent. The K absorption
spectrum reflects the energy distribution of empty p1/2
and p3/2 energy states. The M4 (N4) absorption spec-
trum is due to the dipole selection rules occur during
the transition from the 3d3/2 (4d3/2) core states to the
p1/2, p3/2, and f5/2 valence states above the Fermi level.
The p3/2, f5/2, and f7/2 states contribute to theM5 (N5)
XASs. Results of the theoretical calculations of the cir-
cular dichroism in absorption at the M4,5 and N4,5 edges
of MnBi are shown in Figure 24.
It is interesting to compare the Bi XAS and XMCD
spectra at the L2,3, O2,3 and N6,7 edges. Due to the
dipole selection rules, for unpolarized radiation (apart
from the s1/2 states which have a small contribution to
the XAS) only the 3d3/2 states occur as final states for the
L2 as well as for the O2 spectra. The L3 and O3 spectra
reflect the energy distribution of both the 3d3/2 and 3d5/2
empty states. On the other hand, the N7 absorption
spectrum reflects only the 3d5/2 states (the density of
the g7/2,9/2 states is really very small), whereas for the
N6, XAS both the 3d3/2 and 3d5/2 states contribute. We
therefore have an inverse situation: the N6 absorption
spectra correspond to the L3 and O3 spectra, and the
N7 is the analog of the L2 and O2 ones. This situation
is clearly seen in Figs. 25 and 23 where the theoretically
18
XA
S
(ar
b.
u
n
its
)
XM
CD
(ar
b.
u
n
its
)
O3
O2
0
2
4
0 20 40 60 80
Energy (eV)
-0.5
0.0
0.5
N7
N6
0
2
4
0 20 40 60
Energy (eV)
-0.1
0.0
0.1
FIG. 25: (Color online) X-ray absorption (top panels) and
XMCD (lower panels) spectra at the Bi O2,3 (left panels) and
N6,7 (right panels) edges calculated in the LSDA+SO+U .
calculated XMCD spectra of MnBi at the O2,3, N6,7, and
L2,3 edges is presented. The XMCD spectra at L3 edges
are almost identical to the spectra at the N6 edges. The
XMCD spectra at the L2 edges are also very similar to
the spectra at the N7 edges (but not identical because the
energy distribution of the Bi 5d3/2 and 5d5/2 states is not
exactly the same due to SO interaction). The spectral
shape of the magnetic circular dichroism at the O3 (O2)
edge also resembles the corresponding dichroism at the
L3 and N6 (L2 and N7) edges. However, the intensity of
the XMCD signal at the O3 (O2) edge is relatively larger
near the edge. One can argue that at least for Bi the
L2,3 and N6,7, the spectra predominantly reflect atomic
aspects of the valence bands. For the O2,3 edges, the
itinerant aspects are more important.
Because of the relatively small SO splitting of the 4f
states of Bi (∼3.0 eV), the N6 and the N7 spectra have
an appreciable overlap. For this reason, the N7 spectrum
contributes to some extent to the structure of the total
N6,7 spectrum in the region of the N6 edge (see Fig. 25).
To decompose a corresponding experimental N6,7 spec-
trum into its N6 and N7 parts will therefore be quite
difficult in general. A similar problem also occurs in the
XAS spectra at the O edge (see Fig. 25).
VI. CONCLUSIONS.
We have performed relativistic LSDA+SO+U calcula-
tions of the electronic structure and Fermi surface prop-
erties in MnBi. It was found the SO interaction and
Coulomb correlations strongly affects the shape of the
FS by changing the size and even the topology of some
sheets of the FS in MnBi.
The x-ray absorption and x-ray magnetic dichroism of
MnBi at the Mn K, L2,3, andM2,3 edges and the Bi L2,3,
M2,3, M4,5, N2,3, N4,5, N6,7, and O2,3 edges have been
studied.
We showed that the SO coupling of Bi, the exchange
splitting of Mn, and the Mn-Bi hybridization are all cru-
cial components for a large MO Kerr effect in MnBi. It
was determined that the main reason for a failure of pre-
vious LSDA calculations to describe the MO properties
in MnBi is the significant underestimation of spin mag-
netic moment on the Mn atom. Two very different tech-
niques (the LSDA+U method and an application of ex-
ternal magnetic field on the Mn atom) produce similar
spin moment enhancement and consequently better MO
and MAE values.
The LSDA+SO+U approach provides a proper value
of magnetic moment on Mn atoms and correct easy mag-
netization direction for the entire temperature interval.
The LSDA+SO+U theory produces MAE which is in
very good quantitative agreement with experimental re-
sults in the 150 K to 450 K temperature range. The
physical reason for the observed spin reorientation is the
unusual dependence of anisotropic Bi-Bi exchange on in-
plane lattice parameter or exchange striction mechanism.
It appears that the spin reorientation in MnBi corre-
lates with the inversion of orbital moment minimum on
Bi atom with temperature according to the third Hund’s
rule. At lower temperature a maximum of orbital mo-
ment corresponds to a minimum of the total energy, while
at room temperature it corresponds to the energy maxi-
mum.
For a large amount of properties that have been dis-
cussed in this paper, no prior theoretical or experimental
studies have been performed. With high quality single
crystal samples already available, the opportunity to per-
form the initial experimental study of many properties
discussed above becomes feasible and therefore out other
theoretical predictions can be tested.
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