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Abstract
In critical care, intensivists are required to continuously mon-
itor high dimensional vital signs and lab measurements to de-
tect and diagnose acute patient conditions. This has always
been a challenging task. In this study, we propose a novel
self-correcting deep learning prediction approach to address
this challenge. We focus on an example of the prediction of
acute kidney injury (AKI). Compared with the existing mod-
els, our method has a number of distinct features: we utilized
the accumulative data of patients in ICU; we developed a self-
correcting mechanism that feeds errors from the previous pre-
dictions back into the network; we also proposed a regular-
ization method that takes into account not only the model’s
prediction error on the label but also its estimation errors on
the input data. This mechanism is applied in both regression
and classification tasks. We compared the performance of our
proposed method with the conventional deep learning models
on two real-world clinical datasets and demonstrated that our
proposed model constantly outperforms these baseline mod-
els. In particular, the proposed model achieved area under
ROC curve at 0.893 on the MIMIC III dataset, and 0.871 on
the Philips eICU dataset.
Introduction
Electronic Health Records (EHR) data are accumulative,
routinely collected patient observations from hospitals or
clinical institutes. In the case of intensive care unit (ICU),
EHR include not only the static information such as patient
demographics, discrete time-series data such as medication
and diagnosis, but also continuous multi-variate time-series
data such as vital signs and laboratory measurements. In or-
der to detect and diagnose acute (and usually deadly) patient
conditions, ICU intensivists need to continuously monitor
high dimensional vital signs and lab measurements (Harty
2014). Example acute conditions include acute kidney in-
jury, acute hypertension, acute organ failure and acute septic
shocks. It has always been challenging to track all indica-
tive changes in various patients’ data to quickly diagnose
these acute conditions. Predictive models developed with
ICU EHR data provides an opportunity for early detection of
ICU acute conditions, which can lead to in-time and better
care. In this study, we propose a self-correcting deep learn-
ing framework with accumulative ICU data to predict these
This study was supported by NUS Start-up Grant and NUHS Joint
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acute conditions. Without the loss of generality, we will fo-
cus on the prediction of acute kidney injury (AKI), while the
predictive modeling of other conditions can be proceeded
similarly.
AKI is a sudden onset of renal failure or kidney damage,
occurring in at least 5% of hospitalized patients. It is as-
sociated with a significant increase on mortality, length of
stay (LOS) and hospital cost under a wide range of condi-
tions (Chertow et al. 2005). AKI is a very good study case
for disease risk predictive modeling because: 1) the precise
definition for AKI allows temporal anchoring of events; 2)
if detected and managed in time, AKI is potentially avoid-
able and reversible in the process of a few hours to several
days (Kate et al. 2016). An accurate, automated and early
AKI detection system would prevent AKI events, thus re-
ducing mortality, shortening LOS, avoiding the development
of chronic kidney disease and potentially creating quality of
care indicators (Sutherland et al. 2016).
Existing study from Kate et al. demonstrated early pre-
diction of AKI using multiple machine learning methods,
including logistic regression, support vector machine, de-
cision trees and naive Bayes, on a population of hospital-
ized older adults (Kate et al. 2016). The models were based
on patients’ demographic information, comorbidities, fam-
ily history, medications and laboratory values in EHRs. For
each patient, the models only used the last recorded value
before 24 h after admission. The time dependency in EHR
data is not captured by the models. In the setting of ICU, or
more in general the setting of in-patient care, after patients’
admission, their situation often evolve over time rapidly.
Therefore, patients’ EHR data is a dynamic time-series in
nature. The challenges of time-dependent EHR data, in-
cluding event temporality, high-dimensionality and irregu-
lar sampling, have been investigated in recent years using
a series of machine learning methods, especially recurrent
neural networks (RNNs) (Qiao et al. 2018). Lipton et al.
demonstrated utilizing RNNs in ICU diagnoses (Lipton et
al. 2015) and showed that RNNs are capable of capturing
time dependencies between the elements. In recent studies,
researchers demonstrated utilization of RNNs or convolu-
tional neural networks (CNNs) to improve the prediction of
heart failure onsets (Choi et al. 2016; Cheng et al. 2016). In
(Ma, Xiao, and Wang 2018), the challenges were addressed
by employing RNNs with attention mechanism and add in-
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terpretability of the prediction results. In addition to these
challenges, patients’ EHR data also have an accumulative
characteristics: as patients stay longer in the hospital, more
data are collected about their disease progression, and thus
a more accurate modeling of patients’ physiological states is
possible. Conventional RNNs were not optimized to accu-
mulate information in time series data. The accumulated er-
ror between prediction and the patient’s status are not specif-
ically modeled across the patient’s ICU stay. In addition, an
effective ICU acute condition predictor is expected to en-
hance itself through self-correcting and learning from its ac-
cumulated prediction errors. This self-correcting mechanism
is lacking in conventional RNN models.
To address the above limitations, we propose a variant of
RNN to predict the onset of patients’ AKI in ICU. In this pi-
lot study, we validate the effectiveness of our proposed self-
correcting model with two actual ICU patient EHR datasets
from the US. In the next phase, we plan to validate and de-
ploy our algorithm locally in our own hospital.
The main contributions of this study are summarized as
follows.
1. Our method utilized the accumulative data of patients in
ICU instead of a snapshot of the patient’s condition to im-
prove the performance of AKI prediction.
2. We developed a novel accumulative self-correcting mech-
anism by modeling the accumulated errors in the model
when the prediction is incorrect.
3. We proposed a regularization method for our model,
which takes into account not only the model’s predic-
tion error on the label but also its estimation errors on
the future input data. Such regularization reduces the vari-
ance of the model and improves the efficiency of the self-
correcting mechanism.
4. Our proposed method has been validated in two real-
world large scale ICU datasets. It was shown to outper-
form traditional RNNs. In addition, the method is in-
progress of being validated locally with data from our own
hospital.
Related Works
AKI prediction with utilization of features from EHR data
is attracting a widespread research interest (Sutherland et
al. 2016; Weisenthal et al. 2017). In particular, much re-
search in recent years has focused on predictive modeling
on a broad population to identify high-risk subjects as early
as possible (Weisenthal et al. 2017). Initially, AKI predic-
tion was modeled by standard statistical modeling methods,
including logistic regression, discriminant analysis, or deci-
sion tree algorithm (Thakar et al. 2005; Palomba et al. 2007;
Brown et al. 2007; Mohamadlou et al. 2018). Data were ac-
cumulated using sliding window method, and the prediction
was generated at a specified interval (per hour, two hours,
day, shift etc). Alternatively, some models (Sutherland et al.
2016) could generate a risk score in real time when a new
data point was received as well.
Recently, a number of studies have been carried out utiliz-
ing recurrent neural networks (RNNs) in clinical diagnosis
and prediction. RNNs are one branch of neural networks,
which are powerful to process sequential data (Miotto et
al. 2017). In RNNs, hidden units connect to each other by
forming a directed cycle. Each output value is dependent on
the previous computations. In traditional RNNs, the network
can only look back to a few steps due to the gradient vanish-
ing and exploding problems (Miotto et al. 2017). To address
these limitations, variants of RNNs, such as LSTM (Hochre-
iter and Schmidhuber 1997) and GRU (Cho et al. 2014), are
proposed and well utilized in clinical prediction problems.
These variants model have the hidden state with the forget
gate that decide what to keep in and erase from the memory
of the network.
Lipton et al. presented the first study to empirically eval-
uate LSTMs on pattern recognition in multivariate clinical
time series data (Lipton et al. 2015). The authors employed
multilabel LSTM to classify 128 diagnoses given 13 fre-
quently but irregularly sampled clinical measurements in in
pediatric intensive unit care. Compared with several strong
baselines, including a multilayer perceptron trained on hand-
engineered features, LSTM showed significant improvement
in accuracy. Gated recurrent unit (GRU) were then proposed
by Choi et al. (Choi et al. 2016) to develop Doctor AI,
a temporal predictive model that accesses the longitudinal
time stamped EHR data of patients to predict the diagno-
sis and medication categories for a subsequent visit. Their
method significantly outperformed shallow baselines with
higher recall and proved that not only diagnosis, the disease
progression can be well captured by RNNs. In addition to
LSTMs, pooling and word embedding were used in Deep-
Care (Pham et al. 2016) to model illness states of patients
and to predict patients’ outcomes. DeepCare is an end-to-
end deep dynamic memory neural network. DeepCare in-
troduced time parameterizations to handle irregular timed
events and utilized accumulative temporal data by moderat-
ing the forgetting and consolidation of memory cells. Deep-
Care demonstrated improved disease progression modeling
accuracy and risk prediction compared to Markov models
and plain RNNs. The limitation that is shared by both Doc-
tor AI and DeepCare is that, as they continue to predict pa-
tients’ disease progression, they lack a feedback mechanism
to allow the model to learn and improve from its previous
prediction mistakes.
Specifically on AKI prediction, a number of studies have
been carried out. Hurry et al. employed Bayesian Networks
on AKI prediction by predicting the likelihood of AKI on-
set based on longitudinal patient data on MIMIC II database
(Cruz12 et al. ). In addition, Nogueira et al. applied Markov
Chain model on PhysioNet dataset to predict the future state
of the patients based on the current medical state and ICU
type. The common limitation of the these studies is that the
proposed methods are all dependent on hand-engineered fea-
tures and expert knowledge, where the hidden states of the
patient condition were not effectively modeled.
To address the mentioned limitations in previous works,
we proposed a novel RNNs based method to predict acute
condition in ICU. Our method introduced a self-correcting
mechanism coupled with a regularization method to further
optimize the prediction error.
Figure 1: A diagram of a multi-layer RNN.
METHODOLOGY
Problem Definition
For any ICU patient and any time point t during his/her ICU
stay, our goal is to predict whether the ICU patient may de-
velop AKI in next 6 hours, i.e. t+6, based on all his/her data
of this ICU stay accumulated up till time t . In this study,
AKI was defined according to the most commonly used RI-
FLE criteria (Bellomo et al. 2004). A patient was detected
with AKI if his/her urine output is less than 0.5mL/kg/h for
≥ 6h
Based on this definition, for a patient, the AKI actual onset
label at any time t, denoted as yt, can only be observed at
time step t+ 6. In the traditional RNN (shown in Figure 1),
the correctness of the predicted yˆt would not affect the pre-
diction in the future time step, although at time step t+6,
we will know whether our predicted yˆt = yt. In this study,
we want to fully utilize all the observed data including the
label yt in order to continuously improve the accuracy of
the model. Therefore, we designed the novel self-correcting
mechanism to further enhance the conventional RNN model.
Data and Data Preprocessing
We applied our proposed method on the Medical Informa-
tion Mart for Intensive Care III (MIMIC-III) and Phillips
eICU Collaborative Research Dataset. MIMIC-III dataset
(Johnson et al. 2016) consists of medical records of over
40,000 ICU patients between 2001 and 2012. Data in
MIMIC-III include demographic information, vital signs,
medication records, laboratory measurements, observations,
fluid balance, procedure codes, diagnostic codes, imaging
reports, hospital length of stay, survival data, and so on. We
further validated the performance of our proposed method
with the Phillips eICU Collaborative Research Dataset. The
eICU dataset is populated with data from a combination of
multiple ICU across the United States (Moody, Mark, and
Goldberger 2001). The dataset covers 20,0859 ICU patients
admitted in 2014 and 2015.
For this project, we extracted the following variables from
both the MIMIC-III and eICU datasets:
1. Demographic information (static variables): Age and
Gender
2. Co-morbidities (static variables): ICD-9 (Association
2004) defined co-morbidities conditions of Congestive
Heart Failure, Cardiac Arrhythmias, Valvular Disease,
Pulmonary Circulation, Peripheral Vascular, Hyperten-
sion, Paralysis, Neurological Disorder, Chronic Pul-
monary Diseases, Diabetes, Hypothyroidism, Renal Fail-
ure, Liver Diseases, Peptic Ulcer, AIDS, Lymphoma,
Metastatic Cancer, Rheumatoid Arthritis, Coagulopathy,
Obesity, Fluid Electrolyte, Anemias, Alcohol Abuse,
Drug Abuse, Psychoses and Depression.
3. Vital signs (time-series variables): Mean Arterial Blood
Pressure, Heart Rate, Respiration Rate, Temperature
4. Lab measurements (time-series variables): Bilirubin,
BUN (Blood urea nitrogen), Creatinine, Glucose, HCO3
(Serum bicarbonate), HCT (Hematocrit), K (Serum potas-
sium), Lactate, Mg (Serum magnesium), Na (Serum
sodium), PaCO2 (partial pressure of arterial CO2, PaO2
(Partial pressure of arterial O2, pH, Platelets, Troponin,
WBC (White Blood Cell count).
5. Fluids (time-series variables): Urine Output and Fluid
Balance
6. Interventions (time-series variables): Usage of Mechan-
ical Ventilation, Vasopressor and sedative medications.
For the extracted time-series variables, the vital signs
were regularly collected on hourly basis. But the lab mea-
surements, fluids information and interventions were col-
lected with random time windows. For these variables,
we transformed the data into regularly sample time series,
where the time gap between two data point is always one
hour. For the time steps where there was no recorded data,
data were imputed with the weighted average value of the
nearest data points.
Proposed Method
General Idea Figure 2 graphically illustrated the pro-
posed Self-correcting RNN framework. Compared to the tra-
ditional multi-layer RNN, we created a feedback loop be-
tween each time step t and t-6, ∀t ∈ {7...T}. At each time
step t, we have yˆt−6, representing the predicted label from
our model 6 hours ago, and yt−6 the true label. Discrepan-
cies between the predicted yˆt−6 and the label yt−6 are fed
into the the feed forward layers. Then the output of the feed
forward layers will be fed into each RNN layer as a part of
the input. We believe this can provide additional information
about the correctness of previous hidden states.
Note that, for the initial time steps t ∈ {1...6}, there is no
feedback sent to the RNN from the previous time step, as we
will need at least 6 hours of data to obtain the true label of
AKI. In these cases, a default state is sent to each RNN layer
instead. This default state is trained by backpropagation as
neural network parameters.
Figure 2: RNN with self-correcting mechanism. Circles are
used for RNN cells (either LSTM or GRU), while diamond
shaped units are used for input and output. Italic letters (e.g.
xt, yt) denote the predicted values, while bold capital letters
(e.g. Xt, Yt) denote the actual values.
GRU and LSTM Fundamentals Gated Recurrent Unit
(GRU) and Long Short-term Memory (LSTM) are the two
most commonly used variants of RNN. They have been
shown to work well on modeling sequential data with long-
term dependencies.
The common property shared between GRU and LSTM
is the additive update process. The values of the gates
depend on the input and the previous state. And update
process is controlled by the gates together with the input
and previous state. The function ht = RNN(ht−1, xt)
performed by LSTM or GRU can therefore be divided
into two steps: gates = RNNgate(ht−1, xt) and ht =
RNNstate(gates, ht−1, xt). The joint distribution of a GRU
or LSTM network factorizes as (Fraccaro et al. 2016; Chung
et al. 2015):
p(y1:T , h1:T , gate1:T |x1:T , h0)
=
T∏
t=1
p(yt|ht)p(ht|gatet, ht−1, xt)p(gatet|ht−1, xt) (1)
h0 denotes the initial states of the GRU/LSTM Layers.
Note that these probability distributions modeled by the
RNN are all deterministic, and that this is the joint distribu-
tion of a single-layer RNN. The joint distribution of multi-
layer RNN factorizes into more components.
Proposed Self-correcting Model As mentioned in section
3.3.1, at time step t, we will get the true label yt−6 (i.e.
whether the patient develops AKI). And we want this in-
formation to be used to improve the accuracy of the predic-
tion at the current time step. Therefore, the joint probability
modeled by the neural network should be:
p(yˆ1:T , h1:T , gate1:T |x1:T , h0, y1:T−6)
=
T∏
t=7
(p(yˆt|ht)p(ht|gatet, ht−1, xt, yˆt−6, yt−6)
p(gatet|ht−1, xt, yˆt−6, yt−6))
6∏
t=1
p(yˆt|ht)p(ht|gatet, ht−1, xt)
(2)
yˆt denotes the output of the neural network and yt denotes
the label.
Proposed Regularization for Self-correcting Model
Note that for t ∈ {1...6}, the factorized joint distributions
of Eq. (1) and (2) are the same. And the difference between
Eq. (1) and (2) is that, in Eq. (2), the probability of gatet and
ht is conditioned on yˆt−6 and yt−6. Based on this probabil-
ity model, we designed the neural network shown in Figure
2. Both yˆt−6 and yt−6 are fed into each RNN layer. We call
it ”Self-correcting RNN” because the update of hidden state
from ht−1 to ht is based on the label yt−6 and the predicted
value yˆt−6 from the past time step. If the neural network
makes a wrong prediction at the past time step, the hidden
state is expected to be updated accordingly. One challenge
with the Self-correcting RNN is that the label and predicted
value used to update ht are from 6 time steps ago. The model
may achieve better performance if we can minimize the time
gap. To further improve the Self-correcting RNN, we de-
signed the regularization method for it. The Self-correcting
RNN with regularization is shown in Figure 3. Instead of
only predicting yˆt−1 at time step t−1, the model predicts xˆt
as well. Then at time step t, the predicted xˆt and the input xt
will be fed into the feed forward layers together with yˆt−6
and yt−6. The joint probability distribution of this model is:
p(yˆ1:T , xˆ2:T , h1:T , gate1:T |x1:T , h0, y1:T−6)
= p(yˆT |hT )p(hT |gateT , hT−1, xˆT , xT , yˆT−6, yT−6)
p(gateT |hT−1, xˆT , xT , yˆT−6, yT−6)
T−1∏
t=7
(p(yˆt|ht)p(xˆt+1|ht)p(ht|gatet, ht−1, xˆt, xt, yˆt−6, yt−6)
p(gatet|ht−1, xˆt, xt, yˆt−6, yt−6))
6∏
t=2
(p(yˆt|ht)p(xˆt+1|ht)p(ht|gatet, ht−1, xˆt, xt))
p(yˆ1|h1)p(xˆ2|h1)p(h1|gate1, h0, x1)
(3)
The factorized probability distribution Eq. (3) is more so-
phisticated than the one of the Self-correcting RNN without
Figure 3: RNN with self-correcting mechanism and regularization. Circles are used for RNN cells (either LSTM or GRU),
while diamond shaped units are used for input and output. Italic letters (e.g. xt, yt) denote the predicted values, while bold
capital (e.g. Xt, Yt) letters denote the actual values.
regularization Eq. (2). The main difference is that the prob-
ability distribution of gatet and ht now condition on xˆt as
well. When we train the model, we add the mean squared
error between xˆt and xt to the total loss after multiplying it
with a certain coefficient. So the model will learn to predict
xt by backpropagation. This regularization method boost the
performance of the Self-correcting RNN in the following
two ways:
1. It minimizes the time gap of the self-correcting mecha-
nism.
2. It enforces the model to predict xt+1 instead of only yt.
More information needs to be captured by the hidden
state, and hence the variance of the model decreases.
Self-correcting RNN Model with Regularization for Re-
gression All the models described above are classification
models because the final result should be a binary value rep-
resents whether the patient will develop AKI in the next 6
hours. And the actual AKI label depends on whether the
value of urine output/weight is larger than 0.5 mL/kg/h.
So we also designed a Self-correcting RNN Model with
Regularization for the urine output regression problem. The
structure of this model is the similar to the one shown in
Figure 3, except that it predicts the next-6-hour urine output
instead of the AKI label, and then predicts the label based
on the patient’s weight and the predicted urine output. So it
becomes a regression model. And mean square error is used
for backpropagation.
Stop-gradient Technique for Feedback Loop Another
challenge with the proposed self-correcting models is that
the gradient of yt is affected by the errors at the future time
steps. Let J(θ) denote the cost function of the parameters
θ of the neural network. When we train the RNN mod-
els using gradient descent algorithm, the partial derivative
∂J
∂yˆt
is first calculated and then backpropagated through the
time. In the traditional RNN, the partial derivative of yˆt is
∂J
∂yˆt
= ∂Jt∂yˆt (Chen 2016), where Jt is the cross-entropy loss
between yˆt and the label yt. The partial derivative of yt is
not affected by the loss at the other time steps. This is the
desired property of the RNN. In our Self-correcting RNN
model, the partial derivative of yt is:
∂J
∂yˆt
=
∂Jt
∂yˆt
+
T−t−6∑
i=6
∂Jt+i
∂yˆt
This is because the loss at the future time step can be back-
propagated through the RNN layers and feed forward lay-
ers, and finally to yt, as shown in Figure 4. And this is not
what we desired. Intuitively, the problem is that output layer
does not only need to predict yˆt accurately, but also need to
generate the yˆt such that the value will later lead to more
accurate yˆt+6 given the current neural network parameters,
since ∂Jt+6∂yˆt is also a component of
∂J
∂yˆt
. This is an undesired
property and may potentially affect the performance of the
model. The yˆt predicted by the model should only be used
for the self-correcting mechanism to boost the prediction ac-
curacy at future time step.
To tackle this issue, we truncate the gradient right before
feeding the feedback into the feedback network, as shown in
Figure 4. This is referred to as the stop-gradient technique
for the self-correcting models.
Figure 4: Diagram of backpropagation of the error. Dotted
lines indicate the direction of backpropagation, and the dot-
ted lines in red show how the errors in the future time steps
are backpropagated to yˆ through the feedback loop connec-
tion. The green dotted line indicates where we apply the
stop-gradient technique.
Results and Discussions
Experiment Setup
Systematic experiments were conducted to compare the per-
formance of our proposed models and the previously pro-
posed RNN approaches. The MIMIC-III and eICU datasets
were chosen to validate our proposed methods as they are
representative datasets with the richest critical care EHR
data. Our models were trained and tested on these two
datasets separately.
In this study, we only included patients who stayed in ICU
for at least 12 hours. This criterion was set based on two con-
siderations: (1) patients, who were discharged or died within
the first 12 hours of ICU stay, were very unique patients that
do not fit our clinical application, and (2) our proposed self-
correcting mechanism only starts from t = 7 onwards. In
addition, we have also removed patients whose data for the
selected variables was not recorded for at least once during
the ICU stay. With these inclusion and exclusion criteria,
we ended up with about 25,000 patients out of the 40,000
MIMIC patients and about 11,000 patients out of 20,0859
eICU patients. We also eliminated the outliers in the ex-
tracted time-series data (e.g. negative heart rate, unreason-
ably high body temperature) by removing the extreme data
points at the upper or lower one percentiles.
For each of the two datasets, we trained four models: the
proposed Self-correcting RNN, the proposed Self-correcting
RNN with Regularization, the proposed Self-correcting re-
gression RNN with Regularization and normal multi-layer
GRU network. The normal multi-layer GRU network is cho-
sen to be the baseline model. For all these four RNN mod-
els, we built the models with the same architecture: two
layers of GRU, 128 neurons in each layer. We applied the
same settings for dropout, gradient clipping and re-weighted
loss function to address the imbalanced dataset. All the four
models converged. In order to encourage reproducibility of
research, the source code for this study is released online to
public.
Performance Results
For each dataset, we measured the performance of the mod-
els based on area under ROC curve (AUC). We only calcu-
lated the AUC for time steps t > 6, as our proposed self-
correcting mechanism starts at t = 7. The ROC curves of all
the four models are shown in Figure 5, and the correspond-
ing AUC were reported in Table 1.
All our proposed models outperform the baseline RNN
model over both the MIMIC and eICU dataset. The Self-
correcting RNN with regularization achieves the highest ac-
curacy and AUC among the proposed models.
The Benefits of Self-correcting Mechanism
All the three self-correcting models outperformed the tradi-
tional multi-layer GRU. All the models achieved better re-
sults on MIMIC-III dataset because of the larger size of the
dataset and better quality of the data. From the results on
MIMIC-III dataset, there is a huge gap between the AUC of
Self-correcting RNN and the traditional multi-layer GRU.
This is because the additional information provided by the
feedback network is helpful for the RNN update process.
These results verified our hypothesis that the self-correcting
mechanism can boost our model’s performance.
The Benefits of the Proposed Regularization
Method
Self-correcting RNN with Regularization achieved the high-
est AUC. And on eICU dataset, the Self-correcting Regres-
sion RNN with Regularization also achieved much higher
AUC than the Self-correcting RNN model. It indicates that
the proposed regularization method helps to further improve
the performance of the models by enforcing the model to
predict the future input. And as shown in Table 1, our ex-
periment on eICU dataset verifies that the Self-correcting
RNN model with regularization has a smaller performance
gap between training and testing data, as compared to the
one without regularization. It proves that the regularization
method reduces the variance of the model.
The Benefit of the Stopped Gradient for the
Feedback Neural
To verify that the benefits from the proposed stop-gradient
technique, we trained a Self-correcting RNN with Regular-
ization without applying the stop-gradient technique. The
AUC of this model was 0.852, while the AUC was 0.896
with the stop-gradient technique. The difference in the AUC
verified that the stop-gradient technique is critical to the self-
correcting models, because it prevent the gradient of yt from
being affected by the future errors.
Model MIMIC (testing) MIMIC (training) eICU (testing) eICU (training)
Multi-layer GRU (baseline) 0.743 0.777 0.812 0.836
Self-correcting RNN* 0.889 0.892 0.837 0.875
Self-correcting Regression with Regularization* 0.886 0.891 0.861 0.894
Self-correcting RNN with Regularization* 0.893 0.897 0.871 0.899
Table 1: AUC of the four models on MIMIC-III and eICU. * Proposed methods.
(a) (b)
Figure 5: ROC of the four comparing models (a) on the MIMIC-III dataset for time steps t > 6, and (b) on the eICU dataset for
time steps t > 6. The red line indicates the baseline RNN model, and the other lines are ones for our proposed methods.
Conclusions and Future Work
We proposed a novel self-correcting enhancement to RNNs
to better predict the onset of acute conditions in ICU. The
proposed self-correcting mechanism made the update pro-
cess of the hidden state of RNN to be dependent on the
previous predicted output and the corresponding label. The
additional information provided by the previous predicted
output and label helped to boost the performance of model.
We also proposed a regularization method for our model,
which takes into account not only the model’s prediction
error on the label but also its estimation errors on the in-
put data. The regularization method reduces the variance of
the model, and also reduces the time gap for self-correcting
mechanism. The method we proposed can be apply on both
classification and regression models. Our proposed models
were tested on real-world large scale ICU dataset MIMIC-
III and eICU and were shown to constantly outperform the
baseline multi-layer GRU model. Moreover, although we fo-
cus on the prediction of acute kidney injury as an example,
the proposed model can be easily generalized to predict the
other acute conditions in ICU.
This is the first phase of our project. Inspired by the
achieved promising results, we plan to move on further vali-
date the proposed algorithm locally at our own hospital with
the ultimate goal to deploy it as an decision support tool.
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