One of the first steps in the diagnosis of most cardiac diseases, such as pulmonary hypertension, coronary heart disease is the segmentation of ventricles from cardiac magnetic resonance (MRI) images. Manual segmentation of the right ventricle requires diligence and time, while its automated segmentation is challenging due to shape variations and illdefined borders. We propose a deep learning based method for the accurate segmentation of right ventricle, which does not require post-processing and yet it achieves the state-of-the-art performance of 0.86 Dice coefficient and 6.73 mm Hausdorff distance on RVSC-MICCAI 2012 dataset. We use a novel adaptive cost function to counter extreme class-imbalance in the dataset. We present a comprehensive comparative study of loss functions, architectures, and ensembling techniques to build a principled approach for biomedical segmentation tasks.
I. INTRODUCTION
The segmentation of ventricles from cardiac magnetic resonance (MRI) images is an important step in the diagnosis of most cardiac diseases, such as pulmonary hypertension, dysplasia, coronary heart disease, and cardiomyopathies. Right ventricle (RV) imaging is particularly difficult because of its anatomy and the motion of the heart. The RV segmentation is challenging because (i) fuzziness of the cavity borders due to blood flow and partial volume effect, (ii) the presence of wall irregularities in the cavity, which have the same grey level as the surrounding tissues, (iii) the complex crescent shape of the right ventricle, which varies with the imaging slice level [1] . The segmentation of the right ventricle is currently performed manually by the cardiologists in heart clinics. It is a tiring task that requires about 15 to 20 minutes by a specialist [1] and is also prone to inter as well as intra-expert variations. Due to this RV functional assessment has been considered secondary to that of the left ventricle (LV), leaving the RV segmentation problem wide open.
Most of the solutions to RV segmentation problem till date are conventional approaches [2] - [5] that although performed well but have not been able to reach human-level accuracy (0.90 Dice score) [1] . Most of these techniques are data specific and need a lot of modifications to work on different datasets. The deep learning approaches [6] - [9] have matched the performance of traditional approaches without the need for a lot of changes, but they have a long way to go to surpass the human-level accuracy. Although in some cases, the results are We thank Nvidia corporation for providing GPU grant for this work. * Joint co-first authors. Email-yamandang@gmail.com and deepakanand,asethi@iitb.ac.in not as good as traditional approaches, but the deep learning algorithms can generalize better on independent datasets.
In this paper, we propose to solve the RV segmentation problem with a deep learning based approach. However, there are many choices of architecture, losses, and ensembling techniques which present a need to establish a principled way to choose best-performing ones from the available choices. We provide an extensive comparative study which spans various loss functions, network architecture, and ensembling techniques. We found that a plain UNet [10] architecture trained with an adaptive loss that we propose performed better than other sophisticated models like GCN [11] and dilated UNet [12] .
Rest of the paper is organized in the following way. In section II, we briefly review the literature of the RV segmentation covering the traditional and deep learning based approaches. In section III, we present the details of the dataset, models, loss functions, training strategy used for our work. We present our comparative results across various loss functions, architectures, and ensembling strategies in section IV. We finally conclude in section V.
II. PREVIOUS WORKS
The literature of RV segmentation is less abundant as compared to that of the LV segmentation [13] . Conventional approaches that have been applied to the LV segmentation include graph cuts, deformable models, and level sets, as well as atlas-based methods. While most of these are suited well to the LV geometry, they are insightful for successful RV segmentation. For RV segmentation grid generation [3] or shape model based [4] are particularly popular. A newly proposed hybrid graph-based technique by [14] takes perslice segmentation results and combines them to give overall ventricle segmentation. However, we propose a deep learning based approach for RV segmentation, aiming better generalization and usability.
One of the most popular deep learning models that work well for a large number of biomedical segmentation problems is UNet [10] . The [12] explores the UNet model for RV segmentation. They used a baseline UNet network. Also [6] and [12] explores the dilated version of UNet network. Reportedly the dilated UNet shows better results than the original UNet due to its larger field of view without an increase in the number of parameters. Modified UNet in [7] , where a single convolution layer replaces the double convolution layers at each depth matches the performance in [12] . A fully convolutional network(FCN) based approach was adopted by [9] . However, a major drawback in it is that the decoder takes into account only high-level features, and all low-level features are neglected. The ensemble of deep learning models is particularly successful for decision making on the corner cases. Majority voting and average voting are two popular choices of ensembling. Another stream of approaches involves two-stage methods, which we explain next.
In [8] , a method based on cascading a CNN network for the separation of region-of-interest(ROI) and pixel-wise classification for the object masks by another CNN was proposed. Similarly, [15] proposes a CNN and stacked autoencoder based method, which locates the ROI and then delineates the boundary of the RV chamber.
The review of the literature suggests many choices of architectures in the domain of deep learning were applied to for RV segmentation. Various network augmentations, postprocessing steps such as fully-connected conditional random field (CRF) [16] , training techniques such as using cyclic learning rate schedulers and an ensemble of various models can improve performance of deep learning models on RV segmentation. We present a thorough comparison of performance by adopting techniques which vary in architecture, losses, postprocessing, and their aggregation strategies in ensembles.
III. MATERIALS AND METHODS
We adopted a U-Net [10] architecture as our baseline approach for RV segmentation. We experiment with various modifications to a baseline model such as boundary refinement layers, loss function, training schedules, and ensemble strategies to guide the selection of the best combination in principle way.
A. Dataset
The Right Ventricle Segmentation Challenge (RVSC) was hosted in March 2012. It finally ended up with the 3D Cardiovascular Imaging: a MICCAI segmentation challenge workshop that was organized in conjunction with the 15 th edition of MICCAI, held on October 1 st , 2012. The dataset was collected from June 2008 to August 2008. All patients were above the age of 18 and were free from any cardiac conditions. The total of 48 patients participated in this study. The average age (± standard deviation) of the participants was 52.1(±18.1) years. The cardiac MR examinations were performed with repeated breath-holds for a period of 10-15 s. All MR images were taken with a total of 10-14 contiguous cine short axis slices from the base to the top of the ventricles. The images are of sizes 256×216 pixels, and further 20 images were taken per cardiac cycle.
The 48 patients were split equally into three parts such that one part is for training and the other two for testing by the organizers. Each patient's MRI includes between 200 and 280 images, with 20 images per cardiac cycle. A sample of the available dataset is as shown in Figure 1 . It shows both endocardial and epicardial contours marked on it in green and pink colors respectively.
The dataset consists of images from three spatial locations, i.e., basal, apical, and midway. Basal images are the top of the ventricles and contain the widest portion while the apical slice is the last slice with a detectable ventricular cavity. Usually, in case of apical slices, the size of the ventricle is tiny and, it is not easily distinguishable from tissue linings. Fig. 1 : Typical image from dataset with endocardial and epicardial walls [12] . The endocardial contour is shown in green colour and the epicardial in pink colour (Best viewed in colour). 
B. Data Augmentation
The training set consisted of MRI images from 16 patients. We have split the training set of 16 patients in smaller datasets of 12 patients and a validation set of 4 patients. Finally, a total of 181 images are used for training, and 62 for the validation of results. We used data augmentation techniques to increase the number of different types of images for training and reduce overfitting. We adopt horizontal and vertical flips as well as a random rotation in the range of −180 o to + 180 o . The same transforms were done for pairs of ground-truth masks and input images. We adopted Contrast Limited Adaptive Histogram Equalization (CLAHE) to adapt to the contrast variation across patients. Oversampling of the training images with less than 1% area to be segmented was also adopted for robust performance.
C. Network Architectures
In this section, we present the details of the generic choices of network architectures.
1) UNet: The UNet [10] architecture is best known to provide excellent segmentation results on various medical imaging datasets. It is a fully-convolutional network with skip connections across different level of depths of encoder and decoder. The architecture that we used has a depth of four. The size of all the kernels used in convolutional layers is 3×3, and the upsampling operation is done using bilinear interpolation.
2) Dilated UNet: As biomedical images consist of specific placements of organs, the global context knowledge of the position of organs helps in better segmentation. In UNet, the field-of-view of the convolutional kernel at the highest depth is also not sufficient to cover the entire image. Thus to increase the field-of-view, we introduce dilation in the convolutional kernels. Dilated UNet is successful in other segmentation tasks [6] , [12] . The dilation scheme that we used for the UNet is 2,2,2, and 4 starting at the input layer and going to the maximum depth.
3
) Global Convolution Network (GCN):
The motivation behind using this architecture is that it considers a global view while deciding. To improve localization, [11] proposed GCN Block and the Boundary refinement (BR) block. In GCN block, instead of using a square kernel, it has a combination of 1×k +k ×1 and k ×1+1×k convolutions. This enables dense connections in a large region of k x k without increasing the number of parameters to be learned. The structure of the BR block consists of two 3 × 3 convolutional layers without the activation layer. The expression for the final prediction map is P = P + R(P ) where P is the initial score, and R(.) is the residual layer. The structure of the GCN block and BR block is as shown in Figure 3 . The overall structure of the model uses a ResNet as feature extraction network and the fully connected layers as the segmentation networks. We have done various experiments with the size of kernels. 4) GCN with UNet feature map: This model has a structure very similar to the GCN model. The main difference is that the ResNet based feature extraction block is replaced by the baseline UNet based feature extraction block. The rest of the flow of the GCN and BR layers remain the same.
5)
UNet with GCN at last layer: Seeking inspiration from [17] , we applied the GCN+BR layer at the end of our baseline UNet model after removing the end convolution layer. We tried experimenting with three different sizes of the kernels, i.e., 9 × 9, 5 × 5, and 15 × 15. This configuration facilitates larger aggregation field-of-view for pixel-wise decision making.
6) Double the features in UNet and Dilated UNet:
To improve our baseline UNet and dilated UNet performance, we tried to increase the number of features generated at each layer. So we doubled the number of kernels used. This considerably increased the size of the model and hence slowed down the training.
D. Losses
The RV segmentation problem is an imbalanced class segmentation problem due to the varying volume of the RV in the MRI images. To account for this imbalance, we adopted four losses and benchmarked their performance against the commonly used Dice loss.
1) Focal Loss: The focal loss is designed to address scenarios where there is a high imbalance between foreground and background classes (e.g., 1:1000) [18] . It gives an exponentially small weight to well-classified pixels, and weight for the misclassified pixels is almost equal to 1. A modulation factor of (1 − p t ) γ is added to the binary cross entropy loss.
For γ = 0, focal loss is equal to cross-entropy loss. We experimented with different values of γ i.e. γ = 0.5, 1, and 2. Our model performed best for γ = 1.
2) Cross Entropy + Dice Loss: The BCE loss tries to match the background and foreground pixels in the prediction to the ground truth masks, which results in erroneous salt and pepper pattern, i.e., holes in the intended foreground region. BCE loss does not emphasize on keeping the object together while Dice loss considers the entire object by computing the overlap between predicted and ground truth objects. Thus combining both BCE loss and the Dice loss will give us the advantages of both. The disadvantage of Dice loss is that it considers only the foreground pixels while calculating the overlap. We have given equal weight to both these losses.
3) Cross Entropy + Dice + Inverse Dice Loss:
To remove the disadvantage of Dice+BCE combination, we compute the Dice score on the background region. This computation of Dice score only on the background is called as Inverted Dice score. It is the exact opposite of the Dice score, which makes sure that the background region is well classified. We have used an equal combination of all three losses. The following equations gives the expressions for the three losses, i.e. BCE (L C ), Dice loss (L D ), and inverted Dice loss (L I ):
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is the predicted probability that the pixel at location (i, j) belongs to the foreground and g(i, j) is the ground truth mask.
4) Switching Loss:
This loss is an optimized combination of the three losses. It is the sum of BCE loss and an adaptive combination of Dice loss L D and inverted Dice loss L I as shown in the equation given below. We switch the emphasis to be given to the loss on the basis of the ratio of the number of foreground pixels C f and the total number of pixels C t .
Ct < τ wherein the hyper parameters have the following ranges: 0 ≤ λ ≤ 1 and 0 ≤ τ ≤ 1. Experimentally, we found that λ = 0.75 works best for us.
E. Post-processing Techniques
Although our final proposed model is post-processing free, we tried fully-connected CRF as a post-processing step on the predicted segmentation maps to provide a comparative analysis. We also experiment with two ensemble strategiesmajority voting and average voting.
F. Network Training Details
We use PyTorch [19] library for the implementation of the deep learning models. We use the same protocol for all training unless stated otherwise. We used a train to test split ratio of 3:1. For the training, we use Adam optimizer with an initial learning rate of 10 −3 . The model is trained for 600 epochs. Our training algorithm follows a cyclic learning rate schedule [20] , i.e., the value of the learning rate keeps on following a cosine curve between 10 −3 to 10 −6 . To reduce the effect of overfitting used L2-regularization with lambda equal to 10 −3 . For training loss, we experimented with various combinations, as mentioned in the previous subsection.
G. Evaluation Measures
Let p and t be the predicted and true contours of the ventricle. Let P and T be the corresponding areas enclosed by contours p and t, respectively. We use the following two evaluation metrics to check the accuracy of the segmentation method.
Dice Coefficient: The Dice's coefficient is a measure used to compare the similarity between the two binary images. The Dice index normalizes the number of true positive elements to the average size of the sets P and T . The Dice coefficient is calculated as follows:
where * is the element-wise multiplication and |.| denotes the number of pixel elements that are '1'. The Dice score value is between 0 and 1. It is 0 for disjoint areas, and 1 for perfect agreement.
Hausdorff Distance (HD): The Hausdorff distance is a measure of the closeness of two subsets in a metric space. Two sets are close in the Hausdorff distance if every point of either set is close to some point of the other set. The Hausdorff distance is the largest distance from a point in one set to the closest point in the other set. Hausdorff distance can be calculated as:
where sup and inf represents the supremum and infimum respectively and d(.) is the distance.
IV. EXPERIMENTS AND RESULTS
We perform three classes of experiments: a) compare across various loss function keeping the baseline UNet architecture, b) compare across various architecture modifications keeping a fixed loss function, and c) compare our best model with state-of-the-art performing approaches in the literature.
A. Comparison of across various loss functions
We experimented with four loss functions keeping the UNet as constant architecture. Our comparative results is compiled in the Table I . From the table, one can observe that the Focal loss does not perform well on this dataset despite being specifically designed for handling imbalance class problems. The balanced combination of the three losses (BCE, Dice, and inverted Dice) delivers good results, but the customization of the weights of the combination provides a little better results. Thus Table I concludes the better suitability of the switching loss for the imbalanced class problems. The last three rows of the Table I present comparison across ensembling strategies, i.e., majority and average voting and post-processing by CRF. We establish that the CRF is not needed. It can be due to the compactness of the RV in appearance. Both ensemble technique gives similar results.
B. Comparison of Various Architectures
In the previous subsection, we concluded that the switching loss gives the best results with the baseline UNet model. Now, to choose a network architecture in a principled way, we experiment with the available choices of network architectures keeping the switching loss fixed. Table II summarizes the comparative results. Basic UNet model trained with a cyclic learning rate achieves the best performance, which reinforces the idea of having a lesser number of parameters as an advantage.
C. Comparison with state-of-the-art
For comparison with the state-of-the-art results, we split our observations based on the datasets into consideration. As in the literature, results are provided on the test as well as the train set (validation), so we present our results similarly. I: Comparison of average validation Dice scores for both endocardium and epicardium for all loss function. The last three rows compare across the effect of the ensembling strategy and post-processing on the performance. Switching loss achieves the best performance. Note that these results are based on the train-validation split of 12:4 ratio. 
1) Comparison with train set (validation):
The Table III shows that our ensemble with majority voting model beats the previous state-of-the-art in both performance metrics.
2) Comparison with test sets: The Tables IV and V gives the results for both inner as well as outer wall for both the test sets. The table is split into three sections, first and the second section gives state-of-the-art results from literature using traditional (marked by T) and deep learning (marked by D) based approaches respectively. From the table, we can observe that our results on the test set 1 are not the best but for test set 2 we can get state-of-the-art results and these are in agreement with the results that we obtain on the validation set.
V. CONCLUSION
We presented a comprehensive approach for RV segmentation in cardiac MRI. We achieved state-of-the-art performance and presented a thorough comparative study which spans various loss functions, architectures, and ensembling strategies. We establish the effectiveness of the UNet model, 
