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Some spherical uniqueness theorems
for multiple trigonometric series
By J. Marshall Ash and Gang Wang*
Abstract
We prove that if a multiple trigonometric series is spherically Abel sum-
mable everywhere to an everywhere finite function f(x) which is bounded below
by an integrable function, then the series is the Fourier series of f(x) if the
coefficients of the multiple trigonometric series satisfy a mild growth condition.
As a consequence, we show that if a multiple trigonometric series is spherically
convergent everywhere to an everywhere finite integrable function f(x), then
the series is the Fourier series of f(x). We also show that a singleton is a
set of uniqueness. These results are generalizations of a recent theorem of J.
Bourgain and some results of V. Shapiro.
1. Introduction and summary of results
We start with the question of spherical uniqueness of multiple trigono-
metric series for integrable functions under Abel summability. Greek let-
ters ξ, η, · · · will denote points of the d-dimensional lattice Zd, Roman letters
x, y, · · · points of the d-dimensional torus Td = [−π, π)d, 〈·, ·〉 inner product,
and | · | d-dimensional Euclidean norm. For a multiple trigonometric series∑
ξ∈Zd aξei〈x,ξ〉 where the coefficients aξ are arbitrary complex numbers, the
Abel sum is defined to be the limit of the function
f(x, t) =
∑
ξ∈Zdaξe
i〈x,ξ〉−|ξ|t
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as t→ 0+ if such limit exists. In general, denote
f∗(x) = lim sup
t→0+
f(x, t)
= ℜf∗(x) + iℑf∗(x)
f∗(x) = ℜf∗(x) + iℑf∗(x) is similarly defined with lim sup being replaced by
lim inf.
It is well-known, when d = 1, that if
∑
aξe
iξx is Abel summable to 0
everywhere and if aξ = o(|ξ|), then all aξ = 0. See, for example, [Ve1] and
[Ve2]. To see that this theorem is sharp, look at the one dimensional series
δ′(x) = −∑ ξ sin ξx, which may be thought of as the derivative of the Dirac
delta function. It is easy to check that this series is Abel summable to 0,
although the growth condition is just barely violated. Thinking of δ′ as a de-
generate d dimensional function, it is immediately clear that the hypothesis of
a d dimensional uniqueness theorem concerning Abel summability will neces-
sarily have to carry some growth condition. One generalization of this fact is
due to Victor Shapiro, who extended one dimensional work of Verblunsky and
of Rajchman and Zygmund ([Sh]).
Theorem 1.1 (Shapiro). Let
∑
aξe
i〈ξ,x〉 be a multiple trigonometric se-
ries. Suppose that
1. the coefficients aξ satisfy the following growth rate condition:
(1.1)
∑
R−1<|ξ|≤R
|aξ| = o (R) as R→∞,
2. f∗(x) and f∗(x) are finite for all x,
3. aξ = a−ξ for all ξ, and
4. min{ℜf∗(x),ℑf∗(x)} ≥ A(x) where A (x) is in L1
(
Td
)
.
Then f∗ (x) ∈ L1
(
Td
)
and
∑
aξe
i〈ξ,x〉 is the Fourier series of f∗.
This theorem is sharp because the example δ′ mentioned above just barely
fails to meet condition (1.1). Nevertheless condition (1.1) is disappointingly
strong in the sense that when Abel summability is replaced by regular con-
vergence, condition (1.1) is not a direct consequence of convergence. However,
there is a known theorem concerning the coefficients’ growth rate for spher-
ically convergent multiple trigonometric series. In fact, it is implied by the
following Cantor-Lebesgue type theorem.
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Theorem 1.2 (Connes). Let O ⊂ Td be a ball or a subset which has full
measure and is of Baire second category relative to Td. If
∑
|ξ|=R aξei〈x,ξ〉 tends
to 0 as R→∞ at every point of O, then
(1.2) ε2R =
∑
|ξ|=R
|aξ|2 = o(1) as R→∞.
Connes proved this theorem for dimension d in 1976, twenty years after
Shapiro’s Theorem 1.1. Cooke [C] and shortly thereafter Zygmund [Z] had
completed the d = 2 case five years before Connes’ work.
An easy corollary of Theorem 1.2 gives the coefficients’ growth rate con-
dition for spherically convergent multiple trigonometric series.
Corollary 1.3 (Connes). Let O ⊂ Td be a ball or a subset which has full
measure and is of Baire second category relative to T. If limR→∞
∑
|ξ|≤R aξei〈x,ξ〉
exists (as a finite number) at each point of O, then
(1.3) ε2R =
∑
|ξ|=R
|aξ|2 = o(1) as R→∞.
The coefficients’ growth rate condition given by (1.3) does not imply con-
dition (1.1) when d ≥ 3. To remedy this problem, we first prove the following
analogue of Theorem 1.1 under the condition (1.3). We use notation A ∼ B
to denote B/2 ≤ A < B.
Theorem 1.4. Consider the multiple trigonometric series
∑
ξ∈Zd aξei〈x,ξ〉
where the coefficients aξ are arbitrary complex numbers. Suppose that
1. the coefficients of the series aξ satisfy
(1.4)
∑
|ξ|∼R
|aξ|2 =
∑
R/2≤|ξ|<R|aξ|
2 = o(R2) as R→∞,
2. f∗(x) and f∗(x) are finite for all x, and
3. min{ℜf∗(x),ℑf∗(x)} is bounded below by a function A(x) in L1(Td).
Then f∗(x) is in L1(Td) and
∑
ξ∈Zd aξei〈x,ξ〉 is its Fourier series.
Note that condition (1.3) implies condition (1.4) since
∑
|ξ|∼R
|aξ|2 =
R2−1∑
k=R2/4
∑
|ξ|2=k
|aξ|2 = o

 R2−1∑
k=R2/4
1

 = o(R2).
Since (1.1) implies ∑
|ξ|∼R
|aξ| = o(R2),
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(1.1) implies (1.4) if aξ is bounded. But in general, and when d ≥ 3, (1.1) and
(1.4) do not relate to each other. Notice that (1.4) implies that∑
|ξ|2∼R
|aξ|2 =
∑
R/2≤|ξ|2<R
|aξ|2 ≤
∑
|ξ|∼√R
|aξ|2 = o(R).
As a consequence of Theorem 1.2 and Theorem 1.4, we obtain the following
two spherical uniqueness theorems for multiple trigonometric series which are
convergent to a function. These theorems make no assumption whatsoever
about coefficient size.
Theorem 1.5. Let
∑
ξ∈Zd aξei〈x,ξ〉 be a trigonometric series which con-
verges spherically everywhere to an everywhere finite function f(x); i.e.,
(1.5) lim
R→∞
∑
|ξ|≤R
aξe
i〈x,ξ〉 = f(x) for all x ∈ Td.
If min{ℜf(x),ℑf(x)} ≥ g(x) for all x and g(x) ∈ L1(Td), then f(x) is in
L1(Td) and aξ is the ξth Fourier coefficient of f(x) for all ξ ∈ Zd.
In particular,
Theorem 1.6. Let f(x) ∈ L1(Td) be finite at every x. If ∑ξ∈Zd aξei〈x,ξ〉
is a trigonometric series which converges spherically to f(x) at every point x,
i.e.
(1.6) lim
R→∞
∑
|ξ|≤R
aξe
i〈x,ξ〉 = f(x) for all x ∈ Td,
then aξ is the ξ
th Fourier coefficient of f(x) for all ξ ∈ Zd.
Special cases of Theorem 1.6 have been proved by various people. When
d = 1 and f(x) ≡ 0, this is the original uniqueness theorem of Cantor. For
general f(x) ∈ L1(T1), it was first proved by de la Valle´e-Poussin. When
d = 2, Theorem 1.1 combined with the work of Cooke [C] implies Theorem 1.4
and thus, Theorem 1.5 and Theorem 1.6. The major breakthrough came when
Bourgain [B] proved Theorem 1.6 for the special case of f(x) ≡ 0. For a survey
on the uniqueness of multiple trigonometric series under various summation
modes, as well as many open problems in this area, please refer to Ash and
Wang [AW].
The proof of Theorem 1.4 is mainly based on Shapiro’s framework [Sh].
To avoid assuming condition (1.1), we exploit an idea that Bourgain [B] used
when he proved Theorem 1.6 for the special case f(x) ≡ 0. We refer to (1.4)
hereafter as Bourgain’s condition, in his honor. This condition simply asserts
that Connes’ condition holds “on the average.”
The detailed proof of Theorem 1.4 is given in Sections 2 through 5.
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At the end of the paper, we begin the study of sets of uniqueness for
spherical convergence. As a first step toward establishing this theory, we show
that any singleton is a set of uniqueness.
Theorem 1.7. Let q be a point on Td. Suppose that a multiple trigono-
metric series
∑
ξ∈Zd aξei〈x,ξ〉 spherically converges everywhere except at q to a
function f(x) ∈ L1(Td). Furthermore, suppose f(x) is finite for all x except q.
Then
∑
ξ∈Zd aξei〈x,ξ〉 is the Fourier series of f(x).
It is easily deduced from Theorem 1.2 and the following fact about Abel
summability, which is an analogue of a theorem of Shapiro [Sh, §6]:
Theorem 1.8. Consider the multiple (d ≥ 2) trigonometric series∑
ξ∈Zd aξei〈x,ξ〉 where the coefficients aξ are arbitrary complex numbers. Let
q be a point on Td. Suppose that
1.
∑
|ξ|∼R |aξ|2 = o(R2) as R→∞,
2. f∗(x) and f∗(x) are finite for all x except q, and
3. f∗(x) and f∗(x) are functions in L1(Td).
Then
∑
ξ∈Zd aξei〈x,ξ〉 is the Fourier series of f∗(x).
Note that the theorem is false when d = 1 since the trigonometric series∑
eiξx is Abel convergent to 0 everywhere in T \ {0}.
2. Proof of Theorem 1.4
We may assume d ≥ 3 since the cases d = 1 and d = 2 are known.
We need some preliminary results and some notation before we start the
proof. Without loss of generality, by considering the real and imaginary parts
separately, we may assume that aξ = a−ξ, where a is the conjugate of the
complex number a. Thus f(x, t), f∗(x) and f∗(x) are all real functions. In
addition, we may assume that a0 = 0.
Define
f1(x, t) = −
∑
ξ 6=0
aξ
|ξ|e
i〈x,ξ〉−|ξ|t(2.1)
f2(x, t) = −
∑
ξ 6=0
aξ
|ξ|2 e
i〈x,ξ〉−|ξ|t.
Under the condition (1.4), it is easy to see that for each x ∈ Td and t > 0,
f(x, t), f1(x, t) and f2(x, t) converge absolutely and hence are infinitely differ-
entiable as functions of t > 0. Thus by the mean value theorem, for t1 > t2 > 0,
there exist t3, t4 ∈ (t2, t1) such that f1(x, t1)− f1(x, t2) = f(x, t3)(t1− t2), and
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f2(x, t1)− f2(x, t2) = −f1(x, t4)(t1− t2). Since for each x, f∗(x) and f∗(x) are
finite, f(x, t) is bounded for all t > 0. The bound depends on x in general.
Thus, for each x, there exist finite-valued functions f1(x) and f2(x) such that
(2.2) f1(x, t)→ f1(x) and f2(x, t)→ f2(x) as t→ 0+.
On the other hand, if we define the Riemann function F (x) by
(2.3) F (x) = −
∑
ξ 6=0
aξ
|ξ|2 e
i〈x,ξ〉,
then, because of the Bourgain condition (1.4), F (x) ∈ L2(Td) and f2(x, t)
L2→ F (x) as t→ 0+. In fact, observe that there is an absolute constant C such
that
||f2(x, t)− F (x)||22 =
∑
ξ 6=0
|aξ |2
|ξ|4
(
1− e−2|ξ|t
)
(2.4)
≤ C
∞∑
k=1
2−2k
(
1− e−2k/2+1t
) ∑
|ξ|2∼2k
|aξ|2
≤ C
∞∑
k=1
2−k
(
1− e−2k/2+1t
)
→ 0 as t→ 0+.
Thus,
(2.5) f2(x) = F (x) a.e.
The key to the proof is to show that ∆f2(x) = f∗(x) almost everywhere.
To this end, we need to use a generalized Laplacian.
Let B(x, ρ) be an open ball in Td centered at x ∈ Td with radius ρ > 0
and m(B(x, ρ)) the volume of B(x, ρ). Then m(B(x, ρ)) = vdρ
d, where vd is
the volume of the unit ball in Rd. For any locally integrable function g(x), the
average of g over B(x, ρ) is
Aρg(x) =
1
m(B(x, ρ))
∫
B(x,ρ)
g(y) dy
=
1
vdρd
∫
B(x,ρ)
g(y) dy.
Let
I(x) =
IB(0,1)(x)
m(B(0, 1))
,
where IB(0,1)(x) is the characteristic function of the unit ball. Denote Iˆ(ξ) to
be the Fourier transform of I(x). Then Iˆ(ρξ) satisfies the following properties:
(2.6) lim
ρ→0
Iˆ(ρξ)− 1
ρ2|ξ|2 = −
1
2
∫
B(0,1)
x21I(x) dx = cd < 0,
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and for |ξ| = 1,
(2.7)
∫ ∞
0
∣∣∣∣∣∂r
[
Iˆ(ρrξ)− 1
ρ2r2
]∣∣∣∣∣ dr =
∫ ∞
0
∣∣∣∣∣∂r
[
Iˆ(rξ)− 1
r2
]∣∣∣∣∣ dr < c.
Note that the constant c in (2.7) is independent of ρ.
The above two equalities are standard. In fact, to see (2.6), rotate (choose
the first coordinate axis to be in the direction of ξ) and use polar coordinates
to get
Iˆ(ρξ)− 1 = 1
vd
∫
|x|≤1
(ei〈x,ρξ〉 − 1) dx(2.8)
=
1
vd
∫
|x|≤1
(eix1ρ|ξ| − 1) dx
=
vd−1
vd
∫ 1
−1
(cos(ρ|ξ|x1)− 1)(1 − x21)
d−1
2 dx1.
Since for any x ∈ T, | cos x−1| ≤ x22 , and limx→0 cos x−1x2 = −12 , by the bounded
convergence theorem and (2.8), we have
lim
ρ→0
Iˆ(ρξ)− 1
ρ2|ξ|2 = −
vd−1
2vd
∫ 1
−1
x21(1− x21)
d−1
2 dx1
= −1
2
∫
B(0,1)
x21I(x) dx = cd < 0.
Observe that the above argument shows Iˆ(ξ1) = Iˆ(ξ2) if |ξ1| = |ξ2|. Thus, we
may abuse our notation and write Iˆ(ξ) = Iˆ(|ξ|).
Inequality (2.7) also follows similarly. If |ξ| = 1, then
∂r
[
Iˆ(ρrξ)− 1
ρ2r2
]
= −2vd−1
vd
∫ 1
−1
(1− 12 irρx1)eirρx1 − 1
r3ρ2
(1− x21)
d−1
2 dx1.
Thus, for c = −2vd−1/vd,∫ ∞
0
∣∣∣∣∣∂r
[
Iˆ(ρrξ)− 1
ρ2r2
]∣∣∣∣∣ dr
= c
∫ ∞
0
∣∣∣∣∣
∫ 1
−1
(1− 12 irρx1)eirρx1 − 1
r3ρ2
(1− x21)
d−1
2 dx1
∣∣∣∣∣ dr
= c
∫ ∞
0
∣∣∣∣∣
∫ 1
−1
(1− 12 irx1)eirx1 − 1
r3
(1− x21)
d−1
2 dx1
∣∣∣∣∣ dr
=
∫ ∞
0
∣∣∣∣∣∂r
[
Iˆ(rξ)− 1
r2
]∣∣∣∣∣ dr
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by the simple change of variable argument: ρr → r. The above integral is
finite since∣∣∣∣∣
∫ 1
−1
(1− 12 irx1)eirx1 − 1
r3
(1− x21)
d−1
2 dx1
∣∣∣∣∣ ≤ cr2 as r→∞,
and
(1− 1
2
irx1)e
irx1 − 1 = 1
2
irx1 +O(r
3) as r → 0.
Define the generalized Laplacian operator on g(x) ∈ L1 to be
∆˜g(x) = lim
ρ→0
− 1
cd
Aρg(x)− g(x)
ρ2
if such a limit exists (not necessarily finite), where cd < 0 is the constant
given in (2.6). We can also define the upper and lower generalized Laplacians
∆˜∗g(x) and ∆˜∗g(x) by replacing lim by lim sup and lim inf respectively when
the function g(x) is real-valued. It is clear that all three of these generalized
Laplacians agree with the usual Laplacian when applied to a C2 function.
Recall that a0 = 0. For f2(x, t) given by (2.1), we have for x ∈ Td,
Aρf2(x, t)− f2(x, t)
ρ2
= −
∑
ξ 6=0
aξ
|ξ|2
Iˆ(ρξ)− 1
ρ2
ei〈x,ξ〉−|ξ|t(2.9)
= −
∑
k≥1
Iˆ(ρ
√
k)− 1
ρ2k
∑
|ξ|2=k
aξe
i〈x,ξ〉−|ξ|t
= −
∑
k≥1

 ∑
|ξ|2≤k
aξe
i〈x,ξ〉−|ξ|t


×
(
Iˆ(ρ
√
k)− 1
ρ2k
− Iˆ(ρ
√
k + 1)− 1
ρ2(k + 1)
)
→ −f(x, t)cd as ρ→ 0
since by the fundamental theorem of calculus and (2.7),
∑
k≥1
∣∣∣∣∣ Iˆ(ρ
√
k)− 1
ρ2k
− Iˆ(ρ
√
k + 1)− 1
ρ2(k + 1)
∣∣∣∣∣ ≤
∫ ∞
0
∣∣∣∣∣∂r
[
Iˆ(ρrξ)− 1
ρ2r2
]∣∣∣∣∣ dr < b <∞
for a constant b independent of ρ. Thus, the above argument shows that
(2.10) ∆˜f2(x, t) = lim
ρ→0
− 1
cd
Aρf2(x, t) − f2(x, t)
ρ2
= f(x, t)
for x ∈ Td and t > 0.
To pass to the limit as t → 0+, we need the following lemma of Shapiro
(Lemma 7 of [Sh2]). To see that Shapiro’s lemma applies, note that F ∈ L2(Td)
implies F ∈ L1(Td).
SPHERICAL UNIQUENESS THEOREMS 9
Lemma 2.1. If (1.4) holds, then at every point x where f∗(x) and f∗(x)
are finite,
(2.11) ∆˜∗f2(x) ≤ f∗(x) and f∗(x) ≤ ∆˜∗f2(x).
The following classical results on the Green’s function G(x) appear with
proof as Lemma 8 of Shapiro [Sh2]. (Also see Theorem 6 of Bochner [Bo].)
Lemma 2.2. There is a function G(x) in L1(Td) whose Fourier series is
given by
∑
|ξ|6=0 |ξ|−2ei〈x,ξ〉. Further, G(x) has the following properties:
1. G(x) is in class C∞(Td) away from 0 and ∆G(x) = 1 for x 6= 0.
2. G(x) = Φ(x) + H∗(x) where H∗ is continuous on Td and ∆H∗(x) = 1
for x ∈ Td \ {0} and where Φ(x) = Cd|x|−(d−2) for d ≥ 3 with Cd =
2d−1πd/2Γ(d/2)/(d − 2) and Φ(x) = −2π log |x| when d = 2.
3. Let u(x) be an upper semi -continuous function on Td which is also
in L1(Td). Define U(x) = (2π)−d
∫
T d G(x − y)u(y) dy and u0 =
(2π)−d
∫
T d u(y) dy. Then U(x) is upper semi -continuous on T
d,
U(x) ∈ L1(Td), and ∆˜∗U(x) ≥ −u(x) + u0 for x ∈ Td. Moreover,
∆˜∗U(x) = ∆˜∗U(x) = −u(x) + u0 almost everywhere in Td.
A consequence of Lemma 2.2 is that for any integrable function u, the
Fourier series of U(x) = (2π)−d
∫
T d G(x − y)u(y) dy is
∑
|ξ|6=0 uξ|ξ|−2ei〈x,ξ〉,
where u0 +
∑
|ξ|6=0 uξei〈x,ξ〉 is the Fourier series of u.
We now state the following key lemma which will be proved in Section 3.
The function U will not in general be periodic, so we have to work in Rd, rather
than in Td.
Lemma 2.3. Let f2(x) be as given in (2.2) where f(x, t) satisfies the
conditions in Theorem 1.4. Suppose that U(x) is an upper semi -continuous
function and that it is in L1loc(R
d). Let S(x) = f2(x) + U(x). If ∆˜
∗S(x) ≥ 0,
then S(x) is subharmonic in Rd.
Remark 2.1. By modifying the proof of Lemma 2.3 in Section 3, Lemma 2.3
can be shown to hold locally. Explicitly, we can replace Rd everywhere in
Lemma 2.3 by any open ball B ⊂ Rd and L1loc(Rd) by L1(B).
We now are ready to prove Theorem 1.4.
Since A(x) ∈ L1(Td), there exists an upper semi-continuous function u(x)
(see p.75 of [S], for example) such that u(x) ≤ A(x). As in Lemma 2.2,
define U(x) = (2π)−d
∫
T d G(x− y)u(y) dy, u0 = (2π)−d
∫
T d u(y) dy and S(x) =
f2(x) + U(x) − u0|x|2/(2d). Then by Lemma 2.1, ∆˜∗f2(x) ≥ f∗(x) ≥ A(x) ≥
u(x). Consequently, by periodicity, Lemmas 2.2 and 2.3, S(x) is subharmonic
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in Rd. Therefore, by Riesz’s representation for subharmonic functions and a
theorem of Saks [S], ∆˜∗S(x) = ∆˜∗S(x) almost everywhere and is in L1 locally.
Since ∆˜∗U(x) = ∆˜∗U(x) almost everywhere and is in L1 locally, this shows
that ∆˜∗f2(x) = ∆˜∗f2(x) almost everywhere and is in L1 locally. Thus by
assumption and Lemma 2.1, f∗(x) is in L1 locally.
LetB(x) = min{f∗(x), ∆˜∗f2(x)}. Then by Lemma 2.1, ∆˜∗f2(x) ≤ B(x) ≤
∆˜∗f2(x). Consequently, B(x) = ∆˜∗f2(x) almost everywhere, and is in L1loc(R
d).
By a theorem of Vitali-Carathe´odory (p. 75 of [S]), there exists a nondecreas-
ing sequence of upper semi-continuous functions {uk(x)} on Rd, which are also
in L1loc(R
d), such that each uk(x) is bounded above and uk(x) ≤ B(x) for all
x ∈ Rd,
(2.12) lim
k→∞
uk(x) = B(x) for almost all x ∈ Rd
and
(2.13) lim
k→∞
∫
E
uk(y) dy =
∫
E
B(y) dy
for any bounded set E ⊂ Rd. Set Uk(x) = (2π)−d ∫T d G(x − y)uk(y) dy
and uk0 = (2π)
−d ∫
T d u
k(y) dy. Then (2.13) implies that uk0 is convergent to
b0 = (2π)
−d ∫
T d B(y) dy as k → ∞. By Lemma 2.1–Lemma 2.3, we have
Sk(x) = f2(x) + U
k(x)− uk0|x|2/(2d) is subharmonic in Rd.
Note that 0 ≤ B(x) − uk(x) ≤ B(x) − u1(x). Since B(x) and u1(x) are
locally integrable on Rd, by Lemma 2.2, (2.12), and the dominated convergence
theorem,
lim
k→∞
Uk(x) = U(x) = (2π)−d
∫
T d
G(x− y)B(y) dy in L1loc(Rd)
and hence there exists a subsequence, still called Uk for notational simplicity,
such that
lim
k→∞
Uk(x) = U(x) a.e.
Since for any sequence of subharmonic functions convergent in L1, there is a
subharmonic function which is almost everywhere the L1 limit of that sequence
(see p. 20 of [R]); S(x) = f2(x)+U(x)−b0|x|2/(2d) is almost everywhere equal
to a subharmonic function S∗(x) in Rd.
Similarly, there exists a sequence of nonincreasing lower semi-continuous
functions vk(x) on Rd, which are also in L1loc(R
d), such that each vk(x) is
bounded below and vk(x) ≥ B(x),
lim
k→∞
vk(x) = B(x) for almost all x ∈ Rd
and
lim
k→∞
∫
E
vk(y) dy =
∫
E
B(y) dy
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for any bounded set E ⊂ Rd. Since −vk(x) is nondecreasing the above argu-
ments show that there exists a superharmonic function S∗(x), which is almost
everywhere equal to S(x).
Therefore S∗(x) = S∗(x) almost everywhere. The subharmonicity of S∗
and superharmonicity of S∗ show that at every x
(2.14) S∗(x) ≤ A1S∗(x) = A1S(x) = A1S∗(x) ≤ S∗(x).
In addition, if both S∗(x) and S∗(x) are finite, for any ǫ > 0, there exists δ > 0,
such that
(2.15) S∗(y) ≤ S∗(x) + ǫ and S∗(y) ≥ S∗(x)− ǫ
for all y ∈ B(x, δ). Thus the fact that S∗ = S∗ almost everywhere and (2.15)
imply that S∗(x) ≤ S∗(x) + 2ǫ. So S∗(x) ≤ S∗(x). In fact, a similar argument
shows that for all x, S∗(x) > −∞ and S∗(x) < ∞ since S∗(x) < ∞ and
S∗(x) > −∞ by sub- or superharmonicity. Thus S∗(x) and S∗(x) are finite for
all x and S∗(x) ≤ S∗(x). Consequently, by (2.14) S∗(x) = S∗(x) everywhere
and hence it is harmonic in Rd.
But then,
S∗(x) =
1
vd
∫
|y−x|≤1
S∗(y) dy
=
1
vd
∫
|y−x|≤1
S(y) dy
=
1
vd
∫
|y−x|≤1
f2(y) dy +
1
vd
∫
|y−x|≤1
U(y) dy
− b0
2d
1
vd
∫
|y−x|≤1
|y|2 dy
= I + II + III.
Since f2 and U are periodic, I and II are bounded. Thus, S
∗(x) = O(|x|2).
By the penultimate inequality of Section 2.13 of [PW] it follows that every
second order partial derivative of S∗ is a bounded harmonic function and hence
constant, so that S∗ itself is a quadratic polynomial. (An alternative argument
can be based on expanding S∗(x) into spherical harmonics.) Thus, the periodic
function f2 +U is almost everywhere equal to a quadratic polynomial Q(x) =
c1,0,···,0x21 + · · ·. A simple countability argument shows that for almost every
x ∈ Rd we have (f2 +U)(x+2πne1) = Q(x+ 2πne1) for n = 1, 2, 3, · · ·, where
e1 = (1, 0, · · · , 0). Let n→∞ to see that c1,0,···,0 = 0. Similar reasoning shows
that Q(x) reduces to a constant K. Consequently, we have f2(x) = −U(x)+K
almost everywhere. However, both U and F are integrable over Td. The
integrals of U and f2 over Td are both 0 by (2.5) and Lemma 2.2. So K = 0.
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Hence,
f2(x) = −(2π)−d
∫
T d
G(x− y)B(y) dy a.e.
= −(2π)−d
∫
T d
G(x− y)∆˜∗f2(y) dy a.e.
Finally, by (2.5), we have
F (x) = −(2π)−d
∫
T d
G(x− y)∆˜∗f2(y) dy a.e.
Comparing the Fourier series of both sides, we see that the aξ are the Fourier
coefficients of ∆˜∗f2(x) −K1 for some constant K1. The Fourier series of the
integrable function ∆˜∗f2(x)−K1,∑ aξei〈ξ,x〉 is Abel summable to ∆˜∗f2(x)−K1
almost everywhere (Theorem 2 of [Sh2]). Thus, from the definition of f∗(x),
f∗(x) = ∆˜∗f2(x) − K1 almost everywhere. Therefore f∗(x) ∈ L1(Td) and aξ
is the ξth Fourier coefficient of f∗(x). In fact, K1 = 0 by Lemma 2.1. This
completes the proof that Lemma 2.3 will imply Theorem 1.4.
We end this section with the following observation. It is well known that
if u(x) is an upper semi-continuous function in B = B(x0, h0) ⊂ Td and GB
denotes the Green function of B, then when d ≥ 3, the function
U ′(x) =
1
σd(d− 2)
∫
B
GB(x, y)u(y) dy,
where σd is the surface area of the unit ball in Rd, satisfies
∆˜∗U ′(x) ≥ −u(x), for all x ∈ B(x0, h0).
Replacing U everywhere by U ′ in the proof of Theorem 1.4, we have the fol-
lowing lemma. Notice that we include the case where a0 may not be zero.
Lemma 2.4. Let
∑
ξ∈Zd aξei〈x,ξ〉 be a multiple (d ≥ 3) trigonometric
series with aξ = a−ξ. Suppose that the coefficients aξ satisfy condition (1.4);
1. f∗(x) and f∗(x) are finite for all x ∈ B where B ⊂ Td is a ball ; and
2. f∗(x) ≥ A(x) for almost all x ∈ B, where A(x) is in L1(B).
Then for any ball B1 ⊂ B1 $ B, f∗ is in L1(B1). Moreover,
f2(x) = f2(x) +
1
σd(d− 2)
∫
B1
GB1(x, y)f∗(y) dy + a0|x|2/(2d)
is finite everywhere and is almost everywhere equal to a function h(x) harmonic
in B1. In addition, if f
∗(x) = f∗(x) everywhere in B, is in L1(B), and is
continuous in B, then
f2(x) +
1
σd(d− 2)
∫
B
GB(x, y)f∗(y) dy + a0|x|2/(2d)
is harmonic on B.
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Note that under condition (1.4),
F (x) = −
∑
ξ 6=0
aξ
|ξ|2 e
i〈ξ,x〉
is in L2(Td) and F (x) = f2(x) almost everywhere in Td. Combining the above
lemma with Lemma 5 of Shapiro [Sh1], we have the following analogue of
Lemma 3 of Shapiro [Sh4].
Let Bo denote the interior of B.
Lemma 2.5. Let
∑
ξ∈Zd aξei〈x,ξ〉 be a multiple trigonometric series with
aξ = a−ξ. Suppose that the coefficients aξ satisfy condition (1.4),
1. f∗(x) and f∗(x) are finite for all x ∈ B where B ⊂ Td is a ball (open or
closed), and
2. f∗(x) = 0 for almost all x ∈ B.
Then for any ball B1 ⊂ B1 ⊂ Bo, f(x, t) converges to 0 as t → 0+ uniformly
in B1. In particular, f
∗(x) = f∗(x) = 0 in B.
3. Proof of Lemma 2.3
The proof of Lemma 2.3 is so difficult that this section will be given the
following preface.
The proof of Lemma 2.3 is extremely delicate, incorporating all the sub-
tle ideas from Bourgain’s landmark work [B] as well as an additional Baire
category argument that overcomes the unpleasant fact that an upper semi-
continuous function on a compact set need not be uniformly upper semi-
continuous. Some of the difficulty is pushed into Lemmas 3.2 and 3.3. The
proof of Lemma 3.2 contains a great deal of hard analysis. Even after so much
of the work in Lemmas 3.2 and 3.3 has been hidden, the reasoning involved in
the proof of Lemma 2.3 is still tortuous, and so we will provide an overview
here.
We assume that the set W where S fails to be upper semi-continuous is
nonempty and then reason down a path which eventually divides into two paths
each ending in a contradiction. First, a Baire category argument produces a
nonempty portion Z of W (Z =W ∩B for some ball B) such that S restricted
to Z is “very good,” f2 restricted to Z is “very good,” et cetera.
Next, for each ε > 0, let Wε be the points of W where S has a jump of at
least ε:
lim sup
y→x
S(y) ≥ S(x) + ε, for every x ∈Wε.
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For each ε > 0 and each x ∈ B \ W ε consider the harmonic measure ω of
∂Wε with respect to B \W ε at x. Our path splits depending on whether the
harmonic measure is “thin:”
(3.1) ω(B \W ε, ∂Wε, x) = 0 for all pairs (ε, x) with ε > 0 and x ∈ B \W ε,
or whether it is “thick:”
(3.2) ω(B \W ε, ∂Wε, x) > 0 for some ε > 0 and some x ∈ B \W ε.
If (3.1) holds, from Lemma 3.2 it follows that S is bounded above and
Lemma 3.3 then applies and asserts that W ∩B = ∅, a contradiction.
On the other hand, if (3.2) is the case, we apply a second Baire category
argument to strengthen assumption (3.2) by producing an ε > 0 and a subset
Zε of Wε so that U is “uniformly ε/40 subharmonic” when restricted to Zε.
Furthermore, the set Zε is still “thick:” ω(B \ Zε, ∂Zε, x) > 0.
Finally a very careful procedure involving picking balls within balls within
balls is used to find a point p1 of Wε and a very nearby point p2 of B so that
S(p2) − S(p1) is small relative to ε because of Lemma 3.2, but large relative
to ε because of S having large (relative to ε) jumps at each point of Wε. This
contradiction will complete the proof of Lemma 2.3 which we begin here.
Since ∆˜∗S(x) ≥ 0 and S(x) is in L1 locally, we have S(x) < ∞ for
all x ∈ Rd. S(x) 6≡ −∞ since S(x) is in L1 locally. We first show that
S(x) = f2(x) + U(x) is upper semi-continuous in Rd.
Let
(3.3) Wε =
{
x ∈ Rd : sup
|x−y|<δ
S(y)− S(x) > ε for all δ > 0
}
.
Then the set where S(x) in Rd is not upper semi-continuous is given by
W =
⋃
ε>0
Wε.
If W = ∅, then S(x) is upper-semicontinuous. Now we assume W 6= ∅
and construct the set Z. Bourgain’s condition (1.4) implies that f(x, t) =∑
aξe
i〈ξ,x〉−|ξ|t is a uniform limit of its partial sums and hence is continuous on
Td × [1j ,∞) for every positive integer j. Taking periodicity into account, we
see that for each k, f(x, t) is uniformly continuous on Rd× [ 1k+1 , 1k ]. So we may
partition [12 , 1] into 1 = t1 > t2 > · · · > tr = 12 so that for i = 1, 2, · · · , r − 1,
(3.4) sup
x∈Rd
sup
ti≥t≥ti+1
|f(x, ti)− f(x, t)| ≤ 1 .
Then partition [13 ,
1
2 ] into
1
2 = tr > tr+1 > · · · > ts = 13 so that inequality
(3.4) holds for i = r, r + 1, · · · , s− 1 and so on, thereby producing a sequence
T = {tn} satisfying 1 = t1 > t2 > · · ·, limk→∞ tk = 0, and
(3.5) sup
x∈Rd
sup
ti≥t≥ti+1
|f(x, ti)− f(x, t)| ≤ 1
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holds for all k. Since f(x, t) is bounded as t→ 0+ for each x ∈ Rd,⋃
n≥1
⋂
t∈T
{
x ∈ Rd : |f(x, t)| ≤ n
}
= Rd.
Therefore, ⋃
n≥1
⋂
t∈T
{
x ∈W : |f(x, t)| ≤ n
}
=W.
Since for each positive integer n and each t ∈ T , the set{
x ∈W : |f(x, t)| ≤ n
}
is relatively closed with respect to W , by Baire’s category theorem applied to
the space W (the intersection of countably many relatively open dense sets is
not empty), for some N0 ≥ 1,⋂
t∈T
{
x ∈W : |f(x, t)| ≤ N0
}
has a nonempty interior relative to W . This means that there exist an open
ball B(p, ρ0), p ∈W , and a constant N0 such that
(3.6) sup
t∈T
sup
x∈B(p,ρ0)∩W
|f(x, t)| ≤ N0 <∞.
Bourgain’s condition implies that supx∈Rd |f(x, t)| ≤ C, supx∈Rd |f1(x, t)| ≤ C,
and supx∈Rd |f2(x, t)| ≤ C whenever t ≥ 1. Use
f1(x, t) =
∫ t
1
f(x, s) ds + f1(x, 1),
(3.5) and (3.6) to see that there is a constant N > 0 such that
(3.7) sup
x∈Z
t>0
|f1(x, t)| ≤ N,
where Z = B(p, ρ0) ∩W . Similarly, since
f2(x, t) = −
∫ t
0
f1(x, s) ds + f2(x)
by (2.2),
(3.8) sup
x∈Z
t>0
|f2(x)− f2(x, t)| ≤ Nt.
Therefore, f2(x) is continuous when restricted to Z. It follows that S(x) is
upper semi-continuous restricted to Z.
We will show a contradiction if W 6= ∅. Once S is everywhere upper semi-
continuous, it is subharmonic since ∆˜∗S ≥ 0. For this, see p.14 of [R]. This
will complete the proof of Lemma 2.3.
The following lemmas are needed in proving W = ∅.
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For a bounded open setG and Borel measurable set F , we denote ω(G,F, x)
to be the harmonic measure of a Borel set F relative to G at x ∈ G. Har-
monic measure is closely related to Brownian motion. Let ({Xt}t,Ft, P ) be
the standard Brownian motion in Rd. For x ∈ G, let T be the exiting time of
Xt from G:
T = inf{t ≥ 0 : Xt /∈ G}.
Then XT ∈ ∂G since Xt is continuous in t. Let P x denote the probability
measure such that X0 = x almost everywhere. Then the harmonic measure
ω(G,F, x) = P x(XT ∈ F ).
The following properties of harmonic measure are well-known. We sum-
marize them as a preliminary lemma.
Lemma 3.1. Let F0 ⊂ F1 ⊂ F2 be closed subsets of a bounded open set G.
Then for x ∈ G \ F2,
ω(G \ F2, ∂F2, x) ≥ ω(G \ F1, ∂F1, x)(3.9)
≥ ω(G \ F1, ∂F0, x) ≥ ω(G \ F2, ∂F0, x).
To see the last inequality, let Ti = inf{t ≥ 0 : Xt /∈ G \Fi}, i = 1, 2. Then
T2 ≤ T1. Note that on {T2 < T1}, we must have XT2 ∈ G \ F1. Otherwise,
XT2 ∈ G \ (G \ F1) = F1. Thus by definition T2 ≥ T1, a contradiction.
But {T2 < T1} ⊂ {XT2 ∈ G \ F1} implies that {XT2 ∈ F1} ⊂ {T1 = T2}.
Consequently, {XT2 ∈ ∂F0} ⊂ {XT2 ∈ F0} ⊂ {XT2 ∈ F1} ⊂ {T1 = T2}. This
proves the inequality since
P x(XT2 ∈ ∂F0) = P x(XT2 ∈ ∂F0, T1 = T2) ≤ P x(XT1 ∈ ∂F0).
The middle inequality is simply the monotonicity of the harmonic measure.
To see the left inequality, observe that on {XT1 ∈ ∂F1}, XT2 ∈ ∂F2. Otherwise,
XT2 ∈ ∂G and T2 ≤ T1 imply that XT1 ∈ ∂G, a contradiction. Consequently,
{XT1 ∈ ∂F1} ⊂ {XT2 ∈ ∂F2}. This completes the proof.
The next three lemmas are essential to the proof of Lemma 2.3.
Lemma 3.2. Let S, f2, and U be as given in Lemma 2.3. Let W be
the set where S is not upper semi -continuous. Assume that there is a open
ball B(p, ρ0), p ∈ W , such that when restricted to Z = B(p, ρ0) ∩W , f2(x)
is continuous and (3.8) holds. Then, for p1 ∈ W,B(p1, ρ1) ⊂ B(p, 12ρ0) and
p2 ∈ B(p1, 12ρ1), there exists a constant c > 0 such that for almost all such ρ1,
S(p2)− S(p1) ≤ c
([
|f2(p1)|+ ρ−
3
4
(d−1)
1
]
(3.10)
× [1− ω(B(p1, ρ1) \W,∂(W ∩B(p1, ρ1)), p2)]
1
4
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+ sup
q∈B(p1,2ρ1)∩W
|f2(q)− f2(p1)|
+ 2 sup
q∈B(p1,2ρ1)
(
U(q)− U(p1)
))
.
Lemma 3.2 is a one-sided version of Bourgain’s key lemma in [B]. The
proof is also similar and is given in Section 4. It follows from Lemma 3.2 that
S(x) is bounded from above in B(p, ρ04 ) when p1 = p.
Lemma 3.3. Assume U is defined on B(p, r) and is upper semi -continuous
on B(p, r). Let f2 be a function in B(p, r) such that S(x) = f2(x) + U(x) is
bounded from above in B(p, r), in L1(B(p, r)), and satisfies
(3.11) ∆˜∗S(x) ≥ 0, and ∆˜∗f2(x) <∞
for each x ∈ B(p, r). If S is upper semi -continuous when restricted to W =
{x ∈ B(p, r) :S(x ) is not upper semi -continuous}, and for all x ∈ B(p, r) \W ε
the harmonic measure
(3.12) ω(B(p, r) \W ε, B(p, r) ∩Wε, x) = 0
for all ε > 0 where Wε is given by (3.3), then W must be empty and S(x) is
subharmonic on B(p, r).
The proof of Lemma 3.3 is given in Section 5. The special case when
U ≡ 0 was proved by Bourgain.
The next lemma provides a harmonic measure version of a point density.
Lemma 3.4. Let B(p0, r) be a ball in Rd and F a closed set such that
B(p0, r) ∩ F 6= ∅. Suppose for some x ∈ B(p0, r) \ F ,
ω(B(p0, r) \ F, ∂(B(p0, r) ∩ F ), x) > 0.
Then there exists p1 ∈ B(p0, r) ∩ F , such that
(3.13) inf
δ1>0
lim inf
δ2→0
inf
x∈B(p1,δ2)
ω(B(p1, δ1) \ F, ∂(B(p1, δ1) ∩ F ), x) = 1.
The proof of Lemma 3.4 is outlined in [B]. For a detailed proof, see the
proof of Theorem 3.14 in [AW].
We now return to the proof of Lemma 2.3. By (2.5) and the fact that
F (x) ∈ L2(Td), we have S is in L1loc(Rd). For the duration of this proof, we
abbreviate B(p, ρ0/8) to B. There are two cases.
Case one: for all ǫ > 0,
ω(B \Wǫ, ∂(B ∩Wǫ), x) = 0
18 J. MARSHALL ASH AND GANG WANG
for all x ∈ B \Wǫ. Then by Lemma 3.2, S is bounded from above and by
Lemma 2.1, ∆˜∗f2 <∞ everywhere. Also B(p, p0) was chosen so that S is upper
semi-continuous when restricted to B(p, p0) ∩W . Thus all the hypotheses of
Lemma 3.3 are satisfied and W ∩B = ∅, which is a contradiction.
Case two: for some ǫ > 0 and for some x0 ∈ B \Wǫ, we have
(3.14) ω(B \Wǫ, ∂(B ∩Wǫ), x0) > 0.
Even though U is upper semi-continuous everywhere, it may not be uni-
formly upper semi-continuous on Wǫ. This presents a problem which did not
arise at the corresponding point in Bourgain’s proof. To deal with this, we
now introduce a subset of Wǫ called Zǫ, on a portion of which there holds a
kind of uniform upper semi-continuity.
Let
Zǫ = {y ∈ B ∩Wǫ : ω(B \Wǫ, B(y, δ) ∩Wǫ, x0) > 0, for all δ > 0}.
Then,
(3.15) ω(B \Wǫ, ∂Zǫ, x0) > 0.
In fact, by definition, for each z ∈ B ∩Wǫ \ Zǫ, there exists a ball B(z, δz),
such that
(3.16) ω(B \Wǫ, B(z, δz) ∩Wǫ, x0) = 0.
The open cover {B(z, δz)} of B∩Wǫ\Zǫ has a countable subcover {B(zi, δzi)}.
Thus, (3.16) implies
ω(B \Wǫ, B ∩Wǫ \ Zǫ, x0) = 0.
So (3.15) follows from (3.14) as ω(B \Wǫ, Zǫ, x0) = ω(B \Wǫ, ∂Zǫ, x0).
Since U is upper semi-continuous,
⋃
m≥1
{
y ∈ Zǫ : sup
|z−y|≤2/m
U(z)− U(y) ≤ ǫ
40
}
= Zǫ.
Apply Baire’s category theorem to the space Zǫ to see that there exists m ≥ 1
and an open ball B(q, ρ) ⊂ B, q ∈ Zǫ, such that
B(q, ρ) ∩ Zǫ ⊂
{
y ∈ Zǫ : sup
|z−y|≤2/m
U(z)− U(y) ≤ ǫ
40
}
.
Equivalently, for any fixed y ∈ B(q, ρ) ∩ Zǫ, there exists a sequence yn ∈
B(q, ρ) ∩ Zǫ convergent to y such that
(3.17) sup
|z−yn|≤2/m
U(z) − U(yn) ≤ ǫ
40
.
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However, U is upper semi-continuous. So there exists 0 < δ < 1m such that for
|yn − y| < δ,
U(yn)− U(y) < ǫ
40
.
Thus, for |z − y| < 1m , since |z − yn| < 2m if |yn − y| < δ,
(3.18) sup
|z−y|< 1
m
U(z) < U(yn) +
ǫ
40
< U(y) +
ǫ
20
.
Without loss of generality, we assume that 1m ≤ ρ2 .
Because q ∈ Zǫ, we also have
(3.19) ω(B \Wǫ, B(q, ρ
2
) ∩Wǫ, x0) = ω(B \Wǫ, ∂(B(q, ρ
2
) ∩Wǫ), x0) > 0.
Set Fǫ = B(q,
ρ
2 ) ∩Wǫ. Then the rightmost inequality of Lemma 3.1 and
(3.19) imply that
ω(B \ F ǫ, ∂Fǫ, x0) ≥ ω(B \W ǫ, ∂Fǫ, x0) > 0.
From Lemma 3.4, there exists p′ ∈ F ǫ such that
(3.20) inf
δ1>0
lim infδ2→0 inf
x∈B(p′,δ2)
ω(B(p′, δ1) \ F ǫ, ∂(B(p′, δ1) ∩ Fǫ), x) = 1.
Notice that Lemma 3.4 requires the set F to be closed, so we cannot be
sure that p′ ∈ Fε. Although Fε may not be closed, the uniformity implied by
(3.20) allows us to continue.
Since f2 restricted toW ∩B is continuous, we may select 1/(8m) > δ1 > 0
such that
(3.21) |f2(z) − f2(y)| ≤ ε
10
for all y, z ∈ B(p′, 8δ1) ∩W .
Let η > 0 be any positive number. From (3.20), it follows that there exists
0 < δ2 = δ2(η, δ1) < δ1 such that
ω(B(p′, δ1) \ F ǫ, ∂(B(p′, δ1) ∩ Fǫ), y) > 1− η for all y ∈ B(p′, δ2).
We may also assume that δ1 + δ2 = δ
′
3 satisfies B(p
′, δ
′
3) ⊂ B(p, ρ02 ). Pick
any δ3 bigger than δ
′
3 but small enough to force B(p
′, δ3) ⊂ B(p, ρ02 ). Note that
p′ ∈ F ε implies that there exists p1 ∈ B(p′, δ22 )∩Fǫ. Since B(p′, δ1) ⊂ B(p1, δ3),
B(p1, δ3) \ [Fε ∪ {B(p1, δ3) \B(p′, δ1)}] = B(p′, δ1) \ F ε.
So by the rightmost inequality of Lemma 3.1,
ω(B(p1, δ3) \ F ǫ, ∂(B(p′, δ1) ∩ Fǫ), y)
≥ ω(B(p1, δ3) \ [Fε ∪ {B(p1, δ3) \B(p′, δ1)}], ∂(B(p′, δ1) ∩ Fǫ), y)
= ω(B(p′, δ1) \ F ǫ, ∂(B(p′, δ1) ∩ Fǫ), y)
≥ 1− η for all y ∈ B(p1, δ2
2
).
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Consequently,
ω(B(p1, δ3) \ F ǫ, ∂(B(p1, δ3) ∩ Fǫ), y) ≥ 1− η for all y ∈ B(p1, δ2
2
),
since B(p′, δ1)∩Fǫ ⊂ B(p1, δ3)∩Fǫ. Finally, by the left inequality of Lemma 3.1
ω(B(p1, δ3) \W,∂(B(p1, δ3) ∩W ), y) ≥ ω(B(p1, δ3) \ F ǫ, ∂(B(p1, δ3) ∩ Fǫ), y).
We therefore have
(3.22) ω(B(p1, δ3) \W,∂(B(p1, δ3) ∩W ), y) > 1− η for all y ∈ B(p1, δ2
2
).
By definition, p1 ∈Wǫ implies that there exists p2 ∈ B(p1, δ22 ) such that
S(p2)− S(p1) ≥ ε
2
.
Apply Lemma 3.2 at p1, p2, and ρ1 = δ3 where the inequality (3.10) holds for
δ3. Then by (3.18), (3.21), (3.22), and the above inequality, we have
(3.23)
ε
2
≤ S(p2)− S(p1) ≤ c[|f2(p1)|+ δ−
3
4
(d−1)
3 ]η
1/4 +
ε
5
.
Note here that p1, p2, and δ3 depend on η. However, since f2 is continuous and
hence bounded on B(p, ρ0) ∩W and δ3 is bounded below by δ1 as η → 0, so
(3.23) becomes a contradiction upon choosing η sufficiently small.
4. Proof of Lemma 3.2
For any bounded measurable function f(x) defined on ∂G,
(4.1) Hf (x) =
∫
∂G
f(z)ω(G, dz, x)
is harmonic in G. If every point on ∂G satisfies the exterior cone condition
and f is continuous at x ∈ ∂G, then
lim
y→x
y∈G
Hf (y) = f(x).
Since any upper semi-continuous function is the limit of a decreasing sequence
of continuous functions, so the maximum principle for subharmonic functions
and (4.1) imply that
(4.2) f(x) ≤
∫
∂G
f(z)ω(G, dz, x)
for any function f subharmonic on an open set G˜ ⊃ G ⊃ G.
We need only to consider p2 /∈W . Let τ = dist(p2,W ) ≤ 12ρ1. For κ≪ τ ,
define
Gκ = {x ∈ B(p1, ρ1) : dist(x,W ) < κ}.
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Clearly W ∩ B(p1, ρ1) ⊂ Gκ. We know that S is upper semi-continuous and
∆˜∗S(x) ≥ 0 on B(p, ρ0) \W . This is the hypothesis of a classical theorem (see
for example [R, p. 14]) which concludes that S is subharmonic on B(p, ρ0)\W .
Thus, S(x)−S(p1) is subharmonic onB(p, ρ0)\W . In particular, S(x)−S(p1) is
subharmonic on an open set containing B(p1, ρ1) \Gκ. Note that B(p1, ρ1)\Gκ
satisfies the exterior cone condition everywhere on the boundary. So by (4.2),
we have
S(p2)− S(p1) ≤
∫
∂(B(p1,ρ1)\Gκ)
[S(x)− S(p1)]ω(B(p1, ρ1) \Gκ, dx, p2)
=
∫
∂B(p1,ρ1)\(B(p1,ρ1)∩∂Gκ)
[S(x)− S(p1)]ω(B(p1, ρ1) \Gκ, dx, p2)
+
∫
B(p1,ρ1)∩∂Gκ
[S(x)− S(p1)]ω(B(p1, ρ1) \Gκ, dx, p2)
= I1 + I2.
We first estimate I1. When p2 ∈ B(p1, ρ1/2), a classical result on har-
monic measure shows that ω = ω(B(p1, ρ1) \ Gκ, dx, p2) is absolutely contin-
uous with respect to the surface Lebesgue measure σ when restricted to the
sphere B(p1, ρ1). (See [D] or (4.39) of [AW].) By (2.5), f2(x) = F (x) almost
everywhere with respect to Lebesgue measure; thus, for almost every ρ1 > 0,
f2(x) = F (x) almost everywhere with respect to the surface Lebesgue mea-
sure on B(p1, ρ1) and hence with respect to the harmonic measure ω for all
p2 ∈ B(p1, ρ1/2). Consequently,
I1 ≤
∫
∂B(p1,ρ1)
|F (p2)− f2(p1)|ω(B(p1, ρ1) \Gκ, dx, p2)
+ supq∈B(p1,ρ1)U(q)− U(p1)
= I3 + I4.
A result of Bourgain [B] (see also Lemma 4.5 of [AW]) shows that
I3 ≤ c
([
|f2(p1)|+ ρ−
3
4
(d−1)
1
]
[1− ω(B(p1, ρ1) \W,∂(W ∩B(p1, ρ1)), p2)]
1
4
)
.
Remark 4.1. In fact, Lemma 4.5 of [AW] was based on Connes’ condition
(1.3). But a careful reading of the proof shows the conclusion of Lemma 4.5
holds true under Bourgain’s condition (1.4) since inequalities (4.18) and (4.19)
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in Lemma 4.2 and Corollary 4.3 respectively can be replaced by
sup
k
1
2k
∑
|ξ|2∼2k
|cξ|2 ≤M
as they are used only in (4.21).
This gives the first half of (3.10). Now we estimate I2.
For any x ∈ B(p1, ρ1) ∩ ∂Gκ, there exists x˜ ∈ W ∩ B(p1, 2ρ1), such that
|x− x˜| = κ. Since S is subharmonic at x,
(4.3) S(x) ≤ Aκf2(x) +AκU(x).
Since x˜ ∈W ∩B(p, ρ0), by assumption,
(4.4) |f2(x˜)− f2(x˜, κ)| ≤ Nκ.
Thus combining (4.3) and (4.4), we have
S(x)− S(x˜) ≤ Aκf2(x)−Aκf2(x˜, κ) +Aκf2(x˜, κ)− f2(x˜, κ)
+ AκU(x)− U(x˜) +Nκ.
Consequently,
S(x)− S(p1) = S(x)− S(x˜) + S(x˜)− S(p1)
≤ Aκf2(x)−Aκf2(x˜, κ) +Aκf2(x˜, κ) − f2(x˜, κ)
+ f2(x˜)− f2(p1) +AκU(x)− U(p1) +Nκ
≤ Aκf2(x)−Aκf2(x˜, κ) +Aκf2(x˜, κ) − f2(x˜, κ)
+ supq∈B(p1,2ρ1)∩W |f2(q)− f2(p1)|
+ supq∈B(p1,2ρ1)U(q)− U(p1) +Nκ.
From (2.5) and the definition of Aρf2(x), we have Aρf2(x) = AρF (x) for all x.
Thus
(4.5)
I2 ≤
∫
B(p1,ρ1)∩∂Gκ
|AκF (x)−Aκf2(x˜, κ)|ω(B(p1, ρ1) \Gκ, dx, p2)
+
∫
B(p1,ρ1)∩∂Gκ
|Aκf2(x˜, κ)− f2(x˜, κ)|ω(B(p1, ρ1) \Gκ, dx, p2)
+ supq∈B(p1,2ρ1)∩W |f2(q)− f2(p1)|
+ supq∈B(p1,2ρ1)U(q)− U(p1) +Nκ
= I5 + I6 + supq∈B(p1,2ρ1)∩W |f2(q)− f2(p1)|
+ supq∈B(p1,2ρ1)U(q)− U(p1) +Nκ.
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It is enough to show that I5 → 0 and I6 → 0 as κ→ 0. Observe that
I5 ≤
∫
B(p1,ρ1)∩∂Gκ
|AκF (x)−AκF (x˜)|ω(B(p1, ρ1) \Gκ, dx, p2)
+
∫
B(p1,ρ1)∩∂Gκ
|AκF (x˜)−Aκf2(x˜, κ)|ω(B(p1, ρ1) \Gκ, dx, p2)
= I7 + I8.
A result of Bourgain [B] (again, see also Lemma 4.4 of [AW]), shows that
I7 → 0 as κ→ 0. However, the same proof of Lemma 4.4 in [AW] shows that
if aξ satisfies Bourgain’s condition (1.4), then
(4.6) lim
κ→0κ
∫
B(p1,ρ1)∩∂Gκ
∣∣∣∣∣∣
∑
|ξ|6=0
aξ
|ξ| Iˆ(κ|ξ|)e
i〈x,ξ〉
∣∣∣∣∣∣ ω(B(p1, ρ1) \Gκ, dx, p2) = 0,
where |x− x| ≤ κ. Note that
AκF (x˜)−Aκf2(x˜, κ) = −
∑
|ξ|6=0
aξ
|ξ|2 Iˆ(κ|ξ|)e
i〈x˜,ξ〉(1− e−|ξ|κ),
while by the mean value theorem, for each ξ 6= 0, there exists tξ > 0 such that
∑
|ξ|6=0
aξ
|ξ|2 Iˆ(κ|ξ|)e
i〈x˜,ξ〉(1− e−|ξ|κ) = κ
∑
|ξ|6=0
aξe
−|ξ|tξ
|ξ| Iˆ(κ|ξ|)e
i〈x˜,ξ〉.
Since e−|ξ|tξ < 1, {aξe−|ξ|tξ} satisfies Bourgain’s condition (1.4) as {aξ} does.
Thus by (4.6), I8 → 0 as κ→ 0. This shows that I5 → 0 as κ→ 0.
The method that Bourgain used to prove that I7 → 0 as κ → 0 can also
be used to prove I6 → 0 as κ→ 0. To establish this, we will use the following
lemma of Bourgain [B]. (See also the proof of Corollary 4.3 of [AW].)
Lemma 4.1. Let k ≥ 1, γ > 0, η ≤ 2−k. Let Ek,γ,η be a set of η-separated
points x ∈ B(p, q) ⊂ Rd satisfying∣∣∣∣∣∣
∑
|ξ|∼2k
bξ
|ξ|2 e
i〈x,ξ〉
∣∣∣∣∣∣ ≥ γ.
Then, the cardinality of Ek,γ,η satisfies
|Ek,γ,η| ≤ cγ−2η−d2−2kν2k ,
where c is an absolute constant and
ν2k = 2
−2k ∑
|ξ|∼2k
|bξ|2.
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Let
αk =
{
cα[log(1 + 2kκ)]−2, for 2k ≥ κ−1
cα[log(1 + 2−kκ−1)]−2, for 2k < κ−1.
The positive constant c is chosen so that
∑
k≥1 αk ≤ 2cα
∑
n≥0(log(1 + 2n))−2
= α for all α > 0. Clearly, c is an absolute constant. For α > 0, let
Sκ,α = {x ∈ B(p1, ρ1) ∩ ∂Gκ : |Aκf2(x˜, κ)− f2(x˜, κ)| > α}.
Then
(4.7) I6 =
∫ ∞
0
ω(B(p1, ρ1) \Gκ, Sκ,α, p2) dα.
Let
Sκ,k,αk = {x ∈ B(p1, ρ1) ∩ ∂Gκ : |Aκf2,k(x˜, κ)− f2,k(x˜, κ)| > αk},
S′κ,k,αk = {x ∈ B(p1, ρ1) : |Aκf2,k(x, κ)− f2,k(x, κ)| > αk},
where
f2,k(x, κ) =
∑
|ξ|∼2k
aξ
|ξ|2 e
i〈x,ξ〉−κ|ξ|, and
Aκf2,k(x, κ) =
∑
|ξ|∼2k
aξ
|ξ|2 Iˆ(κ|ξ|)e
i〈x,ξ〉−κ|ξ|.
Then
(4.8) Sκ,α ⊂
⋃
k≥1
Sκ,k,αk .
Since |x− x˜| = κ, observe that a collection of balls of radius η ≤ 2−k centered
at points in S′κ,k,αk covering S
′
κ,k,αk
will cover Sκ,k,αk if the radius of each ball
is enlarged by κ.
Bourgain’s condition (1.4) may be restated as δk → 0, where
δ2k = 2
−2k ∑
|ξ|∼2k
|a2ξ |.
In particular, δ2k is bounded for all k. Now apply Lemma 4.1 and use the fact
that Iˆ(|ξ|) = O(|ξ|−(d+1)/2) as |ξ| → ∞ and also use (2.6). We find that the
number of balls of radius η ≤ 2−k centered at S′κ,k,αk covering S′κ,k,αk is at
most
|Ek,αk,η| ≤ cα−2k η−d2−2ke−κ2
k
δ2k sup
2k−1≤j<2k
|Iˆ(κj) − 1|2(4.9)
≤
{
cα−2k δ
2
kη
−d2−2ke−κ2k , κ2k ≥ 1
cα−2k δ
2
kη
−d2−2k(κ2k)4, κ2k < 1.
We estimate ω(B(p1, ρ1) \Gκ, Sκ,k,αk , p2) according to the size of k.
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Case (i): κ2k ≥ 1. By (4.9) with η = 2−k and the observation made
after (4.8), the number of balls of radius 2κ covering Sκ,k,αk is at most M =
cα−2k δ
2
k2
(d−2)ke−κ2
k
. Let {Bi}1≤i≤M1 ,M1 ≤M , denote these balls. Then
(4.10)
ω(B(p1, ρ1) \Gκ, Sκ,k,αk , p2) ≤ ω(B(p1, ρ1) \ Sκ,k,αk, Sκ,k,αk , p2)
≤ ω(B(p1, ρ1) \ ∪Bi, ∂(∪Bi), p2)
=
M1∑
i=1
ω(B(p1, ρ1) \ ∪Bi, ∂Bi, p2)
≤
M1∑
i=1
ω(B(p1, ρ1) \Bi, ∂Bi, p2)
≤ cα−2k δ2k2(d−2)ke−κ2
k
(
κ
τ
)d−2
=
c
τd−2
α−2k δ
2
k(κ2
k)d−2e−κ2
k
≤ c
τd−2
α−2k δ
2
k(κ2
k)−1,
where c is a constant which may vary from line to line. The first line of (4.10)
follows from the rightmost inequality of Lemma 3.1, since B(p1, ρ1) \ Gκ has
been relaced by B(p1, ρ1) \ Sκ,k,αk . The second line follows from the left-most
inequality of Lemma 3.1, since both occurrences of Sκ,k,αk have been replaced
by the union of balls
⋃M1
i=1Bi of radius 2κ covering it. The third line follows
from the subadditivity of harmonic measure in the second coordinate. The
fourth line follows from the right-most inequality of Lemma 3.1, since
⋃M1
i=1Bi
has been replaced by Bi in each term. To see the next line, write Bi as
B(qi, ρi); use the explicit formula for the Poisson integral to estimate each
term ω(B(p1, ρ1) \ Bi, ∂Bi, p2) by ρ
d−2
i
|p2−qi|d−2 , where ρi = 2κ and |p2 − qi| ≥
τ − 3κ > τ/2; and finally use the first line of (4.9) to estimate the number of
terms.
Case (ii): κ−1/2 ≤ 2k < κ−1. By (4.9) with η = 2−k, the number of balls
of radius 2 · 2−k covering Sκ,k,αk is at most cα−2k δ2k2(d−2)k(κ2k)4. So as shown
in Case (i),
(4.11)
ω(B(p1, ρ1) \Gκ, Sκ,k,αk , p2) ≤ cα−2k δ2k2(d−2)k(κ2k)4
(
1
2kτ
)d−2
≤ c
τd−2
α−2k δ
2
k(κ2
k)2.
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Case (iii): 2k < κ−1/2. By (4.9) with η =
√
κ, the number of balls of
radius 2
√
κ covering Sκ,k,αk is at most α
−2
k δ
2
k2
−2kκ−d/2(κ2k)4. So,
(4.12)
ω(B(p1, ρ1) \Gκ, Sκ,k,αk , p2) ≤ cα−2k δ2k2−2kκ−d/2(κ2k)4
(√
κ
τ
)d−2
≤ cα−2k δ2k2−2kκ−d/2(κ2k)2
(√
κ
τ
)d−2
≤ c
τd−2
α−2k δ
2
kκ.
When (4.10), (4.11), and (4.12) are combined, it follows from (4.8) and the
definitions of αk that
(4.13)
ω(B(p1, ρ1) \Gκ, Sκ,α, p2) ≤ c
τd−2


∑
2k≥κ−1
α−2k δ
2
k(2
kκ)−1+
∑
κ−1/2≤2k<κ−1
α−2k δ
2
k(2
kκ)2 +
∑
2k<κ−1/2
α−2k δ
2
kκ


≤ c
τd−2
α−2
{
max
2k>κ−1/2
δ2k + κ| log κ|5
}
.
Choose
βκ =
{
max
2k>κ−1/2
δ2k + κ| log κ|5
}1/2
.
Then by (4.7),
I6 ≤
∫ βκ
0
dα+
c
τd−2
β2κ
∫ ∞
βκ
α−2 dα =
(
c
τd−2
+ 1
)
βκ → 0
as κ→ 0. This completes the proof.
5. Proof of Lemma 3.3
Let the average of H on the surface of B(x, ρ) be denoted by
DρH(x) =
1
σdρd−1
∫
∂B(x,ρ)
H(z) dσ(z),
where σ is the surface measure, and σd = dvd is the surface area of the unit
ball in Rd. Then,
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AρH(x) =
1
vdρd
∫
B(x,ρ)
H(z) dz(5.1)
=
1
vdρd
∫ ρ
0
∫
∂B(x,β)
H(z) dσ(z) dβ
=
σd
vdρd
∫ ρ
0
DβH(x)β
d−1 dβ
=
d
ρd
∫ ρ
0
DβH(x)β
d−1 dβ.
For any η > 0 and x ∈ B(p, r), by (3.11) there exist two sequences ρi,n =
ρi,x,η,n ↓ 0 (with ρi,n < r − |x− p|), i = 1, 2, such that for all n ≥ 1,
Aρ1,nS(x)− S(x) ≥ −ηρ21,n and Aρ2,nf2(x)− f2(x) ≤ cxρ22,n,
where cx is a positive constant independent of ρ2,n. Thus, by (5.1), the above
inequalities imply for all n ≥ 1,∫ ρ1,n
0
[DβS(x)− S(x) + aηβ2]βd−1 dβ ≥ 0(5.2)
∫ ρ2,n
0
[Dβf2(x)− f2(x)− acxβ2]βd−1 dβ ≤ 0
where a = d+2d . So there exist βn = βx,η,n ≤ ρ1,n, βn ↓ 0, and rn = rx,η,n
≤ ρ2,n, rn ↓ 0, such that
(5.3) DβnS(x)− S(x) ≥ −aηβ2n and Drnf2(x)− f2(x) ≤ acxr2n.
Let B(q, ρ1) ⊂ B(p, r). We show, for y ∈ B(q, ρ1) \W , that
S(y) ≤
∫
∂B(q,ρ1)
S(z)ω(B(q, ρ1), dz, y)(5.4)
=
1
σdρ1
∫
∂B(q,ρ1)
ρ21 − |q − y|2
|z − y|d S(z) dσ(z).
If (5.4) holds, then for q ∈W , by (5.3), there exists a decreasing sequence
rn of positive numbers going to 0 such that for each n
(5.5) f2(q)−Drnf2(q) ≥ −acqr2n.
For any given ǫ > 0, using upper semi-continuity of U at q, we have for large n,
U(q) ≥ sup
|y−q|≤rn
U(y)− ǫ.
Thus, for large n,
U(q) ≥ DrnU(q)− ǫ.
Consequently
(5.6) S(q) ≥ DrnS(q)− acqr2n − ǫ.
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Note that for each r > 0, by the mean value theorem, there exists a constant c
such that ∣∣∣∣∣ 1rd−2 − r
2 − |q − y|2
|z − y|d
∣∣∣∣∣ ≤ c |q − y|rd−1 ,
if |y − q| < 12 |z − q| = 12r. Therefore, for |y − q| < 12r,∣∣∣∣∣ 1σdr
∫
∂B(q,r)
r2 − |q − y|2
|z − y|d S(z) dσ(z) −DrS(q)
∣∣∣∣∣(5.7)
≤ 1
σdr
∫
∂B(q,r)
∣∣∣∣∣ 1rd−2 − r
2 − |q − y|2
|z − y|d
∣∣∣∣∣ |S(z)|dσ(z)
≤ c |q − y|
r
Dr|S(q)|.
Combining (5.4)–(5.7), we have for any given ǫ, for n large,
S(y)− S(q) ≤ acqr2n + c
|q − y|
rn
Drn |S(q)|+ ǫ,
if |y − q| ≤ 12rn and y ∈ B(q, rn) \W . Letting y → q, then n → ∞, and then
ǫ→ 0, we have
lim sup
y→q
y∈B(q,ρ1)\W
S(y) ≤ S(q).
Thus, S is upper semi-continuous at q since S is upper semi-continuous when
restricted to B(p, r) ∩W . Consequently, W must be the empty set. So S is
upper semi-continuous in B(p, r). Inequality (5.4) also implies that S(q) ≤
AρS(q) for all B(q, ρ) ⊂ B(p, r). Thus S is subharmonic in B(p, r) since it is
also in L1.
It only remains to prove (5.4). Let {Xt}t≥0 be the standard Brownian
motion starting from a fixed point y ∈ B(q, ρ1) \W in the probability space
(Ω,F , P y). Define
T = inf{t ≥ 0 : Xt ∈ ∂B(q, ρ1)}
to be the exit time of Xt from B(q, ρ1). Then by (4.1), inequality (5.4) is
equivalent to
(5.8) S(y) ≤ Ey[S(XT )].
We first show that for any stopping time S ≤ T ,
(5.9) P y(XS ∈W ) = 0.
This is implied by
(5.10) P y(XS ∈W ε) = 0
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as W ⊂ ⋃
ε>0
Wε. Let R be the hitting time of Xt with ∂(B(q, ρ1) \W ε):
R = inf{t ≥ 0 : Xt ∈ ∂(B(q, ρ1) \W ε)}.
Then R ≤ T . Since y ∈ B(q, ρ1) \W ⊂ B(q, ρ1) \W ε and, by assumption,
0 = ω(B(q, ρ1) \W ε, ∂(B(q, ρ1) ∩W ε), y)(5.11)
= P y(XR ∈ ∂(B(q, ρ1) ∩W ε))
= P y(XR ∈W ε),
we see that
(5.12) P y(XR ∈W ε) = 0.
Next, by definition,
{R < T} ⊂ {XR ∈ ∂Wε}.
So
(5.13) P y(R < T ) ≤ P y(XR ∈ ∂Wε) = 0.
Thus, by (5.11) and (5.13) we have
P y(XT ∈W ε) = P y(XT ∈W ε, R = T ) + P y(XT ∈W ε, R < T )(5.14)
≤ P y(XR ∈W ε) + P y(R < T )
= 0.
To show (5.10) for a general stopping time S, note that for any τ > 0, there
exists an open set G such that Wε ⊂ G and
(5.15) ω(B(q, ρ1) \G, ∂(B(q, ρ1) ∩G), y) < τ.
Define a function u on B(q, ρ1) as follows:
u(x) =


ω(B(q, ρ1) \G, ∂(B(q, ρ1) ∩G), x) on x ∈ B(q, ρ1) \G,
1 on B(q, ρ1) ∩G,
0 on ∂B(q, ρ1) \ ∂(B(q, ρ1) ∩G).
Then u is superharmonic on B(q, ρ1). Let r˜n be an increasing sequence going
up to ρ1 and y ∈ B(q, r˜1). Denote Tn to be the exit time of Xt from B(q, r˜n).
Clearly Tn is increasing and convergent to T . Since Brownian motion is con-
tinuous, we have
{XS ∈W ε, S < T} ⊂
⋃
n≥1{XS∧Tn ∈W ε, S < T},
where S ∧ Tn = min{S, Tn}. So (5.10) is implied by the following:
(5.16) P y(XS∧Tn ∈W ε) = 0, for each n,
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since by (5.14)
P y(XS ∈W ε) = P y(XS ∈W ε, S = T ) + P y(XS ∈W ε, S < T )
≤ P y(XT ∈W ε) + P y(XS ∈W ε, S < T )
≤ lim
n→∞P
y(XS∧Tn ∈W ε, S < T ).
For a superharmonic function u and for each n ≥ 1, there exists a sequence of
increasing superharmonic functions {uj} such that uj ∈ C2 and
(5.17) lim
j→∞
uj = u on B(q, r˜n)
(see, for example, Theorem 4.20 of [H]). Applying Itoˆ’s formula to uj(XS∧Tn),
we have
Ey[uj(XS∧Tn)] ≤ uj(y).
Let j go to infinity and apply (5.17) to see that
Ey[u(XS∧Tn)] ≤ u(y).
Consequently
τ ≥ u(y) ≥ Ey[u(XS∧Tn)] ≥ P y(XS∧Tn ∈ B(q, ρ1) ∩G) ≥ P y(XS∧Tn ∈W ε).
Letting τ → 0 proves (5.16).
As a consequence of (5.9), since S is upper semi-continuous on B(p, r)\W ,
we have almost everywhere with respect to the probability measure P y
(5.18) lim sup
n→∞
S(XSn) ≤ S(XS∞) if Sn ↑ S∞ ≤ T.
Let η > 0. Then by (5.3), for any y ∈ B(q, ρ1), there exists 0 < β =
βy,η < ρ1 − |y − q|, such that
(5.19) S(y)−DβS(y) ≤ aηβ2.
Consider a family of stopping times
S = {S ≤ T : S(y)− EyS(XS) ≤ aηEy|y −XS |2}.
Define
S0 = inf{t ≥ 0 : |Xt − y| ≥ βy,η}.
Then XS0 is uniformly distributed on ∂B(y, βy,η). So by (5.19), we have
S(y)− EyS(XS0) ≤ aηEy|y −XS0 |2.
Thus S0 ∈ S and hence S is not empty.
For a sequence of increasing stopping times Sn in S, let S∞ = limn≥1Sn.
Then by (5.18) and Fatou’s lemma, we have
S(y)− EyS(XS∞) ≤ aηEy|y −XS∞ |2.
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So S∞ ∈ S. Thus by an argument given in Halmoe [Ha] on page 1211, there
exists S∗ ∈ S such that S∗ is a maximum of S. We show that S∗ = T almost
everywhere with respect to P y. In fact, if S∗ < T with positive P y probability,
then
S∗1 = inf{T ≥ t ≥ S∗ : |Xt −XS∗ | ≥ βXS∗ ,η},
where for x ∈ ∂B(q, ρ1), we define βx,η to be 0. Then, clearly, S∗1 ≥ S∗ with
strict inequality on {S∗ < T}. On the other hand, conditional on XS∗ , XS∗1 is
uniformly distributed on the surface of B(XS∗ , βXS∗ ,η), if S
∗ < S∗1 . So by (5.3)
S(XS∗)− EXS∗S(XS∗1 ) = S(XS∗)−DβXS∗ ,ηS(XS∗)(5.20)
≤ aη|βXS∗ ,η|2
= aηEXS∗ |XS∗ −XS∗1 |2.
Hence, by (5.20), the strong Markovian property, orthogonality between
XS∗1 −XS∗ and XS∗ − y, and S∗ ∈ S, we have
S(y)− EyS(XS∗1 ) = S(y)− EyS(XS∗) + Ey[S(XS∗)− S(XS∗1 )]
≤ aηEy|y −XS∗ |2 + Ey[S(XS∗)− S(XS∗1 ), S∗ < S∗1 ]
= aηEy|y −XS∗ |2 + Ey[S(XS∗)− EXS∗S(XS∗1 ), S∗ < S∗1 ]
≤ aηEy|y −XS∗ |2 + aηEy[EXS∗ |XS∗ −XS∗1 |2, S∗ < S∗1 ]
= aηEy|y −XS∗ |2 + aηEy|XS∗ −XS∗1 |2
= aηEy|y −XS∗1 |2.
Thus S∗1 ∈ S. This contradicts the maximality of S∗ in S since S∗1 ≥ S∗ and
S∗1 6= S∗. Thus we have shown that T ∈ S. So
S(y)−
∫
∂B(q,ρ1)
S(z)ω(B(q, ρ1), dz, y) = S(y)− EyS(XT )
≤ aηEy|XT − y|2 ≤ 4aηρ21.
This implies (5.4) by letting η → 0. We have finished the proof.
6. Proof of Theorem 1.8
Without loss of generality, we assume that q = 0, the origin. As in the
proof of Theorem 1.4, we have that ∆˜∗f2(x) = ∆˜∗f2(x) almost everywhere in
Td \ {0}, and that ∆˜∗f2(x) is in L1(Td \B(0, r)) for any r > 0. Consequently,
∆˜∗f2(x) = ∆˜∗f2(x) almost everywhere in Td.
1See [A] for the details.
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As in Section 2, let B(x) = min{f∗(x), ∆˜∗f2(x)}. Then by Lemma 2.1,
on Td \ {0}, f∗(x) ≤ B(x) ≤ f∗(x) and ∆˜∗f2(x) ≤ B(x) ≤ ∆˜∗f2(x). Thus,
B(x) ∈ L1(Td). Consequently, when we proceed as in Section 2, there exists a
function S∗(x), which is harmonic on Rd \M and almost everywhere equals
S(x) = f2(x) + (2π)
−d
∫
T d
G(x− y)B(y) dy − b0|x|2/(2d),
where M = {2µπ : µ ∈ Zd}. The rest of the proof is identical to that of
Theorem 2 of Shapiro ([Sh, p.479]).
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