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Abstract. The time local and global well-posedness for the Maxwell-Schro¨dinger equa-
tions is considered in Sobolev spaces in three spatial dimensions. The Strichartz estimates
of Koch and Tzvetkov type are used for obtaining the solutions in the Sobolev spaces of
low regularities. One of the main results is that the solutions exist time globally for large
data.
§1. Introduction
The Maxwell-Schro¨dinger system (MS) in space dimension 3 describes the time evolu-
tion of a charged nonrelativistic quantum mechanical particle interacting with the (classi-
cal) electro-magnetic field it generates. We can state this system in usual vector notation
as follows:
i∂tu = (−∆A + φ)u, (1.1)
−∆φ − ∂t divA = ρ, (1.2)
A +∇(∂tφ+ divA) = J , (1.3)
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Culture, Sports, Science and Technology.
1
2where (u, φ,A) : R1+3 → C×R×R3, ∇A = ∇−iA, ∆A = ∇A2, ρ = |u|2, J = 2 Im u¯∇Au,
and ∇, ∆ and  are the usual gradient, Laplacian and d’Alembertian respectively. Phys-
ically, u is the wave function of the particle, (φ,A) is the electro-magnetic potential, ρ is
the charge density, and J is the current density.
The system (MS) formally conserves at least two quantities, namely the total charge
Q ≡ ‖u‖22 and the total energy
E ≡ ‖∇Au‖22 +
1
2
‖∇φ+ ∂tA‖22 +
1
2
‖ rotA‖22.
The system (MS) is invariant under the gauge transform
(u′, φ′,A′) = (exp(iλ)u, φ− ∂tλ,A+∇λ) (1.4)
and in this paper we mainly study it in the Coulomb gauge
divA = 0, (1.5)
in which we can treat the system most easily. In this gauge, (1.2) and (1.3) become
−∆φ = ρ, A +∇∂tφ = J . (1.6)
The first equation of (1.6) is solved as
φ = φ(u) = (−∆)−1ρ = (4π|x|)−1 ∗ |u|2
and the term ∇∂tφ in the second equation is dropped by operating the Helmholtz pro-
jection P = 1 −∇ div∆−1 to the both sides of the equation. Therefore in the Coulomb
gauge the system (MS) is rewritten as
i∂tu = (−∆A + φ(u))u, (1.7)
A = PJ , (1.8)
which is referred to as (MS-C). To solve (MS-C) we should give the initial condition
(u(0),A(0), ∂tA(0)) = (u0,A0,A1) (1.9)
in the direct sum of Sobolev spaces
Xs,σ = {(u0,A0,A1) ∈ Hs ⊕Hσ ⊕Hσ−1; divA0 = divA1 = 0}.
The condition (1.5) is conserved under the consistency conditions divA0 = divA1 = 0
since the equation  divA = 0 follows from (1.8).
Several authors have studied the Cauchy problem and the scattering theory for (MS-
C). Nakamitsu-M. Tsutsumi [16] showed the time local well-posedness for (MS-C) in
Xs,σ with s = σ = 3, 4, 5, . . . . In fact, they treated the case of Lorentz gauge mentioned
below, but the Coulomb gauge case can be treated analogously. We remark that their
3condition can be refined as s = σ > 5/2 by the use of fractional order Sobolev spaces and
the commutator estimate by Kato-Ponce [12]. Recently Nakamura-Wada [17] showed
the time local well-posedness for wider class of (s, σ) including the case s = σ ≥ 5/3
(precisely see the remark for Theorem 1.1) by using covariant derivative estimates for the
Schro¨dinger part and the Strichartz estimate for the Maxwell part. On the other hand,
Guo-Nakamitsu-Strauss [7] constructed a time global (weak) solution in X1,1 although
they did not show the uniqueness. Indeed, in the Coulomb gauge the energy takes the
form
E = ‖∇Au‖22 +
1
2
‖∇φ‖22 +
1
2
‖∂tA‖22 +
1
2
‖∇A‖22,
and hence ‖(u,A, ∂tA);X1,1‖ does not blow up. Therefore the global existence is proved
by parabolic regularization and compactness method. For the scattering theory, the
existence of modified wave operators was proved by Y. Tsutsumi [21], Shimomura [18],
and Ginibre-Velo [5, 6].
As we have summarized above, there are several results for the Cauchy problem both
at t = 0 or t =∞. However there are no results concerning the global existence of strong
solutions even for small data; the solutions to (MS-C) obtained in [5, 6, 18, 21] exist only
for t ≥ 0 and we do not know whether these solutions globally exist or blow-up at finite
negative time. The aim of this paper is to answer this problem. Shortly, we prove the
global existence of unique strong solutions. To do this, we would need a priori estimates
derived from the conservation laws of charge and energy, and hence it is desirable to show
the local well-posedness in lower regularity. Therefore we first refine the local theory. To
make the statements of the propositions simple, we introduce the notation
R∗ = {(s, σ) ∈ R2; σ ≥ max{1; s− 2; (2s− 1)/4}, (s, σ) 6= (7/2, 3/2)},
R
∗ = {(s, σ) ∈ R2; σ ≤ min{s+ 1; 3s/2; 2s− 3/4}, (s, σ) 6= (2, 3)}
and R = R∗ ∩R∗.
Theorem 1.1. Let (s, σ) ∈ R with s ≥ 11/8, σ > 1. Then for any (u0,A0,A1) ∈ Xs,σ,
there exists T > 0 such that (MS-C) with initial condition (1.9) has a unique solution
(u,A) satisfying (u,A, ∂tA) ∈ C([0, T ];Xs,σ). Moreover if s > 11/8 and (s+1, σ) ∈ R∗,
then the mapping (u0,A0,A1) 7→ (u,A, ∂tA) is continuous as a mapping from Xs,σ to
C([0, T ];Xs,σ).
Remark . (1) T depends only on s, σ and ‖(u0,A0,A1);Xs,σ‖.
(2) For any s and σ satisfying the assumption above for the unique existence of the
solution, the mapping (u0,A0,A1) 7→ (u,A, ∂tA) is continuous in w*-sense. Namely
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A figure of the range of s and σ.
if a sequence of initial data strongly converges in Xs,σ, then corresponding sequence of
solutions also converges star-weakly in L∞(0, T ;Xs,σ).
(3) In [17], we also assume s ≥ 5/3 and 4/3 ≤ σ ≤ (5s− 2)/3 with (s, σ) 6= (5/2, 7/2).
Generally, in order to construct solutions of dispersive equations in low regularity
function spaces, we usually use smoothing effects such as Strichartz estimates. However,
usual Strichartz estimates for Schro¨dinger equations does not match the equation (1.7)
since we cannot avoid the loss of derivative coming from the term 2iA · ∇u. This is why
the preceding results rely on the L2-based energy method. In the present work we use a
variation of Strichartz estimates first given by Koch-Tzvetkov [15] and refined by Kenig-
Koenig [14] for Benjamin-Ono type equations, and adapted for Schro¨dinger equations by
J. Kato [8]. In the proof of Theorem 1.1, we slightly refine this estimate and combine it
with the covariant derivative estimates developed in our previous work [17]. Our local
theory does not cover the result for the energy class H1, but it is sufficient for our aim.
Indeed, we can show the following global result:
5Theorem 1.2. The solution obtained in Theorem 1.1 exists time globally.
By the use of Koch-Tzvetkov type estimate, we can show
‖u;L2(0, T ;H1/2−δ6 )‖ ≤ C〈T 〉3,
where δ > 0 is sufficiently small and the constant C depends only on ‖(u0,A0,A1);X1,1‖
and δ. Roughly speaking, we can gain 1/2 regularity by this estimate. Indeed, if we
control this norm by the Sobolev inequality, we would need ‖u;H3/2−δ‖. This estimate,
combined with several a priori estimates obtained in the proof of Theorem 1.1, shows
that ‖(u,A, ∂tA);Xs,σ‖ does not blow up.
Next we consider the Lorentz gauge
∂tφ+ divA = 0. (1.10)
(MS) in the Lorentz gauge, which is referred to as (MS-L), is expressed as
i∂tu = (−∆A + φ)u, φ = ρ, A = J .
In this case, we need the initial data
(u(0), φ(0), ∂tφ(0),A(0), ∂tA(0)) = (u0, φ0, φ1,A0,A1) ∈ Y s,σ. (1.11)
Here
Y s,σ = {(u0, φ0, φ1,A0,A1) ∈ Hs ⊕Hσ ⊕Hσ−1 ⊕Hσ ⊕Hσ−1;
divA0 + φ1 = divA1 +∆φ0 + |u0|2 = 0}.
The condition (1.10) is conserved under the consistency condition in the definition of Y s,σ
since (∂tφ+ divA) = ∂tρ+ div J = 0. The first and the second equations respectively
follow from the wave equations both for φ and A, and from the conservation of charge
derived from the Schro¨dinger equation. Our result for (MS-L) is the following.
Theorem 1.3. Let (s, σ) ∈ R∗ with s ≥ 11/8, σ > 1 and σ ≥ s − 1. Then for any
(u0, φ0, φ1,A0,A1) ∈ Y s,σ, there exists T > 0 such that (MS-L) with initial condition
(1.11) has a unique solution (u, φ,A) satisfying
(u, φ, ∂tφ,A, ∂tA) ∈ C([0, T ]; Y s,σ).
This solution exists time globally. Moreover, if s > 11/8 and (s + 1, σ) ∈ R∗, then the
mapping (u0, φ0, φ1,A0,A1) 7→ (u, φ, ∂tφ,A, ∂tA) is continuous as a mapping from Y s,σ
to C([0, T ]; Y s,σ).
We can also consider the temporal gauge
φ = 0. (1.12)
6(MS) in the temporal gauge, which is referred to as (MS-T), is expressed as
i∂tu = −∆Au, A +∇divA = J (u,A).
In this case, we need the initial data
(u(0),A(0), ∂tA(0)) = (u0,A0,A1) ∈ Zs,σ. (1.13)
Here
Zs,σ = {(u0,A0,A1) ∈ Hs ⊕Hσ ⊕Hσ−1 ; − divA1 = |u0|2}.
Our result for (MS-T) is the following.
Theorem 1.4. Let (s, σ) ∈ R∗ with s ≥ 11/8, σ > 1 and σ ≥ s − 1. Then for any
(u0,A0,A1) ∈ Zs,σ, there exists T > 0 such that (MS-T) with initial condition (1.13) has
a unique solution (u,A) satisfying
(u,A, ∂tA) ∈ C([0, T ];Zs,σ).
This solution exists time globally. Moreover, if s > 11/8 and (s+1, σ) ∈ R∗, then the map-
ping (u0,A0,A1) 7→ (u,A, ∂tA) is continuous as a mapping from Zs,σ to C([0, T ];Zs,σ).
This paper is organized as follows: In §2, We first prepare basic estimates used through-
out this paper, namely an estimate of Hartree type nonlinearities (Lemma 2.1) and
that for covariant derivatives (Lemma 2.2). Next we introduce Strichartz estimates for
Klein-Gordon equations (Lemma 2.3) and Koch-Tzvetkov type Strichartz estimates for
Schro¨dinger equations (Lemma 2.4). We also prepare the estimate of the nonlinear term
of the Maxwell part, which is based on the Kato-Ponce commutator estimate (Lem-
mas 2.5 and 2.6). In §3, we study the linearized Schro¨dinger equation associated with
(1.7). Applying the Koch-Tzvetkov type estimate, we derive a smoothing property of
the Schro¨dinger equation with electro-magnetic potential (Lemma 3.1). Using this esti-
mate together with covariant derivative estimates, we prove the unique solvability of this
equation first in H2 (Lemma 3.2) and next in Hs with s ≥ 0 (Lemmas 3.3 and 3.4). In
§4, we discuss the local solvability. We prove the local well-posedness by the contraction
mapping principle (Propositions 4.1 and 4.2). The continuous dependence of the solu-
tions on the data is left to §6, since it is usually the most delicate part of the theory of
well-posedness. In §5, we derive a priori estimates of solutions (Lemma 5.1) and use them
in the proof of global existence. §6 is devoted to the proof of the continuous dependence
of the solutions on the data. In §7, we prove Theorems 1.3 and 1.4 by using the gauge
transform.
7We conclude this section by giving the notation used in this paper. Lp = Lp(R3) is the
usual Lebesgue space and its norm is denoted by ‖ · ‖p. p′ = p/(p− 1) is the dual expo-
nent of p. This symbol is used only for Lebesgue exponents. Hsp = {φ ∈ S ′(R3); ‖(1−
∆)s/2φ‖p < ∞} is the usual Sobolev space. H˙sp = {φ ∈ S ′(R3); ‖(−∆)s/2φ‖p < ∞} is
the homogeneous Sobolev space. The subscript p is omitted if p = 2. For any interval
I ⊂ R and Banach space X , Lp(I;X) denotes the space of X-valued strongly measur-
able functions on I whose X-norm belong to Lp(I). This space is often abbreviated
to LpTX for I = (0, T ). Similarly we use the abbreviation C
m
T X = C
m([0, T ];X) and
Wm,pT X = W
m,p(0, T ;X), where Wm,p(I;X) denotes the space of functions in Lp(I;X)
whose derivatives up to the (m − 1)-times are locally absolutely continuous and the
derivatives up to the m-times belong to Lp(I;X). For normed spaces Xi, i = 1, . . . , n, we
define the norm of X =
⋂n
i=1Xi by ‖·;X‖ = maxni=1 ‖·;Xi‖ so that X is also a normed
space. We define Σm,sT =
⋂m
j=0W
j,∞
T H
s−2j and Mm,σT =
⋂m
j=0W
j,∞
T H
σ−j . The inequality
a . b means a ≤ Cb, where C is a positive constant that is not essential. We write a ≃ b
if b . a as well as a . b. 〈a〉 = √1 + a2. a ∨ b and a ∧ b denote the maximum and the
minimum of a and b respectively. We use the following unusual but convenient symbol:
a+ means a∨ 0 if a 6= 0, whereas 0+ means a sufficiently small positive number. Namely
b ≥ a+ means b ≥ a∨0 if a 6= 0, and b > 0 if a = 0. It is useful to express sufficient condi-
tions for Sobolev type embeddings Hsr →֒ Lp by the inequality (1/r− s/3)+ ≤ 1/p ≤ 1/r
with 1 ≤ r <∞.
§2. Preliminaries
In this section we summarize lemmas used in the proof of Theorems 1.1-1.4. The
following two lemmas will be repeatedly used in estimates of nonlinear terms.
Lemma 2.1. Let s, s1, s2, s3 be nonnegative numbers satisfying s ≤ s3 and s1∧s2 ≥ s−2
with s1+s2 > 0. Let s1+s2+s3∧ (3/2) ≥ s+1 and the inequality be strict if (i) sj = 3/2
for some 1 ≤ j ≤ 3 or (ii) s = s3 < 3/2. Then the following estimate holds:
‖(−∆)−1(u1u2)u3;Hs‖ .
3∏
j=1
‖uj;Hsj‖. (2.1)
Proof. See Lemma 2.1 in [17].
Lemma 2.2. Let (s, σ) ∈ R∗ with s ≥ 0. Let A ∈ Hσ satisfy divA = 0.
8(i) Let V1(A, v) = 2iA·∇v+|A|2v. Then V1 is a continuous mapping from Hσ×Hs−1/2
to Hs−2 with the estimate
‖V1(A, v);Hs−2‖ . 〈‖A;Hσ‖〉2‖v;Hs−1/2‖. (2.2)
(ii) The following estimates hold for any v ∈ Hs:
‖v;Hs‖+ 〈‖A;Hσ‖〉α‖v‖2 ≃ ‖∆Av;Hs−2‖+ 〈‖A;Hσ‖〉α‖v‖2, (2.3)
where α = α(s, σ) is a positive constant independent of v and A. Especially if s = 2, the
estimate
‖v;H2‖+ 〈‖A; H˙1‖〉4‖v‖2 ≃ ‖∆Av‖2 + 〈‖A; H˙1‖〉4‖v‖2 (2.4)
holds valid.
Proof. For s ≥ 5/2, we can prove (2.2) by the Leibniz rule and the Sobolev inequality.
The case s = 0 is the dual of the case s = 5/2, and hence the case 0 < s < 5/2 is
proved by interpolation. The continuity of V1 is proved in the same way. Applying the
interpolation inequality ‖v;Hs−1/2‖ ≤ ‖v;Hs‖1−1/2s‖v‖1/2s2 to the estimate of V1, we can
show (2.3). We can show (2.4) if we use the estimate ‖V1‖2 ≤ ‖A‖6‖∇v‖3 + ‖A‖26‖v‖6
instead of (2.2). 
Next we introduce Strichartz type estimates for Klein-Gordon equations (see for exam-
ple [2–4, 19]).
Lemma 2.3. Let T > 0, σ ∈ R and let (qj , rj), j = 0, 1, satisfy 0 ≤ 2/qj = 1− 2/rj < 1.
Let (A0, A1) ∈ Hσ ⊕Hσ−1 and F ∈ Lq1
′
T H
σ−1+2/q1
r1′
. Then a solution A to the equation
(+ 1)A = F
with A(0) = A0, ∂tA(0) = A1 belongs to CTH
σ ∩ C1THσ−1 and satisfies the estimate
max
k=0,1
‖∂kt A;Lq0T Hσ−k−2/q0r0 ‖ . ‖(A0, A1);Hσ ⊕Hσ−1‖+ ‖F ;Lq1
′
T H
σ−1+2/q1
r1′
‖. (2.5)
Lemma 2.4. Let T > 0, s ∈ R, α > 0 and 0 ≤ 2/q = 3/2− 3/r ≤ 1. Let f ∈ L2THs−2α.
Then a solution u ∈ Σ1,sT to the equation
i∂tu = −∆u+ f
belongs to LqTH
s−α
r and satisfies the estimate
‖u;LqTHs−αr ‖ . ‖u;L∞T Hs‖+ T 1/2‖f ;L2THs−2α‖. (2.6)
9Remark . This kind of estimates was first given by Koch-Tzvetkov [15] for the Benjamin-
Ono equation , and it is Kenig-Koenig [14] who formulated the estimate as above. Kato [8]
adapted this estimate for Schro¨dinger equations. However, in [8, 14], they need an extra
assumption u ∈ L∞T Hs+ǫ to prove (2.6), with the first term in the right-hand side replaced
by ‖u;L∞T Hs+ǫ‖.
Proof. Without loss of generality we assume s = 0. Let u =
∑∞
j=0 uj is the Littlewood-
Paley decomposition of the solution u. Namely we take ψ ∈ S ′(R3) such that suppψˆ ⊂
{ξ; 1/2 ≤ |ξ| ≤ 2} and∑∞j=−∞ ψˆ(ξ/2j) = 1 for any ξ 6= 0, and put uj = F−1
(
ψˆ(ξ/2j)uˆ(t, ξ)
)
for j ≥ 1, u0 = F−1
∑0
j=−∞ ψˆ(ξ/2
j)uˆ(t, ξ). Here uˆ(t, ξ) is the Fourier transform with
respect to the space variable. Similarly let f =
∑∞
j=0 fj is the Littlewood-Paley decom-
position of f . Then uj satisfy the equation
i∂tuj = −∆uj + fj . (2.7)
We divide the interval [0, T ] into disjoint intervals {Ijk}mjk=1 such that 2−2αjT ≤ |Ijk| <
2−2αj+1T and take tjk ∈ I¯jk at which ‖uj(t)‖2 attains its minimum in the interval I¯jk. By
the standard Strichartz estimate for Schro¨dinger equations [11, 13, 19, 22],
‖uj;Lq(Ijk;Lr)‖ . ‖uj(tjk)‖2 + ‖fj;L1(Ijk;L2)‖.
Taking the sum with respect to k, we obtain
‖uj;LqTLr‖ = (
mj∑
k=1
‖uj;Lq(Ijk;Lr)‖q)1/q ≤ (
mj∑
k=1
‖uj;Lq(Ijk;Lr)‖2)1/2
. (
mj∑
k=1
‖uj(tjk)‖22)1/2 + (
mj∑
k=1
‖fj;L1(Ijk;L2)‖2)1/2
≤ (
mj∑
k=1
T−122αj |Ijk|‖uj(tjk)‖22)1/2 + (
mj∑
k=1
2−2αj+1T‖fj;L2(Ijk;L2)‖2)1/2
≤ T−1/2‖2αjuj;L2TL2‖+ (2T )1/2‖2−αjfj ;L2TL2‖.
The first term in the right-hand side is obtained from the fact that tjk are the minimum
points and the definition of integral. We have also used the definition of Ijkand the Ho¨lder
inequality for the time variable. Therefore
‖u;LqTH−αr ‖ ≃ ‖{
∞∑
j=0
(2−αj |uj|)2}1/2;LqTLr‖ ≤ (
∞∑
j=0
‖2−αj |uj|;LqTLr‖2)1/2
. T−1/2(
∞∑
j=0
‖uj;L2TL2‖2)1/2 + T 1/2(
∞∑
j=0
‖2−2αjfj ;L2TL2‖2)1/2
≃ T−1/2‖u;L2TL2‖+ T 1/2‖f ;L2TH−2α‖,
where we have used the equivalent norms between the Sobolev spaces and the Triebel-
Lizorkin spaces (see page 29 in [20]). Thus the lemma has been proved. 
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Lemma 2.5. Let σ ≥ 0. Let 1 < p, p1, p4 < ∞ and 1 < p2, p3 ≤ ∞ satisfy 1/p =
1/p1 + 1/p2 = 1/p3 + 1/p4. Then the following estimate holds valid :
‖P (u¯1∇u2);Hσp ‖ . ‖u1;Hσp1‖‖∇u2‖p2 + ‖∇u1‖p3‖u2;Hσp4‖. (2.8)
Moreover if 0 ≤ σ ≤ 1, we can omit the second term of the right-hand side.
Proof. We can prove (2.8) by the use of the Kato-Ponce commutator estimate [12] and
the fact that P∇ = 0; see [17] for detail. The last assertion can be checked immediately
for σ = 0, 1 and generalized for 0 < σ < 1 by interpolation. 
Lemma 2.6. Let (s, σ) ∈ R∗ with s ≥ 5/4 and σ ≥ 1. Then
‖P (u¯1∇Au2);L1THσ−1‖ . T 1/4〈T 〉3/4〈‖A;L∞T Hσ−1/2‖〉
2∏
j=1
‖uj;L∞T Hs∩L2THs−1/26 ‖. (2.9)
Proof. It suffices to show the following inequalities:
‖P (u¯1∇u2);L1THσ−1‖ . T 1−1/q1−1/q2(‖u1;Lq1T Hs−1/q1r1 ‖‖u2;Lq2T Hs−1/q2r2 ‖
+ ‖u1;Lq2T Hs−1/q2r2 ‖‖u2;Lq1T Hs−1/q1r1 ‖) (2.10)
for suitable qj, rj satisfying the conditions 0 ≤ 2/qj = 3/2− 3/rj ≤ 1 and 2/q1 + 2/q2 ≤
3/2;
‖Au¯1u2;L1THσ−1‖ . T‖A;L∞T Hσ−1/2‖
2∏
j=1
‖uj;L∞T Hs‖. (2.11)
We first prove (2.10). We use Lemma 2.5 and obtain the estimate
‖P (u¯1∇u2);Hσ−1‖ . ‖u1;Hσ−1p1 ‖‖∇u2‖p2 + ‖∇u1‖p2‖u2;Hσ−1p1 ‖,
where the choice of p1, p2 depends on the value of s. Practically, if s > 2 and σ ≤ s + 1,
we choose p1 = 2, p2 =∞ so that Hs →֒ Hσ−1 and Hs−3/26 →֒ L∞. Then we obtain (2.10)
with 2/q1 = 0, 2/q2 = 1. If 3/2 ≤ s < 2, we choose 1/p1 = s/3 − 1/6, 1/p2 = (2 − s)/3
so that H
s−1/q2
r2 ≡ Hs−1/26 →֒ H1p2 by the Sobolev inequality. Putting r1 = p1 and hence
2/q1 = 2−s, we obtainHs−1/q1r1 →֒ Hσ−1p1 and 2/q1+2/q2 = 3−s ≤ 3/2 under the condition
σ ≤ 3s/2. If 5/4 ≤ s < 3/2, we choose 1/p1 = 2(s−1)/3, 1/p2 = 1/2−2(s−1)/3 so that
H
s−1/q2
r2 ≡ H1p2. Putting r1 = p1 and hence 2/q1 = 7/2− 2s, we obtain Hs−1/q1r1 →֒ Hσ−1p1
and 2/q1 + 2/q2 = 3/2 under the condition σ ≤ 2s − 3/4. Therefore we obtain (2.10)
by the Ho¨lder inequality for the time variable. The proof for the case s = 2 has been
omitted, but this is covered by the case s ≈ 2. Next we prove (2.11). By the Leibniz
rule,
‖Au¯1u2;Hσ−1‖ . ‖A;Hσ−13 ‖‖u1‖12‖u2‖12 + ‖A‖p3‖u1;Hσ−1p4 ‖‖u2‖p5
+ ‖A‖p3‖u1‖p5‖u2;Hσ−1p4 ‖,
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where 2 ≤ p3, p4, p5 <∞ are numbers satisfying 1/p3 ≥ {(2−σ)/3}+, 1/p4 ≥ {1/2− (s−
σ+ 1)/3}+, 1/p5 ≥ (1/2− s/3)+ and 1/p3 + 1/p4 + 1/p5 = 1/2. Such a choice is possible
under the assumption. Thus (2.11) follows from the Sobolev inequality. 
§3. Linearized Schro¨dinger equations
In this section we prove some existence theorems and a priori estimates for the linear
Schro¨dinger equation associated with (1.7):
i∂tv = (−∆A + φ)v, 0 < t < T, (3.1)
v(t0) = v0. (3.2)
Here φ = φ(u) ≡ (4π|x|)−1 ∗ |u|2 and 0 ≤ t0 ≤ T . In this section we regard A and u as
known functions defined on [0, T ]. Here we clarify the notion of solutions to (3.1).
Definition 3.1. A function v is called a weak (resp. strong) Hs-solution to (3.1) if v
belongs to Σ1,sT (resp. CTH
s ∩ C1THs−2) and satisfies (3.1) for almost every (resp. all)
0 < t < T . A function v is called a weak (resp. strong) Hs-solution to (3.1)-(3.2) if v is
a weak (resp. strong) Hs-solution to (3.1) and satisfies (3.2).
For given σ > 1, we fix positive numbers δ, q and r as
δ = min{(σ − 1)/2, 1/4}, 1/q = 1/2− 2δ/3, 1/r = 2δ/3. (3.3)
This notation will be used throughout the paper.
Lemma 3.1. Let s ≥ 0, σ > 1 and σ ≥ s−1. Let A ∈ L∞T Hσ ∩L2TL∞ satisfy divA = 0.
Let u ∈ L∞T H(s−1)∨1 and f ∈ L2THs−1. Then a weak Hs-solution v to
i∂tv = (−∆A + φ)v + f, 0 < t < T,
belongs to L2TH
s−1/2
6 and satisfies the estimate
‖v;L2THs−1/26 ‖ . 〈T 〉m〈‖A;L∞T Hσ ∩ L2TL∞‖ ∨ ‖u;L∞T H(s−1)∨1‖〉m‖v;L∞T Hs‖
+ T 1/2‖f ;L2THs−1‖, (3.4)
where m is a positive number.
Proof. Applying Lemma 2.4, we obtain
‖v;L2THs−1/26 ‖ . ‖v;L∞T Hs‖+ T 1/2‖2iA · ∇v + |A|2v + φv + f ;L2THs−1‖. (3.5)
We shall estimate the second term of the right-hand side. We first estimate 2iA · ∇v.
We have
‖A · ∇v;Hs−1‖ . ‖A‖∞‖v;Hs‖+ ‖A;Hs−1r1 ‖‖∇v‖q1 (3.6)
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for 0 < 2/r1 = 1 − 2/q1 ≤ 1, and the second term can be omitted in the case s ≤ 1.
Indeed (3.6) without the second term is clearly valid for s = 0 and s = 1, and it is also
valid for 0 < s < 1 by interpolation; on the other hand if s > 1, (3.6) is obtained by the
Leibniz rule. We define the numbers q1, r1 as (i) 2/q1 = 1 − 2/r1 = 2 − s if 1 < s < 2;
(ii) 2/q1 = 1 − 2/r1 = δ if s = 2; (iii) q1 = ∞, r1 = 2 if s > 2. In any case, by virtue of
the Sobolev (Gagliardo-Nirenberg) inequality, there exists an exponent 0 < θ < 1 with
2/q1 ≤ θ such that ‖∇v‖q1 . ‖v;Hs‖θ‖v;Hs−1/26 ‖1−θ. Practically, we can take θ = 2 − s
if s < 2, θ = 3δ if s = 2, and θ = 2(s − 2)/(2s − 3) if s > 2. Therefore by the Ho¨lder
inequality for the time variable together with the Young inequality,
T 1/2‖A · ∇v;L2THs−1‖
. T 1/2‖A;L2TL∞‖‖v;L∞T Hs‖+ T 1/2‖v;L2THs−1/26 ‖1−θ‖A;L2/θT Hs−1r1 ‖‖v;L∞T Hs‖θ
. 〈T 〉m{‖A;L2TL∞‖+ ǫ1−1/θ‖A;Lq1T Hs−1r1 ‖1/θ}‖v;L∞T Hs‖+ ǫ‖v;L2THs−1/26 ‖,
where m is a positive number. We choose ǫ > 0 so small that the last term in the
right-hand side is absorbed in the left-hand side of (3.5). Next we show the estimate
‖|A|2v;Hs−1‖ . ‖A;Hσ‖‖A‖∞‖v;Hs‖.
If s ≤ 1, this inequality follows from the Sobolev inequality. If s > 1, we use the Leibniz
rule to derive
‖|A|2v;Hs−1‖ . ‖A‖3‖A‖∞‖v;Hs−16 ‖+ ‖A;Hs−1r2 ‖‖A‖∞‖v‖q2
with 0 < 2/r2 = 1−2/q2 ≤ 1. We can choose q2, r2 such that 1/r2 ≥ (1/2−(σ−s+1)/3)+
and 1/q2 ≥ (1/2− s/3)+. Therefore we obtain the desired estimate again by the Sobolev
inequality. By the Sobolev inequality L6/(5−2s) →֒ Hs−1 for 0 ≤ s ≤ 1, and Lemma 2.1
for s > 1, we have
‖φv;Hs−1‖ . ‖u;H(s−1)∨1‖2‖v;Hs‖.
Collecting these estimates, we obtain
‖v;L2THs−1/26 ‖ . 〈T 〉m〈‖A;L∞T Hσ ∩ L2TL∞ ∩ Lq1T Hs−1r1 ‖ ∨ ‖u;L∞T H(s−1)∨1‖〉m
× ‖v;L∞T Hs‖
+ T 1/2‖f ;L2THs−1‖,
where m is a positive number, and the third space in the norm of A can be dropped if
s ≤ 1. To complete the proof, we should show ‖A;Lq1T Hs−1r1 ‖ . ‖A;L∞T Hσ ∩ L2TL∞‖ in
the nontrivial case 1 < s ≤ 2. We concentrate on the case 1 < s < 2; we can analogously
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treat the case s = 2. Let A =
∑∞
j=0Aj be the Littlewood-Paley decomposition. Then
by the Ho¨lder inequalities both for the sequence and the space variable,
‖A;Hs−1r1 ‖ ≃ ‖{
∞∑
j=0
|2(s−1)jAj |2}1/2‖r1
. ‖{
∞∑
j=0
|2σjAj |2}1/2‖s−12 ‖{
∞∑
j=0
|2−ǫ1jAj|2}1/2‖2−s∞ ,
where ǫ1 = (σ − 1)(s − 1)/(2 − s) > 0. We have ‖{
∑∞
j=0 |2−ǫ1jAj |2}1/2‖∞ ≤ Cǫ1‖A‖∞
since ‖Aj‖∞ . ‖A‖∞. Therefore we obtain
‖A;Lq1T Hs−1r1 ‖ . ‖A;L∞T Hσ‖s−1‖A;L2TL∞‖2−s
by the Ho¨lder inequality for the time variable. 
Lemma 3.2. Let σ > 1 and let A ∈ M1,σT ∩ L2TL∞ satisfy divA = 0. Let u ∈ L∞T H1.
Then for any v0 ∈ H2, there exists a unique weak solution v to (3.1)-(3.2), and the
solution v satisfies the following estimate:
‖v;L∞T H2‖ ≤ C‖v0;H2‖〈‖A;L∞T H˙1‖〉4
× exp{CT 1/2〈T 〉l〈‖A;M1,σT ∩ L2TL∞‖ ∨ ‖u;L∞T H1‖〉l}. (3.7)
Here l is a positive number. Moreover, if u ∈ CTH1, v is a unique strong solution to
(3.1)-(3.2).
Proof. From the equation (3.1), we can immediately show the conservation law of the L2-
norm ‖v(t)‖2 = ‖v0‖2. The uniqueness of the solution clearly follows from this identity.
The existence of the weak solution follows from the a priori estimate (3.7). Indeed the
unique existence of the strong solution has already known for sufficiently smooth u, A
and v0 (see for example [9, 10]). Therefore we approximate these functions by a sequence
of smooth ones and consider the corresponding sequence of solutions. If we extract a star-
weakly converging subsequence, then the star-weak limit is a weak solution to (3.1)-(3.2).
Therefore we formally prove (3.7). Taking Lemma 2.2 into account, we estimate
‖v;H2A‖ ≡ ‖∆Av‖2 + 〈R〉4‖v‖2
instead of ‖v;H2‖, where R ≡ ‖A;L∞T H˙1‖. Taking the time derivative of ∆Av and using
the equation (3.1), we find the equation for ∆Av:
i∂t∆Av = (−∆A + φ)∆Av + 2∂tA · ∇Av + [∆A, φ]v. (3.8)
Therefore standard energy method shows that
‖v;L∞(t0, t;H2A)‖ ≤ ‖v0;H2A0‖+ ‖2∂tA · ∇Av + [∆A, φ]v;L1(t0, t;L2)‖,
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where A0 ≡ A(t0). By the Sobolev inequality, we have ‖∇v‖r . ‖v;H2‖4δ‖v;H3/26 ‖1−4δ.
Applying this inequality together with the Young inequality and Lemma 2.2, we obtain
2‖∂tA · ∇Av‖2 ≤ ‖∂tA‖q‖∇v‖r + ‖∂tA‖2‖A‖∞‖v‖∞
≤ ǫ‖v;H3/26 ‖+ C{ǫ(4δ−1)/4δ‖∂tA;Hσ−1‖1/4δ + ‖∂tA‖2‖A‖∞}‖v;H2A‖. (3.9)
Here q, r are defined by (3.3) and ǫ is a positive number which will be determined later.
We can easily handle the term [∆A, φ]v by Lemma 2.1 or the Hardy-Littlewood-Sobolev
inequality; we obtain
‖[∆A, φ]v‖2 . 〈‖A; H˙1‖〉‖u;H1‖2‖v;H2‖.
Therefore
‖v;L∞(t0, t;H2A)‖
≤ ‖v0;H2A0‖+ ǫ(t− t0)1/2‖v;L2(t0, t;H3/26 )‖
+ C
∫ t
t0
{ǫ(4δ−1)/4δ‖∂tA;Hσ−1‖1/4δ + ‖∂tA‖2‖A‖∞ + 〈‖A; H˙1‖〉‖u;H1‖2}‖v;H2A‖dt′.
(3.10)
Taking Lemma 3.1 into account, we choose the positive number ǫ so small that the second
term in the right-hand side is absorbed in the left-hand side. To this end we choose ǫ
such that ǫ〈T 〉m+1/2〈‖A;L∞T Hσ ∩ L2TL∞‖ ∨ ‖u;L∞T H1‖〉m ≪ 1 with m stated in Lemma
3.1. Thus we obtain
‖v;H2‖ ≤ C〈R〉4‖u0;H2‖+ C〈T 〉l〈‖A;M1,σT ‖ ∨ ‖u;L∞T H1‖〉l
∫ t
t0
〈‖A‖∞〉‖v;H2‖dt′,
where l is some positive number. Applying the Gronwall inequality we obtain (3.7). We
proceed to the latter part of the lemma. The weak continuity of ∆Av follows from the
construction of v. We shall prove the strong continuity. We take a supreme limit of the
both sides of (3.10) as t ↓ t0 and obtain lim supt↓t0 ‖∆Av(t)‖2 ≤ ‖∆A0v0‖2. Therefore
s- limt↓t0 ∆Av = ∆A0v0 in L
2. This argument shows that ∆Av ∈ CTL2; on the other
hand, the fact that v ∈ CTL2 is similarly proved by the conservation law of the L2-norm.
Therefore we obtain v ∈ CTH2 from Lemma 2.2 and the fact A ∈ M1,σT ⊂ CTH1. If
we also assume u ∈ CTH1, we can show ∂tv ∈ CTL2 taking the equation (3.1) into
account. 
Definition 3.2. We define the two parameter family of operator {U(t, τ)}0≤t,τ≤T as
the evolution operator of (3.1). Namely, U(t, t0)v0 solves (3.1)-(3.2). By the following
lemmas, {U(t, τ)} can be extended as a family in Hs with s ≥ −2. We put Ks ≡
sup0≤t,τ≤T ‖U(t, τ);Hs → Hs‖.
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Remark . In view of Lemma 3.2, we have the estimate
K2 ≤ C〈‖A;L∞T H˙1‖〉4 exp{CT 1/2〈T 〉l〈‖A;M1,σT ∩ L2TL∞‖ ∨ ‖u;L∞T H1‖〉l}
with some positive numbers C, l.
Lemma 3.3. Let −2 ≤ s ≤ 2, σ > 1 and let A ∈ M1,σT ∩ L2TL∞ satisfy divA = 0. Let
u ∈ L∞T H1. Then we have the following :
(i) {U(t, τ)} can be uniquely extended to a family of operators in Hs which solves
(3.1), namely U(t, t0)v0 is a weak H
s solution to (3.1)-(3.2), and moreover if s ≥ 0, then
U(t, t0)v0 is a unique weak H
s solution;
(ii) if u ∈ CTH1, U(t, t0)v0 is a strong Hs solution;
(iii) 1 ≤ Ks ≤ K |s|/22 ;
(iv) if w is a weak L2 solution to the equation i∂tw = (−∆A+φ)w+f , where f ∈ L1TH−2,
then w satisfies the integral form of this equation, namely
w(t) = U(t, t0)w(t0)− i
∫ t
t0
U(t, τ)f(τ)dτ.
Proof. This lemma can be proved in the same way as in Lemmas 3.2 and 3.3 in [17]. 
Lemma 3.4. Let (s, σ) ∈ R∗ with 2 < s < 4 and σ > 1. Let A ∈ M2,σT ∩ L2TL∞ satisfy
divA = 0. Let u ∈ Σ1,s−1T . Then for any v0 ∈ Hs, there exists a unique weak solution v
to (3.1)-(3.2), and the solution v satisfies the following estimate:
‖v;L∞T Hs‖ ≤ CK2‖v0;Hs‖〈‖A;M1,σT ‖ ∨ ‖u;L∞T H1‖〉l
× exp{C〈K2〉l〈T 〉l〈‖A;M2,σT ∩ L2TL∞‖ ∨ ‖u; Σ1,s−1T ‖〉l}. (3.11)
Here l is a positive number. Moreover, if A ∈ CTHσ ∩C1THσ−1 and if u ∈ CTHs−1, then
v is a strong solution to (3.1)-(3.2).
Proof. As we have mentioned in the proof of Lemma 3.2, the existence of a weak so-
lution follows from the estimate (3.11), and the uniqueness has already been proved in
Lemma 3.2. Instead of (3.11) itself, we first assume 5/2 < s < 4 and prove the estimate
‖v;L∞T Hs‖ ≤ CK2‖v0;Hs‖〈‖A;M1,σT ‖ ∨ ‖u;L∞T H1‖〉l
× exp{C〈K2〉l〈T 〉l〈‖A;M2,σT ∩ L2TL∞‖ ∨ ‖u; Σ1,s−3/2T ‖〉l}, (3.12)
which is slightly different from but stronger than (3.11). Then (3.11) follows directly from
(3.12) if 5/2 < s < 4 and from interpolating (3.7) and (3.12) if 2 < s ≤ 5/2. Therefore we
assume 5/2 < s < 4 and prove (3.12), with dividing the proof into several steps. In the
proof we estimate ‖∂t∆Av;Hs−4‖ instead of ‖v;Hs‖ taking the equivalence of these norms
into account. To this end we first prove the equivalence of these norms and prepare some
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inequalities in Step 1. We also use the smoothing property of the Schro¨dinger equation;
practically, in Step 2 we derive estimates which are consequences of Lemma 3.1. In Step
3 we apply the estimates obtained in the preceding steps to the equation for ∂t∆Av and
derive an integral inequality for ‖v;Hs‖, from which the desired estimate (3.12) follows.
In Step 4 we prove the continuity of the solution, namely the latter part of the lemma.
Step 1. We can obtain the following estimates for the solution to (3.1):
‖∂tv;Hs−2‖+ 〈N1〉α‖v‖2 ≃ ‖v;Hs‖+ 〈N1〉α‖v‖2, (3.13)
‖∂t∆Av;Hs−4‖+ 〈N2〉α‖v‖2 ≃ ‖v;Hs‖+ 〈N2〉α‖v‖2, (3.14)
where N1 = ‖A;L∞T Hσ‖ ∨ ‖u;L∞T H1‖, N2 = ‖A;M1,σT ‖ ∨ ‖u;L∞T H1‖. To obtain (3.13)
and (3.14), we have only to use the following inequalities together with Lemma 2.2 and
standard interpolation inequality:
‖∇Av;Hs−2‖ . 〈‖A;Hσ‖〉‖v;Hs−1‖, (3.15)
‖φv;Hs−2‖ . ‖u;H1‖2‖v;Hs−1‖, (3.16)
‖V2(A, ∂tA, v);Hs−4‖ . 〈N2〉3‖v;Hs−1‖, (3.17)
where V2(A,B , v) = PB ·∇Av. We can prove these inequalities by the Sobolev inequality
and Lemma 2.1. We remark that (3.15) and (3.16) holds valid for 0 ≤ s < 4 (for the proof
we use duality argument) and that V2 is a continuous mapping from H
σ ×Hσ−1 ×Hs−1
to Hs−4.
Step 2. We prove
‖∆Av;L2THs−5/26 ‖ ≤ C〈T 〉m〈N3〉m‖v;L∞T Hs‖, (3.18)
where N3 = ‖A;M1,σT ∩ L2TL∞‖ ∨ ‖u;L∞T H1∨(s−5/2)‖ and m is a positive number. We
remark that the constant C does not depend on T as well as v and N3. Applying Lemma
3.1 to (3.8), we have
‖∆Av;L2THs−5/26 ‖ . 〈T 〉m〈N3〉m‖∆Av;L∞T Hs−2‖
+ T 1/2‖2∂tA · ∇Av + [∆A, φ]v;L2THs−3‖. (3.19)
Therefore we obtain (3.18) by (2.3) if we prove the following estimates:
‖∂tA · ∇Av;Hs−3‖ . ‖∂tA;Hσ−1‖〈‖A;Hσ‖〉‖v;Hs‖, (3.20)
‖|u|2v;Hs−3‖ . ‖u;H1∨(s−5/2)‖‖u;H1‖‖v;Hs‖, (3.21)
‖∇φ · ∇Av;Hs−3‖ . ‖u;H1‖2〈‖A;Hσ‖〉‖v;Hs‖. (3.22)
These estimates can be proved by the Sobolev inequality, together with the Leibniz rule if
s ≥ 3, and moreover the duality argument if s < 3. We need the condition σ ≥ (2s−1)/4
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to bound ‖∂tA ·Av;Hs−3‖ by the right hand side of (3.20). Replacing ∆Av in (3.18) by
−i∂tv + φv and using Lemma 2.1, we also obtain
‖∂tv;L2THs−5/26 ‖ ≤ C〈T 〉m〈N3〉m‖v;L∞T Hs‖. (3.23)
Step 3. We take the time derivative of (3.8). Then we obtain the following Schro¨dinger
equation for ∂t∆Av:
i∂2t∆Av = (−∆A + φ)∂t∆Av
+ 2∂tA · ∇A∆Av + ∂tφ ·∆Av + 2∂2tA · ∇Av − 2i|∂tA|2v + 2∂tA · ∇A∂tv
− 2Re(∂tu · u¯)v + 2∇∂tφ · ∇Av − 2i∇φ · ∂tA · v − |u|2∂tv + 2∇φ · ∇A∂tv
≡ (−∆A + φ)∂t∆Av +
10∑
j=1
fj , (3.24)
where we have used the relation ∂t∇A = ∇A∂t − i∂tA, ∂t∆A = ∆A∂t − 2i∂tA · ∇A,
∆∂tφ = −2Re∂tu · u¯, and [∆A, φ]v = ∆φ · v + 2∇φ · ∇Av. By the Duhamel principle or
Lemma 3.3, we rewrite this equation into integral form as
∂t∆Av = U(t, t0)[∂t∆Av]t=t0 − i
∫ t
t0
U(t, τ)
10∑
j=1
fj(τ)dτ. (3.25)
Therefore we have
W (t) . K2
{
W (t0) +
∫ t
t0
10∑
j=1
‖fj(τ);Hs−4‖dτ
}
, (3.26)
where W (t) = ‖v(t);Hs‖+ 〈N2〉α‖v(t)‖2. We have used (3.14), Lemma 3.3, and the con-
servation law of ‖v‖2. We estimate fj , j = 1, . . . , 10, and obtain the following estimates:
‖f1;Hs−4‖ . ‖∂tA;Hσ−1‖〈‖A;Hσ‖〉‖∆Av;Hs−5/2−δ6 ‖, (3.27)
‖f2;Hs−4‖ . ‖∂tu;H−1‖‖u;H1‖‖∆Av;Hs−2‖, (3.28)
‖f3;Hs−4‖ . ‖∂2tA;Hσ−2‖〈‖A;Hσ‖〉‖v;Hs‖, (3.29)
‖f4;Hs−4‖ . ‖∂tA;Hσ−1‖2‖v;Hs‖, (3.30)
‖f5;Hs−4‖ . ‖∂tA;Hσ−1‖〈‖A;Hσ‖〉‖∂tv;Hs−5/2−δ6 ‖, (3.31)
‖f6;Hs−4‖ . ‖∂tu;Hs−7/2‖‖u;Hs−3/2‖‖v;Hs‖, (3.32)
‖f7;Hs−4‖ . ‖∂tu;Hs−7/2‖‖u;Hs−3/2‖〈‖A;Hσ‖〉‖v;Hs‖, (3.33)
‖f8;Hs−4‖ . ‖∂tA‖2‖u;H1‖2‖v;Hs‖, (3.34)
‖f9;Hs−4‖ . ‖u;H1‖2‖∂tv;Hs−2‖, (3.35)
‖f10;Hs−4‖ . 〈‖A;Hσ‖〉‖u;H1‖2‖∂tv;Hs−2‖. (3.36)
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The inequality (3.27) is obtained by the use of the estimates
‖∂tA · (∇Aw);Hs−4‖ = ‖∇A · (∂tAw);Hs−4‖ . 〈‖A;H1‖〉‖∂tAw;Hs−3‖
for any w ∈ Hs−3, and
‖∂tA∆Av;Hs−3‖ . ‖∂tA;H(s−3)∨2δ‖‖∆Av;Hs−5/2−δ6 ‖.
The second inequality is obtained by the Leibniz rule and the Sobolev inequality for
s = 3+2δ and for s = 4, together with duality argument for s = 5/2, and it is generalized
by interpolation for 5/2 < s < 4. The inequality (3.31) is obtained in the same way.
We can obtain the other inequalities principally by the Ho¨lder, the Leibniz, and the
Sobolev inequalities, together with duality argument if Sobolev spaces of negative order
appear. We also use Lemma 2.1 for the proof of (3.28), (3.33), (3.34) and (3.36). The
condition σ ≥ (2s − 1)/4 is needed to bound the terms f3 and f4. We substitute these
estimates into (3.26), and apply the Gagliardo-Nirenberg inequality ‖∆Av;Hs−5/2−δ6 ‖ .
‖∆Av;Hs−2‖2δ‖∆Av;Hs−5/26 ‖1−2δ and the corresponding inequality for ∂tv together with
the Young inequality. Then we obtain
W (t) ≤ K2
{
W (t0) + ǫ
∫ t
t0
(‖∆Av;Hs−5/26 ‖+ ‖∂tv;Hs−5/26 ‖)dτ
+ Cǫ−2δ/(1−2δ)
∫ t
t0
〈N4〉lW (τ)dτ
}
≤ K2W (t0) + CεK2〈T 〉m+1/2〈N3〉m‖v;L∞(t0, t;Hs)‖
+ CK2ǫ
−2δ/(1−2δ)
∫ t
t0
〈N4〉lW (τ)dτ,
where N4 = ‖A;M2,σT ∩ L2TL∞‖ ∨ ‖u; Σ1,s−3/2T ‖ ≥ N3 and ǫ and l are positive numbers.
We choose ǫ such that CεK2〈T 〉m+1/2〈N3〉m ≤ 1/2; with this choice we obtain
W (t) ≤ 2K2W (t0) + C〈T 〉l〈N4 ∨K2〉l
∫ t
t0
W (τ)dτ.
We note that the value of l may differ from that in the previous estimate. Applying the
Gronwall lemma, we obtain W (t) ≤ 2K2W (t0) exp{C〈T 〉l〈N4∨K2〉l}, from which we can
conclude (3.12).
Step 4. We prove the continuity of v under the additional assumptions A ∈ CTHσ ∩
C1TH
σ−1 and u ∈ CTHs−1. We first remark that v ∈ CTHs−1 since v ∈ CTH2∩L∞T Hs by
virtue of Lemma 3.2 and (3.11). By the assumption, U(t, τ) is Hs−4-strongly continuous
with respect to the parameters t, τ . Moreover,
∑10
j=1 fj ∈ L1Hs−4 by Step 3. Applying
the Lebesgue convergence theorem to (3.25), we can prove ∂t∆Av ∈ CTHs−4. Then we
find that ∆A∂tv = ∂t∆Av + 2i∂tA · ∇Av ∈ CTHs−4 taking (3.17) into account. Therefore
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it follows from Lemma 2.2 that ∂tv ∈ CTHs−2. We go back to the equation (3.1) and
conclude v ∈ CTHs by Lemmas 2.1 and 2.2. 
§4. Unique existence of local solutions
In this section we uniquely solve (MS-C) time locally. To this end we consider the
following linearized equation:
i∂tv = (−∆A + φ(u))v, v(0) = u0, (4.1)
(+ 1)B = PJ (u,A) +A, B(0) = A0, ∂tB(0) = A1, (4.2)
where φ(u) = (−∆)−1|u|2 and J (u,A) = 2 Im u¯∇Au, with the assumptions divA = 0
and (u0,A0,A1) ∈ Xs,σ. We often consider the equations with (u,A, v,B) replaced
by (u′,A′, v′,B ′) and (u0,A0,A1) by (u
′
0,A
′
0,A
′
1). In such a case we often abbreviate
φ(u′),J (u′,A′) to φ′,J ′. If we define the mapping
Φ : (u,A) 7→ (v,B),
then the fixed points of Φ solve (MS-C).
Proposition 4.1. Let 11/8 ≤ s ≤ 2 and 1 < σ ≤ min{3s/2; 2s−3/4} with (s, σ) 6= (2, 3).
Then for any (u0,A0,A1) ∈ Xs,σ, there exists T > 0 such that (MS-C) with (1.9)
has a unique solution satisfying (u,A, ∂tA) ∈ CTXs,σ and (u,A) ∈ L2T (Hs−1/26 ⊕ L∞).
Moreover, the total energy
E = ‖∇Au‖22 +
1
2
{‖∇φ‖22 + ‖∇A‖22 + ‖∂tA‖22}
does not depend on t.
Proof. Let 0 < T < 1 and R1, R2, R3 > 1. We define the metric space B with metric
induced from the norm ‖·;B‖ as
B = {(u,A); u ∈ L∞T Hs ∩ L2THs−1/26 ,A ∈ M1,σT ∩ L2TL∞, divA = 0,
‖u;L∞T Hs‖ ≤ R1, ‖u;L2THs−1/26 ‖ ≤ R2, ‖A;M1,σT ∩ L2TL∞‖ ≤ R3},
‖(u,A);B‖ = ‖u;L∞T L2‖ ∨ ‖A;L∞T H1/2 ∩ L4TL4‖.
We can easily show that this metric space is complete. We shall show that Φ is a
contraction mapping defined on B. On account of Lemmas 2.3, 2.6, 3.1 and 3.3, we have
the following estimates for (u,A) ∈ B and (v,B) = Φ(u,A):
‖v;L∞T Hs‖ ≤ C‖u0;Hs‖R2s3 exp{CT 1/2(R1 ∨ R3)l},
‖v;L2THs−1/26 ‖ ≤ C(R1 ∨ R3)m‖v;L∞T Hs‖,
‖B ;M1,σT ∩ L2TL∞‖ ≤ C‖(A0,A1);Hσ ⊕Hσ−1‖+ CT 1/4R3(R1 ∨ R2)2.
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To prove the last inequality, we have also used the Sobolev type embedding H
σ−2/q
r →֒ L∞,
where q, r are defined in (3.3). Therefore we can show that Φ is a mapping from B to
itself if we choose R1, R2, R3 such that
R3 ≥ 2C‖(A0,A1);Hσ ⊕Hσ−1‖, R1 ≥ 2C‖u0;Hs‖R2s3 , R2 ≥ C(R1 ∨R3)mR1
and if we choose T such that
exp{CT 1/2(R1 ∨ R3)l} ≤ 2, CT 1/4(R1 ∨ R2)2 ≤ 1/2.
Next we estimate the difference of (v,B) = Φ(u,A) and (v′,B ′) = Φ(u′,A′). Taking the
difference of the equations for v and v′, we obtain
i∂t(v − v′) = (−∆A + φ)(v − v′) + 2i(A−A′) · ∇v′
+ (A−A′) · (A+A′)v′ + (φ− φ′)v′.
By usual L2-estimate together with the Sobolev inequality, Lemma 2.1 and the Ho¨lder
inequality both for time and space variables, we obtain
‖v − v′;L∞T L2‖
≤ ‖2i(A−A′) · ∇v′ + (A−A′) · (A+A′)v′ + (φ− φ′)v′;L1TL2‖
. ‖A−A′;L4TL4‖{T 3/8‖∇v′;L8/3T L4‖+ T 3/4‖A +A′;L∞L6‖‖v′;L∞T L12‖}
+ T‖u− u′;L∞T L2‖‖u+ u′;L∞T H1‖‖v′;L∞T H1‖
. T 3/8(R1 ∨R2 ∨ R3)2‖(u− u′,A−A′);B‖.
Here we have used the interpolation L
8/3
T H
s−3/8
4 = (L
∞
T H
s, L2TH
s−1/2
6 )[3/4]. We proceed to
the estimate of B − B ′. We apply Lemma 2.3 to the difference of the equations for B
and B ′ taking the relation P∇ = 0 into account. Then
‖B −B ′;L∞T H1/2 ∩ L4TL4‖
. ‖A−A′;L1TH−1/2‖+ ‖P (J − J ′);L4/3T L4/3‖
. T‖A−A′;L∞T H1/2‖+ T 3/8‖∇(u+ u′);L8/3T L4‖‖u− u′;L∞T L2‖
+ T‖A;L∞T L6‖‖u− u′;L∞T L2‖‖u+ u′;L∞T L12‖
+ T 1/2‖A−A′;L4TL4‖‖u′;L∞T L4‖2
. T 3/8(R1 ∨ R2 ∨ R3)2‖(u− u′,A−A′);B‖,
where we have used the same interpolation relation as above. Therefore we obtain
‖(v − v′,B −B ′);B‖ ≤ (1/2)‖(u− u′,A−A′);B‖ (4.3)
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for sufficiently small T > 0. Therefore, Φ is a contraction mapping with the choice
of T,R1, R2, R3 mentioned above, from which we conclude the unique existence of the
solution. Moreover (u,A, ∂tA) ∈ CTXs,σ. Indeed, (A, ∂tA) ∈ CT (Hσ⊕Hσ−1) by Lemma
2.3, and u ∈ CTH1 since solutions to (4.1) belong to Σ1,sT ⊂ CTH1 by Lemma 3.2;
therefore going back to the Schro¨dinger part, we obtain u ∈ CTHs ∩C1THs−2 by Lemma
3.3. Finally, we prove the conservation of total energy. For H2-strong solutions, this
follows from direct computation. For a solution (u,A) with lower regularity, we consider a
sequence ofH2-solutions {(uj,Aj)}j which is an approximation to (u,A). As we obtained
(4.3), we can prove that {(uj,Aj, ∂tAj)}j converges to (u,A, ∂tA) in L∞T X0,1/2. Since
{(uj,Aj, ∂tAj)}j is bounded in L∞T Xs,σ, this sequence actually converges to (u,A, ∂tA)
in L∞T X
1,1. Therefore the conservation of total energy holds also for (u,A). 
Proposition 4.2. Let (s, σ) ∈ R with s > 2 and σ > 1. Then for any (u0,A0,A1) ∈
Xs,σ, the solution to (MS-C) with (1.9) obtained in Proposition 4.1 actually belongs to
CTX
s,σ.
Proof. Firstly let (s, σ) ∈ R satisfy 2 < s < 4 and σ < 3. Then the unique solution
obtained by Proposition 4.1 belongs to CTX
2,σ. Using Lemma 3.4 at most twice, we can
prove that u ∈ CTHs ∩ C1THs−2 (remark that ∂2tA = ∆A + PJ ∈ CTHσ−2 by virtue
of Lemma 2.5), and hence we can prove the proposition for such (s, σ). Next we apply
Lemmas 2.3, 2.6 and 3.1 to the solution and obtain the proposition for (s, σ) ∈ R with
2 < s < 4, σ ≥ 3. The proposition for s ≥ 4 has already been obtained in [17]. 
Proof of Theorem 1.1. We can prove the existence of solutions by combining Propositions
4.1-4.2. The uniqueness without auxiliary conditions (u,A) ∈ L2T (Hs−1/2 ⊕ L∞) is a
consequence of Corollary 5.1 in §5. The continuous dependence of solutions on initial
data will be proved by Proposition 6.1 in §6. 
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§5. Global existence of solutions
Lemma 5.1. Let 11/8 ≤ s ≤ 2, 1 < σ ≤ 10/9 and (u,A, ∂tA) ∈ CTXs,σ be a solution
to (MS-C) obtained in Proposition 4.1. Then the following estimates hold.
‖(u,A, ∂tA);L∞T (H1 ⊕ H˙1 ⊕ L2)‖ ≤ C, (5.1)
‖A;L∞T L2‖ ≤ C〈T 〉, (5.2)
‖A;LqTLr‖ ≤ C〈T 〉2, (5.3)
‖u;L2TH1/2−δ6 ‖ ≤ C〈T 〉3, (5.4)
‖A;M1,σT ∩ L2TL∞‖ ≤ C〈T 〉4. (5.5)
Here q, r and δ are given in (3.3). The constants C depend only on σ and ‖(u0,A0,A1);Xs,σ‖.
Proof. We easily obtain (5.1) by the conservation laws of charge and energy, (5.2) by
applying (5.1) after differentiating and integrating A with respect to t. Next we apply
Lemma 2.3 to (1.8) and obtain
‖A;LqTLr‖ . ‖(A0,A1);H1 ⊕ L2‖+ ‖A;L1TH2/q−1‖+ ‖PJ ;Lq
′
TH
4/q−1
r′ ‖.
The second term in the right-hand side is bounded by C〈T 〉2 because of (5.2), and the
third term is bounded by T 1/q
′‖u;L∞T H1‖2〈‖A;L∞T H1‖〉 by the use of Lemma 2.5 together
with the Leibniz rule and the Sobolev inequality. Hence this term is also bounded by
C〈T 〉2 and (5.3) has been proved. In order to obtain (5.4), we apply Lemma 2.4 to (1.7).
Then
‖u;L2TH1/2−δ6 ‖ . ‖u;L∞T H1‖+ T 1/2‖2iA · ∇u+ |A|2u+ φu;L2TH−2δ‖
. 〈T 〉‖u;L∞T H1‖〈‖A;LqTLr‖+ ‖A;L∞T H˙1‖2 + ‖u;L∞T H1‖2〉.
The right-hand side is estimated by C〈T 〉3 by the previous estimates. Therefore (5.4)
has been proved. We go back to the Maxwell part and again apply Lemma 2.3 to (1.8).
Then
‖A;M1,σT ∩LqTHσ−2/qr ‖
. ‖(A0,A1);Hσ ⊕Hσ−1‖+ T‖A;L∞T Hσ−1‖+ ‖PJ ;L6/5T Hσ−2/33/2 ‖.
By the assumption, σ − 2/3 ≤ 1/2− δ. Therefore the last term in the right-hand side is
bounded by
T 1/3‖u;L2TH1/2−δ6 ‖‖u;L∞T H1‖〈‖A;L∞T H˙1‖〉 . 〈T 〉3+1/3.
If we use the estimate ‖A;L2TL∞‖ . T 1/r‖A;LqTHσ−2/qr ‖, which is obtained by the
Sobolev inequality, we can show (5.5). 
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Corollary 5.1. Let 11/8 ≤ s ≤ 2, 1 < σ ≤ 10/9 and let (u,A) be a solution to (MS-C)
satisfying (u,A, ∂tA) ∈ CTXs,σ. Then u ∈ L2THs−1/26 and A ∈ L2TL∞.
Proof. If we check the proof of Lemma 5.1, we find that we can prove A ∈ L2TL∞ under
the assumption that (u,A) satisfies (MS-C) and that (u,A, ∂tA) ∈ CTX1,σ. Once we
have proved A ∈ L2TL∞, we immediately obtain u ∈ L2THs−1/26 by Lemma 3.1. 
Proof of Theorem 1.2. We first consider the case s ≤ 2 and σ ≤ 10/9. By Lemma 5.1,
‖u;L∞T H1‖ and ‖A;M1,σT ∩ L2TL∞‖ are finite as long as the solution exists in 0 < t < T .
Therefore ‖u;L∞T Hs‖ is also finite by virtue of Lemma 3.3. This implies the global
existence. For general case we have only to recover the regularity by using Propositions
4.1 and 4.2. 
§6. Continuous dependence on initial data
In this section we shall complete the proof of Theorem 1.1 by proving the continuous de-
pendence of solutions on data. The argument here is essentially based on Bona-Smith [1].
Lemma 6.1. Let 11/8 ≤ s < 4, σ > 1 and let (s, σ) ∈ R with (s + 1, σ) ∈ R∗.
Let (u,A) and (u′,A′) be solutions to (MS-C) defined on [0, T ] with the initial data
(u0,A0,A1) ∈ Xs,σ and (u′0,A′0,A′1) ∈ Xs+1,σ respectively. Let (u,A) satisfy the estimate
‖u; Σ1,sT ∩L2THs−1/26 ‖ ∨ ‖A;M1,σT ∩LqTHσ−2/qr ‖ ≤ R and (u′,A′) satisfy the same estimate
with (u,A) replaced by (u′,A′). Then we have the following estimates :
‖u−;L∞T Hs ∩ L2THs−1/26 ‖ ∨ ‖A−;M1,σT ∩ LqTHσ−2/qr ‖
≤ C‖(u0,A0,A1)−;Xs,σ‖+ C‖A−;L∞T H1 ∩ LqTHσ−2/q−δr ‖‖u′; Σ1,s+1T ‖, (6.1)
‖A−;M1,σT ∩ LqTHσ−2/qr ‖
≤ C‖(A0,A1)−;Hσ ⊕Hσ−1‖+ C‖u−;L∞T Hs ∩ L2THs−1/26 ‖. (6.2)
Moreover, let s > 11/8, 0 < σ − 1 − δ ≤ s− 11/8. Then we also have the following
estimates :
‖u−;L∞T Hs−1‖ ∨ ‖A−;M1,σ−δT ∩ LqTHσ−2/q−δr ‖ ≤ C‖(u0,A0,A1)−;Xs−1,σ−δ‖. (6.3)
Here u− = u − u′ etc., δ, q, r are defined in (3.3) and the constants C depend on R, T, s
and σ.
Proof. It suffices to show (6.1)-(6.3) for sufficiently small T = T (R); if not, we divide the
interval [0, T ] into small subintervals and repeatedly use the estimates obtained for short
intervals. Hence we may assume 0 < T < 1 without loss of generality. We begin with the
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estimate of the Schro¨dinger part. Taking the difference of the equations for u and u′, we
have
i∂tu− = (−∆A + φ)u− + 2iA− · ∇u′ +A− ·A+u′ + φ−u′
≡ (−∆A + φ)u− +
3∑
j=1
gj, (6.4)
where A+ = A +A
′. We also need the time derivative of (6.4):
i∂2t u− = (−∆A + φ)∂tu−
+ 2i∂tA · ∇u− + 2∂tA ·Au− + ∂tφu− + 2i∂tA− · ∇u′ + 2iA− · ∇∂tu′
+ ∂tA− ·A+u′ +A− · ∂tA+u′ +A− ·A+∂tu′ + ∂tφ−u′ + φ−∂tu′
≡ (−∆A + φ)∂tu− +
13∑
j=4
gj (6.5)
In the following, we estimate ∂tu− instead of u− itself in order to obtain (6.1) and (6.3). To
this end we introduce here an inequality which shows the equivalence of norms ‖u−;Hs‖
and ‖∂tu−;Hs−2‖. Namely for (s, σ) ∈ R∗ with s > 1/2 we have
‖u−;Hs‖+C(R){‖u−‖2+‖A−;Hσ‖} ≃ ‖∂tu−;Hs−2‖+C(R){‖u−‖2+‖A−;Hσ‖}. (6.6)
We can prove this inequality in the same way as we proved (3.13), namely we use a trivial
modification of (2.2) together with Lemma 2.1. We refer to Lemma 6.1 in [17] for detail.
Next we apply Lemma 3.1 to (6.4) and obtain
‖u−;L2THs−1/26 ‖ ≤ C(R){‖u−;L∞T Hs‖ ∨ ‖A−;L∞T Hσ ∩ LqTHσ−2/qr ‖}. (6.7)
Here we have treated
∑3
j=1 gj in the same way as 2iA · ∇v + |A|2v + φv in the proof of
Lemma 3.1. Converting (6.5) into integral form by the use of the propagator U(t, τ) for
(3.1), taking the L∞T H
s−2-norm and using (6.6), we obtain
‖u−; Σ1,sT ‖ ≤ C(R)
{‖(u0,A0,A1)−;Xs,σ‖+ ‖u−;L∞T L2‖ ∨ ‖A−;L∞T Hσ‖
+
13∑
j=4
‖gj;L1THs−2‖
}
. (6.8)
Here we note that Ks ≡ supt,τ∈[0,T ] ‖U(t, τ);Hs → Hs‖ ≤ C(R). We estimate the right-
hand side term by term as follows:
‖g4;Hs−2‖ . ‖∂tA;Hσ−1‖‖u−;Hs−1/26 ‖, (6.9)
‖g5;Hs−2‖ . ‖∂tA;Hσ−1‖‖A;Hσ−2/qr ‖‖u−;Hs‖, (6.10)
‖g6;Hs−2‖ . ‖u; Σ1,sT ‖2‖u−;Hs‖, (6.11)
‖g7;Hs−2‖ . ‖∂tA−;Hσ−1‖‖u′;Hs−1/26 ‖, (6.12)
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‖g8;Hs−2‖ . ‖A−;Hσ−2/q−δr ‖‖∂tu′;Hs−1‖, (6.13)
‖g9;Hs−2‖ . ‖∂tA−;Hσ−1‖‖A+;Hσ−2/qr ‖‖u′;Hs‖, (6.14)
‖g10;Hs−2‖ . ‖A−;Hσ−2/qr ‖‖∂tA+;Hσ−1‖‖u′;Hs‖, (6.15)
‖g11;Hs−2‖ . ‖A−;Hσ−2/q−δr ∩H1‖‖A+;Hσ−2/qr ∩H1‖‖∂tu′;Hs−1‖, (6.16)
‖g12;Hs−2‖ . ‖u−; Σ1,sT ‖‖u+; Σ1,sT ‖‖u′;Hs‖, (6.17)
‖g13;Hs−2‖ . ‖u−;Hs‖‖u+;Hs‖‖u′; Σ1,sT ‖. (6.18)
We remark that we can obtain the estimates above for s ≥ 1 and do not need the
assumption s ≥ 11/8. In the proof of (6.9)-(6.18), we mainly use the Leibniz rule if
s > 2, the Ho¨lder and the Sobolev inequalities, Lemma 2.1, and the inclusions Hσ−1 →֒ Lq
and H
σ−2/q−δ
r →֒ L∞ together with duality argument if necessary. For example, we can
obtain (6.9) for s = 1, 2 by the use of the inclusion H
s−1/2
6 →֒ Hs−1r , and for 1 < s < 2
by interpolation. For s > 2, by the Leibniz rule we obtain
‖g4;Hs−2‖ . ‖∂tA;Hs−2‖‖u−‖∞ + ‖∂tA‖q‖u−;Hs−2r ‖,
and hence we obtain (6.9) by using the tools mentioned above. We can analogously
estimate g5, g7, g9 and g10. We next estimate g8. For s > 2,
‖g8 : Hs−2‖ . ‖A−‖∞‖∂tu′;Hs−1‖+ ‖A−;Hs−2p1 ‖‖∇∂tu′‖p2 (6.19)
by the Leibniz rule, where p1 = max{r; 3/(s − 2)} and 1/p2 = 1/2 − 1/p1 so that
H
σ−2/q−δ
r →֒ Hs−2p1 ∩ L∞ and Hs−2 →֒ Lp2 . For 1 ≤ s ≤ 2, we can prove (6.19) without
the second term in the right-hand side similarly as in the estimate of g4. Therefore
we obtain (6.13). We can analogously estimate g11. The estimates for g6, g12, g13 are
easy. We should also estimate ‖u−;L∞T L2‖ in (6.8). This can be done as in the proof of
Proposition 4.1, namely the inequality
‖u−;L∞T L2‖ ∨ ‖A−;L∞T H1/2 ∩ L4TL4‖ ≤ C(R)‖(u0,A0,A1)−;X0,1/2‖ (6.20)
is obtained for sufficiently small T . Applying (6.9)-(6.18) and (6.20) to (6.8), using the
Ho¨lder inequality for the time variable, and choosing T sufficiently small, we obtain
‖u−; Σ1,sT ‖ ≤ C(R)
{‖(u0,A0,A1)−;Xs,σ‖+ ‖A−;M1,σT ∩ LqTHσ−2/qr ‖
+ ‖A−;L∞T H1 ∩ LqTHσ−2/q−δr ‖‖u′; Σ1,s+1T ‖
}
. (6.21)
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Next we estimate the Maxwell part. By applying Lemma 2.3 to the equation of the
difference A−,
‖A−;M1,σT ∩ LqTHσ−2/qr ‖ . ‖(A0,A1)−;Hσ ⊕Hσ−1‖+ ‖A−;L1THσ−1‖
+ ‖PJ−;L1THσ−1‖.
We have the expression
PJ− = 2 ImP u¯+∇u− − 2P (ARe(u¯+u−))− 2P (A−|u′|2). (6.22)
Therefore a slight modification of Lemma 2.6 shows
‖PJ−;L1THσ−1‖
. T 1/4{‖u−;L∞T Hs ∩ L2THs−1/26 ‖‖u+;L∞T Hs ∩ L2THs−1/26 ‖〈‖A;L∞T Hσ‖〉
+ ‖u′;L∞T Hs‖2‖A−;L∞T Hσ‖}
≤ C(R)T 1/4{‖u−;L∞T Hs ∩ L2THs−1/26 ‖ ∨ ‖A−;L∞T Hσ‖}.
Choosing T sufficiently small, we obtain
‖A−;M1,σT ∩ LqTHσ−2/qr ‖
≤ C(R){‖(A0,A1)−;Hσ ⊕Hσ−1‖+ T 1/4‖u−;L∞T Hs ∩ L2THs−1/26 ‖},
which is (6.2). Substituting this inequality into (6.21), we can also prove (6.1). We
proceed to the proof of (6.3). For the Schro¨dinger part, we can prove
‖u−; Σ1,s−1T ‖ ≤ C(R)
{‖(u0,A0,A1)−;Xs−1,σ−δ‖+ ‖A−;M1,σ−δT ∩ LqTHσ−2/q−δr ‖}. (6.23)
If s > 2, we can prove (6.23) similarly as (6.21). Indeed, for the estimates (6.7)-(6.18)
except (6.13) and (6.16), we can replace s with s− 1, and σ with σ− δ respectively since
(s− 1, σ − δ) ∈ R∗. On the other hand, for (6.13) and (6.16) we replace s with s− 1 to
obtain
‖g8;Hs−3‖ . ‖A−;Hσ−2/q−δr ‖‖∂tu′;Hs−2‖,
‖g11;Hs−3‖ . ‖A−;Hσ−2/q−δr ∩H1‖‖A+;Hσ−2/qr ∩H1‖‖∂tu′;Hs−2‖.
In the replacements above, we do not meet the harmful factor ‖∂tu′;Hs−1‖. Therefore
we obtain (6.23). On the other hand, if s ≤ 2, we directly estimate ‖u−;L∞T Hs−1‖. To
this end, we estimate the L1TH
s−1-norms of g1, g2 and g3 in (6.4) similarly as in the proof
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of Lemma 3.1. Indeed we can show
‖g1;L1THs−1‖ . T 1/2‖A−;L∞T Hσ−δ ∩ LqTHσ−2/q−δr ‖‖u′;L∞T Hs ∩ L2THs−1/26 ‖, (6.24)
‖g2;L1THs−1‖ . T 1/2‖A−;L∞T Hσ−δ ∩ LqTHσ−2/q−δr ‖
× ‖A+;L∞T Hσ−δ ∩ LqTHσ−2/q−δr ‖‖u′;L∞T Hs‖, (6.25)
‖g3;L1THs−1‖ . T‖u−;L∞T Hs−1‖‖u+;L∞T Hs‖‖u′;L∞T Hs‖. (6.26)
We also have the estimate
‖∂tu−;L∞T Hs−3‖ ≤ C(R)
(‖u−;L∞Hs−1‖+ ‖A−;L∞H1‖)
using (6.4) and Lemma 2.1. These estimates prove (6.23) for 1 ≤ s ≤ 2. For the Maxwell
part, we can show
‖A−;M1,σ−δT ∩ LqTHσ−2/q−δr ‖
≤ C(R){‖(A0,A1)−;Hσ−δ ⊕Hσ−1−δ‖+ T 1/r‖u−;L∞T Hs−1 ∩ L2THs−3/26 ‖}. (6.27)
To show (6.27), we should estimate PJ− written in the form (6.22) term by term. We
first estimate P (u¯+∇u−) in the case 0 < θ ≡ σ − 1 − δ ≤ 1. We use the inequality
‖P (u¯+∇u−);Hθ‖ . ‖∇u+‖4‖u−;Hθ4‖, which is directly proved for θ = 0, 1 and general-
ized for 0 < θ < 1 by interpolation. Then we have
‖P (u¯+∇u−);Hσ−1−δ‖ . ‖u+;Hs−3/84 ‖‖u−;Hs−11/84 ‖.
We remark that we have used here the assumption s > 11/8 since 0 < σ−1−δ ≤ s−11/8
(and we do not use this assumption elsewhere). This inequality can be proved by the
use of Lemma 2.5 even if θ > 1. We next estimate the term ARe(u¯+u−) again by the
Leibniz rule and the Sobolev inequality:
‖ARe(u¯+u−);Hσ−1−δ‖ . ‖A;Hσ−1−δp3 ‖‖u+‖∞‖u−‖p4 + ‖A‖∞‖u+;Hσ−1−δp3 ‖‖u−‖p4
+ ‖A‖∞‖u+‖∞‖u−;Hσ−1−δ‖
. ‖A;Hσ−2/q−δr ‖‖u+;Hs−1/26 ‖‖u−;Hs−1‖.
Here 1/p3 = δ/3 and 1/p4 = 1/2 − δ/3. We can analogously treat the term A−|u′|2.
Collecting these estimates, using the fact H
s−3/8
4 = (H
s, H
s−1/2
6 )[3/4], and the Ho¨lder
inequality for the time variable, and choosing T sufficiently small, we obtain (6.27).
Substituting (6.27) into (6.23), we obtain (6.3) 
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Proposition 6.1. Let T > 0, s > 11/8, σ > 1 and let (s, σ) ∈ R with (s + 1, σ) ∈ R∗.
Then, the mapping defined by (u0,A0,A1) 7→ (u,A, ∂tA) is continuous as a mapping
from Xs,σ to CTX
s,σ. Here, (u,A) is the solution to (MS-C) with (1.9) obtained in
Propositions 4.1-4.2.
Proof. We may assume s < 4 since the case s ≥ 4 has already been proved in [17]. Let
η be a rapidly decreasing function on R3 satisfying
∫
η(x)dx = 1, and let ηǫ = ǫ
−3η(·/ǫ).
We put uǫ0 = ηǫ ∗ u0 and Aǫj = ηǫ1/δ ∗Aj, j = 0, 1, and let (uǫ,Aǫ) be a corresponding
solution. Then for j = 0, 1,
‖(uǫ0,Aǫ0,Aǫ1);Xs+j,σ‖ = O(ǫ−j), ‖(u0 − uǫ0,A0 −Aǫ0,A1 −Aǫ1);Xs−j,σ−jδ‖ = o(ǫj)
as ǫ ↓ 0. We also have ‖uǫ; Σ1,s+1T ‖ . ‖uǫ0;Hs+1‖ by Lemma 3.4. We use (6.1) and (6.3)
for bounding the term ‖u−u′;Hs‖ taking (s, σ) in Lemma 6.1 as (s, σ0) with 1 < σ0 ≤ σ,
(s, σ0) ∈ R, (s+ 1, σ0) ∈ R∗, and 0 < σ0 − 1− δ ≤ s− 11/8. On the other hand, we use
(6.2) for bounding the term ‖(A−Aε, ∂tA− ∂tAε);Hσ⊕Hσ−1‖ for (s, σ). Then we can
obtain
‖(u− uǫ,A−Aǫ, ∂tA− ∂tAǫ);Xs,σ‖
≤ C(R){‖(u0 − uǫ0,A0 −Aǫ0,A1 −Aǫ1);Xs,σ‖
+ ‖(u0 − uǫ0,A0 −Aǫ0,A1 −Aǫ1);Xs−1,σ−δ‖‖uǫ0;Hs+1‖}
= o(1) + o(ǫ)O(ǫ−1) = o(1),
which proves that (uǫ,Aǫ, ∂tA
ǫ) converges to (u,A, ∂tA) in CTX
s,σ. Next we consider a
sequence {(un0 ,An0 ,An1 )}∞n=1 converging to (u0,A0,A1) in Xs,σ. We shall prove that the
corresponding sequence of the solutions {(un,An, ∂tAn)}∞n=1 converges to (u,A, ∂tA) in
CTX
s,σ, which is the assertion of the proposition. By the previous step, (unǫ,Anǫ, ∂tA
nǫ)
converges to (un,An, ∂tA
n) in CTX
s,σ uniformly with respect to n as ǫ ↓ 0. Moreover
for any fixed ǫ, (unǫ,Anǫ, ∂tA
nǫ) converges to (uǫ,Aǫ, ∂tA
ǫ) as n → ∞ by virtue of
(6.3), since they are sufficiently smooth solutions. Thus we can prove the convergence of
{(un,An, ∂tAn)}n by standard argument. 
§7. The cases of Lorentz and the temporal gauges
Proof of Theorems 1.3 and 1.4. We prove the theorems by the gauge transform. For
any solution (uL, φL,AL) to (MS-L), there exists a solution to (MS-C) which is gauge
equivalent to (uL, φL,AL). Indeed, let us put λ = ∆−1 divAL, AC = PAL, φC =
(−∆)−1ρ(uL) and uC = e−iλuL. Then (uL, φL,AL) and (uC, φC,AC) are connected by
the relation (1.4), and (uC,AC) satisfies (MS-C). Therefore we can prove Theorem 1.3
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by Theorem 1.1. The assumption σ ≥ s− 1 is needed to ensure the solution to (MS-C)
obtained by the gauge transform having the desired regularity. The case of the temporal
gauge can be treated analogously. For detail, see [17, §8]. 
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