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ABSTRACT
The number of Ultra-Diffuse Galaxies (UDGs) in clusters is of significant importance
to constrain models of their formation and evolution. Furthermore, their distribution
inside clusters may tell us something about their interactions with their environments.
In this work we revisit the abundance of UDGs in a more consistent way than in
previous studies. We add new data of UDGs in eight clusters from the Kapteyn IAC
WEAVE INT Clusters Survey (KIWICS), covering a mass range in which only a few
clusters have been studied before, and complement these with a compilation of works
in the literature to homogeneously study the relation between the number of UDGs
and the mass of their host cluster. Overall, we find that the slope of the number of
UDGs–cluster mass relation is consistent with being sublinear when considering galaxy
groups or linear if they are excluded, but we argue that most likely the behavior is
sublinear. When systematically studying the relation between the projected distance
to the innermost UDG and M200 for each cluster, we find hints that favor a picture in
which massive clusters destroy UDGs in their centres.
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1 INTRODUCTION
Ultra-Diffuse Galaxies (UDGs, van Dokkum et al. 2015)
are a extreme class of low surface brightness galax-
ies (LSB, e.g. Sandage & Binggeli 1984; Impey et al.
1988; Conselice 2018) with dwarf-like surface brightness
(µg & 24 mag arcsec
−2) but L⋆-like effective radius
(Re & 1.5 kpc). They have colors of passively evolv-
ing stellar populations (although some of them, espe-
cially in the field, can host ongoing star formation),
exponential-like Se´rsic profiles, and an axis ratio distribu-
tion with a peak around ba ∼ 0.7−0.8 (e.g. Koda et al.
2015; van der Burg et al. 2016; Roma´n & Trujillo 2017a;
Venhola et al. 2017, Mancera Pin˜a et al. in prep).
In recent years UDGs have drawn a lot of atten-
⋆ Based on observations made with the Isaac Newton Telescope
operated on the island of La Palma by the Isaac Newton Group of
Telescopes in the Spanish Observatorio del Roque de los Mucha-
chos of the Instituto de Astrof´ısica de Canarias.
† e-mail: pavel@astro.rug.nl
tion because of their potential to test galaxy formation
and evolution models at such extreme conditions. At the
same time, the discovery of UDGs in a range of envi-
ronments (e.g. van Dokkum et al. 2015; Merritt et al. 2016;
Mart´ınez-Delgado et al. 2016; van der Burg et al. 2016;
Roma´n & Trujillo 2017b) represents a major opportunity to
study the effects of environment on shaping galaxies.
One of the first noticed characteristics of UDGs
in galaxy clusters was the relation between the num-
ber of UDGs and the mass of their host cluster: the
N(UDGs)–M200
1 relation (van der Burg et al. 2016, here-
after vdB+16). This relation is potentially very interesting
to study the role of the environment affecting a UDG, since
it gives information about the environment in which UDGs
are preferentially found. vdB+16 noticed a very tight rela-
tion: N(UDGs) ∝ M0.93±0.16
200
, where N(UDGs) is the num-
1 Here M200 is used as a proxy of the cluster mass. It is defined as
the mass enclosed by R200, the radius at which the mean density
is 200 times the critical density of the Universe.
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ber of UDGs inside R200. Roma´n & Trujillo 2017b (here-
after RT17b) extended this relation to galaxy groups and
found N(UDGs) ∝ M0.85±0.05
200
, a 3σ sublinear relation. This
slope implies that UDGs are more abundant, per unit host
cluster mass, in low-mass systems. RT17b suggested that a
slope less than one is an indication that UDGs either prefer-
ably form in low-mass groups, or they are more efficiently
destroyed in very massive clusters, and it supports a pic-
ture of UDGs accreted from groups and/or the field to clus-
ters, where some UDGs get destroyed due to interactions
with the environment. However, van der Burg et al. (2017),
also studying the low-mass regime of the relation, found a
slope of 1.11 ± 0.07, concluding that UDGs are more abun-
dant, per unit cluster mass, towards more massive clusters.
The nature of this relation is thus not fully determined, and
given its importance for our general understanding of UDGs
and UDGs formation models (e.g. Amorisco & Loeb 2016;
Amorisco 2018; Carleton et al. 2018), it is essential to rec-
oncile these discrepancies, particularly whether the slope is
linear or not.
Another clue to understand the impact of the cluster
environment on UDGs is their deficit in the inner regions
of clusters (e.g. van Dokkum et al. 2015; Merritt et al.
2016; vdB+16; Wittmann et al. 2017; Venhola et al. 2017).
While this could be a bias due to lower detectability in
cluster centres, it is also possible that UDGs are unable
to survive due to the strong potential forces (see for
instance Merritt et al. 2016, and the detailed analysis by
Wittmann et al. 2017). However, a consistent investigation
of this effect with homogeneous data has not yet been
undertaken.
With the aim of understanding more about the formation
and evolution of UDGs in galaxy clusters, we present here
our results of a homogeneous analysis on both phenomena.
Using data of new UDG detections in eight galaxy clusters
from Mancera Pin˜a et al. (in prep), hereafter Paper II, we
perform a detailed comparison of our sample with UDGs in
clusters in the literature. The rest of this work is organized
as follows. In Section 2 we present our data. In Section 3 we
describe our findings regarding the abundance of UDGs and
their central depletion, respectively. Finally, in Section 4 we
discuss our results and summarise our conclusions.
Along this work we use magnitudes in the AB system
and we adopt a ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7
and H0 = 70 km s
−1 Mpc−1.
2 CLUSTER SAMPLE
Our observations come from a deep photometric survey (PIs
Peletier & Aguerri) our team is carrying out of a set of
X-ray selected, nearby (0.02 < z < 0.04) galaxy clusters,
which will be followed-up with the new WEAVE spectro-
graph (Dalton et al. 2016): the Kapteyn IAC WEAVE INT
Clusters Survey (KIWICS). For these observations we use the
2.5-m Isaac Newton Telescope of the Roque de los Mucha-
chos Observatory on La Palma, Spain. The observations
from KIWICS are ideal for studying the evolution of LSBs
at low redshift, covering at least 1 R200 (in projection) in
each cluster, but the field of views are usually larger.
The images consist of deep r- (total integration time
∼1.5h) and g-band (total integration time ∼0.5h) ob-
servations, reduced using the Astro-WISE environment
(McFarland et al. 2013). For illustration, the mean depth
of the r-band in our whole sample is ∼29.3 mag arcsec−2
when measured at a 3σ level and averaged over boxes of
10 arcsec, comparable to the depth of many observations of
UDGs in the literature (see RT17b). A detailed description
of the observational strategy, data reduction processes, and
the search of UDGs is given in Paper II, so we just briefly
summarise the main aspects.
The sample consists of a set of eight, relatively well viri-
alized and isolated clusters (see Table 1). We follow the strat-
egy of detecting the potential UDG candidates using SEx-
tractor (Bertini & Arnouts 1996) (based on their size and
surface brightness and then fitting the galaxies with GALFIT
(Peng 2010), using the pipeline described in Venhola et al.
(2017) and Venhola et al. (2018) to retrieve the structural
parameters. Simulations and sanity checks are done to de-
termine the detection limits and completeness level of the
sample, as to ensure its purity. These simulations (cf. Figure
3 in Paper II) show that the completeness level for our sam-
ple is similar to vdB+16, and they help us to find an efficient
way to run SExtractor, lowering the rate of false positives.
In Paper II we find 442 UDG candidates in these eight clus-
ters, 247 being at projected clustercentric distances within
R200. The definition of UDG
2 used in Paper II is galaxies
with mean effective surface brightness 〈µr,Re〉 ≥ 24.0 mag
arcsec−2, effective radius Re ≥ 1.5 kpc, Se´rsic index n < 4
and color g − r < 1.2 mag. All the galaxies are corrected
for Galactic extinction (taken from Schlafly & Finkbeiner
2011), and while the effect is marginal given the redshifts of
our sample, k-corrections (from Chilingarian & Zolotukhin
2012) and surface brightness dimming (from Tolman 1930,
1934) corrections are also taken into account. For the data
description, the results about the structural parameters and
scaling relations of UDGs, and their implications in under-
standing the formation and evolution of UDGs, please refer
to Paper II. As a matter of illustration, Figure 1 shows ex-
amples of some of the UDG candidates found in Paper II.
3 RESULTS
3.1 The frequency of UDGs in nearby clusters
In this section we aim to study the frequency of UDGs in
clusters in a homogeneous way. We use our own dataset and
complement it with literature data in a consistent way. We
show how different considerations lead to different slopes
for the relation, but overall, our analysis favors a sublinear
behavior when galaxy groups are considered.
A careful and homogeneous analysis of the abundance of
2 We realize that by allowing high Se´rsic (n < 4) objects to be
included we are allowing relatively concentrated objects, but, in
agreement with the literature, we do not want to restrict our
sample by excluding these objects a priori. In any case, the con-
tribution of galaxies with n ≥ 2 is < 3%. The cut in color aims
also to reject background objects that might look like UDGs but
do not have colors representative of stellar populations of low-z
galaxies.
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Table 1. ID, coordinates, redshift, M200, R200, and number of UDGs with Re,c ≥ 1.5 kpc for the clusters in our sample.
Cluster RA DEC Redshift M200 R200 N(UDGs) N(UDGs)
(hh:mm:ss) (o :
′
:
′′
) (×1013 M⊙) (kpc) raw decontaminated
RXCJ1204.4+0154 12:04:25.2 +01:54:02 0.0200 2.9 ± 0.9 630 ± 60 15 14
Abell 779 09:19:49.2 +33:45:37 0.0231 4.0 ± 1.2 700 ± 70 21 20
RXCJ1223.1+1037 12:23:06.5 +10:27:26 0.0256 2.0 ± 0.6 550 ± 60 11 11
MKW 4s 12:06:37.4 +28:11:01 0.0274 2.3 ± 0.7 580 ± 60 5 5
RXCJ1714.3+4341 17:14:18.6 +43:41:23 0.0275 0.6 ± 0.2 370 ± 40 7 7
Abell 2634 23:38:25.7 +27:00:45 0.0312 26.6 ± 8.0 1310 ± 130 60 55
Abell 1177 11:09:43.1 +21:45:43 0.0319 3.8 ± 1.1 690 ± 70 9 8
Abell 1314 11:34:50.5 +49:03:28 0.0327 7.6 ± 2.3 870 ± 90 19 16
UDGs in the full explored range in cluster mass is still miss-
ing in most of the literature: when populating the N(UDGs)–
M200 plane, the numbers of UDGs given in each work are
used directly, without taking into account the fact that the
definition of a UDG is slightly different in the different pa-
pers. Furthermore, there are several methods for determin-
ing the cluster mass, M200, and this may have an impact in
the relation.
We start by studying the relation only for the clusters of
Paper II. We take the number of UDGs inside the projected
R200 of each cluster, and we statistically decontaminate it.
The decontamination is done by analyzing observations of a
blank field which was observed under the same conditions
and strategy as the cluster sample and following the same
procedure (using SExtractor and GALFIT to select and char-
acterize the UDG candidates) as for the cluster images, and
we measure how many blank-field galaxies would have been
classified as UDGs. The decontaminated number of UDGs
in the cluster is then found by subtracting the expected con-
tribution of interlopers from the number of UDGs found in
the cluster. Since we will later compare with the literature,
we consider UDGs with Re,c ≥ 1.5 kpc3. It is worth mention-
ing that we analyzed with GALFIT blank-field galaxies larger
than the angular size that a galaxy with effective radius of
1.5 kpc would have at z 0.7, and therefore we can use the
same blank-field galaxies to do background decontamination
(for a similar data) of UDGs up to that redshift. Addition-
ally, a second blank-field was observed and analyzed to check
that the results are independent on which blank-field is used.
For each cluster, M200 is derived in Paper II by fitting
a Gaussian to the redshift distribution of the galaxies in
the cluster (from the Sloan Digital Sky Survey (SDSS) and
NASA/IPAC Extragalactic Database (NED) databases), es-
timating its corresponding velocity dispersion σ, and then
using the σ–M200 relation of Munari et al. (2013).
Fitting4 the abundance relation for these eight clusters,
shown in Figure 2, we find N(UDGs) ∝ M0.82±0.24
200
, a sublin-
3 Re,c = Re
√
ba; this is slightly more restrictive than using the
non-circularized effective radius, Re, as in Paper II.
4 We use a Orthogonal Distance Regression fit, taking into ac-
count the uncertainties in both axis. The uncertainties in the
y-axis are Poissonian, and come from considering uncertainties in
the measurement and in the background subtraction.
ear slope, although only at the ∼1σ level5. This slope is con-
sistent, within the uncertainties, with the slope by vdB+16
and RT17b. We call this case 0.
To expand the mass range of our study, we comple-
ment our sample with the samples of vdB+16 and RT17b.
These two samples allow us to perform a homogeneous anal-
ysis these samples have similar depths and completeness,
the methodology for the detection and characterization of
UDG candidates was the same, and the luminosity and sur-
face brightness distributions also resemble each other), as
explained below.
First, vdB+16 selected UDGs with the same criteria as
Paper II in surface brightness, but using Re,c > 1.5 kpc.
Therefore their selection criteria is equivalent to ours. Their
original MegaCam magnitudes are converted to our SDSS
filters6, and we apply k- and surface brightness dimming
corrections in the same way as for our sample. Finally, we
keep galaxies with ba > 0.1 and −1 < g − r < 1.2; this cut
removes ∼ 5% of the original sample. To decontaminate this
sample, since the depth of the data is similar to ours, and the
farthest cluster lies at z < 0.07, we use the same blank field
we used for our data, following exactly the same procedure.
As a first guess, we use the M200 and R200 as reported by
the authors in their paper.
Second, RT17b selected all the galaxies in their groups
with µg, 0 ≥ 23.5 mag arcsec−2 and Re > 1.3 kpc. Assuming
a color g − r = 0.6 and a Se´rsic profile n 1 (the mean color
and Se´rsic index for UDGs according to Paper II), this corre-
sponds to 〈µr,Re〉 ≥ 24.03 mag arcsec−2. Therefore we assume
that this sample is also complete for our analysis. We then
take the parameters from the Se´rsic fit, and correct them for
k-corrections and surface brightness dimming. These authors
performed a very careful analysis looking for possible inter-
lopers, and did not find any other LSB near their fields. Fur-
thermore, they have two colors and their galaxies have both
colors in agreement with spectroscopic members. Moreover,
the groups are nearby (z = 0.0141–0.0266) Hickson Compact
Groups (HCGs, Hickson 1982) that by definition are isolated
5 We note that the scatter in the relation by Paper II (i.e. con-
sidering non-circularized effective radii) is smaller, with a slope
of 0.81 ± 0.17.
6 We use the equations gmega gsdss − 0.153 × gsdss − rsdss
and rmega rsdss − 0.024 × gsdss − rsdss, as given in
http://www1.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/community/CFHTLS-SG/docs/extra/filters.html
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a)
Re = 1.87
n = 0.80
b/a = 0.68
⟨μ⟨r,Re)⟩ = ⟩4.57
μ⟨r, 0) = ⟩3.77
g− r = 0.83
d)
Re = 1.98
n = 0.86
b/a = 0.60
⟨μ⟨r,Re)⟩ = ⟩4.30
μ⟨r, 0) = ⟩3.41
g− r = 0.⟩8
c)
Re = 3.4⟩
n = 1.1⟩
b/a = 0.60
⟨μ⟨r,Re)⟩ = ⟩4.10
μ⟨r, 0) =⟩⟩.77 
g− r = 1.14
b)
Re = 5.70
n = 0.59
b/a = 0.55
⟨μ⟨r,Re)⟩ = ⟩4.97
μ⟨r, 0) = ⟩4.49
g− r = 0.38
e)
Re = 5.95
n = 0.70
b/a = 0.58
⟨μ⟨r,Re)⟩ = ⟩5.⟩0
μ⟨r, 0) = ⟩4.56
g− r = 0.46
f)
Re = 7.10
n = 0.68
b/a = 0.84
⟨μ⟨r,Re)⟩ = ⟩4.74 
μ⟨r, 0) = ⟩4.13
g− r = 0.89
g)
Re = ⟩.⟩8
n = 1.75
b/a = 0.81
⟨μ⟨r,Re)⟩ = ⟩5.3⟩
μ⟨r, 0) = ⟩⟩.84
g− r = 0.43
h)
Re = 1.59
n = 1.10
b/a = 0.9⟩
⟨μ⟨r,Re)⟩ = ⟩4.69
μ⟨r, 0) = ⟩3.39
g− r = 0.55
i)
Re = 1.93
n = ⟩.18
b/a = 0.81
⟨μ⟨r,Re)⟩ = ⟩6.15
μ⟨r, 0) = ⟩1.68
g− r = 0.3⟩
j)
Re = 5.18
n = 0.4⟩
b/a = 0.50
⟨μ⟨r,Re)⟩ = ⟩5.33
μ⟨r, 0) = ⟩4.81
g− r = 0.41
k)
Re = 4.0⟩
n = 0.6⟩
b/a = 0.81
⟨μ⟨r,Re)⟩ = ⟩5.6⟩
μ⟨r, 0) = ⟩5.10
g− r = 0.34
l)
Re = 4.04
n = 0.45
b/a = 0.59
⟨μ⟨r,Re)⟩ = ⟩5.83
μ⟨r, 0) = ⟩5.53
g− r = 0.40
Figure 1. Example of some UDG candidates found in Paper II. Top panels show the UDGs, mid panels the GALFIT models with the
recovered structural parameters for each, and bottom panels the residuals. The white bars in the top boxes show a scale of 5 arcsec. The
effective radii in mid panels are in kpc, surface brightness in mag arcsec−2 and colors in magnitudes.
structures, and the galaxies are at relatively small projected
distances from the centres of the groups. Finally, the asso-
ciation of several blue galaxies in RT17b with their corre-
sponding HCG has been confirmed by spectroscopic obser-
vations (Spekkens & Karunakaran 2018). For these reasons,
we do not to apply extra background decontamination to
this dataset. For M200 and R200, as in RT17b, we take the
mean σ values of the group and group+environment from
Tovmassian et al. (2006), and treat the data in the same
way as ours. Of the eleven galaxies studied in RT17b, four
fulfill our UDG definition and are at projected clustercentric
distances < 1 R200, so we include them in our analysis.
Two other papers would be particularly interesting to
compare with: the groups by van der Burg et al. (2017) and
the very massive clusters by Lee et al. (2017). However, the
characteristics and methodologies applied in those works are
not fully consistent with the rest of data used here. In the
case of van der Burg et al. (2017), i) their dataset is shal-
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lower by ∼ 0.5 mag than ours, ii) has no color constraints
(which can increase the presence of interlopers; perhaps that
also explains the relatively high Se´rsic indices they found),
and iii) goes up to z ∼ 0.1, so the purity can be affected,
the cosmological dimming is as high as ∼ 0.4 mag arcsec−2,
and the effects of having a PSF of the size of UDGs at z ∼
0.01 might also play a role; all this may affect in different
degrees the results by van der Burg et al. (2017) but in any
case our analysis is not fully compatible with that work. In
the case of Lee et al. (2017), their clusters are at redshifts
higher than what we can decontaminate with our blank field,
and the extrapolation from the observed number of UDGs to
the reported number inside R200 is very large. Given these
concerns we decided to not include those works for the sake
of homogeneity.
We therefore have a homogeneous set of 19 systems,
as shown in Figure 2. As indicated in Table 2, we find the
fit N(UDGs) ∝ M0.74±0.04
200
, again a sublinear slope (hereafter
case 1). van der Burg et al. (2017) claimed that the ∼1012
M⊙ groups of RT17b may be not fully representative if most
∼1012 M⊙ haloes do not host UDGs. While this is not yet
clear, for the sake of completeness we also fit the relation
without taking into account the two lowest mass groups
(case 2); this increases the slope to N(UDGs) ∝ M0.84±0.07
200
,
still shallower than 1.
We also check the effect that different mass determi-
nations have on the relation. In particular, the masses in
vdB+16 come from the dynamical study by Sifo´n et al.
(2015) and probably suffer from different systematic effects
than the masses of our sample or the rest of literature,
since the membership criteria and σ−M200 calibrations are
different. To study this we derive the M200 and R200 for
vdB+16 clusters in the same way as for our sample. The
differences in the inferred masses are significant, with a me-
dian (mean) factor of 3.2 (3.8) and standard deviation 2,
where the M200 values are always smaller than the original
dynamical masses. Taking this into account, we decide to
perform two more fits considering the newly derived M200
values for the vdB+16 sample, which of course affects R200
and therefore N(UDGs). We also realize that the redshift
distributions near these massive clusters are not as normally
distributed as for our sample, something that perhaps might
be affecting the purity of the sample.
In any case, if we now consider the 19 systems with the
new mass measurements (case 3), we find, as for case 2,
N(UDGs) ∝ M0.83±0.07
200
(although the relation has a differ-
ent intercept). Finally, we consider the new mass measure-
ments without considering the two lowest mass groups (case
4), and this significantly increases the slope (and error) to
N(UDGs) ∝ M1.06±0.12
200
.
Motivated by the almost non-existent population of
highly resolved UDGs with Se´rsic index > 2 (e.g. RT17b;
Trujillo et al. 2017; Venhola et al. 2017; Cohen et al. 2018),
it is worth exploring how the abundance relation behaves
if we consider of our analysis only galaxies with n < 2. We
study this in case 5 and case 6, considering and not the
1012 M⊙ groups, respectively. The result is shown in the
right hand panel of Figure 2. As expected, since the sample
of vdB+16 contains a higher contribution of galaxies with
n > 2 than ours, the new constraint lowers the slope of the
relation. As stated in Table 2, case 5 has a slope of 0.77 ±
0.06, while case 6 has a slope of 0.96 ± 0.11.
1
10
50
100
500
N(
UD
Gs
)
CASE 0
CASE 1
CASE 2
This work
vdB+16
RT2017b
1
10
50
100
500
N(
UD
Gs
)
CASE 0
CASE 3
CASE 4
1012 1013 1014 1015
M200 (M⊙ )
1
10
50
100
500
N(
UD
Gs
)
CASE 0
CASE 5
CASE 6
Figure 2. Abundance of UDGs. Top: The N(UDGs)–M200 re-
lation using the original M200 values of the clusters in vdB+16.
The corresponding fits, considering the 1012 M⊙ groups by RT17B
(case 1) and without considering them (case 2), are shown with
solid lines. Middle: Same as left panel but considering our own
mass determinations for the clusters in vdB+16 and the corre-
sponding fits considering (case 3) and ignoring (case 4) the 1012
M⊙ groups. Bottom: Abundance of UDGs considering only galax-
ies with n < 2, taking into account the 1012 M⊙ groups (case
5) and not taking them into account (case 6). See the text for
details.
Overall, our analysis shows the importance of applying
the same selection criteria when studying the abundance of
UDGs, as well as in the mass estimations. It also indicates
the dependence of the slope on the cluster mass regime con-
sidered, as we discuss in Section 4.1.
MNRAS 000, 1–8 (2018)
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Table 2. Slope of the N(UDGs)-M200 relation for the cases described in the text. The second column refers to whether or not the mass
used for the clusters in vdB+16 was the original, the third column indicates if the two lowest mass groups from RT17b are used, the
fourth column specifies if only galaxies with n < 2 were used, and the last column gives the slope of the relation for each case.
case M200 homogeneous? RT17b ∼1012 M⊙ groups? constraint n < 2? slope
vdB+ 16 yes no no 0.93 ± 0.16
RT17b no yes no 0.85 ± 0.05
vdB+ 17 no no no 1.11 ± 0.07
case 0 — — no 0.82 ± 0.24
case 1 no yes no 0.74 ± 0.04
case 2 no no no 0.84± 0.07
case 3 yes yes no 0.84 ± 0.07
case 4 yes no no 1.06 ± 0.12
case 5 yes yes yes 0.77 ± 0.06
case 6 yes no yes 0.96 ± 0.11
3.2 The lack of UDGs in the centre of clusters
To study the lack of UDGs in the innermost regions of clus-
ters, we look at the projected distances at which the inner-
most UDGs appear. For this, we plot these distances as a
function of the cluster mass in Figure 3 (for the two mass
estimations for the clusters from vdB+16). As can be seen, a
striking relation appears, where UDGs in low-mass systems7
appear at larger distances (relative to R200). While an initial
conclusion that low-mass groups destroy the UDGs in their
inner regions (supported also theoretically, cf. Mihos 2003)
can be made, this apparent effect is an artefact: the probabil-
ity of finding a UDG at any position is higher for more mas-
sive clusters, because they have more UDGs than groups.
Therefore, we decide to compare these empirical points with
a simple prediction based on what we could expect from the
observed distribution of UDGs.
vdB+16 used an Einasto profile (Einasto 1965) to char-
acterize the radial surface density profile of UDGs, demon-
strating that it produces a reasonable fit to their data. In
Paper II the surface density distribution of our sample is
also studied, finding strong similarities between our profile
and the profile from vdB+16. Motivated by this similar be-
havior, we combine both profiles to build a general Einasto
profile for the UDGs in both samples. The details about the
derivation of this profile can be found in Paper II.
After deriving the general Einasto profile, we convert
it to a probability function. Subsequently, we take a range
of values in M200 and inject the expected number of UDGs
according with the N(UDGs)–M200 relation (for the differ-
ent cases mentioned above, excluding case 0, which only
considers our data), at random positions that, however, fol-
low the probability function of the surface density profile,
extrapolated until the cluster centres. The result of this ex-
periment in Figure 3 shows that the trend remains, with
the ratios between the observed and the Einasto-derived dis-
tances increasing towards the high-mass clusters. We discuss
the possible implications of this result in Section 4.2 below.
7 The groups by RT17b are not used here, for the sake of consis-
tency with the derived surface density profile; see below.
4 DISCUSSION AND CONCLUSIONS
4.1 The frequency of UDGs
As we have shown by using more clusters analyzed in a ho-
mogeneous way, different data used to infer the N(UDGs)–
M200 relation imply different slopes. Given that we are sure
about the high-purity of our sample, and for the sake of
homogeneity, we consider in principle cases 0, 3 and 4
as the most relevant. While case 0 is consistent with the
other two, cases 3 and 4 are statistically different. This
shows that the selection of the mass range determines the
behavior of the relation: if one considers groups down to
∼1012 M⊙ (RT17b) the slope is sublinear, but otherwise
it is in agreement with being linear. If one takes into ac-
count only galaxies with Se´rsic index smaller than 2, as in
case 5 and case 6, then the slope becomes sublinear re-
gardless the mass regime considered, although the uncer-
tainties of case 6 make it consistent with linear too. It is
also worth mentioning that these slopes are all in agree-
ment with the observed abundance of dwarfs in clusters: 0.91
± 0.11 (Trentham & Tully 2009). Notwithstanding, despite
the results by van der Burg et al. (2017) (whose limitations
have been explained above), several studies of deep imag-
ing in low-density environments (e.g. Merritt et al. 2016;
Mart´ınez-Delgado et al. 2016; RT17b; Mu¨ller et al. 2018;
Cohen et al. 2018; Paper II) have found the presence of LSBs
and UDGs. We take this as evidence that the 1012 M⊙ groups
of RT17b are rather representative, and thus the slope of the
abundance relation for UDGs is more likely to be sublinear,
as in case 3 or as in case 5 if one imposes the extra con-
straint of a small Se´rsic index. Moreover, a selection bias
present in most of the literature on UDGs should be taken
into account: blue UDGs are brighter than red UDGs, which
allows them to escape the surface brightness criterion used
to define a UDG, as discussed in Trujillo et al. (2017) (for
instance, of the eleven galaxies studied in RT17b, only five
meet our definition of UDG); this implies that blue ana-
logues of the UDG population are systematically missed.
Given that low-density environments have a larger contri-
bution of blue galaxies than high-density environments, it
is clear that the selection bias affects galaxy groups more
MNRAS 000, 1–8 (2018)
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Figure 3. Projected distances to the innermost UDGs as a function of the host cluster mass, M200. Left panel shows the relation for
our sample and the sample of vdB+16 with their original mass determinations, while the right panel shows the same but for our mass
estimation of their clusters. The predicted positions using the Einasto profile and the different cases (different N(UDGs)-M200 relations)
are shown for each panel. The crosses and numbers in black show the physical distances corresponding to the distance and cluster mass
indicated by the dotted lines, for clusters at z 0. See the text for details.
strongly than massive galaxy clusters. Therefore, the slope
of the N(UDGs)–M200 relation as studied here and in the
literature can be seen as an upper limit, and taking into ac-
count the contribution of bluer analogues the slope of the
abundance relation would be even more sublinear.
As discussed in RT17b and van der Burg et al. (2017),
a sublinear behavior implies that UDGs are more abun-
dant, per unit host cluster mass, in low-mass systems. This
could happen if UDGs preferably form/survive more easily
in groups, or if they are destroyed in high-mass clusters. An
alternative could be that the subhalo mass distribution of
UDGs (Amorisco 2018) is different for clusters of different
mass, assuming the halo mass function is approximately uni-
versal (Jenkins et al. 2001); then linearity would not be ex-
pected. A combination of all the above scenarios is of course
possible, but with our current data we are not able to dis-
tinguish between them.
4.2 The depletion of UDGs in the centre of
clusters
A number of works have suggested that the absence of UDGs
in the centre of clusters is due to UDGs not being able to
survive the strong tidal forces (e.g. van Dokkum et al. 2015;
Merritt et al. 2016; vdB+16). In particular, Wittmann et al.
(2017) discussed the topic in detail, arguing in favor of this
scenario. Moreover, as summarised by Smith et al. (2016),
simulations often study the effects of the cluster poten-
tial as scaling with the projected distance to the inverse
cubed, and with the size of the galaxy to the third power
(e.g. Byrd & Valtonen 1990). This means that the innermost
galaxies in clusters are expected to be more affected, and
given that UDGs are large galaxies, are even more prone
to this. Moreover, as those authors mention, harassment
(Moore, Lake & Katz 1998) can also cause tidal mass loss,
and low surface brightness disk galaxies are more susceptible
to this loss (see also Gnedin 2003). Given their clear absence
in basically all the clusters studied in the literature, and con-
sidering the typical sizes of the central bright cluster galax-
ies (BCGs) it is likely that the observed lack of UDGs is not
only explained by an observational bias: even for the most
massive clusters studied here, the expected half-light radius
of a BCG is around ∼ 5-20 kpc (following Laporte et al.
2013 and Hearin et al. 2017), but innermost UDGs appear
at larger projected clustercentric distances.
In our systematic study of the lack of UDGs in the
innermost regions of clusters, we find hints of the central
depletion of UDGs being caused by their destruction in the
most massive clusters: the differences in the predicted (from
the random placement of UDGs in an Einasto distribution)
and observed distances to the innermost UDGs deviate
systematically towards high-mass systems. Our simulations
are rather schematic since, for instance, we treat UDGs
as point sources, but they give an idea of the expected
positions if more physical processes were not involved. A
more realistic approach would be injecting mock UDGs
with their expected structural parameters, and that follow
the observed radial surface density distribution, in a set
of different cluster images with a diversity of BCGs, and
look then for the innermost UDGs but such analysis is out
of the scope of this paper. As discussed, potential-driven
forces and harassment are likely to be behind the origin of
UDGs avoiding the cluster centres. However, considering
the predicted distances for the most massive clusters,
galactic cannibalism may be also playing a role: for a 1015
M⊙ cluster, the expected distance is ∼ 5-10 kpc, which is
the order of the size of the BCG in that kind of massive
cluster. This could be one of the mechanisms making the
MNRAS 000, 1–8 (2018)
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slope of the abundance relation sublinear. Moreover, if the
slope is rather linear, there should be a mechanism effective
in massive clusters that is restoring the linearity by creating
more UDGs.
To summarize our results, using new observations of UDGs
in eight clusters, and complementing them with literature
data, we performed a homogeneous analysis to study the
abundance of UDGs and its central depletion in galaxy clus-
ters. Our analysis shows the sensitivity that the slope of the
N(UDGs)–M200 relation has on the data used to derive it.
Based on the current evidence we support a sublinear behav-
ior for the relation, but we show the effects that different con-
straints have on the result. We found hints of one mechanism
that could be making the abundance slope sublinear: from
looking at the projected distance to the innermost UDG, we
noticed that the deficit of UDGs increases with the cluster
mass, supporting the idea that environmental effects are de-
stroying UDGs in the central regions of high-mass systems.
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