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Introduction
This paper analyses cost overruns on petroleum projects in Norway related to realized and expected capital expenditure (capex). Little quantitative research exist on cost overruns in petroleum projects, and this paper is one attempt to improve upon this. For Norway, there are two reports on cost overruns on the Norwegian continental shelf (NCS). The first is a report written on behalf of the Norwegian Petroleum Directorate (2013) that considers 5 megaprojects on the NCS. The findings in this report were compared to NOU (1999), a similar report produced by the Investment Committee in 1998.
Although there are 15 years between the two reports, the conclusions are similar. Fist, cost overruns are considerable in all projects considered. Across the 16 projects considered in the reports, an average cost overrun of 50.63 % was identified. Second, cost overruns are often identified in early phases of a project. Third, underestimating uncertainty and unrealistic ambitions create too optimistic estimates for project cost and progress. This factor together with insufficient time for pre-engineering is the main reasons for the cost overruns experienced according to the two reports.
Unrealistic ambitions and too optimistic estimates are likely correlated with the current business climate. A failure to incorporate the total cost effect of aggregate industry demand for services related to projects is likely to lead to cost overruns when making individual project decisions and projections.
To take drilling as an example, which may represent up to 50 % of the investments in a petroleum development project ), no oil companies foresaw the tripling (312 % between 2000 and 2013) of rig rates at the Norwegian shelf, see figure 10 below, combined with a large reduction in drilling productivity. Osmundsen et al. (2012) show that an increase in oil price leads to a decrease in drilling speed and demonstrate that a higher oil price causes higher rig rates. The combined effect of increasing rig rates and decreasing drilling speed was an explosive increase in drilling cost. In the current downturn in the industry we see a dramatic fall in rig rates and receive reports of a large increase in drilling speed. The facts suggest that drilling cost are responsive to the business cycle. This is partly due to scarcity of certified rigs in boom periods. Partly one may argue that it is qualified personnel that represent the underlying scarce factor. Rigs are supplied with personnel, and wages are included in the rig rate. Other oil service companies and the oil companies also struggle to find competent personnel when all companies are recruiting at the same time.
In this paper, we study the effect of the business cycle on the accuracy of project cost estimates, using data from the Norwegian Continental Shelf (NCS). Our first hypothesis is that the business cycle of the oil industry is likely to affect the extent of cost overruns. There are several potential indicators for the business cycle to use in such an analysis. We make a distinction between global and local indicators, where the global indicators affect the entire oil industry while local indicators are particularly important for the Norwegian shelf. We use the oil price as an indicator for the current global industry business cycle and as an indicator for future income expectations.
2 Since cost overruns can be perceived to be associated with an unexpected oil price increase, we construct an oil price surprise variable, defined as the relative difference between the current oil price and the oil price at the time of the project sanctioning. This is used as our global business cycle explanatory factor. As explanatory factors for the local business cycle, we apply employment surprise, investment surprise, wage surprise and surprise in rig rates in new contracts on the NCS. Investment and employment refer to the overall activity in the Norwegian petroleum sector, where a high level typically is associated with lower average input quality and bottlenecks at various parts of the value chain. This brings us to our second hypothesis, whether cost overruns are more responsive to global or local business cycle indicators.
After the last large incidence of cost overruns in the 1990s, oil companies reported to the Investment commission (NOU 1999:11 ) that lack of competent personnel and insufficient internal project management resources were their primary concern. Thus, our second hypothesis is that local business cycle parameters are most important in explaining cost overruns.
Our analysis provide useful input to cost estimation. The Norwegian government report on cost overruns of projects in the North Sea (NOU 1999:11) concluded that there was a 26% increase in development costs from project sanction (PDO, Plan for Development and Operation) to last CCE (Capital Cost Estimate) for the 11 oil field projects investigated. Many reasons like unclear project assumptions in early phase, optimistic interpolation of previous project assumptions, too optimistic estimates, and underestimation of uncertainty were given as reasons for overruns. Emhjellen et al. (2002) highlight the possibility that the cost overruns can also be related to an error in the estimation and reporting of capex. Usually the capex is given by a single cost figure, with some indication of its probability distribution. The oil companies report, and are required to do so by government authorities, the estimated 50/50 (median) cost estimate instead of the estimated expected value cost estimate. Emhjellen et al. demonstrate how the practice of using a 50/50 (median) capex estimate for the 11 projects when the cost uncertainty distributions are asymmetric, may explain at least part of the "overruns". Hence, the authors advocate changing the practice of using median cost estimates in favor of expected value cost estimates for project management and decision 2 The price of oil is difficult to forecast over longer periods (Hamilton, 2009) , and due to long lead-time from investment commitment to production start, uncertainty is substantial for any project in the petroleum industry.
purposes. We augment their findings by demonstrating that an important and often underestimated cost driver is the effect of the business cycle. Lack of capacity and expertise in a tight supplier market yield cost inflation and difficulties in managing projects. Unlike previous analyses of cost overruns, we have analysed projects over a long time period so that we capture cyclical effects.
Previous empirical research on investment patterns in the Norwegian petroleum sector is related to exploration, see Mohn and Osmundsen (2008, 2011) . We look at the major component of petroleum investment -development projects. Fluctuations in development investment in response to changes in oil and gas prices are considerably smaller than for exploration spending -partly because longer lead times and low success rates make exploration more risky and thus more price sensitive, and partly because exploration unlike development can be reduced at short notice. Flyvbjerg et al. (2003) study cost overruns in public megaprojects, and find that optimism bias and strategic misrepresentation lead to poor decision basis. Consequently, overoptimistic projects are chosen due to their underestimated costs and overestimated revenues. Moreover, since a megaproject is big by definition, it is difficult to cancel after it has been initiated due to already heavy investments. As such, Flyvbjerg et al. find that even substantial cost overruns are ignored in order to complete the project. Some of these characteristics of public megaprojects may also be true for megaprojects in the petroleum industry, and short-term and long-term considerations need careful balancing in order to ensure beneficial development and to avoid pro-cyclicality.
Policy makers in oil exporting countries need to consider the incentives for successful implementation of petroleum projects. This is crucial to the industry where marginal cost is expected to increase over time due to complexity of unconventional oil, and several recent papers (van Moerkerk and CrijnsGraus, 2016; Speirs et al., 2015; Bentley and Bentley, 2015) argue that oil supply will be tight in the future. Owen et al. (2010) review the status of conventional oil reserves and suggest that commercially exploited oil is limited and will decline. This is also the conclusion in Benes et al. (2012) whom address the limits to geology as easy and conventional oil reserves are reduced, and the possibilities of technological developments to reduce cost from unconventional and complex oil reserves. Oil supply involves all countries globally and energy security is discussed in several papers (Helm, 2002; Yergin, 2006; Stirling, 2010 , Yang et al., 2014 . North America, Europe and Asia-Pacific have been dependent on oil imports, while the Middle East has provided supply of oil through its abundance of oil resources.
To increase future energy security, the world relies on projects with lower cost overruns than typically experienced today. First, this will create profitability for the exporting countries. In addition, and perhaps more importantly, for importing countries profitable projects will provide oil at a lower cost.
For the petroleum industry, cost overruns lead to reduced profitability, and ultimately to reduced competitiveness. Poorly implemented projects require higher capital reserves and consequently increase the cost of capital.
According to Merrow (2011 Merrow ( , 2012 , the petroleum industry is particularly poor at delivering at budget and on time. The success rate in the petroleum industry is only 25% and Merrow (2012) Mohn and Osmundsen, 2008; 2011 and Mohn 2008) .
While several papers address the importance of technological and governmental regulation of oil and gas production and extraction, our paper will provide insights on the managerial challenges in securing a stable oil and gas supply as addressed in Andriosopoulos et al. (2016) . Cost overruns are inefficient and policy development and monitoring is equally important as forecasting and risk management for a company developing oil and gas fields. Moreover, uncertainties about the closing cost adds capital cost to the operating company, thus limiting the company from undertaking other profitable projects.
Finally, with increasing environmental demands and the remoteness of reserves, the complexity of future projects is likely to increase, emphasizing the importance of policy and incentives for decisionmakers to generate efficient projects.
We will investigate projects on the Norwegian continental shelf (NCS) going back to 2000, and compare cost overruns to our proxy for the business cycle. We use yearly data from Ministry of Petroleum and Energy, provided by license holders/operators on NCS that are required to provide a yearly report on actual cost and cost estimates for development projects. Our main finding is that cost overruns are higher, in relative terms, when oil prices and other proxies for economic activity increase during project implementation. As such, the industry may be pro-cyclical. Furthermore, economic activity variables of a local origin, especially sector employment on the NCS, appears to yield a higher explanatory power than global variables such as the oil price. Although we are able to identify the oil price as common factors for cost overruns, there is significant heterogeneity in cost overruns. By evaluating the majority of petroleum projects on the Norwegian continental shelf, we assess projects that typically involve complex technological solutions for offshore oil platforms. As consumers and industry will continue to rely on fossil fuel for energy, project complexity will increase since oil and gas fields are becoming more remote and unconventional. Hosseini and Shakouri (2016) use oil price scenarios to simulate future oil supply, and conclude that between 20% and 25% of future oil will come from unconventional oil production. The results from our study will help provide insights on cost overruns related to business cycles for complex projects.
The paper is structured as follows. In section 2, we review petroleum activity on the Norwegian continental shelf and in section 3, we present project cost data provided by the Ministry of Petroleum and Energy from 2000 until 2013. In section 4, we consider key variables related to the petroleum industry and in section 5 we present the regression analysis. In section 6, we provide a discussion of our results.
The Norwegian continental shelf (NCS)
There has been oil and gas drilling on the Norwegian Continental Shelf (NCS) since the early 1970s. 
Sm3
Oil production Gas, LNG and condensate production established and many existing companies put up business in Norway to take advantage of the new tax regime in the search for new oil and gas fields. While the immediate effect was on exploration,
and not on development projects, some of the new fields discovered are in our data set on development projects. Figure 2 shows how increasing oil prices resulted in an increase in total investments on the NCS.
While the total investments in 2000 was just above 50 billion NOK in 2014, the investments quadrupled to 214 billion NOK.
Figure 2. Total yearly investments on NCS in billion NOK

Statistical analysis of Norwegian oil projects
To analyze oil projects on the NCS we use data collected from the Norwegian Ministry of Oil and Energy based on approval of plans for development and operation (PDOs) and special permits for installation and operation (PIOs), pursuant to the Petroleum Act. Other projects Megaprojects
In figure 5 and figure 6, we have tried to identify when the cost overrun is typically experienced for a project. It is evident from figure 5 that cost overruns are accumulated throughout the project lifetime.
Moreover, figure 6 shows that the size of the cost overrun in percentage is increasing with the number of years since project start. While the cost overrun is on average 6 % in year 1, it increases to around 12 % in both the 3 rd and 4 th year. From these figures we find that both the accumulated cost overrun and the yearly cost overrun increases with the age of the project, with projects lasting more than 4 years having the biggest cost overruns. 
Empirical analysis on key variables
For the empirical analysis of cost overruns we consider several factors related to the investment level found on the NCS. We focus on variables that are volatile and thus may generate surprises that may lead to cost overrun. Typically, the variables are related to the business cycle of the petroleum industry.
Some of the variables are global, like the oil price, and others are local, like rig rates and wages. Since the Norwegian petroleum industry is part of a global industry one might think that the latter variables also are global. However, as demonstrated by the Rig Commission (2011), regulations imposed by
Norwegian authorities and by agreements between oil companies and trade unions, the Norwegian rig and labor market is partly shielded from direct international competition and thus partially segmented.
See table 2 and 3 for a list of all evaluated variables. Global ↑
Gas price
Price of (Henry Hub) natural gas (USD/Million Btu) on a yearly frequency aggregated as the average monthly price.
Global ↑
Employment
Number of thousands workers employed in oil and gas production in Norway.
Local ↑
Investment
Aggregate amount of bn NOK invested on the oil and gas sector on the NCS.
Rig rates
Average rig rates for floaters, 1 000 USD per day, on the Norwegian continental shelf. Global /Project ↑
Gas price surprise
Relative difference between gas price in current year and the year of the PDO.
Global /Project ↑
Employment surprise
Relative difference between number of employees in the petroleum sector in Norway for the current year and at the time of the PDO.
Local /Project ↑
Investment surprise
Relative difference between aggregate investment in the petroleum sector in Norway for the current year and at the time of the PDO.
Rig rate surprise
Relative difference between rig rates in the petroleum sector in Norway for the current year and at the time of the PDO.
Wage surprise
Relative difference between wages in the petroleum sector in Norway for the current year and at the time of the PDO.
Local /Project ↑
Project size
Inverse of the realized investment size of the project (bn NOK).
Project ↑
Execution year
Index variable for the current year of the project execution, i.e. the current duration. Maddala and Wu (1999) with both the augmented Dickey-Fuller and Phillips-Perron specification was used for the surprise variables in table 3. Table 1A and 2A in the appendix shows the results of the unit root tests. The time series dimension is very low, and so the tests are likely to suffer reduced power.
Full test results can be found in the appendix. All economic variables show evidence of unit root. This is not surprising, given the strong trending nature of these variables. The surprise and control variables show more mixed results, but still most tests fail to reject unit root. Inferring the order of integration of the data on such small sample is challenging. Our analysis will proceed under the caveat of unit roots in the data, and so spurious correlations cannot be confidently ruled out. However, the surprise variables are more likely from a theoretical point to be stationary, and so inference based on the surprise variables are likely more robust, and the chance of spurious correlation less likely. It is also possible that further information could be gained by including ratios of economic activity variables in explaining cost overruns. Cochrane (1994) for instance show that accounting for cointegration can improve forecasts of macro-economic variables. This is an interesting venue for future research, but we do not pursue the possibility for cointegration between economic activity variables in this paper as samples are considered too small to robustly infer credible long run relationships. Similar to figure 7, figure 8 shows the natural gas price development. Unlike the oil price, the gas price has not experience the same long lasting upward trend throughout the sample period. Figure 9 shows the development in the number of employees in the oil and gas sector on the NCS throughout the sample period. As discerned from the graph, employment has steadily increased. The correlation with the oil price is apparent, as price of rig rates has steadily increased throughout the period, only interrupted during the financial crisis. Table 4 and figure 12 shows correlations between the oil price and key variables related to investment costs on the Norwegian continental shelf. The strong correlation illustrates the importance of cost increases related to the business cycle. With higher energy prices, projected revenues from projects increase, putting pressure on capacity and project development services in a tight supplier market. The strong correlation also highlights the difficulty in isolating effects of individual cost related variables on cost inflation, making it reasonable to aggregate these variables into a common business cycle factor. Since trends in oil prices can be considered exogenous to Norwegian petroleum activity, we represent this factor by the oil price and proceed to investigate their association with average project cost overruns. Rig rates refer to average rig rates for floaters, USD per day, on the Norwegian continental shelf (source: RS Platou). Investments are total petroleum related investments on the Norwegian continental shelf (source: SSB). Wages are wages for employees related to Norwegian petroleum activities (source: SSB), and employees are number of employees related to Norwegian petroleum activities (source: SSB). gas price, rig rates, total yearly investment on NCS, employment related to the petroleum industry and average wages related to the petroleum industry Based on the presented proxies for the economic activity (oil price, gas price, rig rates, investment, employment and wage) the surprise variables are constructed as the relative difference between the current value of the given variable and at the time of the PDO approval. Implicitly, it is assumed that oil and gas companies utilize a driftless random walk as their model of forecasting. Undoubtedly, the various firms have a heterogeneous approach forecasting variables of relevance. However, as the companies methodology is unknown, the most parsimonious approach is opted for, i.e. random walk. Figure 13 shows the development in oil price surprise both over calendar and execution year (current duration of project). As observed in (a), there is a significant albeit economically weak upwards trend in the oil surprise over the sample period. Furthermore, as seen in (b) the development during project execution reveals a comparably stronger upwards trend. Equivalently, figure 14 show the development in gas price surprise both during the sample period and project execution. Unlike the oil price surprise, the gas price surprise appears to significantly trend downwards during the sample period. However, compared to the execution year of the project, there appears to be no significant trend in either direction. Figure 15 show the development of unexpected change in the number of workers employed in the oil and gas sector -the employment surprise -on the NCS. Both when considering the overall sample period and the execution year, a positive and significant trend is revealed where the latter appears to be stronger. 
Regression analysis
Given the structure of the data, a random effect panel data regression is utilized as the econometric approach to address the research question. To investigate the hypothesized effect of the business cycle we use the relative capex cost overrun of offshore oil and gas projects on the NCS as the dependent variable and various proxies for the economic activity and their respective surprise variable. The dependent variable is the relative capex cost overrun for offshore oil and gas projects on the NCS. Standard errors are robust for clustering and heteroscedasticity. The list of evaluated independent variables include annual (monthly average) price of Brent oil (USD/bbl), annual the price (monthly average) of natural gas (USD/Million Btu), the number of employees in the oil and gas sector on the NCS, aggregate investment on the NCS (bn NOK) and average rig rates for floaters on the NCS. Additionally, surprise variables are included for each respective economic activity variable -defined as the relative change from the date of the PDO approval. Employment, Investment and Wage has been scaled by a million for readability.
Based on the descriptive statistics presented in section 4, there is an extensive case of multicollinearity among the variables oil price, rig rates, investments, wages and number of employees. While a set of univariate regression models (see table 5) reveals that the effect of the various economic activity variables on cost overrun are positive and significant, it is not feasible to combine these variables into a single multivariate models as the prevalent multicollinearity will render the majority of the variables insignificant. Thus, by utilizing a stepwise forward selection scheme, the variables are sequentially select based on their contribution to the overall explanatory power -conditional on being significant.
In addition to the variables subjugated to the univariate regression analysis, we additionally add two project specific control variables -index variable for the project execution time and project size -to the list of variables to be considered for forward selection. Given the prescribed methodology, we arrive at the following specification of the multivariate panel data model for the capex cost overruns:
As revealed by table 6, all three variables are statistically significant at a five percentage level. First, the execution year is estimated to have a positive effect on the cost overrun. Based on the obtained beta coefficient, it appears that the capex cost overrun tend to increase by 9 % for each year the project is ongoing. one possible interpretations are that overruns appear late in the projects' lifetime when the co-ordination challenges increase. A supplementary explanation is that initial overruns are underreported in the hope that they can be recouped later on. Project managers tell senior management what they want to hear rather than risk being the bearer of bad news. It can also be argued that, all things equal, this finding indicates that longer projects tend to incur more cost overrun.
Second, the employment surprise variable is associated with a positive and significant coefficient of 0.96. This indicates that cost overruns tend to increase by 96 % when the number of employees on the NCS increases with a hundred percent beyond the level of employment at the time of the initiation of project execution. The root cause driving the explanatory power yielded from the employment surprise variable can be challenging to accurately pinpoint. One possibility is that as the number of employees in sector increases, it becomes incrementally more difficult to acquire the necessary amount of skilled labor as the marginal worker typically has lower skills. Moreover, as workers become a bottleneck resource when the business cycle booms and economic activity rises, wages are likely to increase. Less skilled work force reduces productivity below expectations. Scarcity of experienced project managers and controllers in the oil companies reduce the control of the projects. The combined effects is that scarcity of competence leads to cost overruns. Finally, the project size variable exhibits a significant and negative coefficient. As the variable here is defined as the inverse of the ex post cost of the project, it appears that larger projects tend to incur more cost overruns compared to smaller projects. Again, the root cause of the variable's explanatory power is debatable. One possibility is that project size merely represents a crude proxy for complexity, and the presence of complexity is somewhat tautologically making it more difficult to accurately predict project costs. While project size is significant, it is the variable with the least amount of contribution to the overall explanatory power.
Please note that some previous studies have established a reversed relation between project size and cost overruns, see, e.g. Odeck (2004) , Hill et al. (2000) , Bertisen and Davis (2008) , Creedy (2006) and Cantarelli (2011) . The practice in the oil sector of constructing large development projects in several countries, since they go beyond the scope of local input markets, and then fitting them together, with all the challenging timing and potential domino effects it involve, suggests that the risk is increasing in project size in this industry. Thus, summing up, it appears that the signs of the estimated coefficients conforms with ex ante expectations. The dependent variable is the relative capex cost overrun for offshore oil and gas projects on the NCS. The list of independent variables include the current number of years the projects had been ongoing (execution year), the relative change between the number of employees in the sector at the current year and at the beginning of the project execution (employment surprise), and the inverse of the ex post cost of project in bn NOK (project size). Standard errors are robust for clustering and heteroscedasticity. Own R 2 is the R 2 yielded from a univariate regression between cost overrun and the particular variable and cumulative R 2 is the explanatory power from a multivariate model including the specific and all preceding variables.
Note that our findings lend support for our two hypotheses. Cost overruns are associated with the business cycle, and the local business cycle parameter employment surprise provides best information on the unexpected cost driving effect of the business cycle.
The overall R 2 of the multivariate model is 0.3759, i.e. almost 38 % of the variability within the data set can be explained by the proposed model. The explanatory power of the model indicates that more research is still required to further reveal the full dynamics of cost overruns. Nevertheless, within the context of this area of research, the achieved R 2 is respectable. Given that cost overruns represent the residual unexpected cost incurred during a project execution and not the cost itself, any obtained explanatory power becomes noteworthy. That is, predicating the prevalence and extent of a forecast or estimation inaccuracy is far more challenging than merely predicting the variable itself. To borrow from the classical anecdote of the pool game, it is easy to predict the direction of the pool ball after its first impact and exponentially more difficult on its ninth. To further improve the model it is likely that more project specific variables are necessary. With heterogeneity being one of the defining characteristics of a project, it is difficult to imagine the possibility of explaining the majority of the variability within the data without applying project and context specific variables such as operator and owner characteristics, technical complexity in reservoir and design, scope changes, contract forms and factors relating to the suppliers. reveals that the proposed model is satisfactory on average, see figure 19 (a). However, similar to the unconditional cost overrun, the residuals pertain a noteworthy amount of positive skewness. Given that cost overrun by definition is bounded on a scale from −1 (or −100 %) to positive infinity, a certain amount of skewness is to be expected. Figure 19 (b) tells a similar tale, but additionally it appears that the residual plot exhibits a funnel shape. Thus, is seems that the proposed model is more accurate for projects with lower predicted cost overruns. Consequently, it appears that black swans are more challenging to predict accurately, which is reasonable, as there are fewer opportunities to properly calibrate the predictions. Thus, in conclusion, the proposed model paints a satisfactory picture for the average project, but the presence of positive skewness in the residual distribution and heteroscedasticity in the residual plot indicate that more research is necessary. Therefore, caution
should be exercised when attempting to draw inference from the reported result to a specific project. 
Conclusion and policy implications
We have studied the relationship between cost overruns and business cycle effects. We find that employment surprise, defined as the relative change between the number of employees on the oil and gas sector on the NCS in the current year and at the time of project sanction, has a statistically and economically significant positive effect on cost overruns. This provides support to our hypothesis that the business cycle affects cost overruns as project costs are increasing more in periods of expansion.
The labour market provides the best indicator of the business cycle effect. A tight labour market obviously leads to higher wages but also has the effect of reducing productivity as the average competence of the workforce is reduced and as oil companies have insufficient capacity to follow up and control projects. We also find that project size positively affects cost overruns. The same applies to execution year, i.e., cost overruns are more likely to appear in the late stages of a project and longer lasting projects are more prone to have cost overruns.
Policy implications for oil companies are several. Our analysis points to pitfalls in project management.
They need to pay special attention to boom periods, and in particular to the recruitment of personnel.
They need to recruit before all other companies do the same. This may include a more careful and more selective downsizing of key personnel in times of a low business cycle. Also, special attention must be given large projects and in the mature phase of all projects. They may improve the monitoring of projects so that overruns do not come as a surprise late in the project. The results are also relevant for cost estimation and decision making in oil companies. They need to be particularly aware of cost escalation in booming years. They should pay attention to local business cycle indicators, in particular the labour market. Thus, macroeconomic analysis must play a significant role in cost estimation. This involves tracking the activity of other oil companies closely to get an estimate of the expected overall local activity level.
As for government, our analysis give an additional argument for trying to stabilise the activity on the petroleum sector. It does not only affect employment and macroeconomic indicators but also has an effect on cost overruns and thereby tax revenue. Government may want to stimulate the activity level in years of low activity, so that the industry maintains personnel and competence for years of higher activity. They may pay particular attention to stimulate relevant education in periods of low activity.
Curbing high activity is more challenging as it may come at the expense of predictability of the business environment (Osmundsen (2010) ). Once licenses are allocated oil companies expect discretion with respect to timing of investments. Tax policy can in principle contribute to evening out the business cycles but once again at the expense of predictability. The decision process, however, is often too slow for this to be effective. The Norwegian Government reduced tax depreciation in 2013 with the attention of curbing investments. The timing was unfortunate; the effective tax increase came at the top of the business cycle, thus reinforcing the downturn ).
We find that the largest cost overruns occur late in project implementation. For project managers this emphasizes the importance of cost control, and suggests that deviations from plan should be dealt with immediately to avoid further cost overruns. In addition, this indicates that projects that have recently been initiated may still experience substantial overruns. Considering the recent drop in oil prices, this is likely to have severe impact on these projects' profitability.
Our results highlight that cost estimates need to be evaluated in the context of the general business climate. We also show that while business cycle effects are relevant for average cost overruns, there is substantial variation between projects not captured by the business cycle proxies.
A common cause of cost overruns is underestimating cost increases directly related to the business cycle. Better estimation of aggregate investment in the petroleum industry would thus improve planning and investment decisions by the companies. It is important to forecast the oil price, but oil companies nevertheless need to strive for consistency in their capital investment planning.
Consistency in budgets and investment analysis is crucial for the companies -expected oil and gas prices must be consistent with the expected cost level. We have seen that oil companies in their investment analysis have accounted for increasing oil prices but not fully accounted for the increasing cost that would be the effect of the increase in aggregate investments and employment.
At the same time, it is crucial that macro models are consistent to avoid partial modelling where the effect of a reduction in the oil price is overestimated because the model does not take account of the simultaneous downward pressure on the level of costs such as rig rates and consultant fees. Our research provides input that may alleviate these shortcomings in macro models. At the same time, our analyses of cost overruns highlight crucial factors for cost control.
It is worth noting that the factors contributing to cost overrun are likely to have the opposite effect in the current negative investment climate of falling prices. Idle capacity in the supply industry implies tough competition and lower prices, and probably higher average quality. The oil companies also have more competent personnel to manage projects. Drilling is a prominent example of cost reductions. In times of economic recession, as we now experience, rig rates decrease while drilling productivity increases, which both contribute to decrease drilling cost 5 . We now see projects with cost underruns, e.g., the giant Sverdrup field at the NCS. This is particularly important at these times when many firms are struggling because of low oil price and little activity. The decreasing drilling cost can now prove continued operation.
Policy implications of the cost overruns may be drawn for oil companies. Oil companies need to be careful to underestimate investment cost in times of boom. Instead, they may attempt to make countercyclical investment, taking advantage of low investment cost in periods of low aggregate activity. To achieve this they need to be financially strong when other companies are weak, by maintaining a high equity share or by being vertically integrated and thus having a revenue stream less affected by the oil price.
To what extent can our results be generalized? Our analysis addresses cost overrun at the level of the Norwegian petroleum industry, thus comprising a large number of licenses, which again each are comprised by typically 3 to 5 companies. The strength of our approach is that the size of the data set allows us to infer general characteristics on deviation between realized and estimated cost. This is of direct interest to the government, as it affects tax payments and aggregate investments and thereby macroeconomic performance. However, it is of no direct relevance to cost estimation in any given particular oil company. To make such an analysis we would need to know the cost estimates of individual companies, which are privileged information. For most companies the data set would at any rate be insufficient to obtain significant results. Individual companies have their own procedures for cost estimation, risk management, project analysis and approval. Thus, one cannot from our analysis infer results from individual firms but from the general cost estimation pattern on the NCS. The cost estimates we analyze are the estimates agreed on in each license. Internally, a company participating in a license may have a different estimate. Our analysis captures the overall picture on the Norwegian shelf. Given the fact that 39 companies are present in our data set, most of them international, and with all supermajors and majors included, and adding the fact that the largest international rig companies and oil service companies are present on the NCS, we believe the results also should be of interest to other petroleum extraction countries. Maddala and Wu (1999) with both the augmented Dickey-Fuller and Phillips-Perron specification. The tests were considered both with and without a deterministic trend. The null hypothesis under both the ADF and PP test states that a unit root is present in the data
