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їх застосування для підвищення ефективності висо-
копродуктивних паралельних обчислень [1–3].
Розвиток технологій часткової динамічної рекон-
фігурації ПЛІС [4–6] відкриває нові можливості для 
підвищення ефективності реконфігуровних паралель-
них обчислювальних систем саме за рахунок реаліза-
ції динамічної реконфігурації обчислювальної струк-
тури згідно вимогам вирішуваних додатків. Але для 
таких систем традиційні методи забезпечення якості 
обслуговування, які розроблені для фіксованих об-
числювальних структур, не ефективні. Це пов’яза-
но з функціональними обмеженнями, що обумовлені 
затримками процесу динамічного створення обчис-
лювальної структури та просторовими обмеженнями 
ПЛІС. Відомі способи врахування цих затримок не 
можуть бути ефективно використані в рамках часових 
обмежень виконуваних додатків з причини немож-
ливості оцінити їх обсяг для здійснення оптимізації 
процесу управління обчисленнями.
Виникає необхідність в розробці методів та засобів 
забезпечення затребуваної якості обслуговування в 
реконфігуровних обчислювальних системах, що ма-
ють функціональні обмеження та апаратні обмеження, 
які впливають на час виконання обчислень.
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1. Вступ
Сучасними тенденціями розвитку реконфігуров-
них обчислювальних систем є парадигма рішення 
широких класів задач, в тому числі задач, що вима-
гають жорстких часових обмежень часу виконання, 
зокрема задач реального часу. Реконфігуровні об-
числювальні системи характеризуються наявністю 
постійної структури і змінної – у вигляді набору 
обчислювальних вузлів, структура яких може пе-
ребудовуватись. Відповідно до цього визначення, 
реконфігуровні системи характеризуються певни-
ми функціональними та апаратними обмеженнями, 
що обумовлені використанням перепрограмованої 
елементної бази – ПЛІС (Програмовні логічні інте-
гральні схеми).
Об’єктом дослідження даної роботи є процеси що 
відбуваються динамічно реконфігуровних обчислю-
вальних системах, які обумовлюють проблеми забез-
печення якості обслуговування QoS (Quality of Service) 
[1] з врахуванням апаратних обмежень ПЛІС. Забез-
печення якості обслуговування є актуальною пробле-
мою в галузі реконфігуровних високопродуктивних 
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Досліджується процес управління обчислення-
ми в реконфігуровних обчислювальних системах. 
Запропонований метод забезпечення часових вимог 
якості обслуговування, який забезпечує затребу-
ваний час виконання обчислювальних алгоритмів з 
врахуванням обмежень реконфігуровної обчислю-
вальної системи. Запропонований метод дозволяє 
підвищити ефективність процесу управління обчис-
лювальним процесом в реконфігуровних обчислю-
вальних системах за рахунок вибору оптимального 
способу обслуговування для кожної задачі шляхом 
визначення обсягу непродуктивних часових витрат
Ключові слова: реконфігуровні обчислювальні 
системи, якість обслуговування, накладні видат-
ки реконфігурації, програмовні логічні інтегральні 
схеми (ПЛІС)
Исследуется процесс управления вычислениями 
в реконфигурируемых вычислительных системах. 
Предложен метод обеспечения временных требова-
ний качества обслуживания, который обеспечива-
ет требуемое время выполнения вычислительных 
алгоритмов с учетом ограничений реконфигури-
руемой вычислительной системы. Предложенный 
метод позволяет повысить эффективность процес-
са управления вычислительным процессом в рекон-
фигурируемых вычислительных системах за счет 
выбора оптимального способа обслуживания для 
каждой задачи путем определения объема непроиз-
водительных временных затрат
Ключевые слова: реконфигурируемые вычисли-
тельные системы, качество обслуживания, наклад-
ные расходы реконфигурации, программируемые 




2. Аналіз літературних даних та постановка проблеми
Забезпечення якості обслуговування в динамічно 
реконфігуровних обчислювальних системах набуває 
певної гнучкості за рахунок можливості реалізації най-
більш ефективної обчислювальної структури або змен-
шення часу обчислення шляхом прискорення процесу 
реконфігурації. Відомо багато методів та засобів при-
скорення реконфігурації типу «Best Effort», які в основ-
ному базуються на механізмах зменшення накладних 
видатків часу. Найбільш відомі серед них: повторне 
використання ресурсів [3, 4], попередня вибірка кон-
фігурацій [5], кластерізація конфігурацій [2], апаратні 
засоби збільшення швидкодії інтерфейсів [6]. Всі вони 
забезпечують максимально можливе прискорення об-
числень, без будь-якої оптимізації використання пло-
щини кристалу ПЛІС. Проблема надлишкового вико-
ристання обчислювальних ресурсів ПЛІС вирішується 
засобами затримок виконання задач, дефрагментації, 
вивантаження найменш критичних задач, HW/SW під-
ходу [4]. Це в свою чергу приводить до додаткових ви-
трат часу і відмов виконання задач, що зменшує рівень 
забезпечення якості обслуговування.
Для забезпечення якості обслуговування із вра-
хуванням необхідного об’єму використаних апа-
ратних ресурсів, знайдене ефективне рішення, що 
запропоноване для відомої кластероподібної обчислю-
вальної системи із багатоядерними процесорами в вуз-
лах і розділеної між ними реконфігуровної структури 
[1, 8]. Задіяна реконфігуровна структура складається 
із зумовлених наборів однотипних дрібнозернистих і 
крупнозернистих модулів, поєднаних між собою за-
гальною комунікаційною мережею. Принцип рекон-
фігурації заснований на використанні розширення 
системи команд для прискорення функціональних 
ядер (Instruction Set Extensions ISEs) [9]. При цьому 
кожна задача в залежності від своєї обчислювальної 
складності може бути вирішена з різною продуктив-
ністю на різних наборах устаткування. Ідея розподілу 
задач складається з визначення мінімально необхід-
ного набору устаткування, що забезпечить необхідний 
час виконання додатку і позбавить від збиткового ви-
користання апаратури. Але наявність зумовленої об-
числювальної структури призводить до необхідності 
приведення обчислювальних задач до визначної фор-
ми, що вимагає структура системи і реконфігурація 
розглядаються лише на рівні комутації зв’язків. Про-
блематика зменшення накладних видатків в роботі не 
розглядається, з причини відсутності реконфігурації 
обчислювальної структури.
Вихідний обчислюваний додаток є паралельною 
програмою зі змішаним типом паралелізму, для опису 
якого застосовується модель програмування М-задач 
[9]. М-програма задається макрографом потоку даних 
MDG (Macro Dataflow Graphs) [10] в вершинах якого 
розміщуються макрозадачі (М-задачі), а ребра вказу-
ють на залежності між вершинами. 
В роботі використовується абстрактне поняття 
апаратної задачі, що в алгоритмах зі змішаним ти-
пом паралелізму відповідає макрозадачі, що є деяким 
функціональним ядром обчислювального алгоритму, 
синтезованим в цифрову схему, яка в процесі відо-
браження алгоритму розміщується в реконфігуров-
ній області кристалу ПЛІС. Кожній апаратній задачі 
ставиться у відповідність завдання, що є визначеним 
обсягом роботи, що відповідає певній вершині макро-
графу обчислювального алгоритму.
Представимо вихідну програму макрографом 
GM=(VM, E), де VM – множина вершин, що відповіда-
ють завданням, а E – множина ребер, що визначають 
відношення між завданнями. Для відображення задач 
на обчислювальну структуру використаємо розповсю-
джений метод – відображення рівнями. При цьому 
кожний рівень графу послідовно відображується на 
структуру обчислювальної системи [10].
Час виконання обчислюваної програми визнача-
ється як сума часу виконання послідовності найтри-
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де =k 1,w  – номер ярусу, w – кількість ярусів обчислю-
вального алгоритму, =k kv 1,H  – номер вузла на ярусі k, 
Hk – кількість вузлів на ярусі k. Відповідно до цього 
наступна упорядкована множина завдань:
= =
MG max_ k
B  {T k 1,w},   (1)
де Tmax k – час виконання найтривалішого завдання 
k-го ярусу, складає найтривалішу взаємозв’язану по-
слідовність завдань, яка є вихідною для визначення 
загального часу виконання програми.
Під обмеженнями часу виконання розуміють обме-
ження часу встановлені на підставі певних зовнішніх 
факторів, наприклад вихідних вимог якості обслуго-
вування додатку.
В роботі вирішується задача розподілу виставлено-
го обмеження часу між послідовністю виконуваних за-
дач обчислювального алгоритму, з метою забезпечення 
виконання алгоритму в виділений час, раціонального 
використання ресурсів ПЛІС та зменшення кількості 
відмов виконання задач.
Структура динамічно реконфігуровної обчислю-
вальної системи розроблена, досліджена та детально 
описана в попередніх роботах авторів [7, 11, 12].
3. Мета і завдання дослідження
Метою роботи є підвищення ефективності рекон-
фігуровних обчислювальних систем, під час реалізації 
додатків, що виставляють обмеження на час виконання.
Для досягнення мети досліджень були поставлені 
такі завдання:
– розробити засоби вдосконалення процесу управ-
ління обчисленнями в реконфігуровних системах 
шляхом оцінки непродуктивних часових витрат з вра-
хуванням апаратних обмежень ПЛІС під час відобра-
ження обчислювальних алгоритмів на реконфігуров-
ну обчислювальну структуру;
– розробити метод забезпечення затребуваної яко-
сті обслуговування в реконфігуровних обчислюваль-
них системах для додатків, що виставляють обмежен-
ня на час виконання;
– оцінити умови ефективного використання запро-
понованих засобів в рамках функціональних та апарат-
них обмежень реконфігуровної обчислювальної системи.
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4. Визначення та обґрунтування  
основних залежностей
Позитивний ефект від апаратного при-
скорення обчислювального процесу в ре-
конфігурованих обчислювальних системах 
вимірюють наступним показником приско-
рення продуктивності [1, 8]:






де TSW i – час обчислення i-ї задачі на про-
цесорному ядрі, THW i – час обчислення 
i-ї задачі апаратними засобами ( =i 1,n,  де 
n – кількість задач в послідовності (1), що 
надходить на виконання (n=w)).
Для визначення обмежень часу під час 
рішення паралельних M-програм,поданих у 
вигляді графу ЯПФ алгоритму, обґрунтуємо 
можливість використання відомого способу 
[1], який розроблений для визначення часо-
вих обмежень під час рішення взаємозв’яза-
них задач в мультизадачному режимі. Спосіб 
базується на використанні показника при-
скорення продуктивності (2) і ствердження, 
що для визначення обмеження часу виконання кожної 
задачі послідовності взаємозв’язаних задач загальний 
час обмеження слід розділити пропорційно очікуваному 
часу виконання кожної задачі, на підставі якого виділити 
такий об’єм устаткування, який забезпечить виставле-
ні додатком часові вимоги. На підставі вищесказаного 
приведемо відоме співвідношення [1] до відповідності 
постановці проблеми даної статті:
= =
   
   ρ
=  ×  ×  
   ρ      ∑ ∑
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де TQoS – загальні обмеження часу виконання програми, 
TQoS i – обмеження часу, розраховані для кожної i-ї задачі, 
що надходить на виконання, на підставі часових вимог 
TQoS, TCount i – очікуваний час виконання i-ї задачі, ρi – при-
скорення продуктивності, розраховане за формулою (2). 
Визначимо, що час обчислення деякої i-ї задачі апа-
ратними засобами дорівнює 
TCount i=TRconf i+THW i, 
де TRconf i – час реконфігурації, витрачений безпосеред-
ньо на розміщення конфігурації i-ї апаратної задачі на 
поверхні реконфігурованої області обчислювального 
модуля. Тоді відповідно до виразу (2) показник при-
скорення продуктивності задачі, який визначимо, як 
коефіцієнт прискорення, дорівнює 
ρ = SW ii





Для доведення справедливості виразу (3), а також 
отримання співвідношень між основними параметрами, 
приведемо його геометричну інтерпретацію (рис. 1). 
На діаграмі (рис. 1), на ряді з описаними вище, 
використовуються наступні позначення: сумарний 
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марний час обчислення, розраховані за усередненими 
показниками. Лінії (І) зображують розподіл часових 
інтервалів за очікуваними параметрами часу обчис-
лення задач, лінії (ІІ) – за розрахованими усередне-
ними параметрами, лінії (ІІІ) – зображують процес 
корекції часових інтервалів з врахуванням параметрів 
якості обслуговування QoS.
З діаграми на рис. 1 видно, що сумарний час обчис-
лення програмними засобами і сумарний час обчис-
лення з апаратним прискорення, так як і всі відповідні 
проміжки часу, що визначають кожну задачу в послі-
довності обчислень, знаходяться в пропорційній залеж-
ності відносно середнього коефіцієнта прискорення ρAv:
=
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Часові проміжки отримані за використання се-
реднього коефіцієнта прискорення потребують ко-
 
Рис. 1. Залежність часу виконання задач від  
коефіцієнта прискорення продуктивності
Информационно-управляющие системы
рекції, відносно величини відхилення від середнього 
значення, яке визначимо, як коефіцієнт усереднення. 




















/ n  – середній коефіцієнт прискорення. 
 
На діаграмі (рис .1) видно, якщо коефіцієнт приско-
рення і-ї задачі послідовності ρi більше ніж середній 
коефіцієнт прискорення ρAv (KAv i>1), такий час потре-
бує корекції в бік збільшення, і навпаки, якщо коефіці-
єнт прискорення і-ї задачі послідовності ρi менше ніж 
середній коефіцієнт прискорення ρAv (KAv i<1), такий 
час потребує корекції в бік зменшення.
Таким чином, після виконання корекції для кож-
ної задачі – = × SW i Av  i Av  iT T K ,  отримуємо усереднені 





Av  Total  SW Av  i
і 1
T T .
Виходячи з вищесказаного, визначимо наступну 
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що з урахуванням виразу (4) доводить справедливість 
виразу (3) для зроблених вище вихідних установок.
З діаграми (рис. 1) виходять наступні залежності 
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Якщо ↑SW iT  і 
↓
SW iT  – вихідні параметри часу, що від-
повідають вхідному значенню часу TSW i, де індекс (↑) 
зображує прискорення обчислення, а (↑) – вповіль-
нення, то його відношення до шуканого значення часу 
виконання задачі на апаратурі буде визначати зна-
чення коефіцієнту прискорення, згідно виразу (4), а 
значення коефіцієнта прискорення буде визначати 
прискорення (якщо ρi>1) або вповільнення (якщо ρi<1) 
обчислювального процесу. Тоді вираз (5) справедли-
вий як для випадків прискорення, так і для випадків 
уповільнення обчислень. На підставі виразу (5) виве-
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4. 1. Формалізація модифікованого способу ви-
значення часових інтервалів виконання завдань на 
підставі затребуваних часових обмежень якості об-
слуговування
Вихідним параметром для вирішення задачі за-
безпечення виставленим часовим вимогам є загальне 
обмеження часу TQoS виконання алгоритму обчислен-
ня, яке накладається певними зовнішніми факторами. 
Від рівня системи вихідними параметрами є часові 
параметри кожної задачі TSW i, TCount i і значення коефі-
цієнтів прискорення продуктивності відповідно роз-
раховані за виразом (4).
Накладання часових обмежень вимагає від викону-
ваних задач забезпечення певного прискорення ρQoS i, 
тобто на час виконання кожної задачі із послідовності 








за умови загального прискорення обчислення, тобто






Для вирішення задачі відповідності обмеженням 
згідно виразу (6), розрахуємо значення TQoS i. З попе-
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Таким чином вираз для виглядає наступним чином:
= =
 
 ρ ρ = × × ×  ρ 
 ρ    
∑ ∑
Корекція
 QoS QoS i i
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Av
  Сount i QoS i
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У порівнянні з відомим способом [1] отри-
маний вираз враховує похибку, яка вносить-
ся припущенням, що заданий час обмеження 
TQoS є середньою величиною часу, і коефіцієнт 
прискорення, що вимагають обмеження, є се-
реднім коефіцієнтом прискорення. В цьому 
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  ρ = = × ×
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У випадку упорядкованої послідовності задач і для 
рішення поставлених в роботі цілей обчислення мають 
бути позбавлені похибки. Геометрична інтерпретація 
(рис. 1) показує, що корекція сумарного часу обчислен-
ня до середньої величини дорівнює корекції сумарного 
значення часу, виконаної в зворотному напрямку. За 
збереження коефіцієнтів відхилення від середнього 
перед виконанням обчислень доцільно відкоригувати 
вихідний час TQoS на наступну величину, приводячи 

















тоді відкориговане значення середнього приско-
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  ρ = × × ×
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Виконання часових обмежень в загальному випад-
ку визначається виразом
≤Count  i QoS iT T .  (9)
Геометрична інтерпретація проведених розрахун-
ків приведена на рис. 2.
4. 2. Визначення припустимої межі часових обме-
жень
На підставі приведених вище доказів, розрахунків 
та остаточних виразів (8) та (9) можливо визначити 
наступні умови виконання обмежень (рис. 2).
1. Випадки, коли прискорення обчислювального 
 




 SW i i
k 1 i 1
T T ), тоб-
то коли фактично відбувається уповільнення загаль-
ного обчислювального процесу (рис. 1, 2), не розгляда-
ються. Такі алгоритми можуть бути виконані засобами 
процесорних ядер.
2. Для випадків, коли часові обмеження вимагають 
більшого або меншого прискорення від послідовності 
задач ніж їх загальне середнє прискорення, умови ви-
конання обмежень наведені в табл. 1.
Таблиця 1




ρ > ρ > ρmax QoS  Av  
ρ → ρmax Av 
>AV iK 1,  ρ > ρi Av
Вкладаються  
(прискорення задач  
більше ніж середнє)
<Av iK 1,  ρ < ρi Av
Не вкладаються  
(прискорення задач  
менше ніж середнє)
Σρ < ρ > ρmax QoS   Av Для всіх задач
Жодна задача не вклада-
ється в обмеження
ρ < ρ < ρmin QoS  Av  
ρ >QoS 1  
ρ → ρmin Av 
>Av iK 1,  ρ > ρi Av
Вкладаються  
(прискорення задач  
більше ніж середнє)
<Av iK 1,  ρ < ρi Av
Не вкладаються  
(прискорення задач  
менше ніж середнє)
ρ > ρ >min QoS 1 Для всіх задач
Всі задачі вкладаються  
в обмеження
3. Під час визначення припустимих меж виконання 
обмежень (табл. 1) використовується максимальний 
коефіцієнт відхилення від середнього значення: 
– максимальний коефіцієнт відхилення в бік вимо-
ги прискорення обчислення:
↑ ↑ϑ = ∀ = ρ > ρAv  i i Avmax(K (i 1,n,  )),  
 
Рис. 2. Визначення межі раціонального використання 
запропонованого способу
Информационно-управляющие системы
– максимальний коефіцієнт відхилення в бік вимо-
ги вповільнення обчислень:
↓ ↓ϑ = ∀ = ρ < ρAv  i i Avmax(K (i 1,n,  )).  
В загальному випадку максимальний коефіцієнт 
відхилення від середнього значення визначається на-
ступним чином:
ρ




max( (i 1,n)),  
тоді
ρ = ρ × ϑ ϑ >max QoS ( 1),  
ρ = ρ × ϑ ϑ <min QoS ( 1),  
де ρQoS  розраховується відповідно до виразу (8).
Доцільно ввести гнучкі обмеження для максималь-
ного коефіцієнта відхилення від середнього значення, 
яке можна визначити наступним чином 
ρ → ρmax Av ,  ρ → ρmin Av .  
Для цього можливо використати показник се-
редньоквадратичного відхилення δ, який є мірою 
розкидання величин від їх середніх значень. Задачі, 
у яких прискорення продуктивності наближаються 
до значення 3δ (ρ → δі 3 ), значним чином впливають 
на рівномірність розподілу часу обмеження. Це з 
практичного боку реалізації призводить до надлиш-
кових дій щодо мінімізації часу виконання задачі, і, 
як слідство, до збиткового використання апаратних 
та програмно-апаратних ресурсів системи. 
На підставі визначених умов можна сформувати 
наступні припустимі межі заданого часу обмеження, 




ρ > ρ >
ρ → ρ ρ → ρ
Av 
max QoS 






Таким чином, запропонований модифікований спо-
сіб визначення часу виконання задач на підставі за-
требуваних часових обмежень якості обслуговування 
складається в наступному.
1. Заданий час обмеження виконання розподіляється 
на частини, обернено пропорційні часу виконання кож-
ної задачі згідно виразу (7) у наступній послідовності:
– виконується корекція часу обмеження до серед-
нього значення; 
– виконується розподіл середнього часу обмежен-
ня пропорційно середньому значенню прискорення 
продуктивності, отримуючи усереднені проміжки 
часу обмеження;
– коректуються усереднені проміжки часу згідно 
зворотного напрямку коефіцієнта усереднення кожної 
задачі.
2. Отримані проміжки часу аналізуються згідно 
загальної ознаки виконання обмежень (8).
5. Метод забезпечення часових вимог 
якості обслуговування в реконфігурованих 
обчислювальних системах
Запропонований модифікований спосіб визначен-
ня часу виконання задач, а також визначені ознаки 
забезпечення часовим вимогам (табл. 1), застосову-
ються для реалізації методу забезпечення часових 
вимог якості обслуговування, що складається з на-
ступних етапів:
Етап 1. Визначення доцільної межі забезпечення 
часовим умовам:
ρ >





Етап 2. Видалення із послідовності задач В (1), мно-
жини задач D ( ∈iT D,  якщо TRconf i=max), час яких немож-
ливо зменшити, зокрема задачі першого рівня ЯПФ:
∈
1v
T D,  якщо = =
1 1v v 1 1
T  max{T v 1,H },  
тоді
=
= − ∀ ∈∑
n
QoS QoS i i
i 1
T T (T T D).  
Етап 3. Забезпечити виконання умови ρ → ρmax QoS .






  ρ = × × × ∀ ∉






 QoS i 1 i
 QoS i   i in n
Av
 Count  i   Count  i Av
i 1 i 1
TT
T T (T D).
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Етап 5. Визначення концепції зменшення часу ви-
конання задач, що не вкладаються в часові обмеження, 
на підставі максимального або часткового зменшення 
параметру часу реконфігурації:
ρ ∀ < = =
→= ⇒  →+ 
SW i
i Count i QoS i
Count  i
Rconf  iSW i





T T .T T
6. Експериментальні дослідження ефективності методу 
забезпечення часових вимог якості обслуговування в 
реконфігурованих обчислювальних системах
Виконано теоретичні дослідження ефекту від за-
стосування запропонованого способу розподілу часу. 
Досліджені випадковим чином синтезовані послідов-
ності задач, в якості параметрів часу яких прийняті ха-
рактеристики синтезованих на ПЛІС Cyclone II Altera 
апаратних функціональних ядер. На діаграмах (рис. 3) 
видно, що обернено пропорційна корекція (TQoS_Mod) 
усереднених проміжків часу (TQoS Av) надає критичним 
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задачам, шо мають коефіцієнт прискорення вище ніж 
середній, додаткового часового ресурсу. На графіку 
видно, що Задачі 2, 5–6 отримали додаткового часу і 
вийшли із класу критичних задач. Видно, що Задача 5, 
що має незначно нижчий ніж середній коефіцієнт 
прискорення також отримала достатньо часу для ви-
конання.
Такий розподіл ефективний за умови рівномірного 
відхилення показника прискорення від середнього 
значення. В іншому випадку прослідковуються над-
лишкові виділення часу для задач, що мають більш ніж 
середнє значення прискорення. Надалі в послідовності 
задач можуть бути задачі, час виконання яких немож-
ливо зменшити, наприклад задачі першого ярусу алго-
ритму ЯПФ. Тому під час розподілу часових обмежень 
доцільно визначити ці задачі, як такі що не входять 
в межі ефективного використання запропонованого 
способу, які обґрунтовані в роботі вище. Доцільно 
видалити ці задачі із загальної послідовності застосу-
вання запропонованого методу і надати їм необхідного 
часу для виконання.
Для моделювання запропонованого методу забез-
печення часових вимог якості обслуговування для 
реконфігурованих обчислювальних систем розробле-
ний програмний емулятор реконфігурованої обчис-
лювальної системи та програмна модель реалізації 
запропонованого методу [12]. Достовірність функціо-
нування програмної моделі забезпечена шляхом мо-
делювання функціональних елементів системи з часо-
вими характеристиками максимально наближеними 
до реальних. Часові характеристики функціональних 
блоків задач, складових модулів та функціональних 
процесів обчислювальної системи отримані на базі 
розроблених моделей, синтезованих на мові Verilog та 
реалізованих на ПЛІС Cyclone II Altera.
Рис. 3. Надання критичним задачам  
додаткового часу виконання
Дослідження проводились для серії додатків, пода-
них графами алгоритмів в ЯПФ. На підставі проведе-
них експериментів отримані порівняльні залежності 
часу обчислення від застосування різних механізмів 
прискорення обчислювального процесу для алгорит-
мів з різною кількістю однотипних задач (рис. 4).
Рис. 4. Дослідження часу реконфігурації
З діаграми на рис. 4 видно, що реконфігуровні 
обчислення, які виконані засобами стандартної послі-
довності реконфігурації, без будь-якого прискорення 
потребують значного часу за рахунок значної переваги 
часу реконфігурації над часом виконання апаратної 
задачі. При цьому час обчислення не залежать від ти-
пів виконуваних задач. Видалення повторного заван-
таження однотипних задач приводить до інтенсивного 
прискорення, метод інтенсивного прискорення запро-
понований та детально описаний авторами статті в 
попередній роботі [12]. На графіку видно, що мінімаль-
ний час обчислення досягається за умови відповідно-
сті ширини графу ЯПФ до просторових параметрів 
реконфігуровного середовища ПЛІС [11]. За збільшен-
ням кількості однотипних задач виникає необхідність 
запровадження додаткових засобів для завантаженню 
активних задач. Це потребує додаткового часу, що ві-
дображено на графіку (рис. 4). Запропонований метод 
дозволяє оптимізувати технологію інтенсивного при-
скорення [12]. З діаграми (рис. 4) видно, що запропо-
нований метод, в області раціонального використання, 
забезпечує час обчислення, що відповідає виставленим 
часовим вимогам якості обслуговування. 
Рис. 5. Дослідження показників прискорення
За результатами дослідження показника приско-
рення (рис. 5) отримано, що механізм повторного ви-
користання ресурсів надає інтенсивне прискорення 
реконфігурації зі збільшенням типів задач до кілько-
сті сумірної з шириною графа ЯПФ. За сумірної з роз-
міром реконфігурованої області ширини графа ЯПФ 
та високої кількості однотипних задач досягається 
збільшення інтенсивності прискорення реконфігура-
ції в середньому на 63 %. При цьому в процесі подо-
лання просторових обмежень ПЛІС відбувається різке 
зменшення інтенсивності прискорення реконфігурації 





Запропонований метод забезпечення часових об-
межень зменшує інтенсивність впливу просторових 
обмежень на швидкість обчислення в даному випадку 
приблизно на 10 %. Але цей вимір залежить від кілько-
сті видалених непродуктивних витрат часу з метою за-
безпечення часових обмежень вирішуваних додатків.
7. Обговорення результатів дослідження  
ефективності методу забезпечення часових 
вимог якості обслуговування в реконфігуровних 
обчислювальних системах
З практичної точки зору інтерпретувати запропо-
нований спосіб визначення проміжків часу обмежен-
ня можна наступним чином. Корекція усереднених 
проміжків часу відбувається таким чином, що при-
зводить до виділення задачам з високим показником 
прискорення (більше ніж середній) додаткового часу 
виконання за рахунок задач, прискорення яких неви-
соке (нижче ніж середнє). Якщо розглядати коефіцієнт 
прискорення (2), як критерій ефективності апаратної 
реалізації задач, то задачі з високим коефіцієнтом при-
скорення здатні ефективно вирішуватися засобами 
стандартної послідовності процесу реконфігурації. В 
іншому випадку необхідно запроваджувати додаткові 
засоби прискорення виконання задачі, зокрема за ра-
хунок зменшення часу реконфігурації.
Застосування методу забезпечення якості обслуго-
вування дозволяє визначити таку послідовність задач, 
для яких цільова архітектура обчислювальної системи 
є ефективною і застосування додаткових механізмів 
прискорення реконфігурації і зменшення накладних 
витрат [2–5, 12] не призводить до прискорення обчис-
лень в межах виставлених часових вимог. Рішення цих 
задач стандартними засобами забезпечення рекон-
фігуровних обчислень зменшує надлишкове викори-
стання апаратних та програмно-апаратних ресурсів 
реконфігуровної обчислювальної системи. Застосу-
вання запропонованого методу дозволяє зменшити 
вплив просторових обмежень на час реконфігурації і 
скоротити кількість відхилень виконання завдань при 
динамічному відображенні потоку завдань.
Модифікація відомого способу визначення часо-
вих інтервалів виконання завдань виконана в рамках 
реалізації методу забезпечення якості обслуговуван-
ня в реконфігуровних обчислювальних системах. В 
роботі математично обґрунтовано підвищення точ-
ності розрахунків, у порівнянні з відомим способом. 
Математичне обґрунтування запропонованих засобів 
доводить достовірність використання запропонованих 
методу та способу його реалізації для обчислювальних 
алгоритмів зі змішаним типом паралелізму, поданим 
графами ЯПФ алгоритму.
Запропонований метод дозволяє забезпечити ши-
рокий клас задач ефективною цільовою обчислюваль-
ною структурою для досягнення необхідного рівня 
якості обслуговування, а також зменшити кількість 
відмов під час розподілу динамічно потоку задач, що 
надходить динамічно.
Запропонований метод може бути використаний 
для підвищення ефективності високопродуктивних 
реконфігурованих обчислювальних систем під час 
рішення задач управління різноманітними техніч-
ними та технологічними процесами та реалізації ба-
гатовимірних обчислень в складних інформаційних 
системах.
8. Висновки
1. Модифікований та математично обґрунтований 
спосіб визначення часових інтервалів виконання за-
вдань за рахунок урахування показників їх приско-
рення. Запропонована модифікація, на підставі аналі-
зу показника прискорення завдань, дозволяє оцінити 
непродуктивні часові витрати з врахуванням апарат-
них обмежень ПЛІС під час відображення обчислю-
вальних алгоритмів на реконфігуровну обчислюваль-
ну структуру. Це дозволяє підвищити ефективність 
процесу управління обчисленнями в реконфігуровних 
системах за рахунок визначення задач, що задоволь-
няють затребуваним вимогам часу і не потребують 
залучання механізмів інтенсивного прискорення ре-
конфігурації.
2. Запропонований та обґрунтований метод забез-
печення часових параметрів якості обслуговування в 
реконфігуровних обчислювальних системах, який за-
безпечує заданий час обчислення за рахунок визначен-
ня обсягу непродуктивних витрат часу реконфігурації 
і вибору оптимальної дисципліни обслуговування для 
кожного завдання, з точки зору забезпечення існуючих 
часових та апаратних обмежень.
3. Розроблена формалізація способу визначення 
часових інтервалів виконання завдань, на підставі 
якої визначено та обґрунтовано оптимальні границі 
ефективного використання запропонованого методу 
забезпечення якості обслуговування.
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