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ABSTRAK 
Saat ini, senjata otomatis tengah dikembangkan untuk bisa 
menggantikan tugas manusia dalam menjaga kedaulatan negara. 
Penelitian tentang pemodelan sistem turret gun senjata otomatis 
penting untuk menunjang penelitian-penelitian berikutnya. 
Penelitian sebelumnya telah memodelkan turret gun dengan 
metode penurunan persamaan matematis. Akan tetapi, dengan 
metode tersebut, sistem harus disederhanakan dan persamaannya 
diselesaikan dengan tepat. Di era yang modern ini, metode 
pemodelan sistem telah berkembangkan dengan memanfaatkan 
sistem syaraf manusia atau biasa disebut Jaringan Syaraf Tiruan 
(JST). Dengan metode ini, sistem tidak perlu disederhanakan dan 
persamaannya tidak perlu diselesaikan. Maka dari itu, pada 
penelitian ini, sistem turret gun dimodelkan dengan JST dan 
kemudian akan dibandingkan dengan pemodelan dari metode 
penurunan persamaan matematis. 
 Pemodelan sistem turret gun metode JST dimulai dengan 
pengambilan data dari model referensi. Kemudian model JST 
dibangun dengan menentukan layer dan neuron. JST tersebut 
dilatih untuk memperoleh weight dan bias. Jika mean square error 
dari JST lebih kecil dari 10-3 , maka model JST diverifikasi dengan 
membandingkan hasil keluaran model JST dengan model 
penurunan persamaan matematis. Jika error lebih dari 2 % maka 
model JST disusun ulang dengan merubah layer dan neuron. 
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Hasil yang diperoleh pada penelitian (tugas akhir) ini 
adalah suatu pemodelan sistem turret gun dengan metode Jaringan 
Syaraf Tiruan, yang mempunyai 4 hidden layer dan 1 output layer. 
Masing-masing hidden layer mempunyai 20 neuron dan ouput 
layer mempunyai 3 neuron, dengan performa Mean Square Error 
sebesar 0,000684. Output dari model jaringan syaraf tiruan ini 
dibandingkan dengan respon model yang diturunkan dari 
persamaan matematis mempunyai error 1,803 %. Model jaringan 
syaraf tiruan ini mempunyai respon dengan tendensi yang baik 
terhadap respon model penurunan persamaan matematis ketika 
diberi input yang konstan. Pada  input yang berubah-ubah, respon 
model jaringan syaraf tiruan tidak bisa mengikuti model penurunan 
persamaan matematis. Hal ini disebabkan karena model jaringan 
syaraf tiruan tidak bisa memperhitungkan output sebelumnya. 
 
Kata Kunci : Pemodelan Sistem, Turret Gun, Jaringan Syaraf 
Tiruan 
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ABSTRACT 
 
 Nowdays, automatic weapons is developed to replace the 
human duty for maintain the state sovereignty. Research about 
automatic turret gun modelling is very important to support the 
following research. Previews research has modeled turret gun 
system with derivatif mathematical equation methode.  However, 
on this methode, system must be simplified and the equation must 
be solved. In this modern era, sytem modelling methode evolve with 
utilize the human neural system or Artificial Neural Network 
(ANN). On this methode, the system didn’t need to simplified and 
the complicated equation didn’t need to solved. Thus in this 
research, the turret gun system was modelled with ANN and then 
compared with the matematical derivative equation methode 
model. 
 Turret gun system modelling was started with taking data 
from the reference model. Then, the ANN model was build by 
determine the layer and neuron. This ANN was trained to gain the 
wight and bias for each neuron. If the Mean Square Error (MSE) 
from the ANN was below than 10-3, so the ANN model can be 
verified by comparing the output from ANN model and output from 
matematical model. If the error between them was more than 2%, 
so the struckture of ANN must be rearanged. 
 The result from this research was a model of turret gun 
system with ANN methode, that contained 4 hidden layers and 1 
output layer. For each hidden layer contained 20 neurons and 
output layer contained 3 neurons, with performed 0,000684 in 
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MSE. Outputs from ANN model were compared with outputs from 
mathematical model and this comparation had 1,803% error. 
Respond from ANN model had same tendency with respond from 
mathematical model at the constant input. However, if the inputs 
were permuted, respond from ANN model cann’t follow the 
respond from mathematical model. This problem appeared 
because ANN model didn’t calculate the previews output. 
 
Keyword : System Identification, turre gun, neural network 
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BAB I PENDAHULUAN 
PENDAHULUAN 
 
1.1. Latar Belakang 
Saat ini, senjata otomatis tengah dikembangkan untuk bisa 
menggantikan tugas manusia dalam menjaga kedaulatan negara. 
Senjata otomatis ini diharapkan bisa mengenali target dengan tepat 
dan membidik dengan cepat dan tepat. Pengembangan dari senjata 
otomatis tersebut meliputi rancang bangun senjata, rancangan 
pengenalan target, rancangan pemodelan sistem, dan rancangan 
sistem kendali. Penelitian tentang pemodelan sistem turret gun 
senjata otomatis ini penting untuk menunjang penelitian-penelitian 
selanjutnya.  
Penelitian mengenai pemodelan sistem turret gun telah 
dilakukan beberapa kali, salah satunya adalah pemodelan sistem 
dengan menurunkan persamaan matematis [1]. Dalam penelitian 
tersebut, turret gun dimodelkan dengan menurunkan persamaan 
dinamis dasar secara kompleks. Pemodelan yang dilakukan secara 
matematis tersebut memiliki kekurangan antara lain perlu 
menyederhanakan sistem, perlu menjadikan sistem ke dalam 
persamaan matematis dan perlu menurunkan serta  menyelesaikan 
persamaan matematis yang rumit dan kompleks. 
Di era yang modern ini, metode pemodelan sistem telah 
berkembangkan dengan memanfaatkan sistem syaraf 
manusia atau biasa disebut Jaringan Syaraf Tiruan (JST), 
dalam bahasa inggris Artificial Neural Network (ANN). Sebagai 
contoh, penelitian referensi [2] menggunakan jaringan syaraf 
tiruan recurrent untuk memodelkan motor DC. Dengan 
menggunakan JST, pemodelan suatu sistem tidak perlu 
menyederhanaan sistem dan menurunkan serta menyelesaikan 
persamaan matematis, tetapi perlu mengetahui input dan output 
dari sistem yang akan dimodelkan.  
Oleh karena uraian tersebut, sistem turret gun akan 
dimodelkan dengan metode jaringan syaraf tiruan pada penelitian 
(tugas akhir) ini. Model JST yang akan dibuat menggunakan jenis 
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backpropagation. Penelitian ini juga akan membandingkan hasil 
pemodelan jaringan syaraf tiruan dengan pemodelan dengan 
metode penurunan persamaan matematis. 
 
1.2. Rumusan Masalah 
Rumusan masalah dalam tugas akhir ini adalah sebagai 
berikut: 
1. Bagaimana memodelkan sistem turret gun dengan 
menggunakan metode Jaringan Syaraf Tiruan 
backpropagation ? 
2. Bagaimana performa model Jaringan Syaraf Tiruan yang 
telah dibuat dibandingkan dengan model dari metode 
penurunan persamaan matematis ? 
 
1.3. Batasan Masalah 
Batasan masalah yang digunakan dalam tugas akhir ini adalah 
sebagai berikut: 
1. Rancang bangun turret gun tidak dibahas. 
2. Tidak ada gangguan yang masuk dalam sistem turret gun. 
3. Parameter weight dan bias ditentukan melalui pelatihan 
jaringan syaraf tiruan. 
4. Jumlah hidden layer jaringan syaraf tiruan ditentukan 
dengan cara trial and error. 
5. Pengambilan data input dan output mengacu pada model 
penurunan persamaan matematis. 
 
1.4. Tujuan Penelitian 
Tujuan penelitian dalam tugas akhir ini adalah sebagai berikut: 
1. Memodelkan sistem turret gun dengan menggunakan 
metode Jaringan Syaraf Tiruan backpropagation. 
2. Mengetahui performa model Jaringan Syaraf Tiruan yang 
telah dibuat dibandingkan dengan model dari metode 
penurunan persamaan matematis. 
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1.5. Manfaat Penelitian 
Penelitian ini diharapkan memberi manfaat sebagai berikut: 
1. Dapat menambah wawasan terkait jaringan syaraf tiruan 
dalam penggunaannya dalam pengenalan sistem. 
2. Sebagai referensi bagi penelitian selanjutnya dalam sistem 
kendali turret gun. 
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BAB II TINJAUAN PUSTAKA 
TINJAUAN PUSTAKA 
 
2.1. Penelitian Terdahulu 
Dewasa ini, turret gun otomatis banyak dikembangkan karena 
banyaknya kebutuhan senjata dengan teknologi otomatis. 
Penelitian-penelitian yang telah dilakukan meliputi pengenalan 
target secara otomatis, rancang bangun prototipe pelontar peluru 
otomatis, dan pemodelan serta perancangan sistem kendali 
penggerak senjata otomatis.  
Salah satu penelitian tentang pengenalan target otomatis yaitu, 
kita bisa menggunakan dua kamera untuk memperoleh koordinat 
ruang suatu benda yang kita deteksi. Caranya yaitu dengan kamera 
menangkap gambar secara real time, kemudian dari gambar 
tersebut kita mencari nilai tengah benda disetiap gambar. Hasil titik 
tengah tersebut dihitung dengan suatu persamaan dan kemudian di 
transformasikan ke koordinat sebenarnya dengan nilai intrinsik 
kamera yang diperoleh [3].  
Penelitian selanjutnya yaitu penelitian yang membahas 
tentang pemodelan dan kendali sistem turret gun. Pada penelitian 
ini, pemodelan sistem dilakukan dengan mencari persamaan 
matematis sistem. Pemodelan dari sistem mengacu pada gambar 
2.1. berikut ini. 
 
Gambar 2.1. Koordinat dari sistem senjata otomatis dua sumbu 
putar [1]. 
 
6 
 
 
 
Pada gambar 2.1, senjata otomatis dibagi menjadi 2 bagian 
yaitu turret dan gun. Setiap bagian digerakkan oleh motor dan 
memiliki parameter massa, radius dan posisi angular. Dalam 
mencari persamaan matematisnya, peneliti menurunkan dari 
persamaan dinamis dasar yang kemudian dibuat menjadi suatu 
bentuk state space. Kemudian, State space ini dirubah menjadi 
bentuk blok Simulink yang bisa disimulasikan. Peneliti pada 
penelitian ini membandingkan hasil respon dari beberapa sistem 
kendali [1]. 
 
2.2. Model Turret Gun Metode Penurunan Persamaan 
Matematis 
Turret gun bisa diwujudkan sebagai robot dengan dua sumbu 
putar. Turret gun secara umum mempunyai dua bagian utama yaitu 
landasan putar (turret) dan lengan ayun (gun). Massa dari turret 
disimbolkan dengan 𝑚1, massa dari gun disimbolkan dengan 𝑚2, 
𝑅1 adalah jari-jari turret, 𝑅2 adalah panjang dari gun, 𝜃1 adalah 
sudut angular dari turret, dan 𝜃2 adalah sudut angular dari gun 
seperti terlihat pada gambar 2.1. [1]. 
Persamaan dinamis dari turret gun diturunkan dengan metode 
La-grangian. Persamaan dinamis dari sistem dapat dilihat pada 
persamaan (1). 
𝐷(𝜃)?̈? + 𝐶(𝜃, ?̇?)𝜃 + 𝐺(𝜃) = 𝜏 ............................(1) 
 
Dimana 𝜏 adalah torsi, 𝐷(𝜃) adalah matriks inersia, 𝐶(𝜃, ?̇?) 
adalah gaya coriolis dan gaya sentrifugal, dan 𝐺(𝜃) adalah gaya 
gravitasi. Persamaan yang lebih jelas bisa dilihat pada persamaan 
berikut. 
𝐷(𝜃) = (
𝐷11 0
0 𝐷22
) .................................. (2) 
𝐶(𝜃, ?̇?) = (
𝐶11 𝐶12
𝐶21 𝐶22
) ................................(3) 
𝐺(𝜃) =  (0,
1
2
𝑚2𝑔𝑅2cos (𝜃2) )
𝑇
........................(4) 
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Dimana 
𝐷11 =  
1
2
𝑚1𝑅1
2 + 𝑚2𝑅1
2 + 𝑚2𝑅1𝑅2𝑐𝑜𝑠𝜃2 +
1
3
𝑚2𝑅2
2𝑐𝑜𝑠2𝜃2 
𝐷22 =
1
3
𝑚2𝑅2
2 
𝐶11 = −𝑚2𝑅1𝑅2𝑐𝑜𝑠𝜃2?̇?2 
𝐶12 =
1
3
𝑚2𝑅2
2sin (2𝜃2)?̇?1 
𝐶21 = [
1
2
𝑚2𝑅1𝑅2 sin 𝜃2 +
1
6
𝑚2𝑅2
2 sin(2𝜃2)] ?̇?1 
𝐶22 = 0 
Dari persamaan dimanis (1), kita dapat menurunkan 
persamaan untuk menghitung torsi untuk setiap komponen. 
𝜏1 = 𝐷11?̈?1 + 𝐶11?̇?1 + 𝐶12?̇?2 
𝜏2 = 𝐷22?̈?2 + 𝐶21?̇?1 + 𝐶22?̇?2 + 𝐺(𝜃) 
Untuk memperoleh percepatan, kecepatan dan posisi kita 
dapat merubah ke persamaan berikut. 
?̈?1 =
𝜏1−𝐶11?̇?1−𝐶12?̇?2
𝐷11
...................................(5) 
?̈?2 =
𝜏2−𝐶21?̇?1−𝐶22?̇?2−𝐺(𝜃)
𝐷22
..............................(6) 
Persamaan (5) dan (6) dibuat dalam bentuk diagram simulink 
seperti gambar 2.2 
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Gambar 2.2. Diagram Simulink Model Penurunan Persamaan 
Matematis [1]. 
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2.3. Pemodelan Sistem 
Model adalah suatu representasi sederhana dari sebuah sistem 
(atau proses atau teori), bukan sistem itu sendiri. Suatu model tidak 
harus memiliki seluruh atribut yang ada di dalam sistem, tetapi 
model tersebut disederhanakan, dikontrol, digeneralisasi, atau 
diidealkan. Untuk sebuah model yang akan digunakan, seluruh 
sifat-sifat relevannya harus ditetapkan dalam suatu cara yang 
praktis, dinyatakan dalam suatu set deskripsi terbatas yang masuk 
akal (reasonably). Sebuah model harus divalidasi. Setelah 
divalidasi, sebuah model dapat digunakan untuk menyelidiki dan 
memprediksi perilaku-perilaku (sifat) sistem, atau menjawab 
”what if questions” untuk mempertajam pemahaman, pelatihan, 
prediksi, dan evaluasi alternatif [4].  
Secara umum model dapat dikategorikan menjadi 3 yaitu 
ikonik (model fisik), model analog (model diagramatik), dan 
model simbolik (model matematik) [5]. Penjabarannya adalah 
sebagai berikut : 
1. Model ikonik ini mempunyai karakteristik yang sama 
dengan hal yang diwakilinya, dan terutama amat sesuai 
untuk menerangkan kejadian pada waktu yang spesifik.  
2. Model analog atau model diagramatik dapat digunakan 
untuk mewakili situasi dinamik, yaitu keadaan yang 
berubah menurut waktu.  Model ini lebih sering 
digunakan daripada model ikonik karena kemampuannya 
untuk mengetengahkan karakteristik dari kejadian yang 
dikaji.  
3. Model Simbolik atau model matematis merupakan 
salah satu bentu model yang paling banyak digunakan. 
Pada hakekatnya, ilmu sistem memusatkan perhatian pada 
model simbolik sebagai perwakilan dari realita yang 
dikaji.  Format model simbolik dapat berupa bentuk 
angka, simbol dan rumus.  Jenis model simbolik yang 
umum dipakai adalah suatu persamaan . 
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Pemodelan sistem mempunyai 3 tahapan besar yang menjadi 
acuan dalam menentukan langkah [5]. Tahap-tahap tersebut 
meliputi : 
1. Tahap Seleksi Konsep 
Langkah awal dari pemodelan adalah melakukan seleksi 
alternatif.  Seleksi ini dilakukan untuk menetukan alternatif-
alternatif mana yang bermanfaat dan bernilai cukup besar 
untuk dilakukan pemodelan. 
2. Tahap Pemodelan 
Sebagai langkah awal dari pemodelan adalah menetapkan 
jenis model yang akan digunakan, sejalan dengan tujuan dan 
karakteristik sistem.  Setelah itu, aktivitas pemodelan terpusat 
pada pem bentukan model yang realistik.  Dalam hal ini ada 
dua cara pendekatan untuk membentuk suatu model, yaitu: 
a. Pendekatan Kotak Hitam (Black Box) 
Metode ini digunakan untuk melakukan identifikasi 
model sistem dari data yang menggambarkan  perilaku 
masa lalu  dari sistem. Melalui berbagai teknik statistik 
dan matematik, maka model yang paling cocok dengan 
data operasional dapat diturunkan. Metoda ini tidak 
banyak berguna pada perancangan sistem yang 
kenyataannya belum ada, dimana tujuan sistem masih 
berupa konsep. 
b. Pendekatan Struktural 
Metode ini mempelajari secara teliti struktur sistem 
untuk menentukan komponen basis sistem serta 
keterkaitannya.  Melalui pemodelan karakteristik dari 
komponen sistem serta kendala-kendala yang disebabkan 
oleh adanya keterkaitan antara komponen, maka model 
sitem keseluruhan dapat disusun secara berantai.  
Pendekatan struktural ini banyak digunakan dalam 
rancang-bangun dan pengendalian sistem fisik dan non 
fisik. 
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3. Tahap Validasi 
Validasi model pada hakekatnya merupakan usaha untuk 
menyimpulkan apakah model sistem tersebut merupakan 
perwakilan yang sah dari realitas yang dikaji sehingga dapat 
dihasilkan kesimpulan yang meyakinkan.  Validasi 
merupakan proses iteratif yang berupa pengujian berturut-
turut sebagai proses penyempurnaan model. Umumnya 
validasi dimulai dengan uji sederhana seperti pengamatan atas 
: 
a. tanda aljabar (sign)   
b. kepangkatan dari besaran (order of magnitude)  
c. format respon (linear, eksponensial, logaritmik)   
d. arah perubahan peubah apabila input atau parameter 
diganti-ganti  
e. nilai batas peubah sesuai dengan nilai batas parameter 
sistem [5]. 
 
2.4. Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan (JST) adalah suatu sistem pemrosesan 
informasi yang memiliki karakteristik seperti dengan jaringan 
syaraf biologi yang dimiliki manusia seperti ditunjukkan pada 
gambar 2.3.  
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Gambar 2.3. Strktur dasar jaringan syarf biologis dianalogikan 
sebagai struktur sederhana jaringan syaraf tiruan [6]. 
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JST dibentuk sebagai generalisasi model matematika dari 
syaraf biologi, dengan mengasumsikan bahwa : 
1. Pemrosesan informasi terjadi pada banyak elemen 
sederhana (neuron) 
2. Sinyal dikirimkan diantara neuron-neuron melalui 
penghubung-penghubung  
3. Penghubung antar neuron memiliki bobot yang akan 
memperkuat atau memperlemah sinyal 
4. Dalam menentukan output, setiap neuron menggunakan 
fungsi aktivasi yang dikenakan pada jumlahan input yang 
diterima. Besarnya output ini selanjutnya dibandingkan 
dengan suatu batas ambang. 
Jaringan syaraf tiruan sederhana pertama kali diperkenalkan 
oleh Mc Culloch dan Pitts di tahun 1943. Mc Culloch dan Pitts 
menyimpulkan bahwa kombinasi beberapa neuron sederhana 
menjadi sebuah sistem neural akan meningkatkan kemampuan 
komputasinya. Bobot dalam jaringan yang diusulkan Mc Culloch 
dan Pitts diatur untuk melakukan fungsi logika sederhana. Fungsi 
aktivasi yang dipakai adalah fungsi treshold. Tahun 1958, 
Rosenblatt memperkenalka dan mulai mengembangkan jaringan 
yang disebut Perceptron. Metode pelatihan diperkenalkan untuk 
mengoptimalkan hasil iterasinya. Widrow dan Hoff (1960) 
mengembangkan perceptron dengan memperkenalkan aturan 
pelatihan jaringan yang dikenal sebagai aturan delta (atau sering 
disebut kuadrat rata-rata kecil). Aturan ini akan mengubah bobot 
perceptron apabila keluaran yang dihasilkan tidak sesuai dengan 
target yang diinginkan. Yang dilakukan oleh peneliti terdahulu 
hanya menggunakan layer tunggal (single layer). Rumelhart 
(1986) mengembangkan perceptron menjadi Backpropagation 
yang memungkinkan jaringan diproses melalui beberapa layer. 
Selain itu, model jaringan syaraf tiruan yang lain juga 
dikembangkan oleh Kohonen (1972) dan Hopfield (1982). 
Pengembangan yang ramai dibicarakan sejak tahun 1990-an adalah 
aplikasi model-model jaringan syaraf tiruan untuk menyelesaikan 
masalah di dunia nyata [7]. 
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Jaringan syaraf tiruan mula-mula terbentuk dari struktur yang 
sederhana yaitu struktur dengan neuron seperti pada gambar 2.4. 
Pada gambar tersebut, p adalah input skalar dikalikan dengan 
weight (w) dan ditambahkan dengan bias (b). Perkalian dan 
penjumlahan tadi yang dinotasikan (n) selanjutnya akan masuk ke 
fungsi aktivasi (f) sehingga diperoleh output (a). 
 
 
Gambar 2.4. Neuron dengan satu input 
 
Sehingga nilai keluaran neuron dapat ditulis sebagai berikut : 
𝑎 = 𝑓(𝑤𝑝 + 𝑏).....................................(7) 
Nilai w dan b adalah nilai parameter neuron yang dapat diatur. 
Parameter w dan b dapat diatur dengan learning rule sehingga 
hubungan input-output dan target dapat terpenuhi. Fungsi aktivasi 
(f) adalah fungsi yang bisa dipilih oleh penyusun. Fungsi aktivasi 
yang biasa digunakan dalam jaringan syaraf tiruan adalah sebagai 
berikut : 
 
 
(a)                        (b)                             (c) 
Gambar 2.5. Fungsi Aktivasi (a) Linier, (b) Logsig, dan (c) 
Tansig [8]. 
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Fungsi aktivasi pada gambar 2.5. akan mengaktifkan jaringan 
yang telah dibuat. Fungsi aktivasi linier (a) akan membawa nilai 
input ke output yang sebanding. Fungsi aktivasi Logsig (b) akan 
membawa input ke output dengan penghitungan log-sigmoid yang 
outputnya 0 sampai 1 dan fungsinya 𝑓(𝑛𝑒𝑡) =
1
1+𝑒−𝑛𝑒𝑡
 . Fungsi 
aktivasi Tansig (c) akan membawa input ke output dengan 
penghitungan tan-sigmoid yang outputnya 1 sampai -1 dan 
fungsinya 𝑓(𝑛𝑒𝑡) =
2
1+𝑒−𝑛𝑒𝑡
− 1 . 
Suatu neuron pastinya tidak selalu memiliki hanya 1 input. Jika 
input memiliki sejumlah R input, maka inputnya adalah p1,p2,...,pR 
dan weight mempunyai notasi w1,1,w1,2,...,w1,R. Nilai n yang terjadi 
adalah 𝑛 = 𝑤1,1𝑝1 + 𝑤1,2𝑝2 + ⋯ + 𝑤1,𝑅𝑝𝑅 + 𝑏  Struktur jaringan 
yang dibentuk menjadi seperti pada gambar 2.6. 
 
 
Gambar 2.6. Neuron dengan R input [8]. 
 
Biasanya satu neuron dengan banyak input belum cukup untuk 
memodelkan suatu sistem. Kita harus menambahkan beberapa 
neuron dalam satu layer yang akan bekerja secara paralel. Misalnya 
pada layer tedapat input sejumlah R buah dan kita tambahkan 
neuron sejumlah S. Dengan begitu struktur jaringannya 
mempunyai matriks weight W menjadi seperti pada gambar 2.7. 
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Gambar 2.7. Jaringan yang memiliki neuron sejumlah S, input 
sejumlah R dalam satu layer[8]. 
 
Untuk memaksimalkan hasil yang diperoleh, layer 
penyusun jaringan dapat ditambah beberapa layer. Layer yang 
langsung berhubungan dengan output disebut output layer, 
sedangkan layer yang lain disebut hidden layer. Dengan demikian, 
output dari layer 1 akan menjadi input pada layer 2 dan seterusnya. 
Setiap layer akan memiliki masing-masing matriks weight W dan 
vektor bias b. Secara notasi bisa digambarkan sebagai gambar 2.8. 
berikut[8]. 
 
 
Gambar 2.8. Jaringan dengan tiga layer[8]. 
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2.5. Jaringan Syaraf Tiruan Backpropagation 
Jaringan syaraf tiruan memiliki beberapa model yang bisa 
digunakan. Salah satu model yang bisa digunakan untuk 
pemodelan yang kompleks adalah backpropagation[7]. Algoritma 
backpropagation ini akan menghasilkan unjuk kerja yang lebih 
baik. Hal ini berarti bahwa wegiht dan bias akan mendekati nilai 
yang seharusnya. Kelebihan dari model backpropagatiom ini 
adalah kemampuannya untuk belajar (adaptif) dan mempunyai 
toleransi kesalahan (fault tolerance). Dengan begitu kita dapat 
mewujudkan sistem yang tahan terhadap kerusakan (robust) dan 
konsisten bekerja dengan baik. 
Metode algoritma backpropagation ini merupakan supervised 
training dimana untuk tiap pola input terdapat pasangan target 
output untuk masing-masing pola input. Ide dasarnya dapat 
dijelaskan dengan pola hubungan sederhana yaitu : jika output 
memberikan hasil yang tidak sesuai dengan target yang diinginkan, 
maka pembobot akan dikoreksi agar errornya dapat diperkecil dan 
selanjutnya respon jaringan diharapkan akan lebih mendekati harga 
yang sesuai. 
 Pelatihan backpropagation meliputi 3 tahapan dalam 
proses pelatihan yaitu : propagasi maju, propagasi mundur dan 
perubahan bobot. [7] 
 Fase 1 : Propagasi maju (feedfoward) 
Pada fase ini pola input dihitung maju mulai dari input 
layer sampai output layer menggunakan fungsi aktivasi. 
Kemudian diperoleh keluaran jaringan yang akan 
dibandingkan dengan target yang harus dicapai. Selisih 
antara keluaran dan target dihitung dan menjadi 
pertimbangan untuk fase selanjutnya. 
 Fase 2 : Propagasi mundur (backpropagation) 
Selisih yang telah diperoleh dari fase 1 merupakan 
kesalahan yang terjadi. Kesalahan tersebut dipropagasikan 
mundur dengan menghitung farktor delta (δ). Faktor 
tersebut digunakan untuk mendistribusikan kesalahan pada 
setiap neuron yang berhubungan dengan keluaran jaringan. 
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Dengan demikian diperoleh faktor delta (δ) pada setiap 
neuron yang berhubungan dengan keluaran jaringan. 
Faktor ini akan digunakan sebagai dasar untuk mengubah 
bobot. 
 Fase 3 : Perubahan Bobot 
Faktor delta (δ) pada masing-masing neuron akan 
dijadikan dasar seberapa besar atau kecilnya perubahan 
bobot yang terjadi. Perubahan bobot untuk satu garis 
keluaran dilakukan bersamaan. 
Dari fase 1 sampai 3 akan dilakukan secara berulang-ulang 
sampai kondisi penghentian dipenuhi. Kondisi penghentian yang 
biasa dipakai adalah jumlah iterasi (epoch) dan error. Jika iterasi 
sudah mencapai batas maksimal, maka pelatihan akan dihentikan, 
atau jika error sudah lebih kecil dari yang ditentukan maka 
pelatihan akan dihentikan. 
 
2.6. Jaringan Syaraf Tiruan dalam Pemodelan Sistem 
Pemodelan dengan menggunakan jaringan syaraf tiruan bisa 
disebut dengan black box modelling. Dengan metode ini kita tidak 
perlu mengetahui bagaimana fungsi yang terjadi pada sistem yang 
akan dimodelkan. Akan tetapi kita harus mempunyai sekumpulan 
input dan output dari sistem yang akan dimodelkan. 
 
 
Gambar 2.9. Blok diagram pemodelan sistem dengan jaringan 
syaraf tiruan[8] 
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Pada gambar 2.9., sistem digambarkan sebagai model referensi 
akan menghasilkan output tertentu ketika dimasuki input tertentu. 
Input yang masuk pada sistem akan masuk juga pada blok jaringan 
syaraf tiruan dan akan akan menghasilkan predicted output. 
Predicted output ini akan dibandingkan dengan output keluaran 
dari sistem. Hasil pembandingan ini adalah error yang kemudian 
akan digunakan untuk membuat blok JST yang lebih akurat. Error 
yang diperoleh akan akan digunakan blok jaringan syaraf tiruan 
untuk merubah weight dan bias nya sehingga mendekati target 
output dari sistem dan error menjadi lebih kecil atau bisa sama 
dengan nol. 
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BAB III METODE PENELITIAN 
METODE PENELITIAN 
 
3.1. Diagram Alir Penelitian 
Penelitian pada tugas akhir ini dilaksanakan dengan mengikuti 
diagram alir sebagai berikut. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mulai 
Studi pustaka 
Merumuskan Masalah 
Mengambil data dari Sistem yang 
diturunkan dari persamaan matematis 
Membangun Model 
Menentukan model Jaringan syaraf tiruan 
Memrifikasi model yang telah dibuat 
terhadap model persamaan matematis 
Error ≤2% 
A 
YA 
TIDAK 
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Gambar 3.1. Diagram Alir Penelitian 
 
3.2. Langkah-Langkah Penelitian 
Berdasarkan diagram alir tersebut, langkah-langkah penelitian 
secara detail dijabarkan sebagai berikut: 
1. Studi pustaka 
Tahap studi pustaka adalah tahap dimana penulis 
melakukan studi literatur mengenai apa dan bagaimana 
jaringan syaraf tiruan bekerja, selain itu juga bangaimana 
penelitian sebelumnya mengenai jaringan syaraf tiruan dan 
penelitian tentang turret gun. Literatur yang digunakan 
berupa buku, jurnal ilmiah dan makalah mengenai topik 
yang dibicarakan  
2. Merumuskan masalah 
Langkah ini dilakukan untuk menentukan 
permasalahan yang akan dikaji dan dicari solusi 
terbaiknya. Pada tugas akhir ini diperoleh perumusan 
masalah yang akan dibahas. 
3. Mengambil data dari sistem yang diturunkan dari 
persamaan matematis 
Pada tahap ini dilakukan pengambilan data masukan 
dan keluaran sistem. Sistem turret gun ini sebelumnya 
sudah dimodelkan sehingga pengambilan data dilakukan 
Menguji coba respon model 
Selesai 
Menarik Kesimpulan dan saran 
A 
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dengan mensimulasikan model pada referensi [1]. Data 
yang diperoleh disini berupa 3 masukan yaitu torsi azimut, 
torsi elevasi dan waktu pengambilan data. Sedangkan data 
keluaran yang diperoleh yaitu sudut azimut dan sudut 
elevasi untuk tiap waktu keluaran. 
4. Membangun model JST dengan algoritma 
backpropagation 
Pembuatan JST pada langkah ini dilakukan dengan 
bantuan perangkat lunak MATLAB R2014a pada 
perangkat keras laptop ASUS A43s dengan kecepatan 
prosesor 2,5 GHz dan memori 4 GB. Pembuatan JST ini 
menggunakan bantuan Neural Network Toolbox yang ada 
pada perangkat lunak tersebut. 
5. Menentukan model jaringan syaraf tiruan (JST) 
Pada langkah ini pelatihan dilakukan untuk 
menentukan weight dan bias yang akan digunakan pada 
model JST. Secara lebih lengkap akan dibahas pada 
diagram alir pelatihan jaringan syaraf tiruan. 
6. Memverifikasi model yang telah dibuat terhadap 
model persamaan matematis 
Model JST yang telah dibuat akan diverifikasi hasil 
outputnya dengan hasil output dari model persamaan 
matematis. Hasil yang diperoleh dari verifikasi ini adalah 
berupa perbedaan atau error terbesar antara hasil output 
model JST dengan hasil output dari model matematis. Jika 
error lebih besar dari 2%, maka kembali lagi ke langkah 5. 
7. Menguji coba respon model 
Model yang telah dibuat akan diuji coba dengan 
memberikan masukan berupa torsi konstan dan juga torsi 
yang berubah-ubah.   
8. Menarik kesimpulan dan saran 
Langkah terakhir adalah menarik kesimpulan dari 
penelitian ini yang akan menjawab dari rumusan masalah 
pada awal penelitian. Saran untuk penelitian selanjutnya 
dirumuskan agar bisa memperoleh hasil yang lebih baik. 
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3.3. Diagram Alir Penentuan Jaringan Syaraf Tiruan 
Penentuan Jaringan syaraf tiruan pada penelitian ini 
mengikuti diagram alir sebagai berikut. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.2. Diagram Alir Penentuan Model JST 
 
 
Melatih Jaringan syaraf tiruan 
Menentukan parameter model 
(Layer dan neuron) 
Model Jaringan Syaraf Tiruan 
MSE ≤10-3 
Mulai 
Data input  dan 
output sistem 
Selesai 
tidak 
ya 
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3.4. Langkah-Langkah Pelatihan Jaringan Syaraf Tiruan 
Berdasarkan diagram alir tersebut, langkah-langkah pelatihan 
JST secara detail dijabarkan sebagai berikut: 
1. Menentukan parameter model (layer dan neuron) 
Layer dan neuron untuk jaringan syaraf tiruan 
ditentukan dengan dimulai dari jumlah layer dan neuron 
kecil.  
2. Melatih Jaringan Syaraf Tiruan 
Pelatihan jaringan syaraf tiruan dilakukan dengan 
metode backpropagation. Jika mse ≥ 10-3 maka akan 
dilakukan pelatihan lagi terus menerus. Jika perubahan 
mse sudah tidak signifikan dan mse masih ≥ 10-3, maka 
harus dilakukan penentuan jumlah layer dan neuron 
kembali. 
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BAB IV PENGAMBILAN DATA DAN PELATIHAN JA RINGAN 
PENGAMBILAN DATA DAN PELATIHAN 
JARINGAN 
 
4.1. Pengambilan Data Training 
 Data training adalah data yang akan digunakan untuk 
melatih jaringan syaraf tiruan supaya dapat mendekati sistem yang 
diinginkan. Pada penelitian ini data training diambil dengan cara 
mensimulasikan model dari penurunan persamaan matematis pada 
referensi [1]. Simulasi untuk memperoleh data training 
membutuhkan software Matlab Simulink dan diagram Simulink 
seperti pada gamber 4.1. 
 
Gambar 4.1. Diagram Simulink untuk Pengambilan Data 
Training. 
 
 Pada gambar 4.1., blok “Input torq” adalah blok input. 
Input berupa torsi azimuth dan torsi elevasi dimasukkan dalam 
blok tersebut. Torsi azimuth dan elevasi ini akan masuk ke dalam 
blok ke “Sistem persamaan matematis”. Setelah itu, hasil 
pemrosesan masuk ke blok “Output data training”. Pada blok ini, 
hasil yang berupa sudut azimuth dan sudut elevasi keluaran dari 
blok sistem dan juga waktu akan dicatat dan dimasukkan pada 
lembar kerja software Matlab. 
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 Input dari torsi azimuth dan elevasi yang dimasukkan 
mempunyai range data dari -10 Nm sampai 10 Nm. Range data ini 
kemudian dicacah dengan kenaikan setiap 2 Nm agar data training 
lebih akurat. Waktu yang dicatat untuk mememperoleh data 
training ini adalah 0 sampai 9 detik dengan kenaikan 0,2 detik. 
Data training yang diperoleh dari simulasi ini bisa dilihat pada tabel 
4.1. berikut. 
 
Tabel 4.1. Data Training. 
No 
Torsi 
Azimuth 
(Nm) 
Torsi 
Elevasi 
(Nm) 
Waktu 
(Detik) 
Sudut 
Azimuth 
(derajat) 
Sudut 
Elevasi 
(derajat) 
Waktu 
(detik) 
1 10 10 0 0 1,1071 0 
2 10 10 0,2 0,0429 1,7041 0,2 
3 10 10 0,4 0,1577 5,9682 0,4 
4 10 10 0,6 0,3633 13,114 0,6 
5 10 10 0,8 0,6214 23,174 0,8 
6 10 10 1 0,7476 37,855 1 
7 10 10 1,2 0,8610 55,720 1,2 
8 10 8 0 0 1,1071 0 
9 10 8 0,2 0,0424 1,3281 0,2 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
2276 -10 -8 0,4 -0,1763 -6,9646 0,4 
2277 -10 -8 0,6 -0,4047 -15,058 0,6 
2278 -10 -10 0 0 1,1071 0 
2279 -10 -10 0,2 -0,0361 -1,7382 0,2 
2280 -10 -10 0,4 -0,1681 -8,1188 0,4 
2281 -10 -10 0,6 -0,3875 -17,716 0,6 
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Data training pada tabel 4.1. pada kolom 1 adalah input torsi 
azimuth, pada kolom 2 adalah input torsi elevasi, pada kolom 3 
adalah input waktu, pada kolom 4 output sudut azimuth, pada 
kolom 5 output sudut elevasi, dan pada kolom 6 adalah output 
waktu. Jumlah data keseluruhan berjumlah 2281 pasang data. 
Data training pada tabel 4.1. sudah disaring dengan data yang 
mempunyai sudut azimuth lebih dari 65 derajat dan lebih kecil dari 
-65 derajat tidak diikutkan pelatihan. Begitu pula dengan sudut 
elevasi yang lebih besar dari 65 derajat dan lebih lebih kecil dari -
25 derajat tidak diikutkan dalam pelatihan. Hal ini mengacu pada 
desain sistem yang hanya mempunyai range sudut azimuth -60 
derajat sampai 60 derajat dan sudut elevasi -20 derajat 60 derajat. 
Selain hal ini, pembatasan data pelatihan ini berguna untuk 
memperkecil data pelatihan agar pelatihan menjadi lebih cepat. 
Penambahan 5 derajat pada masing-masing derajat dimaksudkan 
agar overshoot 5% design criteria pada sistem kendali dapat 
terpenuhi. 
 
4.2. Pelatihan Jaringan Syaraf Tiruan 
Pelatihan Jaringan Syaraf Tiruan dilakukan dengan 
menggunakan software Matlab. Di dalam software Matlab ini 
terdapat suatu fasilitas yang bisa digunakan untuk membuat suatu 
sistem Jaringan Syaraf tiruan yaitu Neural Network Tool (nntool). 
Kelebihan Neural Network Tool pada Matlab ini bisa digunakan 
untuk membandingkan masing-masing performa Jaringan sebelum 
dijadikan blok Simulink. Tampilan Neural Network Tool dapat 
dilihat pada gambar 4.2.  
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Gambar 4.2. Tampilan Neural Network Tool. 
 
Pada gambar 4.2., Neural Network Tool mempunyai beberapa 
kolom fungsi masing-masing. Kolom kiri atas “input data” 
berfungsi untuk memasukkan data training input. Pada bagian kiri 
baris kedua terdapat kolom “target data” berfungsi untuk 
memasukkan data training output. Kolom yang ditengah yaitu 
“networks” berfungsi untuk melihat Neural Network yang telah 
dibuat. Jaringan atau networks yang akan dilatih dapat dibuat 
dengan meng-klik pada tombol “new pada tampilan gambar 4.2. 
Setelah itu akan muncul tampilan seperti pada gambar 4.3. 
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Gambar 4.3. Tampilan untuk membuat Network Baru. 
 
Jaringan atau Network baru dibuat dengan cara mengisi 
nama network pada kolom ”Name”. Kemudian tipe “Feed-
Foward Back Propagation” dipilih pada kolom “Network 
Type”. Lalu input data dan target data dipilih dari data yang 
telah dimasukkan. Fungsi TRAINLM dipilih pada kolom 
“Training function”. MSE dipilih pada kolom “Performance 
Function” untuk menjadikan MSE sebagai indeks performa 
dari Network. Jumlah layer yang sesuai dengan kombinasi 
dimasukkan pada kolom “Number of layer”. Jumlah neuron 
pada tiap layer dan fungsi aktivasi tiap layer diisikan pada 
kolom “properties for layer”. Jika semua kolom sudah terisi 
semua, tombol “create” diklik. 
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Dalam pelatihan ini, jumlah hidden layer dan jumlah 
neuron dalam hidden layer  dilakukan variasi. Pemilihan 
kombinasi dari jumlah neuron pada hidden layer 
menggunakan cara yaitu : jika 𝑛 adalah jumlah input, maka 
neuron yang digunakan adalah 2𝑛 atau 2𝑛 + 1 atau 5. Selain 
itu pemilihan jumlah neuron pada hidden layer menggunakan 
angka kelipatannya jika mse ≤ 10-3 yang diperoleh tidak juga 
memenuhi target ketika training. 
Pelatihan jaringan syaraf tiruan memiliki parameter batas 
training. Pada pelatihan Jaringan Syaraf Tiruan ini menggunakan 
parameter batas jumlah iterasi atau epoch. Jumlah iterasi atau 
epoch maksimal yang digunakan pada training ini adalah 10000 
kali iterasi. Jumlah iterasi atau epoch ini berpengaruh pada berapa 
kali software mencoba mengganti weight dan bias dari jaringan 
syaraf tiruan hingga tercapai performa yang diinginkan. Jika 
performa belum tercapai tetapi jumlah iterasi sudah tercapai, maka 
pelatihan akan dihentikan. 
Pelatihan Jaringan syaraf tiruan dilakukan dengan mencoba 
dahulu dengan beberapa kondisi dimana terdapat perbedaan fungsi 
aktivasi. Hasil pelatihan jaringan syaraf tiruan dengan variasi 
fungsi aktivasi dapat dilihat pada tabel 4.2. 
 
Tabel 4.2. Pelatihan dengan variasi fungsi aktivasi. 
name 
Jml. 
layer 
neuron per layer AF per layer 
MSE 
1 2 3 4 5 1 2 3 4 5 
net1 2 3 3    tansig tansig    10,55 
net2 2 3 3    logsig logsig    146 
net3 2 6 3    tansig tansig    3,15 
net4 2 6 3    logsig logsig    148 
net5 5 7 7 7 7 3 tansig logsig tansig logsig tansig 421 
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Tabel 4.2. menunjukkan bahwa jaringan network1 dan 
network 3 dengan fungsi aktivasi TANSIG mempunyai MSE yang 
jauh lebih kecil daripada network2 dan network 4 yang mempunyai 
fungsi aktivasi LOGSIG. Selain itu, network1 dan network3 juga 
mempunyai performa lebih baik dari kombinasi fungsi aktivasi 
antara TANSIG dan LOGSIG pada network5. Dengan begitu, 
fungsi aktivasi yang tepat pada sistem ini adalah fungsi aktivasi 
TANSIG. Pelatihan dengan variasi hidden layer dan neuron akan 
menggunakan fungsi aktivasi TANSIG seluruhnya. 
Tahap pelatihan jaringan syaraf tiruan selanjutnya dilakukan 
dengan memvariasikan jumlah hidden layer dan jumlah neuron 
dari setiap hidden layer. Hasil dari pelatihan tersebut dapat dilihat 
pada tabel 4.3. 
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Tabel 4.3. Pelatihan dengan variasi jumlah hidden layer dan jumlah 
neuron tiap hidden layer. 
Nama 
Jumlah 
Layer 
Jumlah Neuron per Layer 
MSE 
1 2 3 4 5 6 
network1 2 3 3 
    
10,552 
network2 2 6 3 
    
3,15 
network3 2 7 3 
    
17,6955 
network4 2 10 3 
    
2,2119 
network5 2 12 3 
    
1,5896 
network6 2 14 3 
    
0,72804 
network7 2 20 3 
    
0,40738 
network8 3 3 3 3 
   
2,4402 
network9 3 6 6 3 
   
228,769 
network10 3 7 7 3 
   
0,19001 
network11 3 10 10 3 
   
0,038442 
network12 3 12 12 3 
   
0,011737 
network13 3 14 14 3 
   
0,012232 
network14 3 20 20 3 
   
0,057754 
network15 4 3 3 3 3 
  
2,5761 
network16 4 6 6 6 3 
  
2,9839 
network17 4 7 7 7 3 
  
0,081698 
network18 4 10 10 10 3 
  
0,084921 
network19 4 12 12 12 3 
  
0,40478 
network20 4 14 14 14 3 
  
0,044703 
network21 4 20 20 20 3 
  
0,004709 
network22 5 3 3 3 3 3 
 
2,6143 
network23 5 6 6 6 6 3 
 
0,012908 
network24 5 7 7 7 7 3 
 
111,286 
network25 5 10 10 10 10 3 
 
0,014401 
network26 5 12 12 12 12 3 
 
0,0031484 
network27 5 14 14 14 14 3 
 
44,1084 
network28 5 20 20 20 20 3 
 
0,000684 
network29 6 3 3 3 3 3 3 2,1914 
network30 6 6 6 6 6 6 3 2,0143 
network31 6 7 7 7 7 7 3 0,023843 
network32 6 10 10 10 10 10 3 0,040274 
network33 6 12 12 12 12 12 3 9,865 
network34 6 14 14 14 14 14 3 0,22671 
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Tabel 4.3. mempunyai beberapa kolom. Kolom ke-1 yaitu 
nama jaringan yang dibangun. Kolom ke-2 adalah jumlah layer 
yang digunakan pada satu jaringan yang terdiri hidden layer dan 
output layer. Kolom ke-3 adalah kolom jumlah neuron pada setiap 
layer. Kolom ke-3 ini mempunyai 6 buah sub-kolom yang 
mewakili layer yang berisi jumlah neuron tiap layer. Kolom ke-4 
adalah kolom MSE yang menunjukkan performa dari setiap 
jaringan yang telah dibangun. 
Tabel 4.3. menunjukkan bahwa semakin banyak layer yang 
digunakan maka MSE akan semakin turun. Tetapi ketika 6 layer 
digunakan, MSE kembali naik dan pelatihan memakan waktu yang 
lama, sehingga pengujian dihentikan hanya sampai 6 layer. 
Penggunaan jumlah neuron pada tiap hidden layer juga 
berpengaruh terhadap performa dari jaringan yaitu semakin banyak 
neuron pada tiap layer maka MSE cenderung semakin turun, tetapi 
waktu pelatihan semakin lama. Karena waktu pelatihan telalu lama, 
maka neuron hanya dibatasi sampai 20 neuron pada tiap layer. 
Dari tabel 4.3., pelatihan jaringan syaraf tiruan memperoleh 
jaringan yang mempunyai MSE kurang dari 10-3 yaitu network28. 
Jaringan tersebut memenuhi target untuk dilakukan verifikasi 
terhadap model persamaan matematis. Network28 ini mempunyai 
5 layer yang terdiri dari 4 hidden layer dan 1 output layer. Masing-
masing hidden layer mempunyai 20 neuron dan output layer 
mempunyai 3 neruon. Struktur jaringan network28 dapat dilihat 
pada gambar 4.4.  
 Setiap neuron dalam hidden layer maupun output layer 
mempunyai weight dan bias masing-masing. Weight dan bias 
masing-masing dapat dilihat pada Lampiran 1. 
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Gambar 4.4. Struktur Jaringan network28 
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BAB V VERIFIKASI DAN U JI CO BA RE SPON MODEL 
VERIFIKASI DAN UJI COBA RESPON MODEL 
 
5.1. Verifikasi Model Sistem 
Jaringan syaraf tiruan yang telah diperoleh dari pelatihan 
harus melalui tahap verifikasi. Verifikasi model sistem ini 
dilakukan dengan cara membandingkan output dari model jaringan 
syaraf tiruan dengan output dari model penurunan persamaan 
matematis pada referensi [1]. Output yang akan dibandingkan ini 
mempunyai input yang sama pada masing-masing model. Data 
output dari model penurunan persamaan matematis diperoleh dari 
data training. Data output dari model jaringan syaraf tiruan 
diperoleh dengan cara mensimulasikan data input dengan fasilitas 
dari Neural Network Tool. 
Output dari model penurunan persamaan matematis dan 
output dari model jaringan syaraf tiruan dibandingkan dengan 
metode Mean Absolute Error (MAE). Dalam statistik, MAE adalah 
cara yang digunakan untuk mengukur seberapa dekat antara 
prediksi dan hasil sebenarnya dari suatu sistem [9]. Pada metode 
ini akan dicari error dengan persamaan sebagai berikut. 
 
𝑀𝐴𝐸 =  
1
𝑛
∑ |𝑓𝑖 − 𝑦𝑖|
𝑛
𝑖=1  ................................ (8) 
  
Pada persamaan (8), Mean Absolute Error (MAE) dicari 
dengan cara menghitung selisih antara data output dari model 
jaringan syaraf tiruan (𝑓𝑖) dan data output dari model penurunan 
persamaan matematis (𝑦𝑖). Kemudian selisih atau error dari 
keduanya dicari nilai absolutnya. Setelah itu semua data absolut 
dijumlahkan dan kemudian dibagi dengan jumlah data keseluruhan 
(𝑛). Perhitngan dari Mean Absolute Error dapat dilihat pada tabel 
4.5.  
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Tabel 4.5. Perhitungan Mean Absolute Error 
Data nomor 1 2 3 4 5 6 ... 
2281 
Jumlah 
target 𝜃 az 
(𝑓𝑖) 
0 -0,036 -0,168 -0,388 0 -0,037 ... 0,861 
target 𝜃 el 
(𝑓𝑖) 
1,107 -1,738 -8,119 -17,72 1,107 -1,434 ... 55,72 
 
out 𝜃 az 
(𝑦𝑖) 
-0,02 -0,05 -0,154 -0,398 -0 -0,048 ... 0,843 
out 𝜃 el (𝑦𝑖) 1,075 -1,735 -8,158 -17,72 1,094 -1,438 ... 55,84 
 
err 𝜃 az 
(𝑓𝑖 − 𝑦𝑖) 
0,015 0,0138 -0,014 0,0102 0,003 0,0109 ... 0,018 
err 𝜃 el 
(𝑓𝑖 − 𝑦𝑖) 
0,032 -0,003 0,0389 0,0057 0,013 0,0033 ... -0,12 
 
abs err  𝜃 az 
|𝑓𝑖 − 𝑦𝑖| 
0,015 0,0138 0,0142 0,0102 0,003 0,0109 ... 0,018 30,180 
abs err  𝜃 el 
|𝑓𝑖 − 𝑦𝑖| 
0,032 0,0033 0,0389 0,0057 0,013 0,0033 ... 0,123 52,072 
Jumlah total absolut error ∑|𝑓𝑖 − 𝑦𝑖|
𝑛
𝑖=1
 82,252 
MAE 0,01803 
 
Baris pertama dan kedua pada tabel 4.5. adalah data output 
dari model penurunan persamaan matematis (𝑓𝑖). Baris ketiga dan 
keempat adalah data output dari model jaringan syaraf tiruan (𝑦𝑖). 
Baris kelima dan keenam adalah selisih dari data output (𝑓𝑖 − 𝑦𝑖). 
Baris ke tujuh dan delapan adalah nilai absolut dari selisih data 
output (|𝑓𝑖 − 𝑦𝑖|). Kolom yang paling kanan dari baris ke tujuh dan 
delapan adalah penjumlahan dari nilai absolut selisih. Dan pada 
baris ke 9 kolom paling kanan adalah jumlah total absolut error. 
Jumlah total dari nilai absolut tersebut akan dibagi dengan total 
jumlah data (𝑛) yaitu sejumlah 4562 data. Pada baris terakhir 
adalah nilai Mean Absolut Error dengan nilai 0,018 atau jika 
dijadikan presenatase adalah 1,8%.  
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Hasil perhitungan Mean Absolute Error menunjukkan angka 
1,8 %. Hal ini berarti bahwa model jaringan syaraf tiruan dapat 
mendekati model penurunan persamaan matematis. Error yang 
bernilai 1,8% ini juga sudah memenuhi target dari penelitian (2%) 
sehingga tidak perlu perhitungan ulang dalam mencari strukutur 
jaringan syaraf tiruan yang lebih tepat. 
 
5.2. Pengujian Respon Model 
Model persamaan matematis dan model jaringan syaraf tiruan 
seharusnya mempunyai respon yang tidak terlalu berbeda jika 
diberikan input yang sama. Untuk membandingkan respon kedua 
model, network28 jaringan syaraf tiruan diubah menjadi blok 
simulink terlebih dahulu. Jika kedua buah model telah menjadi 
blok simulink, maka akan dengan mudah membandingkan kedua 
respon model dalam bentuk grafik. Respon dari kedua model 
dibandingkan dengan diagram simulink pada gambar 4.5.  
Gambar 4.5. Diagram Simulink Perbandingan Respon Model 
 
Pada gambar 4.5., input dimasukkan pada blok “input torq” 
berupa torsi azimuth dan torsi elevasi yang bernilai tetap/konstan. 
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Kemudian input akan masuk ke dalam blok kedua model. Blok 
yang berwarna putih “Sistem persamaan Matematis” adalah model 
yang diturunkan dari persamaan matematis, dan yang berwarna 
biru “network28” adalah model dari jaringan syaraf tiruan. Hasil 
dari kedua blok akan keluar menuju “scope” untuk dilihat 
grafiknya dan juga akan masuk ke simout sebagai data pada 
Matlab. 
Pada percobaan pertama, model persamaan matematis dan 
model jaringan syaraf tiruan dibandingkan menggunakan input 
torsi azimuth lebih besar dari input torsi elevasi. Input yang dipilih 
pada pengujian ini adalah input torsi azimuth 4 Nm dan torsi 
elevasi 2 Nm. Hasil dari perbandingan respon grafik dapat dilihat 
pada gambar 4.6. 
Gambar 4.6. menunjukkan bahwa sudut keluaran azimuth 
baik respon dari model penurunan persamaan matematis maupun 
respon dari model jaringan syaraf tiruan naik terus. Hal ini 
menunjukkan bahwa pada sumbu azimuth sistem akan bertambah 
sudutnya secara terus menerus jika dikenai torsi secara konstan. 
Selain itu, respon dari kedua sistem yang terus beriringan 
menunjukkan bahwa sistem jaringan syaraf tiruan dan sistem 
penurunan persamaan matematis memiliki error yang kecil.  
Gambar 4.6. menunjukkan pula bahwa respon sudut elevasi 
dari kedua model membentuk grafik yang berosilasi dengan 
amplitudo semakin lama semakin mengecil. Respon yang 
berosilasi ini disebabkan karena torsi input yang bernilai positif 
akan melawan torsi dari pengaruh berat gun yang bernilai negatif. 
Saat awal dimulainya input, resultan dari torsi ini bernilai negatif 
sehingga sudut akan turun. Ketika pada sudut tertentu, resultan dari 
torsi ini bernilai positif sehingga sudut akan naik kembali sampai 
resultan dari torsi bernilai negatif kembali. Respon dari kedua 
sistem juga terus beriringan yang menunjukkan error dari kedua 
sistem yang kecil. 
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Gambar 4.6. Grafik Respon torsi azimuth 4 Nm dan torsi Elevasi 
2 Nm. 
 
 
  
G
am
b
ar
 4
.6
. 
G
ra
fi
k
 R
es
p
o
n
 t
o
rs
i 
az
im
u
th
 4
 N
m
 d
an
 t
o
rs
i 
E
le
v
as
i 
2
 N
m
. 
 
42 
 
 
 
Pada pengujian kedua, model persamaan matematis dan 
model jaringan syaraf tiruan dibandingkan menggunakan input 
torsi azimuth lebih kecil dari input torsi elevasi. Input yang dipilih 
pada pengujian ini adalah torsi azimuth 2 Nm dan torsi elevasi 4 
Nm. Hasil dari perbandingan respon grafik dapat dilihat pada 
gambar 4.7. 
Gambar 4.7. menunjukkan bahwa keluaran sudut azimuth dari 
kedua model naik terus. Kenaikan dari sudut azimuth lebih lambat 
dari grafik yang sebelumnya dikarenakan torsi masukan yang lebih 
kecil. Respon dari kedua model yang saling beriringan 
menunjukkan bahwa kedua model memiliki error yang kecil. 
Respon sudut elevasi masih sama dengan grafik sebelumnya yaitu 
mengalami osilasi. Osilasi yang terjadi pada grafik ini memiliki 
amplitudo yang lebih kecil dari grafik sebelumnya karena torsi 
yang diberikan lebih besar. Respon dari kedua model yang saling 
beriringan menunjukkan bahwa kedua model memiliki error yang 
kecil. 
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Gambar 4.7. Grafik Respon torsi azimuth 2 Nm dan torsi elevasi 
4 Nm. 
 
 
  
G
am
b
ar
 4
.7
. 
G
ra
fi
k
 R
es
p
o
n
 t
o
rs
i 
az
im
u
th
 2
 N
m
 d
an
 t
o
rs
i 
el
ev
as
i 
4
 N
m
. 
 
44 
 
 
 
Pada pengujian ketiga, model persamaan matematis dan 
model jaringan syaraf tiruan dibandingkan menggunakan input 
torsi azimuth sama dengan input torsi elevasi. Input yang dipilih 
pada pengujian ini adalah torsi azimuth 6 Nm dan torsi elevasi 6 
Nm. Hasil dari perbandingan respon grafik dapat dilihat pada 
gambar 4.8.  
Gambar 4.8. menunjukkan bahwa output sudut azimuth dari 
kedua model naik terus. Kenaikan dari sudut azimuth lebih cepat 
dari grafik yang sebelumnya dikarenakan torsi masukan yang lebih 
besar. Respon dari kedua model yang saling beriringan 
menunjukkan bahwa kedua model memiliki error yang kecil. Pada 
respon sudut elevasi masih sama dengan grafik sebelumnya yaitu 
mengalami osilasi. Osilasi yang terjadi pada grafik ini memiliki 
amplitudo yang lebih kecil dari grafik sebelumnya karena torsi 
yang diberikan lebih besar. Amplitudo yang lebih kecil ini 
disebabkan karena titik balik ke atas dicapai ketika sudut lebih 
kecil. Respon dari kedua model yang saling beriringan 
menunjukkan bahwa kedua model memiliki error yang kecil. 
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Gambar 4.8. Grafik Respon torsi azimuth 6 Nm dan torsi elevasi 
6 Nm.  
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Pada pengujian selanjutnya, model persamaan matematis dan 
model jaringan syaraf tiruan dibandingkan menggunakan input 
torsi azimuth dan input torsi elevasi yang berubah 2 kali. Input 
yang dipilih pada pengujian ini adalah torsi azimuth 2 Nm  dan 
torsi elevasi 4 Nm untuk detik 0 sampai detik ke-3, torsi azimuth 4 
Nm dan torsi elevasi 6 Nm untuk detik ke-3 sampai detik ke-6 serta 
torsi azimuth 6 Nm dan torsi elevasi 2 Nm untuk detik ke-6 sampai 
detik ke-9. Hasil dari perbandingan respon grafik dapat dilihat pada 
gambar 4.9. 
Gambar 4.9. menunjukkan bahwa respon kedua model dapat 
tetap berjalan secara beriringan sampai pada perubahan input. 
Ketika input berubah, azimuth pada model Jaringan Syaraf Tiruan 
naik melebihi dari model persamaan matematis. Ketika input 
berubah kembali pada detik ke-6, input respon dari model jaringan 
syaraf tiruan semakin naik menjauhi respon dari model persamaan 
matematis. Pada sumbu elevasi hal yang terjadi sebenarnya juga 
sama akan tetapi perbedaannya tidak terlalu kelihatan karena hanya 
di sekitar angka nol. Jika dilihat dari data, saat perubahan input 
detik ke-3 respon model jaringan syaraf tiruan mempunyai nilai 
yang sedikit lebih tinggi. Saat perubahan input detik ke-6 respon 
model jaringan syaraf tiruan mempunyai nilai yang sedikit lebih 
rendah dari respon model jaringan syaraf tiruan.  
Ketidak sesuaian antara respon model jaringan syaraf tiruan 
dan respon model persamaan matematis saat input berubah ini 
disebabkan oleh model jaringan syaraf tiruan yang tidak bisa 
memperhitungkan output sebelumnya. Model jaringan syaraf 
tiruan langsung memasukkan input berupa torsi azimuth, torsi 
elevasi dan waktu dan memprosesnya. Sedangkan model 
persamaan matematis melakukan perhitungan dengan melakukan 
feedback berupa output yang baru keluar. 
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Gambar 4.9. Grafik perbandingan dengan input berubah-ubah. 
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(Halaman ini senganja dikosongkan)
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BAB VI KESIMPULAN DAN SA RAN 
KESIMPULAN DAN SARAN 
 
6.1. Kesimpulan 
 Dari penelitian yang telah dilakukan dapat ditarik 
kesimpulan sebagai berikut : 
1. Sistem turret gun dapat dimodelkan dengan metode 
Jaringan Syaraf Tiruan yang terdiri dari 5 layer yang terdiri 
dari 4 Hidden Layer dan 1 Output Layer. Neuron pada 
masing-masing hidden layer adalah 20 buah dan neuron 
pada output layer adalah 3 buah. Struktur Jaringan Syaraf 
Tiruan tersebut dilengkapi dengan weight dan bias seperti 
pada lampiran 1. 
2. Model jaringan syaraf tiruan dari sistem turret gun 
mempunyai performa MSE 0,000648, dan dibandingkan 
dengan model yang diturunkan dari persamaan matematis, 
model jaringan syaraf tiruan ini mempunyai error 1,8%.  
3. Respon model jaringan syaraf tiruan mempunyai tendensi 
yang sama dengan respon model yang diturunkan dari 
pesamaan matematis saat diberikan input yang konstan. 
Tetapi saat diberikan input yang berubah-ubah, respon 
model jaringan syaraf tiruan tersebut tidak bisa mengikuti 
trendline dari respon model persamaan matematis, karena 
model jaringan syaraf tiruan tidak bisa memperhitungkan 
nilai output sebelumnya. 
 
6.2. Saran 
 Saran untuk penelitian selanjutnya yaitu : 
1. Pengambilan data training dilakukan dengan jangkauan 
yang lebih luas dan pencacahan yang lebih kecil agar 
jaringan syaraf tiruan yang dibangun bisa lebih akurat. 
2. Pengembangan model jaringan syaraf tiruan lebih lanjut 
agar bisa memperhitungkan nilai output sebelumnya. 
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LAMPIRAN 
 
Tabel 1. Weight dari input layer ke layer 1 
 
 
neuron 1 neuron 2 neuron 3
neuron 1 0,27949 -2,6277 -3,6192
neuron 2 0,76272 1,4155 2,765
neuron 3 0,16914 -1,8386 -2,9442
neuron 4 1,1478 1,4958 -0,78642
neuron 5 0,28925 3,3224 0,11429
neuron 6 0,53673 -2,8196 -1,2666
neuron 7 0,49981 2,561 1,3848
neuron 8 0,31588 1,1732 3,3232
neuron 9 -0,74037 1,2634 1,5604
neuron 10 0,096498 -2,0581 1,2816
neuron 11 0,19703 -2,1778 -1,7902
neuron 12 -0,10475 2,5033 2,682
neuron 13 0,002678 -1,2587 3,4178
neuron 14 -0,87099 -0,76119 -1,1753
neuron 15 0,6254 -0,11016 -1,0524
neuron 16 -0,26591 3,1766 1,0794
neuron 17 0,64635 -1,4802 -0,8968
neuron 18 -0,00645 0,30636 3,5206
neuron 19 -0,03298 2,7743 4,6221
neuron 20 -1,4428 -0,76233 -1,9905
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Tabel 2. Weight dari layer 1 ke layer 2 
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Tabel 2. Weight dari layer 1 ke layer 2 (lanjutan) 
 
  
T
ab
el
 2
. 
W
ei
g
h
t 
d
ar
i 
la
ye
r 
1
 k
e 
la
ye
r 
2
 (
la
n
ju
ta
n
) 
n
e
u
ro
n
 1
1
n
e
u
ro
n
 1
2
n
e
u
ro
n
 1
3
n
e
u
ro
n
 1
4
n
e
u
ro
n
 1
5
n
e
u
ro
n
 1
6
n
e
u
ro
n
 1
7
n
e
u
ro
n
 1
8
n
e
u
ro
n
 1
9
n
e
u
ro
n
 2
0
n
e
u
ro
n
 1
-0
,9
42
68
-0
,1
07
13
0,
38
75
1
-0
,2
12
2
-0
,1
97
43
-0
,2
23
57
0,
72
33
6
-0
,4
57
38
0,
07
24
91
-0
,0
16
96
n
e
u
ro
n
 2
0,
21
95
6
0,
94
76
6
-0
,4
54
52
0,
30
21
8
-0
,1
37
5
-0
,6
04
76
-1
,2
33
0,
35
44
4
-0
,0
01
14
-0
,4
32
16
n
e
u
ro
n
 3
-0
,0
25
14
-0
,1
85
61
-0
,4
15
56
0,
32
37
8
-0
,2
13
2
-0
,8
10
85
0,
50
21
6
-0
,0
22
89
-0
,6
99
92
-0
,0
11
34
n
e
u
ro
n
 4
0,
14
92
2
-0
,5
02
23
0,
31
2
-0
,0
14
79
0,
05
70
43
0,
17
69
2
-1
,0
95
3
-0
,0
52
24
-0
,4
92
46
-0
,0
94
79
n
e
u
ro
n
 5
0,
67
62
3
-0
,4
09
5
0,
28
59
8
0,
02
62
13
-0
,1
01
97
-0
,1
75
1
0,
30
39
2
-0
,6
94
11
0,
30
45
4
0,
12
27
2
n
e
u
ro
n
 6
-0
,5
85
41
0,
53
11
3
0,
44
92
9
0,
04
83
2
0,
51
72
5
-0
,0
27
43
-0
,5
92
2
0,
33
10
1
0,
58
40
5
-0
,0
52
24
n
e
u
ro
n
 7
-0
,3
82
46
-0
,1
04
71
-0
,5
00
47
-0
,2
36
82
-0
,3
67
62
-0
,1
77
32
-0
,5
53
53
-0
,1
66
02
0,
50
56
-0
,0
99
17
n
e
u
ro
n
 8
0,
12
74
4
1,
66
37
-1
,0
78
2
-0
,1
84
86
0,
79
02
2
2,
00
75
0,
39
55
3
0,
79
70
4
-0
,3
13
13
0,
03
31
41
n
e
u
ro
n
 9
-0
,7
95
95
-0
,5
41
77
-0
,2
01
66
-0
,0
11
42
-0
,9
15
82
-0
,2
54
79
0,
17
69
3
1,
48
37
-0
,0
19
74
-0
,0
45
01
n
e
u
ro
n
 1
0
0,
42
24
7
0,
87
43
-1
,8
80
9
0,
20
08
7
0,
31
55
7
-0
,2
22
48
-1
,2
14
9
-0
,0
49
48
1,
02
91
-0
,0
00
68
n
e
u
ro
n
 1
1
-0
,0
26
03
0,
51
42
3
0,
34
10
2
0,
12
28
6
-0
,0
53
02
-0
,6
64
54
0,
59
75
2
0,
44
80
5
-0
,9
16
06
0,
04
06
13
n
e
u
ro
n
 1
2
-0
,8
98
02
0,
44
67
4
-0
,9
33
05
0,
02
02
18
-0
,6
88
48
0,
16
11
1
-0
,2
92
12
-0
,3
45
04
-0
,3
73
24
0,
04
31
16
n
e
u
ro
n
 1
3
0,
43
32
5
-1
,0
21
7
-0
,2
30
93
-0
,0
69
8
0,
13
77
8
0,
85
28
6
-0
,5
78
55
1,
96
67
-0
,2
40
4
-0
,0
38
01
n
e
u
ro
n
 1
4
0,
15
80
1
-0
,0
10
56
1,
26
26
-0
,3
67
03
0,
44
72
4
-1
,2
95
1
-0
,0
57
71
-0
,7
46
68
0,
15
15
3
0,
04
75
85
n
e
u
ro
n
 1
5
0,
22
67
6
-0
,7
96
04
1,
10
61
-0
,2
23
22
-0
,0
13
8
0,
99
79
1
-0
,4
13
1
0,
52
26
4
-0
,2
58
53
-0
,2
67
78
n
e
u
ro
n
 1
6
-0
,4
66
41
0,
27
87
8
-0
,3
00
29
-0
,1
79
38
0,
51
84
5
-0
,1
49
33
-0
,1
85
42
-0
,5
87
87
-0
,7
22
05
-0
,0
00
18
n
e
u
ro
n
 1
7
0,
31
00
8
-0
,4
48
-0
,5
82
77
-1
,1
44
6
0,
43
22
9
-0
,2
31
14
0,
21
67
4
0,
67
07
4
-0
,3
78
89
-0
,3
88
88
n
e
u
ro
n
 1
8
0,
34
54
8
-0
,0
28
01
0,
26
09
2
0,
23
47
2
-0
,0
59
64
0,
56
18
6
-0
,4
12
2
0,
42
96
9
-0
,7
26
35
-0
,2
47
59
n
e
u
ro
n
 1
9
-1
,1
66
6
-0
,6
25
05
1,
03
75
0,
08
68
64
0,
46
13
6
1,
52
46
-1
,0
38
7
-1
,3
85
4
-0
,8
39
84
-0
,0
19
06
n
e
u
ro
n
 2
0
0,
51
54
6
-1
,0
31
3
0,
44
6
0,
39
07
3
0,
28
57
8
0,
61
66
7
-0
,2
90
63
-0
,5
15
06
0,
17
31
9
0,
40
71
 Layer 2
la
ye
r 
1
56 
 
 
 
Tabel 3. Weight dari layer 2 ke layer 3 
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Tabel 6. Bias untuk layer 1 
 
  
neuron 1 -3,1052
neuron 2 -3,3769
neuron 3 -2,1958
neuron 4 -0,87313
neuron 5 -2,4757
neuron 6 -0,70068
neuron 7 -1,3602
neuron 8 -1,4373
neuron 9 -0,01415
neuron 10 -0,02453
neuron 11 -0,15318
neuron 12 0,24707
neuron 13 0,24286
neuron 14 -0,14624
neuron 15 1,1059
neuron 16 -0,74702
neuron 17 2,2405
neuron 18 3,4679
neuron 19 -2,8692
neuron 20 -3,1962
La
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Tabel 7. Bias untuk layer 2 
 
  
neuron 1 1,8775
neuron 2 -1,3434
neuron 3 -1,5565
neuron 4 -1,2121
neuron 5 0,47278
neuron 6 1,042
neuron 7 0,072962
neuron 8 0,13863
neuron 9 0,31284
neuron 10 -0,42849
neuron 11 -0,04744
neuron 12 0,56659
neuron 13 -1,261
neuron 14 0,15735
neuron 15 -1,3958
neuron 16 0,99473
neuron 17 1,5663
neuron 18 1,443
neuron 19 -1,0283
neuron 20 1,4871
La
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Tabel 8. Bias untuk Layer 3 
 
  
neuron 1 -2,1215
neuron 2 -1,6376
neuron 3 -1,5272
neuron 4 -1,174
neuron 5 1,5251
neuron 6 -1,3473
neuron 7 -0,14063
neuron 8 0,41006
neuron 9 0,099727
neuron 10 -0,04625
neuron 11 -0,44426
neuron 12 -0,55784
neuron 13 0,70218
neuron 14 0,32642
neuron 15 0,67292
neuron 16 0,85989
neuron 17 -0,66195
neuron 18 1,5485
neuron 19 1,6075
neuron 20 -1,4747
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Tabel 9. Bias untuk Layer 4 
 
  
neuron 1 -1,7675
neuron 2 -1,6788
neuron 3 -0,81295
neuron 4 0,51922
neuron 5 2,6883
neuron 6 -0,87114
neuron 7 0,024379
neuron 8 0,6082
neuron 9 0,84199
neuron 10 -0,22689
neuron 11 0,16855
neuron 12 -0,11497
neuron 13 -0,51535
neuron 14 -0,71004
neuron 15 0,46115
neuron 16 0,58808
neuron 17 -1,0146
neuron 18 -0,76106
neuron 19 -1,5082
neuron 20 -0,8334
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Tabel 10. Bias untuk Layer 5 
 
  
neuron 1 -2,7819
neuron 2 0,26371
neuron 3 -1,3878O
u
tp
u
t 
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