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Let (X, d) be a metric space and S(x, r), S[x, r] be respectively the 
open and closed balls in X with centre x and radius r, i.e. S(x, r) = 
={y: d(x, y)<r} and S[x, r]={y: d(x, y),;;;;r}. In a recent note [I], N. 
Artemiadis has considered the assertion that for each x E X, r > 0, the 
closure S(x, r) of the open ball S(x, r) is the closed ball S[x, r]. Although 
the above assertion is erroneously stated in [2] to be true in general, it 
is easily seen to be false in case of an abstract set consisting of at least 
two points given with the discrete metric. For convenience, we shall refer 
to the above assertion simply by (*). In the present note, we first prove 
a necessary and sufficient condition for (*) to hold, slightly improving 
the characterization presented in [I]. Next, we extend a sufficient criterion 
for(*) (Theorem 2 in [I]) to a larger class of metrics. Finally, we present 
a rather mild condition on the metric and prove that under such con-
ditions, assertion (*) always holds. 
For any two distinct points a, bE X, denote by I(a, b) the set S(a, r) () 
() S(b, r), where r=d(a, b), and I'(a, b) the derived set of I(a, b). 
Theorem I. Assertion (*) holds if and only if for any two distinct 
elements a, bE X, {a, b} C l'(a, b). 
Proof. Suppose that assertion (*) holds. Let a, bE X, ai=b and 
d(a, b)=r. By hypothesis S(a, r)=S[a, r], and b ES[a, r], and hence there 
exists a sequence {bn} in S(a, r) such that d(bn, b) -7- 0. Taking n sufficiently 
large such that d(bn, b)< r, this results in a subsequence contained in 
l(a, b) and sob E I'(a, b). Reversing the role of a and b, we conclude that 
{a, b} C I'(a, b). 
Conversely, we can easily see that S(x, r) C S[x, r] for every x EX and 
r> 0. Now let y E S[x, r] and d(x, y) =r. By hypothesis y E I'(x, y), thus 
there exists a sequence {Yn} C l(x, y) C S(x, r) such that d(yn, y) -7- 0, 
proving that S[x, r] C S(x, r). 
The above result is a slight improvement of Theorem I in [I]. We 
shall now prove an extension of Theorem 2 in [I]. 
*) This work was partly supported by a Summer Research Fellowship from the 
Canadian Mathematical Congress, at Vancouver, 1965. 
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It is clear from the above lemma that any two of the above four 
statements (i)-(iv) imply the remaining two. 
Lemma 2. Let x, y, z,. E (X, d) and a E I, where I is a directed set, 
and z,.'s satisfy 
(i) d(x, z,.) + d(z,., z13 ) = d(x, z13 ), if a> {J. 
(ii) lim d(x, z) = L, i.e. the directed limit of {d(x, z,.)}. 
~ 
" 
Then {z,.} is a Cauchy net. 
Proof. From (i) it is clear that if a;;;,(J, then d(x, z,.)<d(x, z13 ). For 
an arbitrary s> 0, choose a0 such thatL- (s/2)<d(x,z,.) <L+(s/2) for every 
x>ao, which is possible on account of (ii). Now observe for y, o;;;,a0 
proving that {z,.} is a Cauchy net. 
We are now ready to prove our main result. 
Theorem 3. Let (x, d) be a complete metric space. If d is weakly 
ronvex, then assertion (*) holds. 
Proof. Let x, y EX, x=/=y. Denote by Z(x, y) the collection of all 
elements z EX satisfying d(x, z) + d(z, y) = d(x, y). Define an ordering on 
Z(x, y) by saying z1 < z2 if and only _if there exists a sequence {um} C X 
which satisfies: 
(a) d(x, um) + d(um, Z1) = d(x, Z1), 
(b) d(x, Um) + d(um, Um-1) = d(x, Um-1), 
(c) d(um, z2)--+ 0, as m--+ oo. 
It is clear from Lemma l that {um} C Z(x, y). Moreover since [d(x, z2)-
-d(x, um)[ ,;;;;d(z2, um)--+ 0 as m--+ oo, we have d(x, z2)+d(z1, z2)=d(x, z1), 
if z1 ,;;;;z2• In order to show that < defines a partial ordering on Z(x, y), 
it suffices to show that it is transitive (clearly, it is reflexive and anti-
symmetric). Let Z1<z2, z2<za, and {um}, {vn} be such that d(um, Z2)--+ 0 
and d(vn, z3)--+ 0. To conclude that Z1<za, it is only necessary to check 
that the sequence { Vn} satisfies: 
d(x, vn)+d(vn, Z1)=d(x, z1). 
Observe from Lemma l that 
d(x, vn)+d(vn, Z1) = d(x, vn) + d(vn, z2) + d(z2, Z1) 
= d(x, vn) + d(vn, z1) 
= d(x, z1). 
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Definition I. The metric d of a metric space (X, d) is said to be 
A.-convex if for each x andy in X, there exists an element z EX such that 
d(x, y)= 1/A. d(x, z)= 1/(1-A.) d(z, y) for some fixed A. E {0, 1). 
A metric d is called convex if it is A.-convex with A.=1/2· Clearly every 
norm is convex, in fact A.-convex for all A. E (0, 1). 
Theorem 2. Let (X, d) be a metric space. If d is A.-convex, then 
assertion (*) holds. 
Proof. Let a, bE X, ai=b. By hypothesis, there exists b1 EX such 
that d(b1, b)= A.d(a, b) and d(a, b1) = (1-A.)d(a, b). Proceeding by induction, 
we may pick a sequence of elements {bi} C X such that d(bi, b) =A.d(bi-1• b) 
and d(bi-1, bi) = (1-A.)d(bi-1, b) where i = 1, 2, ... and bo denotes a. Clearly 
d(bn, b) =A.nd(a, b)~ 0, as n ~ =· Moreover, d(bn, b) .;;;;;A.d(a, b) <d(a, b) 
and 
.. 
d(a, bn) < L d(bi-1, bi} 
1=1 
.. 
= {1-A.) d(a, b) L A,i 
i=l 
= A.(1-A.n+1)d(a,b}<d(a,b). 
Hence {bn} C I(a, b) and d(bn, b)~ 0. By reversing the role of a and b, 
and from Theorem 1, we arrive at the desired conclusion. 
Corollary. For any normed linear space, assertion (*} always holds. 
Definition 2. The metric d of a metric space {X, d) is called weakly 
convex if for every two distinct points x, y EX, there exists zi=x, y, such 
that d(x, z)+d(z, y}=d(x, y}. 
We shall later need the following lemmas: 
Lemma 1. Let x, y, z, u E (X, d) which satisfy 
(i} d(x, z} + d(z, y} = d(x, y} 
Then, 
(ii) d(x, u) + d(u, z) = d(x, z) 
(iii} d(x, u} + d(u, y} = d(x, y) 
(iv) d(u, z) + d(z, y) = d(u, y). 
Proof. We observe that 
and similarly that 
d(x, y) < d(x, u) + d(u, y) 
< d(x, u) + d(u, z) + d(z, y) 
= d(x, z) + d(z, y) = d(x, y). 
d(u, y) < d(u, z) + d(z, y) 
< d(x, z) - d(x, u) + d(y, z) 
= d(x, y) - d(x, u) = d(u, y). 
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Now let {z"': eX E J} be a chain in the partially ordered set Z(x, y). Since 
the non-negative real sequence {d(x, z"')} is monotone decreasing, we 
conclude from Lemma 2 that {za} is a Cauchy net. By the completeness 
of X and property (a), (b) of the partial ordering, its limit again belongs 
to Z(x, y). Let M be a maximal chain in Z(x, y) (its existence guaranteed 
by Zorn's lemma), and its limit by p. We claim that p=x, for otherwise 
we may again generate a sequence "between" p and x having a limit 
point say z. But z > p and z =1= p, violating the maximality of M. Reversing 
the argument for x andy, and by Theorem l, we conclude that assertion 
(*) holds. 
Since every A.-convex metric is weakly convex, Theorem 3 is a general-
ization of Theorem 2. Note that every A.-convex metric induces certain 
structural property on (X, d) which is uniform throughout X; but the 
concept of weak convexity is "non-uniform". We also remark that the 
completeness of (X, d) is necessary as may be seen by the following 
example. Let Q1 be the set of rationals modulo l, and X= Q1 u { _l /2} 
with the usual metric. Clearly the metric on X is weakly convex, but 
S(1J4 , 3j4) =!=S[lj4, 3/4]. It is also noteworthy that weak convexity is not 
necessary for assertion(*) to hold. Take X to be the subset {(x, y): y=ex, 
0 < x < 2n} in the plane with the Euclidean metric. Clearly assertion ( *) 
holds in this case, but the weak convexity condition fails to hold. 
Finally, we give an example of a locally convex complete metric linear 
space in which assertion ( *) fails to hold. Let X be the space of the reals 
and let p be a pseudo-norm defined by: 
x = { JxJ if JxJ < l 
p( ) l if JxJ > l. 
Clearly the metric linear space as induced by p through d(x, y) = p(x- y) 
is complete and locally convex, but S(O, l)=[-1, -l]=!=S[O, l]=R. 
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