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Biochemical reactions are fundamentally noisy at a molecular scale. This limits the precision of
reaction networks, but also allows fluctuation measurements which may reveal the structure and
dynamics of the underlying biochemical network. Here, we study non-equilibrium reaction cycles,
such as the mechanochemical cycle of molecular motors, the phosphorylation cycle of circadian clock
proteins, or the transition state cycle of enzymes. Fluctuations in such cycles may be measured using
either of two classical definitions of the randomness parameter, which we show to be equivalent
in general microscopically reversible cycles. We define a stochastic period for reversible cycles
and present analytical solutions for its moments. Furthermore, we associate the two forms of the
randomness parameter with the thermodynamic uncertainty relation, which sets limits on the timing
precision of the cycle in terms of thermodynamic quantities. Our results should prove useful also
for the study of temporal fluctuations in more general networks.
I. INTRODUCTION
Networks of biochemical reactions are at the heart of
all biological processes. Yet, reactions are stochastic by
nature. On the one hand, this poses fundamental lim-
its on the precision of any biochemical mechanism. By
understanding these physical constraints, one can get in-
sights into the design logic, biological function, and se-
lective pressures that shape the physiology of living cells.
On the other hand, stochasticity can be observed exper-
imentally in living cells, through the advent of a range
of experimental techniques which achieve single-molecule
resolution. Fluctuation data complements measurements
of average concentrations, and can aid in model infer-
ence (see e.g.[1]). Both in finding physical constraints
and in performing model inference, we face the challenge
of devising a theoretical framework for predictions of fluc-
tuations in biochemical networks.
Here, we present a theoretical study of fluctuations in
driven biochemical reaction cycles. Cyclic reactions oc-
cur in diverse contexts, such as enzymatic kinetics with
an arbitrary number of intermediates [2], molecular mo-
tors like kinesin [3], and molecular clocks such as the
protein modification cycle at the heart of the circadian
rhythms of the cyanobacterium S. Elongatus [4].
Fluctuations in cyclic processes are conventionally
quantified by the so-called randomness parameter, the
central quantity of statistical kinetics [2, 3, 5]. The ran-
domness is most easily introduced in the context of ir-
reversible molecular motors. Here, a motor protein per-
forms a sequence of internal rate limiting transitions be-
fore each physical step on its track. If the last of those
transitions is effectively irreversible, then the motor can
only step forward. To measure fluctuations in the step-
ping rate, the randomness parameter is typically defined
as the squared coefficient of variation of the waiting time
∗ h.wierenga@amolf.nl
T at each physical position of the motor,
rT =
Var(T )
〈T 〉2
. (1)
Alternatively, we may consider fluctuations in the dis-
tance traveled by the motor in a set time interval. Here
one is led to define the randomness as the Fano factor of
the total number of steps W (t) after a (long) time t,
rW = lim
t→∞
Var(W (t))
〈W (t)〉
. (2)
It was shown by Schnitzer and Block [2, 5] that in fact
these definitions agree when the cycle is irreversible and
W (t) cannot decrease, that is,
rT = rW . (3)
In contrast, for reversible cycles, where forward and back-
ward steps in W (t) happen with different waiting times,
only rW has been studied [7]. Its original definition re-
mains valid as the Fano factor of the current cycle num-
ber. However, it is not obvious suitably extend the defi-
nition of rT , and whether Eq. 3 can hold.
In this article, we propose a definition for a stochas-
tic period in reversible cycles. We show that it possesses
properties expected of a period, such as independence
from the initial condition, and equality between the av-
erage period and reciprocal of the flux. The randomness
parameter rT associated with this period is indeed equiv-
alent to a step-based randomness rW , so that a general-
ized Eq. 3 holds for reversible cycles. This is our first
main result. Next, we give exact expressions for the vari-
ance of the period in general Markovian cycles. Finally,
the equivalence Eq. 3 extends the validity of a recent re-
sult, termed the thermodynamic uncertainty relation [8],
to the period of a cycle. Specifically, the relation sets a
fundamental bound on the precision of the clock period
in terms of free energy dissipation and substep number.
We close by formulating design principles that result from
this bound, and that show how parameters can be opti-
mized to maximize the precision of the period.
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FIG. 1. State transition diagrams for three related Markov chains with N = 4. (a) The circular reversible Markov chain C(t)
with state space {0, 1, . . . , N − 1} and transition rates ki±. We assume there is a drift in the clockwise direction. The average
period can be defined as the reciprocal of the steady state flux. (b) The circular chain can be unfolded onto the integer line,
resulting in the Markov chain Z(t) ∈ Z with initial state Z(0) = 0. The stochastic period corresponds to the fist passage time
at state N , T0,N , which has a well defined probability distribution because of the forward drift. The winding number W (t)
counts the net number of completed cycles of the particle. (c) To study the backward fluctuations, it is helpful to consider the
current position Z(t) minus the maximum value of the winding number so far, defined as the stochastic variable V (t) ∈ Z<N .
The maximum winding number can be increased by one with rate kN−1+ from state N − 1, causing V (t) to be reset to 0. The
winding number relative to its maximum value is given by ∆(t).
II. RANDOMNESS PARAMETERS FOR
REVERSIBLE CYCLES
Consider a cyclic Markov chain C(t) as in Fig. 1a.
The N states of the Markov process C(t) are labeled
{0, 1, . . . , N − 1}, and possible transitions from state i to
state j are defined using the rates ki,j ,
ki,j =

ki+ if j = i+ 1 mod N
ki− if j = i− 1 mod N
− (ki+ + ki−) if j = i
0 otherwise,
(4)
where m mod n ≡ m − n
⌊
m
n
⌋
is the modulo operation,
and ⌊x⌋ represents the floor function. The initial location
of the particle is at point 0, such that C(0) = 0. The
Markov chain C(t) can be used to model diverse phe-
nomena, such as the chemical state network of molecular
motors [3], or the phosphorylation cycle of the circadian
clock protein KaiC [9, 10].
Biochemical cycles are driven out of equilibrium by
their coupling to an external bath. For example, enzy-
matic cycles operate out of equilibrium to form products,
and are driven by a replenishment of the substrate or the
consumed ATP. Here, we treat fuel turnover implicitly:
the use of fuel molecules is absorbed into the (effective)
state transition rates, assuming that the chemical poten-
tials of fuel molecules are held constant. The total fuel
turnover within a cycle causes a finite free energy drop
∆F > 0 per cycle (the affinity of the cycle) and makes
the process macroscopically irreversible, so that particles
proceed in one preferred direction on average. We make
the arbitrary choice that this drift is directed forward.
The exponentiated affinity Q is related to the transition
rates in the cycle by local detailed balance [11],
Q ≡ exp(−∆F/kBT ) =
N−1∏
i=0
ki−
ki+
< 1, (5)
where kB and T are the Boltzmann constant and the
absolute temperature, respectively.
Because the cycle is reversible, the net number of com-
pleted cycles, or winding number, may decrease occasion-
ally. However, the winding number is guaranteed to ul-
timately reach any point in the forward direction as a
consequence of the drift (see Sec. S.I [12]). Since the par-
ticle will move forward, we propose to define the stochas-
tic period of the cycle as the time it takes to move one
net cycle forward. This implies that succeeding a pos-
sible backward cycle, a particle needs to complete two
forward cycles to increase the net position by one and to
end the current period. To characterize the period more
clearly we unfold the circular chain onto the integer line
as in Fig. 1b. The Markov chain Z(t) that emerges has
3state space Z and follows similar transition rates as C(t),
ki,j =

k(i mod N)+ if j = i+ 1
k(i mod N)− if j = i− 1
−k(i mod N)+ + k(i mod N)− if j = i
0 otherwise.
(6)
The initial condition reads Z(0) = 0.
The chain Z(T ) contains information not only about
the position within the cycle but also the net number of
cycles completed, the winding number W (t),
W (t) =
⌊
Z(t)
N
⌋
. (7)
The original chain C(t) can be recovered using the mod-
ulo operation,
C(t) = Z(t) mod N
= Z(t)−NW (t) . (8)
We can now consider stochastic waiting times Ti,j as
first passage times to reach state j from state i 6= j,
Ti,j ≡ min
t≥0
{t : Z(t) = j, Z(0) = i} . (9)
In particular, we define the stochastic period of the cycle
as TN ≡ T0,N . Backward excursions of arbitrary length
are allowed within one period, and need to be reverted
completely before a first passage can be made at point
N . It can be shown that because of the cyclic symmetry
of the chain, the period is invariant under spatial trans-
lations (see Sec. S.II [12]),
Tj,j+N ∼ T0,N ∀j ∈ Z, (10)
where the symbol ∼ indicates that random variables are
identically distributed. Equation 10 shows that the pe-
riod is an intrinsic property of the cycle, independent of
the starting point, and it justifies the shorter notation
TN . The average period is related to the steady state
flux J of the circular Markov chain C(t) [13] (also see
Sec. S.III [12]),
〈TN 〉 = 1/J. (11)
We can now study the randomness parameter in the
same manner as was previously done for irreversible cy-
cles,
rT =
Var(TN)
〈TN 〉2
. (12)
This definition of the randomness parameter incorporates
the original Eq. 1 [5], and extends it to reversible systems.
For irreversible cycles, the winding numberW (t) can only
increase, and upon an increment of W (t), both the first
passage time TN and the waiting time T end. Therefore,
the stochastic period coincides with the waiting time of
the winding number in this special case.
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FIG. 2. Example time traces of the current cycle number of
the particle (winding numberW (t)), and the furthest position
so far (maximum M(t)). The data are produced by kinetic
Monte Carlo simulations of a system with N = 5 states per
cycle, and uniform rates, such that on average one forward
substep is made per 1.0 s, and one backward substep per 1.5 s.
As indicated in the main text, the stochastic period TN cor-
responds to the interval between two increments of M(t), and
has an average of 15 s in this example.
The alternative characterization of the fluctuations of
the cycle starts from the winding number. In order to
track forward progress only, we consider the maximal
winding number so far,
M(t) ≡ max
t′≤t
{W (t′)} . (13)
For a molecular motor, the maximal winding number rep-
resents the furthest physical location reached yet. Be-
cause it can only increase, and subsequent values are in-
dependent and identically distributed, M(t) is a renewal
process [2]. As shown in Fig. 2, intervals of constant M
end whenever the winding number reaches a value that
was not attained before. The stochastic waiting time of
M(t), defined as the time between two increments, is pre-
cisely TN , because a first passage at the next cycle ends
the period and raises the maximum winding number. Ac-
cordingly, M(t) also counts the number of completed pe-
riods so far.
We may then define a randomness based on the maxi-
mal winding number as
rM = lim
t→∞
Var(M(t))
〈M(t)〉
. (14)
In the special case of irreversible cycles, rM as defined
here reduces to the previous winding number randomness
rW Eq. 2, since then M → W . For general reversible
cycles, rW and rM are not a priori equal.
4III. RESULTS
A. Equivalence of randomness parameters
Schnitzer and Block showed that rW and rT coincide
for irreversible cycles, Eq. 3 [5]. It turns out that their
proof carries over unchanged to the reversible system,
when using the maximal winding number instead of the
winding number. That is,
rT = rM . (15)
The original proof of this relation was given by Smith [2]
in the context of general renewal processes. It holds be-
causeM(t) is a renewal process with waiting times ∼ TN ,
as indicated before. In the following, we will show that
in fact not only Eq. 15 but also Eq. 3 holds for reversible
cycles.
To that end, we first need to prove the following rela-
tion,
lim
t→∞
Var(W (t))
〈W (t)〉
= lim
t→∞
Var(M(t))
〈M(t)〉
. (16)
It is convenient to study the nonpositive difference
∆(t) ≡W (t)−M(t), which we use to rewrite
rW = lim
t→∞
Var[W (t)]
〈W (t)〉
= lim
t→∞
Var[M(t)] + Var[∆(t)] + 2Cov[M(t) ,∆(t)]
〈M(t)〉+ 〈∆(t)〉
.
(17)
Both the mean and variance of M(t) grow linearly with
t in leading order [2]. We will show below that the mean
and variance of ∆(t) stay finite for long times, implying
that they do not contribute to the limit, Eq. 17. The
remaining covariance term has bounds set by the Cauchy-
Schwarz inequality [14],
|Cov[M(t) ,∆(t)]| ≤
√
Var[M(t)] Var[∆(t)]. (18)
If the variance of ∆(t) remains finite, then the covari-
ance term in Eq. 17 grows slower than the leading term
Var[M(t)], and will not contribute to the limit either.
Then indeed Eq. 15 follows.
Hence, it remains to show that the first two statisti-
cal moments of ∆(t) actually stay finite in the long time
limit. To this end we introduce the new microscopic vari-
able V (t), defined as
V (t) = Z(t)−NM(t) . (19)
V (t) < N is the current offset from the furthest cycle
reached. Our motivation for studying V (t) is its relation
to ∆(t), ⌊
V (t)
N
⌋
=
⌊
Z(t)
N
⌋
−M(t)
=W (t)−M(t)
= ∆(t) . (20)
Since M(t) is derived from Z(t), the new variable V (t)
is completely determined by Z(t). In fact, by itself V (t)
constitutes a Markov chain, with a state transition dia-
gram as shown in Fig. 1c. As shown there, one transition
of this chain is irreversible.
To understand the one-way transition, we notice that
the maximum winding number increases irreversibly from
M to M + 1 whenever Z(t) transitions from state
(M + 1)N − 1 to state (M + 1)N . Concurrently, V (t)
transitions from state N−1 to state 0 (Eq. 19), effectively
resetting it to the origin. Therefore, the irreversibility of
the transition originates from that of M(t).
Using the new Markov chain, we can show that the
mean and variance of V (t) and ∆(t) will tend to finite
values. In contrast to Z(t) on the integer line, which
increases endlessly and thus has no stationary distribu-
tion, V (t) does have a stationary distribution. As shown
in detail in Sec. S.IV [12], the stationary probability dis-
tribution decreases exponentially for V (t)→ −∞. Then,
Eq. 20 implies that ∆(t) also has a stationary distribu-
tion with an exponential tail on the left. In other words,
it is exponentially unlikely for the particle to move back-
wards a certain distance from the furthest point reached
before. Because the stationary distribution of ∆(t) is
bounded on the right and has an exponential tail on the
left, it has finite moments of any order. In particular,
this implies that as t → ∞, the mean and variance of
∆(t) are O
(
t0
)
, so that the covariance term in Eq. 17 is
O
(
t1/2
)
. This completes the proof of Eq. 16, and conse-
quently establishes relation Eq. 15, so that in conclusion,
we arrive at Eq. 3,
r ≡ rT = rM = rW (21)
for general reversible or irreversible reaction cycles.
B. Statistical moments of the period
The randomness parameter is useful for comparing ex-
perimental results to theoretical predictions. Chemla et
al. derived the exact solution rW for reversible cycles [7],
and this exact solution now carries over to rT . Addition-
ally, their analytical expression provides an alternative
route for showing the equivalence of both forms of the
randomness parameter. In this section we give analytical
solutions of the moments of the first passage time, which
directly give rT . Comparing this result with that for rW ,
we confirm the equivalence Eq. 21.
To find the moments of TN , it is convenient to decom-
pose the first passage time into first passage times at each
microscopic interval,
TN ∼ T0,N =
N−1∑
i=0
Ti,i+1. (22)
Notice that a path causing a first passage is allowed to re-
cross the initial point an arbitrary number of times before
5reaching the final point. We denote the first-passage time
density of Ti,j by fi,j(t). Si(t) denotes the survival prob-
ability at state i, given by Si(t) = exp(−(ki+ + ki−)t).
The single step first passage time distributions are linked
by the relation
fi,i+1(t) = Si(t) ki++
∫ t
0
dt′Si (t
′) ki−fi−1,i+1(t− t
′) .
(23)
Eq. 23 splits the paths from i to i + 1 into paths where
the first step is made in either the positive or negative
direction. By taking the Laplace transform and using
it as the moment generating function, we find relations
for all statistical moments of Ti,i+1. In Sec. S.V [12],
these coupled equations are derived and solved, providing
exact solutions to the mean and variance of the stochastic
period,
〈TN 〉 = (1−Q)
−1
N−1∑
i,j=0
1
ki+
j∏
ℓ=1
k(i+ℓ)−
k(i+ℓ)+
;
Var(TN ) = (1−Q)
−3
N−1∑
i=0
N−1∑
j=0
1
k(i−j)+
j∏
ℓ=1
k(i−j+ℓ)−
k(i−j+ℓ)+
2
×
1 + 2N−1∑
j=1
j∏
ℓ=1
k(i+ℓ)−
k(i+ℓ)+
+
N−1∏
ℓ=0
kℓ−
kℓ+
 .
(24)
Here, Q is the product of the rates as in Eq. 5.
We inserted the analytical moments Eq. 24 in Eq. 12 to
obtain an exact expression for rT . We then compared this
to the analytical expression for rW obtained by Chemla
et al. [7]. While Eq. 21 implies that they must be identi-
cal, we were unable to rewrite our analytical expression
in the form of that of Chemla et al. due to the complexity
of the expressions. Still, using the computer algebra sys-
tem Mathematica [15], we have directly confirmed their
equivalence up to N = 55, suggesting it holds for arbi-
trary N (as Eq. 21 implies), and lending strong support
for Eq. 24 and the result by Chemla et al.
C. Optimal precision of the period
In recent work, Barato and Seifert introduced a
so-called thermodynamic uncertainty relation, which
bounds the minimum value of the Fano factor rW in the
long time limit [8] in terms of the number of substates
and the energy dissipation rate. The bound was subse-
quently proved by Gingrich et al. [16]. Combined with
our result Eq. 21, the bound reads
rT = rW
≥
1
N
coth
(
∆F
2NkBT
)
≥ max
{
2kBT
∆F
,
1
N
}
. (25)
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FIG. 3. Dissipation suppresses fluctuations. The randomness
parameter is calculated in the optimal case of uniform rates,
as a function of the number of steps per cycle N and the dis-
sipation per cycle ∆F . It is evident that for low dissipation,
increasing the number of steps cannot lower the randomness
parameter. However, when the free energy drop per cycle be-
comes large (∆F ≥ 2NkBT ), N becomes limiting and the
precision increases only with increasing the number of sub-
steps. The dotted lines represent the final inequality in Eq. 25
for the case N = 5.
The first inequality is the thermodynamic uncertainty
relation [8, 16]; it is saturated for a cycle with uniform
forward and backward rates, such that ki± = k±. The
second, looser inequalities are found in the limit that ei-
therN or ∆F approaches infinity. Hence, the equivalence
of the different randomness parameters Eq. 21 extends
the uncertainty relation to the cycle period, which there-
fore has direct implications for the workings of molecular
clocks.
The bound Eq. 25 for the precision of timing rT con-
strains the optimal design of biochemical timekeeping
mechanisms. Circadian clocks are present in many or-
ganisms, such as the relatively simple cyanobacteria [17].
Here, a post-translational modification cycle produces
approximately 24 hour rhythms [18]. Although in real
cyanobacteria many KaiABC protein complexes in a bac-
terium go through their biochemical modification cycles
in a partly synchronized way, we can expect that the
single-cycle expression Eq. 25 gives a correct intuition
about the limiting resources: A precise clock period re-
quires both a sufficient number of cyclic substates and
an adequate cycle affinity. When both the average pe-
riod of the cycle and the free energy dissipation per cycle
are held constant, then the lowest possible variance is
achieved by choosing uniform rates [8, 16]. Furthermore,
to prevent wasting resources, it is beneficial to tune both
the number of steps N and the free energy dissipation,
such that both bounds on the final line of Eq. 25 are
6equally limiting,
Nopt =
∆Fopt
2kBT
. (26)
Fig. 3 shows that when ∆F/kBT is small, it limits the
precision, meaning that the optimal randomness is in-
dependent of N . In other words, the low free energy
investment cannot be compensated by a large number of
substeps. Conversely, when ∆F/kBT is larger than 2N ,
it has hardly any benefit in reducing the randomness.
The number of substeps then limits the precision, and
the latter can only increase by increasing N . A similar
design principle has recently been obtained for the opti-
mal allocation of resources in cellular sensing [19, 20]. In
an optimally designed system, each fundamental resource
should be equally limiting.
D. Measurement protocols
The two equivalent forms rT = rW of the randomness
parameter relate to two alternative methods of measuring
the stochasticity of an enzymatic cycle [5]. A prolonged
measurement of the time trace of a single motor protein
position may include many (M) completed periods, giv-
ing M samples for computing the randomness parameter
rT (see Fig. 2). However, as pointed out by Schnitzer and
Block [5], experimental measurements of each period may
require a high temporal and spatial resolution. In the ex-
ample of a motor protein, it would be essential to track
the timing and direction of each physical step. When
such measurement precision is not available, rW gives
another option for measuring the randomness, since it
only requires samples of the number of completed cycles
W (t). For a motor, this corresponds to the final distance
traveled after a certain time, while for enzymatic cycles
it coincides with the number of product molecules. Mul-
tiple independent samples are needed in order to measure
rW via Eq. 2. This data can either be gained from a col-
lection of propagating molecules, or from sections of a
single long time trace. This way, when the resolution to
measure individual periods and to estimate rT is miss-
ing, rW can still provide an estimate for the randomness
parameter.
Now, considering the case where the measurement pre-
cision is sufficient for determining either rT or rW , is
there one that converges quicker to the desired result?
In Sec. S.VI [12] we compare the estimation of rW and
rT from similar sets of data, to investigate the differences
between their estimation errors. We use a simple method
to calculate both versions of the randomness parameter,
and show that estimation of rW involves a trade-off in the
finite observation time t after which samples of W (t) are
taken. For short t, many samples of W (t) are found, but
the result suffers from a significant systematic bias. For
large t, the bias disappears since we approach the limit
in definition Eq. 2, but the number of samples decreases,
reducing the precision. The estimate of rT is not subject
to this trade-off, and appears to converge quicker than
that of rW , because TN can be sampled more frequently
thanW (t). Therefore, rT should be favored when the ex-
perimental resolution allows it; use of rW requires careful
correction of the finite-time bias.
IV. DISCUSSION
In recent works, efforts were made to study tempo-
ral precision in stochastic networks. Barato and Seifert
considered either the Fano factor rW [21, 22], or the co-
herence time of oscillations in the occupancy of a single
site [23]. Here we have presented the equivalence Eq. 21
for reversible cycles, showing that the Fano factor rW
can be reinterpreted as a clock precision by relating it to
the fluctuations in the period rT . This in turn widens
the applicability of the thermodynamic uncertainty rela-
tion [8] to temporal variables. In the example of molec-
ular clocks, it translates to a bound for the clock pre-
cision of reversible cycles. A cycle reaches the high-
est timing accuracy when all transitions have uniform
forward- and backward rates. As intuitively expected,
the bound shows that the period can become more de-
terministic when either the number of substates per cycle
or the free energy dissipation per cycle is increased. Yet
both these quantities are fundamentally limiting the pre-
cision, meaning that each sets its own lower bound on
the precision, and that one cannot compensate for the
other [19, 20].
The second study [23] employs a different approach to
quantifying the precision of biochemical clocks, which can
be applied to any non-equilibrium network, and involves
defining an average period as a property of the transition
matrix. That average period is not to be confused with
the stochastic period TN defined here, which is a random
variable; their relation in the case of cyclic networks is
an interesting open question.
In a different work, Barato and Seifert discuss the in-
formation contained in higher moments of the period and
propose bounds on the skewness and kurtosis for irre-
versible cycles [24]. We show how to calculate these mo-
ments for reversible cycles in section III B. It would be
interesting to see whether tighter lower bounds exist for
the higher moments just as for the randomness parame-
ter, and whether those bounds are saturated for a system
with uniform rates.
Very recently, Gingrich and Horowitz reported a rela-
tion between the large deviation functions for currents
and first passage times in general Markov chains [25],
which applies to the present setup. They also made a
connection between the thermodynamic uncertainty re-
lation and first passage time statistics. The main contri-
bution of our present work is a proof of the identification
rT = rW , Eq. 21 for unicyclic networks. Using the con-
cept of a stochastic period, our direct derivation of this
equivalence also affords physical intuition for the relation
of current and first-passage time in cycles.
7It is intriguing to ask if the equivalence Eq. 21 holds for
more general network topologies than the reversible cycle
as shown in Fig. 1a. Indeed, by examining the derivations
one can see that Eq. 21 holds in more general networks
if they fulfill the following conditions. First, it must be
possible to define a winding number W (t), of which the
average has a forward drift. This condition is already
fulfilled by takingW (t) as the net number of times a spe-
cific transition in the network is made, whenever there is
a stationary net forward flux through this pathway. The
renewal process M(t) derived from the winding number
then obeys Eq. 15, where the period is defined as the
waiting time of the renewal process. Second, the differ-
ence ∆(t) between the current- and maximum position
should have a limiting distribution with a finite average
and variance. This condition ensures that Eq. 16 holds.
It remains to be seen which networks conform to these
conditions, and whether the first condition implies the
second.
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1Supplemental Material:
Quantifying fluctuations in reversible enzymatic cycles and clocks
S.I. PROOF THAT THE PARTICLE MOVES FORWARD
The cyclic Markov chain C(t) and its unwound version Z(t), as defined in Eq. 4 and Eq. 6 of the main text respec-
tively, have several interesting properties. In this section, we will show that the non-equilibrium driving of the cycle,
which is set by the exponentiated affinity Q < 1, logically implies that a particle will make an arbitrary number of
forward transitions with probability 1. This fact is used for the definition of the period in Sec. II of the main text.
As mentioned in the main text, Ti,j is the first passage time at state j given that the particle started in state i,
and fi,j(t) is its probability density function. We denominate the probability that a particle will make at least one
passage at j by αi,j . This fraction is given by the integral of the first passage time density over all time, and thus the
goal of this section is to show that
αi,j ≡
∫ ∞
0
dtfi,j(t) = 1 if i < j and Q < 1. (S.1)
Before we arrive at this result, we describe some of the characteristics of the Markov chain Z(t) ∈ Z.
First, we would like to find relations for the first passage time distributions fi,j(t), with i < j. For this, it is helpful
to define the survival probability at a specific point as
Si(t) = e
−(ki++ki−)t. (S.2)
The survival probability is defined as the probability that a particle remains at location i for at least a time t, meaning
that it has not transitioned yet. When this probability is multiplied with the rate of making transitions, one finds the
probability density of waiting times at state i. The first step, which ends such a waiting time, can either be in the
forward or in the backward direction. Accordingly, the first passage time density from i to j can be conditioned on
the direction of this first step. If the step moves the particle from i to i± 1 at exactly time t′, then the particle still
needs to travel from state i± 1 to j in precisely the remaining time t− t′, in order to complete the first passage. This
provides the following fundamental relation on the single step first passage times,
fi,j(t) =
∫ t
0
dt′ [Si(t
′) ki+fi+1,j(t− t
′) + Si(t
′) ki−fi−1,j(t− t
′)] . (S.3)
For i = j − 1 the equation changes, because a single forward step creates a first passage directly,
fj−1,j(t) = Sj−1(t) kj−1+ +
∫ t
0
dt′Sj−1(t
′) kj−1−fj−2,j(t− t
′) . (S.4)
These equations can be used to show that the particle will always move forward. The following proof of Eq. S.1
resembles that given by e.g. Anderson [S1]].
A condition for the αi,j is found by integrating both sides of Eq. S.3 over all t ≥ 0. This integral turns the
convolutions into simple products of the separate integrals, and the integral of Eq. S.2 can be easily computed, leading
to
αi,j =
ki+
ki+ + ki−
αi+1,j +
ki−
ki+ + ki−
αi−1,j , (S.5)
whereas for i = j − 1, we find
αj−1,j =
kj−1+
kj−1+ + kj−1−
+
kj−1−
kj−1+ + kj−1−
αj−2,j . (S.6)
The denominators of Eq. S.5 and Eq. S.6 can be brought to their respective left hand sides, revealing that
(αi,j − αi−1,j) =
ki+
ki−
(αi+1,j − αi,j) if i < j − 1
(αj−1,j − αj−2,j) =
kj−1+
kj−1−
(1− αj−1,j) . (S.7)
2Recursive use of this equation gives
(αi,j − αi−1,j) = (1− αj−1,j)
j−1∏
ℓ=i
kℓ+
kℓ−
. (S.8)
This allows us to express each probability in terms of αj−1,j ,
αi,j = αj−1,j +
j−1∑
h=i+1
(αh−1,j − αh,j)
= αj−1,j − (1− αj−1,j)
j−1∑
h=i+1
j−1∏
ℓ=h
kℓ+
kℓ−
, (S.9)
where we have to remember that we are only considering the case that i < j. The formula can be checked for i = j−1,
in which case the summation from j to j − 1 vanishes by definition of the sum, and only the first term survives.
Next, it is possible to take the limit of i→ −∞. Furthermore, notice that
j−1∑
h=−∞
xh =
0∑
m=−∞
j−1∑
n=j−N
xmN+n (S.10)
for any xh, and
j−1∏
ℓ=mN+n
xℓ =
(
n−1∏
ℓ=mN+n
xℓ
)(
j−1∏
ℓ=n
xℓ
)
=
(
−1∏
ℓ=mN
xℓ
)(
j−1∏
ℓ=n
xℓ
)
, (S.11)
where the last equality is true when xh+mN = xh. This step becomes clear by rearranging the front and the back of
the product to make it independent of n. Eq. S.10 and Eq. S.11 imply that
lim
i→−∞
αi,j = αj−1,j − (1− αj−1,j)
0∑
m=−∞
j−1∑
n=j−N
j−1∏
ℓ=mN+n
kℓ+
kℓ−
= αj−1,j − (1− αj−1,j)
[
j−1∑
n=j−N
j−1∏
ℓ=n
kℓ+
kℓ−
][
0∑
m=−∞
−1∏
ℓ=mN
kℓ+
kℓ−
]
= αj−1,j − (1− αj−1,j)
[
j−1∑
n=j−N
j−1∏
ℓ=n
kℓ+
kℓ−
]
∞∑
m=0
(
Q−1
)m
. (S.12)
In the final step, we used the definition of Q from Eq. 5 of the main text to rewrite the product over N subsequent
fractions of rates. Additionally, the cyclic symmetry of the rates kmN+l± = kl± was applied to see that Q emerges
at each interval. The final sum of Eq. S.12 diverges, since we made the choice Q < 1. However, the limit of αi,j must
be a number between 0 and 1, because it represents a probability. The only way this is possible is when αj−1,j = 1,
because this takes out the diverging term before the limit is taken. Now the proof is easily finalized, as Eq. S.9 shows
that
αi,j = 1 ∀ i < j. (S.13)
S.II. PERIOD INVARIANCE UNDER TRANSLATIONS
To ensure a proper definition of the period in Sec. II of the main text, it is important that the cycle completion time
is not influenced by the initial position. If a different period existed for each initial state, this would disagree with
the intuition that oscillations are a property of the system as a whole. In the following, we show that the stochastic
time interval T0,N complies with this requirement.
Firstly, the transition rates in the system are symmetric under translations by multiples of N , causing the statistics
of the first passage times to obtain an identical symmetry,
Ti+mN,j+mN ∼ Ti,j ∀m ∈ Z. (S.14)
3Here, ∼ means that both variables are identically distributed. Focusing on T0,N , a first passage at N > 1 requires
passages at all intermediate points. Hence, the stochastic period can be decomposed into the first passage times
between all unique forward transitions,
T0,N =
N−1∑
i=0
Ti,i+1. (S.15)
Furthermore, the strong Markov property implies that all intermediate first passage times are statistically independent,
showing that we can solve the distribution of the full period by calculating the distributions of the intermediate
intervals. This will be important in Sec. S.V, where we calculate the statistical moments of the period.
To show that the period is independent from the initial state, the general initial position is taken to be any j ∈ Z.
Eq. S.14 implies that this initial position can be chosen such that 0 ≤ j ≤ N − 1 without influencing the distribution.
Then, the first passage time is decomposed as in Eq. S.15,
Tj,j+N =
j+N−1∑
i=j
Ti,i+1
=
N−1∑
i=j
Ti,i+1 +
j+N−1∑
i=N
Ti,i+1
∼
N−1∑
i=j
Ti,i+1 +
j−1∑
i=0
Ti,i+1
=
N−1∑
i=0
Ti,i+1 = T0,N . (S.16)
In this notation, a summation from 0 to −1 vanishes. In going from the second to the third line, Eq. S.14 is used
to lower the index by N . As a result, it is shown that the initial position j has no influence on the time it takes to
complete a net full cycle. Hence, the period in unambiguously defined, and it is justified to call it TN ≡ T0,N ∼ Tj,j+N ,
without indicating the initial position.
S.III. CONNECTION BETWEEN FLUX AND AVERAGE PERIOD
The average period 〈T0,N 〉 can be related to the steady state flux of the cycle C(t). To show this connection, we
follow a strategy that is similar to the one showing the equivalence between rT and rW in the main text. Since the
maximum winding numberM(t) is a renewal process, we can apply the elementary renewal theorem, which states [S2]]
lim
t→∞
〈M(t)〉
t
= lim
t→∞
d〈M(t)〉
dt
=
1
〈T0,N 〉
. (S.17)
The first step is due to l’Hoˆpital’s rule. A connection can be made with the current winding number W (t), using the
definition of ∆(t),
lim
t→∞
d〈W (t)〉
dt
= lim
t→∞
〈W (t)〉
t
= lim
t→∞
〈M(t)〉+ 〈∆(t)〉
t
= lim
t→∞
〈M(t)〉
t
, (S.18)
which uses the fact that the average of ∆(t) becomes constant in steady state, as shown in Sec. S.IV, while the average
of M(t) increases linearly with time in leading order. The latter follows from the elementary renewal theorem, see
e.g. Smith [S2]]. The left hand side of the equation can be expressed in terms of Z(t) and its probability distribution
4pi(t) ≡ P {Z(t) = i},
d〈W (t)〉
dt
=
d
dt
∞∑
m=−∞
m
N−1∑
i=0
pmN+i(t)
=
∞∑
m=−∞
m
N−1∑
i=0
[− (ki+ + ki−) pmN+i(t) + ki−1+pmN+i−1(t) + ki+1−pmN+i+1(t)]
=
∞∑
m=−∞
m
[
−kN−1+p(m+1)N−1(t)− k0−pmN (t) + kN−1+pmN−1(t) + k0−p(m+1)N (t)
]
=
∞∑
m=−∞
[m− (m− 1)] [kN−1+pmN−1(t)− k0−pmN (t)]
= kN−1+
∞∑
m=−∞
pmN−1(t)− k0−
∞∑
m=−∞
pmN(t) . (S.19)
In the second line, we use the transition matrix from Eq. 6 of the main text to evaluate the time derivative. Then,
the terms in the sum over i that cancel each other are taken out. Finally, we relabel m to m− 1 in the terms where
the factor m + 1 is present in the label, such that the final result emerges. The two sums over probabilities can be
reinterpreted in connection with the Markov process on the circular state space. Eq. 8 of the main text implies that
the probability that C(t) equals i can be expanded as a sum over the possible values of Z(t),
P {C(t) = i} =
∞∑
m=−∞
pmN+i(t) . (S.20)
Since C(t) has a finite state space, it has a limiting distribution, which we call πi. Combining all previous equations,
and taking the long time limit, we find a connection between the steady state flux through the cycle J , and the
average first passage time,
1
〈T0,N 〉
= kN−1+πN−1 − k0−π0 = J. (S.21)
We make use of this fact in Sec. II of the main text. Notice that J is constant through the cycle by definition of the
steady state, i.e.
J = ki+πi − ki+1−πi+1 ∀i. (S.22)
Combined with Eq. S.21, this also implies Eq. S.16. Hence, we may redefine the cycle start point arbitrarily.
S.IV. STATIONARY DISTRIBUTION OF V (t)
In this section, we show that the Markov process V (t), which is shown in Fig. 1 of the main text, has a stationary
distribution. Furthermore, the exact form of the stationary probability will be derived, showing that it has an
exponentially decaying tail. The latter property will be used to show that the moments of ∆(t) will remain constant
in the long time limit, which is an important step in Sec. III A of the main text.
First, we need to show that the stationary distribution exists. For this, we use the definition of the steady state
flux
Ji ≡ ki+φi − ki+1−φi+1 (S.23)
for i < N − 1, where φi is the sought after stationary distribution of V (t). Additionally, a special definition is used
for the only irreversible step of the chain,
JN−1 ≡ kN−1+φN−1. (S.24)
5The stationary distribution is the solution of the following set of equations,
Ji − Ji−1 = 0 for i < 0
J0 − J−1 − JN−1 = 0 for i = 0
Ji − Ji−1 = 0 for 0 < i ≤ N − 1
N−1∑
i=−∞
φi = 1. (S.25)
The fist equation shows that
Ji−1 = Ji = J−1 ∀i < 0. (S.26)
The second equality follows from applying an inductive step to the first equality. Hence, the flux in the infinite chain
is constant. Additionally, the stationary distribution only exists if the final normalization condition of Eq. S.25 is
obeyed. For this, it is required that the stationary distribution vanishes infinitely far away,
lim
i→−∞
φi = 0. (S.27)
Together with Eq. S.23 and Eq. S.26, it implies that
Ji = 0 ∀i < 0. (S.28)
Thus, if the stationary distribution exists, then detailed balance is obeyed on the negative integer tail. In this case,
the flux equations in Eq. S.25 reduce to those of a cycle without the integer tail,
J0 − JN−1 = 0 for i = 0
Ji − Ji−1 = 0 for 0 < i ≤ N − 1. (S.29)
Consequently, the part of the solution for i ≥ 0 is proportional to the stationary probability of a cycle with an equal
transition matrix. Previously, exact solutions of this stationary distribution were reported for arbitrary rates, which
were derived using various methods [S3], S4]]. Therefore, by inserting the rates including the irreversible step, Eq. S.29
can be solved in terms of φ0. In addition, Eq. S.28 for the tail probabilities has a simple solution in terms of φ0,
φi = φ0
−1∏
ℓ=i
kℓ+1−
kℓ+
, (S.30)
which holds for i ≤ 0. Both solutions, for the circle and the tail, are connected at φ0. We can combine them by
normalization, to obtain the full solution of Eq. S.25,
φi =

1
Nφ
(∑N−1
j=0
∏j
ℓ=1
kℓ−
kℓ+
)∏−(i+1)
m=0
k−m−
k−(m+1)+
for i ≤ 0
1
Nφ
k0+
ki+
(∑N−i−1
j=0
∏j
ℓ=1
ki+ℓ−
ki+ℓ+
)
for 0 ≤ i ≤ N − 1.
(S.31)
Notice that the two definitions coincide for i = 0. These equations solve all linear equations Eq. S.25, with as many
variables as conditions, and thus provide a unique solution. However, it was assumed that a solution exists, and this
is only true if the normalization constant converges,
Nφ =
N−1∑
i=1
k0+
ki+
N−i−1∑
j=0
j∏
ℓ=1
ki+ℓ−
ki+ℓ+

+
0∑
i=−∞
N−1∑
j=0
j∏
ℓ=1
kℓ−
kℓ+
−(i+1)∏
m=0
k−m−
k−(m+1)+
. (S.32)
The first sum has finite bounds, so it trivially converges. The second sum consists of a factor times the following
6series,
0∑
i=−∞
−(i+1)∏
m=0
k−m−
k−(m+1)+
=
∞∑
i=0
i−1∏
m=0
k−m−
k−(m+1)+
=
∞∑
j=0
N−1∑
i=0
i+jN−1∏
m=0
k−m−
k−(m+1)+
=
∞∑
j=0
N−1∑
i=0
jN−1∏
m=0
k−m−
k−(m+1)+
jN+i−1∏
n=jN
k−n−
k−(n+1)+
=
(
N−1∑
i=0
i−1∏
n=0
k−n−
k−(n+1)+
)
∞∑
j=0
jN−1∏
m=0
k−m−
k−(m+1)+
=
(
N−1∑
i=0
i−1∏
n=0
k−n−
k−(n+1)+
)
∞∑
j=0
Qj . (S.33)
On the third line, the sum over i is decomposed into a sum over the cycles, and a sum within the cycle. Then,
after splitting the product into two parts, the fifth line makes use of the periodic property of the rates, causing
k−n+jN± = k−n±. On the final line, Q is recognized in a slightly different form, again valid due to periodicity,
Q =
N−1∏
ℓ=0
kℓ−
kℓ+
=
N−1∏
m=0
k−m−
k−(m+1)+
. (S.34)
In the final form of Eq. S.33, the geometric series is uncovered. Since the choice Q < 1 was made in the definition
of the Markov process Z(t), the series converges. Hence, a unique stationary distribution exists, and is given by
Eq. S.31. Moreover, for negative i, it can be seen that the limiting probability decays exponentially with the distance
from i = 0,
φi−N = Qφi. (S.35)
This provides the proof that the moments of the difference to the maximum remain finite. The probability distribution
for ∆(t) can be expressed in terms of the probability distribution for V (t),
P {∆(t) = −n} =
N−1∑
i=0
P {V (t) = −nN + i} (S.36)
for n ≤ 0. For large t, this probability will approach its stationary distribution, and Eq. S.35 guarantees that it decays
exponentially too,
P {∆(∞) = −n} = Qn−1P {∆(∞) = −1} . (S.37)
Since all moments of any distribution with exponential tails are finite, and V (t) reaches its stationary state in the
infinite time limit, this completes the proof that the mean and variance of ∆(t) that occur in Eq. 17 of the main text
will remain finite.
S.V. ANALYTICAL SOLUTIONS OF THE STATISTICAL MOMENTS OF THE PERIOD
For many applications, from mathematical proofs to numerical evaluation, it is helpful to have analytical expressions
of key quantities. Here, we study the stochasticity of the period, which is generally quantified using the statistical
moments of its distribution, and provide a method to calculate these moments. For example, the mean and variance
of the period are derived, which are utilized in Sec. III B of the main text.
7From Eq. S.15 and the statistical independence of the Tj,j+1, it follows that the mean and variance of T0,N can be
split into those of the single step first passage times,
〈T0,N 〉 =
N−1∑
i=0
〈Ti,i+1〉
Var (T0,N ) =
N−1∑
i=0
Var (Ti,i+1) . (S.38)
The decomposition of the random variable T0,N in Eq. S.15 is equivalent to separating the distribution f0,N (t) using
an N-fold convolution,
f0,N(t) =
∫ t
0
N∏
i=0
[
dti fi,i+1(ti)
]
δ
(
t−
N−1∑
i=0
ti
)
. (S.39)
Here, δ(t) represents the Dirac delta function, and the product affects both the variables of integration and the single
step first passage time densities. The Laplace transform of Eq. S.39 gives
f˜0,N(s) =
N−1∏
i=0
f˜i,i+1(s) . (S.40)
This equation will be useful for finding the closed form expressions for the statistical moments of T0,N .
To start the derivation of the moments, we need a relation on the probability distribution of the period, for which
we recall Eq. S.4,
fi,i+1(t) = Si(t) ki+ +
∫ t
0
dt′Si(t
′) ki−fi−1,i+1(t− t
′) . (S.41)
To remove the convolution, we apply the Laplace transform to both sides of this relation. The final term can be
decomposed using the same approach as in Eq. S.40,
f˜i−1,i+1(s) = f˜i−1,i(s) f˜i,i+1(s) . (S.42)
This produces a set of N second order equations in f˜jj+1(s),
(s+ ki+ + ki−) f˜i,i+1(s) = ki+ + ki−f˜i−1,i(s) f˜i,i+1(s) . (S.43)
Since the equations are of second order, there will be two solutions. The appropriate solution can be chosen by
realizing that the drift, set by Q < 1, causes the particles to move forward. Sec. S.I shows that the choice Q < 1
ensures that a first passage in the forward direction is made with probability 1, and thus f˜j,j+1(0) = αj,j+1 = 1. It
becomes clear immediately by setting s = 0 in Eq. S.43 that f˜j,j+1(0) = 1 solves the equation at this specific point.
Moments of the first-passage time can be calculated by evaluating derivatives of the Laplace transformed distribution
at s = 0. Hence, relations for the moments are obtained by applying the derivative operator to Eq. S.43. For n ≥ 1,
the nth order derivative of Eq. S.43 gives the following relation,
(s+ ki+ + ki−) f˜
(n)
i,i+1(s) + nf˜
(n−1)
i,i+1 (s) = ki−
n∑
ℓ=0
(
n
ℓ
)
f˜
(ℓ)
i−1,i(s) f˜
(n−ℓ)
i,i+1 (s) . (S.44)
These equations become relevant by setting s = 0, using the moment generating property of the Laplace transform
and f˜j,j+1(0) = 1. Upon a slight reorganisation, relations are uncovered for the moments of the single step first
passage times,
ki+〈T
n
i,i+1〉 − ki−〈T
n
i−1,i〉 = n〈T
n−1
i,i+1〉+ ki−
n−1∑
ℓ=1
(
n
ℓ
)
〈T ℓi−1,i〉〈T
n−ℓ
i,i+1〉. (S.45)
Similar relations were found for the moments in birth-death processes on the positive integers [S5]]. Notice that the
unknown averages on the left hand side are of order n, while those on the right hand side are at most of order n− 1.
8We can therefore solve this set of equations recursively to obtain the moments to any desired order. In the following
we demonstrate this for the mean and variance. The relation for the average first passage time reads
ki+〈Ti,i+1〉 − ki−〈Ti−1,i〉 = 1, (S.46)
and for the mean square first passage time
ki+〈T
2
i,i+1〉 − ki−〈T
2
i−1,i〉 = 2ki−〈Ti,i+1〉〈Ti−1,i〉+ 2〈Ti,i+1〉. (S.47)
Using Eq. S.46, the latter can be rewritten to a simpler form,
ki+〈T
2
i,i+1〉 − ki−〈T
2
i−1,i〉 = 2ki+〈Ti,i+1〉
2. (S.48)
The solution for the variance can then be inferred from the solution of the mean squared first passage times. By
dividing Eq. S.45 by ki+, it becomes clear that the general form of the linear equations fits the following simple linear
relation, where the variables Xi exist for all i ∈ {0, 1, ..., N − 1} and the parameters λi are allowed to be different for
each i,
Xi − λiXi−1 = βi. (S.49)
The indices are considered to increment modulo N . It can be checked by substitution that the general solution of
this set of N linear relations is given by
Xi =
[
1−
N−1∏
ℓ=0
λℓ
]−1 N−1∑
j=0
βi−j
j∏
ℓ=1
λi−j+ℓ. (S.50)
This solution is applied to Eq. S.46 and Eq. S.48, which results in
〈Ti,i+1〉 =
(
1−
N−1∏
ℓ=0
kℓ−
kℓ+
)−1 N−1∑
j=0
1
ki−j+
j∏
ℓ=1
ki−j+ℓ−
ki−j+ℓ+
〈T 2i,i+1〉 =
(
1−
N−1∏
ℓ=0
kℓ−
kℓ+
)−1 N−1∑
j=0
2〈Ti−j,i−j+1〉
2
j∏
ℓ=1
ki−j+ℓ−
ki−j+ℓ+
. (S.51)
Using Eq. S.38, the previous equations can be used to give the average and variance of the full cycle first-passage time.
After adjusting the summation variables, the general formulas for the average and variance of the period become
〈TN〉 =
(
1−
N−1∏
ℓ=0
kℓ−
kℓ+
)−1 N−1∑
i,j=0
1
ki+
j∏
ℓ=1
ki+ℓ−
ki+ℓ+
Var (TN) =
(
1−
N−1∏
ℓ=0
kℓ−
kℓ+
)−1 N−1∑
i,j=0
2〈Ti,i+1〉
2
j∏
ℓ=1
ki+ℓ−
ki+ℓ+
−
N−1∑
i=0
〈Ti,i+1〉
2
=
(
1−
N−1∏
ℓ=0
kℓ−
kℓ+
)−1 N−1∑
i=0
〈Ti,i+1〉
2
1 + 2N−1∑
j=1
j∏
ℓ=1
ki+ℓ−
ki+ℓ+
+
N−1∏
ℓ=0
kℓ−
kℓ+

=
(
1−
N−1∏
ℓ=0
kℓ−
kℓ+
)−3 N−1∑
i=0
N−1∑
j=0
1
ki−j+
j∏
ℓ=1
ki−j+ℓ−
ki−j+ℓ+
21 + 2N−1∑
j=1
j∏
ℓ=1
ki+ℓ−
ki+ℓ+
+
N−1∏
ℓ=0
kℓ−
kℓ+
 . (S.52)
S.VI. TWO PROTOCOLS WITH DIFFERENT STATISTICS FOR MEASUREMENT OF
RANDOMNESS PARAMETER
In Sec. III A of the main text, we show the existence of two equivalent expressions of the randomness parameter.
These two versions also correspond to different protocols for measuring the randomness parameter from observations
of a particle that is moving through a cycle. The first protocol, which estimates rT , involves measuring the time
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FIG. S.1. Approximate Fano factor rW (t) as a function of the finite observation time t. rW (t) is estimated from kinetic Monte
Carlo simulations of a cycle with uniform rates and parameter values N = 5, k+ = 1.0 s
−1, and k− = 0.67 s
−1. For this system,
the average period 〈TN〉 = 15 s, and the true randomness parameter r = 1. We generate 200 time traces of length t, with initial
condition W (0) = 0 and Z(0) uniformly distributed from 0 to N − 1, to correspond to the stationary distribution within the
cycle. From each trace we sample W (t) and then calculate rW (t) via Eq. S.53. This whole procedure is repeated 25 times for
each time trace duration to gather statistics, after which we report the mean and standard error of the mean (SEM) of the
estimate rW (t) in gray. Clearly, the Fano factor rW (t) contains a systematic bias for small observation times. In red, orange
and purple, we average over all points in the specified time windows, and show in the legend that a small, decreasing bias
persists even for larger observation times. Values for rW are reported as mean(SEM).
TN it takes to complete each cycle. Hence, enough measurement precision is needed to determine when a cycle is
completed, but the single substeps within the cycle need not be resolved. In the example of a motor protein, this
means that each physical step of the motor is seen, and the time it takes to reach the furthest point so far is tracked.
Hence, this protocol needs positional data to be collected at a frequency much faster than the average period of one
cycle. When collecting samples of TN , it is important to avoid a selection bias. That is, one should collect a fixed
number of periods, and not all periods within a fixed total time, which would bias the measurement by favoring short
periods. This bias decreases with total time, but is best avoided since its magnitude is not known a priori.
The second protocol measures rW . Here, samples of the winding number W (t) are taken at a certain finite time
t, since the infinite time limit in Eq. 2 of the main text cannot be achieved experimentally. For motor proteins, the
distance traveled after a time t is sampled. All information on the single cycle times is lost in this picture, requiring
more particles or long, separable time traces to get enough statistics for determining rW . Still, a lower resolution
is required to perform the second protocol, since it only the accumulation of many completed cycles needs to be
measured. Therefore, the protocol to measure rW is more accessible than that of rT .
Now, consider a case where enough resolution is available to choose either protocol. Are there benefits for choosing
one over the other? In the remainder of this section, we will investigate the accuracy at which both protocols estimate
the randomness parameter, and show that rT has clear benefits over rW .
To calculate the precision of the two protocols, we perform Kinetic Monte Carlo simulations of cycles with uniform
rates. As explained in Fig. S.1, we choose parameters such that the randomness parameter r = 1, and sampled rW (t)
and rT . The second protocol can only sample at finite times, and we define the Fano factor of W (t) as
rW (t) =
Var(W (t))
〈W (t)〉
, (S.53)
and the true randomness parameter is given by
rW = lim
t→∞
rW (t) . (S.54)
First, we investigate the deviations between rW (t) and its limit rW . In Fig. S.1, we show how rW (t) approaches the
asymptote. A systematic bias is clearly visible for small observation times, but seems to flatten out after roughly ten
periods for the chosen parameter set. Averages over several intervals weighted with the inverse variance show that a
bias of roughly 1% persists even for an observation time of 20 periods.
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Now, we can choose to estimate rW (t) at either 10 or 20 periods, and compare the estimation error to that of rT
taken from a similar amount of data. We take 300 time traces for each sample of rW of length 10〈TN〉 or 20〈TN〉.
Correspondingly, we estimate rT from either 300 × 10 or 300 × 20 samples of TN . This procedure creates a single
sample of rT and of rW , and we repeated it 300 times to investigate the error made when only a single sample of r
would be taken in an experiment. We found the following estimates for r and its spread (mean(SEM) ± standard
deviation) for data from time traces of 10〈TN〉,
rW = 1.054(4)± 0.087
rT = 0.999(2)± 0.056. (S.55)
Take note that the final numbers are the standard deviations of the distribution, not of the mean, which represent
the accuracy of a single measurement of r. It is clear that the measurement of rW is biased, while the one of rT is
not. The accuracies of the two measurements are comparable, with the spread in rW being 1.5 times larger than that
in rT . For time traces of 20〈TN〉, the bias on rW becomes smaller, but more data is available for rT , which makes it
more precise,
rW = 1.029(3)± 0.085
rT = 0.997(2)± 0.038. (S.56)
The spread in rW is now 2.3 times larger than that in rT . This shows that there is a trade-off in choosing the
measurement time; a short sample time allows for many measurements, but there is a systematic bias on the result,
while a long sample time makes use of only a small part of the available data, but has a smaller bias.
We repeated the previous analysis for an irreversible cycle with N = 5, k+ = 0.33 s
−1, and k− = 0. This system
has 〈TN 〉 = 15 s, and r = 0.2. This repetition is done to investigate the influence of ∆(t) on the precision, because it
vanishes for irreversible cycles. We find for a sampling time of 10〈TN〉 that
rW = 0.2128(7)± 0.018
rT = 0.2002(2)± 0.0056. (S.57)
The spread in rW estimates is now 3.1 times larger than that of rT estimates, showing that ∆(t) does not cause
the difference in precision, nor does it represent the bias in estimate of rW . To complete the analysis, we report the
sample averages and standard deviations for the irreversible system at a sampling time of 20〈TN〉,
rW = 0.2057(7)± 0.016
rT = 0.2001(2)± 0.004. (S.58)
Now, rT is determined 4.0 times more precisely than rW . We can conclude that the estimation error for rW is usually
larger than that of rT due to a loss of information on the cycle dynamics. For small observation times, the estimation
errors can actually be similar, but then the bias of rW makes it impossible to estimate r correctly. Although the exact
quantification of the errors and bias remains obscure, we can conclude that rT should be preferred as an experimental
observable whenever the used methods allow for it, as mentioned in Sec. IV of the main text. When only rW is
available due to experimental constraints, the finite-time bias on rW should be removed by taking long time traces,
or by an appropriate fitting procedure that estimates the form of the systematic bias.
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