I. Introduction
Many analyses in forensic economics are based on statistical methods that have a known Type I error rate. What is often overlooked is that if passing one of many tests will suffice, then the likelihood of supporting a claim or an affirmative defense via statistical analysis is larger than the error rate of a single test. This article examines this issue, referred to generally in the Federal Judicial Center's Reference Manual on Scientific Evidence, and takes the further step of tying it to the Daubert criterion of examining the known or potential error rate of an analysis. We show how multiple comparisons affect the known or potential error rate for a statistical analysis used in forensic economics under the assumption that the tests are independent, and examine when one can use statistical or theoretical evidence to test for independence.
II. Error Rates When Performing Multiple Tests
One of the key concerns of an expert witness is being sure that his or her testimony is admissible. The U.S. Supreme Court's decision in Daubert v. Merrell Dow Pharmaceuticals, Inc. (1993) listed a series of factors that should be considered, if appropriate, in examining proposed expert testimony. One of the factors with which experts employing statistical analysis should be most comfortable is the "known or potential error rate" of an analysis. Yet, often little thought is given to how this error rate applies not just to a particular statistical analysis but to a broader set of statistical analyses used to provide evidence for or against a proposition.
Consider an expert examining the share of women being laid off at a company undergoing a reduction in force. If the expert finds that the difference between the expected number of women laid off and the actual number is statistically significant at the 5% level, she should be allowed to testify that the result is statistically significant at a commonly accepted level used in economic analyses. Suppose, on the other hand, that the company had 20 divisions and the expert decided to test for discrimination in each division separately and found a result that was statistically significant at the 5% level in one division. This information, without further analysis of the types discussed below, should not be considered evidence of discrimination, as this is the result we should expect if there was no discrimination: when examining 20 observations, one should be statistically significant at the 5% level purely by chance even if the null hypothesis of no discrimination is true in all 20.
If we define the Supreme Court's phrase "known or potential error rate" to mean the probability of achieving a result that falsely supports a finding of liability if performed by an expert for plaintiffs, or of achieving a result that falsely supports a finding of no liability if performed by an expert for defendants, the expert in the above example cannot say that her overall result has a known or potential error rate of only 5%. In fact, if the divisions are making independent firing decisions, the potential error rate for this analysis is 64.2%, or 1-0.95 20 , meaning that there was a nearly two-thirds chance that at least one division would have had a result that is statistically significant at the 5% level.
While not often brought up in the field of forensic economics, this reasoning is not esoteric. In fact, the "Reference Guide on Statistics," a part of the This issue can arise in a number of different settings. For example, an expert for plaintiffs could be examining discrimination against numerous protected classes in a labor case or could be looking at the effects of numerous news releases on a stock price in a securities fraud case. Similarly, an expert for defendants could be pursuing an affirmative defense that a qualifications test for numerous job positions was a business necessity because employees with that qualification were better according to some measure of output or performance evaluation.
Note that this should not be taken to mean that there is a bias whenever many possible tests could have been performed. Instead the bias occurs when multiple tests are performed and the expert would claim that the result of any one test would support a certain finding. 1 For example, if there was other evidence, such as letters by the person in charge of deciding who was laid off that disparaged women, it would be proper to report the standard level of statistical significance from a single test of whether more women were fired than would be expected if the company did not act in a biased manner. On the other hand, if there is simply a general suspicion that those in charge of deciding whom to fire have some unspecified bias, it would not be proper to examine numerous protected classes and then design statistical testimony around the one(s) where a disparity was present as if the others had not been examined.
Again, in the words of the "Reference Guide on Statistics" in the Reference Manual on Scientific Evidence: 2 Repeated testing complicates the interpretation of significance levels. If enough comparisons are made, random error almost guarantees that some will yield "significant" findings, even when there is no real effect. (p. 127)
III. Responses To Concerns About Multiple Comparisons
There are various ways that multiple comparisons can affect the analyses performed by a forensic economist. First, if an opposing expert has performed multiple tests, it makes sense to calculate the known or potential error rate, where that error rate is defined as the probability that they would find a result in their client's favor even if there was no true effect. For example, if the expert is accepting results at the 5% level, then the chance that at least one of N independent tests would result in a statistically significant result (i.e., the potential error rate) is 1-0.95 N . Note that this formula is only strictly correct if the tests are independent, a question that will depend on the context of the analysis as discussed below. 3 The final two columns of Table 1 show the known or potential error rate of falsely rejecting the null hypothesis at least once when performing N independent tests (i.e., the probability of finding statistical evidence in favor of some effect in at least one test even if there is no true underlying effect).
Second, consider what tests should be made before going on a fishing expedition. If the evidence supports looking at one particular area over others, it may make sense to consider limiting the analysis to that area or designating that in advance as what is called the "primary endpoint" in the biostatistics literature and then treating the other tests as secondary ones for which a multiple comparison adjustment is necessary. 4 Third, if multiple tests are necessary, report the adjusted levels of statistical significance for having made the numerous tests. A common adjustment for independent tests is a Sidak adjustment, which is simply the inverse of the 1-0.95 N formula given previously and involves setting each individual test's cutoff level of statistical significance to 1-0.95 1/N . 5 This new cutoff level answers 2 Note that the "repeated testing" need not involve sequential testing, as the same issues arise with a set of simultaneous tests on the data. 3 As a simple example of why this formula should not be applied to tests that are not independent, consider examining a person's pulse rate on their right and left wrists as part of a lie detector test to see whether there is a statistically significant jump after answering a certain question. The pulse rates should be identical and should really be thought of as a single test (at least as far as considering random fluctuations in pulse rates, though perhaps not in terms of the errors in the two instruments used to measure those rates). 4 Essentially this means treating one test as the sole test that was designed to be performed and thus obviating the need for an adjustment for this test. Note that there should be a good reason for the designation that does not come from the data. (e.g., looking at the data to see where the biggest effect is and then designating that as the primary endpoint would be improper.) Also note that one can designate more than one test as the primary endpoint, but then a multiple comparisons adjustment should be made based on the number of tests so designated. 5 The Sidak adjustment is an exact adjustment for independent tests. Details on the Sidak and other adjustments may be found in various publications covering multiple comparisons (e.g., Westfall, et al.) the question of what common level of significance for each individual test yields an overall error rate for finding one or more statistically significant results of 5%. 6 The second column of Table 1 shows the critical values for the zstatistic for an overall test at the 5% level. While the calculation of these critical values may not be easy to describe, the explanation for their growth as N increases follows from, and can help reinforce, the explanation of why some courts use two standard deviations as the cutoff for statistical significance with a single test. Because there will always be some variation in the observed data, any test will find some effect different from zero, though of either sign. The two standard deviation rule is a means of limiting the false positives so that there is only a 5% chance that we falsely state that the statistical evidence supports a finding in those cases where there truly was no effect. If we perform multiple tests, we have more opportunities to "find" evidence in favor of a proposition than if we just perform one test. Adjusting the two standard deviation rule as shown in Table 1 reduces the probability of finding evidence in favor of a proposition in each individual test in a way that we once again have only a 5% chance of declaring that the statistical evidence supports a finding in favor of the proposition in cases where there actually is no underlying effect. 1 N represents the number of independent tests or comparisons being made. 2 Critical z-value calculated using significance level of 1 -0.975 1/N , which assumes a two-sided test. 3 The "known or potential error rate" is defined as the probability that at least one false positive would be found if the underlying data were truly random and N tests were performed with a given (5% or 2.5%) chance of finding a false positive (Type I error, or alpha) for each test. 5% is the expected percent of significant results at the 5% significance level. 2.5% is the expected percent of negative (or positive) significant results at the 5% significance level.
IV. Independence and Multiple Tests
As noted above, the standard adjustments for multiple comparisons are most useful when the tests are independent. In considering the issue of independence, one important concern for the forensic economist is that the statistical tests comport with the theory of the case. Thus, a claim that a companywide culture or incentives were in place that disfavored one group of employees may be a reason to start by considering the divisions as a combined entity, while claims that a company allowed division heads to act independently and potentially act on their individual biases may be a reason to treat the divisions as independent. Non-statistical evidence in the case may also lead to a decision to examine only certain divisions, thus affecting the number of comparisons made and the required statistical adjustment.
In other types of cases, economic theory may provide a basis for assuming independence or a lack of independence under the null hypothesis (e.g., the efficient markets hypothesis' claim that stock price movements are independent over time as opposed to Bertrand competition suggesting that competitors' prices may move together even in the absence of collusion or price-fixing).
When neither theory nor the particular allegations suggest a clear answer, one may again fall back on our definition of the error rate as the chance of falsely rejecting the null. This generally means that the data are being examined to see if one can reject a null of no discrimination or other illegal activity. 7 If, under such a null, one would generally expect the different divisions to behave independently with respect to the issue under consideration, then independence can be assumed for the purposes of the multiple comparisons test. If, instead, one has a basis for assuming that the divisions are not independent, one can begin with a joint test to see if there is liability in any division. However, unless one assumes a perfect correlation of the effect across the different divisions, the joint test cannot prove liability for each. 8 Further analysis, including the use of multiple comparison procedures would then generally still be necessary.
V. Conclusion
Often forensic economists are tempted to keep testing data until they find a favorable result. As Ronald Coase has been quoted as saying, "If you torture the data enough, it will confess." What is less recognized, and less quotable, is that if you simply ask different parts of the data the same question, some parts will confess due to random variation unless you adjust your critical values for determining statistical significance. Economic theory and the theory of the case may help determine whether the data should be tested by considering different subsets to be independent or not. If the subsets are assumed to be independent, then testing numerous subsets requires a standard adjustment for multiple comparisons. Moreover, unless the subsets are assumed to be perfectly correlated, some adjustment for multiple comparisons will still be warranted. Finally, when multiple tests are made, researchers should be aware of the effects that these multiple tests have on the known and potential error rates of their own and opposing experts' analyses.
