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The correction to the area law for the bipartite min-entanglement entropy of weakly and locally
interacting fermions is calculated based on a perturbative extension of the flow equation holography
method1. Explicit calculations for the one- and two-dimensional case (and similarly for higher
dimensions) show that the leading correction to the entanglement entropy of non-interacting fermions
up to U2 in the interaction strength does not change the scaling, but only affects the pre-factor of
the leading logarithmic term multiplying it by the quasiparticle residue. A term sub-leading to the
area law is also present. It is proportional to U2 in the interaction strength and scales linearly with
the system size.
Introduction— One of the most general and informa-
tive measures of quantum correlations is the entangle-
ment entropy.2,3 In quantum mechanics, positive entropy
may arise even without an objective lack of information,
which is the source for classical entropy.4,5
Entanglement entropy characterises the macroscopic
phases of matter, its criticality,6–8 many-body localisa-
tion phenomena9 and even the topological phase10–12 in
a very abstract manner, without knowing a lot about
the microscopic details of the system. The famous Ryu-
Tagayanagi conjecture13 also offers a way to better un-
derstand AdS-CFT duality as an explicit realization of
the holographic principle.1,13–15. It posits a quantitative
relationship between the entanglement entropy of con-
formal field theory and the geometry of an associated
Anti-de Sitter spacetime. In such settings, one usually
encounters a so-called area law for the scaling of the en-
tanglement entropy with the system size. Such a scaling
often appears in the ground state of locally interacting
systems, which is the most typical kind of interaction.16.
Entanglement entropy can also serve as an identifica-
tion of quantum chaotical systems.17–19. Another inter-
esting case of the scaling is a so-called volume law when
the entanglement entropy saturates. This case is interest-
ing because it is inherent to quantum chaotical systems
e.g. Sachdev-Ye-Kitaev model, as well and thermal and
excited states.16,20,21
The entanglement behaviour for systems in the ground
state has been studied extensively2,7,16,22,23, whereas, de-
spite the various studies8,21,24–27excited states or even
the ground state of the interacting systems pose many
questions that still go unanswered28. Unfortunately, not
only is the exact analytical study usually an impossible
task, but numerical simulations can also be very challeng-
ing, especially for exotic systems in the critical phases.
In this paper, we investigate the theoretical tool that
allows to analytically study the min-entanglement en-
tropy not only of a free many-body system but also an
interacting one without any restrictions on the dimen-
sionality of the problem. This method is called flow equa-
tion holography.1 It resembles the renormalization group
(RG) flow approach and it has already been studied for
the case of free fermions.1 In this work, we go one step
further by including interactions in the system. In par-
ticular, we study the case of weakly interacting fermions,
on the example of the Hubbard model, and calculate the
correction to the min-entanglement entropy with respect
to free fermions (area law). Specifically, we are inter-
ested in knowing how the leading term in the expression
for the min-entanglement entropy scales with the size of
the entangled sub-region.
Explicit calculations for the one- and two-dimensional
case (and similarly for higher dimensions) show that the
leading correction to the entanglement entropy of non-
interacting fermions up to U2 in the interaction strength
does not change the scaling, but only affects the pre-
factor of the leading logarithmic term multiplying it by
the quasiparticle residue. A term sub-leading to the area
law is also present. It is proportional to U2 in the inter-
action strength and scales linearly with the system size
(see Fig. 1).
Figure 1. The main result of this work: expression of the
min entanglement entropy for the system with weak local in-
teractions. The result is valid up to the order of U2 in the
interaction strength. κ(g) is the pre-factor of the leading log-
arithmic term that corresponds to the free fermions in one
dimension calculated in appendix A, κ(g) = g2
4
pi2
(
1− µ
2
4
)
.
It depends on the weak link parameter g and the translation-
ally invariant case is restored by putting g = 1.
The structure of this paper is following: in section I
we give a brief overview of some basic concepts and tech-
niques that are needed in order to understand the paper,
such as entanglement entropy, its possible measures and
scalings, flow equation and flow equation holography ap-
proaches. The latter is the main tool used in this paper.
Section II is dedicated to the main part of this work,
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2namely the calculation of the correction to the min en-
tanglement entropy due to the presence of weak interac-
tions in the system. Only the most important theoretical
ideas and conceptual steps are present in the main text,
whereas all the technicalities and auxiliary calculations
can be found in the appendices.
I. BASIC CONCEPTS
Min-entanglement entropy— Various measures of the
entanglement entropy exist depending on the partition
of the system (here, we consider only bi-partite entangle-
ment entropies) and on the information it carries.29–32.
A generally accepted and widely used entanglement
measure for bi-partite systems is the quantum Renyi
entropy2,16
Sα =
1
1− α log (Tr ρˆ
α) , (I.1)
where ρˆ is the density matrix of the bi-partite system
and the trace is performed over the subsystem. This
entanglement measure parametrises the whole family of
measures depending on the order parameter α ≥ 0 and
α 6= 1.
The limit α→∞ defines a very informative and useful
entanglement measure which is called min-entropy.33–35
It defines a lower bound on entanglement entropy that is
equal to the maximal eigenvalue of the reduced density
matrix. This kind of entanglement entropy has a deeper
physical meaning, namely, it represents the informational
content that is most likely to come out during the ran-
dom experiment.33 There is also an interpretation of the
min entanglement entropy as a single-copy distillation
entropy.31
Scaling of the entanglement entropy with the subsys-
tem size can characterize the macroscopical fundamental
properties of the system such as criticality, topological
properties, the measure of quantum chaos in the system,
etc. The most typical scaling is a so-called volume law,
which is inherent to the thermal states, excited states and
quantum chaotical systems. A much less common case
is the area law scaling which is typical of ground states.
Usually, it is found in the literature that the entangle-
ment entropy satisfies an area law if S(ρI) = O(s(I)),
where s(I) is the length of the boundary of the subsys-
tem I.16
One can expect that the addition of weak interactions
to the system will not qualitatively influence the leading
order of the scaling law. It can, however, introduce a
pre-factor and/or give rise to the sub-leading terms with
a different scaling. The current work aims to check this
conjecture.
Flow equation— The main focus of this paper is the ap-
plication of the flow equation holography method1 to the
calculation of the min entanglement entropy of a weakly
interacting system. The idea behing this method resem-
bles the so-called flow equation method36,37, which is an
analytical tool for the Hamiltonian diagonalization. This
technique allows us to find the approximate set of eigen-
modes in a perturbative way.
The flow equation method is based on the energy
scale separation concept, where we iteratively reduce
the ultraviolet (UV)-cutoff ΛRG in energy differences, or
frequencies.36–38 These energies correspond to the off-
diagonal matrix elements of Hˆ. In contrast to the con-
ventional scaling methods, here all the energy scales are
preserved (see Fig. 2).
Figure 2. Schematic representation of the conventional scaling
methods (left) and of the flow equation approach (right). In
the former, one integrates out high energy degrees of freedom
and arrives at an effective Hamiltonian that describes the low-
energy sector. In the latter, one gets rid of the off-diagonal
elements that correspond to high energy differences with the
help of a unitary transformation.
The task then boils down to finding the generator that
will diagonalize the Hamiltonian during the flow, i.e., the
generator that will transform the Hamiltonian in a way
to satisfy
d
dB
Tr
(
Hˆ2int
)
≤ 0. (I.2)
This can be solved by the Jacobi method giving the
following generator
ηˆ(B) =
[
Hˆ0(B), Hˆint(B)
]
, (I.3)
where Hˆ0(B) denotes the diagonal part of the Hamilto-
nian during the flow, and Hˆint(B) the interaction part
that we want to eliminate. Ideally, in the limit of in-
finitely long flow, we get diagonal Hamiltonian. In prac-
tice, however, there can be some difficulties to reach the
final diagonal matrix. The reason is that the flow be-
comes much harder to calculate when the states are al-
most degenerate.39 Typically, the expression can diverge
starting from some moment in the flow, B∗. In this case,
we say that the Hamiltonian of such a system can be
diagonalized only to some extent. The parameter B∗
also depends on the energy of the quasi-particles, e.g.,
for some systems the diagonalization can be exact only
on the Fermi surface, while away from it one gets de-
generacies which indicate non-perturbative effects This
will be discussed in more detail in the subsection called
“Disentangling flow” of section II.
Flow equation holography— When it comes to an ex-
plicit calculation of the entanglement entropy, the sit-
uation is very similar to the Hamiltonian diagonaliza-
3tion: very little can be done analytically even for non-
interacting systems.16,40 However, the scientific commu-
nity keeps coming up with new clever ways to bypass
complications and bottlenecks, and extract the informa-
tion needed.40 Recently, a new powerful method called
flow equation holography was introduced1 that allows for
a non-perturbative, analytical calculation of the min en-
tanglement entropy of the general many-body system.
This method provides a systematic procedure which con-
nects the entanglement properties of eigenstates of a
generic quantum many-body Hamiltonian to a disen-
tangling flow in an emergent RG-like dimension. The
method is conceptually similar to the flow equation ap-
proach and uses the same RG-like flow, here, however, in
a very different manner.
To be more precise, we divide our Hilbert space H into
two sub-spaces A and B which are, generally, entangled
between each other (see Fig. 3). Correspondingly, the
Hamiltonian of the whole system is
Hˆ = HˆA
⊗
1B + 1A
⊗
HˆB + gHˆent. (I.4)
The first two terms act in a non-trivial way only on
their corresponding subsystems, while the part Hˆent is re-
sponsible for the entanglement between two subsystems.
The coefficient g  1 is called weak link parameter that
couples two subsystems.
Figure 3. Schematic representation of a bi-partite system with
a weak link, that is represented by a dotted line.
Now, in the very same way as we got rid of the non-
diagonal part of the Hamiltonian in the flow equation
approach, we use the unitary flow to eliminate the en-
tangling part of the Hamiltonian Hˆent here. In the end,
when the flow parameter is sent to infinity B → ∞, our
Hilbert space is a direct sum of two sub-spaces that cor-
respond to two subsystems H = HAB = HA
⊕HA and
the subsystems are completely decoupled. By building
the analogy between the flow equation and flow hologra-
phy methods, one can easily deduce the flow generator
in this case
ηˆ(B) =
[
Hˆ(B), gHˆent(B)
]
. (I.5)
The structure of the generator implies that the flow is
iterative in its nature and each step is a separate uni-
tary transformation that eliminates the corresponding
off-diagonal element labelled by some energy difference.
Which means that the transformation acts on sites that
are further and further apart from the boundary between
regions A and B as the flow parameter increases. A
schematic representation of the process can be seen in
Fig. 4, where, however, the flow is reversed.
Figure 4. Schematic evolution of the state during the entan-
gling flow starting from the product state. The scheme tracks
the largest Schmidt coefficient of the state. The figure is taken
from1.
By using this crucial property, one can derive the an-
alytical expression of the min-entropy1
Smin = −4
∫ ∞
1
Λ2
BdB 〈ψ| ηˆ2(B) |ψ〉+O(g3). (I.6)
Here, Λ corresponds to the ultra-violet cut-off, which re-
flects the fact that we consider the system on a lattice
with a finite lattice constant a and |ψ〉 is a ground state
of the decoupled system. This is needed in order to get
rid of the divergences that arise at B = 0.
II. MIN ENTANGLEMENT ENTROPY
CALCULATION
Model— Let us consider the bi-partite system (A and
B, see Fig. 3) that is filled with locally interacting
fermions. These two sub-regions are weakly coupled by
spin-symmetric hopping terms. For the sake of simplic-
ity, the interaction is turned on only in the region B.
This does not influence the final result qualitatively and
affects only the numerical pre-factor. The Hamiltonian
reads
HˆA = −
∑
i
∑
σ
aˆ†σ,iaˆσ,i+1 + U
∑
i
nˆ↑i nˆ
↓
i + h.c.
HˆB = −
∑
i
∑
σ
bˆ†σ,ibˆσ,i+1 + h.c.
Hˆent = −g
∑
σ
aˆ†σ,0bˆσ,1 + h.c. (II.1)
For what concerns the non-interacting part of the
Hamiltonian, this would lead to the same result as for
free fermions (see appendix A). The presence of the in-
teracting term in the Hamiltonian A creates a different
situation where the entanglement of the subsystem is de-
fined by the competition between the kinetic part, that
4would lead to growing entanglement entropy, and the in-
teracting one where the entanglement is zero because the
state is an insulating one.
Treatement of the interactions using the flow equation
technique— Before we start the consideration of the dis-
entangling flow, we first need to diagonalize the interact-
ing Hamiltonian of the subsystem A. In this way, we will
obtain the eigenmodes which are needed for the consid-
erations that will follow, such as the calculation of the
expectation value of the flow generator for the disentan-
gling flow. The detailed calculations for this section can
be found in appendix B, here, we only sketch the main
steps to give a general idea.
Since we assumed the subsystem B to be non-
interacting, the corresponding fermionic degrees of free-
dom can be described using an eigenbasis composed of
plane waves. The dispersion relation is then the usual
k = −2 cos k, where k is the wave vector. The part of
the Hamiltonian that acts on the subsystem B can be
then written as
HˆB = −
∑
σ
∑
k
εk bˆ
†
σ,k bˆσ,k. (II.2)
If we naively apply the same transformation to the
Fermi-Hubbard Hamiltonian of subsystem A, the pres-
ence of local interactions in the real space would make
our Hamiltonian non-diagonal in the energy basis
HˆA = −
∑
σ
∑
k
εkaˆ
†
σ,kaˆσ,k + U
∑
α,β,γ,δ
aˆ↑†α aˆ
↑
β aˆ
↓†
γ aˆ
↓
δδ
α+γ
β+δ .
(II.3)
Therefore, one has to diagonalize HˆA with the flow
equation method36. Fermi gas in the thermodynamic
limit represents a many-particle problem with an infi-
nite number of degrees of freedom. This implies that
many different energy scales contribute to the Hamilto-
nian. It is obvious that the interaction generates occupa-
tion in many different excited eigenstates of the interact-
ing Hamiltonian. Therefore we implement the diagonal-
izing transformation such that a controlled treatment of
different energy scales is possible39. This is exactly what
the flow equation method can offer us.
Before to look into the technical details, one can de-
velop an intuitive picture of the process: during the flow
one-particle creation and annihilation operators trans-
form and acquire multi-particle coating (see Fig. 5).
Also, different spins mix between each other such that
the particle with some spin σ becomes a multi-particle
excitation of different spins. Such excitation is called
quasi-particle and is denoted by new creation and anni-
hilation operators (cˆ, cˆ† in the subsystem A). In the basis
of these operators, our Hamiltonian has a diagonal form.
However, in the same fashion as for the conventional RG-
flow, not only the operational structure of the Hamilto-
nian changes, but also the parameters in the Hamiltonian
become “flowing”, see Eq. B.3.
Figure 5. The schematic representation of the multi-particle
structure that the quasi-particle acquire during the diagonal-
ization flow.
One can write down a physical ansatz for the
quasparticles39, where the functional dependence is de-
duced from the flow differential equations (see appendix
B) and get the expression for the diagonalized Hamilto-
nian
Hˆ = −
∑
σ
∑
k
εkaˆ
↑†
k,σaˆ
↑
k,σ −
∑
σ
∑
k
εk bˆ
↑†
k,σ bˆ
↑
k,σ −
∑
σ
∑
l,m
2
N + 1
sinm sin l
(
hl(∞)gl,m(B)aˆ†l,σ bˆm,σ+
+
∑
p′q′p
M lp′q′p(∞)gp′q′p,l,m(B) : aˆ†p′,σaˆ†q′,−σaˆp,−σ : bˆm,σ + h.c
 (II.4)
with
M lp′q′p(B) = Uρ
∫ ∞
−∞
dE
δ(E − ε′p − ε′q + εp)
(E − εl)
(
1− e−B(E−εl)2
)
(II.5)
hl(B) = 1− U2ρ3
∫ ∞
−∞
dE
(E − εF )2
(E − εl)2
(
1− e−B(E−εl)2
)
. (II.6)
The explicit calculation is done in appendix B. It is important to emphasise that the flow function hl(B) is
5connected to the quasi-particle residue via hkF =
√
Z(B)
and depicts the coherent overlap of the physical fermion
with the related interaction-free momentum mode (quasi-
particle) of the current representation.
Disentangling flow— In the previous section, we con-
sidered the flow that diagonalized the Fermi Hubbard
Hamiltonian. The corresponding flow parameter B was
sent up to infinity in order to reach perfect diagonaliza-
tion. However, as was mentioned in the introduction, for
some systems such procedure may diverge which means
that the corresponding Hamiltonian can be diagonalized
only up to a certain extent. In order to control all the
divergencies, we will keep the final value of the previous
diagonalising flow parameter at some fixed (big enough in
order to assume that the Hamiltonian is diagonal) value
B∗ and proceed to the next (disentangling) flow with the
corresponding parameter B. Then, in the end, we will
see whether we can send B∗ having all the expressions
finite. And if we can not: what are the limitations for it.
In the end, we want to see how the interactions influ-
ence the entanglement entropy, therefore, we are keeping
track of all the difference with the same calculations for
free fermions.
Keeping in mind the commutation relations for the
fermions one can work out the generator of the flow.
This will, however, only give the operational form of
it. In order to find the functional dependence for
the gl,m(B), gp′q′p,l,m(B) on should solve the differential
equation1
dHˆ/dB = −
[
Hˆ(B), ηˆ(B)
]
(II.7)
obtaining
gl,m(B) = ge
−B(εl−εm)2 (II.8)
gp′q′p,l,m(B) = ge
−B(εp′+εq′−εp−εm)2 . (II.9)
Plugging the solutions II.8 in the Eq. I.3 we obtain the
full form of the flow generator
ηˆ(B) =
∑
σ
∑
m,l
2g
N + 1
sinm sin l
[
hle
−B(εl−εm)2
(
aˆ†l,σ bˆm,σ − aˆl,σ bˆ†m,σ
)
(εl − εm)+
+
∑
p′q′p
M lp′q′pe
−B(εp′+εq′−εp−εm)2
(
: aˆ†p′,σaˆ
†
q′,−σaˆp,−σ bˆm,σ : − : aˆp′,σaˆ†p,−σaˆq′,−σ bˆ†m,σ :
)
(εp′ + εq′ − εp − εm)
]
. (II.10)
Flow generator that we obtained enters the expression
for the entanglement entropy in the form of the following
expectation value: 〈ψ0| ηˆ2 |ψ0〉. Term ∼ h × h will give
the same contribution as in the case for the free fermions
but multiplied by the quasi-particle residue. Cross-terms
(the ones ∼ h×M) will not contribute to the expectation
value at all as there are the unequal amount of creation
and annihilation operators in them and therefore the ex-
pectation value vanishes.
The only new and “non-trivial” contribution to 〈ηˆ2〉
can arise from the M ×M term, which is ∼ U2, which
one can work out with the help of the Wick theorem.
By considering this term, we will calculate the correction
δS = Sinteracting − ZSfree. The scaling of this additional
term with the subsystem size is not known and is of a fun-
damental interest. By inserting the corresponding part
of the ηˆ2 in Eq. I.6 and performing the integration (see
appendix C) we obtain
δS =
6g2U2ρ
pi2
√
2pi
(
Λ
l
− Λ
)∫ ∞
−∞
dε˜l
∫ ∞
0
dE˜
E˜2
(E˜ + ε˜l)2
erfc(E˜). (II.11)
Final remarks— If one naively looks at the Eq. II.11,
they will immediately see that the expression has a pole
of the second order at −E˜ = ε˜l. The origin of this is
hidden in the first diagonalization flow procedure. As was
mentioned before, for some energies of the quasi-particle
we can not diagonalize the Hamiltonian precisely, but
only make it “nearly” diagonal. Therefore, in order to
avoid divergences one has to try the same procedure, but
cutting the diagonalization flow of HˆA at some value B
∗.
Presumably, this threshold B∗ can depend on the energy
ε. The further we go from the Fermi energy, the smaller is
the lifetime of the quasi-particle τ ∼ (ε− εF )−2. That is
why those quasi-particles with a very small lifetime just
do not manage to penetrate far enough into the other
subsystem in order to entangle because they decay before
doing it.
6In order to perform the same calculation keeping all the
divergences under control, we act iteratively: diagonalize
the Hamiltonian up to some extent, then entangle only
up to some energies from the Fermi level, then proceed to
better diagonalization, then entangle further and so on.
Indeed, if one re-considers all the calculations keeping B∗
finite, one would see that additional pre-factor that arises
cancels the pole when E˜ → −ε˜l. The regularised result
has the same scaling and we leave the technical details of
the analysis in appendix C.
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Appendix A: Flow equation holography for free fermions
Consider one–dimensional free fermions on a lattice. We divide it into two subsystems A and B on the 0th lattice
site with NA and NB sites respectively (for simplicity we take NA = NB). The weak coupling g between the two
subsystems which is realised via the hopping term on the 0th cite (junction) couples these subsystems. One can restore
the trnslationaly invariant case by putting g = 1. The Hamiltonian reads
Hˆ = HˆA + HˆB + Hˆent = −t
2∑
n=N
(aˆ†i aˆi+1 + h.c)− t
2∑
n=N
(bˆ†i bˆi+1 + h.c)− g(aˆ†1bˆ1 + h.c).
By performing the entangling flow1, these subsystems will entangle up to some length l. For this, we calculate the
min-entanglement entropy following the original work1. In the system, where t = 1 the flow generator is
7ηˆ(B) =
∑
l,m
2ge−B(εl−εm)
2
sinm sin l
N + 1
(
aˆ†l bˆm − aˆlbˆ†m
)
(εl − εm) , (A.1)
where B is the flow parameter. Substituting the expression for the flow parameter A.1 into the Eq. I.6 we obtain the
answer for the min entanglement entropy depending on the weak-link parameter g
Smin = g
2 4
pi2
(
1− µ
2
4
)
ln l, (A.2)
where l is the length of the subsystem and µ is chemical potential. The answer in a perfect agreement with the
previous works1 and represents a logarithmic correction to the Area Law as should be for the critical systems7. For
the translation-invariant case g = 1 the behaviour is logarithmic in l with the universal pre-factor independent of the
filling7.
It can be shown that the two-dimensional free fermions are equivalent to the set of one-dimensional free fermions
gases with momenta-dependent chemical potential µ(ky) which makes the answer for the min entanglement look as
follows
Smin =
g2Ny
2pi3
ln l
(
(2− µ2) arcsin
(µ
2
− 1
)
+
√
µ− µ
2
4
(6µ− 4)
)
. (A.3)
Appendix B: Diagonalization of the Fermi Hubbard Hamiltonian by means of the flow equation
The subsystem A with local interactions can be represented by the Fermi Hubbard Hamiltonian which in the basis
of plane waves reads
HˆA = −
∑
σ
∑
k
εkaˆ
†
σ,kaˆσ,k + U
∑
α,β,γ,δ
aˆ↑†α aˆ
↑
β aˆ
↓†
γ aˆ
↓
δδ
α+γ
β+δ . (B.1)
Using the standard normal ordering we can rewrite the interacting part as
aˆ↑†α aˆ
↑
β aˆ
↓†
γ aˆ
↓
δ =: aˆ
↑†
α aˆ
↑
β aˆ
↓†
γ aˆ
↓
δ : +nγδ
γ
δ : aˆ
↑†
α aˆ
↑
β : +nαδ
αβ : aˆ↓†γ aˆ
↓
δ : −nγnαδγδ δαβ. (B.2)
The last term of the Eq. B.2 is a constant off-set which can be ignored. The second and the third terms give the
contribution to the energy εk of order U . The perturbative series we are going to see in some lines makes clear that
this contribution will be subdominant in the approximation we are going to consider therefore we can neglect these
terms.
Hamiltonian HˆA is diagonalised by the means of flow equation method38. The new basis corresponds to the complex
multi-particle states (quasi-particles cˆ, cˆ†). Not only the operational structure of the Hamiltonian will change, but
also the parameters in the Hamiltonian will become ”flowing”. The final Hamiltonian reads
Hˆ = −
∑
σ
∑
k
εk(∞) : cˆ†σ,k cˆσ,k :−
∑
σ
∑
k
εk : bˆ
†
σ,k bˆσ,k : −
∑
σ
∑
l,m
2
N + 1
sinm sin lgl,m(∞)
(
cˆ†σ,lbˆσ,m + h.c
)
. (B.3)
The operational form of the quasiparticle creation and annihilation operators cˆ, cˆ† can be guessed and set as an
ansatz to the differential equations of the flow in order to find the functional dependence.39 This can be done as far
as Eq. B.4. is full-filled not only by the generator of the flow but also by any Hermitian operator
dOˆ(B)
dB
=
[
ηˆ(B), Oˆ(B)
]
, (B.4)
where B is the flow parameter. The ansatz for the physical fermion includes the lowest order corrections and takes
into account spin and momentum conservations (see Eq. B.5). Note, that the particle that had some definite spin σ
in the system without interactions is now “coated” by particles of different spins including −σ.
cˆ†l,σ = h
σ
l (B)aˆ
†
l,σ +
∑
p′q′p
M l,σp′q′p(B) : aˆ
†
p′,σaˆ
†
q′,−σaˆp,−σ : +
∑
p′q′p
M l,−σp′q′p(B) : aˆ
†
p′,σaˆ
†
q′,σaˆp,σ :
cˆl,σ = h
σ
l (B)aˆl,σ +
∑
p′q′p
M l,σp′q′p(B) : aˆp′,σaˆ
†
p,−σaˆq′,−σ : +
∑
p′q′p
M l,−σp′q′p(B) : aˆp′,σaˆ
†
p,σaˆq′,σ : . (B.5)
8Here hσl (B),M
l,σ
p′q′p(B) are the flowing functions of the observable cˆ
†
l,σ and can be deduced from the differential
equations B.4. The physical meaning of hσl (B) is simple: it is connected to the quasi-particle residue via hkF =
√
Z(B)
and depicts the coherent overlap of the physical fermion with the related interaction-free momentum mode (quasi-
particle) of the current representation. The function M l,σp′q′p(B) represents the incoherent background in the spectral
function of an interacting system39. The differential equations on these functions for the particular case up spin up
are
∂h↑l (B)
∂B
= U
∑
pq′q
∆εl,pq′qe
B(∆εl,pq′q)
2
Qpqq′M
l,↑
pqq′(B) (B.6)
∂M l,↓αβγ(B)
∂B
= −U
∑
q′q
[nq′ − nq] ∆εq′qαγeB(∆εq′qαγ)2M l,↑βq′q(B) (B.7)
∂M l,↑αβγ(B)
∂B
= U
∑
p
h↑p(B)∆εαγβpe
B(∆εαγβp)
2
+
+ U
∑
pq′
[np − nq′ ] ∆εq′pαγeB(∆εq′pαγ)2M l,↑pβq′(B)
+ U
∑
pq
[1 + nq − np] ∆εαpβqeB(∆εαpβq)2M l,↑pqγ(B)
+ U
∑
p′p
[np′ − np] ∆εp′pβγeB(∆εp′pβγ)2
[
M l,↓pγp′(B)−M l,↓αpp′(B)
]
. (B.8)
As far as we are interested only in the leading order in U , it will be easy to truncate the chain of differential
equations B.6 and they will not be coupled any more. However, the solution will depend on its initial conditions.
Since the differential equations, B.6 are linear, a solution for general initial conditions can be achieved as a linear
superposition of solutions for independent initial configurations. There are two possible cases:
1. Fully coherent initialization of one fermion in the momentum mode k:
h↑(B = 0) = δik and M(B = 0) = 0 for all possible indices.
2. Fully incoherent initialization in the dressing state p′q′p, ↑:
h↑(B = 0) = 0, M↑αβγ(B = 0) = δ
p′
α δ
q′
β δ
p
γ and M
↓(B = 0) = 0 for all possible indices.
We will only consider the first case of fully coherent initialization here and the other case is left for further studies.
Now we can iteratively track the action of the differential flow equations at the onset of the flow. The first iteration
is defined by the initial conditions. Then in the next iteration, keeping only terms up to order of U we see that M↑
is defined only by the first term plugging in the initial condition for h. This implies that M ∼ U and this is the only
term we will keep hence all the other will be of a higher order
∂M l,↑αβγ(B)
∂B
= U
∑
p
δpl ∆εαγβpe
B(∆εαγβp)
2
. (B.9)
This equation can be easily solved and the solution should be plugged in the equation for h
∂h↑l (B)
∂B
= U
∑
pq′q
∆εl,pq′qe
B(∆εl,pq′q)
2
Qpqq′M
l,↑
pqq′(B). (B.10)
We also see that term with M↓ will not contribute to the leading order at all as far as it only has terms proportional
to M × U in its equations. This can be also understood from the Pauli principle: it is much favourable for electrons
to occupy states with different spin directions when it is possible. The same rule is used for the well-known Madelung
rules All this means that the solution will be at least of the order U2 in the interaction strength. In the end, after all
the simplifications we have the following system of equations
∂hσl (B)
∂B
= U
∑
p′q′p
M l,σp′q′p(B)∆lp′pq′e
−B∆2
lp′pq′Qp′pq′ (B.11)
∂M l,σp′q′p(B)
∂B
= hσl (B)U∆p′pq′le
−B∆2
p′pq′l . (B.12)
9We should, however, note that all the considerations were made for the spin up. Nevertheless, the equations and
the solutions are symmetric for both values of the spin
M lp′q′p(B) = U
1− e−B∆2p′pq′l
∆p′pq′l
(B.13)
hl(B) = 1− U2
∑
p′q′p
1− e−B∆2p′pq′l
2∆2p′pq′l
Qp′pq′ , (B.14)
where ∆p′pq′l = εp′ − εp + εq′ − εl. One can insert and additional integral
M lp′q′p(B) = Uρ
∫ ∞
−∞
dE
δ(E − ε′p − ε′q + εp)
(E − εl)
(
1− e−B(E−εl)2
)
(B.15)
hl(B) = 1− U2ρ3
∫ ∞
−∞
dE
(E − εF )2
(E − εl)2
(
1− e−B(E−εl)2
)
. (B.16)
The energy eigenmodes of the diagonal Hamiltonian are hence
cˆ†l,σ = h
σ
l (∞)aˆ†l,σ +
∑
p′q′p
M l,σp′q′p(∞) : aˆ†p′,σaˆ†q′,−σaˆp,−σ :
cˆl,σ = h
σ
l (∞)aˆl,σ +
∑
p′q′p
M l,σp′q′p(∞) : aˆp′,σaˆ†p,−σaˆq′,−σ : . (B.17)
Appendix C: Evaluation of the integral I.6 for the correction to the min-entanglement entropy
The integral that we obtain after substituting the flow parameter II.10 to the Eq. I.6 and leaving only the term
quadratic in the flow function M we obtain
δS = −
∑
l,m
∑
p′q′p
4
∫ ( lΛ )2
( 1Λ )
2
BdB
16g2
(N + 1)2
e−2B(εp′+εq′−εp−εm)
2
(εp′ + εq′ − εp − εm)2
δl+pp′+q′U
2 sin2m sin2 l
(εp′ − εp + εq′ − εl)2×
× (np′nq′(1− np)(1− nm) + (1− np′)(1− nq′)npnm) . (C.1)
It is useful to notice, that 2 sinm =
√
4− 4 cos2m = √4− ε2m = 1/ρ(εm), where ρ(εm) is a density of states.
One can go from the sum over the wave-vector indices to the integral over energies. Even though the integration
limits correspond to the borders of the energy band, namely εl = 2 cos l ∈ [−2, 2], we can expand the region of the
integration to [−∞,∞] due to the properties of the density of states (zero outside the energy band).
We can also take the densities of states on the chemical potential as an approximation. This can be motivated
by the fact that in the region of high flow parameter B (the one we are interested in) high energy differences are
suppressed by the factor e−2B(εl−εm)
2
. The only value where both energies are the closest is at the chemical potential.
So we obtain
δS = −2g
2U2ρ
pi2
∫ ( lΛ )2
( 1Λ )
2
BdB
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
dεldεmdεp′dεq′δ(E − εp′ − εq′ + εp)e−2B(E−εm)2 (E − εm)
2
(E − εl)2 ×
× (np′nq′(1− np)(1− nm) + (1− np′)(1− nq′)npnm) , (C.2)
where we inserted one more integration over E by using the Dirac delta-function. One can get rid of (E − εm)2 by
taking the derivative over B
δS =
g2U2ρ
pi2
∫ ( lΛ )2
( 1Λ )
2
dBB
∂
∂B
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
dεldεmdEdεp′dεq′
δ(E − εp′ − εq′ + εp)
(E − εl)2 e
−2B(E−εm)2×
× (np′nq′(1− np)(1− nm) + (1− np′)(1− nq′)npnm) . (C.3)
Let us now take care of the part where we have integration over E, εp, εq′ , εm. We see that such an integral is
non-zero only in 2 cases:
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1. εp′ < εF , εq′ < εF , εp > εF , εm > εF . In this case E = εp′ + εq′ − εp ∈ [−∞, εF ]
2. εp′ > εF , εq′ > εF , εp < εF , εm < εF . In this case E = εp′ + εq′ − εp ∈ [εF ,∞]
So we have 2 terms
I =
∫ ∞
εF
dεm
∫ εF
−∞
dE
∫ εF
−∞
dεp′
∫ εF
−∞
dεq′
δ(E − εp′ − εq′ + εp)
(E − εl)2 e
−2B(E−εm)2+
+
∫ εF
−∞
dεm
∫ ∞
εF
dE
∫ ∞
εF
dεp′
∫ ∞
εF
dεq′
δ(E − εp′ − εq′ + εp)
(E − εl)2 e
−2B(E−εm)2 . (C.4)
Shifting energies and going to new variables allows us to get rid of one integral by obtaining the complementary error
function:
I =
2√
2B
√
pi
∫ ∞
0
∫ ∞
0
dEdεp′
(∫ 0
−∞
dεq′
δ(−E + εp′ − εq′ + εp)
(E + εl)2
+
∫ ∞
0
dεq′
δ(E − εp′ − εq′ + εp)
(E − εl)2
)
erfc(
√
2BE).
(C.5)
In both cases the limits of the energy integrations can be restricted by an approximate evaluation of the delta function
δ(E − εp′ − εq′ + εp). It gives the limit for the integration over εq′ and εp′ which is straightforward to calculate and
plugging the result into the initial expression for δS we obtain
δS = −3g
2U2ρ
pi2
√
2pi
∫ ( lΛ )2
( 1Λ )
2
dB
1
B
√
B
∫ ∞
−∞
dε˜l
∫ ∞
0
dE˜
E˜2
(E˜ + ε˜l)2
erfc(E˜). (C.6)
Appendix D: Divergence analysis of the Eq. II.11
Let us take a closer look to the “problematic” part of the Eq. C.6 which would be the region of negative energies ε
I =
∫ ( lΛ )2
( 1Λ )
2
dB
1
B
√
B
∫ ∞
0
dε
∫ ∞
0
dE
E2
(E − ε)2 erfc(E). (D.1)
As was said in the main text, we want to act iteratively where each iteration presumes diagonalising the Hamiltonian
up to some extend B∗. In order to do so, we need to look at the same expression in the case when the flow parameter
of diagonalising the Hamiltonian is sent not to ∞, but only up to some value B∗. For this, we just need to remember
the functional dependence of M(B) and also the fact that δS and hence also I is proportional to M2. We recall
M lp′q′p(B
∗) = Uρ
∫ ∞
−∞
dE
δ(E − ε′p − ε′q + εp)
(E − εl)
(
1− e−B∗(E−εl)2
)
(D.2)
and see that the only difference between M(B) and M(∞) is the pre-factor
(
1− e−B∗(E−εl)2
)
which we need to insert
now to the I. By tracking all the changes we have done to the variables E, εl during the calculation of the integrals
we arrive at the following result for the final integral
I =
∫ ( lΛ )2
( 1Λ )
2
dB
1
B
√
B
∫ ∞
0
dε
∫ ∞
0
dE
E2
(E − ε)2 erfc(E)
(
1− e−B
∗
B (E−ε)2
)2
. (D.3)
We can Taylor-expand the exponent which converges and cancel the problematic part
I ≈
∫ ( lΛ )2
( 1Λ )
2
dB
(B∗)2
B3
√
B
∫ ∞
0
dε
∫ ∞
0
dEE2erfc(E)(E − ε)2 (D.4)
and integrate over E
I ≈
∫ ( lΛ )2
( 1Λ )
2
dB
(B∗)2
B3
√
B
∫ ∞
0
dε
(
−3
8
ε+
6 + 5ε2
15
√
pi
)
. (D.5)
11
However, we need to integrate ε only up to the bandwidth
√
2Bε0. Here we do not specify ε0 because we are not
interested in the exact value of the integral – only in its scaling with the subsystem size. By doing so we get
I ≈
∫ ( lΛ )2
( 1Λ )
2
dB
(B∗)2
B3
√
B
(
2
√
2
5
√
pi
√
B − 3ε
2
0
8
B +
2
√
2ε3
9
√
pi
B3/2
)
, (D.6)
where B∗ is some unknown function of B. However, one can see that the leading in l contribution will come from the
term
Ilead ∼
∫ ( lΛ )2
( 1Λ )
2
dB
(
B∗
B
)2
. (D.7)
We see that in case when B∗ ∼ Bα we obtain
Ilead ∼
∫ ( lΛ )2
( 1Λ )
2
dBB2(α−1) ∼ Λ
2−4α
2α− 1
(
1
l2−4α
− 1
)
. (D.8)
In particular case of α = 0.25 we have 1/l scaling hence making the correction term sub-leading.
