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Abstract
Clear speech is a speaking style that has been shown to improve intelligibility in adverse listening
conditions, for various listener and talker populations. Clear-speech phonetic enhancements include a
slowed speech rate, expanded vowel space, and expanded pitch range. Although clear-speech phonetic
enhancements have been demonstrated across a variety of talkers, only a subset of these changes may be
required for listeners to benefit perceptually from clear speech. Furthermore, while current literature has
provided some understanding of the phonetic enhancements that are typical of clear speech and the
improvements in intelligibility resulting from its use, less is understood regarding how listeners benefit
from clear speech. Understanding the mechanisms underlying the effectiveness of clear speech will
provide insight into speech processing more generally. To that end, two studies were conducted to
investigate the possible mechanisms underlying clear-speech benefits. The first study tests the hypothesis
that clear speech reduces the amount of information needed for syllable identification. The amount of
information presented to listeners was controlled using a silent-center syllable paradigm, in which various
amounts of the center or edge of the syllables were removed. The second study tests the hypothesis that
phonetic processing of clear speech requires fewer neuro-cognitive resources than typical, or
conversational, speech. An Event Related Potential (ERP) paradigm, focused on the Phonological
Mismatch Negativity (PMN) component, was used to compare participants’ neurophysiological responses
to conversational- and clear-speech stimuli. Results from the first experiment supported the hypothesis of
a clear-speech benefit in partial syllables, although the effect was stronger for some vowels than for
others. The second experiment demonstrated differences in the way the brain responds to clear versus
conversational speech, for syllables in which only the nucleus varied across stimuli. Match-mismatch

v

differences were found in the MMN and PMN components, while the N600 component was found to
respond to style differences.
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Chapter One: Background Information
Clear Speech
Clear speech is a speaking style in which speakers enhance pronunciation to overcome adverse
listening conditions. While studied across different languages, research in clear speech has focused
mainly on three areas: speaker and listener groups who benefit from clear speech, acoustic correlates of
clear speech, and information on clear-speech similarities and differences across languages. While it is
well known that clear speech is more intelligible than conversational speech, the mechanisms by which
clear speech enhancements aid listeners’ processing of segmental information have not been thoroughly
investigated.
The clear-speech benefit is typically measured by comparing the intelligibility of items spoken in
a clear-speech style to that of items spoken in a conversational-speech style. In order to avoid ceiling
effects, listeners are usually asked to identify stimuli presented with noise in the background. This method
has been used with various speaker groups, such as native and nonnative speakers (Bradlow, 2002;
Rogers, DeMasi, & Krause, 2010) and young and older speakers (Schum, 1996). The same method has
also been used to compare clear-speech benefits for different listener groups: native and nonnative
listeners (Bradlow, 2002; Bradlow & Bent, 2002), older and younger listeners (Schum, 1996), normalhearing and hearing-impaired listeners (Ferguson, 2004; Ferguson & Kewley-Port, 2002; Picheny,
Durlach, & Braida, 1985), and children with and without learning disabilities (Bradlow, Kraus, & Hayes,
2003). Whether comparing speaker or listener groups, the ultimate goal of this research has been to
understand, with increasing precision, why clear speech improves intelligibility for a particular speaker or
listener group.

1

Clear speech has been shown to improve intelligibility for all the speaker and listener groups
discussed above, but the degree of benefit is not always the same, and the target variables and stimulus
materials used have also varied widely across studies. With regard to talker differences, Rogers, DeMasi,
and Krause (2010) compared the intelligibility of CVC syllables produced by native English speakers,
early learners of English with a first language of Spanish, and late learners of English with a first
language of Spanish. All three talker groups were asked to produce six /bVd/syllables in both clear and
conversational speech styles (“bead, bid, bayed, bed, bad,” and “bod”). Native English-speaking listeners
were asked to identify the syllables produced by the three talker groups. The target syllables were
presented in background noise with a signal-to-noise ratio (SNR) of -8 dB for the two former groups and 4 dB for the the latter group. All three talker groups showed improved intelligibility when asked to speak
clearly, but the intelligibility benefit was smallest for the later learners of English as a second language.
In another study of talker differences, Schum (1996) compared the ability of young and older speakers to
produce a clear-speech benefit for older listeners with a sensorineural hearing loss. Speakers were asked
to read 100 meaningful sentences containing 4-7 words. Listeners were then asked to repeat the sentences
they heard, which were presented in noise at a +3 dB SNR The results showed that both groups of
speakers showed a similar improvement in intelligibility when producing clear speech. Another study
looked at individual speaker variability (Ferguson, 2004) and found that despite individual differences,
women produced a larger clear-speech benefit, on average, than men.
In addition to knowing who benefits from clear speech and which talkers can produce measurable
clear-speech benefits, it is important to understand the acoustic cues that differentiate clear from
conversational speech.
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A number of studies have acoustically analyzed clear and conversational speech produced by various
speakers in order to understand the phonetic enhancements responsible for the clear-speech benefit (Bond
& Moore, 1994; Chen, 1980; Cutler & Butterfield, 1990; Krause & Braida, 2004; Smiljanić & Bradlow,
2009). In their review article, Smiljanic and Bradlow (2009) describe a number of clear-speech acoustic
enhancements that have been identified by researchers. These include a decrease in speaking rate, a wider
pitch range, more salient stop releases, and an expanded vowel space. Smiljanic and Bradlow (2009) also
note that studies using large groups of speakers often found that clear-speech enhancements varied across
listeners, suggesting that different talkers use different strategies. These findings are suggestive of how
clear speech works. However, the variability across speakers suggests that knowing what acoustic
changes are made is not sufficient to understand the phenomenon. It seems that not all cues are created
equal, and not all speakers employ the same acoustic enhancements to elicit the same degree of benefit.
The effect of speaking rate on the intellgibility of clear speech has also been examined (Krause &
Braida, 2002). In this study, five speakers were trained to produce clear speech at slow, normal, and fast
speaking rates. Speaker training was required in this study because clear speech is typically produced
with a slower than normal rate. The speakers recorded 50 sentences in a number of conditions. Most
relevant here was clear speech produced at a normal speaking rate, clear speech at a slowed speaking rate,
clear speech at a fast speaking rate, conversational speech at a normal speaking rate, and conversational
speech at a fast speaking rate. Eight listeners were asked to indicate the sentences they heard, which were
presented in speech-shaped noise at an SNR of -1.8 dB. The results showed a clear-speech benefit, when
compared to conversational-speech intelligibility at all rates, with no significant difference in the size of
the clear- speech benefit for the slow and normal rates. This finding illustrates why knowing common
clear-speech enhancements is not sufficient for understanding how clear speech works. Though a slowed
speech rate has been found in all studies of naturally produced clear speech, Krause and Braida (2002)
showed that a slower speaking rate is not necessary to produce an equal size clear-speech benefit.
The final major area of clear speech research focuses on similarities and differences in clear
speech across languages other than English. This is currently the least-studied domain clear-speech
1

research, but an area that has both clinical and linguistic implications. To date, only three languages have
been studied systematically with regard to perception and production of clear speech: Korean (Kang &
Guion, 2008), French (Gagné, Rochette, & Charest, 2002), and Croatian (Smiljanić & Bradlow, 2005).
One important finding across these studies is that clear speech is a phenomenon that occurs across
languages, with very similar results in terms of presence of overall benefit and general types of acoustic
enhancements. Smiljanic and Bradlow (2005) showed that the specific phonetic enhancements made in
clear speech seem to fall into two categories: Signal enhancements (e.g., slowed speech rate and wider
pitch range) and linguistic enhancements (e.g., increased acoustic differentiation of the voiced-voiceless
contrast in clear speech). Understanding these differences, and looking at how they are applied in a
second language, will help in understanding how a second language is represented in bilinguals. Such
research might also lead to clinical applications for accent modification. To date, only one study has
looked at the effect of first language on clear-speech benefit in a second language, in terms of production
(Luque & Bradlow, 2011), but the results of that study were inconclusive.
In summary, clear-speech research has demonstrated benefits of clear speech across a variety of
conditions, including background noise, communicating in a second language, and hearing loss. Research
on clear speech has also identified specific acoustic changes in the speech signal associated with the clearspeech benefit. However, the acoustic changes associated with clear speech are not always consistent or
effective across all speakers (Ferguson, 2004) and are not all necessary for a clear-speech benefit to be
realized (Krause & Braida, 2002). Furthermore, knowledge of the acoustic enhancements themselves is
not sufficient to understand how a clear-speech benefit is achieved on the part of listeners.
One possible reason for the increased intelligibility of clear speech in noise is that less acousticphonetic information is needed for listeners to identify speech sounds in clear than in conversational
speech. This hypothesis could explain why noise in the background or a hearing impairment does not
affect clear speech as much as conversational speech. Listeners may obtain enough information for
phonetic identification from clear speech, even when relatively limited acoustic information is available
to them. That is, if only a small portion of a syllable is available to a listener during a “dip” in background
2

noise, the listener may be more likely to be able to make use of that information if it was spoken in a clear
than in a conversational speech style. Pollack (1975) discusses the two types of maskers that may affect
speech perception: Energetic (masking at the auditory periphery, with temporal and spectral overlap
causing parts of the signal to be inaudible) and informational (masking that is hard to separate from the
signal or that distracts from the signal). With either type of masking, a portion of the signal is inaccessible
to the listener. Another possibility is that fewer cognitive resources are needed for processing clear
speech, freeing up resources that may be used more effectively in adverse conditions – such as for
separating the target signal from noise, or for the processing of complex syntactic structures or complex
ideas. These hypotheses may be investigated by examing clear-speech enhancements to only certain
aspects of the signal, such as removing portions of the acoustic information, by examining the processing
of clear speech under various conditions of cognitive demand, and by analyzing neural responses to clear
speech.

Vowels
Vowels are an appropriate and informative place to begin research aimed at understanding the
mechanisms underlying clear-speech perception because some authors argue that vowels contribute more
toward intelligibility than consonants (Cole, Yan, Mak, Fanty, & Bailey, 1996). Furthermore, because
vowels are usually more intense than consonants, they are typically better preserved in adverse listening
conditions. In the introductory chapter of Vowel Inherent Spectral Change (Morrison & Assmann,
2012), Hillenbrand describes static and dynamic acoustic cues to vowel identity. Static spectral cues,
which were considered necessary and sufficient for vowel identification until recently, consist of formantfrequency information that can be found near the vowel midpoint. However, despite analyzing only
formant-frequency information at the vowel midpoint in their study of vowel production, even Peterson
and Barney (1952) suggested that this static information is not always sufficient for vowel identification
due to overlap among vowel formant frequencies across talkers. Thus, the effect of two types of dynamic
cues to vowel identity have been investigated as well. One dynamic cue to vowel identity is vowel3

inherent spectral change (VISC), defined as spectral information that is present across the time course of
the steady-state portion of the vowel, during which formant-frequency information may change over time.
Confirming the hypothesis of Peterson and Barney, Hillenbrand, Getty, Clark, and Wheeler (1995)
showed that synthetic vowel identification improved when VISC and vowel-duration information were
presented in addition to static formant-frequency information. Another dynamic cue to vowel identity is
formant transition information. The consonant-vowel (CV) and vowel-consonant (VC) formant
transitions are the changes in formant frequency that occur as the articulators move from the articulatory
posture for a consonant to that of a vowel (CV) and from the articulatory posture for a vowel to that of a
consonant (VC). Until the studies of Jenkins, Strange, and colleagues (see below), the vowel steady state
was considered the locus of vowel identification, with little or no vowel information to be obtained from
the CV and VC formant transitions. ge, & Edman, 1983)
In a landmark study, Jenkins, Strange, and Edman (1983) asked listeners to identify /bVb/
syllables that had been modified in a number of different ways. Five conditions are relevant to this
dissertation: Control, silent center, fixed-duration silent center, variable center, and fixed center. The
control syllables were the full /bVb/ syllables, with all acoustic information intact. Silent-center syllables
were created by reducing to silence the steady-state portion of the vowels (vowel center frequency and
any VISC removed; CV and VC formant transitions preserved). Variable-center syllables were created by
reducing to silence everything except the steady-state portion of the vowel (vowel center frequency and
any VISC preserved; CV and VC formant transitions removed). In both of the above-mentioned
conditions, vowel-duration information was preserved (in the form of relative durations in the variablecenter conditions). The fixed-center syllables were those in which the steady-state portion of the vowel
was preserved, but duration information was removed by equalizing the duration of the steady-state
portion across all stimuli. Finally, the fixed-duration silent center syllables were those in which the
duration of the silence was manipulated so that all vowel durations were the same. These conditions
allowed for a comparison of the relative importance of vowel center and formant transition cues for vowel
identification, as well as the effect of vowel duration on identification. The results showed no statistically
4

significant difference in percent-correct identification between the control, silent-center and variablecenter stimuli, although listener performance for the control and silent-center syllables was slightly higher
than for the variable-center stimuli, which in turn was slightly higher than for the fixed-center syllables.
Overall, it seems clear that both dynamic CV and VC formant transition cues and vowel steady-state cues
are used nearly equally well by listeners for vowel identification.
Given the importance of vowels in speech processing, investigating the effects of clear speech on
the amount of acoustic information required to reliably identify vowels will address the hypothesis
described earlier – that less acoustic information is required for segmental identification in clear than in
conversational speech. Comparing these effects separately for the relatively dynamic CV and VC
formant transitions and the relatively static vowel centers may provide insight into what aspects of the
vowel are most enhanced during clear speech or which, if any, of these cues are more heavily weighted by
listeners during speech processing.

Neural Research
While gaining insight into how specific enhancements contribute to clear-speech benefits will
help in understanding how listeners derive perceptual benefits from clear speech from a signal
enhancement and/or perceptual phonetic processing perspective, neurophysiological data may provide
insight into the mechanisms underlying differences in phonetic processing of conversational vs. clear
speech. The benefit of using a neural measure is that it may reflect processing in terms of allocation of
cognitive resources. One approach is the use of Event-Related Potentials (ERPs). ERPs measure neural
responses that are time-locked to an event/stimulus. By averaging responses to multiple repetitions of a
stimulus, effects of electrical activity unrelated to event/stimulus processing can be minimized (Key,
Dove, & Maguire, 2005). The phonological mismatch negativity (PMN) is a negative ERP component
occurring at ~150-350 ms post-stimulus onset that responds to a violation of phonological expectancies
(Connolly & Phillips, 1994; Diaz & Swaab, 2007). This negativity has been localized to multiple areas:
Fronto-central right asymmetrical negativity (J. F. Connolly, D'Arcy, Kujala, & Alho, 2001) and occipital
5

(Diaz & Swaab, 2007). If clear speech enhances listeners’ ability to discriminate phonemic contrasts, the
PMN should be appropriate for comparing neural responses to conversational vs. clear speech because it
focuses on phonological contrasts and can potentially provide insight into the use of cognitive resources
(via PMN latency and amplitude).
Connolly and Phillips (1994) showed that the PMN is only elicited to phonological differences; it
is not a version the N400 component, which responds to a violation of expectations at the semantic level.
They asked participants to listen to four types of sentences: Sentences that end with the highest
probability word (based on context), sentences that end with a word with the same initial phoneme as the
highest probability word, sentences that end with a word with a different initial phoneme and no semantic
relationship to the highest probability word, and sentences that end with a word with a different initial
phoneme from the highest probability word, but which is semantically related to the highest-probability
word. PMN was only detected in response to sentences with a different initial phoneme (likely due to the
violation in the expected sound) regardless of semantic relatedness. Similarly, Diaz and Swaab (2007)
demonstrated a difference between the PMN and the N400. They played a series of eight words to
listeners that were either alliterative congruent (all began with the same initial phoneme), alliterative
incongruent (the final word did not start with the same initial phoneme as earlier words in the sequence),
category congruent (the final word matched in category to the preceding seven), or category incongruent
(the final word did not match in category with the preceding seven). By using a series of words, the
authors strengthened the expectation for the final word to match in initial phoneme or category. They
found a PMN to the alliterative incongruent items, but not to the other lists. Thus, it appears that the PMN
component provides information about how listeners respond when they do not hear the sound category
they are expecting.
The present study used two experiments to compare processing of vowels in clear vs.
conversational speech for native English-speaking listeners. In the first experiment, the amount of
acoustic information required for vowel identification was compared for syllables spoken in
conversational and clear speech styles, with either silent-center or center-only portions of the syllables
6

provided to listeners. This study investigated the hypothesis that less acoustic information is required for
phonetic identification in clear than in conversational speech and compared the effects of the clear-speech
enhancement across CV and VC transitions (silent-center syllables) or vowel steady states (center-only
syllables). In the second experiment, ERP responses to vowel incongruity were compared across
alliterative series with either matched or mismatched final items, with each series presented in either
conversational or clear speech. Any differential responses to mismatch items and speaking style were
considered to be variables of interest. Results from these two experiments will inform future inquiry into
the perceptual processing of clear speech.
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Chapter Two: Clear-Speech Benefit for Perception of Center-Only and Edge-Only Syllables
Abstract
Talkers often use a speaking style known as clear speech in adverse conditions, such as
background noise. Clear speech has been shown to improve intelligibility for various groups of talkers
and listeners, and a number of common clear-speech modifications are well documented, including
slowed speech rate, expanded vowel space, and more frequently released final consonants. While much is
known about clear-speech benefits for different talker and listener groups, less is known about how
listeners reap the benefits of clear speech in noise. One hypothesis is that clear-speech modifications
allow for more efficient phonetic processing, so that listeners can identify clearly spoken phonemes using
less acoustic information than is needed for conversationally spoken phonemes. To test this hypothesis,
twenty-six native English speakers listened to six /bVd/ syllables (“bead, bid, bayed, bed, bad,” and
“bod”), produced in clear and conversational speech styles, in a six-alternative forced-choice task, using
three partial-syllable conditions: 1) center-only syllables, 2) edge-only duration-preserved syllables and 3)
edge-only duration-neutral syllables. In center-only syllables, acoustic information around the vowel
midpoint was preserved and the CV and VC transitions removed. In edge-only syllables, information
from the vowel center was silenced and the CV and VC transitions preserved. The edge-only durationpreserved syllables and duration-neutral syllables differed only in the presence vs. absence of vowelduration cues. In addition, four gate durations (20, 40, 60, and 80 ms) were used to create conditions with
differing amounts of acoustic information preserved in vowel centers or edges, to determine the extent to
which any clear-speech effect was maintained with differing proportions of the syllable preserved.
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Results showed a significant clear-speech benefit for partial syllables, which was substantially
smaller than for full syllables presented in noise, and a significant effect of syllable type, in which centeronly syllables were better identified than edge-only syllables for most of the target syllables. These
results support the hypothesis that listeners may be able to identify partially masked syllables in noise
based on shorter “glimpses” of clearly spoken syllables, compared to conversationally spoken syllables.
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Introduction
Clear speech is a speaking style that talkers use to improve intelligibility in adverse listening
conditions, via several acoustic-phonetic enhancements. Clear-speech benefits, or the amount of
improvement in intelligibility from conversational to clear speech, have been compared across several
speaker and listener populations (Bradlow, 2002; Bradlow & Bent, 2002; Rogers, DeMasi, & Krause,
2010). Several studies have also compared the acoustic properties of conversational and clear speech
(Chen, 1980; Krause & Braida, 2002, 2004). In studies of clear-speech perception, significant clearspeech benefits have been obtained for several talker and listener groups. However, clear-speech benefits
tend to be greatest for talkers and listeners who are young, adult, normal-hearing, native speakers of the
target language. Specifically, with regard to speech production, Schum (1996) showed that young
speakers produced a clear-speech benefit that was about 1.3 times that produced by older speakers.
Furthermore, Rogers et al. (2010) reported that later learners of English as a second language produced a
clear speech benefit of 3%, compared to about 5% for monolingual English speakers and 7% for early
learners of English as a second language. With regard to perception, Ferguson and Kewley-Port (2002)
reported an average clear-speech benefit for young normal-hearing listeners of 15 percentage points vs. 9
percentage points for elderly hearing-impaired listeners, for a subset of the vowels studied. In another
study, Bradlow (2002) found a greater proportional increase in intelligibility for clear speech for native
English-speaking listeners (32.5%), compared to non-native English-speaking listeners (19.5%).
Several acoustic differences have also been observed between conversational and clear speech.
For example, clear speech typically exhibits a slower speaking rate, expanded vowel space, and more
frequent release of final consonants, compared to conversational speech (Picheny, Durlach, & Braida,
1986, 1989). Not all the acoustic modifications documented for clear speech are necessary for a clearspeech benefit to be observed, however. For example, Krause and Braida (2002) demonstrated similar
intelligibility benefits for clear speech produced at normal speaking rates (14%) as for clear speech
produced at a reduced speaking rate (12%). Thus, while much is understood regarding the intelligibility
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benefits of clear speech, much is still to be learned about which clear-speech enhancements, if any, are
essential, and exactly how listeners benefit from the varying enhancements employed by different talkers.
Much of the research on perception of clear speech has involved identification of speech in noise,
in which listeners must take advantage of random dips in masking noise for phonetic identification, while
other portions of the speech signal may be completely masked by noise. In many cases then, listeners
must rely on partial acoustic-phonetic information for the perception of speech in noise. The enhanced
intelligibility of clear speech in noise suggests that phonetic identification via partial acoustic information
is more efficient for clear speech, in that listeners can extract more information from the dips. How such
increased efficiency is achieved is another question. In clear speech, phonemes do tend to be more
acoustically distinct from one another, as evidenced by the expanded vowel space observed in clear
speech, for example (Picheny et al., 1986). Due to their enhanced distinctiveness, phonemes produced in
clear speech may require less acoustic information for identification, thus enabling listeners to benefit
from briefer dips in background noise. However, the hypothesis that less acoustic information is needed
for identification of clear speech has not been directly tested in the literature.
In the present study, vowel contrasts were selected to test the hypothesis that less acoustic
information is required for identification of clear-speech phonemes. Vowels were selected for comparison
for three main reasons. First, as noted above, the relative expansion of the vowel space in clear speech
supports the hypothesis of increased phonetic distinctiveness among vowels in clear speech, potentially
leading to greater efficiency in phonetic processing. Second, vowels are also typically the most intense
part of the syllable, making them more likely to be partially “unmasked” by dips in masking noise,
compared to consonants. Finally, the acoustic cues for vowels, primarily duration and formant frequency,
are relatively consistent in identity across all members of the vowel category, at least compared to the
acoustic cues for consonants, which differ greatly in type and location across differences in place,
manner, and voicing. Thus, the purpose of the present study is to compare perception of conversationaland clear-speech syllables in which only a portion of the vowel is available to listeners and to further
compare the effects of location of the acoustic information preserved, amount of acoustic information
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presented and the presence or absence of vowel duration information on any clear-speech benefit
obtained.
Although the hypothesis that less acoustic information is required for vowel identification in clear
than in conversational speech has not been investigated directly, several studies have compared vowel
identification when only a portion of the vowel is presented to listeners. In a landmark study, Jenkins,
Strange, & Edman (1983) compared perception of silent-center and center-only syllables to explore the
effects of relatively dynamic and relatively static spectral cues on vowel identification. Jenkins et al.
(1983) modified nine /bVb/ syllables in several ways, creating both fixed- and variable-duration silentcenter and center-only syllables, as well as unmodified control syllables and initial- and final-only
syllables. Jenkins et al.’s (1983) silent-center syllables were created by reducing to silence the steadystate portion of the vowels, so that the vowels’ center frequency and any vowel-inherent spectral change
were removed, while CV and VC formant transitions were preserved. The center-only syllables were
created by reducing to silence everything except the steady-state portion of the vowel, so that the vowels’
center frequency and any vowel-inherent spectral change were preserved, while CV and VC formant
transitions were removed. Furthermore, vowel-duration information was either eliminated or preserved,
by manipulating the duration of the silence in the silent-center syllables and by using either a fixed
duration or a proportion of the vowel duration to control the amount of acoustic information preserved in
the center-only syllables. Jenkins et al. (1983) found no statistically significant differences in percentcorrect identification between the control, silent-center and (variable) center-only stimuli (approximately
93%, 92% and 87%, respectively, for the three conditions). Thus, in Jenkins et al. (1983) and following
studies, both dynamic CV and VC formant-transition cues and vowel steady-state cues were shown to be
approximately equally useful for vowel identification. Typically, somewhat higher identification
performance was also obtained when relative vowel duration was preserved than when vowel duration
was neutralized.
In addition to Jenkins et al. (1983), several additional studies have examined the effect of relative
duration information on vowel identification. For example, Hillenbrand, Clark, and Houde (2000) used
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Klatt-synthesized speech stimuli to compare vowel identification across four conditions: original duration,
average duration (all syllables were altered to have the mean duration of the set), short duration (all
syllables were altered to have a duration two standard deviations below the mean of the set), and long
duration (all syllables were altered to have a duration two standard deviations above the mean of the set).
For these synthesized syllables, listener identification rates were similar for the original-, neutral- and
long-duration versions of the syllables (approximately 92, 90, and 89% correct, respectively), with
significantly poorer identification rates for the short-duration syllables (about 82% correct).
Similar to Jenkins et al. (1983), Rogers and Lopez (2008) compared vowels with and without
duration cues in silent-center syllables. Their stimuli consisted of silent-center syllables, gated with
respect to the amount of acoustic information preserved, in both duration-preserved and duration-neutral
conditions. Duration-preserved syllables were unaltered with respect to duration. Duration-neutral
syllables were created by adding or removing silence to equate the duration of all syllables to the grand
mean. They found that native English-speaking listeners identified duration-preserved syllables
significantly more accurately than duration-neutral syllables, by about the same amount as found by
Hillenbrand et al. (2000), 87% vs. 83% correct for duration-preserved and duration-neutral syllables
respectively.
In a study specifically comparing the amount of acoustic information needed for syllable
identification from the quasi steady-state and dynamic portions of the vowel, Donaldson, Talmage, and
Rogers (2010) compared silent-center and center-only CVC syllables with varying amounts of acoustic
information preserved. The silent-center syllables retained 20, 40, 60, 80, 120, or 160 ms of total acoustic
information (half leading into the vowel and half following the vowel), while the center-only syllables
maintained 20, 40, 60, 80, or 100 ms of acoustic information from the vowel center. Their results showed
similar performance for silent-center and center-only syllables when the same amount of acoustic
information was presented, except at the shortest duration (20 ms), and similar rates of identification for
full syllables and the longer-duration partial-syllable conditions. They conclude that, if a minimum
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amount of information is present (40 ms or more), young normal-hearing listeners can identify vowels
equally well using either vowel centers or edges.
In summary, previous studies have shown similar rates of identification performance for silentcenter and center-only syllables, when the amount of acoustic information presented is the same, with
increasing rates of identification for increasing amounts of acoustic information (with a ceiling at about
80 ms), and a small but significant performance benefit when vowel duration is preserved. Nevertheless,
it is unknown whether these patterns of performance will be maintained for clear speech, as compared to
conversational speech and to what degree clear-speech benefits will be maintained in partial-syllable
conditions. To the extent possible, the well-established methods described above for comparing the
effects of amount of acoustic information, location of acoustic information and preservation of vowel
duration have been adapted for the present study (Jenkins et al., 1983; Rogers and Lopez, 2008;
Donaldson, Rogers, Cardenas, Russell, & Hanna, 2013). Thus, the present study compares listener
performance for control (full syllable), fixed-center (center only), fixed-duration silent-center (durationneutral silent center), and variable-duration silent-center (duration-preserved silent center) syllables, with
varying amounts of acoustic information presented to listeners. Unlike previous studies, however, partialsyllable conditions were created using syllables produced in both in both clear and conversational speech
styles.
In keeping with the above-stated goals, the purpose of the present study was fourfold. First, to
determine whether less acoustic information is in fact required for identification of clear than
conversational speech, identification was compared across conversational- and clear-speech syllables in
which only a portion of the vowel was presented to listeners. The presence of a clear-speech benefit
when only partial acoustic-phonetic information is available would support the hypothesis that acousticphonetic processing is more efficient in clear than in conversational speech. Second, to determine
whether clear-speech modifications can enhance phonetic distinctiveness throughout the vowel, listener
performance was compared across syllables in which only the vowel center was preserved (center-only
syllables) and syllables in which only the CV and VC formant transitions were preserved (edge-only or
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silent-center syllables). Third, to determine whether a minimum amount of acoustic information is
necessary for a clear-speech benefit to be observed, performance was compared across syllables with
differing amounts of acoustic-phonetic information preserved. Such a minimum may suggest that a
minimal useful “glimpse” is required to obtain a clear-speech benefit in the presence of noise. Finally, to
determine the degree to which any clear-speech benefits are enhanced by vowel-duration information,
listener performance was compared across syllables in which vowel duration was either preserved or
neutralized. Vowel-duration information may not be consistently available to listeners in the presence of
background noise, however, depending on the overall degree of masking.
Within the analyses addressing each of these objectives, results were also compared across target
syllables, to determine to what degree, if any, the clear-speech benefit varies across the target vowels,
particularly in terms of the effects of locus of acoustic information (centers vs. edges), and presence of
duration differences across the target vowels. The purpose of these comparisons was to test the
hypothesis that vowels from more densely populated regions of the vowel space, or those with greater
degrees of vowel-inherent spectral change, might benefit more from enhanced information from a
particular portion of the syllable (edge vs. center) or from enhanced duration differences.

Method
Participants
Twenty-six, female right-handed, monolingual English-speaking participants were recruited from
the student population of the University of South Florida. Participants ranged in age from 18 to 25 years,
with a mean age of 21. Participants reported no history of speech, language, hearing, psychiatric, or
neurological disorders; typical hearing was confirmed with a hearing screening at 20dB and frequencies
of .5, 1, 2, 4, and 8 kHz. For this study, monolingual was defined as no reported fluency in a second
language and no study of any foreign language prior to age 13. Participants received course credit for
their participation.
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Stimuli
The speakers whose productions were used for stimuli in the present study comprised a subset of
the speakers used in Rogers et al. (2010). Three female speakers were selected from among the 13 native
English speakers used in Rogers et al. (2010); all showed similar intelligibility for conversational speech
in noise (within 10% of one another), a significant and similar clear-speech benefit (15-22%), and neither
the smallest nor the largest clear-speech benefit of the 13 talkers tested. In Rogers et al. (2010), two
tokens were selected from among several repetitions of each of the following /bVd/ syllables: “bead, bid,
bayed, bed, bad,” and “bod” (target vowels: /i, ɪ, eɪ, ɛ, æ/ and /ɑ/), produced in both conversational and
clear speech styles.
The 72 tokens selected (2 tokens x 6 target syllables x 2 styles x 3 talkers) were RMS equalized
to produce the full-syllable stimuli for the present study. These full-syllable stimuli then served as the
basis for three additional partial-syllable conditions described below: 1) center-only duration-neutral
syllables, 2) edge-only duration-neutral syllables, and 3) edge-only duration-preserved syllables. Within
each syllable condition, the total amount of acoustic information available to listeners was manipulated
using temporal gates of 20, 40, 60, and 80 ms. These values were selected based on the findings of
Rogers and Lopez (2008), in which intelligibility ranged from 70% to 90% for edge-only /bVb/ syllables
at the same gates. Thus, a total of 12 partial-syllable conditions were created. See Table 2.1, below, for a
summary of all experimental conditions.
The center-only tokens were created by selecting and extracting half of the gate duration from
each side of the vowel midpoint. For example, the 20-ms gate-duration stimuli were created by selecting
and extracting 10 ms on either side of the vowel midpoint. To avoid clicks, linear on- and off-ramps of 2
ms were created at the edited edges of the stimuli, in which the signal amplitude was linearly scaled by a
factor of 0 to 1 (or 1 to 0 in the case of the off-ramp) over samples within the ramp duration. For example,
in an on-ramp, the initial 2 ms of a center-only syllable was selected; the amplitude of the first sample
was multiplied by 0 and the last by 1, with linear interpolation of the amplitude multiplication factors for
the samples between the first and last samples selected for ramping. All stimulus manipulation for this
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and the following partial-syllable conditions (both signal editing and ramping) was performed
automatically using a Praat (Boersma & Weenik, 2010) script; a subset of stimuli were checked by hand
for each condition, to verify accuracy of the script.
Table 2.1. Stimulus Conditions. Signal modifications applied to both tokens of all six target syllables, spoken by three talkers,
in both clear and conversational speech styles to create 14 listening conditions are illustrated.

Condition
Full Syllable – Silence

Example

Description
No modifications.

Full Syllable – Noise

No modifications. Target
syllables presented in multitalker babble at a SNR of
-6 dB.

Modified syllable conditions - Each presented at four gate-duration conditions
(20, 40, 60 and 80 ms of acoustic information preserved)
Center Only
Modified to include only the
middle portion of the vowel

Edge-Only Duration Preserved

Edge-Only Duration Neutral

Modified to zero out the center
of the vowel, leaving only half
of the gate duration following
the initial consonant release and
preceding consonant closure.
Same as above, but all silences are
equal in duration.

Edge-Only Duration Preserved
stimuli, modified by adding or
removing silence from the
center to equate vowel duration
across all stimuli.

The edge-only duration-preserved (or silent-center) tokens were created by silencing the vowel
center, preserving acoustic information equal to one half of the gate duration following the release of the
initial /b/ and one half or the gate duration prior to the end of the vowel (/d/ closure). For example, the 20ms gate-duration stimuli were created by selecting 10 ms following the initial stop release and 10 ms
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preceding the end of the vowel and silencing all acoustic information between those points. Again, 2-ms
linear on- and off-ramps were created at the edited edges of the stimuli.
To create the edge-only duration-neutral stimuli, the duration of the silent portion of the edgeonly duration-preserved stimuli was modified (lengthened or shortened), so that each syllable’s duration,
from the release of the /b/ to the /d/ closure, was equal to the average duration across all target syllables,
talkers and speaking styles (0.271 s).
The above-described signal editing for the 12 partial-syllable conditions (4 gates X 3 conditions)
generated an additional 864 stimuli (72 stimuli for each of the 12 conditions). Furthermore, two fullsyllable conditions were included: full syllables in quiet (72 stimuli) and full syllables in noise (72
stimuli), for a total of 1,008 stimuli. These last two conditions were used to verify near-ceiling
intelligibility in quiet and to confirm a clear-speech benefit in noise for comparison with previous studies.
For the noise condition, the full-syllable stimuli were mixed with multi-talker babble taken from the
Speech in Noise (SPIN) Test (Nilsson, Soli, & Sullivan, 1994), using a signal-to-noise ratio (SNR) of -6
dB; this SNR was selected, based on pilot testing, as a SNR at which ceiling and floor effects were
avoided for both conversational and clear speech, allowing for the full clear-speech benefit to be obtained.
The stimuli were mixed with the multi-talker babble automatically using a custom MatLab script (The
Mathworks Inc., 2000) as described in Rogers et al. (2010), in which a different portion of the multitalker babble was selected for each stimulus, in order to avoid listeners learning the properties of frozen
noise. All stimuli were centered in the babble, with 500 ms of lead and lag noise in each case. Five
separate mixings were created, and listeners were assigned to successive mixings in turn, to avoid effects
of a particularly loud or soft randomly selected section of babble influencing listener perception for a
particular stimulus across all listeners.
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Procedure
Testing Environment
Participants were tested in a quiet, sound-treated room and were seated at individual carrels in
front of a flat-screen computer monitor, equipped with keyboard and mouse. The computer CPU was
located outside the testing room to reduce noise. All stimuli were presented binaurally over Sennheiser
HD265 headphones at an average listening level of approximately 78 dB SPL. To calibrate, intensity was
adjusted to a comfortable listening level for the test stimuli and then the volume control was set to the
same level for each listening station. The intensity corresponding to this comfortable listening level was
measured by playing out a 1000-Hz tone with the same RMS level as the full stimuli to a sound-level
meter equipped with a coupler; the sound level was measured separately for each headphone and then
averaged across left and right headphones and the four listening stations. Measured intensity levels were
within 1-2 dB across headphones and listening stations. The edge-only stimuli were perceived as
noticeably softer during pilot testing because the higher-intensity vowel center was removed from these
stimuli during signal editing. Therefore, the RMS intensity of the edge-only stimuli was increased by 5
dB, to achieve similar perceptual loudness, based on subjective listening.

Listener Task
Prior to participating in the experimental task, informed consent was obtained using an
IRB-approved consent form. Participants were also asked to fill out a background questionnaire probing
demographic and language-background information.
On each trial of the listening tasks, participants identified the syllable they heard in a sixalternative forced-choice task. Response options were presented on the computer screen in English
orthography (“bead, bid, bayed, bed, bad” and “bod”), in boxes placed in a circle around a ‘next’ button,
so that each response box was an equal distance from the “next” button. Participants used the mouse to
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click on the word they heard, then clicked on the “next” button to continue to the next trial. The
experiment was carried out using Praat (Boersma & Weenik, 2010) software.
The main experiment was divided into four trial blocks: 1) full syllable (144 trials)—72 trials in
quiet, followed by 72 trials in noise, 2) center-only syllables (288 trials), 3) edge-only duration-neutral
syllables (288 trials), and 4) edge-only duration-preserved syllables (288 trials). The full-syllable trial
block was always presented first. The order of the last three trial blocks was randomized across listeners.
Example trials (with feedback) preceded the full-syllable in silence trials. Practice trials (without
feedback) preceded the center-only and the first edge-only test blocks. No feedback was provided during
the main task.
Stimuli for the example and practice trials consisted of tokens selected from a speaker not used in
the main experiment. Example trials consisted of two examples of each word from the full syllable in
silence condition, presented in order. Practice trials consisted of twelve trials from each syllable
condition, presented in random order within each block. Three practice blocks were presented for the
noise condition with decreasing SNRs of 0 dB SPL, -4 dB SPL, and -6 dB SPL, to better orient the
listeners to the task and to the difficulty of the -6 dB SNR condition. Listeners were encouraged to take
breaks between trial blocks. Within each trial block, stimulus presentation was randomized across
speaking style, talker, and repetition. Within the three partial-syllable conditions, trials were blocked by
gate duration and were presented in order of longest to shortest gate (i.e., proceeding from the least to the
most difficult listening condition within each syllable type).
Analysis
Listener responses were scored automatically in Praat (Boersma & Weenik, 2010). Each trial was
coded as correct/incorrect and the item selected was recorded for each trial.
A linear mixed-effects model (LMM) was used to account for both the repeated nature of the
experiment, in which each participant responded to all stimuli, as well as the random effects of
participants. For the main experiment, the model included the main effects of speaking style (clear and
conversational), syllable type (edge-only duration neutral, edge-only duration preserved, and center-only
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duration neutral), gate (20, 40, 60, 80 ms), and target syllable (“bead, bid, bayed, bed, bad,” and “bod”).
All possible interactions, including the 4-way interaction, were included in the analysis. Separate LMM
analyses were conducted to compare listeners’ performance on conversational- and clear-speech
conditions for the full syllables presented in noise and in quiet; only two independent variables were
included in these analyses: speaking style (clear vs. conversational) and target syllable (six levels, see
above for details). Estimated marginal means and 95% confidence intervals were evaluated in order to
explicate significant interactions, where appropriate.
Results
Clear-speech effect in noise
The first analysis was performed to confirm the presence of a clear-speech benefit in noise for full
syllables, as observed in previous studies (e.g., Rogers et al., 2010). Figure 2.1 displays proportioncorrect performance for the speech-in-noise task for individual target syllables, and for performance
averaged across the target syllables (left panel). The two-way LMM analysis of the effects of speaking
style and target syllable on proportion of syllables correctly identified for the speech-in-noise task showed
a significant main effect of speaking style [F (1, 1196) = 23.004, p < 0.05]. The main effect of speaking
style indicates that, on average, clear-speech syllables were identified significantly more accurately than
conversational-speech syllables (55 vs. 43% correct, or about a 12% clear-speech benefit in noise).
The interaction between speaking style and target syllable was also significant [F (5, 1196) =
2.722, p < 0.019]. Post-hoc tests revealed that a significant clear-speech benefit was obtained for three of
the six target syllables (“bead, bid” and “bod,” with clear-speech benefits of 25%, 19%, and 23%
respectively). There was a non-significant trend suggesting a clear-speech benefit for two of the six
syllables (“bid” and “bed”), with clear-speech benefits of 5% (p = 0.366) and 4% (p = 0.547),
respectively. There was no evidence of a clear-speech benefit for “bad,” which showed the highest
performance in both the clear- and conversational-speech conditions (nearly 80% correct).
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Full syllables in quiet were analyzed to confirm expected near-ceiling performance and for
comparison with previous studies. Average percent-correct performance for clear speech ranged from
95% (“bed”) to 100% (“bead” and “bad), with an overall average of 98%. Average performance for
conversational speech ranged from 90% (“bid”) to 100% (“bead,” “bayed,” “bad,” and “bod”), with an
overall average of 98%. These results confirm that the tokens used were consistenly identified correctly.

Proportion Correct

Clear
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

Conversational

*
*

*

all vowels

bead

bid

bayed

bed

bad

bod

Vowel
Figure 2.1. Clear-speech effects for full syllables presented in multi-talker babble. Results for clear-speech stimuli are
displayed using dark gray bars, and results for conversational-speech stimuli are displayed using light gray bars. Significant
differences in listener performance between conversational- and clear-speech conditions are indicated by asterisks. Results are
shown averaged across the target syllables and separated by target syllable.

Clear-speech effects in partial syllables
Table 2.2 displays the results of the statistical analyses for the four-way LMM analysis on the
effects of speaking style, syllable type, amount of acoustic information (gate), and target syllable on
proportion of syllables correctly identified. As can be seen from the table, all main effects and several
interactions were statistically significant, including the four-way interaction. The significant four-way
interaction will be explored below.
The main effect of speaking style relates to the first research aim (to determine whether a clearspeech benefit is present in partial-syllable conditions). Listeners correctly identified vowels in partial
syllables (averaged across syllable type) about 74.8% of the time in conversational speech and about
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76.4% of the time in clear speech, for a clear-speech benefit of 1.6%, substantially smaller than the 12%
benefit observed in the full-syllable, speech-in-noise condition.
Table 2.2. Statistics. F values, degrees of freedom, and p-values for the four-way LMM analysis examining the effects of
speaking style, partial-syllable type, vowel, and gate on proportion of syllables correctly identified in the partial-syllable
conditions.

Main effects and interactions

F

df

p

1, 14528
2, 14528
5, 14528
3, 14528

0.01
0.00
0.00
0.00

6, 14528
10, 14528

0.00
0.00

Target syllable * speaking style
5.259
Target syllable * partial syllable type
0.866
Three-way interactions

5, 14528
2, 14528

0.00
0.42

Target syllable * speaking style * syllable type

3.768

10, 14528

0.00

Partial syllable type * speaking style * gate

1.516

9, 14528

0.14

90, 14528

0.00

Main effects
Speaking style
Syllable type
Target syllable
Gate
Partial syllable type * gate
Target syllable * syllable type

6.626
95.715
335.487
604.579
Two-way interactions
27.172
48.324

Four-way interaction
Target syllable * speaking style * syllable type * gate 8.273

In the analysis of the four-way interaction below, comparisons of performance involving both
speaking style and syllable type should be most relevant to the first and second research aims (to
determine whether a clear-speech effect is obtained for partial syllables and to compare the size of any
clear-speech benefit and overall performance between the center-only and edge-only duration-neutral
syllables). Comparisons of performance involving both speaking style and gate duration, within each
syllable type, should be most relevant to the third research aim (to compare the size of any clear-speech
benefit for differing amounts of acoustic information presented, within a syllable type). Comparisons of
performance involving both speaking style and syllable type will also be relevant to the fourth research
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aim (to compare performance and degree of any clear-speech benefit between the edge-only durationneutral and duration-preserved syllables).
Figures 2.2 – 2.4 display average performance across listeners for the significant four-way
interaction between speaking style, syllable type, amount of acoustic information (gate duration), and
target syllable. Results for center-only syllables are shown in Figure 2.2, edge-only duration-preserved
syllables in Figure 2.3, and edge-only duration-neutral syllables in Figure 2.4. Performance for each target
syllable is shown separately for each of the four gate durations. Conversational-speech proportion-correct
identification rates are shown as dark gray bars. For ease of comparison, the average conversationalspeech proportion correct was subtracted from the clear-speech proportion-correct identification rates for
each condition. Thus, the clear-speech benefit is shown as gray bars stacked on top of (or below, in the
case of any clear-speech deficits) the bars indicating conversational-speech performance. Significant
differences between conversational- and clear-speech performance are indicated by asterisks.

Conv

*

*

*
*

*

*

Proportion Correct

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
-0.1
-0.2
-0.3

Clear (diff)

*

bead

bid

bayed

bed

bad

bod

20 40 60 80 20 40 60 80 20 40 60 80 20 40 60 80 20 40 60 80 20 40 60 80
Gate (ms)

Figure 2.2. Clear-speech effects for center-only syllables. Results for conversational-speech stimuli are displayed using dark
gray bars, and clear-speech benefits (or deficits) are displayed using light gray bars. Significant differences in listener
performance between conversational- and clear-speech conditions are indicated by asterisks. Proportion correct is shown
separately for each target syllable at each gate duration (20, 40, 60 and 80 ms of acoustic information preserved).
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Figure 2.3. Clear-speech effects for edge-only duration-neutral syllables. Results for conversational-speech stimuli are
displayed using dark gray bars, and clear-speech benefits (or deficits) are displayed using light gray bars. Significant differences
in listener performance between conversational- and clear-speech conditions are indicated by asterisks. Proportion correct is
shown separately for each target syllable at each gate duration (20, 40, 60 and 80 ms of acoustic information preserved).
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Figure 2.4. Clear-speech effects for edge-only duration-preserved syllables. Results for conversational-speech stimuli are
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preserved).
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Listeners’ conversational and clear-speech performance was first compared for the center-only
and edge-only duration-neutral syllables to partially address the second research aim (to compare the
degree of clear-speech benefit, in partial syllables with differing loci of information). For center-only
syllables, a significant clear-speech benefit was observed for three of the six target syllables (“bead, bid,”
and “bayed”), for at least one gate. Specifically, a significant clear-speech benefit was observed at the 20ms gate for “bead” (11%), at the 60- and 80-ms gates for “bid” (15% and 16%, respectively) and at the
20-ms gate for “bayed” (11%). However, a significant clear-speech deficit was also observed at the 40ms, 60-ms, and 80-ms gates for “bayed” (-15%, -22%, and -21%, respectively). Of the remaining
syllables, “bed” and “bod” showed a trend toward a clear-speech benefit for two of the four gates. Across
gates and target syllables, no clear-speech benefit was observed when performance in the conversationalspeech condition approached ceiling (90% or greater, as for the longer gates for the syllables “bead, bad,”
and “bod”).
A similar pattern of results was observed for the edge-only duration-neutral syllables, but a
significant clear-speech benefit was observed for only one target syllable (“bed”), at the 20-ms and 40-ms
gates (21% and 11%, respectively). A trend toward a clear-speech benefit was observed for the remaining
target syllables, for at least one gate, typically where conversational-speech performance ranged between
40 and 80% correct. Thus, regarding the comparison of clear-speech benefit across locus of syllable
information (center-only vs. edge-only), the evidence is not clear-cut. There is some evidence of a more
consistent clear-speech benefit for the center-only syllables, although this difference is mediated by the
presence of a significant clear-speech deficit for one target syllable (“bayed”). Furthermore, the syllables
for which a clear-speech benefit occurred differed across the two conditions, perhaps due to differences in
the usefulness of the preserved information (center vs. edge) for the specific target vowels in question.
Regarding the third research aim (comparing the clear-speech effect across gates), listener
performance typically increased with increasing amount of acoustic information presented, and, as stated
above, clear-speech benefits were typically greatest for gates where listener performance on
conversational-speech syllables ranged between about 40 and 80% correct. Thus, there was no one gate at
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which the clear-speech benefit was maximized for any syllable type, due to differences in conversationalspeech performance across the target syllables.
Listeners’ conversational- and clear-speech performance was next compared for the edge-only
duration-neutral and duration-preserved syllables, to partially address the fourth research aim (to compare
the degree of any clear-speech benefit between syllables with and without vowel-duration cues). For the
edge-only duration-preserved syllables, a significant clear-speech benefit was observed for at least one
gate for two of the six target syllables (“bead” and “bid”), compared to one syllable for the edge-only
duration-neutral condition. Again, clear-speech benefits were most frequently observed when
performance was in the middle of the range for the conversational-speech condition. Specifically, a
significant clear-speech benefit was observed at the 20-ms gate for “bead” (14%), and at the 80-ms gate
for “bid” (13%). A significant clear-speech deficit was observed at the 20-ms gate for “bad” (-17%); a
trend towards a clear-speech deficit was also observed at the 20- and 40-ms gates for this same target
syllable in the edge-only duration-neutral condition. Thus, regarding the fourth aim, the degree of clearspeech benefit observed was similar for the two edge-only syllable conditions (duration neutral and
duration preserved). There is weak evidence for a more consistent clear-speech benefit for the durationpreserved than for the duration-neutral syllables, although the target syllables for which the effects were
observed differed across the two conditions.
Syllable-type effects
Figures 2.5 and 2.6 display average listener proportion-correct scores for each syllable type, for
comparison of performance across syllable types, within each speaking style, target syllable and gate
duration (primarily addressing the second and fourth aims of comparing overall performance between
syllables with vowel centers vs. edges preserved and between syllables with vowel-duration information
preserved or neutralized). Listener performance for the clear- and conversational-speech syllables is
shown in Figures 2.5 and 2.6, respectively. Again, listener performance for each target syllable is shown
separately at each of the four gate durations. For ease of interpreting the four-way interaction, the bars are
again stacked for presentation, as described below.
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Figure 2.5. Effects of syllable type on listener performance for the clear-speech style. Proportion correct for the edge-only
duration-neutral stimuli are shown using dark gray bars. Differences between edge-only duration-preserved and edge-only
duration-neutral stimuli are shown using light gray bars, and differences between center-only and edge-only duration-preserved
stimuli are shown using medium gray bars. Significant differences between edge-only duration-preserved and edge-only
duration-neutral syllables are indicated with an asterisk; significant differences between center-only and edge-only durationneutral syllables are indicated with an exclamation point. Proportion correct is shown separately for each target syllable at each
gate duration (20, 40, 60 and 80 ms of acoustic information preserved).
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Figure 2.6. Effects of syllable type on listener performance for the conversational-speech style. Proportion correct for the
edge-only duration-neutral stimuli are shown using dark gray bars. Differences between edge-only duration-preserved and edgeonly duration-neutral stimuli are shown using light gray bars, and differences between center-only and edge-only durationpreserved stimuli are shown using medium gray bars. Significant differences between edge-only duration-preserved and
duration-neutral syllables are indicated by exclamation marks; significant differences between center-only and edge-only
duration-neutral syllables are indicated by asterisks. Proportion correct is shown separately for each target syllable at each gate
duration (20, 40, 60 and 80 ms of acoustic information preserved).

On average, listeners’ percent-correct identification scores were lowest for the edge-only
duration-neutral syllables, next lowest for the edge-only duration-preserved syllables, and highest for the
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center-only syllables. These average performance rankings were used in presenting the results in Figures
2.5 and 2.6 Performance for the edge-only duration-neutral syllables is shown using dark gray bars; next,
the difference between the edge-only duration-preserved and edge-only duration-neutral syllables was
computed for each condition and plotted using light gray bars; finally, the difference in performance
between the center-only syllables and the edge-only duration-preserved syllables was computed for each
condition and plotted using medium gray bars. When the difference is positive, the difference bars are
stacked on top of those for the duration-neutral edge-only syllables, and when the difference is negative,
they are stacked below the duration-neutral edge-only syllables. An exclamation mark indicates a
significant difference in performance between center-only and edge-only duration-neutral syllables; an
asterisk indicates a significant difference in performance between edge-only duration-preserved and edgeonly duration-neutral syllables.
Overall, results for both clear- and conversational-speech stimuli revealed similar patterns of
performance. For most of the target syllables and gates, listeners identified the center-only (durationneutral) syllables significantly more accurately than both the edge-only duration-neutral and edge-only
duration-preserved syllables. Averaged across gate, center-only syllables were significantly more
accurately identified than edge-only duration-neutral syllables for four of the six of the target syllables
(“bead, bid, bed,” and “bad”), with differences in performance ranging from about 7% for “bead” to 32%
for “bid.” The opposite pattern of results was observed for the target syllables “bayed” and “bod,” with
higher performance for the edge-only duration-neutral syllables than for the center-only (duration-neutral)
syllables (by about 10-12% for both). Regarding the comparison between the edge-only durationpreserved and the edge-only duration-neutral stimuli, the edge-only duration-preserved stimuli were
always more accurately identified than the edge-only duration-neutral stimuli, with the comparisons
reaching significance for all target syllables except “bead” and “bod” (ranging from 11.3% for “bed” to
4.1% for “bad”).
Thus, to summarize regarding the second research aim, the center-only syllables were
consistently identified significantly more accurately than the edge-only syllables when the same amount
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of acoustic information provided and duration information was removed. Regarding the third aim,
differences in performance across the syllable types were reasonably consistent across gates, within a
target syllable, as long as performance remained below 80-90% correct. Finally, regarding the fourth aim,
the edge-only duration-preserved syllables were consistently identified significantly more accurately than
the edge-only duration-neutral syllables.

Discussion
This study was designed to test the hypothesis that a portion of the clear-speech benefit
experienced by listeners in noisy conditions is due to listeners’ more efficient use of the partial-syllable
information provided during dips in fluctuating background noise, such as speech. Because clear-speech
benefits had not been previously investigated in partial-syllable conditions, it was unknown whether
listeners would be able to derive any benefit from clear speech in partial-syllable conditions.
Furthermore, we wished to determine whether any clear-speech benefits obtained in partial-syllable
conditions would be mediated by the locus of the acoustic information preserved (in vowel centers or
edges), vowel-duration information, or the amount of acoustic information preserved.
On average, a clear-speech benefit was obtained for partial syllables, for data pooled across the
three partial-syllable conditions, although the size of the effect is substantially smaller than previously
found for full syllables presented in noise (1.6% vs. 12%, respectively). One possible reason for this
difference in the size of the clear-speech effect is that listening to speech in noise is a real-world situation
that most listeners encounter, while listening to only a specific portion of the syllable is not. Thus, it is
possible that greater familiarity with the partial-syllable task might have resulted in an increased clearspeech benefit in partial-syllable conditions.
Furthermore, it is to be expected than the clear-speech benefit would be limited in partial
syllables, compared to full syllables because only a portion of the vowel information is presented to the
listener. Presumably, clear-speech phonetic enhancements are distributed throughout the vowel,
potentially with enhancement of different cues in different portions of the syllable. Thus, in partial33

syllable conditions, the listener may only be able to take advantage of a portion of the clear-speech
enhancements offered from a full syllable. Even when a portion of the speech signal is masked by noise,
the fluctuating nature of the noise means that the listener may have access to parts of both centers and
edges. It is possible that, in noise, the listener has some access to both types of information, unlike in the
partial syllables presented here. One way to test this hypothesis in future would be compare clear-speech
effects in syllables in which the same amount of acoustic information is removed, in one case all from
either vowel centers or edges and in the other case from multiple loci distributed throughout the vowel.
Nevertheless, the clear-speech benefit obtained for partial syllables in the present study suggests
that, even when the clear-speech phonetic enhancements provided in one portion of the phoneme are
removed, listeners are able to take advantage of clear-speech phonetic enhancements that remain, at least
for a subset of American-English vowels. Thus, the clear-speech enhancements made at a specific locus
within the vowel can be sufficient to improve speech perception performance to some degree. This result
supports the hypothesis that, due to the acoustic-phonetic modifications made in clear speech, listeners
can identify syllables using less acoustic information in clear than in conversational speech.
Consequently, listeners may be able to identify phonemes based on briefer “glimpses” of the syllable
when those syllables are produced clearly. Based on the present results, the locus of the information
within the vowel (center vs. edge) does not appear to have a significant effect on listeners’ ability to
benefit from clear speech, although the results weakly suggest that the presence of vowel-duration cues
can improve listeners’ ability to benefit from clear speech in partial syllables.
Although this is the first known study to examine the effects of clear speech in partial syllables,
performance on the partial syllables presented in the current study (averaged over speaking style, vowel,
and gate) was similar to that obtained in previous studies. For example, listeners in Donaldson et al.
(2010) showed about 81% correct identification of center-only syllables, compared to 83% in the present
study. On the other hand, listeners’ performance in both these studies was slightly lower than the 92%
correct obtained by Jenkins et al. (1983), whose center-only duration-neutral condition preserved 35-50%
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of the acoustic information in the syllable. By contrast, both the present study and Donaldson et al.
(2010) included conditions in which very little of the vowel information remained.
Similarly, the edge-only syllables used in the present study were identified at similar rates to those
presented in previous studies (about 76% correct in the present study, compared to about 79% in .
Donaldson et al. (2010), 82% in Rogers and Lopez (2008), and 87% in Jenkins et al. (1983),
respectively).
Overall, clear-speech syllables were slightly better identified than conversational-speech syllables
for both center-only and edge-only duration-neutral syllables. When analyzed by syllable type, gate and
vowel, however, larger significant effects were obtained, but only for a subset of the target syllables
within each syllable type. First, a significant clear-speech benefit was obtained at one or more gates for
four of the six vowels in the center-only syllables, compared to two for the silent-center duration-neutral
syllables. The significant clear-speech deficit obtained at some gates for the center-only syllable “bayed”
somewhat mitigates the impact of this difference, however. Thus, when averaged across gates, a
significant clear-speech benefit was obtained for silent-center duration-neutral syllables, but not for
center-only syllables, although the overall clear-speech benefit was significant for both syllable types
when the syllable “bayed” was removed from the analysis, with a slightly larger benefit for center-only
syllables (4% vs. 3 %) syllables.
In addition to the syllable “bayed” in center-only syllables, a clear-speech deficit was also
observed for the syllable “bad” in edge-only duration-neutral syllables. To better understand the source of
the clear-speech deficits, the difference between average formant values of neighboring vowels was
compared for clear- and conversational-speech stimuli at relevant portions of the syllable to determine
whether neighboring-vowel formants were more similar in clear than in conversational speech. Thus,
Figures 2.7 and 2.8 display average F1 and F2 values measured across the stimuli for each syllable in
each speaking style. Dashed lines are drawn between edge and center portions of the syllable solely for
visual reference.
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First, regarding the clear-speech deficit for “bayed” in center-only syllables, a visual inspection
reveals that the F2 value for “bayed” is noticeably closer to that of “bead” for the clear- than for the
conversational-speech stimuli, although the distance between the F1 values of the two vowels does not
appear to change. Second, regarding the clear-speech deficit for “bad” in edge-only syllables, both the F1
values for “bad” are noticeably closer to those for “bod” at both vowel edges (formant transitions) for the
clear- than for the conversational-speech stimuli, while the F1 values of the two vowels are closer for the
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The data provided in the confusion matrices presented in Tables 2.3 and 2.4 support the above-stated
explanation of the clear-speech deficit for “bad” because “bad” and “bod” are in fact more often confused
with one another in clear speech than in conversational speech, although the difference is less than 1%.
However, the data presented in the confusion matrices do not directly support the above-stated
explanation of the clear-speech deficit for “bayed” because “bayed” and “bead” are not more frequently
confused with another in clear speech. In fact, these two are slightly less often confused with one another
in clear speech, but again the difference is less than 1%. Thus, the change in formant-frequency distances
from conversational to clear speech in neighboring vowels may contribute to the performance differences
found in the present study, but are not enough to explain those differences completely. It is possible that
variation in formant patterns across individual tokens of the vowels would offer a more complete
explanation.
Table 2.3. Confusion Matrix for Clear-Speech Stimuli. Response rate for each response option by target syllable. Correct

Response

answers are highlighted in green and most commonly confused response is in bold face.

bead
bid
bayed
bed
bad
bod

bead
87.32493
5.252101
3.641457
1.470588
1.260504
1.05042

bid
2.45098
60.29412
4.061625
28.43137
3.431373
1.330532

Target
bayed
bed
2.941176 1.05042
15.26611 3.291317
64.77591 2.10084
12.04482 74.22969
4.131653 17.01681
0.840336 2.310924

bad
0.490196
2.170868
0.980392
13.79552
78.85154
3.711485

bod
0.210084
0.560224
0.280112
1.120448
4.621849
93.20728

Response

Table 2.4. Confusion Matrix for Conversational-Speech Stimuli. Response rate for each response option by target syllable.
Correct answers are highlighted in green and most commonly confused response is in bold face.

bead
bid
bayed
bed
bad
bod

bead
83.05322
6.162465
3.641457
4.271709
1.540616
1.330532

bid
2.170868
55.39216
3.501401
32.63305
4.201681
2.10084

Target
bayed
bed
3.921569 1.610644
15.47619 5.252101
66.87675 1.890756
9.803922 69.88796
3.011204 19.18768
0.910364 2.170868

37

bad
0.630252
1.260504
0.630252
14.91597
79.62185
2.941176

bod
0.490196
0.770308
0.630252
1.7507
6.092437
90.26611

The third research aim of the present study was to compare any clear-speech benefit obtained
with increasing amount of acoustic information presented for each syllable type. As expected, overall
identification performance improved significantly with increasing amount of acoustic information
preserved. These results agree with previous studies (e.g., Donaldson et al., 2010). A clear-speech
benefit was typically obtained when conversational-speech performance was between 40 and 80 percent
correct, thus avoiding both ceiling and floor effects. Because conversational-speech performance varied
so greatly across the target syllables, however, there was no one gate at which the clear-speech benefit
was greatest for any of the syllable types. Instead, the gate showing the greatest significant benefit varied
across syllables within each syllable types.
The final research aim of the present study was to examine the effect of vowel duration
information on the clear-speech effect and overall identification rates for edge-only partial syllables.
Overall, edge-only duration-preserved syllables were identified significantly more accurately than edgeonly duration-neutral syllables (75% vs. 69%). Furthermore, two syllables showed a significant clearspeech effect for two target syllables for the edge-only duration-preserved stimuli, but only one target
syllable for the edge-only duration-neutral stimuli. Thus, there is weak evidence for a greater clearspeech effect for the duration-preserved than for the duration-neutral stimuli.

Conclusion
The present study demonstrated a significant clear-speech benefit for partial syllables. The benefit
was more consistent and greater overall for center-only than for edge-only stimuli and somewhat more
consistent for duration-preserved than for duration-neutral edge-only stimuli. Furthermore, center-only
syllables were more accurately identified on average than edge-only syllables, with the exception of the
target syllables “bayed” and “bod.” Figure 2.7 above shows that “bayed” and “bod” are the most
dynamic of the vowels used in the present study. Due to their movement, it follows that a listener would
perform better when the edge information is available, thus providing the overall formant trajectory for
the vowel.
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These results of the present study suggest that the relative importance of primarily steady-state
(center-only) vs. more dynamic (edge-only) information depends on the target vowel. Each vowel’s
formant trajectories and durations have an impact on what information a listener is likely to use when
identifying them. Regardless of these slight differences, the results here support the hypothesis that clearspeech syllables can be identified with less acoustic information than their conversational-speech
counterparts, even when only a portion of the syllable is available to listeners. To further explore the
results obtained in the present study, future work may investigate differences across a larger number of
talkers, focusing on a subset of the conditions examined here, but possibly on a larger set of vowels.
Clear speech is made up of a series of acoustic modifications that speakers use in the real world
when they are having difficulty communicating. Often, in the real world, listeners do not have access to
the full signal due to background noise masking parts of the signal, accents compromising the speech
targets, or other speaker difficulties. Similarly, the listener’s own targets may be compromised; hearing
loss may interrupt or mask the signal, or other listener difficulties may get in the way. The manner in
which speakers make their speech clearer provides information regarding the portions of the signal the
speaker deems important for communication. On the other hand, the listeners’ ability to make use of these
modifications provides information regarding the listeners’ linguistic knowledge of the language being
spoken, their ability to make use of the necessary information for comprehension, and, when paired with
information about the signal itself, what portions of the signal are most useful for speech perception. Past
research on clear-speech production has focused on acoustic modifications made by the talker and how
well the listener can make use of those modifications. In contrast, the present study focused on
understanding whether beneficial information provided by clear speech was available throughout the
vowel or limited to a portion of the vowel (center vs. edge). Examining these factors provides insight
into the nature of the clear-speech modifications. This insight might even be used to choose which parts
of the syllable should be boosted in hearing-aid technologies. Because the clear-speech benefit was more
consistent for syllable centers than edges, spectral enhancements to the vowel center may be more
beneficial than enhancements to the vowel edges. Similarly, the results of the present study may be used
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to train speakers who interact with those who have difficulty understanding speech, whether due to age,
hearing loss, native speaker status, etc., by helping them to know how important vowel target frequency
information is to the listener. In addition to the practical aspects of the information learned here, this work
also contributes to our overall understanding of speech processing across listening conditions varying
from optimal to adverse.
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Chapter Three: Neural Mechanisms of Clear-Speech Perception
Abstract
The acoustic-phonetic enhancements produced in clear speech (e.g., slowed speech rate,
expanded vowel space, wider dynamic pitch range, and others) have been shown to increase speech
intelligibility in adverse listening situations, when compared to conversational speech. Although
behavioral work has been useful for demonstrating this effect in several talker and listener populations,
mechanisms underlying this effect have not been extensively investigated. This experiment used a brain
electrophysiological approach to provide insight into real-time cognitive processes involved in clearspeech perception. It examined the hypothesis that clear speech is processed differently than
conversational speech. In this study, 23 right-handed, female, native English speakers listened to six
/bVd/ syllables (i.e., “bead,” “bid,” “bead,” “bayed,” “bad,” and “bod”). Trials consisted of five
repetitions of the same syllable (all physically different and selected from repetitions of each syllable,
recorded from three talkers) and a final target syllable that matched or mismatched the preceding syllables
in syllable identity. Each trial was comprised of all clear or all conversational stimuli. ERPs time-locked
to the final syllable in each train were measured to match and mismatch trials in both clear and
conversational speech. ERP amplitude modulated to mismatch conditions, eliciting both a Mismatch
Negativity (MMN)-like effect and a Phonological Mismatch Negativity (PMN)-like effect. There was
also a difference in ERP amplitudes to clear versus conversational speech, showing that the brain
responds differently to different speaking styles. This effect was consistent with N600, a little-studied
component hypothesized to respond to task demands.
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Introduction
Clear speech is a speaking style used by various speaker and listener populations to overcome
adverse listening conditions (Bradlow, 2002). It has been shown to enhance intelligibility for several
speaker and listener populations, with best results for young adults (Schum, 1996), normal-hearing
listeners (Ferguson & Kewley-Port, 2002), and native speakers of the target language (Bradlow & Bent,
2002; Rogers, DeMasi, & Krause, 2010). Chen (1980) summarizes the acoustic modifications associated
with clear speech (e.g., slowed speech rate, expanded vowel space, larger dynamic pitch range). Krause
and Braida (2002), on the other hand, showed that, although typically present, not all clear-speech
modifications are necessary for increased intelligibility of clear speech. Although it is known that clear
speech is beneficial to listeners, and common modifications associated with clear speech have been
identified, much is still to be learned about which phonetic-enhancement strategies are most effective, and
exactly how listeners benefit from the strategies employed by different talkers who are asked to speak
clearly.
Generally speaking, adverse listening conditions (e.g., background noise, first language (L1)
mismatch between speakers, or hearing loss) result in poorer performance on speech perception tasks
(Bent & Bradlow, 2003; Rogers et al., 2010; Van Engen & Bradlow, 2007). Research has also shown that
these situations necessitate more effort on the part of the listener to overcome the adversity of signal
degradation (Obleser, Wöstmann, Hellbernd, Wilsch, & Maess, 2012; Rönnberg et al., 2013; Van Engen
& Peelle, 2014). Clear speech is more intelligible than conversational speech in these conditions, and one
possible reason for the clear-speech benefit is that it requires fewer cognitive resources to process clear
than conversational speech, leaving more resources to handle additional attentional demands, such as
noise or semantic processing. Though behavioral research studies have shown that clear speech is in fact
more intelligible in adverse listening situations, behavioral methods cannot provide direct insight into the
above hypothesis concerning central processing. A comparison of brain electrophysiological responses
to clear- vs. conversational-speech stimuli, on the other hand, would allow a more direct investigation of
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this hypothesis. One method of exploring this question is to compare Event-Related Potential (ERP)
responses to clear vs. conversational speech.
ERPs are one way to directly understand the time-course of speech perception and to understand
the specific cognitive processes employed in a given task. An ERP is an electrophysiological brain
response, in this case to a specific stimulus or set of stimuli. The response is collected using electrodes
placed over the scalp that measure changes in brain electrophysiological voltage over time. The resulting
waveform is time locked to a specific stimulus, and through its time course many components may be
present. Crucially, each ERP component may be distinctly sensitive to specific aspects of cognitive
processing. For example, some ERP components respond to cognitive load, while others specifically
index attention to a new stimulus, while still other components index categorization of a phoneme, and
more. Differences in specific ERP components in response to clear vs. conversational speech (if any) will
inform our understanding of the neural and, therefore, functional mechanisms underlying the speech
perception process.
To date, one known study has used ERPs to study speech modifications similar to those employed
in clear speech. Uther, Giannakopoulou, and Iverson (2012) used synthetic hyperarticulated speech, or
speech synthesized with an expanded vowel space, in an experiment measuring the mismatch negativity
(MMN) response. An expanded vowel space is one of the modifications present in clear speech, so a
differentiated neural response to hyperarticulated stimuli would show that the brain is sensitive to some of
the changes present in clear speech. Uther et al. (2012) used an oddball paradigm, consisting of the tokens
“bot” and “bought.” They used synthetic stimuli, with one set of tokens synthesized with natural durations
and a second set in which duration was matched across vowels. Listeners were native English speakers or
Greek-speaking learners of English as a second language. They found that the MMN – an index that an
acoustic deviation has been detected - was larger, more frontal, and earlier for hyperarticulated than for
typically produced speech. This result was interpreted as evidence for the effectiveness of vowel
expansion in improving acoustic-phonetic processing for both native English speakers and those learning
English as a second language.
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Another potentially relevant ERP component for the question at hand is the phonological
mismatch negativity (PMN), a component that responds to a deviation from phonological expectation.
When listening to speech stimuli where a phonological expectation has been built by priming the listener
for a specific word to finish a sentence (e.g., The car has a flat tire.) or a specific sound or set of sounds in
a list of rhyming or alliterating words (e.g., “bat, cat, fat, hat” or “ball, bump, bean, big”), a more
negative-going wave is observed to mismatch versus match conditions, as the phonological expectation is
violated. The PMN has been evoked in response to differences (mismatches) in both onset (ConsonantVowel) and rhyme conditions. The response to alliterative expectation typically occurs between ,
about200 – 450 ms post target onset (Connolly & Phillips, 1994; Diaz & Swaab, 2007; Praamstra, Meyer,
& Levelt, 1994) while violations of rhyme expectation elicit PMN between, which occurs about450 – 700
ms post target onset (Praamstra et al., 1994; Praamstra & Stegeman, 1993). This negativity has been
localized to multiple areas: Fronto-central right asymmetrical negativity (J. F. Connolly, D'Arcy, Kujala,
& Alho, 2001) and occipital (Diaz & Swaab, 2007). Given that clear speech enhances listeners’ ability to
discriminate phonetic contrasts, the PMN should be appropriate for comparing neural responses to
conversational vs. clear speech because it focuses on phonological contrasts and can provide insight into
ease of processing.
Connolly and Phillips (1994) set out to establish the PMN as a component in listeners’
neurophysiological responses to phonological mismatches. They presented listeners with four sentence
conditions: 1) sentences whose final word was the highest cloze probability word; 2) those whose final
word had the same initial phoneme of the highest cloze probability word but was semantically anomalous;
3) those whose final word had a different initial phoneme than the highest cloze probability word and was
semantically appropriate; and 4) those whose final word did not share an initial phoneme with highest
cloze probability word and was semantically anomalous. They found neither a PMN nor an N400 in the
first condition because no expectations were broken, and both components in the final condition, in which
both expectations were broken. In the second condition, in which the word was phonologically, but not
semantically, appropriate, only an N400 was found. Of critical importance, in the third condition, in
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which the final word was semantically, but not phonologically, appropriate, only a PMN was found. This
PMN was found in the fronto-central region with a latency of 275 ms.
In his work, Praamstra (Praamstra et al., 1994; Praamstra & Stegeman, 1993) compared words
spoken in Dutch that matched one another in either onset or in rhyme. In the 1994 paper, listeners were
presented with pairs of words that were phonologically related (via rhyme or alliteration) or unrelated, or
were presented with pairs of nonwords that were phonologically related (via rhyme or alliteration).
Listeners were asked to respond to each word pair by indicating whether the items were words or not.
Some listeners were asked to respond as quickly as possible, while others were asked to provide a delayed
response when prompted. The resulting ERPs were analyzed in five epochs: 0 – 250 ms, 250 – 450 ms,
450 – 700 ms, 700- 1000 ms, and LPC latency. The authors found a more negative-going response to
mismatch word pairs, compared to rhyming word pairs, in the 450 – 700 ms time window. A similar
albeit earlier response was found for alliterative words and nonwords. These results were consistent with
Praamstra’s earlier work.
More recently, Diaz and Swaab (2007) set out to differentiate the PMN from the more established
N400, which has been shown to respond to unmet semantic expectations. They presented listeners with a
sentence context in which sentences had a final word that was either semantically and phonologically
congruent and expected, semantically congruent and phonologically incongruent, semantically and
phonologically congruent but with a less expected word, or both semantically and phonologically
incongruent. They also presented listeners with lists of 8 words, either alliterating (all with the same first
two onset phonemes) or categorical. Sentence-final words were selected to either match (congruent) or
mismatch (incongruent) this alliteration/category expectation. For both conditions, listeners were
instructed to listen and were randomly asked to repeat the last word they heard (to ensure attention to
task). ERP waveforms were inspected in the 200 - 300 ms window for possible PMN responses and in the
300 – 600 ms window for possible N400 responses. For the sentences, the results were consistent with an
early N400, but not a PMN. For the word lists, they found that there was a larger negativity to the
mismatch condition than the match condition in the early window over occipital electrodes for the
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alliterative, but not the category, lists, suggesting the PMN does indeed tap into phonological, rather than
semantic processing.
The present study used a similar methodology to Diaz and Swaab (2007). Lists of /bVd/ syllables
spoken in clear or conversational speech were presented to listeners. Listeners heard five different tokens
of the same /bVd/ syllable, followed by either another token of the same syllable (match) or a token of a
different /bVd/ syllable (mismatch). In general, if clear speech is processed differently than
conversational speech, there should be a differing neural response to mismatches for trials presented using
clear- speech stimuli than for trials using conversational-speech stimuli. A search of the literature
revealed no prior studies investigating brain responses to clear speech other than the study of
“hyperarticulated” speech by Uther et al. (2012), reviewed above. Thus, the present study aimed to
expand our understanding of brain electrophysiological activity in clear-speech perception. The specific
research questions are outlined below.
Research Questions
1. Is the phonological mismatch negativity (PMN) sensitive to vowel only (nucleus) differences?
2. Does the PMN, or another ERP component, differ in amplitude in response to phonological
mismatch in series of tokens produced in clear speech, compared to series produced in
conversational speech?
3. Does the PMN, or another ERP component, differ in amplitude in response to the spectral
distance between the vowel pairs employed in the mismatch conditions?

Method
Participants
A convenience sample of 23 right-handed, female, monolingual English-speaking participants
was recruited from the student population of the University of South Florida. Three participants from
Experiment 1 were unable to participate in this experiment; two due to time and one due to an allergy to
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the medical tape used to attach the face electrodes. Participants ranged in age from 18 to 25 years, with a
mean age of 21. Participants reported no history of speech, language, hearing, psychiatric, or neurological
disorders. Typical hearing was confirmed with a hearing screener, administered with an audiometer, at
20dB at .5, 1, 2, 4, and 8 kHz. For this study, monolingual participants were defined as those who
reported no fluency in a second language or study of any foreign language prior to age 13. Two
participants received monetary compensation for their participation; the remaining 21 participants
received extra credit in an undergraduate course.
Stimuli
A total of 72 tokens served as stimuli for this experiment: two repetitions of each of six target
syllables (“bead, bid, bayed, bed, bad,” and “bod), differing only in the medial vowel and produced in
both clear and conversational speech styles by three female native English speakers. These talkers
represent a subset of those used in Rogers et al. (2010). The three talkers were selected to have a similar
intelligibility increases from conversational to clear speech, and showed neither the largest nor smallest
clear-speech effect across the 13 talkers recorded for the original study.
Within a trial, stimuli were presented in lists of six syllables, with the stimuli selected according
to four conditions (see Table 3.1). Each list began with a preamble of five different tokens of the same
syllable, matching in vowel but selected from each of the three talkers, with no token repeated within a
trial. The final syllable was either a sixth token of the same syllable (match) or a token of a different
syllable (mismatch). Speaking style was held constant within each trial. The goal of the preamble was to
build up an expectation that the final syllable would either meet (match trials) or violate (mismatch trials).
By including different tokens produced by different talkers, the expectation was required to be
phonemically categorical in nature, rather than purely acoustic.
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Table 3.1. Condition types and examples. All entries are of the format Vts, where V = vowel, t = talker, and s = stimulus token.
Bolded tokens are produced using clear speech. NB: The order of the tokens within a trial was randomized; this order displayed is
for illustrative purposes.

Condition

Preamble

Target

A. Conversational Vowel Match

i11 i12 i21 i22 i31

i32

B. Clear Vowel Match

i11 i12 i21 i22 i31

i32

C. Conversational Vowel Mismatch

i11 i12 i21 i22 i31

ɪ 32

D. Clear Vowel Mismatch

i11 i12 i21 i22 i31

ɪ 32

Table 3.2. Vowel pairing for mismatch and match trials. NB: To ensure that all vowels had an equal likelihood of being the
target, mismatch orders were presented as AB in 20 trials and as BA in 20 trials.

Mismatch Trials
A
B
/i/
/ɪ/
/i/
/ɛ/
/i/
/eɪ/
/i/
/æ/
/i/
/ɑ/
/æ/

/ɑ/

A
/ɪ/
/ɪ/
/ɪ/
/ɪ/

B
/ɛ/
/eɪ/
/æ/
/ɑ/

/eɪ/
/eɪ/

/æ/
/ɑ/

A
/ɛ/
/ɛ/
/ɛ/

B
/eɪ/
/æ/
/ɑ/

Match Trials
A
B
/i/
/i/
/ɪ/
/ɪ/
/ɛ/
/ɛ/
/eɪ/
/eɪ/
/æ/
/æ/
/ɑ/
/ɑ/

Tables 3.1 and 3.2 illustrate the four syllable-pairing conditions in this experiment and the
specific vowel pairings used. Similar to previously published experiments (Diaz & Swaab, 2007;
Praamstra et al., 1994), there were 40 trials for each condition/pairing, resulting in 1,680 trials (21 vowel
pairings x 40 trials x 2 styles). Presentation order for the vowel pairings was counterbalanced, resulting in
20 trials where vowel A was the preamble and vowel B the target, and 20 trials where vowel B was the
preamble and vowel A was the target. Specific tokens (talker/repetition) were randomized across the 40
trials presented for each condition/pairing.
Procedure
Prior to participating in this experiment, informed consent was obtained using an IRB-approved
consent form, and participants were asked to fill out a background questionnaire detailing biographical
information and language history.
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Listeners were tested individually in a sound-treated room, and trials were presented to both ears
using Compumedic's STIM 10 Ohm insert earphones at an average listening level of 91 dB SPL. The
experiment was conducted using E-Prime 2 presentation software. Experimental trials were presented in
16 blocks of 105 trials each. At the start of each trial, a visual fixation cross (+) was presented on-screen
for 150 ms; then the six syllables were presented with an inter-stimulus interval (ISI) of 30 ms, with 1200
ms at the end of each trial to allow brain activity in response to target to complete, followed by the probe
and an inter-trial interval (ITI) of .5 s for probe trials or an ITI of 1.25 s for non-probe trials. This stimulus
presentation timeline is in line with that used by Diaz and Swaab (2007).
At the start of the main experiment, ten practice trials were presented to listeners, to orient the
participant to the task. The practice trials were identical to those used in the main experiment, except that
the stimuli were produced by a talker whose speech was not used to create the experimental stimuli. The
1,680 main experimental trials were pseudo-randomized separately for each listener. The pseudorandomization ensured that trial types were not repeated sequentially. A limit was also placed on the
number of repeated trials with the same target syllable (3), preamble (3), or style (20), while no more than
3 match trials were allowed in a row. Pseudo-randomization ensured that the listener did not build
expectations for target, style, or trial type. Listeners were offered a break at the end of each block.
Listeners were instructed to listen to the stimuli while staring at the fixation cross. They were
instructed that on some randomly selected trials they would be asked to report the final syllable of the
most recent trial verbally (probe trial), and that their responses would be recorded by the researcher. The
random interval was pre-specified during the design phase of the experiment to ensure that 33% of the
trials would be probe trials. The pseudo-randomization also ensured that the listener never heard more
than three probe trials in a row, or more than four trials between probe trials. The probe task ensured that
listeners attended to the stimuli, without drawing their attention to the phonological differences of
interest.
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Psychophysiological Recording and Data Reduction
The EEG signal was continuously recorded from 64 electrodes using a Neuroscan Quik-Cap and
Curry 7 software (Neuroscan). Electrode placement was based on the International 10-20 electrode
placement standard (Klem, Lüders, Jasper, & Elger, 1999). The position of the electrodes can be seen in
Figure 3.1 Horizontal eye movements were recorded using a pair of bipolar-referenced electrodes placed
about an inch lateral to the outer canthus of each eye (BP-1 and BP+1 in Figure 3.1). Vertical eye
movements were recorded by a pair of bipolar-referenced electrodes placed above and below the left eye
(BP-2 and BP+2 in Figure 3.1). The 64 main recording electrodes were referenced to a midline vertex
electrode, located halfway between Cz and CPz. Left and right mastoids were also recorded for later offline re-referencing.

Figure 3.1. Electrode layout for 64-electrode EEG cap.

The EEG signal was amplified using the SynAmpRT amplifier. The recording was digitized
online at a sampling rate of 1000 Hz, and filtered at 0.05 to 400 Hz. EEG was recorded along with
accompanying trigger codes for off-line processing. Electrode impedances were kept below 10 kΩ.
Off-line processing began with epoching each trial from 400 ms prior to target onset to 1200 ms
following target onset. An Independent Component Analysis procedure, implemented in Matlab, was
used to de-mix the EEG data and remove eye blink noise (Glass et al., 2004). Next, noisy channels were

51

identified as those where the fast-averaged amplitude exceeded 200 μV (consistent with large drift), or
those where the differential amplitude exceeded 100 μV (consistent with high-frequency noise). Trials
were rejected if more than 3 channels were identified as noisy. A three-dimensional spline interpolation
procedure was implemented in Matlab to replace noisy channels in accepted trials. Twenty-one subjects
had no trials removed, with the maximum number of trials needing replaced being three. The ERPs for
each subject were then averaged such that match conditions were averaged over match trials for each
member of the vowel pair, and mismatch conditions were averaged over mismatch trials in both AB and
BA orders (conditions A + C and B + D as described in table 3.1). Finally, subject averages were lowpass filtered at 40 Hz, re-referenced to averaged mastoids, truncated to a critical time window (-200 to
1000 ms), and baseline-corrected (-200 to 0 ms).
Statistical Analysis
Statistical analysis, using a principal components analysis (PCA), followed the methods used in
Foti, Hajcak, and Dien (2009). PCA was used to allow for an objective identification of ERP components,
to separate overlapping ERP components, and to control Type-1 measurement error. Using a
temporospatial PCA, temporal and spatial areas of interest were identified quantitatively. PCA extracts
linear combinations of those data points that meet a certain criterion and that distinguish between patterns
of electrocortical activity. In the temporal domain, a Promax rotation was used, and in the spatial domain,
an Infomax rotation was used. First, a temporal PCA was performed. This PCA captured variance across
time in order to maximally separate the ERP components by considering all time points and all
participants, styles, vowels, and match conditions. The result was a linear combination of time points, or
temporal factors. Based on the resulting Scree plot, nine temporal factors were extracted for rotation.
These temporal factors can be considered virtual time windows with all spatial information preserved.
Each temporal factor is represented by factor loadings (describing the time course of the factor) and factor
scores (representing the voltage activity within that time window for each combination of participant,
style, vowel, match condition, and recording site). Two temporal factors were excluded from analysis:
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one represented baseline activation and the other represented activation with multiple peaks that could not
be related to a specific time interval (i.e., uninterpretable).
Next, a spatial PCA was performed for each of the nine temporal factors. The same number of
spatial factors was extracted for each temporal factor; this number was chosen by averaging over Scree
plots for all temporal factors. Nine spatial factors were extracted for each temporal factor. These factors
represent a linear combination of recording sites. Each spatial factor can be considered a virtual
electrode. For the spatial PCA, the factor loadings represent the scalp topography of each factor and the
factor scores represent the activity of that factor for each combination of participant, style, vowel, and
match condition across time.
Each of the resulting Temporal-Spatial Factor Combinations represents the ERP activity within a
specific time window, at a specific region on the scalp, for each participant in each condition. To test for
condition effects on ERP amplitude, the factor scores for selected Temporal-Spatial Factor Combinations
(i.e., those explaining greater than 1% of the variance) were submitted to a three-way repeated measures
ANOVA with independent variables of style (clear, conversational) x match status (match, mismatch) x
vowel pair (see table 3.2). This method was chosen to allow for objective parsing and description of the
data set, temporally and spatially, by using a data reduction, as opposed to a visual inspection, approach.
PCAs were computed in Matlab using the PCA Toolbox (Dien, 2012). ANOVAs were computed using
SPSS General Linear Model software. A Greenhouse-Geisser correction was applied to p values for
effects associated with a significant value for Mauchly’s Test of Sphericity. The p values for all post-hoc
tests were Bonferroni corrected. Only those Temporal-Spatial Factor Combinations that account for
greater than 1% of the variance are discussed below.
Vowel pairs were ranked according to spectral similarity prior to submission to the ANOVA. For
each vowel pair, the distance between the F1 and F2 values at vowel midpoint was calculated using the
perceptually motivated Bark scale. Spectral distance was computed using Pythagoras’s theorem, in
which the distance between two points in two-dimensional space is defined as the square root of the sum
of the squares of the difference between the coordinates of the points for both the x and y coordinates
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(a2+b2=c2). Based on these computations, vowel pair 1 (/eɪ/-/ɪ/) was found to be the most spectrally
similar, and vowel pair 15 (/i/-/ ɑ /) was found to be the most spectrally distinct. Spectral similarity
rankings are displayed for each vowel in Table 3.3, ordered from smallest to greatest spectral distance
between the vowels.

Table 3.3. Spectral-similarity rankings for conversational-speech vowel pairs. Pairs are presented from most to least similar.
Spectral similarity was calculated using Pythagoras’s Theorem. Members of each pair are presented in no particular order.

Ranking
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

A
/eɪ/
/eɪ/
/ɛ/
/æ/
/i/
/æ/
/eɪ/
/ɛ/
/æ/
/ɛ/
/æ/
/ɪ/
/eɪ/
/æ/
/i/

B
/ɪ
/i/
/ɪ/
/ɛ/
/ɪ/
/ɑ/
/ɛ/
/ɑ/
/ɪ/
/i/
/eɪ/
/ɑ/
/ɑ/
/i/
/ɑ/

Spectral Distance
0.982618
1.288875
1.609621
2.04864
2.127406
2.251265
2.441915
3.241079
3.658097
3.697551
4.445917
4.560721
5.526129
5.723284
6.657401

Results
Grand Averages
Grand averages for each Match and Style Condition are shown at electrode Fz (midline frontal
location of the scalp), for each vowel pair, in Figures 3.2 A – O. As these figures show, the final syllable
in each train elicited a general pattern of ERP activity that included early activity consistent with
auditory-evoked potentials (e.g., N1 and P2) followed by later, slow negative- and positive-going activity.
Visual inspection of these waveforms suggests that amplitude varied between Match and/or Style
conditions for at least some vowels. These figures are primarily provided for readers to evaluate overall
quality of waveforms. It is important to emphasize that specific effects driven by Match and Style were
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Figure 3.2. Grand averages for each vowel pair. For each plot, clear speech is indicated with a gray line and conversational
speech with a black line. Match trials are indicated with a dotted line and mismatch trials with a solid line. Vowel pairs are
organized in the order of their spectral similarity rankings. A) Bayed – Bid, B) Bayed – Bead, C) Bed – Bid, D) Bad – Bed, E)
Bead – Bid, F) Bad – Bod, G) Bayed – Bed, H) Bed – Bod, I) Bad – Bid, J) Bed – Bead, K) Bad – Bayed, L) Bid – Bod, M)
Bayed – Bod, N) Bad – Bead, and O) Bead – Bod.

Of the 63 Temporal-Spatial factor combinations resulting from PCA decomposition, 10 explained
>1% of the variance. Of those 10, three were associated with statistically significant experimental effects
as reported next.
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Temporal Factors
From the temporal PCA, nine temporal factors were retained, which accounted for 76.68% of the
variance. Three of these temporal factors were found to be associated with statistically significant and
interpretable ERP effects. Please see figure 3.3 for these temporal factors. The highest peak for each
temporal factor represents the peak latency for that factor. From this point forward, each temporal factor
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will be referred to by its peak temporal latency (i.e., T150, T518 and T608, respectively).
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Figure 3.3. Factor loadings associated with the 3 temporal factors with experimental relevance.

T150 Effect
The first window of ERP activity had a peak amplitude at 150 ms after target onset. One spatial
factor derived in this time window had a posterior scalp topography that inverted anteriorly (see Figure
3.4B). T150/posterior activity was affected by Match [F (1, 22) = 12.99, p = 0.002], with Mismatch trials
eliciting positive-going activity that was attenuated to Match trials (see Figure 3.4C). As mentioned
previously, this component inverted anteriorly. Thus, at anterior electrodes, the match effect detected here
would present as negative-going activity elicited by Mismatch trials that was attenuated to Match trials.
Discussion addresses whether it is more appropriate to interpret this effect as a posterior positivity elicited
to Mismatch or as an anterior negativity elicited to Mismatch.
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Figure 3.4 A - C. Temporal loadings, head map, and means for temporal factor 3 (150 ms) and spatial factor 2 (electrode
CP2). Temporal loadings, with 0 line, are presented in panel A. Head map, showing loading weights for each electrode is
presented in panel B. Means, showing a relative attenuation for match to mismatch trials, are presented in panel C.

T518 Effect
The next window of ERP activity had a peak amplitude of 518 ms. One spatial factor derived in
this time window had a left anterior scalp topography that inverted over the right temporal region of the
scalp (see Figure 3.5B). T518/left anterior activity was affected by Match [F (1, 22) = 22.95, p < 0.000],
with Mismatch eliciting positive-going activity that was attenuated to Match trials, as shown in Figure
3.5C. As mentioned previously, this component inverted over the right temporal region of the scalp. Thus,
at right temporal electrodes, the match effect detected here would present as negative-going activity
elicited by Mismatch trials that was attenuated to Match trials. Discussion considers whether this effect
should be interpreted as an anterior positivity to Mismatch trials or as a right temporal negativity to
Mismatch trials.
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presented in figure B. Means, showing a relative attenuation for mismatch to match trials for the more spectrally similar tokens in
clear speech and the tokens in conversational speech, and the opposite pattern for the other clear speech vowel pair, are presented
in figure C.

T608 Effect
The next window of ERP activity had a peak amplitude at 608 ms after target onset. One spatial
factor derived in this time region had a broadly distributed central scalp topography (see Figure 3.6B).
T608/central activity was affected by Style [F (1, 22) = 20.73, p < 0.000], with Clear eliciting negativegoing activity that was attenuated to Conversational (see Figure 3.6C).

Spectral Similarity
Any temporal/spectral combination that responded to spectral similarity or interacted with it, was
either not significant or did not count for at least 1% of the variance. Therefore, spectral similarity effects
will not be discussed further.
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presented in figure B. Means, showing a relative attenuation for clear compared to conversational speech, are shown in figure C.

Discussion
This experiment compared perception of syllable sequences with a matched/mismatched final
member. The final member of mismatched trials differed only in vowel from the preceding members.
Each sequence was either produced in clear or conversational speech, and ERP measurements were taken
from the onset of the final syllable. This experiment set out to determine brain electrophysiological
activity in response to nucleus only changes in clear vs. conversational speech. A neural difference was
found between the two speech styles, but in a later temporal window than mismatch differences.
Neural Response to Nucleus Mismatch
The first aim of this study was to add to the literature on phonological mismatch. Current
literature focuses on either mismatches of alliteration (Diaz & Swaab, 2007; Praamstra et al., 1994) or
mismatches of rhyme (Praamstra et al., 1994). This study, instead, focused on mismatches of the vowel
only, i.e., the syllable nucleus. There was a differing neural response to match versus mismatch trials in
two Temporal-Spatial Factor Combinations. In both cases, T150/posterior (inverted anterior) and
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T518/left anterior (inverted right temporal), the neural response was attenuated for match trials relative to
mismatch trials.
One possible interpretation of the earlier (T150/posterior) component is a P200. It is consistent in
both latency (typically 150 – 275 ms) and topography (typically fronto-central or parieto-occipital) with
results of previous studies, as discussed in Key, Dove, and Maguire (2005). The P200 has been
interpreted as relating to stimulus identification and decision making (Lindholm & Koriath, 1985;
Sanchez-Lopez, Silva-Pereyra, & Fernandez, 2016). However, in those studies the P200 was located more
centrally than in the present study. In this experiment, participants knew that they would be asked to
repeat aloud the final syllable on a random sample of trials. Since they did not know on which trials they
would be asked to do this, they had to determine what syllable they heard and be ready to respond on
every trial. Therefore, stimulus identification and decision making were part of each trial, so the presence
of a P200 is consistent with the task.
The addition of match and mismatch trials somewhat complicates the issue. It is probable that
participants do some level of identification for each token they hear. There is a body of work on the effect
of background speech on attention and speech intelligibility. Research shows that the presence of
background speech reduces performance on math tasks (Schlittmeier, Hellbrück, Thaden, & Vorländer,
2008) and that background speech in one’s native language is more distracting than in an unfamiliar
language (Van Engen & Bradlow, 2007). These results suggest that if a listener hears speech they can
understand, they are unable to completely ignore it. Therefore, it makes sense that participants in the
current study were identifying each token as they heard it. Assuming that was case, it should have been
easier/quicker to identify the final token in match trials when the participant just had to decide that the
token was the same as the ones they had previously identified. In mismatch trials, participants would first
have to decide that the token was different and then decide what it was. The attenuation seen in match
trials may be due to fewer resources being needed to ultimately identify the final token. While this
account is logical, the more posterior scalp topography leaves it an imperfect explanation.
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Another way to view this component is as an anterior negativity. From this perspective, the T150
effect would be consistent with frontal MMN which, as noted previously, has been shown to index
category formation in both native and non-native listeners (Peltola et al., 2003). While the research design
used here did not feature a traditional MMN oddball paradigm, repetition of the same syllable can be seen
as a standard condition, with the final syllable being seen as an oddball condition; this is consistent with
common MMN paradigms. Given its time-course and frontal scalp topography, interpreting the T150
effect as a frontal MMN seems reasonable. Using the category formation explanation of the MMN
component, this effect would suggest that the need to recognize a new category (on mismatch trials)
elicited MMN (a slightly broader interpretation of MMN is mentioned later in this Discussion). In
contrast, on match trials, the category had already been determined from the preceding tokens, so no
MMN was elicited.
The later (T518) component is consistent temporally with a P600 or Late Positive Component
(LPC). The P600 typically occurs between 500 and 800 ms with a centroparietal topography (Van Herten,
Kolk, & Chwilla, 2005). Olichney et al. (2006) presented categories paired with words (e.g., ‘a breakfast
food’ and ‘pancakes’), where words could be congruous or incongruous and a pair could be presented for
the first time (‘new’) or a repetition (‘old’). They found a P600 response to congruous items that was
attenuated with repetition. This was interpreted as an attenuation to old information. Another study,
Finnigan, Humphreys, Dennis, and Geffen (2002), compared new and old information, graded by the
strength of the word in memory – controlled by number of repetitions. They found a component in the
300 – 600 ms window. Though they label it N400, it also showed attenuation to old information. In their
study, words were presented individually, and participants were asked to remember them for later recall.
This is similar to the current study, in which subjects knew they might be asked to recall the final item.
Attenuation of the T518 component to match trials in the present study can be interpreted as an
attenuation to “old” stimuli. In match trials, by the time they heard the final word in the list, they had
heard the same syllable five times. However, in mismatch trials, the final word was novel. This is
consistent with the P600 interpretation.
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On the other hand, the T518 effect might also be interpreted as a right temporal negativity to
Mismatch. This interpretation is consistent with the later PMN found by Praamstra et al. (1994). They
presented listeners with a lexical decision task for pairs of words, where the pairs matched in terms of
alliteration or rhyme or were mismatches. They found a mismatch effect between 450 and 700 ms
following rhyme mismatches, but an earlier mismatch effect to alliterative mismatches. Temporally, the
current task featured vowel mismatches with latencies that were roughly between the alliterative and
rhyme mismatch conditions in Praamstra et al (1994). Thus, the time-course of the later mismatch effect
detected here should be detected between their alliterative and rhyme mismatch effects, a conclusion
tentatively supported by the T518 peak latency of this component On the other hand, their mismatch
effects were found to be more parietal in topography than those in the present study. Other PMN effects
have been shown to have frontal-central topographies (Connolly & Phillips, 1994) and occipital
topographies (Diaz & Swaab, 2007). Given this variety, the difference in location between the current
T518 mismatch effect and those found in other studies should not rule out the interpretation of this
component as a PMN. If so, this would be the first study to show a PMN effect to nucleus-only
differences.
Tentatively, it seems more appropriate to label the component at T518 as a PMN. Though the
P600 explanation is plausible, it does not match as well in terms of topography. The P600 is a wellstudied component with a consistent posterior scalp topography. The current T518 component also
matched with the PMN in terms of latency but not topography. However, the topography for PMN is so
variable that it seems unreasonable to reject a PMN interpretation of this effect. Additionally, the current
design was meant to elicit a mismatch effect. While the P600 has some explanatory power, there is no
evidence that listeners viewed mismatches as new information rather than as phonological expectancy
violations.
In the current study, two components responded positively to match and mismatch trials, with an
attenuation to match. These can be interpreted as MMN and PMN, respectively. Taken together, these
support a time course of perception where participants had both a pre-attentive and post-attentive
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response to a violation of phonologic expectation. Participants were able to build up an expectation over
the first five tokens, and then processed violations of expectation through two different streams. One
stream (indexed by MMN) may have indexed category formation, as discussed previously. Another
interpretation is that MMN indexes violations of regularity in sound stream (see Winkler, 2007). The
second stream (indexed by PMN) may have treated the mismatches more specifically as violations of
phonological expectation. These interpretations are tentative and will need to be further explored and
verified with additional research.
Neural Response to Style Differences
In addition to responding to changes in the nucleus of the syllable, there was also an ERP
component that responded uniquely to changes in speaking style. When vowels are produced in clear
speech, they are typically made more spectrally and temporally distinct from one another. In fact,
measured spectral differences were larger for clear speech than for conversational speech in the present
study, meaning that the clear-speech vowel pairs are more distinct than their conversational counterparts,
as seen in Table 3.3. Therefore, the brain should respond differently to the more spectro-temporally
distinct clear-speech vowel pairs than to the conversational ones. Indeed, the component at T608, with a
broadly-distributed scalp topography, showed a negative-going response to clear speech that was
attenuated to conversational speech.
A negative component at 600 ms latency is not one of the more common or well documented
ERP components. For example, it is not included in the seminal review paper of well-established ERP
components by Key et al. (2005). However, some published research has reported such a component. For
example, Cummings et al. (2006) presented participants with pictures that were paired with either words,
environmental sounds, or nonsense sounds. Participants were tasked with pressing a happy face button if
the picture and sound matched and a sad face button if they did not. Results showed a negative
component with a frontal topography occurring in a 500 – 700 ms window. The authors termed this
component N600, and interpreted it as relating to task demands or response monitoring.
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In a different study, Shahin et al. (2006) presented participants with an oddball paradigm. The
stimuli were either all spoken with a female voice, with animate or inanimate nouns serving as the
standard and target (semantic condition) or with all items either animate or inanimate, but with different
female voices presented as the standard and target (voice condition). Participants were asked to respond to
the target in that trial. The authors found a component occurring around 600 ms, with frontal (specifically,
left lateral frontal) topography. This component was larger for targets than standards, and larger for the
semantic condition than the voice condition. Their interpretation mainly focused on the N600 responding
to semantic information, but they do mention that it may be related to the decision making necessary to
identify something as a target.
Though these are two very different studies, the results of both showed a late negativity at the
same location on the scalp and latency as the 600-ms response in the present study. Both studies make a
claim, though weak, that this component is related to task demands like response monitoring or decision
making. In the current study, this negative wave is attenuated to conversational speech compared to clear
speech. Based tentatively on previous interpretations of N600, one interpretation is that more resources
were available to support response monitoring or decision making in clear than in conversational speech.
This is a tentative explanation, but future research might manipulate task demands and necessary
resources with clear speech to support this idea. Shahin et al. (2006) also discuss an interpretation of the
N600 as responding to semantic information. Based on this interpretation, the larger N600 for clear
speech may indicate the addition of semantic processing to the demands of the task. The /bVd/ syllables
are real words; if ease of processing in clear speech frees cognitive resources, the N600 might indicate
those resources are being used for semantic processing. The participants had to devote more resources to
conversational speech, so semantic processing may not have not taken place. Future work would need to
directly address this possibility through task and selection of stimuli to determine its viability.
Overall Discussion
Overall, the findings of this study fell into two categories – ERP activity modulated by
Phonological Mismatch and ERP activity modulated by Speaking Style. The former showed two different
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negativities, the MMN and PMN, occurring at different time points in processing. These mismatch effects
extend existing evidence by showing that nucleus-only differences can elicit mismatch ERP effects. The
stimuli in the current experiment were all /bVd/ words, and so very similar to one another. The brain is
able to detect and respond to even these small differences in speech. This is not unexpected, given that
English speakers (and speakers of many other languages) are able to make use of these small differences
in conversation. This finding supports question number 1, the PMN was found to respond to nucleus only
differences.
The speaking style result showed that the brain does respond differently to clear versus
conversational speech. Previous work (Uther et al., 2012) showed that acoustic-phonetic differences were
easier to detect in hyperarticulated speech. The results here extend that to naturally produced clear speech
and to another ERP component. Furthermore, the differential response to clear speech obtained in the
present study was an overall response to speaking style, rather than a response to a specific task using
stimuli of different styles. Uther et al. (2012) showed a stronger response to a different stimuli in clear
speech, but the present study found the response to clear speech to be stronger in all conditions –
regardless of task. No interaction was found in the current study between trial type and speaking style.
Therefore, the result does not directly support the hypothesis that phonological processing specifically is
eased in clear speech (put forth in question 2), but the main effect for clear speech does support an ease in
overall processing for clear speech.
One question that was not adequately answered in the present study is the effect of spectral
similarity on the processing of clear speech, proposed in question 3. There were no significant results to
report, suggesting that differences in spectral similarity did not measurably affect efficiency of
phonological decision making for these listeners, for whom these contrasts are well learned. It would be
interesting to compare results for learners of English as a second language, or for children, for whom
these categories may be less well established, potentially causing spectral similarity to have a greater
effect on processing. Future work might use particular tokens that are more or less spectrally similar to
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achieve a greater spread. For this study, tokens were chosen to fulfill the first two questions, so spectral
similarity was not a priority.
This study resulted in broad findings, which open themselves for further study. As the first study
to show a PMN to nucleus only differences, this finding should be replicated. A study focused on this
question more specifically might give more information on latency and topography for this component.
Additionally, the N600, another recent component, was found in this study to respond to speaking style
differences. The interpretation of this finding is based on a small set of literature, so experiments looking
to tease these explanations apart would add to both the ERP and clear-speech literature. Given the novelty
of this experiment, future work should focus on narrowing down explanations for these findings.
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Chapter Four: Conclusion
Clear speech has long been understood to be a speaking style that results in increased
intelligibility for various speaker and listener groups in adverse listening conditions (see Bradlow, 2002
for a review). Current literature, however, has not delved deeply into how these modifications are
successful in increasing intelligibility. This dissertation began the process of addressing this question by
testing two possible hypotheses: 1) that less acoustic information is needed to identify clear speech
syllables – allowing greater intelligibility in noise where parts of the signal are obscured and 2) that the
neural processing of clear speech differs from the neural processing of conversational speech. The former
hypothesis was examined using a partial-syllable identification paradigm, and the latter used Event
Related Potentials (ERPs) to measure neural response. Given the novelty of these two experimental
methods, with respect to clear speech, complex designs gave a lot of insight, and opened questions for
future research.
In the first experiment, a clear-speech benefit was shown for partial syllables overall, and the
portion of the syllable removed did not appear to substantially alter the size of the clear-speech benefit.
This result is consistent with previous research showing that both vowel centers and edges result in
similar syllable-identification performance (Jenkins, Strange, & Edman, 1983). Breaking down these
results by vowel showed a range of performance, with vowels with more near neighbors in the vowel
space being more likely to show a clear-speech benefit. These results are consistent with the hypothesis
that less acoustic information is necessary to identify clear speech than conversational speech. The fact
that the clear-speech benefit, seen in previous work, holds in partial syllables supports the idea that when
a listener only hears part of the syllable (regardless of which part they have access to), they are able to
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make use of clear-speech modifications. This does not mean that this is the full explanation for the benefit
of clear speech, but it seems to be a contributing factor.
The second experiment showed a difference in neural response to clear and conversational
speech. A less studied component, the N600, was found to respond weakly positively to conversational
speech and more strongly negatively to clear speech. This component occurred 608 ms after the onset of
the final syllable with activation over the whole head. In previous studies, the N600 has been shown to
respond to task demands, such as response monitoring and decision making. The large negativity
observed in response to clear speech in the present study may be indicative of cognitive resources
available for other task demands because clear speech is easier to process than conversational speech. The
hypothesis of increased ease of processing for clear speech is also supported by an MMN study conducted
by Uther, Giannakopoulou, and Iverson (2012). In addition to using this ERP methodology to understand
the neural response to clear speech, the present study also showed that the brain responds to nucleus-only
differences when a phonological violation is found. Previous work, focusing on the Phonological
Mismatch Negativity (PMN) had only shown this response to alliteration and rhyme (Connolly &
Phillips, 1994; Diaz & Swaab, 2007; Praamstra, Meyer, & Levelt, 1994). In the current study both an
MMN (T150/inverted anteriorly) and a PMN (T518/inverted right temporally) were observed in response
to differences in the syllable nucleus.
Taken together, these experiments set out to explore possible mechanisms underlying the clearspeech benefit that has been widely shown. Two hypotheses were set forth: 1) clear speech can be
identified with less acoustic information than conversational speech, and 2) clear speech is processed
differently than conversational speech. Each experiment showed support for the relevant hypothesis,
indicating that both hypothesized factors may contribute to the increased intelligibility of clear speech in
difficult listening conditions, but neither offers the full answer.
Both studies presented here are novel in their contribution to their fields. Partial syllables have
not been used to study clear speech, and PMN and N600 are more recently discovered ERP components.
As such, future work for both studies should focus on replicating this work and using experimental design
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to tease apart possible causes for these findings. Additionally, these paradigms can be used with other
participant populations. For example, bilingual participants can be compared to the monolingual
participants described here. Their similarities and differences, in terms of performance on center-only vs.
edge-only syllables or size of N600 response, can provide information on the ways in which bilingual
processing differs from monolingual processing. Based on these results targeted interventions may be
developed for learners of English as a second language.
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