Modeling done at Pacific Northwest National Laboratory (PNNL) in FY2000 predicted improved sensitivity for remote chemical detection by differential absorption lidar (DIAL) if frequency-modulated (FM) lasers were used. This improved sensitivity results from improved averaging of speckle noise. The recently developed quantum cascade (QC) lasers offer the first practical method for implementing this approach in the molecular fingerprint region of the infrared. To validate this model prediction, a simple laboratory bench FM-DIAL system was designed, assembled, tested, and laboratory-scale experiments were carried out during FY2001. Preliminary results of the FM DIAL experiments confirm the speckle averaging advantages predicted by the models. In addition, experiments were performed to explore the use of hybrid QC -CO 2 lasers for achieving sufficient frequency-modulated laser power to enable field experiments at longer ranges (up to one kilometer or so). This approach will allow model validation at realistic ranges much sooner than would be possible if one had to first develop master oscillator -power amplifier systems utilizing only QC devices. Amplification of a QC laser with a CO 2 laser was observed in the first hybrid laser experiments, but the low gain and narrow linewidth of the CO 2 laser available for these experiments prevented production of a high-power FM laser beam.
Summary
Modeling done at Pacific Northwest National Laboratory (PNNL) in FY2000 predicted improved sensitivity for remote chemical detection by differential absorption lidar (DIAL) if frequency-modulated (FM) lasers were used. This improved sensitivity results from improved averaging of speckle noise. The recently developed quantum cascade (QC) lasers offer the first practical method for implementing this approach in the molecular fingerprint region of the infrared. To validate this model prediction, a simple laboratory bench FM-DIAL system was designed, assembled, tested, and laboratory-scale experiments were carried out during FY2001. Preliminary results of the FM DIAL experiments confirm the speckle averaging advantages predicted by the models. In addition, experiments were performed to explore the use of hybrid QC -CO 2 lasers for achieving sufficient frequency-modulated laser power to enable field experiments at longer ranges (up to one kilometer or so). This approach will allow model validation at realistic ranges much sooner than would be possible if one had to first develop master oscillator -power amplifier systems utilizing only QC devices. Amplification of a QC laser with a CO 2 laser was observed in the first hybrid laser experiments, but the low gain and narrow linewidth of the CO 2 laser available for these experiments prevented production of a high-power FM laser beam.
Introduction, Objectives, and Summary
of Work Performed to Date
Background
In an idealized differential absorption lidar (DIAL) measurement, a molecular absorption is measured using light at a pair of closely spaced optical frequencies that is transmitted through the atmosphere, scattered from the ground or aerosols, and then transmitted back through the atmosphere to a detector near the transmitter. One of these frequencies is on a molecular absorption, while the other is detuned from the resonance, and because the frequencies are so close together, the backscattering efficiencies of both optical frequencies are essentially the same. Thus, the ratio of detected powers at these two frequencies, after correction for the differences in transmitted power, is a measurement of the molecular absorption along the path of the light. In real applications, there are usually non-zero "background" absorptions that are different at every wavelength due to natural constituents or pollutants in the atmosphere, and spectral dependence in surface reflectivity. In addition, more than one chemical is usually present in the chemical effluent plume of interest, and in many cases the spectra of the different chemicals overlap at key wavelengths. These complications can be addressed, at least in principle, by interrogating the scene with multiple laser wavelengths of light and fitting the background effects to derive corrections to the detection wavelengths. The effectiveness of such techniques depends on the signal-to-noise ratio (SNR) in the data and the extent to which the spectral features of all the chemicals that might be present in the scene are distinct from each other and the background at the laser wavelengths used in the DIAL measurement. However, any such analysis requires that the backscattering efficiencies for all the wavelengths be correlated. Any uncorrelated variations in the backscattering efficiencies are multiplicative noise in the measurements. Laser speckle causes such uncorrelated variations in the backscattering efficiencies, and speckle is often the largest noise source in DIAL. Speckle is the interference between light waves that all have the same frequency arriving at a surface with random phase relationships between all the waves, such as when a laser beam is scattered from a rough surface.
In FY00, PNNL started modeling the use of frequency modulation (FM) spectroscopy to enhance the sensitivity and selectivity of DIAL techniques (Sheen 2000) . The models developed predicted FM techniques could significantly reduce speckle noise, which could allow the options of lower detection limits and faster measurements. Faster measurements would reduce the effects of background variability, which is another important noise source. FM techniques have been used for sensitive absorption measurements in laboratories for many years because this inherently AC (alternating current) method is free from many of the low frequency sources of noise (drift, vibrations, position variations, 1/f noise). FM spectroscopy is also a derivative technique that senses the slopes of spectral features. As shown in Figures 1 and 2 , the derivatives of even relatively featureless chemical spectra tend to be much more distinctive than the spectra themselves, which increases selectivity in the presence of interferences. Recent PNNL spectral database measurements have shown that several key molecules involved in chemical and nuclear weapons production have sharp Q-branch transitions. In these branches, successive transitions tend to overlap and increase the absorption intensity while the absorption width stays narrow, making a sharp and strong spectral feature. Because of the increased selectivity, the chemometrics and statistical analysis necessary to interpret the data may be greatly simplified.
Objectives of the Research
Based on recent numerical modeling work at PNNL (described below), FM spectroscopy techniques have the potential to either achieve sensitivities comparable to conventional DIAL in as little as one onehundredth of the target dwell time, or to achieve up to ten times the sensitivity in the same dwell time. In addition, chemical selectivity in the presence of background absorptions should be much greater because of the advantages of derivative spectroscopy inherent in FM techniques, thus reducing the incidence of false positives and false negatives. Quantum cascade (QC) lasers, with adequate stability, power, and tunability in the critical mid-wave infrared (MWIR -wavelengths lying between 3 and 14 microns) spectral region where atmospheric transmission windows and the most distinctive molecular spectra coincide, now make it possible to consider FM spectroscopy techniques for practical chemical sensing systems. The objectives of this work are: 1) To explore the phenomenology of FM DIAL in practical field environments.
2) To validate and quantify the advantages predicted by numerical modeling in progressively realistic operating environments.
3) To investigate fundamental engineering and component technology issues.
As this work is completed, the results will be progressively incorporated in PNNL's Infrared Systems Analysis in General Environments (IR-SAGE) code to quantify the benefits of FM DIAL systems, optimize designs for specific applications, and permit valid comparison to other techniques.
Summary of Work Performed in FY01
During FY01, a simple laboratory bench lidar was designed, the components and subsystems were carefully characterized, and laboratory-scale experiments were carried out to validate the improvements in speckle averaging predicted by the models. In addition, experiments were performed to explore the use of hybrid QC -CO 2 lasers for achieving sufficient laser power to enable field experiments at longer ranges. Preliminary results of the FM DIAL experiments confirm the speckle averaging advantages predicted by the models. Amplification of a QC laser with a CO 2 laser was observed in the first hybrid laser experiments, but the gain and linewidth of the CO 2 laser available for these experiments was too low to provide effective injection locking.
FM DIAL Modeling and Experiments

Summary of Modeling Results
A block diagram of our numerical model of FM-LIDAR is shown in Figure 3 . At present, the modulation source is treated as a pure sine wave of known frequency ( f ) that induces frequency modulation (FM) and amplitude modulation (AM) on the output of the transmitter laser. The value of f, the FM and AM amplitudes, and their phases relative to the modulation source are all user-adjustable parameters in the model. The physical model for the modulation predicts an amplitude modulation of the laser at 2f, with amplitude and phase are determined by the AM amplitude and phase at 1f, but no modulation at higher harmonics of f. The relationships among the FM and AM amplitudes and phases and their dependence on f needs to be measured, especially for quantum cascade lasers (QCLs) as does the presence or absence of higher harmonics of the modulation frequency. The detector and preamplifier are currently modeled by specifying a size and quantum efficiency for the detector, a trans-impedance gain for the preamplifier, and including a number of white noise terms such as shot noise from thermal black body emission, shot noise from leakage current, and Johnson noise from the feedback resistor in the preamp. Other noise sources, such as op-amp current and voltage noise, 1/f noise, and departures of the mercury-cadmium-telluride detector from the normal idealized model, as well as the details of the preamplifier design, were omitted until experiments could identify and characterize the important issues. The transmitter and receiver optics are simply modeled as having a user-specified size and transmission, though further refinements may need to be added in the future. The atmosphere is modeled as having turbulence that changes beam pointing and absorption that contains both sharp molecular features and broadband attenuation. Testing the effects of turbulence will require field tests at ranges of a kilometer or greater. Another aspect of long distance transmission through the atmosphere The target module includes the possibilities for diffuse (Lambertian) scatter from a surface characterized by an albedo, a retro-reflector, and the bi-static case. For diffuse scatter, speckle is introduced into the model, and this is an important part of the SNR computation. Even with speckle present, a small enough area on the detector will have a uniform irradiance from the scattered light, but at a large enough distance away the irradiance on the detector could be completely different. The area over which the irradiance is correlated is called a speckle or speckle lobe. Similarly, by moving the transmitting laser, receiving optics, or changing the optical frequency a significant amount, the irradiance on a particular small area of the detector can change randomly and must be described statistically. The distribution of the irradiances in a single speckle is characterized by a mean and a standard deviation that is equal to the mean. Thus, a measurement of the power in a single speckle has a SNR of at most 1, independent of detector power and noise levels. Improving the SNR of the backscattered light measurement for a given optical frequency requires averaging the power in many speckles by having many speckles on the detector at one time and/or averaging many independent measurements. Independent measurements can be obtained by moving the optics between measurements assuming there are no correlations between the speckles of separate measurements. This has been thoroughly explored in work with DIAL using a CO 2 laser where there are a large number of fixed optical frequencies. A key prediction from PNNL's model is that FM can increase the number of speckles included in the average by a moderate factor. The SNR due to speckle for measuring the backscattered light in a DIAL measurement a single FM modulated laser frequency is:
where N spatial is the number of speckles on the detector, N meas is the number of uncorrelated measurements, and N ν is the factor by which the number of speckles on the detector is increased by modulating the frequency. The factors N spatial and N meas have been modeled and verified previously with CO 2 lasers (MacKerrow et al. 1996; Schmitt and McVey 1996) . The factor N ν is given by the equation 
where λ is the wavelength of light, R is the distance between the receiver telescope and the target, D rec is the diameter of the receiver telescope, and θ is the angle between the optical axis and the normal to the target. For example, with a wavelength of 10 µm, a telescope diameter of 10 cm, a range of 10 km, angle of 45°, and a bandwidth of 10 GHz gives N ν of 82. This predicts a factor of 9 improvement in SNR for a given measurement time or a factor of 82 decrease in measurement time for a given SNR. Verification of this reduction in speckle noise by FM is a major goal of this task.
The primary goal for FY01 was to build a laboratory system with which to begin testing the performance of FM-LIDAR and the prediction of improved speckle averaging. Following positive results from the laboratory experiments, our ultimate goal is developing a fieldable system to characterize realworld performance and provide verification of a more detailed numerical model of FM-LIDAR.
The FM Lidar System and Key Results
This year significant progress was realized in building a FM-LIDAR system. This system was developed entirely in FY01, and is now operating and used for laboratory tests at ranges of up to 15 m (50 feet). The general setup for initial experiments is shown in Figure 4 . This FM-LIDAR system has several key subsystems that correspond to blocks in our numerical model of FM-LIDAR. Each Capable of Delivering up to 30 mW of Continuous-Wave (cw) Power in a Narrow Optical Bandwidth. The output of the laser is collimated using a short focal length lens and directed toward a scattering target (2). The scattered light is then collected by a 10" Midac telescope (3) and imaged onto a Mercury Cadmium Telluride (MCT) photovoltaic detector (4) where the optical signal is transformed into an electrical signal.
subsystem may be studied separately and should be optimized so that the total system performs optimally. Characterization of individual subsystems also allows verification of isolated blocks in our numerical models. These subsystems are QCL source, collection optics, detector/transducer, and detection electronics. Each of these has been systematically characterized, paying attention to possible optimizations for a fieldable system.
MCT Detector and Preamplifier
An important aspect of an FM-LIDAR system is the ability to detect small returned light signals collected by the telescope. This requires that the detector subsystem be optimized for high gain and low noise. With an ideal detector-preamplifier, this noise would be shot noise that results from the statistics of photons arriving at the detector element, and speckle noise from the interference between light scattered from different points on a rough target. The properties of MCT detectors used for long wavelengths make it very difficult to approach this ideal for low light levels in contrast to what can be done in the visible and near-IR. A thorough understanding of the characteristics of the MCT detector, signal and background light levels, required electrical bandwidth, and preamplifier noise sources is needed to fully optimize a MCT detector-preamp combination for a particular task. We characterized the MCT detector that we are using for our laboratory FM-LIDAR experiments along with a low-noise highbandwidth (100 MHz) preamplifier. While this preamplifier works well for the laser locking experiments for which it was developed, we found that it has significant limitations for use in the FM-LIDAR apparatus and identified several changes that need to be made to tailor this preamp for our FM-LIDAR.
Detector signal properties were tested using an extended blackbody radiation source, allowing the entire field of view (FOV) of the detector to be filled with a known uniform source. Detector I-V curves were recorded for a range of blackbody temperatures from 300 K to 575 K. This data may be used to calculate a variety of properties of the detector-for instance, the dynamic resistance, linearity, and quantum efficiency as functions of bias voltage. Detector-preamplifier noise properties were examined using a spectrum analyzer and a blackbody source. The noise spectrum was recorded from 12 kHz to 100 MHz ( Figure 5 ) and the optimum frequency range is near 1 MHz, where the noise is at a minimum of 5 pA/(Hz) 1/2 . While the agreement between the observed and simulated data is in good agreement, the small differences suggest that an additional level of refinement be added to the modeling process. For instance, the observed increase in the low frequency noise is not reproduced in the simulation. Even at the current level of sophistication, the simulation predicts a higher frequency response than is observed experimentally. The dampening at high frequencies is likely due to stray capacitance that is present in the actual preamplifier board, but was not included in the model.
To date, commercial analog lock-in amplifiers have been used, which have a maximum frequency range of ~100 kHz, preventing us from operating in the lowest noise frequency range. To enable us to detect at higher frequencies, we will switch to using double-balanced mixers. Another source of noise that we will reduce is the room-temperature blackbody radiation reaching the detector. Use of a cold narrow bandpass filter centered on the QCL frequency will cut out most of the blackbody (background) radiation and its shot noise, which is a significant contribution to the total noise from the detector. The 1/2 , and Divided by 5200 Ω (D.C. trans-impedance gain of preamplifier) to get an Input Referred Current Noise reduced blackbody background may also afford the opportunity to increase the gain of the transimpedance amplifier, which will reduce the noise requirements for the subsequent detection electronics.
QCL Source
The QCL that we are using operates near 8.2 µm and is tunable over 1.5 cm -1 by varying the current. The output power was measured as a function of current with a threshold at 0.4 A, 24 mW of output at 0.7 A, with the power increasing faster than linearly above 0.6 A. The optical frequency of the QCL was accurately determined using CH 4 and N 2 O absorption lines. The match between experiment and the HITRAN database is excellent, indicating a correct frequency calibration. The laser works well between 1226 cm -1 and 1227 cm -1 , with the frequency decreasing as the current is increased.
Ideal frequency modulation (FM) of a laser produces no amplitude modulation (AM) until some effect, such as a narrow absorption, converts some of the FM into AM to which a photo-detector will respond. FM of a QCL is most easily accomplished by modulating the current through the QCL, which gives strongly non-ideal FM because there is a large AM that also results from the current modulation. This unwanted AM is frequently called residual amplitude modulation (RAM). This RAM causes a substantial background to the FM signal at the modulation frequency, but if the system has low harmonic distortion, low background measurements can be made at harmonics of the modulation frequency.
Several experiments were done to characterize the harmonic distortion of the QCL/MCT system. A simple LC circuit was used to add modulation to the QCL drive current. Less than 0.4% harmonic distortion was observed (-47 dBc at 2f) when modulating the current with a sin wave with amplitude large enough to optimally detect a 0.1 cm -1 atmospherically broadened line, and detecting the received signal on the MCT detector. These results indicate that the QCL/detector combination may be operated in a regime where there is low signal distortion.
An important aspect of all FM experiments including FM-LIDAR experiments is to understand the FM and AM characteristics of the laser source, and this is especially true for current-modulated QCLs. Detailed measurements of FM and AM as functions of modulation frequency (f) and QCL current (i) are needed for understanding QCL modulation properties and how to optimize signal detection. The phase difference between the AM and FM is especially interesting because in some cases it can allow one to cancel out the AM background and still retain most of the FM signal. The AM was found to depend significantly on the QCL drive current, as would be predicted from the nonlinearity observed in the power dependence, but its phase is almost independent of drive current. The frequency dependence of the fractional AM is relatively constant for a given current, but the phase lags significantly with increasing frequency. The FM of our QCL shows fairly flat frequency and current dependence; however, the phase lags with increasing frequency. The data plotted in Figure 6 is representative of all observed data. At high frequencies (100 kHz) there is a 45-degree phase difference, suggesting that with phase-sensitive detection and the proper choice of phase that the RAM background can be cancelled while still retaining 70% of the FM signal. 
Initial Observations of Laser Speckle
Using a micro-bolometer IR camera, images of the laser beam scattering off single and dual foam targets, which appear to be nearly Lambertian scatterers near 8 µm, were observed at ranges from 3 to 7 meters (10'-23') from the telescope. Later, experiments were extended to nearly 15 meters (50'), limited by two passes through the lab. Scattering from dual foam targets allows investigating effects due to range depth and monitoring speckle behavior in well-controlled experiments (Figure 7) . Scattering The numerical model of speckle in FM-LIDAR developed by PNNL predicts several attractive features of FM-LIDAR in mitigating the effects of speckle. Some of these predictions have been verified. Experiments with a single foam target normal to the laser beam produce speckle patterns that do not change with optical frequency. An angled foam target does produce some frequency-dependent speckle; however, it is difficult to get the range depth necessary for measurements in the laboratory. Dual targets were used with the laser clipping the first target (Figure 7 ). This provides a rigorous test of the equation ∆ν sp = c/(2*D range ). The data in Figure 9 was collected for D range = 4 cm, with approximately a 0.4 cm 
Plans for FY02
The laboratory FM-LIDAR system was assembled and numerous characterization tests were performed on the working system. The primary thrust for the beginning of FY02 is to provide experimental verification of our model. A twofold approach will be used initially, through geometrical experiments as well as a statistical optics approach. The geometrical approach will allow verification of signal-to-noise formulae presented in the theoretical results through the use of well-controlled apertures, viewing angles, target angles, and range-depth. These are the same parameters that are included in the theoretical predictions for SNR formulae. Showing that the SNR scales in agreement with the predictions will give strong support and validate the theoretical results. The second approach will involve statistical optics concepts where additional properties, such as speckle correlation distance, are examined. This will involve using an infrared camera looking at the image plane formed by the telescope. Of particular interest is examining laser speckle and how quickly it spatially decorrelates with changes in optical frequency. This may be readily determined using two-dimensional autocorrelation procedures on images collected with scattered laser light filling the field of view of the instrument. This would be a direct comparison with the description of speckle given with statistical optics. This spatial decorrelation with frequency is related to how many independent realizations of speckle are included in signal averaging in FM systems. The data from FY01 has given insight on how to modify and enhance the FM-LIDAR system. Improvements will be made on eliminating extraneous blackbody radiation from reaching the detector and extending the capability to modulate at frequencies up to 1 MHz where the noise performance for the detector is optimal. Modulation frequencies >100 kHz may allow selection of a particular frequency where the FM and AM components are orthogonal (90° out of phase).
Hybrid QC -CO 2 Laser Experiments
Introduction
Long-range experiments for validation of FM-DIAL are not accessible using the optical powers currently achieved with QC lasers. As an interim solution, we propose to injection lock a high-power CO 2 laser with a single-mode, narrow line-width QC laser in order to attain the high powers needed for long-range FM DIAL. By using a frequency-modulated QC laser as the master and a high power CO 2 laser as the slave, we will be able to reproduce the frequency and phase characteristics of the QC and provide the higher powers needed for field experiments at longer distances.
Experiments and Results to Date
During FY01, two DFB-QC lasers were purchased from the ALPES laser company for injection seeding a CO 2 laser and were received in May. Although these devices were not optimal because their wavelengths only matched low-gain transitions, they were the only devices readily available. We expect to receive QC lasers from Lucent for FY02 that have wavelengths matched to the high gain CO 2 transitions. After mounting the lasers into a cryogenic Dewar, we set up a custom current controller and a temperature controller to tune the lasers over different CO 2 spectral lines. One of the QC lasers can access two CO 2 transitions in the 00 Initial experiments involved single pass amplification of the cw-QC laser through the 12 C 16 O 2 gain medium. The active laser medium was a sealed low-pressure CO 2 laser gas mixture with an active length of 80 cm and an inner bore diameter of 8 mm. A half-wave plate is used to adjust the polarization of the QC laser, and approximately 7 mW of the free-running QC light is injected along the optical axis of the resonator. When the QC is tuned to the 9R30 line and 6 mA of current is applied to the plasma, 10 mW of power is achieved. Figure 10 shows the amplified power output for various injected QC powers. These results show that we achieved approximately 35% amplification with a single pass.
Following these successful experiments, we set up preliminary experiments for the injection-locking scheme. We decided to use a ring configuration to reduce optical feedback onto the QC laser because the injected signal should drive the oscillation in only one direction. The experimental arrangement for the laser system is shown in Figure 11 . The cavity layout consists of the low-pressure CO 2 discharge tube used in the previous experiments and three mirrors that form a ring cavity. The total length of the ring is 376 cm. The output coupler has a 6-m radius of curvature and a maximum reflectivity at 8.5 µm, which shifted the gain peak of this laser away from the typical maximum of 10.6 µm and towards the 9.6 µm band. In the ring configuration, self-oscillation occurs predominantly on the 9P20 line at 1046.854 cm Half-wave plate Figure 11 . Experimental Set-Up for Injection Locking but lasing action is also observed on adjacent lines. Furthermore, lasing is observed in the R band due to mode competition (predominantly on 9R20 at 1078.591 cm -1 ). The laser wavelength is measured using either a CO 2 spectrum analyzer or a BOMEM FTIR.
For the CO 2 slave laser to be injection-locked by the light coupled into its cavity from the QC master laser, the frequency of the injected light must be within the locking range of the oscillator. This locking range depends on the ratio of the injected input power to the free-running output power, the round-trip transit time, and the cavity losses. For injected frequencies that are outside of this locking range, the output from the slave laser could consist of both the amplified master and self-oscillation frequencies, could have its lasing frequency "pulled" towards that of the master, or could have no measurable effect if the injected power is too far below threshold. In other words, for a given injected power, there is a range of frequencies for which the slave laser's frequency will lock to the master laser's frequency.
With the QC beam aligned through the output coupler, only 0.5 mW of power is injected into the ring cavity because most of the QC power is reflected from the high reflectivity output coupler. Figure 12 shows the FTIR spectrum from the superposed output from the master and slave laser fed into the FTIR. There is no evidence for injection locking, from which we conclude the master frequency is outside of the locking range for the CO 2 oscillator. The range available for locking depends on the power of the injected signal, and relatively strong signals are required to capture oscillation on weak or low-gain transitions. In fact, preliminary calculations show the locking range is <1 MHz. To increase the injection locking range, we could decrease the round-trip transit time by reducing the cavity length, increase the coupling of the injected light into the cavity, or decrease the reflectivity of the output coupler. We could also reduce the frequency difference between the master and the slave to within the locking range by incorporating a grating into the cavity to change the slave frequency. Another option is to use a different QC laser that accesses the free-running transitions of the slave. Figure 12. FTIR Spectrum for the Superposed Output of the QC and the CO 2 Laser. The large peak is the self-oscillation of the CO 2 laser while the smaller peak is the QC laser oscillation.
Future Plans
In the first quarter of FY02, we will continue analyzing the results and calculating the locking range to determine the requirements for more optimal QC lasers, cavity optics, and cavity configurations. We also plan to mode-match the QC into the ring cavity to increase the coupling of the injected light into the cavity. In order to influence the self-oscillation, it may become necessary to incorporate a grating into the cavity.
