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Abstract 
A Boolean Iuyer cuke is an ordered set obtained from a Boolean lattice 2” by selecting any 
number of complete level sets from 2” and endowing their set union with the order inherited 
from 2”. The first Boolean layer cake considered in the literature seems to be the set of all atoms 
and of all coatoms of 2” in Dushnik and Miller (1941, Amer. J. Math. 63, 600-610) - what is 
known today as the standard example of an n-dimensional ordered set. Our intention is (i) to 
survey the more recent literature on Boolean layer cakes and (ii) to consider some properties of 
those among them which happen to be lattices (a point of view which seems to be new in this 
context). 
As for (i), the dominating part of the work done is about ordered sets consisting of just two 
layers from 2”, and within that part, the major theme is their dimension. If n is odd. the two 
middle levels of 2” have the same size, and an (open) conjecture now attributed to Havcl states 
that the covering graph of such an ordered sets always admits a Humiltoniun puth. Another 
question is which ordered sets allow an embedding into 2” or into a 2-layer cake. We also 
consider the number of isotone srlfmups and of order automorphisms of Boolean layer cakes. 
Further, jump numbers of general layer cakes have been determined. 
As for (ii), a Boolean layer cake is a lattice iff it consists of consecutive nontrivial levels 
of 2” plus top and bottom. Concentrating on the case of 2-layer cakes with levels 2 and 3, we 
show that these lattices have a large number of large (in a sense to be specified) sublattices. 
The enumeration and classification of such large sublattices sheds some light on the .vuhk~tti~r 
spectrum question and shows that there is no polynomial bound (in the size of the underlying 
lattice) for the number of muximnl sublattices of an arbitrary lattice. Sizes of grneruting .set,s and 
wmputurionul aspects are also considered. @ l999-Elsevier Science B.V. All rights rcscrved 
Kry’worris: Suborder; Boolean lattice; Order dimension; Automorphism; Maximal sublattice 
1. Introduction 
Ordered sets obtained from a finite Boolean lattice B by selecting a number of 
complete level sets of B and imposing the induced order on the subset of B so defined 
seem to be a common source of problems as different as difficult - even in the case of 
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such an order consisting of just two layers. We call such orders Boolean layer cakes 
for the obvious graphical reason. 
As ordered sets, they have been investigated from quite different points of view. It is 
the purpose of Section 2 to survey the more recent literature for results on ordered sets 
of this type, to the extent we are aware of them. The major part of the work done is 
devoted to orders consisting of just two layers of a Boolean lattice, even with further 
constraints (adjacent layers, middle layers). Main themes are the order dimension, the 
existence of Hamiltonian cycles, the types of suborders, isotone self-maps and jump 
numbers of such orders. 
Some layer cakes are even lattices, see Fact 3.2.1. As far as we know, they have 
never been looked at from this point of view. A striking feature of lattices consisting 
of the 2-element and the 3-element subsets of some finite set (plus top and bottom) is 
their large number of large (in a sense to be specified) sublattices. We devote Section 3 
to the study of some properties of such lattices. 
Consequently, this paper is of a somewhat hybrid nature. Surveyed results are cited 
with full bibliographical references but no hints to proof. “Fact” is used to label state- 
ments which we feel are known but for which we do not have a direct reference; here, 
sketches of proofs are included. The traditional “Proposition-Proof” scheme is reserved 
to statements which we believe to be new. 
Our notation is fairly standard. All ordered sets considered are finite unless explicitly 
stated. We write 2” for the Boolean lattice with n atoms and think of it as being 
explicitly realized as the collection of all subsets of an n-element set X, with set 
inclusion as order relation. An i-set is any set with i elements. So the elements of 2” 
are arranged in layers, the ith layer consisting of all i-subsets of X (0 <i <n). Given 
any two natural numbers r<s, we write [Y,s] for {n E N; r<n<s}. 
Ordered sets alias orders are written as (P, <p) or shortly P if there is no need 
to emphasize the order relation < p. For x, y E P, XII y means that x and y are not 
comparable, x < y that x is a lower neighbor of y. Given r natural numbers 0 <il < 
i2 < .‘. < i,<n, we write P(il , . . . , i,.; n) for the Boolean layer cake obtained from 2” 
by selecting layers il,. . . , i, (and the induced order), and call it a v-layer cake. If we 
think of a specific n-set X used to represent 2”, we say that P(il ,...,&;n) is realized 
on X. 
2. Layer cakes as orders 
2.1. Dimension 
2. I. I. Background 
The dimension of an ordered set (P, < p) is the least natural number t such that there 
exist linear orders L,, . . . , Lt on P extending <p with nf=, L,. We write dim(P, < p) 
or simply dim(P) for the dimension of P. The following fact is useful: Call an ordered 
pair (x, y) of elements of P critical iff xl] y and for all U, v E P, u < x implies u < y 
and v > y implies v > x. Then dim(P) is the least natural number t such that there 
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exist linear orders LI, . . . , L, on P extending < ,p with _V < x in L, for at least one 
i for each critical pair (x,~) of P. Ch. 1 of [48] is a general reference for all these 
concepts. 
The concept of dimension and Boolean layer cakes were born as twins: In [lo], 
Dushnik and Miller defined dimension and proved that P( 1, n ~ 1; n) has dimension 
n whenever t7 3 3. In fact, P( 1,n - 1; n) is known today as the stundd exutnplc 
of an n-dimensional order. Moreover, P( 1 ,n - 1; n) is n-irruducihle for n > 3, that is. 
dim(X) < n for any proper subset X c P under the induced order. 
To determine the dimension of a Boolean layer cake is a challenging problem. All 
known results deal with 2-layer cakes P(i,,j; n), 0 <i < ,j <n. However, many other 
cases reduce easily to this setting: 
Fact 2.1.1. din?(P(k, k + 1, _. . , k + s; n)) = ditn(P(k, k + s; 17)) ~lzene~r 0 < k < 
k + s < tz. 
Proof. Certainly, dim(P(k, k + 1 , . . . , k+s; n)) adirn(P(k, k +.F; n)) as the latter order is a 
suborder of the former. On the other hand, every critical pair of P(k, k+ 1,. , k +s; n) is 
in P(k, k +s; n), giving the reverse inequality: indeed, assume Y E P(k, k + 1,. . , k +.s; n) 
and k < 1 YI < k + s. Since k + s < n, we find two distinct points u, c’ $! Y. Now if 
X E P(k, k + 1,. . . , k +s; n) and XII Y, then either Y U { p} 8 X or Y U {q} $ X which 
shows that Y cannot be the second component of a critical pair. The dual argument 
shows it cannot be the first. either. 0 
To ease notation, we write ditn(i,j;n) instead of dinl(P(i,j;n)) and assume tacitly 
that O<i<j<n (it is easy to see that dim(O,n; n) = 1 and ditn(O,j;n) = ditn(i,n; n) = 
2 for all 0 < i,,j < n). The critical pairs of P(i,,j; n) are then all pairs (X, Y) with 
1x1 = i, / YI = j and X $ Y. Until recently, only the case i = 1 received serious 
attention, and it seems that little of what is known in this case carries over to the i > 2 
setting. Accordingly, we first review the main results for i = 1. 
2.1.2. Th casr i = 1 
A general overview of this case is provided in Section 7.2 of Trotter’s book [48]. 
Dushnik was the first to consider the problem in general: in [18], he investigated 
&n( I, j; n) for values of ,j large in comparison to tt and obtained the following esti- 
mates. 
Let s and t be positive integers satisfying In/s! -t s ~ 2 <_.j and all of 2 <t, j < 
Lnj(t -- 1 )I + I - 3, (t ~ 1)2 <n. Then 
n - .s + 1 <cfitn(I,j;n)<n -t + 1. 
Dushnik also showed in [18] that the preceding inequalities determine the exact 
value of ditn( 1 ,,j; n) whenever j, <j < ti and II 24. The critical value ,j,, is specified 
by the following conditions: Let u, be the largest positive integer u with (u - 1)’ 6 n 
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and satisfying [n/~‘i + U’ - 2 < Ln/( U’ - 1)J + U’ - 3 for all 2 < U' 6 U, and put 
j, = l~l~,l + % - 2 (thus j, 62J;; - 2). 
Dushnik [ 181 and Trotter [47] use these estimates to give the exact values of 
&n( 1, j; n) for several cases where j - 2m and n - m2, the values then are N nz*. See 
[32, Corollary 2.2 and Theorem 3.31; [47] also contains a table of all values &z( 1, i; n) 
for 1 < j < n<14. 
If j is kept fixed, the asymptotic behavior of dim(l,j; n) as a function of n was 
determined by Spencer in [46] by probabilistic methods: dim(l,j; n) = @(log log n) 
for fixed 1 < j < n. For j = 2, Fiiredi et al. provide the following asymptotic formula 
in [22]: dim( 1,2; n) = log log n + (l/2 + o( 1)) log log log n. 
The most recent entry is [33, Theorem 0.71 where Kierstead provides upper and 
lower bounds for dim( 1, j; n) which differ by a factor of at most c log1’2n for j large 
(compared to n) for some constant c, and by a factor of at most j* for j small 
(compared to n). 
2.1.3. The case i > 1 
The results for i > 1 we are going to sample are all very recent. In fact, they are all 
contained in (or accessible through) papers coauthored by Brightwell, Fiiredi, Hurlbert, 
Kierstead, Kostochka, Talysheva and Trotter; these papers all appeared in Vol. 11 of 
ORDER in 1994. See [S, 21, 321. 
We start with a formal analogue to Dushnik’s and Miller’s original result on P( 1, n - 
1; n). In [32], it is shown that dim(2,n - 2; n) = n - 2 and that, moreover, the order 
P(2, n - 2; n) is (n - 1 )-irreducible for all n > 5. The analogy even extends to Dushnik’s 
analysis of dinz( 1, j; n) for j large compared to n: For n 3 5, [32] provides conditions 
on dim(2, j; n) which (almost) give the exact value of dim(2, j; n) for j exceeding some 
critical value j, (with j, 62Jn-1). ‘Almost’ here means that for certain exceptional 
values of j, j, <j < n, the estimate obtained is only accurate to within 1. 
The same paper [32] credits to Kostochka and Talysheva a proof of dim(3, n-3; n) = 
n - 2, valid for n > 7. 
Extending these results, Fiiredi showed in [2 l] that generally one has dim(i, n-i; n) 3 n- 
2i + 2 for all n > 2i. The proof relies on the Lovisz-Kneser graph theorem. In fact, 
the main theorem of [2 l] gives the exact value of dim(i, n ~ i; n) for all large n: For 
i>3 and n > 250i3, we have dim(i, n - i; n) = n - 2. The proof is based on a new 
variant of the ErdGs-Ko-Rado theorem. 
The final group of results we are going to report deal with &n(i, i + k; n) for k 
relatively small. All are from [5]: 
The following result provides an upper bound on dim(i, i + k; n) in terms of values 
of dim(l,j;n): If 2k<n and i+k<n, then dim(i,i+k;n)<dim(l,2k;n)+ 18ilogn. 
Since dim(l,j;n)<(t+l)210y n (see [23]), this establishes dim(i,i+k;n) = 0(i210g n) 
provided i + k < n. 
For k = 1 and i + 1 <n, a better estimate is possible: dim(i, i + 1; n) < 6 log, n. The 
authors credit Kostochka with establishing dim(i, i + 1; n) = O(log n/log log n). For 
the most interesting case, that of the middle two layers of a Boolean lattice with an 
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odd number of atoms, the following upper and lower bounds are given: Let 11 = 2i + 1. 
thenloglogn+(1/2+o(l))logloglogn <dim(i,i+1;2i+1)66log,n. 
2.2. Humiltoniun cycles 
For any Boolean layer cake P, we may consider its (undirected) cover graph G with 
vertex set P and x adjacent to y for X, ~1 E P whenever x covers y or y covers x in P. 
When does G admit a Hamiltonian cycle, i.e., when does there exist a closed path in 
G visiting each vertex exactly once? If this is the case, we call P itself Humiltonirm; 
concretely, this means that P can be enumerated in sequence pi,. . . , pn such that either 
pi covers pi+, or pi is covered by pi+1 for all i (taken mod n). 
While the Hamiltonicity of arbitrary layer cakes apparently has not been studied, the 
problem has been considered extensively for two-layer cakes, and there especially for 
the case of the two maximal layers of a Boolean lattice with an odd number of atoms. 
The corresponding cover graphs G are bipartite, and obviously the two chosen layers 
must have the same size if there is to be a Hamiltonian cycle in G. The Humiltoniun 
conjecture states that P(i,i + 1; 2i + 1) is Hamiltonian for all i> 1; it is attributed 
cyclically around Dejter, Erdiis and Trotter (see [34]) and seems to have been stated 
first by Have1 [30]. The generalized version, considered mainly by Dejter and his 
students, conjectures that P(i,j; i +,j) is Hamiltonian for any choice of 0 < i < j. 
The (generalized) conjecture is known to hold for P(i, i + 1; 2i + I ) if i < 9, for 
P( i, i - 2; 2i + 2) if i < 7 and for P(i, ii- 3; 2i + 3) in case i = 6, see the introduction of 
[lo]. The technique used by Dejter to obtain a Hamiltonian cycle in P in these cases 
is, roughly, to ‘lift’ a Hamiltonian cycle from a quotient graph of the covering graph 
G of P; this quotient graph is induced by the action of a suitable group P on G (a 
so-called ‘Frucht diagram’). This approach is developed by Dejter and his students in 
[9-l 11. 
Turning to P(i, i+ 1; 2i+ 1) and the original conjecture, the main theme is the search 
for so-called matchings in cover graphs of such layer cakes. Recall that a (prr&t) 
mutching in a graph G is a collection M of edges of G such that each vertex of G is 
incident with exactly one edge from M (see also Section 10.3 of [48] for matchings 
in (cover graphs of) ordered sets). Any Hamiltonian cycle C in a graph G of even 
order determines two disjoint matchings in G in a natural way: Travelling around G 
via C, put the edges traversed alternatively into two subsets Mr and A42; 1211 and Mz 
are evidently disjoint matchings. This suggests that in order to construct Hamiltonian 
cycles in the covering graph of P(i, i + 1; 2i + 1) one might look for matchings in these 
graphs and try to piece them together in a suitable way. Matchings in (the covering 
graph of) P(i, i + 1; 2i + 1) may be conveniently visualized as bijections h from the 
i-sets to the (i + 1)-sets such that A C h(A) for any i-set A of P(i, i + 1; 2i + 1 ). It is. 
however, highly nontrivial to desc**ibe explicitly suitable classes of such matchings. 
One such class is that of lexicogvuphic matchings. Let 7c be any permutation of the set 
[l, . . ,2i+ 11. Order the i-subsets of [l, ,2i+ l] as follows: Given two such subsets il 
and B, write A = {rc(mr ), . . . , n(mi)} with ml < ... < m, and B = {~~(ni),....~r(n,)} 
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with ni < ... < ni. Let t := min{s; 1 <s<i and m, # n,}. Then put A < B iff 
mt < IQ. Order the (i + I)-subsets of [l,. . . ,2i + l] in the same way. 
A map b from the i-sets to the (i + 1 )-sets is now set up in the following way: 
b(Ai) is B1, and @A,) is the first (i + 1)-set (in the order defined above) containing 
A,. and not appearing among b(Al ), . . . , b(A,_l ) (all subscripts referring to this same 
order). As shown in Aigner [3], b turns out to be a bijection for any permutation 
rc. Since obviously Al C Bl, and A, C B, for r > 1 by construction, we obtain a 
matching in the cover graph of P(i, i + 1; 2i + 1 ), the lexicographic matching induced 
by T-C. 
The main result of [ 171 is negative: Duffus, et al. prove that for i > 1, the union of 
two lexicographic matchings will neuer form a Hamiltonian cycle in P(i, i+ 1; 2i+ 1). On 
the positive side, their analysis of lexicographic matchings (yielding also a noninductive 
algorithm which calculates b(A,.) without reference to b(Al ), . . . , b(A,_ I)) shows that 
nonlexicographic matchings exist at all for any i > 1. 
Such nonlexicographic matchings are provided explicitly by Kierstead and Trotter in 
[34] (who call them lexical matchings; every lexicographic matching is lexical but not 
vice versa). Let 0(i) the graph with vertices the i-subsets of [ 1,. . . ,2i + l] and edges 
between any pair of disjoint such sets. Kierstead and Trotter conjecture in [34] that for 
all i a Hamiltonian cycle in P(i, i + 1; 2i + 1) may be found provided 0(i) admits a 
matching; this latter condition being satisfied when i > 0 is even, e.g., or when IS(i)1 
is even. The crucial fact here is that any matching in O(i) may be lifted to a matching 
in P(i,i+ 1;2i+ l), see [13]. 
A related problem is to find I-factorizations of P(i, i + 1; 2i + 1 ), that is, collections 
of i pairwise disjoints matchings of P(i, i + 1; 2i + 1). It is shown in [34] that l- 
factorizations may be found using lexical matchings. Another l-factorization based on 
so-called modular matchings is introduced by Duffus et al. in [14], and it is shown 
that these matchings exhibit features strikingly similar to those of lexical matchings. 
It seems to be open whether modular matchings are of any use in order to produce 
Hamiltonian cycles. 
2.3. Embeddings 
The most recent activity in Boolean layer cakes as orders has concerned their subor- 
ders: Let Q be any Boolean layer cake; we seek to characterize ordered sets P which 
have an order-preserving embedding e into Q, possibly with additional constraints on 
the map e. 
There exists a vast literature on an “unordered version” of this problem: Let Qn 
the covering graph of the Boolean lattice 2” (for some natural number n); Qn is 
commonly called a hypercube. Here the question reads: Which graphs may be (graph-) 
embedded into Q,,, possibly with certain constraints on the embedding map? Such 
questions are surveyed in [27]. We note here that graphs allowing an embedding into 
some hypercube are characterized in [31], and that it is an NP-complete problem to 
decide whether a given graph occurs as a subgraph of a hypercube ([37]. Embeddability 
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with constraints is studied, e.g., in [12] (preserving distances) or in [7] (minimizing 
dilation or expansion). 
The first to consider the ordered version apparently is Wild [49]. Focussing on the 
“full” layer cake 2”, he characterizes 0, l-orders P which embed into some 2” such 
that covers are preserved, i.e., e : P - 2” satisfies e(x) +zfl e(y) whenever x 4~ .l‘ 
in P. 
Wild’s characterization is in terms of a certain graph associated to P: Assume that P 
has 0 and 1. Let PQ(P) be the set of all prime quotients of P, i.e., PQ(P) = {(x. y) E 
P x P : x + y}. Call (u,v) E PQ(P) an upper trunspose of (x,y) E PQ(P) iff x<u, 
y d v but y 6 u; lower transposes are defined dually. (x, v) and (u, V) are stronyl? 
projective iff one pair may be obtained from the other viu a sequence of upper and 
lower transposes. Strong projectivity is an equivalence relation on PQ(P), denote by 
G(P) the set of all strong projectivity classes of PQ(P). Abusing notation, let G(P) 
also be the graph with vertex set G(P) and an edge between x,fl E G(P) iff there are 
(x, y) E c( and (u,v) E b such that y<u or v6x. 
An order P is called ranked iff it admits a rank function p : P --i N such that 
p(y) = p(x) + 1 whenever y +p x in P. The chromatic number x(G) of a graph G is 
the least number of colors needed to color the vertices of G in such a way that no edge 
joins two vertices of the same color. Wild’s main result in [49] now states that a (0. I )- 
order P admits a cover-preserving embedding e into 2” iff n = x(G(P)) = length(P). 
The following result from [49] concerns a border-line case between the ordered and 
unordered version of our problem. Call an order-preserving embedding e : P 4 Q 
between orders P and Q isometric iff the derived graph embedding between the cover- 
ing graphs of P (resp. Q) preserves graph distance (that is, the number of edges in a 
shortest path between any two vertices). Wild proves that any 0, l-order P is isometri- 
cally order-preserving embeddable into 2” iff the covering graph of P is isometrically 
embeddable into the corresponding hypercube graph Qn. In other words, the property 
of being “isometrically order embeddable into a Boolean lattice” is an invariant of 
covering graphs of (0,l )-orders. 
We now turn to 2-layer cakes P(i, i + 1; n) and address the question which orders Q 
allow a cover-preserving embedding into P(i, i + I; n). These orders are characterized 
by Mitas and Reuter [42] in terms of certain edge-colorings of their covering graphs, 
much in the spirit of [31]. Of course, such orders must be of height one, respectively 
their covering graphs bipartite. Let G be any bipartite graph endowed with some edge- 
coloring. Given any path r in G, write oc’(r) for the number of colors which occur 
an odd number of times on r. Call the coloring admissible iff it satisfies the following 
conditions: (1) If two edges of the same color are connected by a path r of other 
colors, then the number of edges of r is even (and nonzero); (2) If r is any path 
between any two vertices x and y, then 2.1 oc(T) = 0 iff x = y, 2.2 OL’( I‘) = I iff 
x # y and {x, y} is an edge of G, 2.3 oc(r) >,2 iff x # y and {x, y} is not an edge of 
G. The main result of [42] states that a height one order P admits a cover-preserving 
embedding into some P(i, i + 1; n) iff there exists an admissible edge-coloring of the 
covering graph of P. 
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Mitas and Reuter also prove that there is no finite family of forbidden suborders 
whose absence characterizes orders admitting a cover-preserving embedding into some 
P(i,i + 1;n). They pose the following (open) problem: Is it NP-complete to decide 
whether a given height one order admits such an embedding? 
In [43], Mitas and Reuter provide an in-depth study of - in parallel - graph homo- 
morphisms into hypercubes and of order-preserving maps into Boolean lattices (that is, 
“full” layer cakes). We report here on the ordered part. If P is any ordered set, write 
C(P) for its directed covering graph. We need to formulate a number of conditions 
on arc-colorings of C(P). Given any such coloring and any path r in C(P), let Oc(T) 
be the set of colors appearing an odd number of times on r, and oc(T) = lOc(T)I (as 
above). Consider the following conditions: (D) The direction of the arcs of the same 
color alternate on every path in C(P); (1) oc(C) = 0 for every circuit C in C(P); (2) 
oc(T) # 0 for every path r in C(P); for every path rX,V between any two vertices x 
and y of C(P), oc(T,,) = 1 implies that x and y are adjacent. 
Some of the main results of [43] are, for an ordered set P: 
l P admits a cover-preserving mapping into some 2” iff C(P) admits an arc-coloring 
satisying (D) and (1) iff P is ranked, 
l P admits a cover-preserving embedding into some 2” iff C(P) admits an arc-coloring 
satisfying (D), (1) and (2), 
l P admits an embedding e into some 2” such that x + y in P if and only if e(x) < 
e(y) iff C(P) admits an arc-coloring satisfying (D), (l), (2) and (3). 
A more intricate condition even characterizes embeddings e : P - 2n such that 
both e and e-’ preserve both covers and order. Again, none of the situations just 
considered may be characterized by excluding a finite list of orders as suborders 
of P. 
2.4. Isotone self-maps and automorphisms 
Counting isotone selfmaps and automorphisms is difficult, in general, and Boolean 
layer cakes are no exception. Zaguia [SO] is an excellent reference. Much activity has 
centered around crowns and fences; we only cite [20] and its bibliography as a point 
of entry into the literature. 
The only place where isotone self-maps of layer cakes are mentioned in the literature 
seems to be [14, Section 31 where it is presented as a well-known fact (and referred 
to [ 131) that the level-preserving (and thus order-preserving) automorphisms of P(i, i + 
1; 2i+ 1) are exactly the automorphisms induced by permutations of the base set which 
realizes P(i, i + 1; 2i + 1) - in other words, they are just restrictions of the (lattice) 
automorphisms of the parent Boolean lattice. We will show that this is the case for 
almost all layer cakes. These results are contained in Lippert’s Masters Thesis [38]. 
Calling a layer i of P(il , . . ,i,; n) trivial iff i = 0 or i = n, the exceptional cases 
are the layer cakes P containing just one nontrivial layer i with 1 < i < n - 1: Here 
the automorphisms are given by the permutations of the members of this layer, and 
since (1) ! > n! for these values of i, there are some automorphisms not induced by 
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any permutation of the base set in this case (if the only nontrivial layer is I or n - 1. 
the required permutation is obvious). 
The following lemma provides the key step for all remaining cases: 
Lemma 2.4.1. For 0 < i < i + 1 < n, ml1 (order-)autornorphi,rrn.s qf P(i, i + 1; n) urc 
induced by permutations of the set reakiny P(i, i + 1; 11). 
Proof. Assume P(i,i+l;n) is realized onX, and x : P(i,i+l;n) - P(i,i+l;n) is an 
automorphism. For the purpose of this proof, call a subset U LX goorl iff there exists 
an injective map .fc : U - f[U] =: U’CX such that for any C E P(i,i+ I;n), we 
have x(C) = f;[C] whenever CC: U and x-‘(C) = .&l(C) whenever CC I/‘. We 
will prove inductively that X itself is good which establishes our claim. 
Fix any (i + I)-set C E P(i,i + 1; n). Define ,f’c : C - X by {S(c)} := I(C) \ 
x( C \, {c}) for any c E C. Since for all i-sets D E P( i, i + I ; n) contained in C and 
c E C we have c +! D iff f(c) 4 a(D), we see that ,f’c~ has the required properties and 
hence, that C is good, providing an induction base. 
For the induction step, consider any good set U C X and point y 4 U. Pick an i-set 
D E P(i, i + 1; n) contained in U. Since U is good, we cannot have r(D U { y} ) C U’ 
(otherwise Y(-’ r(D U { Y}) = D U { y} C U, contradicting y $! U). But x(D) 2 U’; so 
define _# $ U’ to be the unique point in x(D U { ~2)) \ x(D). Let B E P(i, i + I ; n) be 
any further i-set contained in U such that E := D n b has cardinality i - I. and use 6 
to construct 4”’ @ U’ analogously. Now IE U {y} j = i and so E U {y} E P(i, i + I ; IZ ). 
Consider c(E U {y}): This set contains i points and is a subset of (x(D) U {IS’}) 17 
(~(dU{,v”}. Since Ix(D)nC((l?)l = Ifu[D]n,frl[b]i = p’r:[Dnb]i = jfc[E]l = i- 1, 
we conclude that y’ = y”. Now for any two i-sets D, 6 E P(i, i + I ; n) contained in C; 
there is some sequence D=D1,D2,...,Dv=fi ofsuch sets that lD,.f~D,.,~l=i-I 
for I <r < s. Using the preceding argument sequentially, we conclude that the points 
c.’ resp. ?;” constructed for D and L? must coincide. It follows that U IJ {J-} is good 
with fuu{ ,,I given by f Lr U {(y, y’)}, completing the proof. 0 
We show next that the situation of having two adjacent nontrivial layers as in Lemma 
2.4.1 may be manufactured whenever there are any two nontrivial layers: 
Lemma 2.4.2. Assume P = P(il,. , i,.; n) bus at least tlvo nontritkd l~~~rrs, und let 
P’ be obtained from P by adding all luyers of the purent Booleun lutticr situated 
hetlveen any tbvo nontriviul Iuyers of P. Then any automorphism x qf P e.l-tends to 
an uutomorphism 3’ qf P’. 
Proof. Suppose 0 < i < j < n are two consecutive nontrivial layers of P and j-i 3 2. 
We show that M may be extended to P’ obtained from P by adding layer ,j - 1. Let P 
be realized on X and consider B C X, lB( = j - 1. Define a’(B) := U{x(A ); A 2 B. A E 
PandIAl = i}. S’ mce r is an automorphism, it is injective and we have Ix(A)1 = i 
whenever IAl = i. Thus cc’(B) is a set containing at least (‘T’) different subsets of 
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size i, so certainly ILZ’(B)I >j - 1. Consider C E P with ICI = j and B 5 C. Since CI 
preserves order, we see that a’(B) 2 u(C) and so lee’(B)] < /u(C)1 = j. It follows that 
a’(B) has either j - 1 or j elements. 
We exclude the latter possibility: if la’(B)/ = j, then cc’(B) E P, so define an j-set 
Ci E P by Ci := cc-‘a’(B). Now B is a proper subset of Ci, so select a different 
j-set CZ E P with B 2 C2. But then tl(Cz) > U{@(A); A C B, A E P and IA] = i} = 
a’(B) = aa-‘a’(B) = ti(Cl), implying C’z > Cl, a contradiction. We conclude that c(’ 
maps 0’ - l)-sets to 0’ - I)-sets. 
Moreover, a’ is injective: Let B1 and B2 be two different 0 - 1)-sets. Then there 
is a i-set A E P such that, say, A G BI but A $ B2. If now n’(B1) = a’(B2), then 
cc(A) C CI’(B~). By the preceding part of the proof, we have that lcJ(B2)l = j - 1, so 
this set has exactly (“7’) subsets of size i which all occur as a-images of i-subsets of 
B2 by construction. Since CI is injective, none of them can serve as a-image of A, a 
contradiction. 
Put a’(o) := a(D) for any D E P, then CI’ is obviously order-preserving and bijective, 
thus an automorphism of P’ which completes the proof. 0 
Proposition 2.4.3. Suppose P is a layer cake with at least two nontrivial layers, real- 
ized on some set X. Then all (order-)uutomorphisms of P are induced by permutations 
OfX. 
Proof. Using Lemma 2.4.2 if necessary we may assume that P contains a suborder of 
the form P(i, i + 1; n) for some i with 0 < i < i + 1 < n = (XI. The restriction of 
any automorphism cc of P to P(i, i + 1; n) must be induced by some permutation f of 
X by Lemma 2.4.1. Let A E P, IAl = k. If k < i, write A as the intersection of all 
i-sets D, > A. Then a(A) = f-j cc(Dl) = nf[Dr] = f[A]. If k > i + 1, write A as the 
union of all i + l-sets contained in A and proceed analogously. 0 
Writing Aut(P) for the set of all automorphisms of any order P, and End(P) for 
the set of all isotone self-maps of P, Rival and Rutkowski proposed the following 
conjecture in [45]: 
IW(P)III~nW)I -+ 0 as IPI d CO. 
While open in general, the conjecture has been verified for several large classes of 
ordered sets, e.g., for cycle-free orders (see [39]) or for lattices (see [40]). We may 
add layer cakes to the list: 
Proposition 2.4.4. The ratio JAut(P)j/IEnd(P)l converges to zero as IPI goes to in- 
jinity, with P ranging over Boolean layer cakes. 
Proof. Let P be any ordered set with p elements, and let k be the size of a longest 
chain in P. Duffus, et al. showed in [15] that in this case (End(P)/ >2J’(k-1)‘k. 
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If P is a layer cake with at least two nontrivial layers realized on a set X with n 
elements, these layers of contribute at least IZ + (‘;) elements to P, and the size of a 
longest chain is at least 2, hence IEntl(P)] >22’“f(4))(2-‘):Z = 2”(“+1)/4. On the other 
hand, jAut(P)I = n! by Proposition 2.4.3. So lAut(P)/(End(P)l grz!/2”(” “) 4. Since 
?I! - 2”“‘f “/en, this ratio tends to zero as II gets large. 
If P has exactly one nontrivial layer with k = (7) elements, lAut(P)l = k! while 
IEnd(P)3k”, so the ratio tends also to zero. i? 
2.5. Jump numbers 
General Boolean layer cakes, that is, cakes obtained by picking an arbitrary collection 
of level sets from a Boolean algebra, seem to occur in the literature at just one point: 
In [24], Fiiredi and Reuter calculate their jump number and determine an optimal linear 
extension. The author is indebted to Klaus Reuter for bringing [24] to his attention. 
Given an ordered set (P, <p) and a linear extension L of <p, a jump (qf’ L) is 
a pair (x,y) of elements of P such that xl/y in <p but x is covered by 4’ in L. Let 
s(P; L) be the number of jumps of L; then the junzp number of’ P, denoted by s( P ), is 
the minimal value of s(P;L) where L runs over all linear extensions L of <p. Call a 
linear extension L of <p optimal iff s(P; L) = s(P). It is a nontrivial fact that optimal 
linear extensions exist at all. Ch. 9 of [48] is a good general reference. 
Let {Ii.. . . , f,} be any subset of (0,. . ,n} and suppose II < 12 < . < I,. Write 
Q for the Boolean layer cake P(I,, 12,. . . , I,; n). The main result of [24] states that 
Suppose Q is realized as collection of subsets of { I,. , TZ}. For A, B E Q define A < [_ B 
iff max((A U B) \ (A n B)) E B. Then <L is a linear order on Q extending <p (a 
reverse lexicographic ordering). It is shown in [24] that L is even optimal. The proof 
rests on a result from extremal set theory which is itself is only accessible ~ up to 
now ~ by methods of multilinear algebra. 
3. Layer cakes as lattices 
3.1. Prelude: maximal sublattices of (distributive) lattices 
Let L be any (finite) nontrivial distributive lattice. We write p’(L) for the number 
of proper maximal sublattices of L and p(L) for the number of proper maximal (O,l)- 
sublattices of L. We are interested in the relations between the numbers p’(L), p(L) 
and 1LI. In [l], the following results were proved: (i) p’(L)dp(L) + 2<lL and (ii) 
p’(L) = IL1 iff L is a chain. 
The proof is based on Birkhoff duality (in the finite case), replacing finite distributive 
lattices by their dual finite ordered sets of join-irreducibles, and this is the point where 
critical pairs as considered in Section 2.1 again crop up ~ although in a slightly more 
general form. Here are the salient facts. 
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Let (P, < ) be any ordered set. Call an ordered pair (x, y) of elements of P *critical 
iff y & x and for all u, v E P, u < x implies ud y and v > y implies v>x. Every 
critical pair is *critical, but not vice versa: A *critical pair may be comparable, and 
this happens exactly iff y is the unique lower neighbor of x and x is the unique 
upper neighbor of y. Hashimoto [28] was the first to observe that there is a bijective 
correspondence between the proper maximal (0,l )-sublattices of a finite distributive 
lattice L on one side and the *critical pairs of the dual of L on the other. See [l] for 
details; the results on p’(L) (resp. p(L)) cited above are obtained by a careful count 
of *critical pairs in these dual orders. 
Defining p(L) := $(L)/ILI, we have 0 < p(L)< 1 and p(L) = 1 iff L is a chain. 
p(L) may be made arbitrarily small: Indeed, let L = 2”, then the dual ordered set of L 
is the n-element antichain A,. Now every pair of elements of A, is *critical, whence 
~(2”) = n(n - 1)/2” - 0 for n - co. 
A natural question is whether the bound p(L) d 1 is characteristic for finite distribu- 
tive lattices. One of the main results of [2] shows that this is not the case: Indeed, 
we have p(L) < 1 for any finite bounded lattice L (where L is bounded iff it can be 
obtained from the trivial lattice by a sequence of applications of Alan Day’s doubling 
construction for intervals). Every finite distributive lattice is bounded, so this is a much 
better result whose proof, of course, has nothing to do with counting *critical pairs 
since no duality theory is available. 
Returning to the distributive case, we can give better estimates for p(L) if we restrict 
the class of lattices considered. Denote by D, the class of all n-generated distributive 
lattices (n E lV>; let F,, be the free distributive lattice on n generators and C, the 
n-element chain. Then both F, and C, are in D, \D+l and we claim that for any L E 
D, \Dn-I we have p(F,)dp(L)<p(C,) (= 1). Indeed, if G = {yi,...,gn} generates 
L, then the sets G, := G \ {gi} g enerate distinct proper sublattices Li c L with gi $ Lj 
which are contained in distinct proper maximal sublattices Li C A4; c L. It follows that 
p’(L)>n. Turning to F,,, note that its dual is P( 1,. ,n - 1; n). Since no element of 
P(1,. . . ,IZ - 1; n) has a unique upper or lower neighbor, *critical and critical pairs 
coincide for P( 1,. , n - 1; n) and by the count given in Fact 2.1.1 there are exactly IZ 
of them. So ,u’(F,) = n. Clearly, IF,1 3 ILI, and thus p(F,,) = n/lF,l <p’(L)/ILI = p(L). 
Of course, the exact value of p(F,) remains a mystery, but a reasonable estimate may 
be obtained from Korshunov’s asymptotic estimate for IF,/ given in [36]. 
What is the range of p(L) outside bounded (and thus distributive) lattices? Again, 
Boolean layer cakes provide a hint: Let K, denote, for the moment, the layer cake 
P(0, 1,2; n) realized on { 1,. , n} which is obviously a lattice generated by its atoms. 
It is not hard to check that the maximal sublattices of K, missing, say, the atom {l} 
are given by Mi := K,,\({{1}}U{{l,j};J’# i}) f or some 1 < i <n. It follows that there 
are n- 1 of them and thus p’(K,,) = n(n- l), giving p(K,) = 2n(n- l)/n(n+l)+4. We 
see that p(K4) = 1 although K4 is neither a chain nor distributive, and that p(K,,) - 2 
for n - cm. 
Of course, K,, is not even modular. In [2], subspace lattices L of projective planes 
are examined and it is shown that their count of maximal sublattices is roughly IL12/2, 
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thus i)(L) - (L1/2. In fact, no modular lattices exceeding this bound have been found so 
far. This fact and the examples in the preceding paragraph motivated the investigation 
of Boolean layer cakes to test the asymptotic behaviour of o(L). 
3.2. Lurye sublattices of Boolean luger cakes: types 
Some Boolean layer cakes are lattices under their induced order. Indeed, we have 
the following: 
Fact 3.2.1. A luger cake is u luttice $f it is of the ji)nn P(0, k, k + 1,. . . , k + .s, n; n) 
,fiw some 0 <k < k + s<n, thut is, ifl’ its nontriviul luyers ure chosen corzsecuticel~’ 
within the purent Boolean lattice. 
Proof. Suppose P is realized on X and contains layers k and k+s (0 < k < k+s < II, 
s > 2) but none of the layers j with k < j < k + s. Pick a j-set Y C X and write it as 
the set union of k-sets. The collection of these k-sets has no least upper bound within 
P since any two k + s-sets containing Y provide incomparable minimal upper bounds. 
For the remainder of this paper, we will deal almost exclusively with layer cakes 
consisting of levels 0,2,3, n. We introduce the following conventions to smoothen the 
presentation. 
We use L,, as a shorthand for the lattice P(0,2,3,n;n). Since we will be dealing 
with different realizations of L, at the same time, we adopt the following abbreviations: 
Given any (finite) set X with 1x133, T(X) stands for the ordered set of all 2-subsets 
and all 3-subsets of X, and L(X) for the lattice obtained from T(X) by adjoining top 
and bottom. Sublattice will always mean (O-l )-sublattice, so L(Y) is a sublattice of 
L(X) whenever Y CX. X, will denote a set with n elements, hence L,, ” L(X,,). For 
n>3, let j_(n) := lLnl = (‘;) + (‘;) + 2. 
We call a sublattice S of L,, large iff its size exceeds that of the next smaller layer 
cake of the type considered here, that is, if ISI > IL,,_, I = ;(n -- I). The purpose 
of this subsection is to classify all large sublattices of L, and to show that they all 
contain a copy of L,_I as a sublattice (Theorem 3.2.1 I ). 
Let S be any sublattice of L(X). Define dz(S,y) := I{A t S; IAl = 2 and p t A}l. 
d3(S,p) := j{A E S; IAl = 3 and p E A}1 and d(S, p) := dz(S, p) + ds(S, p). Also, 
dl(S) := l{A E S; IAl = 2}/, ds(S) := I{A E S; IAl = 3}/ and d(S) := d?(S) + d?(S). 
Thus /SI = d(S) + 2. 
Further, an S-quadrungle is any set of four distinct points { p,y, r,s} C X such that 
{ p, q}, {q, r}, {r,s} and {s, p} all belong to S. The basic fact about S-quadrangles 
is 
Lemma 3.2.2. If’ S is u sublattice of’ L(X) und { p,q,r.s} C X is un S-yuudrun~~le, 
then L( { p, q, r, s} ) is u subluttire qj’ S. 
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Proof. {p,r} = ({p,q} U {q,r}) n ({r,s} U {s, p}) E S by the arithmetic of L(X), and 
analogously for (4,s). The four 3-subsets of {p,q, r,s} must be in S as least upper 
bounds of 2-subsets. 0 
Lemma 3.2.3. Let S be any sublattice of L(&). Then: 
(i) Zf n = 2k and dl(S, p),d~(S,q) >k, then {p,q} E S for any two distinct points 
P,4 E xl. 
(ii) IJ’n = 2k + 1 and d2(S, p), dz(S,q) 3 k + 1, then {p,q} E S for any two distinct 
points p,q E X,. 
Proof. Let U P := U{A E S; (Al = 2 and p E A} and define U, similarly. Assume 
n = 2k. If dz(S, p) 3 k, then IU,I >, k + 1 and analogously for U,. It follows that 
1 UP n U,i 22, so pick two points x # y in U,, n U,. But then { p,x,q, y} is an S- 
quadrangle and by Lemma 3.2.2 we have {p,q} E S as claimed. The proof for the 
case n = 2k + 1 is similar. 0 
The main consequence of Lemma 3.2.3 is the existence of points p E X with low 
value of d2(S, p) whenever S is a proper sublattice of L(X). 
Lemma 3.2.4. Let S be a proper sublattice of L(X,). Zf n = 2k, there exists p E X,, 
such that d2(S, p) <k - 1. Zf n = 2k + 1, there exists p E X, such that dz(S, p) d k. 
Proof. Assume n = 2k and suppose d2(S, p)ak for all p E X,. By Lemma 3.2.3, S 
must then contain all 2-subsets of X, and so S = L(X,). The proof for n = 2k + 1 is 
analogous. 0 
The bounds k - 1 (resp. k) provided by Lemma 3.2.4 are sharp in the following 
sense: There exist proper sublattices S 5 L(X,) such that dz(S,p) = k - 1 for all 
p E X, (if n = 2k) respectively dz(S, p) = k for all p E X, (if rr = 2k + 1). Indeed, 
let X, = Y u Z with 1 YI = IZI and IY nZl = 0 (if n = 2k) respectively IY nZl = 1 (if 
n = 2k + 1) and let S be {A E T(X,); A C Y or A C Z} U {&} together with top and 
bottom. 
The following lemma relates the values of d2(S, p) and dj(S, p): 
Lemma 3.2.5. Let S be any sublattice of L&Y,) and p E X,. Writing w := d2(S, p), 
the following inequalities hold: 
(i) If ~31, then (q)<dg(S,p)<(y) +n-w- 1. 
(ii) If w = 0, then O<dJ(S,p)<[(n - 1)/2]. 
Proof. If w = 0, any two 3-subsets of X, containing p must be disjoint within &\{p}, 
for otherwise their meet would be a 2-set containing p. Their number is thus at most 
[(n - 1)/2]. Suppose w>, 1 and let UP := U{A E S; IA] = 2 and p E A}. There are (P) 
3-sets A E S with p E A and A c UP. Every point q E X,, \ UP can belong to at most 
one 3-set containing p, since otherwise { p,q} $ S would arise as meet. So there are 
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at most n-w - 1 such 3-sets not contained in UP (this number being actually attained 
for suitable S). Cl 
Combining Lemmas 3.2.4 and 3.2.5, we obtain 
Lemma 3.2.6. Let S be a proper subhttice of L(X,). 
(i) If’n = 2k, there exists p E X, such that d(S, p) < (ky’) + 2k - 1. 
(ii) Zj’ n = 2k + 1, there exists p E X, such that d(S, p) < (t) + 2k. 
Proof. Define g(u) := (y) + n - u - 1. g is monotonic in u for 2 <u. 
Suppose n = 2k. Since n 3 3, we have k 2 2. Choose p E X,, as provided by Lemma 
3.2.4. By Lemma 3.2.4, we infer w = dz(S, p) <k - 1. If 2 <w, monotonicity of 9 
and Lemma 3.2.5 imply d3(S, p) < g(w) d g(k - 1), thus d(S, p) < w + g(w) < (k - 1) + 
g(k ~ 1) = k - 1 + (“,I) + 2k - (k - 1) - 1 = (“,I) + 2k - I as desired. If w = 0, 
d3(S, p)<[(2k - 1)/2] = k - 1 by Lemma 3.2.5(ii), thus d(S, p)<O + (k - 1) = 
k ~ 1. If w = 1, dx(S, p)<2k - 2 by Lemma 3.2.5(i), thus d(S, p)< 1 + (2k - 2) = 
2k ~ 1. Now k ~ 1 <2k - 1 < (“,I) + 2k - 1, so the desired inequality holds also for 
w = 0,l. 
Suppose n = 2k + 1. Since n 23, we have k 22. Choose p E X, as provided by 
Lemma 3.2.4. By Lemma 3.2.4, we infer w = dz(S, p) < k. For 2 <w, proceed as above. 
For w = 0, we have dj(S,p)<[((2k+l)-1)/2] = k, thus d(S,p)<O+k = k. Ifw = 1, 
we obtain d3(S,p)<2k - 1, thus d(S,p)< 1 + (2k - 1) = 2k. Now k<2k< (“,) + 2k, 
giving the desired inequality also for M; = 0, 1. Cl 
For a given sublattice S of L(X) and any point p E X, we define S[p] := {A E 
T(X); p $4 A E S} together with top and bottom. S[p] is a sublattice of L(X), the 
p-trace of S. Lemma 3.2.6 implies that any proper sublattice SC: L(X,) has some 
relatively big p-traces: 
Lemma 3.2.7. Let S be a proper sublattice of L(X,,). 
(i) Zf n = 2k, there exists p E X, such that IS[p]13 IS( - (“,I) - 2k + 1 
(ii) y’n = 2k + 1, there exists p E X, such that lS[p]l> ISI - (“,) - 2k. 
Proof. IS[p]l = ISI - d(S,p). 0 
The following proposition provides the base for the inductive proof of the classifi- 
cation Theorem 3.2.11: 
Proposition 3.2.8. Let n>5. Zf S is a large sublattice of L(X,), there exists p E X,, 
such that S[p] is large in L(X, \ {p}) ” L,_l. 
Proof. If S = L(X,), then S[p] Q? L(X, \ {p}). S o assume S is a proper sublattice 
and choose p E X, as provided by Lemma 3.2.7. We must show that IS/ > A(n - 1) 
implies IS[p] > A(n - 2). Now IS[p]l = ISI - d(S, p), so we are done if we can 
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show that A(n - 1) - n(n - 2)>d(S, p). By direct calculation, n(n - 1) - n(n - 2) = 
(n2 - 3n + 2)/2. 
Assume first n = 2k, thus k>3. Now d(S, p) < (“,I) + 2k - I by Lemma 3.2.6(i), 
so the desired inequality boils down to (n2 - 3n + 2)/2 > (“,I) + 2k - 1. Replacing n 
by 2k, this is seen to hold provided 3k2 - 7k + 2 > 0, which in turn is true iff k > 2, a 
condition satisfied in our case. 
Assume now n = 2k + 1, thus k 22. In this case d(S, p) < (i) + 2k by Lemma 
3.2.6(ii), so (n2 - 3n + 2)/2 3 (i) + 2k must be shown. Replacing n by 2k + 1, this is 
equivalent to 3k2 - 5k 3 0, which is true whenever k 32, satisfied in our case. 0 
We will be concerned with the following particular sublattices of L(X) in the sequel: 
Choose two distinct points p and 4 in X. S(X, p,q) is the sublattice with elements 
{A E T(X); p $ A} U {{p, q}} U {{p, q,x}; x E X and p # x # q} together with top 
and bottom. 
Let 9 be any nonempty collection of pairwise disjoint 2-subsets of X\{ p}. S(X, p, 9) 
is the sublattice with elements {A E T(X); p 4 A} u {{ p,x, y}; {x, y} E Y} together 
with top and bottom. 
It is easy to see that IS(X, p,q)l = IL(X \ {p})l + 1 + (1x1 - 2) and IS(X, p,Y)i = 
IW \ {P>)l + 1% so all these lattices are large. 
Lemma 3.2.9. If S is u proper sublattice of L(X) containing a sublattice of type 
S(X, p, q) or S(X, p, Y), then S itself is of one of these types. 
Proof. Suppose S(X, p, q) C S. Any 2-subset of X belonging to S but not to S(X, p, q) 
must be of the form {p,x} with x # q. If there is any y E X, y different from p,q,x, 
then {p, q,x, y} is an S-quadrangle and thus {p, y} E S. In any case, S contains all 
2-subsets of X, contradicting S proper. Hence S contains no 2-sets outside S(X, p, q). 
Suppose there is a 3-set in S but not in S(X, p.q), necessarily of the form { p,x, y} 
with x, y both different from q. But then { p,x} = {p, q,x} n { p,x, y} would be a 
2-set in S but not in S(X, p, q) which we just saw is impossible. We conclude that 
S = SK P,4). 
Now let S(X, p, 9’) C S and assume that {p,x} E S \ S(X, p, 9). Then S > S(X, p,x) 
and thus S = S(X, p,q) as S is proper, by the first half of this proof. So we may assume 
that S \ S(X, p, 9) consists exclusively of 3-sets, necessarily of the form { p,x, y}. Any 
two 3-sets in S must be disjoint within X \ {p} for otherwise their meet would produce 
a 2-set in S \ S(X, p, Y), contrary to assumption. We conclude that S = S(X, p, 9) for 
some collection 2 > 9. 0 
Corollary 3.2.10. The sublattices of type S(X, p, q) are maximal, and so are these of 
type S(X, p, 9) provided p is a maximal collection of pairwise disjoint 2-subsets of 
x \ {P>. 
We are now ready to state the main theorem of this subsection: 
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Theorem 3.2.11. Let n>6 and assume S is a proper Iaryr suhlutticr qf L(X,). Tht~ 
either S ” S(X,,, p, q) or S Z S(X,, p, 9) J’ or suitable points p, q E AC, and c~oll~~c~tior~,s 
./P qf 2-suhsrts. 
Proof. We use induction on n and thus assume that n 37 and the theorem holds for 
all n’ with 6Gn’ < n. Let S be a proper large sublattice of L(X,) and use Proposition 
3.2.8 to choose a point p E X,, such that S[J,] is large in L(X,,\{ p}). All lattices under 
consideration will be regarded as sublattices of L(X,). There are three cases: S[p] may 
be (i) L(X,, \ {p}) itself, or (ii) S(X, \ {p},q,q’) for some q # q’ in X, \ {p}. or (iii) 
S(X,, \ { p},q, 2) for some q E X, \ {p} and collection _? of pairwise disjoint subsets 
of Xi? \ {p,qI. 
(i) is easy; If dz(S, p) = 0, S \ S[p] consists of 3-sets exclusively which must be 
disjoint within X,, \ {p}, and thus S = S(X,, p,,4) for some ,4. If dl(S, p)> 1, then 
S > S(X,, p, p’) for some p’ E X,, \ {p}. S’ mce S is proper, we infer S = S(.Y,I. p. p’ ) 
by Corollary 3.2.10. 
For (ii), we first show that dz(S, p) 62 is not possible. Indeed. if N’z(S, p) ~2. 
then dJ(S, p)dn - 2 by Lemma 3.2.5 and thus d(S, p)<n. Now IS[p]l = IS(X,, \, 
{p},q,q’)l = i(n-2)+1+(n-3), whence ISI = IS[p]#+d(S,p)Ci(n-2)tl +(n- 
3)+n = i.(n-2)+2n-2. We will show that i,(n-2)+2n-2<i(n- I), a contradiction 
since S is large. The required inequality is equivalent to ;,(n - 1) - i(n - 2) 2217 - 2. 
Now ;.(n - 1) - i(n - 2) = (n2 - 3n + 2)/2 and our inequality reduces to n’ - 711+ 6 >, 0 
which is satisfied whenever n 26. We conclude that dz(S, p) 23. Hence, there are 
x # .v in X,, \ {P, 4) such that {p,x} and {p, y} belong to S. It follows that for any 
further z t X,, \ {p,q}, the set {p,x. y.z} is an S-quadrangle and thus { p,z} E 5’. 
Consequently, S > S(X,,q,q’) and thus S = S(X,,, q,q’) as in (i). 
For (iii), observe that IS(Xn\{p},q, d)( f (S(X,\{p},q,q’)l, so the same argument as 
in (ii) shows that dz(S,p)>3. Also the same quadrangle argument applies and shows 
that S includes every 2-set and 3-set contained in X,, \ {q}. Since 1’ is nonempty, 
we find (4,x. y} E 4, x,y both different from p,q. This excludes the possibility that 
{p,q} E S for otherwise {p,q,x}, say, and thus {q,x} t S[p] = S(X,, \ {p},q.i)), a 
contradiction. Consequently, S = S(X,,q, A),), finishing the inductive step of the proof 
of Theorem 3.2.11. 
It remains to show that Theorem 3.2.1 I is true for n = 6. Assume S is a proper 
large sublattice of L(Xb), thus IS/>,23. By Lemma 3.2.6 we find p E X, such that 
d(S, p)66 and (S[p]j > 17. Working within L(Xh \ {p}), we find q E X6 \ {p} such 
that d(S[p].q)<S and 1(S[p])[q]l> 12. It follows that (S[p])[q] 2 L(Xh\{ p.q}). Now 
if dz(S[p],q)<l, then dj(S[p],q)63 by Lemma 3.2.5 and thus d(S[p],q)<4. But 
this would imply that lS[p]l = ((S[p])[q]( + d(S[p],q)< 12 + 4 = 16, contradicting 
IS[p]l3 17. Hence dz(S[p],q)>,2 and by the usual quadrangle argument we obtain 
that S[p] ” L(& \ {p}). If dz(S, p) = 0, then we must have 1 <d(S, p) < 2 by Lemma 
3.2.5 in order to obtain /SI = lS[p]i + d(S,p) = 22 + d(S.p)323. It follows that 
S = S(Xb, p, 9) with 1 < I.?1 <2. If dz(S, p) 3 1, then S includes S(&, p, p’) for some 
p’ E X6 \ {p} and so equals S(X6, p, p’) by Corollary 3.2.10 as S is proper. T’l 
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3.3. Large sublattices of Booleun layer cakes: Numbers 
Using notation established in the previous subsection, let p’(n) be the number of 
maximal proper sublattices of L, and write p(n) for the ratio p’(n)//l(n). Our first 
objective is to prove 
Proposition 3.3.1. p(n) # O(d) for any k E N. 
The following corollary is immediate, settling the question posed at the end of 
Section 3.1 (see also [2]): 
Corollary 3.3.2. There is no polynomial (in the size of L) bound for p(L) (= number 
of proper maximal sublattices of Llnumber of elements of L) as L varies over all 
lattices. 
Proposition 3.3.1 is proven by counting the large maximal sublattices of type 
S(X,, p, 9) of L(X, ) ” L, as provided by Corollary 3.2.10. 
Suppose k E N, k = 2i > 0 even. Denote by z(k) the number of distinct partitions 
of a k-element set A into 2-element subsets. 
Lemma 3.3.3. z(k) = fl, G jGi(2j - 1). 
Proof, This is obviously true for k = 4. Suppose A’ has k’ = 2i + 2 elements and 
the formula holds for k = 2i. For any given 2-element subset {x, y} 2 A’, there are 
z(k) many partitions of the required type including {x, y}. The number of such subsets 
is (‘$, so we obtain (2i12) n,GjGi(2j - 1) suitable partitions of A’. But each of 
these has been counted k’/2 times (= the number of blocks in any such partition), so 
z(k’) = (2i2+2) 2/(2i + 2). IJ, Gjci(2j - 1) which simplifies to n, GjGi+,(2j - 1) as 
required. 0 
Proof of Proposition 3.3.1. Assume that n E W, n = 2i + 1 3 7 is odd. We count the 
number of large maximal sublattices of type S(X,, p, S) of L(X,): For each p E X,, 
there are as many of these as there are partitions of X,, \ {p} into 2-element subsets; 
hence their total number is n. z(n - 1) = (2i + 1). n,,j,i(2,j - 1) = z(n + 1). We 
conclude that ,u’(n)>r(n + 1). On the other hand, we have i(n) = (;) + (;) +2 <2(y) 
whenever n37. Hence 
p(n) = d(n)/JXn)>z(n + 1)/2 
0 
; 
= 1 3 . . (n - 6)(n - 4)(n - 2)n. 6/2n(n - l)(n - 2) 
= 1 .3 . . . . (n - 6) .3(n - 4)/(n - 1) 
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Now 3(n - 4)/(n - l)>, 1 whenever n>7. We infer that p(rz)> I ‘3.. (II - 6) = 
s(n - 5) for n 37. It is obvious that {t(n - 5)/n”; n odd and n 27) is not bounded 
from above for any fixed exponent k, completing the proof. 0 
Next, we use Theorem 3.2.11 to shed some light on the so-called sublattice .sprctrur?l 
question raised first by Birkhoff in the 1948 edition of his “Lattice Theory”. In the 
wording of [4, p. 191, the question reads as follows: “Given n, what is the smallest 
integer $(n) such that every lattice with order r a+(n) contains a sublattice of exactly 
n elements‘?” 
It is shown by Havas and Ward in [29] that (b(n) indeed exists for any n t bJ 
(n > 0) and that $(n) < n”” for n > I. Not much seems to be known about the 
values of $ otherwise. 
Theorem 3.2.11 provides the possible sizes of large sublattices of L, for n > 6: These 
are either of the form S(X,, p,q) or S(X,, p, .‘P), with respective sizes IL,,._) i + II ~ I 
and I!,,,_, 1 + 1.41. Now 0 < (,Yp1 < L(u - 1x/2], so L, contains no sublattices of size .s 
for ib( n - 1) + L( n ~ 1)/2] < s < i(n-l)+n- 1 and for i(n-l)+n-1 < s < i.(n). 
It follows that $(i.(n - 1) + L(n - 1)/21) must be bigger than T.(n). 
Proposition3.3.4. Forn > 6,+((n3-3n’+2n+12).‘6+L(n-l)/2]) > (nj-n+l2)/6, 
.YO C.(/. $(40) > 58 (n = 7). 
3.4. Endon~orphismr us. ctutomorphisnls 
In contrast to the preceding two subsections, we will briefly consider a property of 
arbitrary lattice layer cakes here. According to Fact 3.2.1 a Boolean layer cake P is a 
lattice iff P ” 2 or P ” P(0, [r, s], n; n) with 1 <Y ds d rz - 1. This lattice is nonboolean 
iff either I < Y or s < n - 1 (or both). Taking up the theme of Section 2.4, we set out 
to characterize the luttice automorphisms (resp. endomorphisms) of such nonboolean 
lattice Boolean layer cakes. Endomorphisms will wt be required to preserve top and 
bottom. 
Automorphisms are easy: a map f‘ : P --) P is a lattice automorphism iff it is an 
order automorphism. If r < s, P has at least two adjacent nontrivial layers and so 
the only order automorphism of P are those induced by permutations of the base set 
realizing P, by Proposition 2.4.1. If r = s, then obviously P g Mk with k = (z), where 
Mk denotes the k-diamond (an antichain of length k with top and bottom added). So 
the order automorphisms of P in this case are those given by permutations of the k 
atoms of ML. 
Lemma 3.4.1. All nonboolem 1uttic.e Boolean 1aJ.u cmkes ure sinqk 
Proof. Assume, without loss of generality, that P 2 P(0, [r,s], n; n) with s < n - 1 
realized on a set X,, (the case 1 < r is handled dually). Consider a nontrivial con- 
gruence relation 0 on P. So there exist A, B CX,, such that A, B E P, A c B and 
(A,B) E 0. 
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Assume B # X,(= 1~). Hence JBI Gsdn - 2. Pick any points b E B \ A and x E 
X, \ B. It is not hard to see that we may find CbJ LX, such that ICb,l ds, A C CbJ, 
ICbJUBj >sandb$!C bx, x $ CbJ. Since 0 is a congruence, (A V Cb&,B V c&.) E 0, 
that is, (Cb&,xn) E 0 by the arithmetic of P. But now the set intersection of all such 
sets CbJ - that is, their infimum in P - is obviously A, so we conclude that (A,&) E 8 
whenever A belongs to some nontrivial &class. 
If also 1 < r, the dual argument will prove (O,B) E (3 and 0 thus collapses top and 
bottom of P. If r = 1, observe that B\A E P in this case. Now (AA(B\A),BA(B\A)) E 
0 or (0,B\A) E 0. But then (0.X,) E 8 by the first half of this proof and we are done 
again. 0 
Corollary 3.4.2. The only endomorphisms of a nonboolean lattice Boolean layer cake 
are its automorphisms. 
So Proposition 2.4.4 takes a different form in the lattice setting: 
Corollary 3.4.3. The ratio IAUtlattice(P)I/IEndlattice(P)I is 1 as P ranges ouer non- 
boolean lattice Boolean layer cakes. 
3.5. Computation 
The results reported on the numbers and sizes of large sublattices of L(X,) would not 
have been obtained without a heavy dose of experimental mathematics preceding the 
theoretical analysis. Also, one may wonder why just the P(O,2,3, n; n) are the chosen 
ones among all the layer cakes available. These questions are addressed in [44] whose 
core is the classification of all 5505 proper maximal sublattices of L(&) (with 37 
elements) into isomorphism types and which provided the clues for the classification 
of all large sublattices of the lattices L(X,) for all n. Niissli’s Masters Thesis relies on 
a bunch of C++ programs designed to generate maximal sublattices of L,. They give 
acceptable running times for n < 6 on a SUN-workstation, but for n 3 7 the situation 
becomes more difficult (mainly due to storing and listing problems). 
Apart from the more heuristic considerations reported in Section 3.1 which led to 
layer cake lattices, their outstanding feature - from the computational point of view 
_ is that they are lattices of sets and that join and meet are basically set union and 
intersection. Since such operations are very fast in most programming languages, we 
obtain good running times even for brute force algorithms. 
So why levels 2 and 3? The attractive feature here is the easy graphical representation 
of sublattices of any L(X): If S is such a sublattice, represent it as a graph G(S) with 
vertex set X and with all 2-sets of S as edges; there is no need to display 3-sets 
of S which arise as joins of 2-sets (these are given by adjacent pairs of edges of 
G(S)), so only the join-irreducible 3-sets must be marked additionally. The effect of 
the quadrangle argument used so heavily in Section 3.2 then reduces to adding the 
diagonals to a 4-cycle in G(S). 
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We illustrate this by an example. What is the number of elements it takes to gen- 
erate L(X,,) for n 2 3? Looking for generating sets consisting of Z-sets exclusively, the 
following pictures provide an answer: 
i rl 
2-sets generating L(X7) resp. L(Xs) 
Denote by y(n) the least number of 2-sets needed to generate L(X,7). It is not hard 
to see from the figure that y(2k) < 3k - 2 and that y(2k + 1) < 3k. We think that these 
bounds are sharp but have not proved it. So the problem of determining the size of 
minimal generating sets of L(X,) is open, as well as some related questions: E.g., 
given a generating set G C L(X,), is it possible to find a generating set G? (resp. G3 ) 
consisting of 2-sets (resp. 3-sets) exclusively such that 1621,< ICI (resp. ~Gjl< ICI )? 
4. Outlook 
Our tour d’horizon of Boolean layer cakes has probably raised more open questions 
than it has provided answers. These questions have mostly been specified at their proper 
place in Section 2 and are accessible through the literature cited there. In fact, only the 
jump number problem (see Section 2.5) has been solved completely for arbitrary layer 
cakes, whereas the other questions considered have been answered only for restricted 
classes of such orders. This is even more the case for the results reported on in 
Section 3: It would be interesting to know what can be carried over to lattices of type 
P(0, k, k + 1, n; n) for 0 < k < k + 1 < IZ or even the general layer cake lattices given 
by Fact 3.2.1. 
Boolean layer cakes are defined by picking certain subsets - the level sets - from 
a Boolean algebra. One might feel tempted to see what happens if we replace the 
level sets by similarly defined subsets of a Boolean algebra. Possible candidates include 
(disjoint) cutsets which always contain a maximal antichain as proved by Duffus, Sands 
and Winkler in [ 161. Also, the Boolean algebra in question might be cut up into 
antichains in a different way: Lone [41] has proved that for any 0 < m < n, the 
truncated Boolean lattice 2” \ (0, 1) may be partitioned into antichains of size m except 
for at most m ~ 1 elements which also form an antichain. 
It is also quite natural to consider nonboolean settings: Level sets of distributive 
lattices have been considered by Gierz and Hergert in [25, 261 in the case of distributive 
lattices of breadth 3. These sets have interesting geometric properties and arise also in 
the context of the so-called bandwidth problem. It would be interesting to see what 
the properties of layer cakes cut from distributive lattices are. 
Finally, we mention another concept of “layered” ordered sets: Call an ordered set 
(P, < ) a k-luyer order (k E N) iff P can be partitioned into k antichains Al,. , Ah 
such that (1) every element of A; is below every element of A,+, for i = I,. . k - 2 
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and j 22, and (2) no element of Ai is above an element of Ai+, for i = 1,. . . , k - 1. 
Kleitman and Rothschild prove in [35] that almost all n-element orders are 3-layer 
orders, and that almost all 3-layer orders on II elements have about n/2 elements in the 
middle layer and about n/4 elements in the outer two layers. Such orders have been 
used recently by Brightwell, Priimel and Steger in [6] to estimate the average number 
of linear extensions of a partial order. 
Our last topic is the real thing; accompanied by a nice cup of coffee it might help 
to digest the contents of this survey. The following construction for a layer cake is 
fairly standard; see, e.g., [S]. 
Construction 4.1.1 (Nonboolean layer cakes). 
Cake: 
1 l/4 cups cake flour 
1 cup granulated sugar 
I/2 cup brown sugar (packed) 
1 112 teaspoons soda 
114 teaspoon salt 
2 ounces melted unsweetened chocolate (cool) 
112 cup shortening 
1,114 cups buttermilk 
1 teaspoon vanilla 
2 eggs 
112 teaspoon red food color 
Heat oven to 350”. Grease and flour two 9x 1 112 in round baking pans. Measure 
all ingredients into large mixer bowl. Blend 112 min on low speed, scraping bowl 
constantly. Beat 3 min on high speed, scraping bowl occasionally. Pour into pans. 
Bake layers 30 - 35 min or until wooden pick inserted in center comes out clean. 
Cool. 
Frosting: 
3 tablespoons shortening 
3 ounces unsweetened chocolate 
2 cups confectioners’ sugar 
114 teaspoon salt 
l/3 cup milk 
1 teaspoon vanilla 
Melt shortening and chocolate in saucepan over low heat. Stir in remaining ingre- 
dients; beat until smooth. Place pan of frosting in bowl of ice and water; continue 
beating until of spreading consistency. If desired, stir in 112 cup jinely chopped nuts. 
Fills and ,frosts a two-layer cake of 9 in diameter. 
The most famous consequence of Construction 4.1.1 is given by 
Corollary 4.1.2 (Black Forest Cake). Rrplucr ,filliny by whipped creurn hlende~l with 
pitted dark .r\lwt clzerries vrom a can) cut into quurters; do not ,fj.o.st hut top ll.itll 
gmtrd chodlle. 
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