Precise delay control is of paramount importance in optical pump-probe measurements. Here, we report on a high-precision delay tracking technique for mechanical scanning measurements in a Mach-Zehnder interferometer configuration. The setup employs a 1.55-µm continuous-wave laser beam propagating along the interferometer arms. Sinusoidal phase modulation at 30 MHz, and demodulation of the interference signal at the fundamental frequency and its second harmonic, enables delay tracking with sampling rates of up to 10 MHz. At an interferometer arm length of 1 m, root-mean-square error values of the relative delay tracking below 10 attoseconds for both stationary and mechanically scanned (0.2 mm/s) operation are demonstrated. By averaging several scans, a precision of the delay determination better than 1 as is reached. We demonstrate this performance with a mechanical chopper periodically interrupting one of the interferometer arms, which opens the door to the combination of high-sensitivity lock-in detection with (sub-)attosecond-precision relative delay determination.
Introduction
Ultrafast pump-probe measurements such as attosecond streaking [1, 2] or THz-TDS [3, 4] require precise time-delay measurements, sometimes with a precision down to a few attoseconds [5] . In addition, a long scan range is also necessary to follow the reactions in the case of attosecond streaking or for the study of molecular rovibrational signals with high spectral resolution and accuracy, particularly gaseous samples in time-domain spectroscopy. Therefore, it is mandatory to measure over a long time-range with a sufficiently short timestep with high precision and repeatability [6] .
The conventional method for delaying in time-resolved pump-probe experiments is moving a retro-reflector mounted on a mechanical delay stage. At each step the position is held and the corresponding signal is processed (step-scan technique), or the average of several scans with higher speeds is calculated (rapid-scan technique). The position of the stage is determined by a linear encoder of the delay stage typically with 20 nm precision or by utilizing a Michelson interferometer for more precise position detection down to a few nanometers. The step-scan technique is well-known and widely used in most pump-probe methods and its drawbacks have been deeply investigated [7] . An analysis of the noise sources in THz-TDS is given in [8] . Low frequency intensity noise has been addressed in several pump-probe measurements like in THz-TDS and can be suppressed by a lock-in amplifier (LIA), where the THz beam is modulated (most commonly amplitude modulation by mechanical chopping) and the local oscillator (probe signal) is measured after a nonlinear optical interaction. Typically, the intensity noise of the local oscillator can be suppressed by 100 dB after the demodulation and proper filtering [7] .
In this paper we focus on the real-time measurement and reduction of delay time uncertainties, for example stochastic and periodic fluctuations [9] originating from different sources such as refractive index fluctuations of air, airflow turbulences caused by the chopper wheel, and periodic sampling errors from acoustic vibrations and nonlinear movement of the opto-mechanical elements in particular the linear stage.
Several efforts have been made to avoid moving mechanical components in pump-probe setups. One proposed solution is an acousto-optical delay line with 15 as precision over the available time-delay window of 6 ps [10] . Another technique, asynchronous dual-comb spectroscopy, is ideal for rapid scans with tremendous spectral resolution as the repetition rate of the oscillators determines the time-delay window (from 100 ps up to several nanoseconds), and the frequency difference of the two phase-locked oscillators the scanning speed. However, the theoretical time resolution is limited due to residual timing jitter between the two lasers. In state-of-the-art systems, the time-delay fluctuations could be reduced down to 45 fs by active electronic stabilization of the laser frequencies over a time-delay window of 1 ns [3] . Other advanced scan methods in THz-TDS are based on single-shot techniques which encode the pump induced temporal dynamics into the spatial profile of the probe beam, or into the temporal profile of the chirped optical probe beam [11] . The drawbacks are the limited time-delay window determined by the expanded beam size or the length of the chirped probe pulse. For precision Fourier-transform infrared spectrometry (FTIR) measurements, birefringent delay lines provide: attosecond precision for short delay scans [12, 13] , increased robustness and position accuracy and can be combined with an LIA as shown in [14] .
Nevertheless, delay stages are still commonly used because of their simplicity, low cost and universality. A technical solution, widely implemented in commercial FTIR devices, consists of a pilot beam from a frequency-stabilized HeNe laser propagating through the Michelson interferometer of the FTIR. The interferometrically detected position fluctuations are then actively corrected by a piezo-actuated mirror.Timing jitter of less than 20 as can be achieved through application of an active interferometric delay stabilization scheme [5] , mainly limited by the locking bandwidth and quality of the feedback loop. Furthermore, it is necessary to take into account the beam pointing instability, caused by the piezo actuator, especially for long beam arms. In THz-TDS, active interferometric delay stabilization has been demonstrated to measure THz absorption spectra up to 5 THz (corresponding to 200 as time delay precision) with 2 fs timing jitter of the THz signal in a fixed signal maximum position over a 10 minute measurement interval [5, 15] In this paper, we propose and characterize an interferometric delay tracking (IDT) method for accurate and real-time delay corrections in pump-probe setups using conventional delay stages and heterodyne measurements with LIA. We employ a commercially available interferometer for position measurements with precision down to a few pm. This interferometer was adjusted for a Mach-Zehder interferometer (MZI) type test setup, which can be implemented in many general pump-probe arrangements, provided that there is a common path between the pilot, pump and probe beams. Instead of active delay correction (usually limited in bandwidth to few tens of kHz), the tracked position data (acquired at a rate of up to several hundreds of kHz) is used directly for the correction of the nominal delay values in the data processing. The reproducibility of the position measurements is characterized with and without the chopper wheel, demonstrating the robustness of the method and highlighting the noise contributions introduced by the chopper wheel due to generated airflow turbulences.
Experimental setup

Optical layout
The experimental setup consists of an MZI as shown in Fig. 1 . The two arms (approx. 1 m long each) are defined by 50/50 beam splitters. For mechanical scanning, a servo-motordriven linear stage (LS110 from PI miCos GmbH) was included in the delay line. The maximum scan range amounts to 90 mm, corresponding to a ~300 ps time window. A commercially available Michelson-interferometer for displacement measurements (SmarAct PicoScale [16] ) was implemented for tracking the position of the delay line. The light source is a pig-tailed distributed-feedback (DFB) laser diode emitting a 1.55-µm wavelength continuous-wave (CW) beam, connected via a single-mode fiber to a compact, monolithic Michelson-type sensor head. Here, the laser light is split by a beam splitter cube and one of the outputs is reflected by a coated surface of the cube, serving as the reference arm. The other beam, forming the measurement arm of the Michelson interferometer, is guided to the tracked object, reflected and recombined with the reference beam in the cube. The resulting interference signal is guided back through the optical fiber, measured and the electronic signal is then evaluated inside a controller to infer the object's displacement [16] . This configuration, tracking only the stage movement, serves as a reference for our measurement (channel 2, CH2). CH1 ) is operated in parallel to a commercial Michelson-type sensor head (channel 2, CH2), which monitors the position of a mirror mounted into the delay stage. In CH1, a CW pilot laser output of 140 µW at 1.55 µm is amplified by a semiconductor optical amplifier (Thorlabs, EDFA100S) then split and combined by 50/50 beamsplitters (BS). One part of the interference signal is coupled into a fiber and sent back to the commercial position readout unit. A 3-port fiber circulator is used to separate the input and output beams. From the other side of the BS the signal is coupled directly onto an InGaAs photodiode (DET), which acts as a placeholder for any delay dependent setup. A chopper wheel for lock-in detection can be implemented in the focus of a one-to-one telescope and an attenuator to reduce the power in one arm.
In the Mach-Zehnder configuration (channel 1, CH1), a fiber circulator is employed to separate the output laser beam from the detected interference signal of the same port. The laser diode delivers an output power of 140 μW to each channel, which is sufficient for the normal configuration (CH2), considering a single reflection off a metal mirror and coupling back to the fiber. For the MZI, considering pump-probe setups with high optical losses, this power level is insufficient for an accurate position determination. An Erbium-doped fiber amplifier (Thorlabs, EDFA100S) was implemented to boost the CW signal resulting in an output of 80 mW in front of the interferometer. After recombination, the interfering beams are attenuated to 420 μW and coupled into the detection arm of the fiber circulator for position measurement. The other output port of the MZI beam splitter is sent onto an InGaAs photodiode (DET) for independent monitoring of the interference signal.
Optionally, a mechanical chopper with a frequency up to 10 kHz can be placed into one arm to simulate LIA detection. With additional attenuation in one arm, we can investigate the sensitivity of the position measurements for asymmetric optical losses.
Measurement control and data acquisition
Time-delay determination is based on the sinusoidal phase-modulation interferometry technique [17] . The DFB laser diode injection current is modulated at 30 MHz, which imprints a wavelength modulation on the carrier light. After demodulation at 30 MHz and its second harmonic (60 MHz) in the built-in LIA of the commercial system, two sinusoidal signals are extracted, that are phase-shifted by 90 degrees and thus, are in quadrature and dependent on the target mirror position. The quadrature signals, plotted as Lissajous figures, describe a circle in the ideal case of equal intensities and optimum alignment. At least one of the quadrature signals always exhibits high sensitivity due to high steepness. Furthermore, the direction of the movement can be followed from the sign of the phase difference between the quadrature signals. This technique requires an unbalanced interferometer and the sensitivity depends on the signal strength and working range [18] . By increasing the delay between the interferometer arms (i.e., scanning with the delay stage), the phase changes between the quadrature signals rotating the position vector in the Lissajous curve with a periodicity corresponding to an optical path delay of 1.55 µm (laser wavelength). For delays longer than 1.55 µm, the number of periods is counted. In this way, a nominal resolution of the delay measurement well below 100 pm is reached [19] . Under normal ambient conditions, mechanical and air fluctuations, as well as fast acquisition times, limit the precision to a few nanometers [20] .
In measurements including the mechanical chopper, periodically blocking one of the arms results in a repeated loss of the interferometric signal. Continuous position data acquisition is achieved by (i) ensuring that the optical delay variation within one chopping period is considerably less than half the wavelength (λ = 1.55 µm), corresponding to a single cycle of the Lissajous graph, (ii) triggering the data acquisition of the interferometer with the chopping frequency and (iii) (manually) optimizing the timing of the chopping relative to the data acquisition. For a continuous, linear scan of the optical delay with the stage velocity ν , condition (i) imposes an upper limit on ν given by:
where a factor of 2 takes into account traversing the optical path twice (in the delay line) and n is the number of points per wavelength. For scans in this paper n ≥19.
The chopped photodiode signal is fed into a LIA or into an independent analog-to-digital converter (ADC) with 24-bit nominal resolution. Considering that the commercial LIA outputs have 14-bit quasi-analog outputs, the latter is advantageous for improving the SNR by reducing the digitization error. The inner clocks of the two ADCs (for position and signal detection) are synchronized by a 1 MHz reference clock signal. This common clock ensures the correct pairing of the position data and the corresponding signal data. The data acquisition of both devices is triggered simultaneously. All output signals, namely raw quadrature signals, calculated position from the position readout unit, and signal data from the 24-bit ADC output, along with the corresponding time logs from both ADCs are transferred to the measurement control PC, where the data processing is performed (Fig. 1). 
Data processing
Although the clock and start time are synchronized, there can be different delays for the devices from the trigger to the first corresponding data point. When using the LIA the averaging/filtering leads to a delay by design. By shifting one of the time axes by a single constant value for forward and backward scans, the correct shift can be found easily as it will overlay the signals scanned in the two directions optimally.
Results
Benchmarking measurements were performed for three different cases. First, using the MZI setup, the measured position fluctuations were corrected by the photodiode signal fluctuations for a fixed delay position. The main goal here was to demonstrate the capability of the system for highly sensitive delay measurements.
Second, for a nominally linear delay stage scan, the quality of the position signal is compared to the signal measured in the second interferometer output using an InGaAs photodiode (DET in Fig. 1 ) for both channels (CH1 and CH2). In this case, the effects of the chopping and intensity attenuation of one of the arms were investigated. The reproducibility of the measurements was investigated for 40 individual, 1-cm long, delay scans.
Third, the improvement of the precision with the number of averaged scans is scrutinized with a large number of short-range scans.
Delay time fluctuations at fixed position
Measuring the optical delay fluctuation at a fixed zero crossing (ZC) position demonstrates the sensitivity of the interferometric delay tracking method [21] . Furthermore, it opens a perspective towards real time optical phase measurements, like the carrier-envelope phase (CEP), if the MZI is implemented into a THz-TDS setup. Choosing a ZC position of the field amplitude in a TDS experiment, the signal fluctuations deriving from optical beam path delays can be corrected with high precision, with the remaining fluctuations originating from the CEP.
Here, we use the photodiode signal (DET) to correct the position data (CH1) which allows for the direct characterization of the method in nanometers. As we measure a complementary physical signal by the detector and the interferometer, a constant zero line is expected after the correction, affected by remaining noise. A 20 s long measurement was performed on a ZC position of the signal with a deviation of less than 10 nm, justifying a linear correction. The measured position fluctuations (red) and the positions were calculated from the photodiode signal (black) using just a scaling factor and setting the first point to zero. By subtraction we obtain the corrected curve (blue) around zero with a standard deviation of 1.36 nm delay, corresponding to a phase stability of 5.5 mrad at 1.55 µm over an observation time of 20 seconds. The phase data was recorded at data acquisition rates of 156 kHz. The scan over 20 seconds is shown in Fig. 2(a) and a zoomed view covering an 80-ms window in Fig. 2(b) . The fluctuations visible here are due to the servo feedback of the stage. The Fourier transforms before and after correction, yielding the power spectral density of the position fluctuations, are shown in Fig. 3 , together with the frequency integrated values. The external effects contributing to very slow noise (air fluctuation/some drifts) and noise up to several kHz can be reduced substantially, down to 1.36 nm RMS delay fluctuation, at a sampling rate of 156 kHz. 
Reproducibility of position for scanning operations
Depending on the application, it can be important to focus on the temporal and/or the spectral domain. The dynamic range and signal to noise ratio are important merits in both domains, but the conversion between the temporal and spectral domain values requires a careful treatment which is beyond the scope of this paper (e.g. the dynamic range in the spectral domain depends on the scanning range, the time step or the number of averages of full timedomain traces [22] ). Furthermore, the impact of delay line noise becomes more essential for higher frequencies, because the same amount of jitter has a stronger effect on the signal where the steepness is higher [10] . In the following, we focus on a comparison of the position tracking measurement with the commercial Michelson-interferometer-based position readout (CH2/Ref.) and the MZI configuration (CH1).
Fourty scans were recorded for each setting, pairing the photodiode signal (DET) data with the corresponding position data of CH1 and CH2, respectively. The quality of the measurement was verified in the time domain by comparing the deviation of the position of all zero-crossings of different scans in a 33-ps window (1 cm delay). All the scans were recorded with 0.2 mm/s scanning speed, 5 kHz chopping frequency, and 156 kHz sampling rate for the signal while only one position point was measured during each chop with 1/156 ms acquisition time. The zero-crossing positions are those in which the interferometric signal (DET) crosses the mean value of its modulation. To determine each position, linear interpolation between the acquired points directly above and below the mean value is used. For each of the almost 13000 crossings, the standard deviation of its position in 40 scans is calculated (zero crossing fluctation).
In Fig. 4(a) a comparison between tracking only the stage movement (CH2/Ref.) and tracking the whole interferometer (CH1) is shown. As drifts within the interferometer affect the first, all scans were shifted in position such that the sinusoidal signals had the lowest deviation in phase in a 1-ps window [at 22 ps delay in Fig. 4(a) ]. As expected, the chopper causes additional fluctuations and increases the mean repeatability of all ZCs from 62 to 127 as (18.6 to 38.2 nm). The corrected case however, shows a dramatically improved repeatability, with 8.2 as and 11.2 as (2.46/3.36 nm) for the un-chopped and chopped case respectively. The difference between chopped and not chopped operation is with less than 3 as very small (The observed differences seem to be caused partially by different calibrations of the PicoScale device). Comparing these values to the stationary case we notice an increase by almost a factor of two to the instrument limit with these settings, due to the moving stage introducing additional fluctuations. Overall, the reproducibility of single scans with about 10 as per 2 points (to calculate the ZC) is remarkable.
In this measurement, the power coupled back to the PicoScale detector was attenuated from 33 mW to 420 µW. To test the performance at even further attenuation and also asymmetric power in the interferometer arms, one arm was attenuated by a neutral density filter by a factor of 20. The comparison only for CH1 between the attenuated case and the ideal case is shown in Fig. 4(b) . The mean values are 14 and 16 as (4.2 and 4.8 nm) which is only slightly worse than without the filter. A significant contribution to this change is attributed to the reduction of the signal-to-noise ratio of the sinusoidal signal and not due to a reduction of the quality of the position data. 
Long-term stability
The results presented so far were based on single scans with data and position acquired in 1/156 ms per point. While the manufacturer claims down to a few pm for longer integration times, it is informative to test how many scans can be averaged to further improve the reproducibility between averaged scans in the same way as done in Fig. 4(a) . For these scans the velocity was 0.1 mm/s, with a delay of 600 µm containing 374 ZCs, and the chopper frequency was 5 kHz. Figure 5 shows an Allan deviation-like measurement. For each scan the ZCs positions are evaluated. Each ZC position is then averaged over a number of consecutive scans. This procedure is repeated for the same number of scans recorded immediately thereafter. The standard deviation for all 374 ZCs of these two samples is calculated and the average over all 374 forms the Allan deviation of these two samples. In Fig. 5 the mean and the standard deviation of 10 consecutive Allan deviations are plotted. The behavior till 32 scans (76 s) is almost noise limited, until the system starts to be affected by small drifts. The optimal value is reached for roughly 100 averages with an expected reproducibility of about half an attosecond (0.17 nm). This result makes this setup also very interesting whenever subattosecond precision is required. Notably, this averaging procedure is still allows for quite fast acquisition rates, with the cumulative acquisition time for one ZC for 100 scans is still only 1.3 ms. 
Conclusion and perspectives
In this paper, we present an interferometric delay tracking method for high precision position detection and real-time correction in ultrafast pump-probe experiments using conventional, mechanical delay lines. A commercial fiber-based Michelson interferometer with nominally picometer position resolution was adapted for a typical Mach-Zehnder arrangement of pumpprobe setups. Furthermore, according to our best knowledge this is the first MZI positioning setup combined with mechanical chopping for lock-in amplifier detection. Applying our IDT in a test setup we demonstrate the capability to track and compensate noise sources up to several kHz with a root-mean-square delay accuracy of 1.4 nm at 156 kHz sampling rate. In direct comparison to tracking the stage position only, the positioning fluctuations of 40 scans were an order of magnitude lower when tracking the absolute delay interferometrically and over a 1-cm delay (with 2.5 nm and 3.3 nm when chopped) are almost as good as in the stationary case (1.36 nm). The implementation of the applied system into THz-TDS opens the way for more accurate measurements, which can be combined with lock-in detection. Furthermore. we demonstrate that with higher acquisition time sub-attosecond reproducibility for chopped delay scans is possible, which makes this setup also interesting for slower scans requiring higher precision. With an amplified beam, losses at 1.55 µm wavelength in real setups can be compensated, making this approach very versatile for most pump-probe setups.
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