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Resumen 
 
Hoy en día hay múltiples métodos empleados para la detección de fondo, con 
distinta complejidad y distintos resultados y su uso varía dependiendo de las 
aplicaciones y necesidades que vayan a cubrir. 
 
En este proyecto se pretende realizar un software académico para llevar a 
cabo la diferenciación o segmentación de los elementos que pertenecen al 
fondo de una imagen respecto de los que no, para poder identificar los nuevos 
objetos que aparecen en la escena, que pueden ser objetos móviles 
(personas, coches, etc.) o bien permanecer en el futuro (objetos abandonados, 
automóviles estacionados, etc.). En general, se considera background 
cualquier elemento de una escena que se mantiene estática durante un tiempo 
prolongado. Los ambientes de estas escenas, se pueden clasificar en 
interiores o exteriores. Cada uno de ellos presenta unas características 
substancialmente diferentes y algunos problemas que será necesario resolver.  
Los algoritmos implementados en este proyecto se pondrán a prueba en estos 
dos tipos de entorno para evaluar su efectividad y extraer conclusiones. 
 
Se han estudiado métodos bastante distintos, no sólo en cuanto a resultados 
sino también en cuanto a coste computacional y complejidad de los algoritmos. 
Ordenandolos de menor a mayor coste computacional, los algoritmos 
estudiados son Frame Difference, Approximate Median Filter, Running 
Gaussian Average y Mixture of Gaussians finalmente. En este software 
académico, el objetivo es facilitar que el usuario pueda interactuar con los 
diferentes parámetros de cada método y visualizar como afectan a las 
estimaciones de background y foreground. 
 
En la memoria del proyecto se habla brevemente de la imagen digital y se 
incluyen algunos aspectos de la adquisición de las imágenes. También se 
presenta la nomenclatura utilizada en la literatura relacionada con esta 
temática y se analizan los diferentes modelos en los que se ha trabajado. 
Además, se procede a tratar con más detalle la extracción del background de 
una imagen, los problemas principales que surgen y las técnicas específicas 
que se aplican. Para acabar, se hace un repaso de los algoritmos existentes y 
su implementación.  
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Overview 
 
 
Nowadays, there are many methods used to detect the background of an 
image, with different complexity and different results. Usage varies depending 
on the application and the necessities. 
 
This Project consists in academic software to perform differentiation or 
segmentation of elements belonging to the background of an image, in order to 
identify the new objects that appear in the scene. Those objects can be objects 
that are in constant movement (people, cars, etc.) or objects that reminds in 
the future (abandoned objects, parked cars, etc.) . In general, background is 
defined as the objects in the scene that reminds static for long period of time. 
The environments of these scenes can be classified as internal or external. 
Each one of them presents substantially different characteristics and some 
problems that must be resolved. The algorithms implemented in this project will 
be tested in two types of environment to evaluate their effectiveness and to 
draw conclusions. 
 
We have studied quite different methods, not only in terms of results but also in 
terms of computational cost and complexity of the algorithms. Automatically 
arrange from low to high computational cost, the studied algorithms are Frame 
Difference, Approximate Median Filter, Running Gaussian Average and Mixture 
of Gaussians finally. In this academic software, the main goal is the easy 
interaction of the user with the different parameters of each method and the 
visualization of the effects in the estimation of the background and the 
foreground. 
 
In this memory, is explained briefly the digital image and some aspects of the 
acquisition of the images are included. The nomenclature used in literature 
analysis related with this thematic and the different models that have worked 
are analyzed is also presented. In addition, proceeds to deal in more detail the 
background removal of an image, the main problems that arise and the specific 
techniques used. Finally, a review of existing algorithms and their 
implementation is done. 
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ACRÓNIMOS Y NOMENCLATURA UTILIZADA 
 𝑡  Instante de tiempo.  
 
N  Número de dimensiones de los datos de entrada.  
 𝑋!   Píxel (genérico)  
 
(x, y)   Coordenada espacial del píxel.  
 
BG   Modelo de fondo (Background).  
 
FG   Modelo de frente (Foreground).  
 
RGB   Escala de color del sistema visual humano.  
 
n    Número indefinido.  
 
α   Peso de actualización.  
 
µ    Valor medio de una distribución Gaussiana.  
 𝜇!  Valor medio de una distribución en el instante t.  
 𝜎!!   Varianza de una distribución en el instante t.  
 𝜎!  Desviación típica de una distribución en el instante t.  
 
SG  Gaussiana Simple.  
 
MoG   Mezcla de Gaussianas (Mixture of Gaussians).  
 𝜔!  Peso de cada Gaussiana.  
 𝜔!,!   Peso de cada Gaussiana en el instante t.   
 
Σ  Matriz de covarianza.  
 
PoFG  Píxeles clasificados como frente.  
 
PoBG  Píxeles clasificados como fondo.   
 
I  Matriz Identidad.  
 
BS  Algoritmo de sustracción de fondo. (Background Subtraction)  
 
Th Umbral (Threshold). 
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CAPÍTULO 1: INTRODUCCIÓN 
 
Hoy en día hay múltiples métodos empleados para la detección de fondo, con 
distinta complejidad y distintos resultados y su uso varía dependiendo de las 
aplicaciones y necesidades que vayan a cubrir. 
 
En este proyecto se pretende realizar un software académico para llevar a cabo 
la diferenciación o segmentación de los elementos que pertenecen al fondo de 
una imagen respecto de los que no, para poder identificar cuerpos que se 
encuentren en movimiento. El concepto de fondo de la imagen, o background, 
no suele estar bien definido. Pero, en general, se considera background 
cualquier parte de una escena que se mantiene estática. 
 
De forma general los escenarios se pueden clasificar en interiores o exteriores. 
Cada uno de ellos presenta unas características substancialmente diferentes. 
El problema asociado a trabajar en ambientes exteriores es la dificultad para 
extraer el fondo de la imagen cuando se tienen elementos que no permanecen 
completamente estáticos. Un ejemplo común es el caso de las hojas de los 
árboles. En cambio, en interiores, los principales problemas a superar son los 
cambios repentinos de iluminación y el parpadeo de los sistemas de 
iluminación artificial. Los algoritmos implementados en este proyecto se 
pondrán a prueba en los dos tipos de entorno para evaluar su efectividad y 
extraer conclusiones. 
 
Se han estudiado métodos bastante distintos, no sólo en cuanto a resultados 
sino también en cuanto a coste computacional y complejidad de los algoritmos. 
 
Frame Difference, es el primer método implementado. Éste tiene un coste 
computacional reducido, sin embargo se obtienen unos resultados bastante 
precisos y fiables. El método compara con un umbral la diferencia entre píxeles 
de dos frames consecutivos, si la diferencia es mayor que el umbral será 
considerado foreground, de lo contrario el píxel será catalogado como un píxel 
que pertenece al fondo de la imagen. 
 
En el siguiente escalón, computacionalmente hablando, está el método 
Approximate Median Filter, un derivado del Median Filter. Este último método 
tiene un coste computacional muy elevado ya que almacena las N últimas 
tramas del video, para posteriormente realizar la mediana de los píxeles de 
estos frames. Con en el resultado de esta operación de mediana, finalmente se 
cataloga el píxel como FG o BG. Por lo cual se decidió profundizar en la 
aproximación al método y no en el Median Filter como tal. 
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Gaussian Average, es un método en el que cada píxel es modelado como una 
variable aleatoria con una función de densidad de probabilidad gaussiana con 
una media y una varianza determinadas, que serán calculadas en base a 
muestras anteriores del píxel. 
 
Finalmente, una mejora del Gaussian Average, es el Mixture of Gaussians, un 
método computacionalmente muy costoso y con un algoritmo definitivamente 
más complejo que los anteriores. Mixture of Gaussians dedica entre 3 y 5 
gaussianas paras modelar cada uno de los píxeles que forman cada uno de los 
frames del video. Cada una de estas gaussianas además de tener una media y 
una varianza, al igual que en el método Gaussian Average, también tiene un 
peso, que indica la importancia de esta gaussiana y es actualizado 
periódicamente.  
 
En este software académico, el objetivo es la fácil visualización de los efectos 
de los diferentes parámetros de cada método mediante la interacción del 
usuario con una interfaz visual. En cada uno de los métodos, se ofrece la 
posibilidad de cambiar sus principales variables y ver su efecto sobre el 
resultado en tiempo real. El usuario puede escoger trabajar con un video 
grabado en exterior o en interior. En algunos casos, como se ha comentado 
anteriormente, el coste computacional es muy elevado, por lo que se ha optado 
por introducir un apartado en el que el usuario puede visualizar los diferentes 
métodos con unos parámetros ya establecidos por el programa. 
 
En la memoria del proyecto se habla brevemente de la imagen digital y se 
incluyen algunos aspectos de la adquisición de las imágenes. También se 
presenta la nomenclatura utilizada en la literatura del análisis y procesado de la 
imagen en el campo de la visión artificial y se analizan los diferentes modelos 
en los que se ha trabajado. Además, se procede a tratar con más detalle la 
extracción del background de una imagen, los problemas principales que 
surgen y las técnicas específicas que se aplican. Para acabar, se hace un 
repaso de los algoritmos existentes y su implementación, así como el diseño y 
programación de la interfaz y sus características.  
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1.1. Contexto 
 
En muchas aplicaciones de visión artificial, como puedan ser sistemas de 
seguimiento, vigilancia o monitorización de trafico, un bloque fundamental de 
los algoritmos utilizados es el BS. El BS se encarga de diferenciar los 
elementos que pertenecen al llamado foreground. La información obtenida de 
este bloque permite el funcionamiento de tareas de más alto nivel. En él se 
trata el análisis del movimiento, cálculo de trayectorias, estimación de 
velocidades relativas, identificación, etc. 
 
En estos momentos hay diversas aplicaciones en funcionamiento destinadas a 
la vigilancia o seguimiento de objetos, implementadas de manera que se han 
conseguido resolver prácticamente la totalidad de los problemas que se 
presentan, como por ejemplo el software de procesado de imagen para 
monitorización de trafico de NECTEC[11]. Algunos de estos problemas son el 
movimiento de objetos parásitos de la imagen, como por ejemplo, las hojas de 
los árboles, o los cambios de iluminación, que normalmente se resuelven 
mediante un post procesado de la imagen, como por ejemplo filtrado o 
detección de vectores de movimiento caóticos. Sin embargo, esta aplicación 
para uso académico pretende reflejar todas las posibilidades de estos métodos 
de substracción de fondo sin llegar a este procesado final, permitiendo al 
usuario interactuar con los diversos métodos implementados en la aplicación y 
ver los problemas e inconvenientes que pueden surgir con los diversos 
entornos y elección de parámetros. 
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1.2. Motivación 
 
La segmentación de objetos en movimiento o discriminación entre frente  
(foreground) y fondo (background) es una etapa clave en la mayoría de los 
sistemas de análisis de video. El objetivo es ofrecer una descripción de la 
escena de alto nivel indicando el número, la posición y el movimiento de los 
objetos y la interacción de estos objetos entre sí. Los resultados obtenidos, tras 
la segmentación a nivel de píxel, influirán irremediablemente en la calidad final 
del sistema. 
 
Las técnicas clásicas de segmentación a nivel de píxel buscan modelar el 
background mediante una imagen del fondo que tiene que ser actualizada con 
cada nueva imagen de video. La imagen con los objetos de interés para su 
análisis, denominada foreground en inglés, se detecta como alteraciones sobre 
este modelo, técnica habitualmente conocida como substracción de fondo. Los 
resultados obtenidos por estas técnicas son aceptables en entornos donde el 
fondo es simple y estático, la calidad del video es buena y la complejidad de los 
objetos baja. 
 
Asumiendo que la cámara que graba la secuencia está fija, existen diversos 
métodos para llevar a cabo la substracción del fondo; el más sencillo consiste 
en hallar la diferencia entre la imagen actual y el modelo de fondo de 
referencia. Ahora bien, para discernir entre lo que es ruido de la imagen y lo 
que realmente está en movimiento, se requieren métodos que identifiquen qué 
píxeles de la imagen son objeto en movimiento y cuáles pertenecen al fondo. 
Para ello, existen modelos de fondo en los que a cada píxel se le asocia un 
rango de valores probables de intensidad, por ejemplo, a través de una 
distribución unimodal Gaussiana. De este modo, podemos desechar factores 
como cambios de iluminación progresivos en la escena, ruido inherente en el 
sistema de video, etc. No obstante, es posible encontrarse ante otro tipo de 
variaciones del fondo, como cambios bruscos de iluminación o movimientos de 
árboles. Y una de las preguntas que surgió antes de empezar este proyecto era 
si es posible lidiar con ello. Por ejemplo, mezcla de Gaussianas se utiliza para 
resolver esta situación: fondos complejos y no estáticos. 
 
Considerando estas limitaciones, en el contexto de este proyecto fin de carrera 
se han estudiado los principales sistemas que permiten obtener un resultado 
aceptable de la extracción del fondo sin necesidad de algoritmos adicionales 
que permitan un pos procesado del video, tales como la detección de sombras 
o un filtrado de ruido. Aunque uno de las posibles tareas futuras a realizar 
podría ser este procesado final en los métodos implementados. 
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1.3. Objetivos 
 
El objetivo de este proyecto es estudiar y evaluar un conjunto de algoritmos 
para la detección de fondo. Estos algoritmos constituyen una etapa 
fundamental en el análisis e interpretación de imágenes en diferentes 
aplicaciones relacionadas con el control de tráfico, vigilancia, análisis de 
incidencias en calles, etc. El trabajo se propone desarrollar un software básico 
para los métodos de extracción de fondo más populares y proporcionar una 
interfaz visual que permita a los futuros estudiantes hacer una comparativa 
entre los distintos modelos de extracción de background. 
 
Aunque no se presente una especificación de tiempo máximo para llevar a 
cabo la detección, es interesante que el algoritmo de procesado sea rápido. 
 
1.4. Especificaciones 
 
Para la realización de este proyecto se marcan las siguientes especificaciones 
técnicas: 
 
- El software se desarrollará en lenguaje de programación MATLAB. 
- Los parámetros de configuración del sistema deben poderse ajustar 
desde la interfaz del propio programa. 
- La salida del algoritmo consistirá en la visualización del video en tres 
formatos distintos: Video original, video en escala de grises, video de 
background, video con detección del movimiento, además de la varianza 
en los métodos que lo permitan. 
 
1.5. Organización de la memoria 
 
La memoria ha sido estructurada de la siguiente manera. En primer lugar, una 
introducción que consta de siete sub-apartados (contexto, objetivos, 
especificaciones, organización de la memoria, motivación del proyecto). En 
segundo lugar, el cuerpo de la memoria, dividido en cinco capítulos: 
 
En el capítulo dos se habla de la adquisición y representación digital de la 
imagen. Esta segunda parte de representación digital de la imagen del capítulo, 
se centra en las imágenes en escala de grises y binarias ya que son con el tipo 
de imágenes con las que se ha trabajado a lo largo del proyecto. 
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En el siguiente capítulos (capítulo 3), se hace la descripción de los algoritmos y 
métodos seleccionados para el Background Subtraction, donde se explica 
detenidamente la teoría que hay detrás de cada uno de los métodos. 
 
En el capítulo cuatro, se describe el diseño e implementación de la interfaz, así 
como también se habla del criterio escogido para seleccionar los distintos 
escenarios. 
 
En un nuevo capítulo, el cinco, se explican paso a paso los algoritmos 
implementados y se analizan los resultados. Para acabar, en el último capítulo 
se extraen conclusiones y se citan posibles mejoras y trabajo futuro que podría 
llevarse a cabo en el proyecto. 
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CAPÍTULO 2. IMAGEN DIGITAL 
2.1. Adquisición de la imagen digital 
 
En un sistema de visión artificial, el ordenador es el encargado de realizar el 
análisis de la imagen. Éste debe estar conectado al dispositivo que le 
proporciona esta imagen. El dispositivo podría ser, por ejemplo, una cámara 
digital la cual puede estar conectada mediante un bus USB (Universal Serial 
Bus), FireWire (IEEE 1394), Camera Link, o bien Gigabit Ethernet (IEEE 802.3). 
En caso de utilizar una cámara analógica, el proceso de transformación de un 
señal de video estándar a una imagen digital se llama digitalización.  
 
Un señal de video típico contiene frames de información del video, en el que 
cada frame presenta una muestra completa de la información visual que se ha 
capturado. La señal de video analógico se digitaliza muestreando esta señal a 
una frecuencia fija, midiendo cada cierto tiempo el nivel de voltaje de la señal. 
El valor del voltaje en cada instante de tiempo se convierte en un número que 
es el que se almacena y que corresponde con la cantidad de luminancia de la 
imagen en un punto correspondiente. El la luminancia en un punto depende de 
las características intrínsecas del objeto y de las condiciones de luz que se den 
en la escena. Una vez se ha completado el proceso para un frame entero, el 
ordenador puede almacenarlo y procesarlo como una imagen digital. 
 
Las secuencias de video originales son a color, sin embargo, todos los frames 
del video serán transformados desde el primer momento en frames a escala de 
grises, esta elección se ha llevado a cabo para reducir el coste computacional, 
sin embargo pierdes opciones de procesado tales como la detección de 
sombras, donde son necesarias las tres componentes de color.  
 
2.2. Representación digital de la imagen 
 
La imagen se considera como una matriz bidimensional de HxW (Height x 
Width) elementos. Cada elemento de la matriz se conoce como píxel (picture 
element). Para las imágenes digitales se sigue la siguiente nomenclatura. 
 
 I r, c = intensidad  de  la  luz  de  la  imagen  en  el  punto(r, c) 
 
Donde: 
r: indica la fila (row). 
c: indica la columna (column). 
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El convenio establecido de sistema de coordenadas para referirse a un píxel en 
concreto es el que se muestra en la figura. 
Este modelo hace referencia a los datos de una imagen monocromática, 
mediante una escala de grises. Pero, se tienen en cuenta otros tipos de 
imágenes con datos que requieren una extensión de este modelo, ya que 
disponen de múltiples bandas. El tipo de imagen multibanda son las de color o 
multiespectrales, aunque en este proyecto solo se tratan las imágenes en 
escala de grises debido a la reducción que supone en cuanto a la carga 
computacional. A lo largo del proyecto, se tratan dos tipos de imagen: binarias 
y escala de grises. Por ello conviene hacer una explicación previa. 
 
2.2.1. Imágenes binarias 
 
Las imágenes binarias son las imágenes más simples; sus píxeles sólo pueden 
adoptar dos valores: “0” o “1”. Por tanto, para cada píxel únicamente es 
necesario un bit de codificación. Este tipo de imágenes se utilizan, en general, 
como aplicaciones de visión para computadores, en los que la información 
requerida se compone de formas o contornos de los objetos. 
 
Las imágenes binarias suelen obtenerse a partir de imágenes en escala de 
grises en las que se aplica un umbral, en el cual los píxeles que sobrepasan 
este umbral se convierten en blanco (“1”), mientras que los valores que quedan 
por debajo se transforman en negro (“0”). En este proceso se pierde mucha 
información, pero la imagen resultante es más sencilla de analizar, almacenar y 
de transmitir, debido a la reducida cantidad de datos que contiene si se 
compara con una imagen en color. 
 
 
 
 
Fig.1. Nomenclatura del sistema de coordenadas del píxel de una imagen. 
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2.2.2. Imágenes en escala de grises 
 
Las imágenes en escala de grises son imágenes monocromáticas. La 
información que contienen es la cantidad de luz y no dispone de información de 
color. El número de bits utilizados para cada píxel determina el número de 
combinaciones posibles para poder codificar los niveles de luminosidad que se 
pueden tener. 
 
En el caso que la imagen en escala de grises tenga 8 bits por píxel permite 
tener 256 combinaciones diferentes posibles [0, 255] de niveles de luminosidad 
o de grises. Es típico utilizar esta cantidad de memoria para cada píxel porque 
es la unidad básica de información en el mundo digital. 
 
En ciertas aplicaciones, como por ejemplo médicas o astronomía, se llegan a 
utilizar entre 12 y 16 bits de codificación, ya que son ámbitos en los que es 
importante disponer de una mayor resolución de luminosidad. 
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CAPÍTULO 3. DESCRIPCIÓN DE LOS MÉTODOS Y 
TÉCNICAS MÁS UTILIZADOS PARA LA EXTRACCIÓN 
DEL BACKGROUND 
 
Background subtraction, tal y como indica el nombre, es el proceso de separar 
los objetos del foreground de los objetos de background en una secuencia de 
frames. El concepto de Background subtraction se usa en numerosas 
ocasiones para detectar objetos en movimiento en videos con cámaras 
estáticas. 
 
Esta variación de la posición de los objetos, es detectada por la diferencia entre 
el frame actual y el frame de referencia, normalmente llamado “imagen de 
background” o “modelo de background”. 
 
El primer problema que se presenta es cómo obtener de manera automática la 
imagen estática del background con la que se compararán las imágenes 
actuales de la secuencia del video. Algunos de los principios fundamentales 
que deben seguir los modelos de background subtraction son: 
 
- Debe segmentar objetos de interés cuando aparezcan por primera vez o 
bien reaparezcan en escena. 
- Debe definirse un criterio apropiado para catalogar el píxel. Los píxeles 
que cumplen el criterio, son declarados como background e ignorados. 
- Los modelos de background deben adaptarse tanto a cambios 
repentinos como cambios graduales en el fondo. Algunos ejemplos de 
estos cambios son las sombras producidas por la luz, luces intermitentes 
en interiores, movimiento de las hojas de los árboles, etc. 
 
Se ha trabajado con cuatro métodos de background subtraction distintos, con el 
objetivo de desarrollar un software que permita al usuario interactuar con los 
parámetros que caracterizan a cada uno de ellos y, de este modo, poder 
analizar las características funcionales de cada uno. Sin embargo, cinco de 
ellos han sido estudiados con el objetivo de tener una mejor perspectiva de 
trabajo. 
 
Los principales modelos de background estudiados son: Frame Difference, 
Median Filter, Gaussian Average, Mixture of Gaussians y Kernel Density 
Estimation. 
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3.1. Estimación de fondo basada en la diferencia entre imágenes 
(Frame Difference) 
 
Este método es el más simple. Sin embargo, proporciona unos resultados 
bastante aceptables dependiendo de la aplicación. 
 
La idea principal de este método se basa en comparar con un umbral (th) 
preestablecido, en este caso por el usuario de la interfaz, la diferencia entre el 
frame actual y el frame anterior, el cual es utilizado como background. 
 |frame i − frame i− 1 | ≥ Th 
 
En primer lugar, cada frame del video es pasado de RGB a escala de grises, tal 
y como se explicará más adelante, debido a que trabajar con las tres 
componentes de color de la imagen implica un coste computacional más 
elevado, porque se debe realizar el modelo para cada una de ellas. Cuando 
esta diferencia sea mayor que el umbral (Th), es decir que el píxel actual haya 
cambiado respecto del frame anterior, éste será clasificado como un frame de 
foreground. Dependiendo de lo selectivo que sea el usuario con este threshold, 
el ruido puede ser confundido con el movimiento, dando resultados poco 
exactos. 
 
La calidad del modelado por Frame Difference depende de la estructura del 
objeto, la velocidad del video, la tasa de frames y el umbral global. Esta técnica 
es sensible a las variaciones de luminosidad y al ruido. 
 
Este método también falla para segmentar los objetos que pertenecen al fondo, 
pero no dejan de moverse, dado que se utiliza solamente la marca del 
fotograma anterior. Cuando un objeto que forma parte del foreground se mueve 
de forma homogénea, los cambios en los píxeles del interior del objeto no se 
pueden detectar. Este fenómeno es conocido como problema de apertura. 
Debido a este problema, este método tiende a obtener únicamente los 
contornos de los objetos en movimiento.  
 
Este método tiene dos ventajas principales: Una ventaja obvia es la baja carga 
computacional y la otra es que el modelo del background es altamente 
adaptable, ya que éste se basa únicamente en el valor del fotograma anterior, 
siempre y cuando no se produzca un submuestreo de 1:N. De esta manera, se 
puede adaptar a los cambios en el fondo más rápidamente que cualquier otro 
método (a 1/𝑓𝑝𝑠 para ser exactos). 
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3.2. Estimación de fondo basada en el filtro de mediana (Median 
Filter) 
 
La técnica del filtrado de mediana es una de las más utilizadas. La estimación 
de fondo [3] se define como la mediana de los píxeles de todos los fotogramas 
de la memoria. Se supone que el píxel se queda en background para más de la 
mitad de los frames del buffer. 
 
La complejidad de calcular la mediana es de O (L log L) para cada píxel [2]. 
Debido a los buenos resultados obtenidos con el Median Filter no recursivo, 
McFarlane y Schofield [1] propusieron un filtro recursivo más simple para 
calcular la mediana.  
 
En este método de background subtraction, mediante filtro de mediana, se 
almacenan las N últimas tramas del video y el fondo se calcula como la 
mediana de las tramas almacenadas. Después, como en Frame Difference, el 
background es extraído del frame actual y pasado por un threshold para 
determinar los PoFG. 
 
El filtrado de mediana es muy robusto y tiene un rendimiento comparable a los 
métodos de más alta complejidad. Sin embargo, el almacenamiento y 
procesado de varios fotogramas de video, sobre todo para objetos de 
movimiento lento, requiere a menudo una gran cantidad de memoria. Esto 
puede ser atenuado almacenando y procesando los frames a un ritmo menor 
que la tasa de frames. Lo que reduce los requisitos de almacenamiento y 
cálculo, a expensas de una adaptación más lenta al fondo. 
 
El método de mediana aproximado[4],  funciona como tal si un píxel del frame 
actual tiene un valor superior al del PoBG correspondiente. En ese caso, el 
valor del PoBG es incrementado en 1. Del mismo modo, si el píxel actual es 
menor que el píxel del fondo, el fondo decrece en uno. De esta manera, el 
fondo converge a una estimación en la cual la mitad de los píxeles de entrada 
son mayores que el fondo y la otra mitad son menores que el fondo.  
 
 
3.3. Estimación de fondo basada en una Gaussiana (Gaussian 
Average) [5]: 
 
Cada píxel es modelado con una función de densidad de tipo gaussiana. El 
modelo implica que los parámetros (µ,𝜎!)  van a ser calculados basándose en 
muestras de píxeles anteriores. 
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La función de distribución gaussiana utiliza la siguiente función para calcular la 
probabilidad: 
 Pr x = 12πσ! e!(!!!)!!!!  
 
Donde: 𝜇 : media. 𝜎! : varianza. 
 
Las funciones de densidad de probabilidad generadas tienen el siguiente 
aspecto: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La figura (Fig.2) muestra distintos ejemplos de funciones de probabilidad 
dependiendo de la media y la varianza. Se puede observar que al tener una 
varianza más pequeña, las funciones de probabilidad son más estrechas y en 
el caso de la función de densidad de probabilidad dibujada en lila, se puede 
observar el offset provocado por la media (𝜇 =   −2). 
 
En el modelo de Running Average la media de cada pixel se actualiza del modo 
siguiente: 
 
 µμ i, j, k = α · I i, j, k + 1− α · µμ i, j, k− 1  
 
 
Fig.2 Gráfica comparativa de cuatro gaussianas. 
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Donde 𝛼  es el factor de memoria, que oscila entre 0 y 1. Un valor de memoria 
cercano a 0 implica gran memoria, por lo que se le otorga más importancia a 
píxeles más lejanos del actual. En caso contrario, 𝛼 = 1, el valor actual del 
píxel tiene mucha importancia. Para este caso en particular donde 𝛼 = 1, el 
método se convierte en una diferencia entre el frame actual y el anterior. Donde 
(i,j) es la posición del píxel y k es el frame. 
 
De este modo la ecuación puede ser escrita de un modo más compacto, siendo 
aplicada a cada píxel. 
 µμ! = α · I! + (1− α) · µμ!!! 
 
Debe crearse una estimación el fondo antes de que el sistema pueda localizar 
el objeto en movimiento, en la cual es recomendable que no existan estos 
objetos en movimiento. Típicamente, la secuencia inicial de imágenes suele ser 
de un tiempo entre 1 y 2 segundos. 
  
Posteriormente, se aplica un nuevo filtro (Fig.3) para actualizar los valores 
estadísticos de los píxeles. 
 
Lo que equivale a un filtro IIR. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 Filtro IIR. 
Fig.4 Grafica representativa de la respuesta impulsional del sistema 
según el parametro 𝜶. 
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En la figura anterior (Fig.4) se puede observar como para un factor de 
atenuación (1− 𝛼) mayor, el sistema tiene una respuesta más duradera, lo que 
implica que se recuerden muestras durante un periodo de tiempo mayor. Sin 
embargo, para un factor de memoria menor la curva presenta una pendiente 
más abrupta. Esto es una indicación de que los píxeles serán olvidados más 
rápidamente. 
 
La ecuación para actualizar la varianza es similar a la ecuación utilizada para 
actualizar la media. Sólo requiere la varianza previa, la media del valor del píxel 
y el valor actual del píxel: 
 
 1− α · σ!!!! + α(I! − µμ!)! = σ!! 
Donde: I! es el frame actual. µμ! es la imagen que contiene la media de cada píxel. σ!! es la imagen que contiene la varianza de los valores de los píxeles. 
 
 
Un píxel I! será clasificado como un píxel del foreground si: 
 
 |I! − µμ!| > kσ! 
 
Donde el valor de K determina la sensibilidad del algoritmo. 
 
Para los valores de píxel con una varianza pequeña, un pequeño cambio 
respecto de la media será interpretado como un píxel del foreground. Sin 
embargo, para los píxeles con una gran varianza, debe darse un cambio más 
significativo en la amplitud para poder ser clasificados como un píxel del 
foreground. 
 
3.3.1. Aproximación selectiva del background[8] 	  
El método puede hacerse más robusto si los valores de la media y la varianza 
sólo son actualizados cuando el píxel es clasificado como fondo. Las 
actualizaciones no se realizarán cuando sean clasificados como PoFG: 
 
 µμ! = M · µμ!!! + (1−M)(α · I! + 1− α µμ!!!) 
 
 
Siendo M un parámetro binario M=0/1 (background/foreground). 
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3.4. Estimación de fondo basada en múltiples gaussianas 
(Mixture of Gaussians) [6]: 
 
Una sola gaussiana puede ser suficiente para modelar el valor de un píxel en el 
tiempo en algunos casos. Como ya es sabido, las imágenes normalmente 
constan de diversos planos, niveles y cambios de luz, por lo que varias 
gaussianas para modelar estos cambios con más exactitud.  
 
Este método es una mejora del Gaussian Average en la que en lugar de utilizar 
1 función de distribución gaussiana, se utilizan típicamente entre 3 y 5 
gaussianas para clasificar los píxeles. 
 
Se aplica un número k de gaussianas para cada píxel. Donde típicamente k 
está entre 3 y 5, 𝜔 es el peso estimado, µμ𝑖, 𝑡 es la mediana iésima en el 
momento t, 𝑖, 𝑡 es la matriz de covarianza de la mezcla de gaussianas en un 
momento t y G es la función gaussiana de densidad de probabilidad. 
 P X! = ω ·  !!!!   G(X! − µμi, t, i, t)  
 
Un píxel X! es marcado como foreground si la distancia a la gaussiana elegida 
para modelar el background supera un porcentaje de la desviación estándar. 
 
Los valores de los píxeles que no encajan con las distribuciones de background 
son considerados foreground. Hasta que aparezca una distribución 
suficientemente consistente como para incorporarla al background. 
 
Este método se adapta de forma robusta a los cambios de iluminación, a los 
elementos que se mueven de manera repetitiva en la escena, a los objetos que 
se mueven lentamente y a aquellos que entran y salen de escena. El modelo 
es capaz de aprender variaciones repetitivas. 
 
Si el valor del píxel no coincide con ninguna de las k distribuciones, la 
distribución menos probable pasa a ser substituida por una nueva distribución 
de media el nuevo valor, con una alta varianza y un peso bajo. Los pesos 
representan la probabilidad posterior de las gaussianas con una ventana 
exponencial de los valores pasados. Sabiendo esto, el peso de la gaussiana en 
el modelo global de background se ajusta de la siguiente manera: 
 ω!,! = 1− α ·   ω!,!!! + α(M!,!) 
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Donde 𝑀!,! vale 1 para la gaussiana seleccionada y 0 para el resto y 1/  𝛼 
representa la memoria de aprendizaje. 
 
Después de esta aproximación, los pesos se normalizan. Los parámetros µ y 𝜎 
de las distribuciones que no se han seleccionado no se actualizan. En cambio, 
la que si que se ha cumplido se actualiza de la siguiente manera: 
 
 µμ! = 1− ρ · µμ!!! + ρ · X! 
 
 σ!! = 1− ρ · σ!!!! + ρ(X! − µμ!)! · (X! − µμ!) 
 
 
Siendo ρ =   α · G(X!|µμ!,   σ!) 
 
Para seleccionar que gaussianas forman partes del background y cuales son 
parte del foreground, en primer lugar es necesario ordenar las gaussianas por  𝜔/𝜎. La lista de distribuciones para cada píxel se actualiza frame a frame. Se 
mantienen las distribuciones de background más probables en la cabeza de la 
lista. Los píxeles del foreground se encuentran al final de la lista. La distribución 
situada en primer lugar, es elegida como modelo de background. 
 
Mixture of Gaussians posee algunos inconvenientes. En primer lugar, conlleva 
una alta carga computacional. Debido a que cada uno de los píxeles de la 
imagen deben ser procesados con las k distribuciones gaussianas posibles. 
Por otro lado, es muy poco robusta a cambios repentinos de iluminación. 
Además, algunos fondos multimodales requieren un número de distribuciones k 
elevado para modelar cada píxel, lo cual implica un incremento en la carga 
computacional. En este método de representación del fondo es muy importante 
la forma de actualizar las medias y las varianzas para adaptarse a los cambios 
del fondo.  
 
A pesar de estos inconvenientes, la MoG es capaz de manejar una distribución  
multimodal de fondo, ya que mantiene una función de densidad de probabilidad 
para cada píxel. Al ser un método paramétrico, puede describir apariencias 
complejas del fondo sin necesidad de actualizar un gran buffer de 
almacenamiento de imágenes como requieren los métodos no paramétricos 
tales como el KDE, que se presentará en la siguiente sección (Kernel Density 
Estimation). 
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3.5. Estimación de fondo basada en Kernel Density Estimation 
(KDE) [9]: 
 
 
Esta técnica realiza una estimación de la probabilidad de los valores de 
intensidad del píxel a partir de una muestra de intensidades de cada píxel. 
El método se adapta rápidamente a los cambios, lo que provoca la detección 
de los objetos en movimiento de forma más eficiente. Además, a partir de la 
información de color, es posible eliminar las sombras producidas por los 
objetos en movimiento, como en alguno de los métodos anteriores. Aunque 
esto no forme parte estrictamente del método, se propone como 
postprocesado. 
 
El objetivo principal de esta técnica es capturar la información reciente para 
poder actualizarla rápidamente y detectar los cambios rápidos que se producen 
en el background Dado que la distribución de densidad de un píxel puede 
cambiar rápidamente, es necesario estimar la PDF (Probability Density 
Function) del píxel a lo largo del tiempo, para conseguir una detección 
suficientemente sensible. 
 
Se nombra a los valores de intensidad obtenidos de un píxel en particular en N 
muestras más recientes como: {𝑋!,𝑋!,𝑋!,… ,𝑋!}. Con dicha muestra, la PDF, 
que el valor 𝑋! en el momento ‘t’ tenga este valor en concreto de intensidad, 
puede ser estimado utilizando Kernel de estimación K del siguiente modo: 
 
 Pr X! = 1N    K(!!!! X! − X!) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Estimación de la PDF obtenida como 
suma de gaussianas. 
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Un valor de N pequeño permitirá que el metodo se adapte más rápidamente, ya 
que la memoria es menor. En cambio, si N es grande, el sistema tendrá una 
reacción más lenta. Escogiendo Kernel de estimación, K, como una función 
normal de distribución, N(0,Σ) donde Σ representa el ancho de banda de 
Kernel, la densidad de probabilidad se puede calcular de forma: 
 
     
   𝑃𝑟 𝑋! = !!    !(!!)!  |!|   𝑒!/!(!!!!!)!  !!!(!!!!!)!!!!  
 
Si se asume la independencia entre canales, en caso de utilizar algun modelo 
de color, Kernel presenta distintas variancias o anchos de banda, 𝜎!!, que es 
representado como se muestra a continuación. Donde ‘j’ representa el número 
de canales utilizado. 
 
 
 
 
 
 
 
La estimación puede ser simplificada de la siguiente manera: 
 
 
 
 
 
 
Mediante esta estimación de la probabilidad, un píxel se considerará que 
pertenece al foreground si, 𝑃! 𝑋! < 𝑡ℎ, en el que el umbral th es el umbral 
global de toda la imagen y debe ser ajustado por tal de obtener un porcentaje 
reducido de falsos positivos. Este sistema puede ser implementado con un 
código más rápido que en la técnica de MoG. 
 
Se puede decir que la técnica de estimación de la densidad de probabilidad 
mediante Kernel de funciones de distribución Normales es una generalización 
de la técnica MoG, en la que cada muestra de N muestras es considerada una 
distribución de Gauss N (0,Σ). Esto permite hacerlo de manera más 
simplificada. Además, permite generar un modelo rápidamente que no recuerda 
el pasado sino que se concentra más en observaciones recientes. Y 
generalmente muestran una sensibilidad superior a MoG de K distribuciones 
Gaussianas. 
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Para estimar la varianza (𝜎!!) en Kernel para cada uno de los ‘j’ canales de 
color del píxel dado, se calcula la media de las desviaciones absolutas entre 
valores de intensidad consecutivos obtenidos en el muestreo del píxel. La 
mediana se calcula de forma independiente para cada canal. Dado que las 
medidas de desviaciones entre parejas de valores consecutivos provienen 
generalmente de distribuciones parecidas de forma local en el tiempo, se 
espera que pocas parejas provengan de distribuciones cruzadas. Por este 
motivo, se asume que las distribuciones Normales, N(𝜇,𝜎!), son locales en el 
tiempo. Entonces la desviación entre las dos muestras consecutivas es Normal, 
de forma N(0, 2𝜎!). Al ser una distribución simétrica, se puede calcular la 
desviación de la siguiente manera: 
 σ = m0.68 2 
 
 
Donde m es la media de las desviaciones absolutas. 
 
En ambientes exteriores existen diversos factores que puede provocar falsos 
positivos, como por ejemplo árboles, reflejos o incluso las vibraciones 
producidas por el viento en la cámara. Es recomendable realizar un módulo 
que se encargue de reducir estos falsos positivos. 
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CAPÍTULO 4. ALGORITMO DE IMPLEMENTACIÓN 
 
4.1. Frame Difference 
 
Después de la adquisición del vídeo, el primer paso que realiza el algoritmo 
escrito en código Matlab es la lectura del vídeo, el cual debe estar en formato 
‘avi’ y no tiene restricciones en cuanto a las dimensiones, y análisis de sus 
características. Algunas de estas propiedades del vídeo serán almacenadas 
como variables, como por ejemplo, el número de frames que contiene el video 
y sus dimensiones.  
 
Una vez analizado el video, se almacena en un array cada uno de los frames, 
con sus tres componentes de color (RGB). De este modo, es posible trabajar 
con frames o imágenes independientes en lugar de trabajar con en formato 
vídeo en escala de grises. 
 
Gracias a este paso anterior de transformar el video en un array de frames, se 
puede designar el primer frame del array como un frame de background. Como 
se ha explicado anteriormente, el procesado de los frames se realiza con la 
imagen en escala de grises, lo que implica reducir el coste computacional del 
procesado del video en un factor 3. Por lo que el siguiente paso es convertir el 
frame de background a escala de grises y almacenarlo como una variable. 
 
Antes de pasar al procesado del video como tal, es necesario definir una serie 
de variables que se ajustan automáticamente dependiendo del video, como el 
tamaño del frame, altura y anchura del frame y una variable representante del 
foreground llena de píxeles vacíos pero con las dimensiones de los frames del 
video. 
 
Una vez realizados los pasos previos y preparación para el procesado, 
empieza como tal el algoritmo que permite substraer el foreground. En primer 
lugar, se lee cada frame del array y se pasa a escala de grises. En segundo 
lugar, se compara el frame actual con el frame definido como background y se 
compara la diferencia de estos dos píxeles con el umbral. Esto se realiza para 
todos los píxeles y de la imagen y para todos los frames del video mediante un 
dos bucles. En caso de que la diferencia sea mayor que el umbral, éste se 
almacena en la variable correspondiente al foreground, sino, esta variable será 
un píxel vacío.  Para la siguiente iteración, el frame de background será 
actualizado como el píxel anterior. Finalmente se muestran los resultados, 
representando frame a frame el foreground almacenado. 
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4.2. Approximate Median Filter 
 
Una vez realizada la parte de adquisición de vídeo, se realiza la lectura del 
vídeo y se analizan sus características. El análisis de estas características, 
permite almacenar algunas variables importantes para el posterior análisis 
como por ejemplo, el número de frames que contiene el video y sus 
dimensiones. 
 
Después de analizar el video y sus parámetros, se almacena en un array cada 
uno de los frames, con sus tres componentes de color (RGB). De este modo se 
puede trabajar en formato imagen en lugar de formato video, lo cual facilita el 
trabajo de procesado y análisis. 
 
El pasar el video a un vector de imágenes, permite designar el primer frame del 
array como un frame de background. Tal y como se ha explicado 
anteriormente, el procesado de los frames se realiza con la imagen en escala 
de grises, para reducir el coste computacional del procesado. Siguiendo esta 
aclaración, se transforma el frame de background a escala de grises. 
 
Antes de adentrarse de lleno en el procesado del video, se acaban de definir 
las variables, el tamaño del frame, altura y anchura del frame y una variable 
representante del foreground vacía pero con las dimensiones de los frames en 
escala de grises. 
 
El primer paso para substraer el foreground después de realizar los pasos 
previos al procesado, es leer todos los frames del array y convertirlos en 
frames a escala de grises. Igual que en el caso anterior del modelo de frame 
difference, en este también se compara el frame actual con el background, y 
esta diferencia se compara a su misma vez con un umbral. Esto se realiza para 
cada píxel del frame y para todos los frames del video. 
 
En el caso de que la diferencia sea mayor que el umbral, el píxel corresponderá 
al foreground, de lo contrario el foreground será actualizado para este píxel 
como 0, un píxel vacío. 
 
Además se en este método se realiza otra comparación entre el píxel actual y 
el píxel considerado como background, en la que si el frame actual es mayor 
que el de background, el nuevo píxel de backgound será el considerado 
anteriormente incrementado en una unidad, y si no, se tomará como nuevo 
píxel de backgound el anterior menos uno. Finalmente se representan el total 
de frames almacenados como foreground. 
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4.3. Running Gaussian Average 
 
Del mismo modo que en el resto de métodos, después de la adquisición de 
vídeo, primero se realiza el algoritmo escrito en código Matlab que realiza la 
lectura del vídeo y análisis de sus características. Estas propiedades son 
guardadas y almacenadas como variables. 
 
Una vez analizado el video, se almacena en un array cada uno de los frames, 
con los tres componentes de color (RGB). De este modo, es posible trabajar 
con imágenes independientes en lugar de trabajar con en formato vídeo que 
como se ha dicho anterior mente facilita la tarea. Ahora, se puede leer el primer 
frame como background y se transforma en escala de grises. A continuación se 
inicializar las variables, memoria (α), una desviación estándar inicial, la media, 
etc.  
 
Seguidamente, se pasa al procesado de los frames, en primer lugar se leen los 
frames del video y se transforman a frames en escala de grises. Con este 
frame en escala de grises y la media o background, se calcula la diferencia 
absoluta entre ambos. Y el nuevo background. 
 
Una vez obtenido esto, se actualizan los parámetros principales tales como la 
media, la desviación estándar, etc. En este algoritmo al haber una sola 
gaussiana, el peso de ésta es siempre total, es decir, uno. Se aplica el umbral 
apropiado, y se obtienen los objetos en movimiento. 
 
El umbral toma un papel vital en la segmentación de la imagen(fig.6 y fig.7.), 
pero la elección de su valor sigue siendo un reto. Si el valor umbral es 
demasiado grande, vamos a perder gran parte de los detalles de una imagen y 
si escogemos un umbral demasiado bajo, introducirá mucho ruido. Una vez que 
se han perdido los detalles de una imagen, entonces no hay manera de 
recuperarlo. Es por eso que siempre es aconsejable la elección de un umbral 
bajo y después puede usarse un filtro apropiado para eliminar la efecto del 
ruido. Para acabar se representan los píxeles seleccionados como foreground. 
 
 
 
 
 
 
 
 
 
Fig.5 Running Gaussian Average con un 
Umbral de 0.2. 
Fig.7 Running Gaussian Average con un 
Umbral de 0.8. 
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4.4. Mixture of Gaussians 
 
Tras realizar la adquisición de vídeo, se pasa a trabajar el algoritmo escrito en 
código Matlab. La lectura del vídeo y análisis de sus características son el 
primer paso a realizar. Estas características serán almacenadas como 
propiedades del video.  
 
Una vez analizado el video, se crea un vector para almacenar cada una de las 
imágenes que forman el video. De este modo, es posible trabajar con frames o 
imágenes independientes en lugar de trabajar con en formato vídeo. El primer 
frame del vector será seleccionado como frame de background, y pasado de 
color a escala de grises, y el resto de frames serán transformados también más 
adelante. 
 
A continuación se inician las variables principales como por ejemplo: el número 
de gaussianas que se van a utilizar, la desviación estándar inicial, el umbral 
para determinar el foregrund, el factor de aprendizaje (α), etc. 
 
También deben ser iniciadas las componentes medias y los pesos a cero, se 
indica la resolución, en este caso 8-bit, el rango del píxel y se inicializan unas 
medias random entre 0 y 255. 
 
El primer paso del procesado de frames será leer todos los frames y 
convertirlos en frames a escala de grises. En segundo lugar, se comparan el 
píxel de entrada con la  media asociada a los componentes, si un valor de píxel 
es suficientemente cercano a la media de un determinado componente, dicho 
componente se considera emparejado. Específicamente, para ser un 
componente emparejado, la diferencia absoluta entre el píxel y la media debe 
ser inferior a la desviación estándar de la componente de escalado por un 
factor D que se inicializa a 2.5 (desviación positiva del umbral). 
 i! − µμ!,!!! ≤ D · σ 
 
El siguiente paso es la actualización de las variables, los pesos, la media y la 
desviación estándar inicial, para reflejar el nuevo valor del píxel. Para los 
componentes que han coincidido se modifican las ecuaciones para aumentar la 
confianza en el componente, los pesos aumentan y 𝜇 se acerca al valor del 
píxel. Para las componentes no coincidentes, los pesos disminuyen 
exponencialmente y σ y 𝜇 permanecen igual. Cuan rápido cambien estas 
variables, dependerá del factor de aprendizaje alpha. 
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Ahora se debe determinar que componentes forman parte del modelo de 
background.  
 
• Se ordenan los componentes de acuerdo con un nivel de confianza 
métrica w/  σ, donde aumenta w y σ disminuye. Esto se hace porque sólo 
se desea mantener las M conjeturas con mayor confianza, donde M es 
el número de componentes de background. 
• Se aplica un umbral para los pesos (w) de los componentes. 
• El modelo de background es entonces, los primeros componentes M, 
ordenados de mayor a menor w/  σ, cuyo peso (w) esta por encima del 
umbral. M es el número máximo de componentes de fondo y refleja el 
número de modos que se espera en la función de probabilidad de 
distribución del background (o puede reflejar las limitaciones de recursos 
computacionales). 
 
Finalmente, se debe determinar el píxel de foreground. Los píxeles de 
foreground, son aquellos píxeles que no coinciden con las componentes que 
determinan al modelo de background. Para acabar se representan los píxeles 
seleccionados como foreground. 
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CAPÍTULO 5. DISEÑO BÁSICO 
 
5.1. Escenarios 
 
Se ha utilizado una cámara de video estándar (GoPro Hero3 Silver Edition) 
para grabar los escenarios con los que se ha trabajado para la detección de 
movimiento. 
 
Tal y como se ha comentado anteriormente, se ha tratado de seleccionar los 
dos tipos principales de escenario, tanto interior como exterior. En el escenario 
de tipo exterior, se pretende detectar el movimiento de los vehículos que 
circulan por una vía principal de Barcelona, con toda la problemática que esto 
conlleva.  
 
Los principales problemas que han aparecido son, por un lado, el movimiento 
constante de los árboles, que en la mayoría de los casos son detectados como 
objetos del foreground, y por otro lado las zonas de sombra producidas por los 
distintos niveles que existen en la imagen. 
 
 
 
 
 
 
 
 
 
 
 
En cuanto al escenario interior, se han captado escenas en el interior de una 
vivienda con una cámara estática, con el objetivo de modelar un sensor de 
presencia, que permita detectar el movimiento en el salón, donde el principal 
problema reside en las zonas de sombra de la imagen. 
 
 
 
 
 
 
 
 
Fig.8 Grabación exterior. 
Fig.9 Grabación en interior. 
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5.2. Interfaz gráfica 
 
GUIDE es un entorno de programación visual disponible en MATLAB para 
realizar y ejecutar programas que necesiten ingreso continuo de datos. Tiene 
las características básicas de todos los programas visuales como Visual Basic 
o Visual C++. 
 
GUIDE consta de una interfaz sencilla (Fig.10) que permite interactuar con 
todas las herramientas del sistema de manera rápida, para una posterior 
programación de los elementos seleccionados (botones, cajas de texto, etc.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
El programa constará de una interfaz principal (SimuladorBS.fig) (Fig.11) donde 
se puede seleccionar cada uno de los modelos de Background que se ha 
implementado. Estos son botones que redirigen a un nuevo formulario que 
permite seleccionar el video sobre el cual se va a trabajar. Además debido al 
elevado coste computacional de alguno de los métodos, se ha diseñado una 
pestaña (Preview) que permite al usuario visualizar grabaciones con 
parámetros estándares preestablecidos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.10 Interfaz de desarroyo GUIDE. 
Fig.11 Menu principal de la interfaz desarrollada 
(SimuladorBS.fig). 
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Al hacer click sobre cada uno de los métodos de la pestaña de 
previsualización, el software redirige al usuario a un nuevo formulario, distinto 
para cada uno de los métodos. En la Fig.12 se pueden observar el resultado de 
seleccionar la previsualización del modelo Mixture of Gaussians. En el se 
observan dos bloques diferenciados. En primer lugar, el perteneciente a los 
videos indoor y en el segundo bloque, los videos outdoor.  
 
Para cada uno de ellos hay cuatro simulaciones con parámetros 
característicamente relevantes con las que se pueden apreciar el efecto de la 
variación de cada uno de los parámetros importantes específicos del método. 
Mediante al comando ‘mplay’ de Matlab, al hacer clicar en el botón de ‘PLAY’, 
el video correspondiente a los parámetros indicados es reproducido en el 
reproductor de Matlab.  
 
La selección de estos parámetros predeterminados se ha hecho teniendo en 
cuenta que para el ámbito educativo, es necesario poder observar tanto el 
método funcionando en su mejor versión, es decir con parámetros 
seleccionados para obtener el mejor resultad, como cuando los parámetros no 
son los apropiados y se observan fallos. 
 
Los parámetros que varían en la simulación son el numero de gaussianas, el 
umbral de decisión y el factor de atenuación, los mismos que puede manipular 
el usuario de la aplicación en las simulaciones en tiempo real. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.12 Interfaz Previsualización Mixture of Gaussians. 
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Por otro lado, al seleccionar en la pestaña de previews el método Frame 
Difference, se muestra la interfaz para la pre visualización de videos 
correspondiente a éste(Fig.13). De igual modo que en el caso anterior, las 
simulaciones han sido catalogadas en indoor y outdoor en primer lugar, y 
posteriormente, con los tres bloques de parámetros más destacados e 
interesantes para el usuario. Donde para umbrales pequeños se podrá 
observar un resultado deficitario y a medida que se aumenta el umbral de 
decisión el resultado obtenido contendrá menos ruido. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.13 Interfaz Previsualización Frame Difference. 
Fig.14 Video Previsualización Frame Difference 
con Threshold de 5. 
Fig.15 Video Previsualización Approximate 
Median Filter con Threshlod de 50. 
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Finalmente, estas dos últimas figuras (Fig.14 y Fig.16), ilustran la pre 
visualización de dos videos con dos modelos distintos, con parámetros 
diferentes. En el caso de la Fig.14 se trata de un video grabado en exterior 
procesado mediante el modelo Frame Difference con un umbral bajo de 5, y en 
la Fig.15 se trata de un video de interior procesado con el modelo Approximate 
Median con un umbral de 50. 
 
Volviendo a la ventana principal, al seleccionar cada uno de los modelos de 
Background subtraction aparece una nueva ventana que permite al usuario 
seleccionar entre llevar a término el proceso con el escenario indoor o bien con 
el escenario outdoor (Fig. 16 y Fig. 17). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Una vez seleccionado el escenario, el software redirige al usuario a una interfaz 
de selección de los parámetros básicos propios de cada uno de los modelos 
(Fig.18,19). Aquí, se le permite al usuario analizar con precisión cómo se 
comporta el modelo según los distintos valores introducidos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.18 Interfaz de para introducir 
parámetros de configuración para Frame 
Difference. 
Fig.19 Interfaz de para introducir 
parámetros de configuración para 
Running Gaussians Average. 
Fig.16 Interfaz de selección de escenario 
para Frame Difference. 
Fig.17 Interfaz de selección de escenario 
para Running Gaussian Average. 
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Una vez introducidos los datos por el usuario, al hacer click en el ‘button’ Play, 
el programa ejecuta en una nueva ventana, el procesado del video, cumpliendo 
con los parámetros correspondientes. En esta ventana, se puede visualizar el 
video original, el backgrund, el foreground en escala de grises y la selección de 
foreground en binario en cuatro ‘axes’ distintos en el caso de Frame difference 
y Approximate Median Filter (Fig.20). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sin embargo en la ventana de los modelos gaussianos, Running Gaussian 
Average y Mixture of Gaussian, se puede observar el video original, el video 
original en escala de grises, la varianza, el background y el foreground tanto en 
escala de grises como en binario. (Fig.20). 
 
 
 
 
   
Fig.20 Interfaz de visualización de resultados Frame Difference. 
Fig.21 Interfaz de visualización de resultados Running Gaussian 
Average. 
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CONCLUSIONES 
 
Actualmente, hay múltiples métodos de extracción de fondo. Habiendo 
estudiado en profundidad los cuatro académicamente más interesantes, y a su 
vez más utilizados, es difícil escoger un algoritmo como claro vencedor, ya que 
las ventajas e inconvenientes de algunos de ellos son bastante 
complementarios. Es decir, en los algoritmos con un coste computacional más 
elevado, una elección correcta de los parámetros de entrada puede estimar 
mucho mejor el fondo. Por otro lado, los algoritmos computacionalmente más 
eficientes también presentan resultados más que aceptables, sobre todo en 
entornos indoor. 
 
Una de las preguntas que surgían antes de empezar con este proyecto era la 
viabilidad de lidiar con algunos de los problemas de entornos exteriores, como 
el movimiento de objetos que deberían residir en el background, pero que sin 
embargo, debido a un movimiento continuo, pasan a formar parte, 
erróneamente, del foreground. La respuesta a esta pregunta es bastante clara. 
Aun sabiendo que en todos los casos y métodos estudiados sería necesario un 
pos procesado para eliminar todos estos objetos que no interesan en la 
imagen, el resultado obtenido con la mayoría de los métodos, eligiendo 
correctamente los parámetros de entrada para cada uno de los videos, es más 
que aceptable. 
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LÍNEAS FUTURAS 
 
El desarrollo de este proyecto se ha centrado en la implementación directa de 
los principales métodos de extracción de background a partir de otros ejemplos 
y documentación existente para un uso docente. Como principal cambio a 
añadir, constaría la posibilidad de añadir algunos métodos interesantes como 
KDE y Median Filter, que por cuestiones de tiempo no han podido ser 
implementados. 
 
Por otra parte, se podría añadir al proyecto una opción de pos procesado de la 
imagen que permitiera al estudiante ver el resultado final de los objetos de 
interés, además de un posible contador de los objetos de la imagen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.21 Interfaz principal de la aplicación con los dos nuevos metodos 
a estudiar. 
Fig.22 Ejemplo de pos procesado de la imagen. 
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Estos cambios demuestran que sigue habiendo una investigación y un 
desarrollo detrás de estas técnicas de substracción de fondo y seguramente 
acabe resultando en la propuesta de algún PFG en los próximos años. 
 
ESTUDIO DEL IMPACTO MEDIOAMBIENTAL 
 
En el desarrollo de este proyecto solo se ha utilizado un ordenador, por lo que 
el impacto medioambiental de éste no va más allá del propio consumo del 
aparato. 
 
El producto desarrollado tampoco requiere empaquetado ni distribución física, 
al ser distribuido por Internet. 
 
Además, la versión final del proyecto se ejecuta en el mismo ordenador. Por lo 
tanto, no ha creado apenas ningún impacto en el medio ambiente. 
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ANEXOS 
 
 
ANEXO 1: Código Frame Difference 
 
function [v1, v2, v3]=frame_difference(th) 
  
videoObj = VideoReader('v.avi'); 
  
  
nFrames = videoObj.NumberOfFrames; %Lee el n˙mero m·ximo de Frames del 
video 
h = videoObj.Height;                %calcular dimensiones del video 
w = videoObj.Width; 
%guardar en un array los frames del video con componentes RGB 
mov(1:nFrames) = struct('cdata', zeros(h, w, 3, 'uint8'), 'colormap', 
[]); 
for k = 1 : nFrames 
    mov(k).cdata = read(videoObj, k); 
end 
%definir primer Frame como Background 
bg= mov(1).cdata; 
%imshow(bg); 
%Pasar a escala de grises el Background 
bg_bw=rgb2gray(bg); 
%bag=rgb2gray(bg); 
%imshow(bg_bw); 
  
%definir un umbral 
%th = 30;  
  
  
% ----------------------- definir variables ----------------------- 
%nFrames 
  
fr_size = size(bg);              
width = fr_size(2); 
height = fr_size(1); 
fg = zeros(height, width); 
bfg = zeros(height, width); 
  
% --------------------- Procesar frames ------------------------------
----- 
v1=zeros(h,w,3,nFrames); 
v2=zeros(h,w,nFrames); 
v3=zeros(h,w,nFrames); 
  
for k = 1 : nFrames 
     
    fr = mov(k).cdata;       % leer cada frame 
    fr_bw = rgb2gray(fr);       % pasar a escala de grises cada frame 
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    fr_diff = abs(double(fr_bw) - double(bg_bw));   
     
    for j=1:width                 % si fr_diff > th se considera 
foreground 
        for l=1:height 
            if ((fr_diff(l,j) > th)) 
                fg(l,j) =fr_bw(l,j);  
                 bfg(l,j)=1; 
             else 
                 fg(l,j) = 0; 
                 bfg(l,j)= 0; 
            end 
        end 
    end   
     
    bg_bw = fr_bw; 
     
    figure(1),subplot(2,2,1),imshow (fr), title('Original'); 
    subplot(2,2,2),imshow(uint8(bg_bw)), title('Background'); 
    subplot(2,2,3),imshow(uint8(fg)),title('Foreground (Escala de 
grises)');   
    subplot(2,2,4),imshow(double(bfg)),title('Foreground (Binario)');  
       
   
    
    %M(k)  = im2frame(uint8(fg*255),gray);           % Pasar de frames 
a video 
    
    
    v1(:,:,:,k)=(fr); 
    v2(:,:,k)=(bg_bw); 
    v3(:,:,k)=double(fg); 
  
end 
  
  
%movie2avi(M,'V1_fd_25', 'fps', 30);           % guardar video 
%end 
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ANEXO 2: Código Approximate Median 
 
function [v1, v2, v3]=approximate_median(thresh) 
  
videoObj = VideoReader('v.avi'); 
%source = 
aviread('..\test_video\san_fran_traffic_30sec_QVGA_Cinepak'); 
% source = 
aviread('C:\Video\Source\traffic\san_fran_traffic_30sec_QVGA'); 
  
            
  
nFrames = videoObj.NumberOfFrames; %Lee el n˙mero m·ximo de Frames del 
video 
h = videoObj.Height;                %calcular dimensiones del video 
w = videoObj.Width; 
%guardar en un array los frames del video con componentes RGB 
mov(1:nFrames) = struct('cdata', zeros(h, w, 3, 'uint8'), 'colormap', 
[]); 
for k = 1 : nFrames 
    mov(k).cdata = read(videoObj, k); 
end 
%definir primer Frame como Background 
bg= mov(1).cdata; 
%imshow(bg); 
%Pasar a escala de grises el Background 
bg_bw=rgb2gray(bg); 
%imshow(bg_bw); 
  
%definir umbral 
%thresh = 25; 
  
% ----------------------- cargar variables de tamaÒo de frame --------
--------------- 
fr_size = size(bg);              
width = fr_size(2); 
height = fr_size(1); 
fg = zeros(height, width); 
bfg=zeros(height, width); 
  
% --------------------- procesar frames ------------------------------
----- 
  
v1=zeros(h,w,3,nFrames); 
v2=zeros(h,w,nFrames); 
v3=zeros(h,w,nFrames); 
  
for i = 2:length(mov) 
  
    fr = mov(i).cdata;  
    fr_bw = rgb2gray(fr);       % convertir frame a escala de grises 
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    fr_diff = abs(double(fr_bw) - double(bg_bw));  % operadores como 
double para evitar desvordamiento negativo 
  
    for j=1:width                 % si fr_diff > thresh el píxel es 
foreground 
         for l=1:height 
  
             if ((fr_diff(l,j) > thresh)) 
                 fg(l,j) =fr_bw(l,j);  
                 bfg(l,j)=1; 
             else 
                 fg(l,j) = 0; 
                 bfg(l,j)= 0; 
             end 
    %for i=i+10 
             if (fr_bw(l,j) > bg_bw(l,j))           
                 bg_bw(l,j) = bg_bw(l,j) + 1;            
             elseif (fr_bw(l,j) < bg_bw(l,j)) 
                 bg_bw(l,j) = bg_bw(l,j) - 1;      
             %end 
            end 
           end     
         end 
     
    
  
    figure(1),subplot(2,2,1),imshow(fr),title('Original');      
    subplot(2,2,2),imshow(bg_bw), title('Background'); 
    subplot(2,2,3),imshow(uint8(fg)),title('Foreground (Escala de 
grises)');   
    subplot(2,2,4),imshow(double(bfg)),title('Foreground (Binario)');  
     
     
   % v1(:,:,:,k)=uint8(fr); 
    %v2(:,:,k)=uint8(fr_bw); 
    %v3(:,:,k)=double(fg); 
    
    % M(i-1)  = im2frame((uint8(fg*255)),gray);             % guardar 
salida como video 
%     M(i-1)  = im2frame(uint8(bg_bw),gray);             % guardar 
salida 
%     como video 
  
end 
  
 %movie2avi(M,'V1_apm_5','fps',30);           % guardar video como avi     
%end 
 
  
Simulador de algoritmos de estimación de background con aplicaciones docentes    
 53 
ANEXO 3: Código Running Gaussian Average 
 
function [v1, v2, v3]=GAV(alpha, thresh) 
  
  
videoObj = VideoReader('v.avi'); 
% -----------------------  TamaÒo del frame ----------------------- 
  
nFrames = videoObj.NumberOfFrames;  
%Lee el n˙mero m·ximo de Frames del video 
h = videoObj.Height;                %calcular dimensiones del video 
w = videoObj.Width; 
  
%fr = source(1).cdata;           % lee el primer frame como background 
%fr_bw = rgb2gray(fr);     % convierte el background a escala de 
grises 
%fr_size = size(fr);              
%width = fr_size(2); 
%height = fr_size(1); 
%fg = zeros(height, width); 
%bg_bw = zeros(height, width); 
source(1:nFrames) = struct('cdata', zeros(h, w, 3, 'uint8'), 
'colormap', []); 
for k = 1 : nFrames 
    source(k).cdata = read(videoObj, k); 
end 
  
% ----------------------- TamaÒo del frame ----------------------- 
  
fr = source(1).cdata; % lee el primer frame como background 
fr_bw = rgb2gray(fr); % convierte el background a escala de grises 
fr_size = size(fr);  
width = fr_size(2); 
height = fr_size(1); 
fg = zeros(height, width); 
bg_bw = zeros(height, width); 
  
% --------------------- variables ----------------------------------- 
  
C = 1; 
M = 3; % n˙mero de componentes de background 
D = 2.5; % desviaciÛn positiva del threshold 
%alpha = 0.01; % Factor de aprendizaje (entre 0 y 1) 
%thresh = 0.25; % Umbral de foreground  
sd_init = 6; % desviaciÛn standard inicial  
w = zeros(height,width,C); % inicializar peso de array 
mean = zeros(height,width,C);% media de píxel 
sd = zeros(height,width,C); % desviaciÛn standard del píxel 
u_diff = zeros(height,width,C); % diferiencia de cada píxel con la 
media 
p = alpha/(1/C);  
rank = zeros(1,C);  
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% --------------------- inicializar componentes medias ----------- 
  
píxel_depth = 8; % resoluciÛn 8-bit  
píxel_range = 2^píxel_depth -1; % rango del píxel 
  
for i=1:height 
for j=1:width 
for k=1:C 
  
mean(i,j,k) = rand*píxel_range; % medias random (0-255) 
w(i,j,k) = 1/C;  
sd(i,j,k) = sd_init; % inicializar a sd_init 
  
end 
end 
end 
  
%--------------------- procesado de frames ---------------------------
-------- 
  
for n = 1:length(source) 
  
fr = source(n).cdata; % leer frame 
fr_bw = rgb2gray(fr); % convertir frame a escala de grises 
  
% calcular la diferencia del valor del píxel con la media 
for m=1:C 
u_diff(:,:,m) = abs(double(fr_bw) - double(mean(:,:,m))); 
end 
  
% actualizar componentes gaussianas para cada píxel 
for i=1:height 
for j=1:width 
  
match = 0; 
for k=1:C  
if (abs(u_diff(i,j,k)) <= D*sd(i,j,k))  
  
match = 1;  
  
  
% actualizar pesos, media, sd, p 
w(i,j,k) = 1;%(1-alpha)*w(i,j,k) + alpha; 
p = alpha/w(i,j,k);  
mean(i,j,k) = (1-p)*mean(i,j,k) + p*double(fr_bw(i,j)); 
sd(i,j,k) = sqrt((1-p)*(sd(i,j,k)^2) + p*((double(fr_bw(i,j)) - 
mean(i,j,k)))^2); 
else % píxel no coincide 
w(i,j,k) = 1;%(1-alpha)*w(i,j,k); % peso decrece 
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end 
end 
  
w(i,j,:) = w(i,j,:)./sum(w(i,j,:)); 
  
bg_bw(i,j)=0; 
for k=1:C 
bg_bw(i,j) = bg_bw(i,j)+ mean(i,j,k);%*w(i,j,k); 
end 
  
% si no hay coincidencias en las componentes, crea nuevo componente 
if (match == 0) 
[min_w, min_w_index] = min(w(i,j,:));  
mean(i,j,min_w_index) = double(fr_bw(i,j)); 
sd(i,j,min_w_index) = sd_init; 
end 
  
rank = w(i,j,:)./sd(i,j,:); % calcula rank del componente 
rank_ind = [1:1:C]; 
  
  
for k=2:C 
for m=1:(k-1) 
  
if (rank(:,:,1) > rank(:,:,m))  
% intercambiar max values 
rank_temp = rank(:,:,m);  
rank(:,:,m) = rank(:,:,1); 
rank(:,:,1) = rank_temp; 
  
% intercambiar max index values 
rank_ind_temp = rank_ind(m);  
rank_ind(m) = rank_ind(k); 
rank_ind(k) = rank_ind_temp;  
  
end 
end 
end 
  
% calcular foreground 
match = 0; 
k=1; 
  
fg(i,j) = 0; 
bfg(i,j)=0; 
while ((match == 0)&&(k<=M)) 
  
if (w(i,j,rank_ind(1)) >= thresh) 
if (abs(u_diff(i,j,rank_ind(1))) <= D*sd(i,j,rank_ind(1))) 
fg(i,j) = 0; 
match = 1; 
else 
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bfg(i,j) = 1; 
fg(i,j) = fr_bw(i,j); 
end 
end 
k = k+1; 
end 
end 
end 
  
  
figure(1),subplot(2,3,1),imshow(fr), title('Original'); 
subplot(2,3,2),imshow(uint8(fr_bw)), title('Original (Escala de 
grises)'); 
subplot(2,3,3),imshow(((sd/max(max(max(sd)))))), title('Varianza'); 
subplot(2,3,4),imshow(uint8(bg_bw)), title('Background'); 
subplot(2,3,5),imshow(double(bfg)), title('Foreground (Binario)'); 
subplot(2,3,6),imshow(uint8(fg)), title('Foreground (Escala de 
grises)'); 
  
  
  
  
  
 %F(n)= im2frame(uint8(fg*256), gray(256)); 
  
end 
  
 %movie2avi(F,'V1_GAV_25_001_025', 'fps', 30);   
  
%end 
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ANEXO4: Código Mixture of Gaussians 
 
function [v1, v2, v3]=mixture_of_gaussians(C,thresh, alpha) 
  
  
videoObj = VideoReader('v.avi'); 
% -----------------------  TamaÒo del frame ----------------------- 
  
nFrames = videoObj.NumberOfFrames;  
%Lee el n˙mero m·ximo de Frames del video 
h = videoObj.Height;                %calcular dimensiones del video 
w = videoObj.Width; 
  
%fr = source(1).cdata;           % lee el primer frame como background 
%fr_bw = rgb2gray(fr);     % convierte el background a escala de 
grises 
%fr_size = size(fr);              
%width = fr_size(2); 
%height = fr_size(1); 
%fg = zeros(height, width); 
%bg_bw = zeros(height, width); 
source(1:nFrames) = struct('cdata', zeros(h, w, 3, 'uint8'), 
'colormap', []); 
for k = 1 : nFrames 
    source(k).cdata = read(videoObj, k); 
end 
  
% ----------------------- TamaÒo del frame ----------------------- 
  
fr = source(1).cdata; % lee el primer frame como background 
fr_bw = rgb2gray(fr); % convierte el background a escala de grises 
fr_size = size(fr);  
width = fr_size(2); 
height = fr_size(1); 
fg = zeros(height, width); 
bg_bw = zeros(height, width); 
  
% --------------------- variables ----------------------------------- 
  
%C = 3; % N˙mero de gaussianas (notmalmente 3-5) 
M = 3; % n˙mero de componentes de background 
D = 2.5; % desviaciÛn positiva del threshold 
%alpha = 0.01; % Factor de aprendizaje (entre 0 y 1) 
%thresh = 0.25; % Umbral de foreground  
sd_init = 6; % desviaciÛn standard inicial  
w = zeros(height,width,C); % inicializar peso de array 
mean = zeros(height,width,C); % media de píxel 
sd = zeros(height,width,C); % desviaciÛn standard del píxel 
msd=zeros(height,width); 
u_diff = zeros(height,width,C); % diferiencia de cada píxel con la 
media 
p = alpha/(1/C);  
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rank = zeros(1,C);  
  
  
% --------------------- inicializar componentes medias y pesos -------
---- 
  
píxel_depth = 8; % resoluciÛn 8-bit  
píxel_range = 2^píxel_depth -1; % rango del píxel 
  
for i=1:height 
for j=1:width 
for k=1:C 
  
mean(i,j,k) = rand*píxel_range; % medias random (0-255) 
w(i,j,k) = 1/C;  
sd(i,j,k) = sd_init; % inicializar a sd_init 
  
end 
end 
end 
  
%--------------------- procesado de frames ---------------------------
-------- 
  
for n = 1:length(source) 
  
fr = source(n).cdata; % leer frame 
fr_bw = rgb2gray(fr); % convertir frame a escala de grises 
  
% calcular la diferencia del valor del píxel con la media 
for m=1:C 
u_diff(:,:,m) = abs(double(fr_bw) - double(mean(:,:,m))); 
end 
  
% actualizar componentes gaussianas para cada píxel 
for i=1:height 
for j=1:width 
  
match = 0; 
for k=1:C  
if (abs(u_diff(i,j,k)) <= D*sd(i,j,k))  
  
match = 1;  
  
  
% actualizar pesos, media, sd, p 
w(i,j,k) = (1-alpha)*w(i,j,k) + alpha; 
p = alpha/w(i,j,k);  
mean(i,j,k) = (1-p)*mean(i,j,k) + p*double(fr_bw(i,j)); 
sd(i,j,k) = sqrt((1-p)*(sd(i,j,k)^2) + p*((double(fr_bw(i,j)) - 
mean(i,j,k)))^2); 
else % píxel no coincide 
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w(i,j,k) = (1-alpha)*w(i,j,k); % peso decrece 
  
end 
end 
  
w(i,j,:) = w(i,j,:)./sum(w(i,j,:)); 
  
bg_bw(i,j)=0; 
for k=1:C 
bg_bw(i,j) = bg_bw(i,j)+ mean(i,j,k)*w(i,j,k); 
end 
  
% si no hay coincidencias en las componentes, crea nuevo componente 
if (match == 0) 
[min_w, min_w_index] = min(w(i,j,:));  
mean(i,j,min_w_index) = double(fr_bw(i,j)); 
sd(i,j,min_w_index) = sd_init; 
end 
  
rank = w(i,j,:)./sd(i,j,:); % calcula rank del componente 
rank_ind = [1:1:C]; 
  
  
for k=2:C  
for m=1:(k-1) 
  
if (rank(:,:,k) > rank(:,:,m))  
% intercambiar max values 
rank_temp = rank(:,:,m);  
rank(:,:,m) = rank(:,:,k); 
rank(:,:,k) = rank_temp; 
  
% intercambiar max index values 
rank_ind_temp = rank_ind(m);  
rank_ind(m) = rank_ind(k); 
rank_ind(k) = rank_ind_temp;  
  
end 
end 
end 
  
% calcular foreground 
match = 0; 
k=1; 
  
fg(i,j) = 0; 
bfg(i,j)=0; 
while ((match == 0)&&(k<=M)) 
  
if (w(i,j,rank_ind(k)) >= thresh) 
if (abs(u_diff(i,j,rank_ind(k))) <= D*sd(i,j,rank_ind(k))) 
fg(i,j) = 0; 
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match = 1; 
else 
bfg(i,j)=1; 
fg(i,j) =fr_bw(i,j); 
  
end 
end 
k = k+1; 
end 
end 
end 
  
  
 
figure(1),subplot(2,3,1),imshow(fr), title('Original'); 
subplot(2,3,2),imshow(uint8(fr_bw)), title('Original (Escala de 
grises)'); 
subplot(2,3,3),imshow((sd/max(max(max(sd))))), title('Varianza'); 
subplot(2,3,4),imshow(uint8(bg_bw)), title('Background'); 
subplot(2,3,5),imshow(double(bfg)), title('Foreground (Binario)'); 
subplot(2,3,6),imshow(uint8(fg)), title('Foreground (Escala de 
grises)'); 
  
  
 %F(n)= im2frame(uint8(fg*256), gray(256)); 
 %J(n)= im2frame(uint8(bg_bw), gray(256)); 
  
 v1(:,:,:,k)=(fr); 
    v2(:,:,k)=(bg_bw); 
    v3(:,:,k)=double(fg); 
  
end 
  
 %movie2avi(F,'V1_MoG_3_025_01', 'fps', 30);   
 %movie2avi(J,'BG_V1_MoG_3_025_01', 'fps', 30);   
  
%end 
 
 
