Given a Morse function f over a 2-manifold with or without boundary, the Reeb graph is obtained by contracting the connected components of the level sets to points. We prove tight upper and lower bounds on the number of loops in the Reeb graph that depend on the genus, the number of boundary components, and whether or not the 2-manifold is orientable. We also give an algorithm that constructs the Reeb graph in time O(n log n), where n is the number of edges in the triangulation used to represent the 2-manifold and the Morse function.
INTRODUCTION
We study Reeb graphs of Morse functions over 2-manifolds [13] . After motivating this topic and introducing the necessary definitions, we will state the results obtained in this paper.
Motivation. We are interested in the topology of smooth functions as a means to analyze and visualize intrinsic properties of geometric models and scientific data. Specifically, we study Reeb graphs, which express the connectivity of level sets. These graphs have been used in the past to construct data structures and user-interfaces for modeling and visualization applications. In computer-aided geometric design, Reeb graphs have been used to describe surface embeddings up to isotopy [18] . Applications of this idea include the evolution of teeth contact interfaces in the chewing process [17] . Multi-resolution versions of the Reeb graph have lead to data-base search methods for topologically similar geometric models [8] . In the interactive exploration of scientific data, Reeb graphs are used to efficiently compute level sets [9] . Reeb graphs can also function as a user-interface tool aiding the selection of meaningful level sets [2] . A more extensive discussion of Reeb graphs and their variations in geometric modeling and visualization applications can be found in [6] .
The first algorithm for constructing the Reeb graph of a smooth function over a 2-manifold is due to [16] . Given a triangulation representing the function over the 2-manifold, this algorithm may take time O(n 2 ), where n is the number of edges in the triangulation. An improvement of the running time at the cost of accuracy has been suggested in [8] . An O(n log n) time algorithm for loop-free Reeb graphs over manifolds of arbitrary but constant dimension has been described in [3] . For the case of 3-manifolds, this algorithm has been extended to include information about the genus of the level surfaces in [12] . In this paper, we focus on loops in Reeb graphs and study when they occur and how they can be constructed.
Definitions. Let M be a manifold with or without boundary. We are interested in smooth maps f : M → Ê, and for simplicity in generic such maps known as Morse functions, which are defined by the following conditions:
I. all critical points of f are non-degenerate and lie in the interior of M;
II. all critical points of f restricted to the boundary of M are non-degenerate; and III. f (x) = f (y) for all critical points x = y of f and its restriction to the boundary.
Compare this with the definition of a Morse function of a stratified space in the book by Goresky and MacPhearson [7, Section I.4] . A level set is the preimage of a constant value, f −1 (t). The Reeb graph of f is obtained by contracting the connected components of the level sets to points. An example for a 2-manifold without boundary is shown in Figure 1 . Branching in the Reeb graph occurs only at nodes Results. Denote the number of loops in the Reeb graph R of f by #loops = #loops f . This number is equal to the first Betti number, β1(R), which is the rank of the first homology group, H1(R). We have a continuous surjection from M to R in which the loops in M that map to different loops in R are neither contractible nor equivalent. It follows that the first Betti number of M bounds the one of R from above:
Depending on what M is, this bound may or may not be tight. We use combinatorial and topological arguments to get tight bounds for manifolds of dimension 2. According to the classification theorem of 2-manifolds, see eg. [10, 15] , a connected orientable 2-manifold M is either diffeomorphic to the sphere or the connected sum of g ≥ 1 tori, and a non-orientable 2-manifold N is diffeomorphic to the connected sum of g ≥ 1 projective planes. Denoting the sphere, the torus, and the projective plane by S, T, and P, we write M = S, T#T# . . . #T and N = P#P# . . . #P.
The Klein bottle is K = P#P, and each connected nonorientable 2-manifold is also diffeomorphic to the connected sum of an orientable 2-manifold with P or K. The genus is the maximum number of pairwise disjoint simple closed curves along which we can cut while keeping the manifold in one piece. For both families, the genus is equal to g. We have g = (2−χ)/2 in the orientable case and g = 2−χ in the non-orientable case. We get a 2-manifold with boundary by removing h ≥ 1 disks from one without boundary. Table 1 summarizes our results on the number of loops in the Reeb graph. To study the computational complexity of constructing a Reeb graph, we assume a piecewise linear representation of the 2-manifold and the Morse function. Letting n be the number of edges in the triangulation, we give an algorithm that constructs the Reeb graph in time O(n log n).
Outline. Sections 2 and 3 prove the bounds on the number of loops for orientable and non-orientable 2-manifolds with and without boundary. Sections 4 and 5 present the algorithm for constructing Reeb graphs for piecewise linear input data. Section 6 concludes this paper.
ORIENTABLE 2-MANIFOLDS
In this section, we prove tight upper and lower bounds on the number of loops in the Reeb graphs of Morse functions over orientable 2-manifolds with and without boundary.
Without boundary. Let M be a connected 2-manifold without boundary and f : M → Ê be a Morse function. A point of the Reeb graph R of f corresponds to a level set, and we refer to this point as a node if the level set passes through a critical point of f . The rest of the Reeb graph consists of arcs connecting the nodes. The degree of a node is the number of arcs that share the node. Since, by Condition III, all critical points have different function values, we have a bijection between the nodes of R and the critical points of f . A minimum starts and a maximum ends a family of contour cycles, which implies that they correspond to degree-1 nodes. A saddle either splits a single cycle into two or it merges two cycles into one, and in either case it corresponds to a degree-3 node. Higher degrees occur only for functions f that are not Morse.
We collapse degree-1 nodes and merge arcs across degree-2 nodes. Both operations preserve the homotopy type and thus the number of loops in R. This is illustrated in Figure  2 . Let R be the Reeb graph after collapsing and merging. Figure 1 , the graph after collapsing, and the graph after merging arcs.
Let 3 be the number of degree-3 nodes in R and note that 3 is even because 3 3 is twice the number of arcs.
Case 1. R has at least one loop. We can prove -either by induction or using the Euler formula for graphs -that the number of loops in R is
. We have k1 degree-3 nodes in R, and for each minimum and maximum we collapse a degree-1 node turning a degree-3 into a degree-2 node, which is then removed. Hence,
Since 3 is a nonnegative even integer, this covers the case in which M is the connected sum of g ≥ 1 tori.
Case 2. R has no loop and thus consists of a single node.
Since all other possibilities are covered in Case 1, M is the sphere.
By construction, #loops f is equal to the number of loops in R . In both cases, this number is equal to the genus:
Lemma A. The Reeb graph of a Morse function over a connected orientable 2-manifold of genus g without boundaries has g loops.
A topologist's approach to proving Lemma A would be to observe that thickening the Reeb graph gives a 3-manifold Q whose boundary is the 2-manifold M. Consider now the inclusion of the first homology groups, H1(M) → H1(Q). By Lefschetz duality and Poincaré duality, the rank of the kernel is half the rank of the domain. We have rank H1(M) = 2g and therefore rank H1(Q) = 2g − g = g, which is also the number of loops in the Reeb graph. Note that both proofs make little use of the properties of Morse functions, implying that Lemma A holds for more general but not for arbitrary continuous functions.
With boundary. Let M be a connected orientable 2-manifold of genus g with h ≥ 1 boundary components. The Euler characteristic is χ = 2 − 2g − h, which implies β1 = 2g + h − 1. The inequality (1) implies that this is also an upper bound on the number of loops. We complement this with a lower bound to get:
Lemma B. The Reeb graph of a Morse function over a connected orientable 2-manifold of genus g with h ≥ 1 boundary components has between g and 2g + h − 1 loops.
Proof. Let f be a Morse function over M. To prove the lower bound, we show that it is possible to close a hole without increasing the number of loops in the corresponding Reeb graph. Every boundary component is a circle and the restriction of f to that circle alternates between local minima and maxima. Let q be a maximum with neighboring minima p and r. If p = r, we glue the two arcs by identifying points with equal function values. Otherwise, assume f (p) < f(r) and let r be the point along the arc qp with f (r ) = f (r). Again we glue the arcs qr and qr by identifying points with equal function values. In both cases, the gluing starts from a single point and thus does not create any new loops (loops can only be removed). Indeed, the effect of the operation on the Reeb graph is either void or that of a zipper merging portions of two arcs starting at a common endpoint. By repeating the gluing operation we eventually remove the hole. After eliminating all h holes, we are left with a function over a 2-manifold without boundary. The genus is still g, so by Lemma A, the Reeb graph has g loops. By construction, the Reeb graph of f has at least that number of loops. The bounds in Lemma B are tight. To realize the lower bound of g loops, we start with a 2-manifold without boundary and cut h holes in sequence, such that no two boundary components meet a common contour cycle. To realize the upper bound of 2g + h − 1 loops we follow the recipe illustrated in Figure 3 . We start with a disk that hangs like a blanket over the back of a chair. We add g tunnels in sequence and finally add h − 1 strips at the bottom to increase the number of boundary components to h.
NON-ORIENTABLE 2-MANIFOLDS
In this section, we prove tight upper and lower bounds on the number of loops in the Reeb graphs of Morse functions over non-orientable 2-manifolds with and without boundary.
Without boundary. Each connected non-orientable 2-manifold without boundary is the connected sum of g copies of the projective plane: N = P#P# . . . #P. Recall that K = P#P is the Klein bottle and that g is the genus of N. The Euler characteristic of N is χ = 2 − g. We make use of a particular 2-sheeted cover of N obtained by doubling every point x ∈ N into a pair x and x , which we imagine as lying near x and locally on opposite sides of the non-orientable manifold. Figure 4 illustrates this construction for the Klein bottle. Two points x and y are near Table  2 illustrates the correspondence between the non-orientable and the orientable 2-manifolds. Let R be the Reeb graph of a Morse function over N. We have seen that R has degree-1 nodes corresponding to minima and maxima and degree-3 nodes corresponding to saddles. In the non-orientable case, we also have degree-2 nodes. The reason is that the level set containing a critical point of index 1 is a figure-8 which may contain an orientation-reversing circle. A picture of the local structure for this situation is given in Figure 5 . We call these critical points projective saddles since a neighborhood of the level set through such a point is the projective plane with two disks removed. The double covering M → N composed is not a Morse function since each critical point of f corresponds to two critical points of f at the same height. Let R be the Reeb graph of f . Even though f is not Morse, a small perturbation of f is Morse and the perturbation does not alter R . By Lemma A, the number of loops in R is equal to the genus of M, which is g − 1.
Contour cycles of f that do not contain critical points lift to two contour cycles of f . It follows that each arc of R gives rise to two arcs of R . A contour cycle of f that passes through a critical point which is not a projective saddle also lifts to two disjoint copies, hence gives rise to two nodes in R . Finally, a contour cycle that contains a projective saddle lifts to a single contour cycle, giving rise to a single node connected by four arcs to other nodes in R . Now suppose that R has e arcs, 2 degree-2 nodes corresponding to projective saddles, and other nodes. Then R has 2e arcs and 2 + 2 nodes. We have 1 − β1(R) = + 2 − e and therefore
Since β1(R ) = g − 1 we obtain β1(R) = (g − 2)/2, which implies:
Lemma C. The Reeb graph of a Morse function over a connected non-orientable 2-manifold of genus g without boundary has between 0 and
The bounds for the number of loops are tight. Note that for the projective plane, we have 2 = 1 and #loops = 0, independent of the Morse function. For general N, we get #loops = 0 by connecting g copies of P in a chain, as shown in Figure 6 but without boundary cycles. We get #loops = With boundary. Just as in the orientable case, a connected non-orientable 2-manifold N with boundary is characterized up to diffeomorphism by its genus g and the number h ≥ 1 of boundary components. Its Euler characteristic is χ = 2 − g − h. The inequality (1) implies that β1 = 1 − χ = g + h − 1 is an upper bound on the number of loops in the Reeb graph:
Lemma D. The Reeb graph of a Morse function over a connected non-orientable 2-manifold of genus g with h ≥ 1 boundary components has between 0 and g + h − 1 loops.
The bounds in Lemma D are tight. To see the lower bound take a Morse function over a non-orientable 2-manifold without boundary whose Reeb graph has no loop and cut h holes in sequence, such that no two boundary components meet a common contour cycle. To show that the upper bound is tight, we use the construction of Figure 3 and replace tunnels by double cross-caps and, if g is odd, add a single cross-cap at the top. As illustrated in Figure 6 , this is done so all projective saddles have smaller function values than the blanket at the left and right shoulders.
SWEEP ALGORITHM
In this section, we describe an algorithm that constructs the Reeb graph of a function f : M → Ê. We remain on an abstract level and defer implementation details to Section 5. The difference between Li and Li+1 can be understood by studying how the level set changes when it passes through pi+1. We distinguish between critical points of f and critical points of f restricted to the boundary of M.
If pi+1 is a minimum of f then Li+1 develops a new contour cycle. If pi+1 is a maximum of f then Li+1 loses one contour cycle. If pi+1 is a saddle, the evolution from Li to Li+1 is more complicated because it depends on the global and not just the local connectivity of the level set. Figure 7 illustrates the various cases that can occur. On the boundary, we have two cases per minimum and maximum. If pi+1 is a boundary minimum, then Li+1 either develops a new contour path or it splits a contour cycle or path open, as illustrated in Figure 8 . We have the symmetric cases for boundary maxima.
Abstract data type. We store a level set as a collection of contour cycles and paths. The sweep is translated into a sequence of operations manipulating this collection. These operations create, destroy, cut, and glue cycles and paths:
MkCycle and MkPath create new contour cycles and contour paths.
RmCycle and RmPath destroy old contour cycles and contour paths.
Cut splits a cycle open to a path or a path into two paths.
Glue connects two ends of a path to form a cycle or two ends of two different paths to form one path.
To determine the effect of a cut operation, we need to be able to tell a cycle from a path. Similarly, to determine the effect of a glue operation, we need to be able to tell whether two endpoints belong to the same or to two different paths.
Assuming that ability, we have an algorithm that constructs the Reeb graph of f : M → Ê by maintaining the level set during a sweep. Each interior minimum/maximum translates into a cycle creation/destruction, each interior saddle translates into two cut and two glue operations, and each boundary minimum/maximum translates into a creation/destruction or a cut/glue operation. In total, we have at most 4k operations.
PL IMPLEMENTATION
In this section, we make the sweep algorithm of Section 4 concrete by assuming a piecewise linear input representation. It applies to the case common in practice, in which a function is only probed at a finite set of locations.
PL representation.
A triangulation of a 2-manifold M is a simplicial complex K whose underlying space is homeomorphic to M; see eg. [1, 15] . Writing Vert K for the collection of vertices, we use a map ϕ : Vert K → Ê and define the function f over the 2-manifold M by linear extension over the simplices. It is clear that f is not smooth and thus definitely not a Morse function. We can, however, modify K and ϕ such that f has combinatorial properties that resemble the generic smooth properties of Morse functions. We need some definitions to explain this. The star of a vertex u consists of all simplices that share u, the link consists of all faces of simplices in the star that do not belong to the star themselves, and the lower link is the subset of the link induced by vertices with function value less than u:
We use the link and the lower link to classify the vertices into the various types of critical points we observe in the smooth setting. Consider first an interior vertex u. Its link is the cycle of edges and vertices surrounding u. We call u regular if the lower link is a non-empty connected segment of the link; in all other cases, u is critical. Specifically, u is a minimum if Lk−u = ∅, u is a maximum of Lk−u = Lk u, and u is a k-fold saddle if Lk−u consists of k +1 ≥ 2 components along the link. This is illustrated in Figure 9 . Consider Figure 9 illustrates only the simple cases. Non-simple cases reduce to simple ones. For example, a k-fold saddle can be split into k simple saddles, as described in [5] . Similarly, a boundary minimum/maximum with more complicated lower link than shown in Figure 9 can be split into simple (interior) saddles and a (simple) boundary minimum/maximum. Note that we just eliminated the rightmost two cases in Figure 8 . The corresponding smooth operation bends M a little near the boundary and thus creates a saddle right next to the boundary minimum/maximum. In addition to having all non-simple critical points split into simple ones, we assume
PL algorithm. The combinatorial structure of the piecewise linear representation of f is now simple enough to allow a direct implementation of the sweep algorithm, which processes the vertices of K in the sequence of increasing function values. A generic level set consists of finitely many contour cycles and contour paths. We store each cycle as a cyclic list and each path as a linear list of edges in K. These edges carry the vertices of the contours, and the triangles between them carry their edges. We now discuss how the collection of cyclic and linear lists changes as we pass through a vertex u of K. If u is regular, we just replace its descending edges (which all belong to a single list) by its ascending edges. In addition to the operations listed in Section 4, we therefore need the following two:
Delete removes an edge from a cyclic or linear list.
Insert adds an edge to a cyclic or linear list.
Similarly, if u is critical, we remove its descending edges and add its ascending ones. However, now the level set changes its topology, which is reflected by structural changes in the collection of lists caused by the cut and glue operations, as described in Section 4. To identify structural changes, we use yet another operation:
Find determines the list that contains a given edge of K.
The effect of the cut and glue operations is determined by finding the lists from which the descending edges are removed and to which the ascending edges are added. By restriction to simple critical vertices, these edges belong to either one or to two lists. The corresponding local pieces appended to the Reeb graph are shown in Figure 10 . Data structure and analysis. To implement all operations efficiently, we represent each list (cyclic and linear) as a balanced search tree [4] . Each insertion and deletion takes time at most logarithmic in the size of the list. Finding a given edge is implemented by walking upward to the root of the tree, which also takes at most logarithmic time. Finally, cut and glue operations are implemented by splitting and concatenating trees. Here it is important that each list is marked as either cyclic or linear, because cutting a linear list translates into splitting to generate two linear lists, while cutting a cyclic list translates into splitting and concatenating the two pieces to generate a single linear list. Similar distinctions have to be made when we glue two ends of one or two linear lists. Standard balanced search trees support split and concatenate operations again in logarithmic time. The randomized search trees developed by Seidel and Aragon [14] are particularly well suited for our purposes because they lend themselves to rather simple implementations of all necessary operations. Furthermore, experiments indicate that they outperform all alternative data structures in practice.
To give a bound on the running time of the above algorithm, we let n be the number of edges in K. Note that K contains fewer than n triangles and fewer than n vertices. We use n insertions, n deletions, and 2n find operations to process all edges. Furthermore, we use at most two cut and two glue operations per vertex. Each operation takes time at most O(log n), adding up to a total time of at most O(n log n) to construct the Reeb graph of f . If we use randomized search trees we get the same running time but only in the expected and not the worst case.
DISCUSSION
In this paper, we study Reeb graphs of Morse functions over 2-manifolds with and without boundary. The number of loops is these graphs depends on the topology of the 2-manifold and sometimes but not always on the Morse function. We prove tight upper and lower bounds on the number of loops and give an O(n log n) time algorithm to construct a Reeb graph. It would be interesting to prove that O(n log n) is indeed optimal or, alternatively, to improve the algorithm. Maybe one of the lower bounds in [11] can be extended to prove the optimality of our algorithm.
Our understanding of Reeb graphs for 3-manifolds is much less developed. It is no longer true that the number of loops for an orientable manifold without boundary is independent of the function. For example, a 3-torus can have zero or one loop in the Reeb graph. Furthermore, the existence of a Heegard decomposition shows that every 3-manifold has a Morse function whose Reeb graph is a tree. We also have no algorithm for constructing the Reeb graph of a Morse function over a 3-manifold that runs in time less than quadratic in the size of the representing triangulation.
