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Abstract
A dispersion relation analysis is applied in this thesis to infer the constitutive equation
and corresponding physical parameters of the Arctic ice. When the source spectrum
frequency is below 100 Hz, only the zero-order SH, longitudinal and flexural waves will
be excited in the Arctic ice plate, so only the dispersion relations of those three wave
modes are available for the inversion. The zero-order SH wave is nondispersive and
the longitudinal wave is nearly non-dispersive, while the flexural wave is dispersive.
Different inversion strategies are proposed for different waves: for a nondispersive
wave, the wave speed can be measured as long as we know the travel time from the
source to the receiver and the distance between them; for a dispersive wave, the wave
speed can be inverted by matching the dispersion relations of the experimental data
and synthetic data generated via SAFARI. The wavelet transform is applied here to
extract the dispersion relation of the flexural wave. The wavelet transform provides
shorter time windows for the high frequency portion of the signal and longer time
windows for the low frequency portion of the signal, and fits the dispersive nature of
the wave.
The inversion strategies are used to estimate the compressional and shear wave
speeds (3368 m/s and 1800 m/s respectively) of an Arctic ice floe from the CEAREX
89 experimental data. Since the exact source locations were unknown for this exper-
iment, a time-domain searching method is proposed and the results are satisfactory.
The inversion strategies are also applied to invert the compressional, SH, and SV
wave speeds (3450 m/s, 1564m/s and 1350 m/s respectively) of an Arctic first year ice
floe from the Resolute 92 data. The statistically significant difference between the SH
and SV wave speeds is investigated. The result shows the transverse isotropic model
is more feasible for this ice plate and a set of five elastic constants for the model is
inverted. In addition, a transition of the flexural wave dispersion curve is observed
between 20 to 30 Hz. The modeling results show both periodic added-masses and
periodic cracks could be the causes for the transition, and the length scale of the
period is about 27 meters.
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Chapter 1
Introduction
1.1 Background and Motivation
Research into sea ice can be classified into four categories according to the length
scale [38]:
* Geophysical scale[50]: The scale of interest would be 10 km to 100 km. The
sea ice is a thin, fragile, dynamic, solid layer that forms under the thermo-
dynamic conditions that occur near the poles. Being a mechanical as well as
thermal barrier between ocean and atmosphere, ice suppresses the exchanges
of kinetic energy, heat, water vapor, and salt between the two media. Ex-
perimental research issues in this category are environmental forcing, regional
deformation, and satellite or air determination of floe sizes, types, concentra-
tion. Modeling research issues are statistical measures, constitutive models and
particle simulations.
* Floe scale: Typical scale of interest would be 10 cm to 1 km. Experimental
research issues in this category are in-situ stress, controlled loading, controlled
fracture, natural fracture, acoustical monitors, property gradients, ridging and
consolidation. Modeling research issues are constitutive law, nonlocal contin-
uum damage, size scale effects and flaw distribution.
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* Laboratory scale[34]: Typical scale of interest would be 1 cm to 1 m. This
category of research is primarily based on experiments in the laboratory. The
goals are to establish the basic theory applicable to ice mechanics, to define
the various mechanical properties that have to be measured, and to provide a
framework for the solution of practical problems. Since ice displays a wide range
of behavioral characteristics, from elasticity and brittle fracture to ductility
and plastic yielding, it is important to have a good appreciation for the various
theories that might apply in different ranges of behavior. Experimental research
issues in this category are multiaxial loading, cycle loading, bending/buckling
tests and fracture tests. Modeling research issues are microcracking, effective
modulus, constitutive law and crack initiation/propagation.
* Internal structure scale[52]: Typical scale of interest ranges between 1 mm
and 10 cm, with an occasional glimpse at a scale of 10-10 m. The research fo-
cuses on how the sea ice structure develops and how it affects the bulk properties
of the ice.
An important research topic across the four categories is the constitutive equation
of the sea ice. In this regard, the floe scale of research is of particular interest because
it provides an unique way to approach the problem. On one hand, it is the snapshot
of the geophysical scale. If the geophysical model gives us a dynamic view of the
system, then the picture presented via the floe scale model is relatively static. If we
consider the geophysical model as a complicated and thus a difficult one, then the
floe scale model is its simplified and solvable version. On the other hand, the floe
scale model is based on ideas from the laboratory scale and internal structure scale
research. An ideal floe scale model of the sea ice system should demonstrate the
key physical properties of the sea ice observed by the laboratory scale and internal
structure models.
One way to construct the constitutive equation for the sea-ice in the floe scale
research is acoustic remote sensing. With this method, the sea-ice system is modeled
as a seismo-acoustics system; the ice is modeled as an elastic plate, the water is
16
modeled as an acoustic medium, and the atmosphere is modeled as a vacuum half
space. Therefore, the constitutive equation obtained through the acoustic remote
sensing is within the seismo-acoustics framework.
The constitutive equation within the seismo-acoustics framework is important be-
cause the seismo-acoustic model can find a wide range of applications. Environmental
and national security issues have been the major driving forces of the research. Here
I give three examples.
The seismo-acoustic wave propagation can be used to monitor the global climate
change. The main idea is to detect the global climate change by measuring the travel
time of the sound wave in the Arctic Ocean over a long range in the Arctic Ocean.
Because one of the factors determining the acoustic wave speed in the Arctic Ocean
is the temperature. The cooler the temperature over a period of time, the slower the
sound wave will travel in the water.
Since the early 1960s, i.e., during the Cold War era, the Arctic Ocean has also
been of strategic importance. During this period there was enormous interest in
understanding issues related to long-range submarine detection and identification in
the Arctic region. Because of the upward refracting nature of the sound velocity profile
in the Arctic ocean waveguide, any signal propagating over long distance repeatedly
interacts with the ice floe and carries information about the ice[21].
Arctic ambient noise below 100 Hz is believed to be dominated by ice cracking and
ridging activities, which radiate sound into the water. Understanding the physical
mechanisms of noise generation would greatly improve the modeling of ambient noise
at low frequency.
Therefore, the research on the constitutive equations corresponding to seismo-
acoustic model is theoretically important and practically desired.
17
1.2 Objectives and Approach
1.2.1 Objectives
Focusing on the constitutive equation issue, my objectives in this research are:
1. Invert the elastic parameters of the Arctic ice;
2. Investigate the anisotropy of the Arctic ice;
3. Test whether the isotropic elastic model is feasible for the Arctic ice.
1.2.2 Approach
In this research, both the real data and synthetic data generated via SAFARI[44]
as well as OASES[45] are processed in an interactive way. First, the synthetic data
are used to help us understand the physics of the wave propagation in the ice and
to test the inversion strategies. Secondly the real data are analyzed. From the
inversion results, we modify and improve our view of the wave propagation in the
Arctic ice. Then more sophisticated models are used to generate synthetic data,
which are compared with the real data again to invert the corresponding parameters
with the new models.
Therefore, in this process, the models and the synthetic data generated by the
models are powerful tools to help us to understand the real world; while the real
world provides us the resources to propose models. There is no end to this process.
Our understanding of the real world is approaching the reality but never reaches the
reality. However, from the viewpoint of problem-solving, we can't wait to solve the
problem until we fully understand the reality. We have to take actions as soon as we
have a relatively reasonable view of part of the reality.
Guided by this philosophy, I approach the problem in the following steps:
* Model the ice as an isotropic elastic plate, derive the frequency-wavenumber
domain solutions of the ice water system for different sources;
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* Analyze the dispersion relations of the forcing waves of the fluid-loaded plate,
discuss the effect of each physical parameter to the dispersion, and then propose
the inversion strategy;
* Develop three different time-frequency distribution methods (Short-Time Fourier
Transform, Wavelet Transform and Wigner Distribution) to obtain the disper-
sion relation from experiment data;
* Invert the compressional and shear wave speeds from the CEAREX 89 experi-
ment data;
* Invert for elastic parameters from the Resolute 92 experiment data and inves-
tigate the anisotropy of the ice.
1.3 Previous Work
This study represents a combined effort in the following three separate fields:
* Wave propagation in the fluid-loaded plate system;
* Time-frequency domain distribution methods;
* Ice parameter inversion.
In this section we will review previous work in each of the above disciplines.
1.3.1 Wave-Propagation in the Fluid-Loaded Plate System
The wave propagation in fluid-loaded, infinite, isotropic elastic plates has been studied
extensively and is pretty well understood.
Historically, different models of the plate have been used. Some researchers used
either classical [17, 7] or Timoshenko-Mindlin models [36, 14, 49], which permit only
zero order antisymmetric (e.g., flexural) wave to exist. Other applied Lyamshev's the-
ory [27] in combination with classical [17, 27], Timoshenko-Mindlin [41], or modified
19
Timoshenko-Mindlin theories [54, 55], to account for at least the zero order symmetric
Lamb mode of the free plate (the longitudinal wave) as well as one or more antisym-
metric modes. At the same time, full elastic modeling has been investigated in great
detail, too. Langley [24, 23] derived the complete acoustic field (pressure fluctuations
in the fluids and displacements in the plate) of a harmonic monopole source in the
fluid, and by invoking reciprocity, the sound fields in the fluid of an harmonic point
force applied somewhere within the plate were found.
Even though intensive research has been done in this field, most have concentrated
on the response to transverse applied forces (point or line sources), partly because
they are frequently encountered; and partly because they can be treated as a 2-D
problem, which is simpler than the 3-D one mathematically. Schmidt and Krenk
[43] defined a new set of three potentials for the 3-D wave propagation problem with
which the potentials satisfied the uncoupled homogeneous scalar wave equations. The
closed form solution of the fluid-loaded plate under horizontal force can be derived
with this set of potentials.
Theoretically the full elastic modeling of the plate will give more accurate results
than approximate theories, but the solution in integral form is too complicated to
interpret, so that it is hard to get the physical insight into the problem. This probably
is the reason that research on both full elastic and approximate solutions exists.
In this thesis, the dispersion relations derived from both the full elastic theory
and the thin plate theory will be compared. In most of the thesis, I will use the full
elastic theory; but because of its simplicity, I will apply the thin plate theory in the
analysis of the dispersion relation of the fluid-loaded plate with periodic added-mass
or periodic crack.
1.3.2 Time-frequency Domain Distribution Methods
Time-frequency distribution methods have long been used to construct dispersion
relation. As early as 1969, Dziewonski, Bloch and Landisman [10] used "multiple
filter technique" (with constant Q) to study the variation of the amplitude (or energy)
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of a signal as a function of velocity (time) and period (frequency), and recovered the
dispersion relation. Other time-frequency methods (Wigner distribution [12, 11, 51],
pseudo-Wigner distribution [58], Short-time Fourier transform [35]) have been used
to get the dispersion relation.
General reviews of the time-frequency distribution methods can be found in [6, 19].
Here we will concentrate the wavelet transform, a new time-frequency distribution
method.
Wavelet theory has been developed as a unified framework only recently, although
similar ideas and constructions took place as early as the beginning of the century.
The name "wavelets" was coined approximately a decade ago. Morlet, Grossmann,
Meyer built strong mathematical foundations around the subject and named their
work Ondelettes(wavelets). It was Daubechies [8] and Mallat [29, 28] who first pro-
vided the unifying concepts necessary for a general understanding of wavelets.
In the last ten years interest in wavelets has grown at an explosive rate. There are
several reasons for their present success. On the one hand, the concept of wavelets
can be viewed as a synthesis of ideas which originated from engineering(subband cod-
ing), physics(coherent states, renormalization group), and pure mathematics(study of
Calderon-Zygmund Operators). As a consequence of these interdisciplinary origins,
wavelets appeal to scientists and engineers of many different backgrounds. On the
other hand, wavelets provide a fairly simple mathematical tool with a great variety of
possible applications. They have already led to exciting applications in signal process-
ing, computer vision and numerical analysis(fast algorithms for integral transforms);
many other applications are being studied.
As a time-frequency distribution method, the wavelet transform is an extension of
the Short-time Fourier transform. The uncertainty principle (Heisenberg inequality) is
the key reason for the difference, which states that one can only trade time resolution
for frequency resolution, or vice versa. For the STFT, once a window has been
selected, the time-frequency resolution is fixed over the entire time-frequency plane
(since the same window is used at all frequencies). For the wavelet transform, the
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time resolution increases with the central frequency of the analysis filter.
Focusing on the relation between wavelets and signal processing, Rioul and Vetterli
wrote a good review and tutorial paper [40] about the wavelet transform. A detailed
introduction to the wavelet transform can be found in [9].
In the acoustics community, most of the work related to wavelets concerns voice
recognition, where the wavelets serve as a package of basis functions. A voice could be
identified according to its projection in the space constructed by the basis functions.
A time-scale version of wavelet transform [39] was applied to the analysis of the
transient flexural vibrations of an impact excited uniform beam.
1.3.3 Ice Parameter Inversion
Although the mechanical properties of sea ice have been extensively studied [30], very
little work has been done to determine the low frequency elastic properties of the Arc-
tic ice in situ. Until recently, actual measurements have been limited to some early
wave speed measurements in freshwater lake ice and data obtained from small scale
laboratory experiments. As a result, determinations of the low frequency properties
of the Arctic sea ice were largely inferred from other ice environments or extrapolated
from high frequency laboratory and in situ data. Results obtained by such a combi-
nation of extrapolation and inference may accurately represent the characteristics of
seismo-acoustic propagation at high frequencies, but it is questionable whether these
values may be translated to reflect low frequency behavior as well. At low frequencies
and long wavelengths, macroscopic discontinuities, such as cracks and ridges in an
Arctic ice plate, may reduce propagation speed[35].
In the last decade, several investigators have obtained values for the elastic pa-
rameters of the Arctic ice at low frequencies. In 1986 Stein [48, 47] estimated values
for shear and compressional speeds and attenuation from hydrophone data collected
at two Arctic sites. In 1989 Brooke and Ozard [5] completed a detailed study of the
elastic properties of sea ice based on measurements in the Slidre Fjord of Canadian
Archipelago in 1986 and 1987. In 1990, Miller [35] inverted the Arctic Ice parameters
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based on geophone data recorded during the PRUDEX 87 experiment, and observed
the unexpected SH wave. In 1994, Yang et al,[56, 57] studied geophone data collected
in a very smooth Arctic ice floe and found two dispersion curves corresponding to
the flexural wave, although they did not give a firm interpretation of the phenomena.
They guessed there probably existed two effective shear wave speeds in the ice.
The previous inversions were all based on assuming the Arctic ice was an isotropic,
elastic plate. In this thesis, I will consider the Arctic ice as an isotropic plate first,
and then consider it as a transverse isotropic elastic plate. The relation and difference
between those two models will be discussed.
1.4 Overview of the Thesis
In Chapter 2, the dispersion relation of the fluid-loaded isotropic plate is discussed.
Physically, the dispersion relation is determined by the physical properties of the
system and the boundary conditions. Mathematically, the dispersion relation is an
expression of the eigenfunction of the system. It should be pointed out that when the
source spectrum frequency is under 100 Hz, only the zero-order SH, longitudinal and
flexural waves will be excited. Therefore only the dispersion relations of those three
modes are available for the inversion. The zero-order SH wave is a non-dispersive wave
and travels at the shear wave speed. The longitudinal wave is nearly nondispersive,
and its velocity is determined by both the compressional and shear wave speed. The
flexural wave is dispersive, and its velocity is determined primarily by the shear wave
speed, the thickness of the ice and the frequency. The flexural wave is an interface
wave between the ice and water, with high frequency and /or large thickness, it will
approach the propagation characteristics of the Scholte wave. Three time-frequency
domain distribution methods (Short-time Fourier transform, Wavelet transform and
Wigner Distribution) will be applied in the analysis. The properties of those methods
are studied. Synthetic data generated via SAFARI are used to test and compare those
three methods.
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A source spectrum independent inversion method is proposed in Chapter 3. For
the fluid-loaded plate system, the sensitivity of a cost function to different parameters
of the system is studied. The method is tested with the synthetic data.
In Chapter 4, the elastic parameters are inverted from the CEAREX 89 experi-
ment data. A time-domain searching method is proposed to locate the source. The
longitudinal wave speed is estimated from the both the geophone and hydrophone
data. The shear wave speed is inverted by matching the dispersion relations obtained
through the wavelet transforms of the real data and synthetic data. The results of
the other two time-frequency distribution methods are also compared with that of
the wavelet transform.
In Chapter 5, we analyze the Resolute 92 experiment data. The longitudinal and
SH wave speeds are estimated from the measurements of the travel time from the
source to receiver and the distance between them. The SV wave speed is inverted
through the wavelet transform of the vertical component of the geophone data, where
the flexural wave is dominant. The statistically significant difference between the SH
and SV wave speeds suggests that the transverse isotropic model is more feasible for
this ice floe. A set of five independent elastic constants is selected for the transverse
isotropic model to generate the synthetic data via OASES. The longitudinal, SH
and SV wave speeds measured from the synthetic data match with those from the
experiment data. Also, a transition of the dispersion curve between 20 to 30 Hz
is observed. The possible reasons for this phenomena are discussed, including the
periodic added masses and periodic cracks.
The responses of the fluid-loaded isotropic plate system to different sources are
given in Appendix A.
The thesis is concluded with a summary and suggestions for future work.
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Chapter 2
Dispersion Relation Analysis
2.1 Introduction
In a linear wave propagation system, any wave motion pattern can be decomposed
into the linear combination of different wave modes. In each wave mode, if the high
frequency portion signal travels in different speeds from the low frequency portion
signal, the mode is called a dispersive mode. Otherwise, if the wave speed is inde-
pendent of the frequency, the mode is called a non-dispersive mode. The relationship
between the wave speed and the frequency is called the dispersion relation.
Mathematically, the dispersion relation is an expression of the eigenfunction of
the wave propagation system.
Physically, the dispersion relation is determined by the following factors:
* Dispersive or Nondispersive Medium: If a point source is put in a homo-
geneous, isotropic and nondispersive infinite seismo-acoustic space, then only
nondispersive waves will be stimulated. If the medium is dispersive, then dis-
persive waves are excited.
* Geometry: The geometry of the waveguide guides the wave path and direction,
which in turn influences the wave speed and its relationship with the frequency.
* Physical Properties of the Medium: For example, in the ice-water system,
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the traveling speeds are closely related to the compressional and shear wave
speeds of the ice and the sound speed in the water.
Therefore, given information about the acoustic source, the dispersion relation is a
reflection of the physical and geometrical properties of the wave propagation medium.
Hence, it is often possible to invert some properties of the medium through the
dispersion analysis.
In reality, the dispersion relation can be measured through time-frequency dis-
tribution methods, which give the energy distribution of a wave propagation system
in the time-frequency domain. If we note that the group velocity, one of the wave
speeds, can be interpreted as the energy wave speed, and if we know the distance
between the source and the receiver, then the group velocity can be regarded as the
distance divided by the travel time. Therefore, as long as we know the time-frequency
distribution and the distance, we can obtain the energy distribution in the group ve-
locity vs frequency domain, and we can get a dispersion curve which expresses group
velocity as a function of frequency.
Since the dispersion relation is not only measurable but also a representation of
the eigenfunction of a wave propagation system, it has been widely applied to invert
the physical parameters in geophysical and ocean-acoustics areas.
In this chapter, the dispersion relation for the ice-water system is discussed, and
three time-frequency distribution methods are applied to the synthetic data generated
via SAFARI. Comparisons of the performance of the methods are then presented.
2.2 Dispersion Relation of the Ice-Water System
As we discussed in the previous section, one factor that determines the dispersion
relation of a system is the source pattern. Before we move on to the dispersion
relation, we have to specify the source pattern. Here, the dispersion relation of the
ice-water system under non-axisymmetric source excitation is discussed. We focus on
this system because
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* As shown in Appendix A, an axisymmetric source will excite P wave, SV wave
and sound wave in the water. In addition to P wave, SV wave, the sound wave
in the water, a non-axisymmetric source will excite the SH wave; which provides
us the opportunity to investigate the transverse isotropy of the ice.
* The characteristic equations of the ice-water system under a non-axisymmetric
source are consisted of the characteristic equation of the system under axisym-
metric sources and the characteristic equation of the SH wave.
It is also shown in Appendix A that P wave, SV wave and sound wave in the
water are coupled with each other, and the SH wave is not related with them. There-
fore we can work on the characteristic equation of the SH wave first, then move to
another equation, which in reality is the characteristic equation of the system under
an axisymmetric source excitation.
This section is organized as follows: the phase velocity and the group velocity
concepts are introduced first, followed by the discussion of the SH wave. Then we
move to the characteristic equation of the ice-water system under an axisymmetric
excitation. The effect of the sound water in the water is studied with the comparison
between the plate with no fluid loading and the fluid-loaded plate. Finally P-wave
and SV wave effects are investigated in detail.
2.2.1 Phase Velocity and Group Velocity
Consider a one dimensional wave propagating in the positive x direction:
y = A cos(kx - wt) = A cos k(x - t). (2.1)
If we designate the argument of Eq.(2.1) as the phase 0, where
= kx - wt = k(x - ct), (2.2)
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then we may note that for increasing time, increasing values of x are required to
maintain the phase constant. The propagation velocity of the constant phase is c,
defined as the phase velocity.
Now consider the case of one-dimensional propagation, in which the displacement
y(x, t) is the sum of two infinite harmonic wave trains of equal amplitude A, but real
wave numbers k and k', and phase velocities c and c', differing by only 6k and c,
respectively. Then,
y(x, t) = A cos[k(x - ct)] + A cos{(k + 6k)[x - (c + 6c)t], (2.3)
or
(x,t) = 2A cos k(x - ct) + (k + 6k)[x - (c + c)t]
2
k(x - ct) - (k + 5k)[x - (c + Jc)t] (2.4)
cos (2.4)2
Taking the incremental quantities to their limit, Eq.(2.4) reduces to:
y(x, t) = 2Acos A (x - cgt) cos k(x - ct), (2.5)
where
dw dc
cg = dk = c + k dc (2.6)
y(x, t) in Eq.(2.) is a simple wave group, and cg in Eq. (2.i is the wave group velocity.
It represents at any instant t, a wave train of wavelength ' whose amplitude varies
sinusoidally, slowly with x over a long wavelength of 4. Therefore, as this train moves
forward, its shape changes. It does, however, have a periodic nature. The amplitude
of the wave train moves with speed cg, and is in effect an envelope of the wave train.
So, Eq. (2.A) represents a carrier with frequency w and a modulation with frequency
cgdk/2.
The velocity of the high-frequency carrier may actually be greater than, equal to,
or less than the velocity c. Whichever occurs will depend on the dispersion situation
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for the wave propagation system. For the various cases, we will have
c > cg: waves will appear to originate at the rear of the group, travel to the
front and disappear;
* c = cg: no relative motion of the group and carrier occurs and the group travels
along without distortion of the wave shapes;
* c < cg: waves will appear to originate at the front of the group, travel to the
rear and disappear.
Relation between group velocity and the velocity of energy transmission
Forming energy density from Eq.(2.4), we find:
E = = 4pw2A2 cos2[ (x - cgt)] sin2[k(x - ct)] + O(dk). (2.7)
Taking the time average of this expression over several periods T, during which the
modulation does not change much, we find
2 dk(E) _2p 2 A2 cos2[ (x - t)], (2.8)2
which suggests the time-averaged energy density propagates with the velocity CE =
C dw9 dk-
It should be pointed out here the energy-traansport velocity and the group velocity
for any wave type are equal in elastic' edia; but for an attenuating medium, the
concept of group velocity is not applicable, but energy-transport velocity defined
and is a useful parameter.[53]
2.2.2 SH Wave
Characteristic Equation
In Appendix A, the characteristic equation for the SH wave for the fluid-loaded
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plate is given as
p sinh h = 0, (2.9)
which is only related to the shear wave speed and the thickness of the ice, and is
independent of the compressional wave speed and the sound speed in the water.
Furthermore, the characteristic equation will be the same for the SH wave with and
without fluid loading because none of the physical properties of the water appears in
this equation.
For the zero-order mode, the solution of the Eq. (2.9) is
(2.10),= + k 2 = O. )C.2
or
c = Cs, (2.11)
which means the phase velocity of the zero-order SH wave is the shear wave speed and
is independent of the frequency. Therefore, the zero-order SH wave is nondispersive.
Cutoff Frequencies
In the Eq. (2.9), set k = 0, we get
sin =0, (2.12)
Cs
or
nrC,
= n , n = 0, 1, 2,..., oo. (2.13)
If we assume the shear wave speed of the Arctic ice is 1700 m/s, and the thickness
of the ice is around 3 meters, then the cutoff frequency for the first-order SH wave
mode is around 283 Hz. For the first year Arctic ice, the SH wave speed is around
1560 m/s and the thickness of the ice is around 1.7 meters, so the cutoff frequency
for the first-order SH wave mode is around 459 Hz. In the data we will analyze, the
frequency band of the signal is from 0 to 100 Hz, so only the zero-order SH wave
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mode were stimulated during the experiments.
From now on, we will discuss the dispersion relation of the ice-water system under
an axisymmetric source excitation.
2.2.3 Plate with no Fluid Loading
Before working on the fluid-loaded system, it is helpful to discuss the dispersion
relation of infinite elastic plate with free boundary conditions on both the top and
the bottom sides of the plate, known as the no fluid-loading case. In fact, the plate
with no fluid loading is the fluid-loaded plate for a fluid of density p = 0.
In the characteristic equation (A.180), we set p = 0, and find the equation sim-
plifys to
K2
4aOik2Kl(1 - cosh ah cosh h) + sinh ah sinh /h +
8k44a2p 2 sinh ah sinh ph = 0, (2.14)
which is the characteristic equation for the plate with no fluid loading. Eq. (2.14)
can be rewritten as
(K1 sinh aH cosh OH + 4k2 a3 cosh aH sinh OH)
(K1 cosh aH sinh OH + 4k2a/ sinh aH cosh LH) = 0, (2.15)
where
K1 = (2 + k2 ) 2,
and
hH= .
2
Characteristic Equations
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It can be derived from Eq. (2.15) that either
tanh aH
tanh 3H
or
tanh cH 
tanh 3H
4k2c/5
(p2 + k2 )2 '
(32 + k2 )2
4k2a/3
(2.16)
(2.17)
Symmetric Mode and Antisymmetric Mode
These two equations are the same as those obtained by Mindlin [37], and Ewing et
al. [13]. In their derivation, Eqs. (2.16) and (2.17) correspond to the antisymmetric
and symmetric modes with respect to the middle plane of the ice plate respectively.
Cutoff Frequencies
For the antisymmetric modes, set k = 0 in Eq. (2.16) and solve to yield
tanh aoH = tan -H = 0, (2.18)
Cd
or
nr-Cd
w- = H , n = 0, 1, 2,..., o, (2.19)
where Cd is the compressional wave speed.
For the symmetric modes, set k = 0 in Eq. (2.17) and solve to yield
tanh 3H = tan H = 0, (2.20)
Cs
W = ,n = 0, 1,2,...,oo, (2.21)
where Cs is the shear wave speed.
If we assume the compressional and shear wave speeds of the Arctic ice are 3500
m/s and 1700 m/s respectively, and the thickness of the ice is around 3 meters, then
the cutoff frequencies for the first-order (n = 1) symmetric mode and antisymmetric
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mode are around 1167 Hz and 567 Hz. For first year Arctic ice, the compressional and
shear wave speeds are 3450 m/s and 1350 m/s respectively, and the thickness of the
ice is around 1.7 meters, so the cutoff frequencies for the first-order (n = 1) symmetric
mode and antisymmetric mode are around 2029 Hz and 794 Hz. In the data we will
analyze, the frequency band of the signal is from 0 to 100 Hz, so only the zero-
order symmetric and antisymmetric modes were stimulated during the
experiments. The zero-order symmetric mode and antisymmetric mode usually are
called the longitudinal wave and the flexural wave.
Low Frequency Approximation
For low frequency, Ewing et al. [13] obtained the phase velocity of the longitudinal
wave as
cl = 2C, (2.22)
Note that the phase speed is not a function of the frequency, and the longitudinal
wave is a nondispersive wave, so the group velocity is the same as the phase velocity.
They also derived the phase velocity of the flexural wave as:
Cf = C skh (1- ) (2.23)
Cdd
Note that the phase speed is a function of the wavenumber k, so it is a function of
the frequency w, therefore, the flexural wave is a dispersive wave. The group speed
of the flexural wave is
Cf = 2 cf. (2.24)
2.2.4 Fluid-Loading Plate
No Symmetric and Antisymmetric Waves
The difference between the fluid-loading and no fluid-loading plates is that they have
different boundary conditions on the lower surface of the ice. In the no fluid-loading
case, the normal and shear stresses on both the upper and lower surfaces are zero,
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which makes both the symmetric and antisymmetric modes possible. In the fluid-
loading case, the normal stress on the lower surface is not zero, so the boundary con-
ditions on the upper and the lower surfaces are neither symmetric nor antisymmetric
with respect to the middle plane, which makes both the symmetric and antisym-
metric mode impossible. Hence, we should keep in mind, when we mention
flexural and longitudinal wave, they are no longer strictly antisymmetric
or antisymmetric waves.
Low Frequency Approximation
Ewing et al [13] derived approximations of the phase velocity for the longitudinal
wave and the flexural wave.
For the longitudinal wave:
cl = 2Cs(1 - C2)2{1 + 2i(kH)3 0C (1 - C2 C } (2.25)
C2 CwP d)1 - 2 (1 2
where C,, is the sound wave speed in the water, p is the density of the water, and p,
is the density of the ice.
The solution for a plate in a vacuum is given by Eq. (2.22). If we compare these
two expressions, we can easily see that the presence of the fluid hardly affects the real
part of the phase velocity but adds a small attenuation, due to radiation.
For the flexural wave:
¢2
Cf ps(kh)3 1 -
cs 3p 1+ psh ' (2.26)
For p = 0 this reduces to Eq. (2.23). Obviously the flexural wave is a dispersive wave
and the phase velocity is not a complex number, which means that the flexural wave
does not radiate energy to the water. The group velocity is:
f = f + (hk)3 d C + d(kh)4 s (2.27)2p 1 + kh cf 6p2 (1 + kh)2cf
We will compare the approximate results with the exact solution obtained via a
numerical method later.
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Discussion of the Flexural Wave
Because the longitudinal wave is nearly nondispersive, and the flexural wave is dis-
persive. We will discuss more about the flexural wave by introducing two theorems.
Theorem 1: There exists a real wavenumber k, which is the root of the
characteristic equation, and k > max[ks, kw], where k = and kw = -_ are
the wavenumbers corresponding to shear wave speed of the ice and the
sound speed in the water respectively.
First of all, when k > max[ks, kw], a > 0, , Ž 0 y > 0, so the left hand side of
the characteristic equation
y = 4k2'aK (1 - cosh h cosh 3h) + (1K4 + 8k4 a2 2)7 sinh ah sinh h
2p w 4 p 4
- P 4 k 2 a2 sinh ch cosh /3h + K2 cosh ah sinh /3h. (2.28)
Ps C4 2p, c4
is a real and continuous function.
We will prove that y > 0 when k - +oo, and y < 0 when k is near max[ks, kw].
Therefore there must exist a real root of k that makes y = 0.
When k -+ +oo,
cosh oh cosh 3h - e(
sinh ah sinh 3h -4 le(±+~)h
sinh ah cosh 3h - e(
cosh cah sinh ph - 4e(±+~)h
4
4k2 oa3yK2 = O(k 9),
14 +(-K + 8k4 &2 2)'y = 0(k9),
2
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2p a) 4
_ 2p k2e2O = O(k5),
4
P a, K2a = O(k5 ),
2p c4
SO
Y - (-4cp3yk 2K~ + = 8k4a2/2y)e("+)h2
1 2(K - 4k2 a) 2e(a+±)h
2
> 0.
When kw > k, or cw < c, inserting k = k,, and -y = 0 into the function, we get
y (K2 sinh h coshh - 2k2c sinh h cosh h) P w 4
2 Ps C4
p W4
Ps Cs
Since
P W4
P 4- > 0,
Ps C4
if Y1 < 0, then y < 0.
Numerically, we can prove that Yl < 0 by the following steps:
1. For an ordinary set of parameters, y is a decreasing function of the frequency
and Yl < 0. As shown in Figure 2-1, with the compressional wave speed of the
ice Cd = 3500m/s, the shear speed c = 1700m/s, the sound speed of the water
c, = 1440m/s and the thickness of the ice plate h = 1.7, yl is less than zero
and is a decreasing function of the frequency.
2. Assume f = 1 Hz, the sound speed in the water c, = 1400m/s, the compres-
sional wave speed Cd = 3500m/s and the thickness of the ice h = 1.7. When
the shear wave speed changes from 1400 m/s to 1800 m/s, Yl is always less than
zero and is a decreasing function of shear wave speed, as shown in Figure 2-2.
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Figure 2-1: Yl is a decreasing function of the frequency and Yl < 0.
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Figure 2-2: y is a decreasing function of the shear wave speed and y < 0.
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Figure 2-3: Yl is an increasing function of the shear wave speed and Yl < 0.
3. Assume f = 1 Hz, the shear speed c, = 1500m/s, the compressional wave speed
Cd = 3500m/s and the thickness of the ice h = 1.7. When the sound speed in
the water changes from 1400 m/s to 1500 m/s, Yl is less than zero, as shown in
Figure 2-3.
When k > k, or c, < c,, we insert k = ks, and / = 0 into the function y, giving
y 0, which corresponds to the shear wave. Here, we are interested in the interface
wave which phase velocity is less than the shear wave speed c , or k = ks + 6, > 0.
Here, we consider d = o(1), then
y [4ac-y(1 - cosh ach) + k2yh sinh ah - P(2 2 sinh ch - k2ah cosh ah)]k6P
2 Ps 2
= y2k6/,
where
/= -k2 + (k + )2 = > 0,
so if Y2 < 0, then y < 0.
Numerically, we can prove that Y2 < 0 by the following steps:
1. For an ordinary set of parameters, Y2 is a decreasing function of the frequency
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Figure 2-4: Y2 is an decreasing function of the frequency and Y2 < 0.
and Y2 < 0. As shown in Figure 2-4, the compressional wave speed Cd
3500m/s, the shear wave speed c, = 1200m/s, the sound wave speed in the
water c = 1400m/s and the thickness of the ice plate h = 1.7m.
2. Assume f = 1 Hz, the sound speed in the water c = 1400 m/s, the compres-
sional wave speed Cd = 3500 m/s and the thickness of the ice h = 1.7 m, when
the shear wave speed changes from 1100 m/s to 1400 m/s, Y2 is always less than
zero and is an increasing function of the frequency, as shown in Figure 2-5.
3. Assume f = 1 Hz, the shear speed c, = 1400 m/s, the compressional wave
speed d = 3500 m/s and the thickness of the ice h = 1.7m. When the sound
speed in the water changes from 1400 m/s to 1500 m/s, Y2 is always less than
zero and is a decreasing function of the sound speed in the water, as shown in
Figure 2-6.
So in either case, there exists a real root of the characteristic equation when k >
max[k,, k].
Theorem 2: In the limit of high frequency and/or a thick plate, or kh 1,
the interface wave approaches the Scholte wave or the Rayleigh wave.
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Figure 2-5: Y2 is an increasing function of the shear wave speed and Y2 < 0.
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Figure 2-6: Y2 is a decreasing function of the sound speed in the water and Y2 < 0.
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Under the condition kh -+ o, the characteristic equation is
p'40(K1- 4k2ai) (K1 - 4k2a + pc4-) = 0. (2.29)
To satisfy the above equation, either
K 1 - 4k22a = 0, (2.30)
or
OpW4CK1 - 4k2c3 + = 0. (2.31)
Eq. (2.30) is the characteristic equation of the Rayleigh wave and Eq. (2.31) is the
characteristic equation of the Scholte wave.
Physically, when the plate becomes thicker and thicker, or frequency becomes
higher and higher, the plate approaches an elastic half space, and the interface wave
approaches the Scholte wave, which is the interface wave between a fluid half space
and an elastic half space.
During the process, the boundary conditions on the top surface of the ice become
less and less important, and the interface wave changes from a dispersive wave to a
nondispersive one.
Furthermore, when the density of the solid is much greater than that of the fluid,
the characteristic equation of the Scholte wave approaches that of Rayleigh wave.
2.2.5 Dispersion Curve and the Effects of Ice Parameters
Longitudinal Wave
Without loss of generality, assume the compressional wave speed d = 3500 m/s, the
shear wave speed c, = 1700 m/s, the sound speed in the water c, = 1400 m/s and
the thickness of the ice h = 3 m, the group velocity and phase velocity vs frequency
is given in Figure 2-7. The approximation given by Eq. (2.22) is also plotted. The
results show that the longitudinal wave is almost a nondispersive wave, with the
group velocity lower than the phase velocity. If the frequency is below 10 Hz, the
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Figure 2-7: Dispersion Relation of the Longitudinal Wave
approximation matches very well with both the group velocity and phase velocity.
In order to invert the physical parameters from the dispersion curve, here the
effect of each parameter is discussed:
* The Sound Speed in the Water: As shown in Figure 2-8, when the sound
speed in the water moves from 1400 m/s to 1500 m/s, the group velocity is
almost the same, just moving down a very small amount. Hence, the effect of
the water to the longitudinal wave is like a damping or attenuation instrument:
when the sound speed in the water increases, energy can be radiated faster from
the ice to the water, and the group velocity of the longitudinal wave decreases.
This effect is partly demonstrated by Eq. (2.25).
* The Thickness of the Ice: As shown in Figure 2-9, when the thickness of the
ice changes from 3 meters to 2.5 meters, the group velocity is almost the same.
* The Compressional Wave Speed: As shown in Figure 2-10, the group speed
of the longitudinal wave increases as the compressional wave increases.
* The Shear Wave Speed: As shown in Figure 2-11, the group velocity of the
42
----
3500
3400 - Cd=3500, Cs=1700, h=3
Solid, Cw=1400
3300 Dashed, Cw=1500
3200
E 3100
C.,
o 3000
o 2900
2800
2700
2600
25000 10 20 30 450 60 70 80
frequency (hz)
Figure 2-8: Sound Speed (in the Water) Effect to the Longitudinal Wave
Ice Thickness Effect to the Longitudinal Wave
o3uu
3400 - Cd=3500, Cs=1700, Cw=1400
Solid, h=3
3300 - Dashed, h=2.5
3200 
E 3100 -
C.3000
2 2900
2800
2700
2600
Inn
0 10 20 30 40 50 60 70 80
frequency (hz)
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Figure 2-10: Compressional Wave Effect to the Longitudinal Wave
longitudinal wave increases significantly as the shear wave increases.
Therefore, we conclude that the compressional and shear wave speeds are the two
most important factors for the longitudinal wave speed, the longitudinal wave can be
treated as a nondispersive wave, and the group velocity is a little lower than that given
by Eq. (2.25). From the viewpoint of inversion, the group velocity of longitudinal
wave can be applied to invert the compressional wave speed and shear wave speed.
Flexural Wave
Without loss of generality, assume the compressional wave speed Cd = 3500 m/s,
shear wave speed c = 1700 m/s, the sound speed in the water c = 1400 m/s and
the thickness of the ice h = 3 m. The phase velocity and the group velocity are given
in Figure 2-12. The Rayleigh wave speed and the Scholte wave speed are also plotted.
The approximate results given by Eqs. (2.26) and (2.27) are also be compared with
the numerical result directly from the characteristic equation, which demonstrates
that the approximate solution can only give reasonable result at very low frequency
(below 5 Hz), as shown in Figure 2-13.
In order to invert the physical parameters from the dispersion relation of the
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Figure 2-13: The Approximate and Exact Solutions
flexural wave, here the effect of each parameter to the dispersion curve is discussed:
* The Compressional Wave Speed: As shown in Figure 2-14, when the com-
pressional wave speed changes from 3500 m/s to 3600 m/s, the group velocity
of the flexural wave is almost unchanged.
* The Shear Wave Speed: As shown in Figure 2-15, the shear wave speed
plays an important role in the group velocity of the flexural wave.
* The Sound Speed in the Water: As shown in Figure 2-16, when the sound
wave speed changes from 1400 m/s to 1500 m/s, the group velocity of the
flexural wave is almost unchanged.
* Ice Thickness: As shown in Figure 2-17, as the thickness of the ice changes
from 3 meters to 3.5 meters, the group velocity increases significantly.
* The Combined Effect of the Ice Thickness and the Shear Wave Speed:
Figures 2-15 and 2-17 stimulate us to investigate the joint effect of the ice thick-
ness and the shear wave speed. As shown in Figure 2-18, when the frequency
is below 30 Hz, as long as csh is a constant, the dispersion curve is almost the
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Flexural Wave
same; when the frequency is above 30 Hz and ch keeps a constant, high shear
wave speed contributes to high group velocity.
Based on the above discussion, we can conclude that the shear and compressional
wave speeds are very important to the longitudinal wave, and the shear wave speed
and the ice thickness are essential to the flexural wave. So if we know the ice thickness
already, we can invert shear wave speed from the dispersion relation of the flexural
wave, then estimate the compressional wave speed from the longitudinal speed. We
can also get the shear wave speed from the SH wave. The transverse isotropy can
be investigated if we can invert the shear speeds from different wave types and the
results are significantly different.
2.2.6 Dispersion Relation via the Thin Plate Theory
In Appendix C, it is shown that if the thin plate theory is applied to govern the wave
motion of the ice, then the characteristic equation for the sea-ice system is
P2
Dk4 - pshw2 = 0. (2.32)
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Figure 2-19: The Dispersion Relation of the Flexural Wave
Given the characteristic equation, we can calculate the group velocity as a function
of the frequency. As shown in Figure 2-19, the result is compared with that of the
full elastic equation. Here, Cd = 3500 m/s, Cs = 1700 m/s, C, = 1400 m/s, and
h = 3 meters.
The results show that the thin plate theory gives good approximation at very low
frequency (below 5 Hz). When the frequency is above 5 Hz, the thin plate theory
gives higher group velocity than the full elastic equations.
It is important to point out that due to its derivation, the thin plate theory
describes only the flexural wave. We can not rely on it to get the dispersion relation
for the longitudinal wave.
In the following three sections, we will concentrate on how to obtain the dispersion
relation from the observed data.
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2.3 Short Time Fourier Transform
2.3.1 Definition
The short-time Fourier transform (STFT) of a signal x(t) is defined as
STFT(')(t, f) = [x(t')* (tI - t)]e j2 rft'dt'. (2.33)
The STFT at time t is the FT (Fourier Transform) of the signal x(t') multiplied by
a shifted "analysis window" y*(t' - t) centered around t. (All integrals go from -oo
to +oo. The superscript * denotes complex conjugation.) Because multiplication
by the relatively short window y*(t' - t) effectively suppresses the signal outside a
neighborhood around the analysis time point t' = t, the STFT is simply a "local
spectrum" of the signal x(t') around the "analysis time" t.
STFT can be considered as a natural extension of the FT, because the FT (spec-
trum) does not explicitly show the time localization of frequency components, such a
time localization can be obtained by suitably pre-windowing the signal.
Note that the STFT result STFT) (t, f) for a given signal is significantly influ-
enced by the choice of the analysis window * (t').
The STFT may also be expressed in terms of the signal and window spectra
STFT(Y)(t, f) = e- 2 tf X(fI)(f -f)e 2 t'df (2.34)
Apart from the phase factor e- 2 rtf, this "frequency domain expression" is analogous
to the time-domain expression. In fact, it shows that STFT can also be interpreted
as the inverse FT of the "windowed spectrum" X(?f)r*(f' - f), in which the spectral
window r(f) in the frequency domain is simply the FT of the temporal window y(t).
An alternative view is based on a filter bank interpretation of the same process.
The inverse Fourier Transform of the windowed spectrum X(f')r*(f' - f) can be
interpreted as the result of passing the signal x(t') through a filter with frequency
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response r*(f' - f). This filter is a bandpass filter centered around the analysis
frequency f, since r(f') is the FT of a lowpass window function. At a given analysis
frequency f, the STFT is derived by passing the signal x(t') through an "analysis
bandpass filter" with center frequency f and then frequency-shifting the filter's output
to frequency 0. Due to the final frequency shift, STFT) (t, f) (as a function of t) is a
lowpass signal for any fixed f. Note that the impulse response of the bandpass filter is
essentially a modulated version of the lowpass window y*(t). The filter's bandwidth
is equal to that of the window, independent of the analysis (center) frequency f.
2.3.2 Time-Frequency Resolution
Because the STFT at time t is the spectrum of the signal x(t') prewindowed by the
window * (t' - t), all signal features located within the local window interval around
time t show up at time t in the STFT. Thus, it is clear that good time resolution
of the STFT requires a short window y*(t'). On the other hand, the STFT at the
frequency f is essentially the result of passing the signal x(t') through the bandpass
filter F* (f' - f). Good frequency resolution of the STFT hence requires a narrowband
filter, i.e., a narrowband (and thus long) analysis window y*(t').
Unfortunately, the uncertainty principle prohibits the existence of windows with
arbitrarily small duration and arbitrarily small bandwidth. Hence, the joint time-
frequency resolution of the STFT is inherently limited.
It is intuitive to consider two extreme choices of the analysis window (or filter)
-y(t). The first case is that of perfect time resolution, that is, if the analysis window
y(t) is an infinitely narrow Dirac impulse,
y(t) = 6(t) STFT(7) (t, f) = (t)e-j2 ft
In this case, the STFT essentially reduces to the signal x(t), preserving all time
variations of the signal but not providing any frequency resolution. The second case
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is that of perfect frequency resolution obtained with the constant window y(t) _ 1,
r(f) = (f) $ STFT(7)(t, f) X(f)
Here, the STFT reduces to the FT and does not provide any time resolution.
Consider the ability of the STFT to discriminate between two pure sinusoids.
Given a window function y(t) and its Fourier transform r(f), we define the "band-
width" f of the filter as
f f2I(f)1 2df (2.35)f ir(f)12df ,
where the denominator is the energy of y(t). Two sinusoids will be discriminated
only if they are more than Sf apart. Thus, the resolution in frequency of the STFT
analysis is given by Sf. Similarly, the spread in time is given by St as
= f (t)12dt (2.36)
where the denominator is, again, the energy of y(t). Two pulses in time can be
discriminated only if they are more than t apart.
The resolution in time and frequency can't be arbitrarily small, because
1
itSf > 4. (2.37)
This is referred to as the uncertainty principle, or Heisenberg inequality. It means that
one can only trade time resolution for frequency resolution, or vice versa. Gaussian
windows are therefore often used since they meet the bound with equality.
More important is that once a window has been chosen for the STFT, then the
time-frequency resolution is fixed over the entire time-frequency plane (since the same
window is used at all frequencies).
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2.3.3 Properties
Here, a couple of important properties of STFT are given.
Linearity: If x(t) is a linear combination of some signal components, then the STFT
of x(t) is the same linear combination of the STFTs of each of the signal components
x(t) = a Il(t) + a2X2 (t) •= STFTY) (t, f) = aSTFT(7) (t, f ) + a2STFT(7) (t, f).
Linearity is a desirable property in this research, because the wave propagation in
the Arctic ice involves multicomponent signals and multiple paths signals.
Time-shiftable: The STFT preserves time shifts up to a modulation (phase factor):
x= (t - to) us STFT) (t, f) = STFT(7)(t - to, f)e 2-jtof.
Frequency-shiftable: The STFT preserves frequency shifts in the signal:
- x(t)ej 2 rf ° t =s STFT' ) (t, f) = STFT(7) (t, f - fo).
Spectrograms: The spectrogram, defined as STFTx()(t, f) 2provides a distribution
of the energy in the time-frequency plane. Since it can be shown that
J J ISTFT()(t, f)l 2 dtdf = Ef =J IX(t)12 dt, (2.38)
the spectrogram distributes the energy Ex of the signal all over the time- frequency
plane, it is the energy distribution associated with the STFT.
2.3.4 Discrete STFT
In practice, the time series is discrete and limited in length. If we assume that
x(m) 0 when O < m < N- 1, then
N-1
STFT(7) = Z x(m)* (n - m)e- 27fm, (2.39)
m=O
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Figure 2-20: Example 1: Geophone Responses with Explosive Source in the Ice
which is in the form of the discrete Fourier transform (DFT) to a finite-length sequence
x(m)y* (n - m) of length N, and it can be realized via FFT (Fast Fourier Transform).
2.3.5 Synthetic Data Analysis
Here we will consider two examples to test the STFT methods, the data sets are
generated via SAFARI.
Example 1: Explosive Source in the Arctic Ice
We model the Arctic ice plate with the compressional wave speed d - 3500 m/s,
the shear wave speed c - 1700 m/s, the thickness of the ice h = 3 m, the source at
1 m depth down from the top surface of the ice. The frequency band of the source
spectrum is 0-100 Hz, the sound speed in the water c, = 1400 m/s and the geophone
is 380 m away from the source. The sampling frequency for the data is 1000 Hz. The
vertical and horizontal responses at the geophone is given in Figure 2-20. In both
components, there are two waves: the first one is the longitudinal wave and the second
is the flexural wave. If we note that the group velocity of the longitudinal wave is
around 2900 m/s, and that of flexural wave is around 1200 m/s even with the highest
frequency within the frequency band, then those two waves should be separated, as
shown in the picture. The longitudinal wave is mainly a wave propagating in the
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Figure 2-21: Time Domain Window for STFT Window: Blackman Window (Size:121)
horizontal direction, and the flexural wave is related to the bending activity. In the
vertical component, the flexural wave is much stronger than the longitudinal wave;
and in the horizontal component, the longitudinal wave is much stronger than the
flexural wave. In the flexural wave portion, the signal arriving earlier oscillates faster
than the signal arriving later, which means that the flexural wave is a dispersive
wave. The high frequency portion of signal arrives early, shows the high frequency
corresponds to high group velocity. The plots also show that the longitudinal wave
is a nondispersive wave.
The STFT result for a given signal is significantly influenced by the choice of the
analysis window. Here, the STFT applies a Blackman window, which has the form
m m
w(m) = 0.42 - 0.5 cos(27rM 1) + 0.08 cos(4 7rM - 1 (2.40)
where m = 0, 1, 2,-* , M - 1. The picture of Blackman window is given by Figure
2-21.
Another important factor is the window size. On one hand, a small time window
gives us good time (or group velocity) domain resolution and in turn relatively bad
frequency domain resolution; on the other hand, for the flexural wave, the high fre-
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Figure 2-22: STFT to the Vertical Component of Example 1, Window Size: 41
quency signal oscillates much faster than the low frequency signal, so a small time
window gives good resolution for high frequency signal and bad resolution for low
frequency portion of signal.
To demonstrate the window size effect, small and large time windows have been
applied to the data. Figures 2-22 and 2-23 are the results of the STFT to the vertical
and horizontal components respectively, with a window size is 41. Figures 2-24 and 2-
25 are the results of the STFT to the vertical and horizontal components respectively,
with a window size is 121.
The results show:
* The short time window gives good resolution in the high frequency region, and
very bad resolution in the low frequency region below 25 Hz. Actually, the
period related to 25 Hz is
1T = = 0.04(second).
Noting the sampling frequency is 1000 Hz, this period is almost the same as the
window size (0.041 second);
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Figure 2-25: STFT to the Horizontal Component of Example 1, Window Size: 121
* The long time window gives very bad resolution below 10 Hz, this is also
matched with the analysis window size. The high frequency resolution is not as
good as that of short time window.
* The short time window gives better resolution of the longitudinal wave than the
long time window. In the vertical component analysis, the long time window
could not identify the longitudinal wave, because the longitudinal wave is much
weaker than the flexural wave, and by using long window, the longitudinal wave
effect is smoothed out.
Example 2
In the Arctic ice plate, we take the compressional wave speed Cd = 3450 m/s, the
shear wave speed c = 1560 m/s, the thickness of the ice h = 1.7 meters, a vertical
point force acting on the top surface, the frequency band of the source spectrum is
0-200 Hz, the sound speed in the water c,, = 1400 m/s and the geophone is 376.3
meters away from the source. The vertical and horizontal responses at the geophone
is given in Figure 2-26.
Here only long analysis window (window size 121) is used. The STFT results of
the vertical and horizontal components are given in Figures 2-27 and 2-28.
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The results show that for the higher frequency portion (above 80 Hz), the STFT
provides lower resolution. The STFT to the vertical component does not express the
longitudinal wave effect. The STFT to the horizontal component presents the flexural
wave effect, but the resolution is not good.
2.4 Wigner Distribution
2.4.1 Definition
Given a finite energy time signal, its Wigner distribution (WD) is defined as
w(t, f) =£2
-oo
z,(t + )Z(t -)e-2rfrdT, (2.41)
where z(t) is the analytic signal associated with real signal x(t)
z(t) = x(t) + jH[x(t)], (2.42)
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with H representing the Hilbert transform
H[x(t)] = Ip.v.I ( - (],
where p.v. denotes the Cauchy principal value.
In the frequency domain, the corresponding definition is
WX(t, f) = Z (f + (2.43)
-00 2 2
where Zx(f) is the Fourier transform of zx(t). Both definitions are equivalent, how-
ever, the frequency domain definition requires knowledge of the Fourier transform
of the signal and hence is computationally more complex, except for band-limited
signals. On this basis, the following discussion will be restricted to the time domain
definition.
2.4.2 Properties
Time and Frequency Invariant. The Wigner distribution preserves time shifts
and frequency shifts of the signal.
= (t- to) Wj(t, f) = W(t- to, f),
and
= x(t)e j 2rfot =. Wft, f WX(t, f - fo).
Real Valued: Wx(t, f) is real for all values of t and f, but it could take on negative
as well as positive values. The appearance of negative values in a time-frequency
distribution is generally held to be undesirable since it does not conform with the
expectation that the Fourier transform of a function related to the autocorrelation
function should yield a positive result proportional to the signal.
Marginal Properties: The Wigner distribution satisfies the marginal properties,
that is, the frequency or time domain integrals of the WD correspond to the signal's
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instantaneous power and its spectral energy density respectively, or
J W(t,f)df = Ix(t)12,
and
J W(t, f)dt = IX(f) 2.
As a consequence, the signal energy Es = f Ix(t)I2dt = IX(f)l2df can be derived by
integrating W (t, f) over the entire time-frequency plane.
It is important to note that the marginal properties do not warrant the interpre-
tation of W (t, f) as the time-frequency energy density at every point in the time-
frequency domain. This concept is a priori impossible since the uncertainty principle
does not allow the notion of energy at a specific time and frequency. This restriction
is also reflected by the fact that the WD may locally assume negative value.
2.4.3 Discrete Wigner Distribution
In Eq. (2.45), let = -', then we get
W(t, f) = 2 zc(t + T')z(t - -')e- j4 fr'dTi. (2.44)
For a discrete analytic time signal zx(n), where n = 0 to N - 1. If we take the same
sampling frequency to t and ', the discrete version of the Wigner Distribution has
the form
N-1
WX(mAt, nAf) = 2At E zx(m + )z*(m - l)e-2 21, (2.45)
I=-N
where 0 < m < N- 1 and 0 < n < N - 1, At is the time between two sampling
points, and Af = 
In reality, when - _ 1 < - 1, only z(m + )z4(m- ) O, so
2 -- J 2 1
W(mAt, nAf) = 2At j z(m + )z (m - l)e 2 r- 21. (2.46)
= 
N
2
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In order to apply a standard FFT here
1. Make the kernel Rim = zx(m + )z,(m - 1) periodic, or move 1 E [-N, -1] to
I [,N- 1], or
z(m + )z(m -) if 0 < N- 1
klm =
z(m+l-N)z*(m-l-N) if N < I < N-1
2. Let 2n = n'.
The discrete Wigner distribution is given as:
N-1
Wx(mAt, n'A f') = 2At a Rime-3 N (2.47)
1=0
Note now, 0 < n < N - 1 and 6f' =2 - 26tN'
2.4.4 Synthetic Data Analysis
Here the Wigner Distribution is applied to the examples we have discussed in the
previous two sections.
Example 1
The Wigner Distribution results to the vertical and horizontal components of the
signal are given in Figures 2-29 and 2-30.
In the vertical component analysis, only the flexural wave effect can be noticed.
The resolution is very good, but one shortcoming is that it only provides distribution
in a narrower range than the WT transform. In the horizontal component analysis,
between the longitudinal and the flexural waves, another feature comes out, which
is the cross-term between the flexural wave and the longitudinal wave and does not
exist for the original system.
Example 2
The Wigner Distribution results to the vertical and horizontal components of the
signal are given in Figures 2-31 and 2-32.
64
Vertical Component
3000
2500
p 2000
0
0
0 1500
CD
1000
500
10 20 30 40 50 60 70
frequency (hz) 80 90 100 110
Figure 2-29: Wigner Distribution of the Vertical Component of Example 1
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Figure 2-30: Wigner Distribution of the Horizontal Component of Example 1
65
---
· · , 1 · · 1 · · · ·
· ·
I X E I . I I I X I X
_
_
_
I .
D,6,
I I
-
_
.1>1~ ~ ~ ~ ~ ~~ .··
Vertical Component
2500
2000
1500
1000
500
20 40 60 80 100 120
frequency (hz) 140 160 180 200
Figure 2-31: Wigner Distribution of the Vertical Component of Example 2
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Figure 2-32: Wigner Distribution of the Horizontal Component of Example 2
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In the vertical component analysis, only the flexural wave effect appears. In
the horizontal component analysis, in addition to the flexural wave, the cross-term
between the flexural wave and the longitudinal wave comes out, which is stronger than
the longitudinal wave. It might give us an illusion that the cross-term corresponds to
another wave mode of the wave propagation system.
2.5 Wavelet Transform
2.5.1 Definition
The continuous wavelet transform (WT) is defined as
WT()(t,a)= (t)* )dt', (2.48)
where y(t), called the basic wavelet, is a real or a complex bandpass function centered
around t = 0 in the time domain. Since the same prototype y(t), is used for all of
the filter impulse response, no specific scale is privileged, i.e. the wavelet analysis is
self-similar at all scales. The scale factor "a" (the constant 1 is used for energy
normalization) keeps the energy of the scaled wavelets the same as the energy of the
basic wavelet, or
+00 1 t' -t +00
X I 1 Y(t )2dt' I I(t) 12dt.
_00 /ja a 00
As can be seen in the definition, the WT analyzes signals by means of inner
products with analyzing waveforms, or wavelets, in the form -(t-t). The wavelets
are generated from the basic wavelet y(t') by time-shift (t) and dilation (a) operations:
their envelopes are narrowed as high frequencies are analyzed, whereas their number
of oscillations remains constant and their shapes are similar.
The equivalent inverse FT definition of the WT derived using the Parseval's the-
orem is given by
WT()(t,a) = a ji X(v)r*(av)e 2jrvtdv, (2.49)
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which shows that WT can be interpreted as the inverse FT of the "window spectrum"
X(v)r*(av), in which the spectral window r(v) is simply the FT of the y(t).
Defining a = , then we obtain the time-frequency version of the wavelet trans-
form
WT(-)(t, f) = x(t')(t ' -t))dt', (2.50)
and
WT(7)(t, f) = LJ X(v)r*( v)ej2rtdv, (2.51)
in which the parameter fo equals the center frequency of y(t). Here, we have to
assume that the FT of y(t) is essentially concentrated around the central frequency
fo.
2.5.2 Time-frequency Resolution
Consider the ability of the Wavelet transform to discriminate between two pure sinu-
soids. We use a given window function J/-foly* [ (t '-t)] and its frequency domain
transform ffl* (f iv). The bandwidth Af of the filter is
A f 2 = f 2alr(av)12dv _ 1 f (av)2 r(av)12d(av)
- f SIr(f)12df a2 f r(f)l 2df
Note a = , and
f (av)2Ir(av)12 d(av)
f IF(f)I2df = constant,
where the constant is determined by the window and is not a function of frequency f.
Therefore the bandwidth is proportional to the frequency f, which means that high
resolution in the frequency domain associates with low frequency.
In the same way, we can obtain
At2 = a2 f t2 I(t) 12dt (2.53)
Therefore, t is proportional to f(t)/ which means dt
Therefore, At is proportional to fo/f, which means that high resolution in the time
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domain associates with high frequency.
2.5.3 Properties
Linearity: If x(t) is a linear combination of some signal components, then the WT
of x(t) is the same linear combination of the WTs of each of the signal components:
x(t) = alxl(t) + a2x2(t) = WT(")(t, f) = alWT() (t, f) + a2WT(7)(t, f).
Time-shifts: The wavelet transform preserves time shifts:
x(t) = x(t - to) •= WT(VY)(t, f) = WT()(t - to, f).
Time scalings: The wavelet transform also preserves time scalings:
x(t) = Iatx(at) = WT(7)(t, f) = WT() (at, f/a).
Scalogram: A quantity similar to the spectrogram for the STFT, the scalogram,
IWT(7) 2 can be defined in the case of the WT:
IWT(Y)(t, a) 2t = Ex.
a
2 (2.54)
The scalogram distributes the energy E. of the signal all over the time-scale plane;
it is the energy distribution associated with the WT.
2.5.4 Synthetic Data Analysis
Here the wavelet transform is applied to the examples we have discussed in the last
section.
Example 1
The wavelet transform results to the vertical and horizontal components of the
signal are given in Figures 2-33 and 2-34.
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Figure 2-35: Wavelet Transform to the Vertical Component of Example 2
In the wavelet transform of the vertical component, the longitudinal wave effect
does not show up, because the longitudinal wave is much weaker than the flexural
wave in the vertical component. In the wavelet transform of the horizontal component,
both the longitudinal and flexural waves can be seen with good resolution.
Example 2
The wavelet transform results to the vertical and horizontal components of the
signal are given in Figures 2-35 and 2-36.
In the wavelet transform of the vertical component, the longitudinal wave effect
does not show up, because the longitudinal wave is much weaker than the flexural
wave in the vertical component. In the wavelet transform of the horizontal component,
both the longitudinal and flexural waves are with good resolution even in the relatively
high frequency region.
2.5.5 Comparison between the STFT and WT
The comparison between the STFT and the WT is given both in the time domain
and the frequency domain.
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Figure 2-36: Wavelet Transform to the Horizontal Component of Example 2
* Time Domain: Both the Wavelet transform and the STFT can be con-
sidered as the the inner product of the original signal with analysis window
f/fo/ i(t#- t)] and y(t'- t)ej 2rft', the difference is with STFT, the higher
frequency, the higher oscillating the analysis window; with the WT, the oscil-
lating number will remain the same for each frequency. The analysis windows
of STFT for different time and frequency are given in Figure 2-37, the upper
one is the analysis window when t' = 0 and f = 0, the lower one is the analysis
window when t' = 60 and f = 0.1. The analysis windows of WT for different
time and frequency are given in Figure 2-38, the upper one is the window when
t = 0 and w = 5, the lower one is the window when t' = 4 and w = 10. It is
shown that when frequency increases, the window shrinks, and the number of
oscillation in each window is a constant.
* Frequency Domain: Both the WT and STFT are bandpass filters to the
signal, the difference is the bandwidth is constant for STFT, the ratio between
the bandwidth and the central frequency is constant for the WT, as shown in
Figure 2-39.
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Figure 2-38: Analysis Window of WT for different time and frequency. Upper: t' = 0,
w = 5; Lower: t' = 4, w = 10
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2.6 Matching the Dispersion Curves
In previous sections, we worked on two aspects of the dispersion relation:
* Given the physical parameters, how to calculate the dispersion relation;
* Given experiment data, how to extract the dispersion relation.
Usually, the physical parameters are inverted by matching the extracted dispersion
curve with the theoretical result. Here, synthetic results are presented to verify
whether the idea works.
We approach the problem in the following two steps. First of all, given a set
of physical parameters, we generate synthetic data via SAFARI, then we obtain the
dispersion curves with the three time-frequency distribution methods; secondly, given
the parameters, we get the theoretical dispersion curve. The results are shown in
Figure 2-40.
Here, the compressional wave speed cd = 3500 m/s, the shear wave speed c, = 1700
m/s, the sound speed in the water c = 1400 m/s, the thickness of the ice h = 3
meters, the source is one meter beneath the top surface of the ice, and the distance
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Figure 2-40: Theoretical Dispersion Curve and the Dispersion Curves via Time-
Frequency Distribution Methods
between the source and the receiver is 380 meters. The sampling frequency of the
recorded data is 500 Hz. The length of the time series we analyze is 1024 points.
The results shows several important features:
1. The peak value of the three time-frequency distribution methods match with
each other. The Wigner distribution does not give good result when f > 92 Hz
and when f is near zero; STFT does not give good result when f < 10 Hz.
2. The theoretical value is higher than the values obtained with time-frequency
distribution methods. Partly this is because the uncertainty principle forbids
the time-frequency distribution methods to give the exact dispersion curves.
Another reason is that when we use a window, we take average group velocity
value for a certain time period, and the average value definitely is smaller than
the maximum value.
Since the synthetic results does not match with the theoretical result perfectly, we
could use the synthetic results as the benchmark to work with the experiment data
in order to invert the physical parameters.
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2.7 Summary
In this chapter, we worked on the following aspects of the problem.
* The dispersion relation of the ice-water system under non-axisymmetric
force was discussed. In the low frequency range 0-100 Hz, only the longi-
tudinal, the zero-order SH, and flexural wave modes will be stimulated. The
longitudinal wave is almost non-dispersive, the zero-order SH wave is nondis-
persive wave, and the flexural wave is dispersive, with the high frequency signal
arriving early. It is proved that the flexural wave is an interface wave, and when
kh > 1, the flexural wave approaches the Scholte wave. The effects of a variety
of parameters on the dispersion curves are also presented. The compressional
wave speed and the shear wave speed are the two factors determining the group
velocity of the longitudinal wave; the shear wave speed and the thickness of the
ice are the two factors governing the group velocity of the flexural wave. The
joint effect of those two factors for the flexural wave was also investigated.
* Three different time-frequency distribution method were applied to
extract the dispersion curve. When more than one mode appears in the
wave propagation, cross-terms will exist in the Wigner Distribution. Given a
window, the time and frequency resolutions of a STFT are fixed. The frequency
domain resolution of a wavelet transform will change with the change of the
frequency, and the oscillating number of a wavelet will not change with the
frequency. The wavelet transform provides shorter time windows for the high
frequency portion of the signal and longer time windows for the low frequency
portion of the signal, and fits the dispersive nature of the wave.
* The theoretical dispersion curve and those obtained from the time-
frequency distribution methods were compared. Although they did not
match with each other perfectly, the dispersion relation from the synthetic data
can be used as a benchmark for the analysis of the real data.
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Chapter 3
Source Spectrum Independent
Method
3.1 Introduction
The complete information about the source is usually not available in seismo-acoustic
inverse problems. For example, before an earthquake, the strength of the earthquake,
the location of the quake source and when the earthquake will start, and the spec-
trum of the earthquake are all unknown; after the earthquake, some data recorded
in several earthquake monitors or research centers are available. How to get as much
information as possible about the earthquake source from the data is a key issue
here. Another example is how to monitor and test the result of underground nu-
clear experiments via the sensors in the ground stations. When monitoring another
country's experiment, the source is unknown; to test one's own result, the measured
result should be compared with the expected theoretical result, therefore the source
spectrum should be assumed unknown.
In some situations, not only information about the source, but also exact informa-
tion about the wave propagation medium, such as the compressional and shear wave
speeds in an elastic medium, are unknown.
Here, a source spectrum independent method is proposed to overcome the dif-
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ficulty. The chapter is organized as following: the method is introduced first, the
sensitivity of the cost function to key physical parameters is presented afterwards.
Based on the sensitivity, an inversion strategy is constructed and synthetic data are
used to test the method.
3.2 Cost Function
In a linear wave propagation system, assume the source spectrum is S(f) and the
system response spectrum at point rl and r2 are R 1(f) and R 2 (f) respectively. If the
system functions in this circumstance are H1 (rl, f, d) and H 2(r2, f, a), then
Rl(f) = Hl(rl, f, d)S(f), (3.1)
and
R2(f) = H2(r2, f, a)S(f), (3.2)
where f is the frequency and a is the vector of the physical parameters of the system.
Dividing Eq. (3.1) by Eq. (3.2) on both sides, we get
Rl(f) _ Hi(r, f ,d) (3.3
R2(f) H2(r2, f, )
Generally, given a wave propagation system and the wave propagation mechanism
between the source and the receiver, the formulas of the system function can be
derived, which are the function of the relative location of the receiver to the source,
physical parameters of the system and the frequency. If we know all the physical
parameters of the wave propagation system, then H1 (rl, f, d) and H2(r2, f, d) are
functions of the location of the sensors and the frequency. On the other hand, if we
know the frequency and the relative location of the receiver to the source, then the
system function is determined by the physical parameters of the system.
Therefore, Eq. (3.3) can be applied to invert the physical parameters of a wave
propagation system. In an experiment, the left hand of the equation could be ob-
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tained from the experimental data, while the right hand is a given function of several
unknown parameters. The physical parameters can be adjusted in order to satisfy
Eq. (3.3) in a weak form as
min . 12df (3.4)
mnx R 2 (f) H2(r 2,f, )
Note Eq. (3.3) could be rewritten as
Rl (f) H2(r2, f, ) = R2(f)H (rl, f, a). (3.5)
Physically, this means that if we put R1 as the source at rl, then the response at r2 is
the same as the response at rl if we put R2 as the source at r2. This is the reciprocal
principle.
Usually, R 2 (f) and H2 (r2, f) are near zero for some frequencies. In order to avoid
this singularity, we can take another weak form based on Eq. (3.5)
min l IRl(f)H 2 (r2,f,d) - R 2(f)HI(r,f,a)1 2df. (3.6)
An alternate and sometimes more useful expression can be defined by the following
equation
f2 IRl (f)H2(r2, f a) - R2(f)H1(rl, f, d)l2df
min fiIRa (3.7)f f[R(f)H2(r2, f, d)2 + R2(f)Hi(rl, f a)l2]df'
which takes the relative value as the measurement to justify the inversion results.
3.3 Sensitivity of the Cost Function to Parame-
ters
Here we will focus on the ice-water system. Our main concern is each of the four
parameters' (compressional wave speed, shear wave speed, the thickness of the ice
and the sound speed in the water) effect on the cost function, because one of our goals
is to invert for the compressional wave speed, shear wave speed and the thickness of
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Figure 3-1: The Sound Speed (in the water) Effect to the Ratio between the Spectrums
of two Geophones' Vertical Components
the ice from experimental data.
3.3.1 Sound Speed in the Water
Assume the compressional wave speed d = 3500 m/s, the shear wave speed c = 1700
m/s, the thickness of the ice h = 3 meters, and the depth of the source d = 1 m.
Two geophones are set up to record the data; one is 380 m away from the source
and the other is 280 m away. Changing the sound speed in the water c from 1400
m/s to 1500 m/s, the absolute value of the ratio between the spectrums of the two
geophone's vertical components are compared in Figure 3-1.
The result shows that the sound speed in the water is not important to the ratio.
When the frequency is below 50 Hz, the two curves match with each other very well;
when the frequency is between 50 Hz to 100 Hz, the curves just have a little difference.
In fact, the fluctuation of the sound speed in the water is far less than 100 m/s, so
we can assume that the cost function is independent of this factor.
80
1.4
1.3
1.2
1.1
1ce
0.9
0.8
0.7
0.6
I 1 I I · · 1 · ·
I! I! I
. . .
j I
- C s=1700; -Cw=1 400, th=3 d=1
.Solid, Cd=3500; dashed, Cd=3600
.... 'Vl- , VerticalResponse at:geophone 1, r=380
V2, Vertical Response at:geophone 2, r2=280
_.. ... ...... ... ........., . .. . .. ....
.1. . . . . .
I Ii
.1 . I
I II.
I I
I *I.* :1
I I I
I I *I
I I 
 :11.11 *I..I
I I I
I I
.9 1
0
frequency
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3.3.2 Compressional Wave Speed
Assume the shear wave speed c = 1700 m/s, the sound speed in the water c = 1400
m/s, the thickness of the ice plate h = 3 meters, and the depth of the source d = 1 m.
Two geophone are set up to record the data; one is 380 m away from the source and
the other is 280 m away. Changing compressional wave speed d from 3500 m/s to
3600 m/s, the absolute value of the ratio between the spectrums of the two geophone's
vertical components are compared in Figure 3-2.
The result shows that the ratio is independent of the compressional wave speed.
This is because the vertical component is dominant by the flexural wave, where the
compressional wave speed is not an important factor.
3.3.3 Shear Wave Speed
Assume the compressional wave speed Cd = 3500 m/s, the sound speed in the water
c, = 1400 m/s, the thickness of the ice plate h = 3 meters, and the depth of the
source d = 1 m. Two geophones are set up to record the data; one is 380 m away
from the source and the other is 280 meters away. Changing the shear wave speed
81
1.i
1.3
1.2
1.1
c" 1
0.9
0.8
0.7
0.6
10 20 30 40 50 60 70 80 90 100
.4 · · · ·
I . . . . . . . .
,_
. . . I
.. . . . . . . . . . . . . . . . . . . . . . .
4
I.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
I I I I
U.~
11
1
C
0
0
0
0 10 20 30 40 50 60 70 80 90 100
frequency
Figure 3-3: The Shear Wave Speed Effect to the Ratio of the Spectrums of two
Geophones' Vertical Components
from 1700 m/s to 1800 m/s, the absolute value of the ratio between the spectrums of
the two geophone's vertical components are compared in Figure 3-3.
The result shows that the shear wave speed is very important to the ratio. When
the frequency is below 10 Hz, the two curves match with each other very well; when
the frequency is greater than 10 Hz, the two curves are totally different.
3.3.4 Thickness of the Ice
Assume the compressional wave speed cd = 3500 m/s, the shear wave speed c = 1700
m/s, the sound speed in the water is c = 1400 m/s, and the depth of the source
d = 1 m. Two geophones are set up to record the data; one is 380 m away from
the source and the other is 280 m away. Changing the thickness of the ice from 3
meters to 3.5 meters, the absolute value of the ratio between the spectrums of the
two geophone's vertical components are compared in Figure 3-4.
The result shows that the thickness of the ice is also very important to the ratio.
When the frequency is below 15 Hz, the two curves match with each other very well;
when the frequency is greater than 15 Hz, the two curves are totally different.
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3.3.5 The combined effect of the ice thickness and the shear
wave speed
In Chapter 2, we discussed the combined effect of the ice thickness and the shear
wave speed to the dispersion relation of the flexural wave. The result showed when
the frequency is below 30 Hz, the dispersion curves are almost the same as long as
ch is a constant.
Assume the compressional wave speed Cd = 3500 m/s, the sound speed in the
water c = 1400 m/s, and the depth of the source h = 1 meter. Two geophones are
set up to record the wave propagation; one is 380 m away from the source and the
other is 280 m away. Consider two cases, one with the shear wave speed c = 1700
m/s and the thickness of the ice h = 3 meters; the other with the shear wave speed
c, = 1800 m/s and the thickness of the ice h = 2.83 meters. For both cases, the
products of the shear wave speed and the thickness of the ice are the same. The
ratio of the absolute value of the vertical component spectrum of the geophones are
compared in Figure 3-5.
The result shows that when the frequency is below 15 Hz, the two curves match
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3.4 Parameter Estimation
3.4.1 Strategy
Based on the discussion in the last section, we could invert the compressional wave
speed, shear wave speed and the thickness of the ice by the following steps:
1. Apply a two dimensional search method to obtain the shear wave speed and the
thickness of the ice plate via the source spectrum independent method.
2. Calculate the longitudinal wave speed based on the arrival time of the longi-
tudinal wave. Noting that the longitudinal wave speed is a function of the
compressional wave speed and the shear wave speed, we can derive the com-
pressional wave speed.
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3.4.2 Test with Synthetic Data
In the Arctic ice plate, the compressional wave speed Cd = 3500 m/s, the shear wave
speed c = 1700 m/s, and the thickness of the ice h = 3 m. The source is one meter
down from the top surface of the ice, the frequency band of the source spectrum is
0-100 Hz, and the sound speed in the water c, = 1400 m/s. Two geophones are set
up on the top surface of the ice plate; one is 380 m from the source and the other
is 300 m from the source. The sampling frequency for the data is 500 Hz. The time
domain responses at the geophones are given in Figures 3-6 and 3-7.
The search interval for the shear speed is 1600 m/s to 1850 m/s, and the interval
for the thickness of the ice is 2.7 m to 3.4 m. The result is shown in Figure 3-8.
The result shows that the exact values of the thickness of the ice and the shear
velocity could not be inverted with this method. Instead a straight line connecting
all the likely pair of values is given. In this case the equation for the straight line is
Cs = -1250h + 5450,
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where h is between 3 m and 3.1 m, Cs is between 1600 m/s to 1710 m/s.
Therefore, if we know one of the two variables, the other could be inverted by this
method.
3.5 Summary
The source spectrum independent method can be considered as the Matched Field
Processing method using only relative signals on array.[1] Theoretically, it could be
applied to invert multiple parameters without knowing the source spectrum. In real-
ity, when the parameters couple with each other, the relation between the parameters
can be estimated and theoretical resolution bounds such as Crammer-Rao bounds
can be obtained.[2, 42]
Another shortcoming of this method is that we have to know the attenuation
coefficients before using this method, because the ratio between two responses at two
different locations is considered here.
In short, if we just want to get a crude estimation of some parameters, the source
spectrum independent method is still very helpful.
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Chapter 4
CEAREX 89 Experiment Data
Analysis
In this chapter, the CEAREX 89 experiment data will be analyzed to invert the
compressional wave and shear wave speeds of the Arctic ice. The chapter is organized
as following: the experiment is introduced first, then several typical data types are
discussed. Because the source locations are not available, a time domain searching
method is proposed to locate the source. After the source has been located, the
longitudinal wave speed is estimated. The shear wave speed is inverted via the wavelet
transform method. The results of other time-frequency distribution methods are also
compared with that of the wavelet transform.
4.1 The Experiment
The Coordinated Eastern Arctic Experiments (CEAREX 89) were sponsored by the
Office of Naval Research (ONR), and jointly conducted between April 7th and April
18th, 1989 by the scientists of Massachusetts Institute of Technology (MIT), Woods
Hole Oceanographic Institute (WHOI), and the Naval Research Laboratory (NRL).
These experiments were conducted in the Norwegian-Iceland Sea in an area northeast
of Greenland. Various experiments were carried out each with different objectives.
One of the objectives was to invert the compressional and shear wave speeds from
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the data.
Figure 4-1 shows a schematic of the layout of the acoustics camp during the
CEAREX experiments. The camp was situated on a circular floe about 650 m in
diameter as depicted by the circular jagged boundary. The geographical North points
upwards and East points to the right. The scale is roughly 1cm 50m. The acoustic
hut is located near the center of the camp floe which is also the apex of the horizontal
hydrophone array. The main camp is located about 300 m due North. Aerial pictures
of the camp revealed that the area around the camp had a rough topography.
The seismo-acoustic waves were recorded both with hydrophones and geophones.
The crossed horizontal hydrophone array consisted of 25 logarithmically spaced hy-
drophones distributed along two legs of the array, which were at nominal depths
of 60 m from the top surface of the ice. The hydrophones were placed at nomi-
nal distances of 20 m, 40 m, and so on to 640 m from the apex of the array. The
Northwest-Southeast (NW-SE) and Northeast-Southwest (NE-SW) legs were thus ap-
proximately approximately 1280 m in length. Only data from 13 of the 25 geophones
were analyzed here, because they were sufficient to locate the source. Four geophones
were deployed on the top of the ice around the apex. The locations of the hydrophones
and geophones are shown in Figure 4-2. The exact locations of the geophones and
hydrophones are given in Appendix D. Both the hydrophone and geophone data were
acquired at a sampling rate of 972.7 Hz.
The average thickness of the ice is 3 meters. For a set of experiment, the explosive
sources were put in the same vertical line in the ice and water at the depth of 4 ft,
8 ft, 16 ft, 32 ft, 300 ft and 800 ft. The horizontal location of the sources were
unknown.
The sound speed profile in the water is given in Figure 4-3. Because we will discuss
the acoustic wave propagation in the water column with depth less than 100 meters,
we can assume that the sound speed is a constant.
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4.2 Data Observations
The seismo-acoustic data of Experiment # 52 were analyzed. The experiment was
conducted on April 16th, 1989. Three series of shots were carried out at three different
locations.
Here four types of data will be discussed.
* Hydrophone data with the source in the water: Figure 4-4 shows the raw time
series at two hydrophones for Shot Series # 1 when the source depth was 300ft.
Because the hydrophone # 7 was closer to the source than hydrophone # 4, the
wave reflected from the ice arrived later than the sound wave directly from the
source in hydrophone # 7; and it arrived earlier than the sound wave directly
from the source in hydrophone # 4. It is obviously that the directly arriving
wave was stronger than the reflected wave.
* Geophone data with the source in the water: Figure 4-5 shows the raw time
series at geophone # 4 for Shot Series # 2 when the source depth was 64 ft.
It can be seen that the longitudinal wave arrived almost the same time in both
the vertical and horizontal directions.
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Figure 4-5: The Time Series at Geophones with the Source in the Water. Upper:
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* Geophone data with the source in the ice: Figure 4-6 shows the raw time series
at geophone # 4 for Shot Series # 2 when the source depth was 4 ft. The
upper plot is with the x direction, which is not in the radial direction and
thus is a linear combination of the radial and tangential components. The
first arrival is the longitudinal wave, followed by the SH wave. Both waves
demonstrate nondispersive features. The lower plot shows the motions in the
vertical direction. The first arrival is the longitudinal wave, followed by the
flexural wave. The flexural wave is dispersive, and because of the roughness of
the ice plate, the flexural wave is distorted.
* Hydrophone data with the source in the ice: Figure 4-7 shows the raw time
series at two hydrophones for Shot Series # 2 when the source depth was 4ft.
Hydrophone # 4 is far away from the source, so the radiated longitudinal wave
arrived the hydrophone earlier than the sound wave traveling directly from
the source to the hydrophone. Because the flexural wave is an interface wave,
the flexural wave decreases as an exponential function of the vertical distance
between the hydrophone and the interface. Therefore, the flexural wave can not
be found in the hydrophone data.
93
:
: II
A 
.....-............. Horizonta l-Component ...............
0.6
Time (second)
1
0.5
0
-0.5
-1 I ; ; I 
0 0.2 0.4 0.6 0.8 1
Time (second)
Figure 4-6: The Time Series at Geophones with the Source
1.2
in the Ice.
1.5 
0.5 . ....... .....
0
- 0 .5 . .... .. ..... ... ....... . ... ....... 
-10 0.1 0.2 0.3 0.4 0.5
Time (second)
Figure 4-7: The Time Series at Hydrophones with the Source in the
Depth: 4ft. Upper: Hydrophone # 7; Lower: Hydrophone # 4
0.6
Ice. Source
94
0.5
0
-0.5
-1
0 0.2 0.4 0.8 1 1.2
i I I I I I
VerticalG-Oomponent . .
: .
..... .. .. : . .. ..... . . .. . , . . _
I I I ·
i
I I I I 
I
4.3 Source Locations and the Longitudinal Wave
Speed
Using the locations of the hydrophones and geophones, the depth of the source, and
the relative arrival time of the waterborne wave and compressional wave to those
sensors, we locate the source first using the hydrophone data. We then estimate the
longitudinal wave speed using both the geophone and hydrophone data.
4.3.1 Time Domain Searching Method
Several source location methods have been proposed to locate the source using relative
arrival time. They all bear a similar property, that is searching in the two dimensional
(x, y) domain, which not only requires priori information about the source but also
is time-consuming. In the case that the depth of the source is unknown, then the
search is in a three dimensional domain. In order to overcome these difficulties, the
following new method based on one-dimensional time domain searching is proposed.
Assuming the sound speed between the source and the receivers is constant, then
we can have
(x -xi) 2 + (y- yi)2 + ( _ zi)2 = c2(to + ti)2, i = 1,.. ., N (4.1)
where (x, y, z) is the location of the source, (xi, Yi, Zi), i = 1, 2, ... , N is the location
of the ith hydrophone, and c is the sound speed.
Let di = Izi - z be the separation of the ith hydrophone and the source in
depth. If all the hydrophones are in same depth and z is known, then di is a constant
independent of index i, denoted as d.
We assume the relative travel time from the source to the nearest hydrophone is
0, and to hydrophone i (i = 1,..., N) is ti, which can be obtained from the data.
Assuming the absolute travel time from the source to the nearest sensor is to, then
(to + ti) is the absolute travel time from the source to the ith sensor.
95
The basic idea of the method is to locate the source by searching for the solution
to. The method can be implemented by the following steps:
1. Initialize to.
Physically,
c(to + min(ti)) = cto > d, (4.2)
or
d
to > -,
where the equality holds if and only if the hydrophone is exactly beneath the
source, so d/c can be taken as the initial value of to.
2. Using SVD to solve x and y.
Take Eq. (4.1) for two hydrophones i and j, we get
(X - Xi)2 + (y -_ y)2 = C2(to + ti)2 - d2 (4.3)
(X - xj)2 + ( - y3)2 = c2(to + tj)2 - d2. (4.4)
These are non-linear equations with unknown variables x and y. We can ma-
nipulate them to form linear equations by subtracting Eq.(4.3) from Eq. (4.4):
C2(t 2 -t 2 + 2t(tj - ti)) (2 + 2 _ 2 -yj2)(xi- j)x + (Yi - Yj)Y , (4.5)2
where i = 1, 2,..., N, j = 1, 2,..., N, and j i.
So we have totally N(N-1) linear equations and two unknown variables, and the
equations can be solved by Singular Value Decomposition Method.
3. Calculating cost function.
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Plugging the x ,y and to into the cost function
N
F = [(x- x)2 +
i=1
(y - yi)2 + d2 _ C2 (to + ti) 2]2 . (4.6)
4. Increasing to by small number Let
to = to + At, (4.7)
where At is a small number.
5. Going back to step 2 and Step 3. When F reaches its minimum, the correspond-
ing (x, y) is the location of the source.
4.3.2 Source Locations
Table 4.1 is a record of the relative arrival time from the source directly to the
hydrophones of the shot series # 1. The unit of time is 1/922.7 second.
Table 4.1: The Relative Arrival Time from the Source Directly to the Hydrophones:
Shot Series # 1
Receiver Source Depth
16 ft 32 ft 64 ft 300 ft 800 ft
1 491 444 687 833 136
2 541 495 736 884 179
3 566 NA NA 908 NA
4 599 553 794 941 230
5 528 483 724 871 168
6 593 547 787 936 226
7 446 399 638 786 99
8 646 600 839 990 277
9 529 483 724 872 170
10 584 537 779 927 218
11 403 355 592 742 68
12 779 732 973 1123 402
13 691 645 884 1033 315
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Base on the relative arrival time, the locations of the sources are given in Table
4.2, Table 4.3 and Table 4.4.
Table 4.2: The Source Locations: Shot Series # 1
Location Source Depth
16 ft 32 ft 64 ft 300 ft 800 ft
x 99.5 102.2 100.3 104.0 108.3
y 304.7 306.9 298.3 307.9 301.7
Table 4.3: The Source Locations: Shot Series # 2
Location Source Depth
4 ft 8ft 16ft 32ft
x 174.8 177.5 174.4 182.2
y 142.8 148.4 141.1 156.3
Table 4.4: The Source Locations: Shot Series # 3
Location Source Depth
16ft 32 ft 64 ft
x 208.9 207.1 212.1
y -42.5 -42.3 -44.8
The results show that the time domain searching method provides a reliable way
to locate the sources.
4.3.3 The Longitudinal Wave Speed
As long as we know the location of the source, we can use the geophone data with
the source in the ice to estimate the longitudinal wave speed by the formula v = d/t.
The results are shown in Table 4.5.
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Table 4.5: The Longitudinal Wave Speed
Shoot Series Depth G1 G2 G3 G4 Mean
3 8 2931 3033 3073 3033 3018
2 8 2965 2962 3041 3061 3007
2 4 3032 3013 3104 3148 3074
With the above estimation, the mean value of the longitudinal wave speed is 3032
m/s.
The longitudinal wave speed can also be measured from the hydrophone data with
the source in the water. In this case, wave radiating from the source reaches the ice
first, travels along the ice, then radiats to the water, where the signal can be picked
up with the hydrophone. If the hydrophone is far away from the source, the signal
can arrive the hydrophone earlier than the sound wave directly from the source to the
hydrophone, and the arrival time of the signal can be easily measured. This situation
is depicted in Figure 4-8.
Assume the source depth is d1, the hydrophone depth is d2, the horizontal distance
between the source and the hydrophone is r, and the shortest traveling time from the
source through the ice to the hydrophone is t. If the sound speed in the water is C,
and the longitudinal wave speed in the ice is Cl, then
d + d2 r - (d + d2) cota (4.8)
sin aC+ C
For the shortest cut, we have
cos a = C. (4.9)
Then Eq. (4.8) can be simplified as
(dl + d2) sin a + r cos a = Cwt. (4.10)
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Figure 4-8: The traveling path of the sound wave from the source to the hydrophone
through the ice.
or
[(dl + 2)2 r2 cos2 a - 2C,.tr cos a + Ct 2- (dl + d2)2 = 0. (4.11)
VWe can solve this equation to get cos a. and then get C1.
The method is implemented with the CEAREX data, and the results are shown
in Table 4.6.
Table 4.6: The Longitudinal Wave Speed
Shoot Series Source Depth Mean
16 ft 32 ft 64 ft
1 3091 3112 3097 3100
2 3019 3029 3109 3052
3 3053 3011 2973 3012
With the above estimation, the mean value of the longitudinal wave speed is 3054
m/s, which is close to the 3032 m/s obtained through the analysis of the geophone
100
I 
014
LI -·
-I L-im
\
-I
4000
3500
3000
F 2500
a 2000
0
1500
1000
500
Dashed, Generated via the synthetic data
Contour Plot, Wavelet transform to CEAREX geophone data
> ~~~~~~~~~~~~~~.. .- ·-- - ::,~S < X, A== A.....................~.. .. ......................  _ ........
cx,,c," C
. ............ ........
.7
10 20 30 40 50 60 70 80 90 100
frequency (hz)
Figure 4-9: The Matching of Wavelet Transforms of the Real Data and Synthetic
Data
data. We take the average of those two values as the longitudinal wave speed, which
is 3043 m/s.
4.4 Dispersion relation matching
Because the flexural wave is dispersive and the shear wave speed is a dominant factor
to determine the dispersion curve, the shear wave speed can be inverted through
matching the dispersion relations of the real data and synthetic data.
In Figure 4-9, we matched the contour plot of the wavelet transform of the geo-
phone data with the peak value of the wavelet transform to the synthetic data. The
distance between the source and the geophone is 231 meters, the source depth is 8 ft,
the thickness of the ice is 3 meters, the compressional wave speed is 3500 m/s, the
shear wave speed is 1800 m/s, and the sound speed in the water is 1439 m/s. The fig-
ure shows that the wavelet transform provides reasonable resolution for determining
the shear wave speed.
Figures 4-10 and 4-11 are the results of the STFT and Wigner Distribution for
the same set of data. Here the Blackman window with size 121 is used in the STFT.
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Figure 4-10: The STFT to the CEAREX Geophone Data with the Source in the Ice
The results show that the resolution of the STFT is not as good as that of the
Wavelet transform. The flexural wave pattern could not be identified with the Wigner
Distribution.
Note that the longitudinal wave is almost nondispersive, the compressional wave
speed could be represented as the function of the longitudinal and shear wave speed
as
(4.12)Cd = Cs
4C2
1-- 42
Plugging C = 1800 m/s and C = 3043 m/s into this equation, we get Cd = 3368
m/s.
4.5 Summary
In this chapter, we worked on the following aspects of the problem:
* Discussed the wave propagation patterns in the ice-water system;
* Proposed time domain searching method to locate the source;
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Figure 4-11: The Wigner Distribution of the CEAREX Data, Source in the Ice
* Estimated the longitudinal wave speed from both the geophone and hydrophone
data, which is 3043 m/s.
* Inverted the shear wave speed of the ice via the wavelet transform, which is
1800 m/s.
* Compared the results of the wavelet transform with the STFT and Wigner
distribution method of the complicated geophone data and showed the relatively
high resolution of the wavelet transform.
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Chapter 5
RESOLUTE Data Analysis
5.1 The Experiment and the Data
5.1.1 The Experiment
In March 1992, the U.S. Army Cold Region Research and Engineering Laboratory,
Scientific Solution Inc. et al conducted a set of sea ice mechanics experiments on
a first-year ice floe(76.67N, 95.170 W) within the Canadian archipelago. The ice
consisted of a relatively smooth, undeformed first-year ice floe, apparently landfast.
Occasional small, isolated upthrust blocks were observed at various locations within
the site. The relief of such features was less than 30 cm. No continuous pressure
ridges were observed within the immediate area[26].
12 three-axis geophone array was set up on the top of the ice plate. The con-
figuration of the geophone array is shown in Figure 5-1. The exact location of each
geophone is given in Appendix E. Hammer blow signals were generated by striking
hammers vertically on the top surface of the ice near each of the four geophones (G10,
G11, G5, G7) several times. Therefore, for each hammer blow, both the source and
receivers locations were known, and the travel times from the source to the receivers
were known also.
Snow depth measurements were obtained along a 200-m-long line that was oriented
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Figure 5-1: Geophone Locations
generally north and south on the floe. Snow depths were measured at 5-m intervals
along the site, and snow density measurements were made at several locations along
the site.
Snow thickness varied considerably along the 200 m survey line, and ranged from 4
to 23 cm. The mean depth was 15 cm with a standard deviation of 7 cm. The sastrugi
were oriented generally in a north-south direction. The snow was hard packed, and
densities measured with a standard snow density kit ranged from 325 to 430 kg m - 3 .
The ice thickness was approximately 1.7 meters and relatively uniform.
Cracks in the ice were observed under the snow line, with each crack running
horizontally at least 5-6 m. The width of the cracks was up to 0.3 cm, and the depth
of one crack was at least 15 cm.
5.1.2 Data Observations
The purpose of this subsection is to review the time series observed during the Reso-
lute experiments and associate observed wave forms with the appropriate wave types.
Additional characteristics of the observed time series which greatly simplify analysis
and inversion are identified and explained.
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the (top to bottom) vertical, tangential and
1 in response to hammer blow very close to
A typical geophone response is shown in Figure 5-2. The hammer hit on the ice
very close to geophone 10, and the response was at geophone 1. The distance between
those two geophones is 376.3 m.
The vertical direction response at geophone 10 is shown in Figure 5-3, which could
be considered as an expression of the time series of the source.
The hammer hit the ice at around 0.1 second. In Figure 5-2, the first arrival on the
radial velocity trace is the longitudinal wave, which was about 0.13 seconds after the
hammer blow. As the longitudinal wave is only slightly dispersive, the characteristics
of the hammer blow is retained in its time series.
The flexural wave is the strongly dispersive wave beginning about 0.3 second after
the hammer blow. The flexural wave dominates the vertical geophone output, and is
clearly visible in the radial geophone output.
The SH wave is strongly visible in the tangential direction, which was about 0.25
second after the hammer blow. The SH wave is nondispersive, so the characteristics
of the hammer blow are retained in its time series. The only difference is that the
phase of the SH wave is behind that of the hammer blow.2
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Figure 5-3: Time series as observed in the vertical direction on Resolute geophone 10
in response to hammer blow very close to geophone 10.
In the vertical and radial directions, the waterborne wave could be found shortly
before the flexural wave. This wave can be excited by energy propagating through
the underlying water. Vibrations at the bottom of an ice sheet underneath a fracture
radiate energy into the water column. Because the flexural wave is a subsonic wave,
the waterborne wave arrives earlier than the flexural wave. The responses from the
waterborne pulse carry no information useful directly in the inversion for the elastic
parameters of the ice. Therefore, we will not discuss this wave afterwards.
5.2 Longitudinal and SH Wave Speed Measure-
ments
Because both the longitudinal wave and the SH wave could be considered as nondis-
persive waves, the longitudinal and SH wave speeds can be calculated directly from
the distance and travel time between the source and the receiver with the formula
c = d/t, where d is the distance and t is the traveling time.
An example of how to calculate the longitudinal wave (LW) speed and the SH wave
speed is given in Table 5.1. The hammer blow was very close to geophone 10. The
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travel time for the longitudinal wave from the source to a receiver could be measured
via the radial component; the travel time of the SH wave from the source to a receiver
can be measured via the tangential component. The radial component of geophone
12 was not recorded so that the travel time was not available for the longitudinal
wave. Geophone 5 was far away from the source so that it is very difficult to figure
out the travel times for both the longitudinal wave and the SH wave. The units for
the distance, time and the speed are meter, second, and m/s respectively.
Table 5.1: The Calculation of the Longitudinal and SH Wave Speeds
Receiver Distance Time (LW) Speed (LW) Time (SH) Speed (SH)
1 376.3 0.136 2766.9 0.242 1555.0
2 382.2 0.138 2769.6 0.246 1553.7
3 401.1 0.144 2785.4 0.258 1554.7
4 531.1 0.192 2766.1 0.226 1543.9
5 826.7 NA NA NA NA
6 388.3 0.142 2734.5 0.248 1565.7
7 484.63 0.182 2662.8 0.296 1637.3
8 370.2 0.134 2762.7 0.240 1542.5
9 351.5 0.126 2789.7 0.226 1555.3
11 514.04 0.190 2705.5 0.334 1539.0
12 376.44 NA NA 0.246 1530.2
For this event, the mean value of the longitudinal wave is 2749.2 m/s, and the
standard deviation is 41.44 m/s. The mean value of the SH wave is 1557.7 m/s, and
the standard deviation is 29.73 m/s.
The overall results for the measurement of the longitudinal and SH speeds are
given in Table 5.2, where the Hammer Blow column gives the geophone which is very
close to the hammer blow point.
Here, the longitudinal wave speeds with hammer blows very close to geophone #
5 are relatively bigger than those of other hammer blows. A possible reason is that
the hammer blow for geophone # 5 hit a place relatively closer to other geophones.
Table 5.3 shows the results of different hammer blows very close to geophone #
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11. The results show that with the # 4 hammer blow the longitudinal wave speed
is 2812.6 m/s, and with the # 7 hammer blow the longitudinal wave speed is 2627.5
m/s.
5.3 Dispersion Relation Matching
In the previous section, we calculated the longitudinal wave speed and the SH wave
speed based on the nondispersive property of those two waves. As indicated before,
the shear wave speed is a dominant factor in the dispersion relation of the flexural
wave. Here, we will invert the shear wave speed by matching the dispersion relations
obtained from both real and synthetic data.
5.3.1 Test of the Time-Frequency Domain Distribution Meth-
ods
We will test the three time-frequency domain distribution methods with the real data
in order to determine which method we will take for the analysis. The discussion will
be focused on the vertical component because the flexural wave is dominant in the
vertical direction.
Without loss of generality, we take the vertical component of geophone # 1 with
the hammer blow very close to geophone # 10 as the test benchmark. The STFT
results are given in Figure 5-4. Two window sizes, 21 and 121, are used. The results
show that the STFT gives very bad resolution when the time domain window is small,
but it gives reasonable resolution with a much bigger size window even though the
resolution for low frequency is still not good. The wavelet transform and the Wigner
distribution results are given in Figure 5-5. The Wigner distribution shows several
wave modes exist, which is an illusion caused by the cross-term effect. The wavelet
transform gives a very clear picture and good resolution of the dispersion curve.
Therefore, we choose wavelet transform as the time-frequency domain distribution
method to perform the dispersion analysis of the Resolute data.
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Figure 5-4: STFT to Resolute Data: Vertical component of geophone # 1 with the
hammer blow very close to geophone # 10
Table 5.2:
Speeds
The Mean and Standard Deviation of the Longitudinal and SH Wave
Wave Speed Hammer Blow Overall
(Statistics) 5 7 10 11
LW (mean) 2822.2 2728.8 2728.4 2723.0 2737.9
LW (std) 37.31 37.64 159.01 63.47 105.43
SH (mean) 1572.1 1566.5 1554.9 1568.9 1564.4
SH (std) 23.22 29.36 28.94 25.19 27.53
The Mean and
Geophone 11)
STD of the Longitudinal and SH Wave Speeds (Hammer
Wave Speed Hammer Blow # (Close to Geophone # 11)
(Statistics) 2 3 4 5 6 7
LW (mean) 2730.7 2730.5 2812.6 2680.4 2746.8 2627.5
LW (std) 21.90 14.50 62.26 12.64 20.36 16.93
SH (mean) 1580.2 1576.4 1570.4 1558.2 1584.5 1540.2
SH (std) 20.95 22.84 22.77 6.25 23.45 22.13
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The three methods are also applied to horizontal data: the y directional compo-
nent of geophone # 6 with the hammer blow very close to geophone # 10. Because
geophone # 10 is on axis x, and geophone # 6 is on axis y, the y component of geo-
phone # 6 actually is a linear combination of the radial and tangential components.
The results are shown in Figure 5-6. While the result of the Wigner distribution still
has the cross-term effect, both the Wavelet transform and the STFT illustrate the
flexural wave and the SH wave. It is obvious that the SH wave is nondispersive. The
wavelet transform provides better resolution of the SH wave than the STFT.
5.3.2 Matching
First, given the same set of source and receiver, we will test if the dispersion curves
obtained via the wavelet transform are the same for different hammer blows.
Figure 5-7 shows the dispersion curves obtained through the wavelet transform to
the vertical component of geophone # 1 when the source was close to geophone #
10. Three sets of data corresponding to different hammer blows were analyzed. The
results show that the dispersion curves are almost the same.
The relation between the dispersion relation with the direction of the wave prop-
agation is also discussed. The wavelet transform will be performed on four sets of
data:
* Wave traveling from West to East: the vertical component of geophone # 1
with the hammer blow very close to geophone # 10;
* Wave traveling from North to South: the vertical component of geophone # 1
with the hammer blow very close to geophone # 7;
* Wave traveling from East to West: the vertical component of geophone # 1
with the hammer blow very close to geophone # 5;
* Wave traveling from South to North: the vertical component of geophone # 1
with the hammer blow very close to geophone #11.
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Figure 5-5: Wavelet Transform and Wigner Distribution to Resolute Data: Vertical
component of geophone # 1 with the hammer blow very close to geophone # 10.
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Figure 5-6: STFT, wavelet transform, Wigner distribution to Resolute data: Hori-
zontal component of geophone # 6 with the hammer blow very close to geophone #
10.
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Figure 5-7: Dispersion curves obtained via wavelet transform: Vertical components
of geophone # 1 with the hammer blow very close to geophone # 10.
Dispersion curves can be obtained from the wavelet transform results, then synthetic
data generated via SAFARI are analyzed to match this dispersion curve. Using this
process, the shear wave speed can be inverted.
Figures 5-8, 5-9, 5-10 and 5-11 show the the results of matching. The results show
that the shear wave speed is different when the flexural wave propagates in different
direction. When the wave travels along the East-West line, the inverted shear wave
speed is about 1300 m/s; when the wave travels along the North-South line, the
inverted shear wave speed is about 1400 m/s. The average value of the shear wave
speed related to the flexural wave is 1350 m/s.
5.4 Transverse Isotropy Effect
In the experiment, two shear wave speeds were observed. One was related to the SH
wave, which was recorded as a nondispersive wave in the tangential direction, with
the mean value at 1564 m/s and standard deviation at 27.53 m/s; the other was
related to the flexural wave, with the speed at around 1350 m/s. The results imply
that the difference is statistically significant, which suggests to us that we model the
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Figure 5-8: Matching the dispersion curves of the Resolute data and synthetic data.
Solid: Wavelet transform result of vertical component of geophone # 1 with the ham-
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Figure 5-9: Matching the dispersion curves of the Resolute data and synthetic data.
Solid: Wavelet transform result of vertical component of geophone # 1 with the
hammer blow close to geophone # 7. Dashed: Synthetic Data generated with SAFARI
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Figure 5-11: Matching the dispersion curves of the Resolute data and synthetic data.
Solid: Wavelet transform result of vertical component of geophone # 1 with the ham-
mer blow close to geophone # 11. Dashed: Synthetic Data generated with SAFARI.
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wave propagation in the ice with the transverse isotropic model.
5.4.1 Transverse Isotropic Elastic Medium
Within the elastic theory, the transverse isotropic model and the isotropic model
share the same wave motion equations and the same equations governing the relation
between the strain and the displacement. The only difference is with the stress-strain
relation.
Consider a transverse isotropic medium with a vertical axis, which means the
medium is isotropic in the horizontal direction, and is anisotropic in the vertical
direction. A transverse isotropic medium has five independent elastic constants with
a stress- strain relation given by
ral
U 2
O3
O4
U5
( U6
=
Cll
C12
C13
0
0
0
C12
Cll
C13
0
0
0
C13
C13
C33
0
0
0
0
0
0
2C44
0
0tO
TO
0
0
0
0
2C44
0
0O
0
0
0
0
2C66
61
62
E3
E4
5
E6
(5.1)
where C12 = Cl - 2C66 and we have employed the condensed notation,
al1 = 1 1
a2 = 22
73 = a733
a4 = 23
5 = 31
U6 = U1 2
61 = 611
62 = 622
63 = 633
64 = 623
65 = 631
66 = 612
(5.2)
Here five independent elastic constants: C, C13, C33, C44 and C66 are applied to
describe the stress-strain relation. Note that only two independent elastic constants
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A and L are needed for the isotropic elastic medium, with
C1 = A + 2, (5.3)
C12 = C13 = A, (5.4)
and
C44 = C6 6 = (5.5)
So the isotropic medium can be regarded as a special case of the transverse isotropic
medium.
5.4.2 Equivalent Periodically Stratified Medium
In the long wavelength limit, some transverse isotropic media can be represented by
an equivalent periodically stratified elastic medium. Consider an infinite linear elastic
medium made up of plane homogeneous layers as shown in Figure 5-12.
Let 3 be the axis perpendicular to the layering and let the layering be periodic
with period H. Assume that one period is made up of N homogeneous layers, each
with shear modulus pi, Poisson ratio vi, and thickness hiH, i = 1,..., N. Let i be
defined as the square of the ratio of shear speed, Cj, to compressional speed Cdi, so
that
Cs? 1/2 - vi
Y Cd2 1- v (5.6)
It was proved [46] that when the period H is greatly less than the wavelength A,
the elastic constants are written as
C44 =< p-1 >-1,
C66 =< L >,
C33 =< 'y//u >-',
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C13 = (1 - 2 < y >) < y/iL >-1,
Cll = 4 < > -4 < y/ > +(1 - 2 < y >)2 < Yy/i >-1,
where < > means the mean value of .
5.4.3 SH, SV and P Wave Speeds for the Transverse Isotropic
Medium
In plane strain case, all terms with partial derivatives with respect to x2 vanish, the
displacement equations of motion for a transverse isotropic medium are
Cl1U1, 11 + C13u3,31 + C44(u3,12 + U1,33) = pull (5.7)
C66U2,11 + C44U2,33 = pi2, (5.8)
C 44 (u3 ,11 + U1,31 ) + C1 3u1 ,1 3 + C3 3U3,3 3 = pU2. (5.9)
Note that the second equation (in terms of u2) is not coupled to the others (in
terms of ul, U3).
SH Wave
Let:
U1 = U3 = 0, (5.10)
and
(5.11)U2 = U2e- i(wt- k l1x l- k3x3)
Inserting it into Eq. (5.11), we find
C6 6kl + C4 4k32 = pw2. (5.12)
We define the slowness
1
P-)
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and the wavenumber
wk - = wp,C
then Eq.(5.12) can be written as
C66P2 + C44p2 = p, (5.13)
which is independent of the frequency w, showing the SH wave is nondispersive in
free space.
If we note that Pi and p3 can be defined as
Pi = p(O) cos ,
p3 = p(O) sin ,
(5.14)
(5.15)
where 0 is the angle between the horizontal plane and the wave propagation direction,
then
1
CsH(O) - C66 cos
2 0 + C44 sin2 0
So given C44, C66 and the direction 0, we can calculate the shear speed CSH.
For horizontal propagation, when 0 = 0
CSH(O) = 6, (5.17)
and for vertical propagation, when 0 = 2
C(2
CSH(i)
2
44
= pV P
(5.18)
(5.19)
We note
C44 =< A-1 >-1<< A >= C66,
which means the SH wave propagating in horizontal direction is always no slower
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(5.16)
than the SH wave propagating in the vertical direction.
P-SV Waves
Let:
U2 = 0,
U1 = U1e - i(wt - k lx1- k3x3)
= U3 e-i(wt-kll-k3x3)
Inserting Eqs. (5.21) and (5.22) into Eqs.(5.7) and (5.9), we get
(Cllk + C44k2 - p 2)Ul + k1k3(C13+ C44)U3 = 0,
and
(C13 + C44)klk 3Ul + (C44 ki + C33 k3 - pw2 )U3 = 0.
In order to get the non-trivial solutions of U1 and U3, we must have
(Cn~pl + CC4 - p) (C44 1 + C33 32 -p)-(C33 + C44)l = 0
where Pi and p3 are slownesses, Pi = bk and p3 = .
If we define Pi and p3 as:
Pi = p(O) cos ,
and
P3 = p(O) sin 0.
Then Eq. (5.25) could be rewritten as:
p4 (0)[C33C44 sin4 0 + CllC44 cos4 0 + (CllC33 - C123 - 2C13C44) cos2 0 sin2 0]
- p2 (0)p[(Cl + C44) cos2 0 + (C33 + C44) sin2 0] + p2 = 0. (5.26)
So given the elastic constants C1, C33, C44, C13 and the direction 0, we can calcu-
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(5.20)
(5.21)
(5.22)
(5.23)
(5.24)
(5.25)
late the compressional speed Cp(O) and the shear speed Csv(O), both of which are
independent of the frequency w, which means both wave are nondispersive in free
space.
When 0 = 0,
(C1p(O) - P)(C44P2(0) - P) = 0. (5.27)
Therefore
1 _ __Cp(O) = ( = , (5.28)
and
Csv(0) = 1( = ___4 (5.29)
P2(o) P
When 0 = - 2'
(C33p() -)-P)(C44P2() -P)= (5.30)2 2 )(5.30)
Therefore
C()= (X = C, (5.31)
2 Cpl()OD 
and
Csv(1) = () = C4 (5.32)
so the SH and SV wave propagate at the same speed in the vertical direction.
5.4.4 A Transverse Isotropic Model for the Ice Plate
Now, we will use SAFARI to duplicate the transverse isotropic situation. The basic
idea is to input a set of elastic constants to generate the synthetic data, then to
compare the data to get the SH wave and longitudinal wave speeds in the horizontal
direction, and the SV wave speed related to the flexural wave. These speeds are
matched with those obtained in the Resolute experiment.
The elastic constants are
C11 = 1.0450560E + 10,
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C13 = 6.3779589E + 09,
C33 = 1.0712250E + 10,
C44 = 1.3982054E + 09,
C66 = 2.1671462E + 09,
the thickness of the ice is 1.7 meters, and the density of the ice is 900 kg/m 3 . The
sound speed in the water is 1400 m/s, and the density of the water is 1000 kg/m 3 .
A unit force acts on the ice in the x - z plane with an angle of 450 to the horizontal
plane. In this case, the flexural wave, the longitudinal wave and the SH wave are all
excited.
First, we can calculate the SH, SV and P wave speeds as functions of the angle 0.
The results are given in Figure 5-13. It shows that the compressional wave speed is
almost constant in all directions. The SH wave in the horizontal direction is greater
than that in the vertical direction. The SV wave speed in horizontal direction is the
same as that in the vertical direction.
Then we run SAFARI to get the synthetic results, which are shown in Figures
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Figure 5-14: Vertical Component
5-14, 5-15 and 5-16. The results show the flexural wave is dominant in the vertical
component, although the longitudinal wave is also visible. In the radial direction, both
the longitudinal wave and the flexural wave are visible. In the tangential direction,
the SH wave is visible except in the 0° and 1800 directions, because the force acts in
the x - Z plane.
Through the travel time analysis, we find the longitudinal wave speed is 2736 m/s
and the SH wave speed is 1563 m/s, very close to 2738 m/s and 1564 m/s, which are
what we obtained from the experiment data.
We also take the wavelet transform of the vertical component. The dispersion
curve is shown in Figure 5-17. We also take the wavelet transform of synthetic data
by assuming Cd = 3450 m/s, C = 1350 m/s, C, = 1400 m/s and h=1.7 m. The
results are compared in this figure, the two curves match each other very well.
The analysis shows that transverse isotropic model is a reasonable model for the
Arctic ice, but this does not mean we could not invert the parameters with the
isotropic model. We note that the compressional wave speed is almost a constant
in all directions, and the flexural wave speed is determined by the SV speed in the
vertical direction and the thickness of the ice. Furthermore, the SH wave does not
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Figure 5-17: The Dispersion curves of the transverse isotropic medium and the
isotropic medium
couple with the compressional wave and the SV wave, so the inversion analysis based
on the flexural wave still works.
5.5 Dispersive Medium
Figure 5-8 shows that there is a transition of the dispersion curve when the frequency
is between 20 and 30 Hz. This phenomena suggests us that the shear wave speed
might be a function of the frequency, or the ice is a dispersive medium.
This analysis based on the synthetic data generated via SAFARI demonstrates
that the dispersion curve does have a transition period if the shear speed is a function
of the frequency. We assume the shear wave speed is a function of the frequency as
shown in Table 5.4.
Table 5.4: The shear speed is a function of the frequency
Frequency (Hz) 0 22 25 30 40 50 60
Shear Speed (m/s) 1160 1160 1170 1200 1240 1290 1290
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Figure 5-18: Frequency Dependent Shear Speed
The relation of the shear speed and the frequency is also shown in Figure 5-18.
The results of the wavelet transform to the real data and the synthetic data
generated via SAFARI are compared in Figure 5-19, which have very close agreement.
Then what are the reasons behind the frequency-dependent shear speed feature?
The possible reasons are:
* The roughness of the ice. Because the experiment was conducted in a smooth
first year ice, large roughness is very unlikely.
* Two layers of ice with different thickness. Assume the ice plate is consisted
of two layers of ice: a 1 m thick layer with compressional speed Cd = 3500
m/s, and shear speed C = 1560 m/s; and a second 0.7m thick layer with
compressional speed Cd = 3500 m/s, and shear speed C = 1200 m/s. We
generate synthetic data with SAFARI, and perform wavelet transform on the
vertical component. The result is shown in Figure 5-20. The dispersion curve
is very smooth. Therefore this possibility is erased.
* Periodic Added-Mass Effect. The snow distributed not uniformly on the surface
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Figure 5-21: Added-mass on the ice plate
of the ice, which might introduce the feature.
* Periodic Crack Effect. There were visible cracks in the ice plate, which might
cause the frequency-dependent shear speed feature.
We will discuss the periodic added mass and periodic crack effects in the following
two sections.
5.6 Periodic Added-Mass Effect
5.6.1 Characteristic Equation
As shown in Figure 5-21. the added-mass was periodically distributed on the surface
in the ice in the x direction. The distance between two adjacent added masses is d.
The governing equation for the ice plate with periodic added-mass is:
,94U' c9 2w -WzO,
Daa -' ± Psh + 6(x - xi) = -plz=o, (5.33)
i=where m is the add d-mass (kg/m).
where m is the added-mass (kg/m).
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The governing equation for the pressure in the water is:
92p 02 p
Ox 2 Oz2
I 2p
- 0.
c2 0t 2
On the interface z = 0, the boundary condition is
Op _ 2w
-a Pat2
Assume
W = WleiwtI
and
p = pleiiwt
Then take Fourier transform of x to Eqs.(5.33)-(5.35), we get:
Dk4W - phw2 l - mw2
i:
dz-- + (k 2dz2
- W1(x i)eikxi = _1=
2ir
- 2 ) = o,
-C2)=O
dI=f pw21. (5.38)dz
Considering the radiation condition when z approaches +oo, the solution of the Eq.
(5.37) is
pi = Ae - aZ, (5.39)
where
k2 - () 2 if k >
i/()2 - k2 otherwise
Then
(5.40)Pli z=o = A,
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(5.34)
(5.35)
(5.36)
(5.37)
and
dlz=0 = -aA. (5.41)dz
From Eqs.(5.38) and (5.41) , we get:
PW2A =- w,
so
Pllz=O =--W 1i.a
The characteristic equation for the system is
PW2 - 1 L(Dk4 -Phw2 )-Lph 1 - mw2 W(xi)e - ik zi 0, (5.42)
a 2r
where zw1 is the Fourier transform of wl, or:
wl = - wl(x)e- ikdx. (5.43)
2?r - oo
Because both w1 (x) and its Fourier transform iwl appear in Eq.(5.42), it will be
difficult to find the value of k given a particular value of w without knowing w1 (x) or
z71 .
5.6.2 Discussion
Without loss of generality, we will make the following assumptions:
w1(x) is an even function of x. Because the first mode of the flexural wave is
discussed, and there is no boundary condition to restrict the symmetric mode.
So this is a very reasonable assumption.
* the absolute value of w (x) is a decreasing function of x when x > 0. In the
wave motion, this is also true to satisfy the radiation condition.
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Therefore the characteristic equation can be rewritten as
(Dk 4 -pshw W2 _ p) O+
aOl
+00
w1(x) cos kxdx - mw2 E wi(xi) cos kxi = 0,
i=1
where
.d
xi = iz,i = 2n - 1, n = 1, 2,3,..., oo.2
Now we consider several special cases:
1. When
kxl= 
21
then
kxi = (2n - 1) .
2 
Therefore
cos kxi = 0,
and Eq.(5.44) is simplified as
PW 2Dk4 - ph 2 - = 0,
Og
(5.48)
which is the characteristic equation without the added-mass. So for a special
value of k, which satisfies kd = r, we can find the frequency w with Eq.(5.48),
and the dispersion curves of the ice plate with and without added mass join
together.
2. One step further, when
k = (2m-1) ,m= 1,2,3,...,oo,
2 2
kd = (2m - 1)r, m = 1, 2, 3,..., o,
(5.49)
(5.50)
The dispersion curves also join together.
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(5.44)
(5.45)
(5.46)
(5.47)
or
3. When
dk- = 2mir, m = 1,2,3,...,oo, (5.51)
2
then
d(2n - )k- = 2(2n - 1)mir, (5.52)
2
and
d
cos[(2n - )k-] = 1. (5.53)
2
Because we assumed that the absolute value of wl(x) is a decreasing function,
so the first several terms in =l1 w1 (xi) are dominant, the first several cycles of
o wl (x) cos kxdx are dominant. This means that they should have the same
sign: if one is greater than zero, the other should be greater than zero too.
Therefore, in this case the effect of the added-masses is truly like an added-
mass to a system in the vibration: for the same frequency, the group velocity
of the added-masses system should less than that without the added-masses.
4. When
dk = (2m - 1)r, m = 1, 2, 3,.. ., oo, (5.54)
2
then
(2n- 1)k d = (2n- 1)(2m- 1)7r, m = 1, 2,3,...,oo, n = 1, 2,3,...,oo. (5.55)
Therefore
cos[(2n - )k ] = -1. (5.56)
In this case, f+0 wl (x) cos kxdx and +' w (xi) cos kxi have different sign,
therefore the added-masses act as negative masses in a vibration system. So
for the same frequency, the group velocity of the added mass system is greater
than the group velocity of the ice plate without added-mass.
5. Summary: Therefore the dispersion curve of the added-masses system is just
distorted around the the dispersion curve without the added mass. The trend
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is given in Table 5.5 and a schematic plot is given in 5-22.
Table 5.5: The difference between the dispersion curves with and without the peri-
odic added mass. Given the wavenumber, we can calculate the frequency from the
characteristic equation (5.48)
Frequency k = k = k= k 4r k = s 
Difference 0 - 0 + 0 
Here, we assume the compressional speed is 3450 m/s, the shear wave speed is 1350
m/s, and the thickness of the ice is 1.7 m. Given the distance between two adjacent
added masses of 10 m, 20 m, 30 m and 40 m, we can find the corresponding frequencies
where the two dispersion curves join together. The results are shown in Table 5.6.
The frequency range 0 to 60 Hz is considered. When the frequency is greater than
60 Hz, we put "NA". Thin plate theory is applied for the calculation.
5.6.3 Perturbation Solution
Because the dispersion curve of the added-mass system moves around the dispersion
curve without the added mass, it is natural to assume that fv1 and w1 are the same
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Table 5.6: The frequencies that two dispersion curves join together
Frequency (Hz) Distance between two adjacent added-masses(m)
10 20 30 40
fi 11 2 1 0.5
f2 NA 28 11 5
f3 NA NA 35 18
f4 NA NA NA 39
as that without added-masses, which is given in Appendix C:
V P1 w 2 '
PW
and
ir
W1 (X) =- Y1 (-X),pwcx c
where Yl(,x) is a Bessel function of the second kind of order 1 and
YV(-Cx) = -Y C(-x),c c
(5.57)
(5.58)
so wl (x) is an even function of x.
In this case, the characteristic equation could be simplified as:
Dk4 _ aph _ 1 - mW + Y1 ( xi)cos(kxi) = 0.
PW2 P PC i= i C
(5.59)
An example is shown in Figure 5-23. Taking the compressional wave speed as 3450
m/s, the shear speed as 1350 m/s, the sound speed in the water as 1400 m/s, the
thickness of the ice as 1.7 m, and the distance between two adjacent added-masses as
28 m, we plot the dispersion curves of the systems with and without the added-mass.
The result show the two curves match very well around 10 Hz and 25 Hz.
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Figure 5-23: The dispersion curves with and without the added masses
5.7 Periodic Crack Effect
5.7.1 Characteristic Equation
As shown in Figure 5-24, the cracks are periodically distributed in the ice in the x
direction, and the distance between two adjacent cracks is d. The governing equation
for the ice with periodic cracks is:
62 92W 92Wy- (D )+±p, h 2 =--pIz=o, (5.60)Ox2 2D2 +h-
where
+00
D = Do - D1 6(x - xi). (5.61)
i=l
Here, we assume that the cracks weaken the stiffness of the plate and have no effect
on the thickness of the ice.
The governing equation for the pressure in the water is
a2p a 2p 1 a2p (5.62)
&x2 &z2 c2 &t2
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Cd=1450, Cs=1350, Cw=1400, h=1.7
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Figure 5-24: The periodic crack in the ice
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On the interface z = 0:
Op 2w
az Pat2'
iwt
Assume
p = pleiwt .
Then take Fourier transform of x to Eqs.(5.60), (5.62) and (5.63), we get
and
1 [+oo a2 2W1 -ikzdx-
2-- [X2 (D j e
02#p
0z2 C+ 2
apI z= = 2W l,Oz
21 [2(D 2-1 ikxd = D0k4 1 +
1 +oo
2 i=1
Dk2 a2W1(Xi) e-ikx
ax 2
Following the same procedure of the previous section, we find the characteristic equa-
tion for the system is:
4P 2P )W2l +I2 Dik 2+o0 a2Wl (Xi) eikxi - O,(Dk4 - phw2 ) + lk x2-- + = i=l (5.70)
where 'wl is the Fourier transform of wl.
Through partial integration, we can get
1 +00
27r -00
-kz 1
wl(x)eikxdx = 2k 2
2·rkl 2
+0 2wl () -eikxdx.
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(5.63)
(5.64)
(5.65)
Pshw2i 1 = -Pl z=O,
and
(5.66)
(5.67)
where
(5.68)
(5.69)
(5.71)
5.7.2 Discussion
Without loss of generality, we will make the following assumptions:
· a2wl(() is an even function. Because the first mode of the flexural wave isOm2
discussed, and there is no boundary condition to restrict the symmetric mode,
so wl (x) is an even function, and so is OX(
· the absolute value of 82W,(x) is a decreasing function when x > 0.
Therefore the characteristic equation could be rewritten as:
(Dk4- 2 P ) () cos kd - k xdx4 ( cos kxi = 0. (5.72)
/ oOO 2 O~.~,~ (~) i=1
Follow the procedure of the previous section to consider several special cases.
1. When
d wk- =(2m- 1) m = 1,2,3,.,oo, (5.73)2 2
cos(kxi) = 0. (5.74)
and the characteristic equation can be simplified as:
2
Dk 4 pshw2 P = 0, (5.75)
which is the characteristic equation without the added-mass. For a set of special
values of k, which are satisfied with Eq.(5.48), we can find the frequencies w.
The two dispersion curves join together with the set of (k, wc).
2. When
dk = 2mr, m = 1, 2, 3,..., o, (5.76)
2
cos[(2n - )k-] = 1. (5.77)
2
The effect of the periodic crack is to weaken the stiffness of the plate, therefore,
the group velocity of the periodic crack system should be less than that without
the cracks.
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3. When
d
k- = (2m + 1)7r, m = 1, 2, 3,..., oo, (5.78)
2
cos[(2n- 1) ] =-1. (5.79)
So for the same frequency, the group velocity of system with periodic crack is
greater than that without cracks.
4. Summary: Therefore the dispersion curve of the system with periodic crack
moves around that of a system without cracks. The trend is the same as that
with periodic added-masses, which is shown in Table 5.5.
5.7.3 Perturbation Solution
Assume that wl and w1 are the same as without the cracks, or
wl -- P~ 2, (5.80)
Pw2
and
Wl(x) -- YY 1 x), (5.81)
Pwcx C
where Y l(wx) is a Bessel function and
Y(--x) =-Y(-x),
C C
so wl(x) is an even function of x.
With this assumption, the characteristic equation could be written as
a aph Dlk 2 +° 6 w_ 3 wD ~k 2- 2 J -1- 1 S[( 3 + 2 )Y,(-x) + )Yo(wxi)]cos(kxi) 0-- PW P PC i X wxi C Xi C CX C
(5.82)
Take the compressional wave speed as 3450 m/s, shear speed as 1300 m/s, the sound
speed in the water as 1400 m/s, the thickness of the ice as 1.7 m, and the distance
between two adjacent cracks as 28 m. We plot the two dispersion curves of the system
140
1200
1000
800
.2 600
a-=Q
CD 400
200
r%
0 10 20 30 40 50 60
frequency (hz)
Figure 5-25: The dispersion curves of the system with and without the periodic cracks
with and without the periodic cracks in Figure 5-25. The result shows that the two
curves join together around 2 Hz, 17 Hz and 32 Hz.
5.7.4 Bloch Wave Approach
The problem can also be analyzed in the framework of the elastic wave propagation
in the periodic structures. The dynamically significant features of a periodic struc-
ture are most clearly revealed by the study of elastic wave motion [4, 20, 31, 16].
The frequency selective property of periodic structures has a banded structure: the
strongly attenuated waves occupy bands of the frequency spectrum known as stop-
bands. Between neighboring stopbands are regions of the frequency spectrum known
as pass bands, the waves associated with which propagate with no attenuation. The
waves propagating in periodic media with unusual dispersion and attenuation char-
acteristics are called Bloch waves [22]. More discussions of the wave propagation in
periodic structures can be found in [3, 33, 32, 25].
Here, we consider the wave propagation in a infinite long plate with periodic
length of d. As shown in 5-26, each element is consisted of two plates with different
thickness; one with thickness hi and length L 1, the other with thickness h2 and length
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Figure 5-26: The periodic crack in the ice
L2. When L2 < L1 , the L2 part can be regarded as a crack. As discussed in Chapter
2, the water effect to the dispersion relation of the flexural wave is not significant. so
we will not consider the water effect. The governing equations of the flexural wave
propagation for the two different parts of ice are
D1 94 4 + phl 92= 0, (5.83)
and
- 4+2 (92 = ,D a2 + psh2 = 0, (5.84)
where
Eh3
12(1 - 2) '
and
Eh3
D 2 12(1 - 2) '
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I.1
The solutions of Eqs. (5.83) and (5.84) are:
w = A1 sinh kf lx + A 2 cosh kf lx + A3 sin kf lx + A4 cos kf 1x,
w2 = B1 sinh kf 2x + B 2 cosh kf 2x + B3 sin kf 2x + B4 cos kf 2x,
and
where
kfl = (Shl 2)
and
kf (Psh2 2) 
D2
The derivatives of wl and w2 with respect to x are:
+ A2 sinh kf lx + A3 cos kfx - A4 sin kflx),
a2 W1 22
= k 1(Al sinh kf x + A2 cosh kflx -
x3 - k (Al cosh kflx + A2 sinh kf x -O9x3 f
A3 sin kflx - A 4 cos kflx),
A3 cos kf lx + A 4 sin kf 1x),
a 2 = kf 2(B cosh kf 2x + B2 sinh kf 2x + B3 cos kf 2x - B4 sin kf 2x),ax
2 wW2
x22 = k 2 (B1 sinh kf 2x + B2 cosh kf 2 x - B3 sin kf 2 x - B4 cos kf 2x),
a3w 2 f
ax93 k (B1 cosh kf 2x + 12 sinh kf 2x - 133 cos kf 2x + 14 sin kf 2X).
(5.90)
(5.91)
(5.92)
There are totally 8 undetermined constants, so we need 8 boundary conditions to
get the characteristic equation.
When x = 0, the displacements, the slopes, the moments and the shear forces are
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(5.85)
(5.86)
a = kfl(Al cosh kflx
ax
and
(5.87)
(5.88)
(5.89)
continuous, or
1 = w2, (5.93)
OW1 aW 2 (5.94)
Ox Ox '
0 2 w1 02w 2
D1 2 = D2 92 X (5.95)Dx 2 -D2 -
03wl 3 W2
Di 193 = D2 O93 (5.96)
It is characteristic of free wave motion in a periodic structure that the response at
one point in one element of the structure is equal to the response at the corresponding
point in the adjacent element xeikd, where k is the wavenumber, or
w2(L2) = wl(-Ll)eikd, (5.97)
w2(L2) = Ow (-Ll)eik d (598)
D2 022 (L2 ) = D1 x2W (-Ll)eikd,
and
D2 3 (L2) = D1 (-Ll)e ikd. (5.100)
After a lot of algebra with the eight equations, the characteristic equation is given
in Appendix F.
Assume Cp = 3450 m/s, Cs = 1350 m/s, hi = 1.7 m, h2 = 1.2 m, L1 = 26 m, and
L2 = 0.4 m, we get the result of e -i kd in Figure 5-27.
The results show the attenuation effect near 25 Hz and 45 Hz. If we note the
length of one element of structure is around 26.4 m, then 200 m distance between
the source and receiver will cover around 8 elements, the attenuation effect will be
significant. Therefore, stopbands are perceived near 25 Hz and 45 Hz, all the other
frequency region is the passband. In the experimental data given in Figure ??, the
vertical component is relatively smaller near 25 Hz than that near 20 Hz and 30 Hz.
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Dispersion Relation (Bloch Wave Approach)
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Figure 5-27: The results of Bloch wave approach. Upper: Dispersion relation;
Lower:Magnitude of abs(exp(+ikd)).
The dispersion curve was moved down near 25 Hz and 40 Hz, which has partially
agreement with the wavelet transform results.
If we note that the phase speed of the flexural wave near 25 Hz is around 700 m/s,
then the corresponding wavelength is about 28 m, which is clear to the numerical
result 26.4 m. This means that when the length scale of the period cracks is around
one wave length.
5.8 Summary
In this chapter, we worked on the following aspects:
* Discussed the wave patterns in the Resolute geophone data when the source
was in the ice;
* Measured the longitudinal wave speed and the SH wave speed;
* Inverted the SV speed related to the flexural wave;
* Investigated the statistically significant difference between the SV speed (related
to the flexural wave) and the SH wave speed with the transverse isotropic model;
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* Estimated a set of elastic constants with the transverse isotropic model which
fits with the experiment data;
* Found the frequency-dependent shear speed feature;
* Discussed the reason behind the frequency-dependent shear speed feature using
the periodic added-mass model and periodic crack model. The periodic crack
is the most likely reason.
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this thesis, we have focused on the understanding of the seismo-acoustic wave prop-
agation phenomena in the Arctic ice, with the help of the synthetic data generated
via SAFARI. Using the time-frequency distribution methods, especially the wavelet
transform, we have successfully inverted the crucial parameters from the data col-
lected in two Arctic experiments, CEAREX 89 and Resolute 92.
The accomplishments and conclusions of this study can be summarized as follows:
* Derived the closed form solutions of the fluid-loaded isotropic elastic plate, in
the wavenumber-frequency domain, for different kinds of sources: an explosive
source in the water, an explosive source in the ice, a transverse point force and
horizontal point force on the ice.
* Discussed the dispersion relation of the fluid-loaded isotropic elastic plate. The
zero-order SH wave is nondispersive and the longitudinal wave is nearly nondis-
persive, while the flexural wave is dispersive. The flexural wave is an interface
wave between the ice and water and it will approach the Scholte wave at high
frequency and/or large thickness.
* Presented different inversion strategies for different waves: for a nondispersive
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wave, the wave speed can be measured as long as we know the travel time
from the source to the receiver and the distance between them; for a dispersive
wave, the wave speed can be measured by matching the dispersion curves of the
experiment data and synthetic data;
* Introduced three time-frequency domain distribution methods to obtained dis-
persion curves. The methods were tested and compared with synthetic data
and real experiment data. The results showed the wavelet transform was more
robust and of higher resolution than the others.
* Proposed a source spectrum independent method for the inverse problem. The
results showed that a crude picture could be drawn via this method.
* Estimated the compressional and shear wave speeds from the CEAREX 89
experiment data. Since the source locations were unknown for this experiment,
a time-domain searching method was proposed and the results were satisfactory.
* Analyzed the Resolute 92 experimental data. The statistically significant differ-
ence between the SH and SV wave speeds was investigated. The result showed
the transverse isotropic model is more feasible for this ice plate. Because in the
transverse isotropic medium the P-SV wave and the SH wave are uncoupled,
the SV wave and Compressional wave speeds inverted by the isotropic model
do not conflict with the transverse isotropic model.
* Found and studied the transition phenomena of the dispersion relation. Both
the added-mass and the crack could be the cause for the transition.
The major contributions of this thesis are:
* Discussed the dispersion relation of the sea-ice system;
* Applied the wavelet transform method for the dispersion analysis of the seismo-
acoustic data at the first time;
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* Studied the anisotropy in the Arctic ice, demonstrated that ice cover can be
represented by transverse isotropic model. Inverted the five elastic constants
corresponding to the transverse isotropic model at the first time;
* Modeled the fluid-loaded plate with periodic added-mass and periodic crack and
explained the transition phenomena of the dispersion relation.
6.2 Suggestion for Future Work
This thesis may be considered as a continuation of the ongoing research in the area of
wave propagation modeling and inversion of the Arctic ice started by Stein [47] and
Miller [35]. To continue the research, more attention should be paid in the anisotropy
and geometric dispersion of the Arctic ice. The following investigation are suggested:
* Model the added mass and crack stochastically. Although crude models for pe-
riodic added-mass and periodic crack were proposed, the real problem is much
more complicated than what the models describe, and it can only be solved nu-
merically. A stochastic model for the cracks and added masses is more suitable
for this case.
* Investigate the joint effects of the transverse isotropy and periodic cracks. In
this thesis, we considered the two effects separately. To achieve a better under-
standing, the joint effects should be considered.
* Conduct experiments to measure the wave speeds at different depths in the ice
floe to justify the transverse isotropic model.
* Conduct experiments to measure the effect of the periodic cracks to compare it
with the numerical results.
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Appendix A
The Frequency Domain Response
of the Ice-Water System to a
Point Source
A.1 Introduction
Modeling the ice as an isotropic, homogeneous, infinite, elastic flat plate, the water
as a homogeneous acoustic half space, here we will consider the ice-water system
response under the following sources:
1. An explosive point source in the water;
2. An explosive point source in the ice;
3. A transverse point force applied to the top surface of the ice;
4. A non-transverse point force applied to the bottom surface of the ice.
We fallow the approach of SAFARI[441. We take the Fourier transform of t to the
equations and boundary conditions first, then take the Hankel transform to r. After
the two tranforms, the governing equations are changed from the PDEs to ODEs, and
closed form solution could be obtained in the wavenumber-frequency domain. Then
we take the inverse Hankel and Fourier transforms to get the solution in time domain.
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A.2 An explosive point source in the water
Since it is an axisymmetric problem, it is natural and convenient to describe the
problem in cylindrical coordinates. In this coordinate system, us = 0, u, = u,(r, z, t),
u = U,(r, z, t), where u, u, u,z are the displacements in the , r and z direction
respectively.
For the ice, two potentials 0 and are needed to express the displacements
ur =Or OrOz (A1)
Ur -- z rr(r (A.2)
where W and q themselves satisfy the wave equations
UV = (A.3)
V2?7= -, (A.4)
where Cd = 2t and c -, - are the compressional and shear wave speeds respec-
P 
tively. A and L are Lame's constants, p is the density of the ice.
Stresses:
~z = 7 +2{ -l 2 aZ[;5(r-)] (A.5)
Trz = l{2 + a3 - aI a (r &qM]} (A.6)The shearstrresz ± 2 on ther (r)]}. th (A.6)
The shear stresses on the top surface and the bottom surface and the normal stress
on the the top surface are vanished, or for z = 0,
rz(r,O,t) = O, (A.7)
Trz(r, h, t) = 0, (A.8)
z(r, 0,t) = 0. (A.9)
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The governing equation for the acoustic wave motion of the water is
V2~, (Pt _
WW-C2
zv
(A.10)6(r)6(z - d)2(t)2irr
where cp, is the displacement potential, cw is the sound speed in the water, d is the
depth of the explosive source, ac is the measure of the strength of explosion.
The displacements can be expressed as
Jaw
cpow
uz -- Z 'z 9-z 
(A.11)
(A.12)
(A.13)
Stress:
Tz,w = P t2
where p is the density of the water.
On the interface z = h (h is the thickness of the ice plate), the normal stress and
normal displacement should be continuous.
Ua(r, h, t) = u,u,(r, h, t), (A.14)
UZ(r, h, t) = uz,t,(r, h, t). (A.15)
Applying the Fourier transform and the zero order Hankel Transform to eqs. (A.3),
(A.4), (A.10), we get
d 2 C2 ) =(k-d oO
d2 0o
dz 2
d2_ - (k 2 -
dz2
W2(k2 -_ ) = 0,
Cs
acS(z-d)
27r
W2
w
(A.16)
(A.17)
(A.18)
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Under the transforms, the displacements and stresses in the ice and water are
uz dz + k 2 0
dz,
- o d i°rW dz
z'w dz '
0o2 d2 ¢ °OJ"° = - 2° + 2( 2- 0+C2 ( dz2 +
Cd
Tzr =-Uk(2 d d2Od2 +
dO0k2° )
k20),
(A.19)
(A.20)
(A.21)
(A.22)
(A.23)
-0 2 ~O'zW =, -p 2w20
Solutions of Eqs. (A.16), (A.17) and (A.18) are
¢ = AleaZ + Ble-z,
O = A2eZ + B2e-'Z,
~o =A ac e-vlz-dl
z - A e- v +d
~W - 3 47r ff 
(A.24)
(A.25)
(A.26)
(A.27)
where A1 , B 1, A 2, B 2 and A3 are undetermined constants, and
I=2 + k2
! J r -w2 V
· W2V-- k2{ cC
-/22+ k2
~-c2:A
if Re(k) > d
Cd
otherwise
if Re(k) > 
otherwise
if Re(k) > 
otherwise
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(A.28)
(A.29)
(A.30)
So we get the displacements and stresses
u = a(Alez - Blez) + k (A2ez + B2e-)
i4= -k[Aleaz + Ble-z + 3(A2e6 - B2e a)],
u° = -yA3e--Z + ac e(z-d)
a° = (->2+ 2+a2)(AleZ + Ble-Z) + 2pk2P(A2ePZ B2e-Z)Cd
r = -21akc(Ae"Z - Bie-z) - k(2 + k2)(A2ePz + B2e-z),
a e- ' lz - dl
w =-p 2 (A3e- 7z + 4a e ).
(A.31)
(A.32)
(A.33)
(A.34)
(A.35)
(A.36)
After inserting the five boundary conditions (A.7), (A.8), (A.9), (A.14) and (A.15)and
some algebra manipulation we get four equations with four variables (A1 + B 1),
(A -B 1 ), (A2 + B2), (A2 - B2) as
2a(A 1 - B1) + (fl2 + k2)(A2 + B2) = 0,
(/2 + k2)(Al + B1) + 2k2/(A 2 - B2) = 0,
(A.37)
(A.38)
2a[sinh ah(Al + B1) + cosh ach(Al - B1)]
+(p 2 + K2 )[cosh Ph(A 2 + B 2) + sinh Ph(A 2 - B2)] = 0, (A.39)
(P2 + k2)y[cosh ah(A 1 + B1) + sinh ah(Al - B1)]
+ (2k2p/y sinh h -
+(2K2/_y cosh/h -
2C2 cosh Ph)(A 2 + B 2)
PW4
2P-2 sinh ph) (A 2 - B2 )
- acw2 ey(h-d)
27rti
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(A.40)
and
A3 - ac ey(2h-d)47rr
W2
- 2eh[(A2 + B 2) cosh Oh + (A2 - B2) sinh Oh]. (A.41)
2-yc
In the Arctic experiments, only the hydrophone and geophone data are available.
To compare synthetic result with the real data, we should consider the pressure in the
water, horizontal and vertical velocities on the top surface of the ice. In frequency do-
main, these velocities are closely related to the corresponding displacements. There-
fore, we deal with the displacements on the top surface of the ice and the pressure in
the water. In the wavenumber domain, we get
a, e (h-d)
47r(Dl + D ) , (A.42)
-Urr= = D5 Uo (A.43)
PO = a, (ey(2h-d-z) + e-lz-dl)
a, e(2h-d-z)( cosh/ h sinh (A44)
4rr D + D2 D D2 + D1D )
where
D1 = Ps (-1 + 2(c k ))2 sinh ah
P w 2a
Pck 2,c"y 1+ 2 P -)( 2 sinh ph- coshp/h, (A.45)
D = 2 ( )2 (coshfOh - cosh ah) - sinh h, (A.46)
D (-1 + 2(cosh ah), (A.47)
D3= (-1 + 2(ck )2)2(cosh Oh - cosh ah), (A.47)
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4( - ) c k 
D4 = W2 2 sinh h - ( )2sinhOh, (A.48)
D5 = i2 (cosh/h - cosh ah). (A.49)
Eq. (A.44) shows that the pressure in the water is consisted of three parts of effect:
1) the sound traveling directly from the source to the hydrophone, 2) the sound wave
traveling from the mirror source to the hydrophone and 3) the ice effect.
A.3 An explosive point source in the ice
With the explosive source in the ice, the problem is also in an axisymmetric con-
figuration. The relationships between potential and stresses, between potential and
displacements, the boundary conditions are the same as in Section A.2. The differ-
ence is in the governing equations for the acoustic wave motion in the water, and
the compressional wave motion in the ice. So eqs. (A.1)-(A.24) can be held also in
this situation except eqs. (A.3), (A.10), (A.16) and (A.18). Instead of these four
equations, the new equations are given as following:
- _= adS(r)(z - d)6(t)V2O - c~ = (A.50)
2,rr
~oV2 c (A.51)
w
d2° - '2 ~o_ ad6 (z - d)dz (k2 (2 ) , 27r (A.52)
d2 - (k 2 W) = 0. (A.53)
dz 2 C2w
Following the same procedure in Section A.2, we can have the potentials
° = AleaZ + Ble - + ad e (A.54)
= Ae + (A.55)a
~ = A2eZ + B2e-,z, (A.55)
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T = A 3e-7z.
The displacements and stresses can be written as
~ = (Alez - Ble-) + k2(A2e/z + B2e-3z)
- adsign(z - d)e- Iz- dl,
ur1 -k[Ale'z + Ble- Z ad e
- lz - d
+ -4~ a + (A2ez47r o
2
z = (- + 21ac2) (AleaZ + Ble-Z +
+ 2(AeCd - B
+ 2k 2 Of(A2 e6z B2e-),
ad e-ca lz - d
47r aO
(A.60)
-1 = -2/ka(AjeaZ - Ble-az) - asign(z - d)e- ' lz- dl
+ (/32 + k2)(A2e + B2e-)], (A.61)
5O° = -pw 2A3e- Y, (A.62)
where
1 ifx>0
sign(x) =
1sign( otherwise
With the five boundary conditions, we can get five equations with five unknowns
(Al + B 1), (A - B1), (A2 + B2 ), (A 2 - B2 ) and A3
2a(A1 - B1) + (,32 + k2)(A2 + B2) = ad -ad (A.63)
(/2 + k2)(Al + B1) + 2k2P(A2
(2 + k -ad
- B 2) = _(/2 + k2) ad e4;7 a 
2a[sinh oh(Al + B1) + cosh ah(Al - B1)]
157
(A.56)
(A.57)
(A.58)
(A.59)
(A.64)
- B-OZ )II
fio = -A3e-'r,
After solving these five equations, we get
A 2 F- B 2 = -D'
F2A2 +B2D =-D1
2 - k 2A = [cosh h(A2 + B2)27 + sinh h(A 2 - B - 2)],
and
11
+(p2 + k2)[cosh h(A2 + B2) + sinh h(A2 - B2)]
ad e-a(h-d)
27r
(P2 + k2)[(A1 + B1) cosh Oh + (A 1 - B1) sinh ah]
+2k 2 [(A2 + B2) sinh ph + (A2 - B 2) cosh /h]
+-2A 3e-h = _(2 + k2) a e- a ( - d)
ad 2k 2 fF1 = t e cosh a(d - h) sinh h
(32 k2) 2
- 2 22 [sinh ad + sinh c(h -
2 _ k2
+ c2 - k2 cosh h cosh a(h - d) ,
2y
ad (/2 + k2)2
F = _r 2aew2
AIw
sinh ac(d - h) sinh 3h
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(A.65)
(A.66)
a[sinh aoh(Al + B1) + cosh ach(Al - BI)]
+k2[cosh h(A 2 + B2) + sinh 3h(A 2 - B2)]
+yA3e-h = ad e-a(h-d)4w (A.67)
(A.68)
(A.69)
(A.70)
d) cosh Oh]
(A.71)
:7
2/3k2
+ i2 [cosh ad - cosh a(h - d) cosh ph]pw 2
/32 -
- 2 sinh Oh cosh a(h - d)}, (A.72)27
D = 4k2 (, 2 + k2)(1 - cosh ah cosh h)
8k4a/ 28kO+- ) sinh ah sinh hPu)2(02 + k2)
-2 23sinh ah sinh /h
2aW 2
2 - k2 ((P2 + k2) sinh ph cosh ah
27
/2 - k2 2a/3k2
7 /2 + k2 sinh ah cosh ph. (A.73)
In wavenumber domain, displacements on the top surface of the ice and the pres-
sure in the water are
i°l=o = l(k2 - /32)(A 2 + B2 ), (A.74)
U llz=o=k(- 2- k 2)(A 2- B2), (A.75)
PO = -_w = pw2 A 3eYz. (A.76)
A.4 A transverse point force applied on the top
surface of the ice
In the ice
V2o= 9 (A.77)
V2'r= =. (A.78)
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The governing equation for the acoustic wave motion of the water is
~'" = 0.
C2
w
The solutions are
5° = Aleaz + Ble- z,
~jO = A2eZ + B 2e-3z,
bw = A 3 e- Yz .
The displacements and stresses are
u = o(Alea - Ble-a) + k2(A2eIZ + B2e-Pz),
- z
U =-k[Alecz + Ble- + 3(A2e 3z - B2e- Z)],
U°w = -yA3e-Yz,
2
= (-A2 + 2pa2)(AleaZ + Ble-aZ) + 2,ak2/(A 2ez - B2e-,Z)
Cd
;-lr =-2ko(Aletz - Ble-z) - k (2 + k2)(A2ePZ + B2e-3z),
zw = -pw 2A 3e-7Z.
With boundary conditions, we get
2a(Al - Bl) + (2 + k2 )(A 2 + B2) = 0,
2a[sinh ah(Al + B1) + cosh ah(Al - B1)]
+(/ 2 + K 2 )[cosh 3h(A2 + B2) + sinh Ph(A 2 - B2)] = 0,
(P2 + k2)?[cosh ah(A1 + B1) + sinh ah(A 1 - B1)]
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(A.79)
(A.80)
(A.81)
(A.82)
(A.83)
(A.84)
(A.85)
(A.86)
(A.87)
(A.88)
(A.89)
(A.90)
+(2k 2/py sinh ph - 2 cosh/ h) (A2 + B 2)
+(2K2p' cosh ph - 2 sinh/ph)(A2 - B2) = 0, (A.91)
1
(P2 + k2)(A1 + B1) + 2k 2 P(A2 - B2) -(A.92)
Therefore
1 2
°z = 2 2 (A2 + B2), (A.93)
_,l=° w2(A + B) 1
u,1 =(0 - 2c2k2 47r/k 2 ' (A.94)
where
A1 + B 1 = T5T4 - T6T2 (A.95)T4T - T 3 T 2 '
A2 + B2 = T3T - TT ' (A.96)
T3 T 2 - T4 T'
T1 = 2a sinh ah -( + k2 sinh h, (A.97)
2k2/
T2 = (P2 + k2) (cosh h - cosh ah), (A.98)
T3 = (P2 + k2)y(cosh ah - cosh ph) + p 4 2k sinh ph (A.99)
P, 2c4 2k 2/ sinh/h,T0yPw4 = _2 + 2)2
T = 2k ,2 y sinh coshh - (/2 + k2)2 sinh ah, (A.100)
Ps 2c a
/2 + k2T5 4r k2/ sinh ph, (A.101)
T6= (2k2p3y cosh/h - p 4 sinh h), (A.102)
4ir/.k 2/ Ps 4
A.5 A Point Force Acting on the Bottom Surface
of the Ice
A non-transverse point force can be always decomposed as two forces: one is perpen-
dicular to the ice plate, the other is parallel to the ice plate.
161
To calculate the response of the ice-water system under the first force component
is an axisymmetric problem, we can use the method in Section A.2 to solve it. The
system under the second force component is not an axisymmetric problem, so three
potentials have to be used to describe the elastic wave motion in the ice. Here Schmidt
and Krenk's formulation [43] is used. We will discuss in both of them in the following
two subsections.
A.5.1 The System Response under a Transverse Point Force
Here, we just consider the effect of the unit force. eqs. (A.1)-(A.24) in Section A.2
are all hold except eqs. (A.10) and (A.18), boundary condition (A.14), new equations
and the new boundary condition are:
OV2(w-W = 0, (A.103)
d_ (k2 -_ ) = 0, (A.104)
dz 2 C2 
and
a,(r, h, t) - ,,,(r, h, t) = 6(r)6(t) (A.105)27rr
The solutions of the homogeneous equations are
0 = Aleaz + Ble- az, (A.106)
j °O = A2ep + B 2e- / z, (A.107)
= A3e- z. (A.108)
After inserting the five boundary conditions and some algebra manipulation, we
get four equations with four variables (A1 + B 1), (A 1 - B 1), (A 2 + B 2), (A 2 - B2).
Three of the four equations are the same as eqs. (A.37)-(A.39). The fourth equation
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is different from Eq. (A.40) only in the inhomogeneous item
(P2 + k2)y cosh ah(A 1 + B 1) + (p2 + K 2)y sinh ah(Al - B1)
+(2k 21PsinhPh -2 cosh /ph)(A2 + B2)
4
+(2K2pfy cosh fh - 2 sinh Oh)(A2 - B 2)
= -1
2r
The equation for A 3 is also different from Eq. (A.41)
W2 h
As = 2 eyCh[(A2 + B2) cosh Oh + (A 2 - B 2) sinh /h]2f8
so we get
UIzZ= 0 =
1
4rpw2 (D1 + D2D3)'
D5
_X z= =D5 -~o
D4 )
0P PW2 _2
o = pw2 2'yc2e -y(z-h) [ cosh phD1 + D2D4
sinh ph
D2 + DD ]D4
where D1, D2 ,D3 ,D4 and D5 are given in Eqs. (A.45)- (A.49).
A.5.2 The System Response under a Horizontal Point Force
Here, considering the response of unit force, we use Schmidt and Krenk's formulation
to deal with the problem.
(V2 + 2)0 = o,
Cd
(V2 + )A = 0o,
.2
(V + 2) = 0,
Cs
(A.114)
(A.115)
(A.116)
(A.117)
where
02 1 1 02
r2 +r -r A +r2 002 a2 
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(A.109)
(A.110)
(A.111)
(A.112)
(A.113)
V2
Displacements
(qg 1 9O 0 2 A
u=- + -+
= r OrOz'
1l O O9 1 2 A
V - - +
r 0 90 r aOOz'
Stresses a u
ur =A(1
ar
v v1 dudr r-r )'
1 dw dv
o = (14- + -),
Ou dw
Tzr = (-z + r)-
2
(V2 + 2 )w = .
Water
Displacement
W= 0,7
Stress
az = -p2 0w.
Boundary Conditions For the ice, when z = 0,
rCz = 0,
Tzr = 0, TzO = 0,
164
w = 
Oz
(A.118)
(A.119)
1 02
r 2 0902
10 0
rrO
u 1 v+-+
r r de
(A.120)
Au u 1 v
ar r r 9
Ow
+ )dz
3w Ou
) + 2/,ta
91 Or'
+ 2l( +-
r ao+2,(-r,),
~w Ow)w) + 2 , or)z ar '
ou
C = A( ar
(A.121)
u 1 v
r r d
(A.122)
(A.123)
(A.124)
(A.125)
(A.126)
(A.127)
(A.128)
(A.129)
(A.130)
(A.131)
or
zr ± TzO = -
When z = h,
6(r)6(0) - 0,Tzr 2r ,T-zO O,
or
Tzr ± -zO7 -r 
27rr
On the ice and water interface z = h
z lice -= 'zlwater)
Wlice = W|water.
Consider Eq. (A.114) first
02 1 a
'ar2 r ar
+
1 2 A2
r2 002 z2 + kd)¢ - ,
assume
(r, , 0) = (r, )g(0),
then we can get
r( 2 + 1 + 2 + k)(r z)
4(r, z)
The solution of
d2g(0) 
+ k2g(0) = 0dO2
g(0) = c sin kO + c2 eos kO.
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(A.132)
(A.133)
(A.134)
(A.135)
(A.136)
(A.137)
(A.138)
d2g(0)
_=_ dO2 = k2
g(0)
is
(A.139)
(A.140)
(A.141)
.L U
If we require g(O) being single-valued, the trigonometric functions must possess a
common period 2-r, so k must be an integer.
k = n, n = 0,1, 2,3,....
Inserting that back to equation
,2
Or2
10 a 02
rr &r z2
and take the Hankel transform to this equation, we get
d2 Z) = (d--g2 + k - ) (D (k, ) 0,
the solution is
so
0(r, z, )
)(kr, z) = ale - a z + a2e a,
00oo 0
= E J [(aln,1e- z + a2 n,1e'z) cos n
n=O
+ (aln,2e- az + a2n,2e") sin n]krJ(krr)dkr.
In the same way, we get
A(r, z, )
00
=O
n=O
j [(bln,le z + b2n,le8z) cosnO
+ (bln,2e- z + b2n,2ez) sin nO]krJn(krr)dkr,
4'(r,z,0)
00O
O = E
n=O
= f [Cln,lez + C2n,le 3z) sin nO
- (Cln,2e-z + C2n,2ez) cos nO]krJn(krr)dk,,
fo(dl,le -Yz cos nO + dln, 2e - ~z sin nO)krJn(krr)dkr.
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(A.142)
n 2
+ k - 7)(r, ) = 0,d r (A.143)
(A.144)
(A.145)
(A.146)
(A.147)
(A.148)
(A.149)
So the displacements and stresses in the ice are
w = E [(-aln,lce- + a2n,loeZ + bin,lkre z
n=O
+ b2n,lkrelz) cos nO + (-aln, 2Ce- az + a2n,2oe"
+ bln,2 kre- Oz + b2n,2krez) sin nO]krJn(krr)dkr, (A.150)
u + v = : /[(Tan,lke - z T a,2nlkrez i bln, -ez3Z
T b2n ,l/e' + cln,lkre- z + c2n,lkre) cos nO
+ (:aln,2kre- az T a2n,2kreaz ± bln, 2 e- z T b2n,2ez
+ Cln,2 kre- 3z + c2n,2kreZ) sin n]krJn±+(krr)dkr, (A.151)
cz = E| {[(2k2 - k2)(ain,le- az + a2n,e a z)
n=O
- 2kr/3(bn,ie- z - b2n,leIz)] cos nO
+ [(2kr2 - k 2)(aln, 2e- z + a2n,2 eZ)
- 2kr3(b1n,2e- z - b2n,2ez)] sin nO}krJn(krr)dkr, (A.152)
00
Tz, zOr - j {[2k~r(±aln,ie - z :F a2n,leaz)
0
± (2kr - k2)(bln,le-z + b2n,le3z)
- O(Cln,le-P - C2n,leZ )] Cos nO
+ [2kroa(±aln,2e- Z :]F a2n,2ea z)
T (2k2 - k2 )(bln,2e- 3z + b2n,2ez)
- P(cln,2e- z - c2n,2ez)] sin nO}krJn(krr)dkr. (A.153)
The displacement and stress in the water
w= - Ie-yz(dln,l sinnO +dln,2 sin nO)]kJn(krr)dkr (A.154)
n=o
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z =-pw2 E ] (din,l e- 7z cos nO + dln, 2 e- 7z sin n)krJn (krr)dkr. (A.155)
n=o
Although it looks from the above equations that infinite terms (-0) contribute to
the solution, but considering the boundary conditions can make the problem much
simpler. If we note (A.130),(A.132),(A.135),(A.135) are all homogeneous boundary
conditions, they have no effect on how many terms should be kept. Only (A.134) is
inhomogeneous one. Let's have more discussion on it.
After n-th order Hankel transform to Eq. (A.134),
TZ8 [0 J6(r) J(O) c5()Jn(o )(A.156)
Tzr iTZo = Jo 2rr (rJn(krr)dr = )(A.156)
If we note
Jn(0) = 6(n), (A.157)
and compare it with Eq.(A.156), we know that only corresponding to n = 1, there is
no zero solution.
Furthermore,since
j 2r COS S(O)dO = 1, (A.158)
and
2 r s 6(0)dO = 0. (A.159)
So the only contribution is from the first term, then Eqs. (A.146)-(A.149) can be
rewritten as
0(r, z, 0) = (ae - z + a2eaz)kJ(kr)dkr cos 0, (A.160)
A(r, z, ) = (ble- z + b2e3Z)krJ (krr)dk cos 0, (A.161)
'(r, z, 0) = (cle- oz + c 2ez)krJ (krr)dkr sin , (A.162)
(r,z, 0) = j de-zkrJl(krr)dk cos . (A.163)
Here, , A, Vb, and qbw are the potentials of P, SV, SH, and sound wave in the water
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respectively.
From the boundary conditions, we get
2(2kr - 2 )(al + a2) - 2kr(b -b 2) = 0, (A.164)
1
C1 = C2 =(A.165)2ir7rp3k, sinhh'(A.16)
2k(al-a2 _ (- - 2k )(bl + b2) = 0, (A.166)
2kra(aeh - a2eh) - (2k2- 2 )(bie-h + b2eh) =-- (A.167)
- a(ale-ah - a2eah) + kr(ble- ph + b2e h) = -dle -yh, (A.168)
(2kr - 2 )(ale-h + a2e'h)- 2krO(ble- beh) = -P2deh (A.169)
Here, a, a2, bl, b2, and d are related with one another via the boundary condi-
tions, which means P wave, SV wave and sound wave in the water are coupled. c1
and c2 are not related to the above variables, which means SH wave is not coupled
with other waves.
After solving these equations, we get the displacements on the top surface of the
ice and the pressure at the hydrophone in the frequency domain
00 W2
w(r, O, ) = -2(bl + b2)J1(kr)dk, cos , (A.170)
u(r, 0, 0) = 1 Jo {[-_c2 (al + a2 ) + 2k,2cl]J2(krr)
+ [2- (al + a2) + 2k2cllJo(krr)}dkr cos , (A.171)
1 oo 2 +2C]
v(r, 0, 0) = o ([- (al + a2) + 2kC]J 2(krr)S~~~~~~
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- [c22 (a1 + a2) + 2k2cl]Jo(krr)}dkr sin ,
S2 
p(r, z, 0) = pw2 fo die - zkrJi (krr)dkr cos 0,
1 1
al + a2 = -- FF 7rT F + F2
2k 2 - ,2W2 1 -F
"T 1. [cosh h - sinh Oh c, ~] - 1
.-"+F 4 2kP F3
~, ~ -,3
2krye-yh
(2k2 _ 22F1 = -2ka sinh ah + -kf sinh Oh,
F2 = 2kr3 sinh h - p 2cosh h
PY
2k2 -2
- 4 [(2k,
2krao
F3 = (2k2- 2 )(cosh ah - cosh fh)Cs
W2
--) sinh ah -
Cs
P w2 cosh aoh],
Al7
a 2k 2 W2
Pw2(_ sinh h C2
y 2P-y
(A.177)
sinh h), (A.178)
(i2
F4 = (2k, - 2)(cosh ah - cosh h).
s
(A.179)
A.6 Characteristic Equations
With ac = 0, solving the equations set (A.37)-(A.40), we can get the characteristic
equation for the ice-water system under an axisymmetric source excitation.
4ai-yk 2K2(1 - cosh ch cosh Oh) + 2 sinh ah sinh ph
+8k4a2fp27 sinh ph sinh ph - 2 P 4 k2a2f sinh ah cosh ph
Ps 4
(A.180)+2 P - K 2a sinh ph cosh ah = 0,
2 p, c.
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where
(A.172)
(A.173)
where
7rI,
(A.174)
(A.175)
(A.176)
where
W2
K = 2 + k2 = _ + 2k2. (A.181)
Cs
Now, we will discuss the charcteristic equations of the ice water system under
non-axisymmetric source excitation. Condidering Eqs. (A.164)-(A.169), when the
right hand side of Eq. (A.167) vanishes, in order to get nontrivial soultions for al,
a2 , b, b2, c1, c2, and dl, we have to make sure
p sinh Oh = 0, (A.182)
and
4cai3k22K2(1 - cosh ah cosh /3h) + i- sinh ah sinh /h
2
4
+8kr4a22fy sinh fh sinh Oh - 2 P4 !k2 a23 sinh ah cosh Oh
Ps C4 r
1 pw
+T K2 asinh h coshah = 0, (A.183)
2 p, c4
where
W2
K2 = / 2 + k2 = _- + 2k. (A.184)
Therefore, with non-axisymmetric source excitation, not only the P wave, SV
wave, sound wave in the water are excited, but also the SH wave is excited. The SH
wave is not coupled with other waves. The SH wave and the other three waves are
governed by two charcteristic equations respectively.
If we note that kr and K2 in Eq. (A.183) are k and K1 in Eq. (A.180) respec-
tively, so Eq. (A.183) is the same as Eq. (A.180), which makes sense physically: an
axisymmetric source is a special case of non-axisymmetric sources.
For the inverse problem, by matching of the dispersion relation of a theoretical re-
sult with one obtained from experiment data, we can estimate the physical properties
of the environment.
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A.7 Frequency and Time Domain Solutions
Just consider the source type 1, to get the frequency domain response, we should take
the inverse Hankel transform to eqs. (A.42), (A.43) and (A.44), or:
z(w) = °iJo(kr)kdk,
ir(w) = | iJi(kr)kdk,
p(w)= j °J(kr)kdk,
(A.185)
(A.186)
(A.187)
where %z(w), ir(w) are the frequency domain response of the vertical and horizontal
displacement on the top surface of the ice respectively, p(w) is the frequency domain
response of the pressure in a hydrophone.
In order to get numerical results of these integrations, we will have some discussion
here on Jm(kr). If we write:
Jm(kr) = I[Hm()(kr) + H(2)(kr)], m = 0, 1,
2
(A.188)
where the term H(2) corresponds to the incoming waves which are only important for
representing the standing wavefield at very short ranges, here we ignore its effect.
If we note:
lim H()(kr) =
kr--oo
2 i[kr-(m+l/2) ]
·rr
(A.189)
then
1 - [00 kdz'k
ir ( 2) -re r
1 -_i7r
~(- V2T 4AW) ' 27rr
0 file kr dk,
j POeikr vdk.
fo
(A.190)
(A.191)
(A.192)
We can calculate these values via the numerical integration.
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Appendix B
Frequency-Wavenumber Domain
Solution with Thin Plate Theory
The thin plate theory can also be applied to get the response of the sea-ice system.
Here we only consider the response of the system to a point source in the water.
The governing equation for the ice is
D V4 w + ph -plZ=0 (B.1)
where w is the displacement of the plate in the z direction, p is the pressure of the
water, Ps is the density of the ice and h is the thickness of the ice.
Eh3D=12(1- I 2)'
and
2 02 1 
Oa r2 r r
The governing equation for the sound pressure in the water is
v2_ a6(r)6(z - d)6(t)
V2 P c (B.2)C2 2r
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On the interface z = 0, the boundary condition is:
Op 02w
-7 P t2
where p is the density of the water.
Take Fourier and Hankel transforms to Eqs.(B.1) and (B.2), we get
Dk4 vi - pshw2f = -1 o,=,
aw e-l z - d l
Ae- z + a4r co
Therefore
awe- dPz=o0= A +
47r o
-z=O -A + aw - ddz 47r
The boundary condition on the interface becomes
-Ao + awe-ad = pw2
- a 7r P fj
which leads to
aw -adA -- .c
aw -ad
27ro
1
Dk4 - psh 2 - pW2 ' (B.8)
D k4 _ ph
p aw (e-alz-dl _ e-a(d+z)) + a- e-a(d+z) p W2 p
4wca 2w~ ( 1P W2 psh l (B.9)
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(B.3)
(B.4)
(B.5)
Therefore
(B.6)
pw 2 _
--- W. (B.7)
Appendix C
Nontrivial Solution of the
Displacement of the Plate in the
Ice-Water System
Consider the plain strain case, or = 0, the governing equation for the ice plate is:
at2 w 
+ ph a -2 PI=0,
at2 (C.1)
where w is the displacement of the plate in the z direction, p is the water pressure on
the plate, p, is the density of the ice, and h is the thickness of the ice. D is given by
Eh3
12(1 - 2)'
The governing equation for the sound pressure in the water is
02p a2p 1 92W
4 = 0.
±x2 6Z2 C2 t 2
On the interface z = 0, the boundary condition is
9p 02w
-Z P t2dz d
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(C.2)
(C.3)
D 4W
19X
where p is the density of the water.
We assume
iwtW wwlet,
and
p = peiWt,
Then we take the Fourier transform of Eqs. (C.1)-(C.3) to variable x, we get
Dk4wl - Psh2wl 1 =--P1 Iz=O,
d2P1
dz 2
and
where
C[ 2 (-)2]p
dpl 2dz= pW21,dz
=0,
= 1r +00 ple-ikxdx,
and
1 00 -ikW1 = -I wle-iikxdx
27r - O
are the Fourier transforms of pi and w1 respectively.
Considering the radiation condition when z approaches oo, we get the solution of
Eq. (C.7) as
pi = Aeo- z,
where
iV()2 k2
(C.9)
if k > 
otherwise
and A is a constant.
It is easy to get from Eq. (C.9) that
P1.tz=o = A,
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(C.4)
(C.5)
(C.6)
(C.7)
(C.8)
and
dz Iz= -aA.yZ=
Then the boundary condition (C.8) becomes
- oA = pw2tl,
or
PW2 .A = -pWw
Inserting it into Eq.(C.6), we get
(Dk4 - phw 2 )wl- = 0,
So the characteristic equation of the ice-water system is
2
Dk4 - phw2 PW= ,
From Eq.(C.11), we get the nontrivial solution of ivl as
Wl = 2 A,
and
- Aeikxdk =
_
A
pw2 pw2 I+0 oeikdk,J-oo00
Joo +e i k xdkoo I +001 °
a ikx d 2¢ k¢ d-k +
-C WC
1
-l O eikxd k +wCIj C
eikxd C k]
w
w 2 cck c
-1 W C p
= 2 L]_k d
-1± (U)2)ew
+ i - le,,,xd-k
JlI W W
177
(C.10)
(C.11)
(C.12)
w1(x, ) =
where
+0oo
-00oo
(C.13)
(C.14)
2 1
+ j -1 + ( )2ei xd Ck].+ 11 (A) (A)W ]
The solutions of those integrations can be found in [15]:
I - k 2ei ckW CJ-oo W W
( )2 
-le w Ck
-lW W
and
-1 + (k) 2ei5 cxd-k =f, W U)~~O
= , 1 + (ck)2e-iCk Cd C
= i 2 
_ r(3c2) H - ),
2 
----i-r_- F(3/2)J(cX),C CC
2 _ c
where J1 is the Bessel function of the first kind of order 1, H1 is the Hankel function
of the first kind of order 1, and H_1 is the Hankel function of the first kind of order
-1.[18]
We note that
(C.19)
(C.20)
H(-) x= J (- x) + iY_,(-c'x),H(1 --x= J-+(- 
H) (-x)- = J-1 (-x) + iY -x),
where Y1 is the Bessel function of the second kind of order -1.
And
J-i( x)
C
C
=
= -J1(-x),
c
==-J (x),
=-c
= -- l( x),C
(C.21)
(C.22)
(C.23)
and
Y-l(-X)
C
w (C.24)
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(C.15)
(C.16)
(C.17)
(C.18)
Therefore
1 caeikx dk
-0o
2[i a r ( 3/2 ) (-J(x ) + 2Ji( -x) - J( ± x))C 22x c c c
c
+ i 2 r(3/2)(-iY_ (-x)+ iY_(x))]
2 -X c c
-Y (-X) 
cx C
We used F(3/2) = in the derivation.2
From Eq. (C.14), we obtain that:
w1(x,w) =
(C.25)
- YL(-x).pwacx c (C.26)
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Appendix D
Geophone and Hydeophone
Locations in CEAREX 89
Experiment
Table D.1: Hydrophone and Geophone Locations
Hydrophone or geophone x(m) y(m)
HI 51.0266 62.3750
H2 0 0
H3 64.7682 -50.206
H4 129.2130 -99.7340
H5 -59.3577 55.0130
H6 -49.2728 -62.0520
H7 103.0350 121.9740
H8 -96.0213 -122.5330
H9 -117.3500 99.5520
H10 -272.3180 222.2160
H11 170.4790 197.1500
H12 -187.4870 -289.8970
H13 263.3920 -211.6000
G1 -31.38 45.66
G2 -27 -12
G3 28.76 -5.07
G4 22.95 49.21
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Appendix E
Geophone Locations in Resolute
92 Experiment
Table E.1: Geophone Locations
1
2
3
4
5
6
7
8
9
10
11
12
0
5.9
24.8
154.8
450.4
0
0
-6.1
-24.8
-376.3
0
0
0
0
0
0
0
95.8
305.4
0
0
0
-350.2
10.2
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Appendix F
Characteristic Equation for Plate
with Periodic Crack via the Bloch
Wave Approach
- (a - a2)2x4
+ {2(cosh kf 2L 2 cosh kf l L1 + cos kf 2 L2 cos kflLl)a(a2 - a2)
+ 2(cosh kf 2L 2 cos kf L1 + cos kf 2L2 cosh kflLl)a2(a2 - a2)
+ kfl [(sinh kf 2L2 sinh kflIl - sin kf 2 L2 sin kflLI)al(a2 - a)kf2
+ (sin kf 2L2 sinh kflL1 - sinh kf2L2 sin kflLl)a2(a2 - a2)]
+ kf2 [(sinh kf2L2 sinh kflE 1 - sin kf 2L2 sin kflLl)al(a - a)
+ (sinh kf 2 L2 sin kf LI - sin kf 2L2 sinh kf 1Ll)a 2(a] - a2)]}x3
+ {2(-1 + sinh kf 2L2 sin kf2 L2 sinh kflL 1 sin kf lI
- 2 cosh kf2L2 cos kf2L2 cosh kflL cos kflLl)a4
+ 4(cosh kfll cos kflL1 + cosh kf 2 L2 cos kf 2 L2
+ cosh kf 2 L2 cos kf 2L2 cosh kflL1 cos kflL)a2a22
- 2(1 + sinh kf2L 2 sin kf2L2 sinh kflLl sin kfL 1
+ 2 cosh kf 2L2 cos kf 2L2 cosh kflLx cos kflL)a4
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kl2 k 2
+ (f2 + fl )sinh kf2L2 sin kf2L2 sinh kflLl sin kflLl(a -a)2fl f2
+ 2 kf2 [(cosh kf 2L2 sin kf 2L2 cosh kf L 1 sin kflL 1kf 
- sinh kf 2 L2 cos kf 2L 2 sinh kflL 1 cos kflLl)a 4
+ (- sinh kf 2L2 cos kf2 L2 cosh kflL 1 sin kflL 1
+ cosh kf 2 L2 sin kf2 L2 sinh kflL 1 cos kflLl)a 4
+ (sinh kf 2 L2 cos kf 2L 2 sinh kf 1L 1 cos kflL 1
- cosh kf 2 L 2 sin kf 2L 2 cosh kfl L 1 sin kflL 1
- cosh kf 2 L 2 sin kf 2L 2 sinh kf 1L1 cos kflL 1
+ sinh kf 2L 2 cos kf 2 L2 cosh kflL 1 sin kflLl)a2a2]
+ 2 kfi [(-sinh kf 2L 2 cos kf 2L 2 sinh kflL 1 cos kflL 1kf2
+ cosh kf 2L 2 sin kf2 L2 cosh kflL 1 sin kflLl)a 4
+ (sinh kf 2L2 cos kf 2 L 2 cosh kflL 1 sin kfiL 1
- cosh kf 2L 2 sin kf 2L 2 cosh kflL1 sin kfll)a 4
+ (- sinh kf 2L2 cos kf 2L 2 cosh kflL 1 sinh kflL 1
+ sinh kf 2L 2 cos kf 2L 2 sinh kflLl cos kflL 1
+ cosh kf 2 L2 sin kf 2 L2 sinh kflLl cos kflL 1
- cosh kf2 L2 sin kf 2L2 cosh kf 1L1 sin kflLl)a2a2]}x 2
+ 2(cosh kf 2L2 cosh kflL 1 + cos kf 2L2 cos kflLl)al(a 1 - a2)
+ 2(cos kf2L2 cosh kflLl + cosh kf2L2 cos kflLl)a2(a~ - a2)
k+ i [(sinh kf2L2 sinh kfL - sin kf 2L 2 sin kfl LI)a (a2 - a2)
+ (sinh kf L1 sin kf 2L 2 - sin kflLI sinh kf 2L 2)a2(a2 - a2)]
+ kf [(sinh kfL2 sinh kflL1 - sin kf2 L2 sin kflL)a2(a 2 - a2 )kfI
+ (sinh kf 2L2 sin kfli - sin kf 2 L2 sinh kflLl)a2(a2 - a2)]}x
- (a2- a2)2 = 0, (F.1)1, 2 1
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where
al=l 1 + Dlk~l'
a2 =1 Dk22k 2
Given h, h2, L1, L2, Cp, Cs, and w, we can solve the equation to get the Bloch
wavenumber k.
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