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Abstract
In this paper we introduce a product operation on the set of all matrices of integers. Using this operation we give an algorithm
to construct an infinite family of magic squares and show that the set of all magic squares forms a free monoid.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The study of magic squares has a long history [4]. Some remarkable properties of magic squares have been shown
and some interesting generalizations have been drawn on mathematics [1,3]. In [2] an operation on the set of all magic
squares was introduced which makes the set of magic squares a free monoid. In this article we introduce a product on
the set of all matrices and give another algorithm to construct an infinite family of magic squares. Under this product
operation, the set of all magic squares forms a free monoid. Moreover this product preserves the symmetrical property
introduced in [5] to give infinitely many square-palindromic magic squares.
2. Results
LetM be the set of all matrices of integers. For A = [ai j ] ∈M, the (i, j)-component of A is denoted by A(i, j) or
ai j and we denote mA = mini, j {ai j } andMA = maxi, j {ai j }. We now define a product operation ∗ onM as follows;
for an m × n matrix A and an s × t matrix B = [bi j ], A ∗ B is an ms × nt matrix defined by
A ∗ B =

C11 C12 · · · C1t
C21 C22 · · · C2t
...
...
. . .
...
Cs1 Cs2 · · · Cst
 , (1)
where Ci j is an m × n matrix defined by
Ci j = st A + bi j1m×n
and 1m×n is the m × n matrix of all ones. From the definition of ∗, we see that the 1 × 1 matrix [0] is the identity
element inM with respect to ∗.
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From the definition of a product ∗, we have
mA∗B = stmA +mB (2)
and modulo st,
A ∗ B =

b111m×n b121m×n · · · b1t1m×n
b211m×n b221m×n · · · b2t1m×n
...
...
. . .
...
bs11m×n bs21m×n · · · bst1m×n
 .
For example, we consider two matrices;
A =
−1 4 −3−2 0 2
3 −4 1
 and B =

1 15 14 4
12 6 7 9
8 10 11 5
13 3 2 16
 .
Then we have A ∗ B as follows;
A ∗ B =

C11 C12 C13 C14
C21 C22 C23 C24
C31 C32 C33 C34
C41 C42 C43 C44
 ,
where
C11 = 16A + 1 · 13×3
= 16
−1 4 −3−2 0 2
3 −4 1
+
1 1 11 1 1
1 1 1
 =
−15 65 −47−31 1 33
49 −63 17

and
C23 = 16A + 7 · 13×3
= 16
−1 4 −3−2 0 2
3 −4 1
+ 7
1 1 11 1 1
1 1 1
 =
 −9 71 −41−25 7 39
55 −57 23
 .
Similarly we find others to obtain
A ∗ B =
−15 65 −47
−31 1 33
49 −63 17
−1 79 −33
−17 15 47
63 −49 31
−2 78 −34
−18 14 46
62 −50 30
−12 68 −44
−28 4 36
52 −60 20
−4 76 −36
−20 12 44
60 −52 28
−10 70 −42
−26 6 38
54 −58 22
−9 71 −41
−25 7 39
55 −57 23
−7 73 −39
−23 9 41
57 −55 25
−8 72 −40
−24 8 40
56 −56 24
−13 32 −31
−22 −4 14
23 −40 5
−5 75 −37
−21 11 43
59 −53 27
−11 69 −43
−27 5 37
53 −59 21
−3 77 −35
−19 13 45
61 −51 29
−13 67 −45
−29 3 35
51 −61 19
−14 66 −46
−30 2 34
50 −62 18
0 80 −32
−16 16 48
64 −48 32
2806 Y. Kim, J. Yoo / Discrete Applied Mathematics 156 (2008) 2804–2809
and under modulo 16,
A ∗ B =

1 · 13×3 15 · 13×3 14 · 13×3 4 · 13×3
12 · 13×3 6 · 13×3 7 · 13×3 9 · 13×3
8 · 13×3 10 · 13×3 11 · 13×3 5 · 13×3
13 · 13×3 3 · 13×3 2 · 13×3 16 · 13×3
 .
Lemma 1. Let A and B be an m×n matrix and an s× t matrix respectively. Let (α, β) = ((p−1)m+ i, (q−1)n+ j)
with 1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ p ≤ s, 1 ≤ q ≤ t . Then
(A ∗ B)(α,β) = st A(i, j) + B(p,q).
Proof. From the definition of a product, it is clear. 
Corollary 1. M is left and right cancellative with respect to ∗.
Proof. Clear from Lemma 1. 
Let A, B and C be an m × n matrix, an s × t matrix and a v × w matrix respectively. Let
(α, β) = ((k − 1)mn + (p − 1)m + i, (l − 1)mn + (q − 1)m + j),
where 1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ p ≤ s, 1 ≤ q ≤ t, 1 ≤ k ≤ v, and 1 ≤ ` ≤ w. Then
(A ∗ (B ∗ C))(α,β) = (stvw)A(i, j) + (B ∗ C)((k−1)s+p,(`−1)t+q)
= (stvw)A(i, j) + (vwB(p,q) + C(k,`))
and
((A ∗ B) ∗ C)(α,β) = vw(A ∗ B)((p−1)m+i,(q−1)n+ j) + C(k,`)
= vw(st A(i, j) + B(p,q))+ C(k,`).
Lemma 2. For square matrices A, B and C, A ∗ (B ∗ C) = (A ∗ B) ∗ C. That is, ∗ is associative.
For a square matrix A and a positive integer m, we write A0 = [0] and Am = Am−1 ∗ A.
Corollary 2. The setM of all matrices of integers is a monoid with respect to the operation ∗.
We recall that for a, b in a monoid M with an operation ∗, we say that a divides b if there exists an element x in
M such that a ∗ x = b. The elements which divide the identity are called the units of M. For a, b in M, a and b are
associated if and only if there exists a unit u such that a ∗ u = b. If q is a non-unit, we say that q is an irreducible
element if q cannot be written as a product of two non-units. We note that every 1× 1 matrix [r ] is a unit ofM, and
that there are no other units ofM. In fact [r ] ∗ [−r ] = [−r ] ∗ [r ] = [0]. We note that if A and B inM are associated,
then A = B + k1m×m for some integer k and m.
Definition 1. By a magic square of degree n, or simply a magic square, we mean an n× n matrix A = [ai j ] such that
(1) all ai j are distinct,
(2) MA −mA = n2 − 1,
(3) for 1 ≤ k, l ≤ n,∑ni=1 aki =∑nj=1 a jl =∑ni=1 ai i =∑nj=1 a j (n− j+1).
When A = [ai j ] is a magic square, we define ‖A‖ =∑ni=1 ai i and denote the degree of A by deg(A).
For example,
A =
 3 −4 1−2 0 2
−1 4 −3
 and B =
8 1 63 5 7
4 9 2

are both magic squares of degree 3. Moreover mA = −4,mB = 1,MA = 4 and MB = 9, and ‖A‖ = 0 and
‖B‖ = 15. We note that A ∗ [5] = B and so A and B are associated.
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Theorem 1. If A and B are magic squares, then A ∗ B is a magic square.
Proof. Let A = [ai j ] and B = [bi j ] be magic squares of degree m, n respectively, and A ∗ B = [γi j ] be a square
matrix of degree mn. We first claim that the value
∑mn
p=1 γ j p is independent of j = 1, . . . ,mn. Let
` · n + 1 ≤ j ≤ (`+ 1)n.
Then
mn∑
p=1
γ j p = n · n2
m∑
q=1
a jq + m
n∑
r=1
b`r (3)
= n3‖A‖ + m‖B‖
which is independent of j . Similarly we can obtain the same value for columns, diagonals and counter-diagonals of
A ∗ B. Hence A ∗ B is a magic square and
‖A ∗ B‖ = n3 ‖A‖ + m ‖B‖ . 
We note that if A and B are magic squares, then each Ci j in (1) is also a magic square. Let MS be the set of all
magic squares. Then MS forms a submonoid ofM.
Lemma 3. For a magic square A of degree n,mAk = mA · n
2k−1
n2−1 .
Proof. It is clear from the equality (2). 
We now show that MS is free. We first note that the easy induction on the degree of the magic square shows that
every magic square can be written as a product of irreducible magic squares. Equivalently, the set of all irreducible
magic squares generates the monoid. Hence in order to show that MS is free, we only have to prove that it is freely
generated by its irreducible elements.
Lemma 4. If A and A ∗ B are magic squares, then B is a magic square.
Proof. Let deg(A) = m, deg(B) = n, and A ∗ B = [γi j ]. Suppose that B =
[
bi j
]
is not a magic square. Then without
loss of generality we can assume
∑n
r=1 b`i 6=
∑n
r=1 bki for some ` 6= k. We take i, j such that k ·n+1 ≤ i ≤ (k+1)n
and ` · n + 1 ≤ j ≤ (`+ 1)n. Then by (3)
mn∑
p=1
γi p = n3‖A‖ + m
n∑
r=1
bkr
and
mn∑
p=1
γ j p = n3‖A‖ + m
n∑
r=1
b`r
which are distinct, a contradiction. 
In the following lemmas, we let deg(A) = m, deg(B) = n, deg(X) = s, and deg(Y ) = t and write B = [bi j ], Y =
[yi j ], and
A ∗ B =
C11 · · · C1n... . . . ...
Cn1 · · · Cnn
 and X ∗ Y =
Z11 · · · Z1t... . . . ...
Z t1 · · · Z t t
 .
Lemma 5. If A ∗ B = X ∗ Y for magic squares A, B, X and Y and deg(A) < deg(X), then deg(A) divides deg(X).
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Proof. Suppose this is not so. Then there is a unique C1k which meets Z11 and Z12. For 1 ≤ i ≤ m,
(Z12)(i,1) = (Z11)(i,1) + α = (C11)(i,1) + α
for some α and
(Z12)(i,1) = (C11)(i,`) + β
for some 1 < ` < m and β. Since A11 is a magic square, we have
∑m
i=1(C11)(i,1) =
∑m
i=1(C11)(i,`) and so α = β.
This means (C11)(i,1) = (C11)(i,`), a contradiction. 
Lemma 6. If for magic squares A, B, X and Y, A ∗ B = X ∗ Y , then X = A ∗ E for some magic square E .
Proof. By Lemma 5 we write mn = st,mr = s and n = r t. Then we have
Z11 = t2X + y111s×s
and
Z11 = [Ci j ] =
C11 · · · C1r... . . . ...
Cr1 · · · Crr
 where Ci j = n2A + bi j1m×m .
Hence t2X + y111s×s = [Ci j ] and so
t2X = [Ci j − y111s×s] = [n2A + (bi j − y11)1m×m]
= [r2t2A + (bi j − y11)1m×m]
and
X =
[
r2A +
(
bi j − y11
t2
)
1m×m
]
= A ∗ E,
where E = [ei j ] is a matrix of degree r and
ei j = bi j − y11
t2
.
By Lemma 4, E is a required magic square. 
From the lemmas, the remarks above and Corollary 1 we have the following theorem.
Theorem 2. The monoid MS of all magic squares is a free monoid.
3. Examples of palindromic magic squares
We recall that a real matrix A = [ai j ] of degree n is square-palindromic if, for every base b, the sums of the squares
of its row numbers, column numbers, and four sets of diagonal numbers are unchanged when the numbers are read
“backwards” in base b, where the i th row number is read as ai1bn−1 + ai2bn−2 + · · · + ai(n−1)b+ ain and the others
are read in the corresponding way (For details, see [5] and [6].). For example, we note that the sum of squares of row
numbers of the magic square
[
6 1 8
7 5 3
2 9 4
]
is unchanged when it is read backward in base 10;
6182 + 7532 + 2942 = 8162 + 3572 + 4922.
Similarly we can check all other sums of the squares. Actually it was shown that all 3-by-3 magic squares are square-
palindromic [5]. Moreover the sufficient conditions for a matrix to be square-palindromic were given. A magic square
A = [ai j ] of degree n is called symmetrical if the sum of each pair of two opposite entries ai j , a∗i j = an+1−i,n+1− j
with respect to the center is 2‖A‖n , that is, ai j + an+1−i,n+1− j = 2‖A‖n . It was shown that every symmetrical magic
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square is square-palindromic [5]. Thanks to the following theorem, we have infinitely many square-palindromic magic
squares.
Theorem 3. The symmetrical property is preserved by the operation ∗ in MS. That is, for two symmetrical magic
squares A and B, A ∗ B is symmetrical.
Proof. Let A = [ai j ] and B = [bi j ] be symmetrical magic squares of degreesm and n respectively, and A∗B = [γi j ].
We note that for a pair of two opposite entries γi j and γ ∗i j = γmm+1−i,nm+1− j in A ∗ B, there are two pairs of opposite
entries ai j , a∗i j and bi j , b∗i j in A and B respectively such that
γi j + γ ∗i j = n2(ai j + a∗i j )+ (bi j + b∗i j ).
Since A and B are symmetrical, we have
γi j + γ ∗i j =
n2 · 2‖A‖
m
+ 2‖B‖
n
= n
3 · 2‖A‖ + 2m‖B‖
mn
= 2
(
n3 · ‖A‖ + m‖B‖
mn
)
= 2‖A ∗ B‖
mn
which completes the proof. 
Recall that the magic square A =
[
6 1 8
7 5 3
2 9 4
]
is symmetrical. Then A2 = A ∗ A is symmetrical and, in general,
An = A∗ An−1(n = 3, 4, 5, . . .) is symmetrical by Theorem 3. So we can produce infinitely many palindromic magic
squares.
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