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Abstract. La necesidad de la industria off-shore para compartir información y 
recursos de energía a través de cables y tuberías submarinas conduce a un cre-
ciente despliegue de infraestructuras sumergidas. Esto requiere de un posterior 
mantenimiento preventivo. Los vehículos autónomos submarinos (AUVs) re-
presentan una alternativa para llevar a cabo esta tarea. En base a la percepción, 
estos vehículos deben estar equipados con distintos dispositivos de sensores 
como cámaras de vídeo, dispositivo rastreador electromagnético, sonar de ba-
rrido lateral, ecosonda muti-haz, como así también dispositivos de ubicación 
como sistema de posicionamiento global, sistema de navegación inercial, brúju-
la, entre otros. Cada uno de estos dispositivos hay que tratarlos por separado pa-
ra la captura e interpretación de datos, pero en conjunto para la búsqueda de co-
nocimiento útil que modifique el comportamiento on-line de un AUV. Este do-
cumento presenta el diseño y desarrollo de una arquitectura de software de un 
sistema de percepción para un AUV (PS-AUV). La arquitectura emplea como 
entrada datos provenientes de dispositivos de sensores interconectados aplican-
do distintos procesos, y como salida, conocimiento que alimentará al modelo 
del mundo del robot que se encuentra implementado en forma de un sistema ba-
sado en conocimiento. 
Keywords: AUV, sistema de percepción, arquitectura de software. 
1 Introducción 
Los océanos cubren un área aproximada del 70% de la superficie de nuestro planeta, 
son un factor importante para la regulación del clima, y proporcionan un gran número 
de recursos esenciales para el hombre. Sin embargo, el mundo submarino es un medio 
desconocido debido a sus condiciones adversas. La explotación sostenible de recursos 
oceánicos y la exploración del lecho marino motivan el uso de una mejor tecnología. 
Los robots autónomos vienen experimentando un sostenido grado de avance en los 
últimos años, tanto en lo que respecta a algoritmos de procesamiento de señales a 
bordo y su control. Este tipo de dispositivos se han vuelto esenciales para explorar en 
detalle nuevos ambientes, como el desconocido océano o la exploración de planetas 
cercanos. En especial, existe gran interés en emplear esta tecnología en inspecciones 
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de “estructuras planificadas” y “estructuras accidentales” [9]. Las estructuras plani-
ficadas, representan manifestaciones intencionales que incluyen tuberías, cables, ac-
cesos de embarcaciones, explotación de recursos, etc. Las estructuras accidentales se 
centran en actividades como arqueología de naufragios, efectos derivados de la pesca, 
contaminación marina, por citar algunos ejemplos [7, 16-18].  
La necesidad de comunicación en telefonía, internet y televisión, y el transporte de 
energía como electricidad, gas y petróleo, han llevado a un incremento de infraestruc-
turas submarinas con cables, oleoductos y tuberías. A fin de mantener esta infraes-
tructura en condiciones seguras de operación, se hace necesaria una inspección perió-
dica preventiva. Es de vital importancia evitar derrames y mantener operativa toda 
infraestructura sumergida el mayor tiempo posible. Daños producidos por anclajes de 
las embarcaciones, free span1, rozamiento con objetos o residuos marinos, son algu-
nas de las causas de deterioro de las tuberías que al dañarse pueden causar un fuerte 
impacto ambiental y cortar suministros críticos. Una solución cada vez más empleada 
para realizar este mantenimiento preventivo de infraestructura sumergida es el empleo 
de Vehículos Autónomos Submarinos (AUVs) para realizar inspecciones periódicas 
del estado de la infraestructura. Un AUV representa un robot inteligente que navega 
bajo el agua sin intervención humana. Este vehículo permite obtener datos de mejor 
calidad y de un modo más económico que la alternativa por control remoto (ROV) [7, 
17]. Los AUV se sumergen permitiendo una navegación más rápida y una adquisición 
de datos más confiables. Durante los últimos años exitosas pruebas se han llevado a 
cabo utilizando AUVs [6, 7, 19, 21, 28]. Entre ellas las derivadas de los proyectos 
europeos AUTOTRACKER (FP5) y AUVI (FP6) [1, 2, 3]. Ellos fueron los anteceden-
tes del prototipo ICTIOBOT2. Este prototipo constituye la actual plataforma utilizada 
para la realización pruebas de investigación [4]. 
El mantenimiento de infraestructuras sumergida por medio de un AUV contiene 
tres etapas [5]: búsqueda y detección del objetivo, seguimiento e inspección. Para 
resolver estas tareas un AUV debe estar equipado con dispositivos de percepción. Una 
cámara de vídeo [22, 25, 26], un dispositivo rastreador electromagnéticos (MAG) 
[4], un sonar de barrido lateral (SSS) [11, 18, 20, 21], un sonar de apertura sintética 
(SAS) [15, 23], una ecosonda muti-haz (MBE) [14, 21], entre otros, pueden ser utili-
zados para estos fines. Asimismo, se necesitan dispositivos de posicionamiento del 
vehículo como sistema de posición global (GPS), sistema de navegación inercial 
(INS), medidor de velocidad relativa (DVL), brújula, sensores de profundidad, entre 
otros. 
Para dotar al robot de autonomía en las decisiones, es necesario contar a bordo con 
la capacidad de procesar los datos provenientes de estos sensores en un tiempo efi-
ciente. De este modo el AUV podrá replanificar tareas y trayectorias durante la ins-
pección. Este trabajo, que presenta el diseño y desarrollo de una arquitectura de soft-
ware de un sistema de percepción para un AUV (PS-AUV) dedicado al mantenimien-
                                                          
1  Free Span: La tubería no se encuentra apoyada totalmente sobre el fondo del mar. 
2  ICTIOBOT: Vehículo Autónomo Submarino ganador del primer premio en robótica del 
Concurso Nacional Innovar 2012- Ministerio de Ciencia, Tecnología e Innovación Producti-
va de la Nación. 
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to de infraestructuras sumergidas, se organiza de la siguiente manera. En la Sección 2 
se muestra brevemente la arquitectura general del AUV-ICTIOBOT donde residirá el 
PS-AUV. Posteriormente en la Sección 3 se presenta el diseño, construcción e im-
plementación de la arquitectura de software del PS-AUV. Finalmente, en la Sección 4 
se presentan las conclusiones obtenidas en el trabajo. 
2 Arquitectura General del AUV-ICTIOBOT 
Los AUVs, al igual que todos los robots móviles autónomos, requieren tener resuelto 
en forma robusta el problema general de Navegación, Guiado y Control (NGC, Navi-
gation, Guidance and Control) [12], como así también la re-planificación on-line de 
los objetivos de la misión. En términos generales un sistema de NGC está compuesto 
por un conjunto de subsistemas: el Sistema de Navegación (NS, Navigation System), 
el Sistema de Guiado (GS, Guidance System), el Sistema de Control (CS, Control 
System) y el Sistema Planificador de Misión Dinámico (DMPS, Dynamic Mission 
Planning System). El NS abarca a todos los sistemas sensores de a bordo específicos 
para a llevar cabo la misión (GPS, INS, brújula, sensor de profundidad, altímetros, 
etc). El GS es el responsable de la generación de trayectorias, una vez fijados los pun-
tos por los que debe pasar el robot o también denominados waypoints, mientras que el 
CS comprende los lazos de realimentación que le permiten al robot describir una tra-
yectoria lo más cercana posible a la propuesta por el GS [13]. También se necesita un 
DMPS, de acuerdo a la aplicación específica que se pretenda para el robot [1-4], lo 
que completa el sistema de control jerárquico en tiempo eficiente. 
El modulo de fusión de sensores (SFM, Sensor Fusión Module) se utiliza para es-
timar la trayectoria de la tubería a partir de distintos sensores (SSS, MBE, MAG, etc). 
Toda la información, provenientes de los sensores, se combina en el SFM dando una 
estimación de la posición y la dirección del objetivo a inspeccionar.  
Un planificador de misión (MP, Mission Planner), de acuerdo con la aplicación del 
robot, es necesario para realizar las tareas de manera autónoma. La adquisición de 
datos por los sensores o acciones especiales puede ser también considerada dentro del 
MP. El MP se compone de dos tipos de objetivos: objetivos a largo plazo estables, y 
los objetivos a corto plazo más cambiantes. Los primeros, se dan de antemano, en una 
forma rígida a través de la interfaz hombre-máquina y conforman el plan estático de 
la misión (SMP, Static Mission Planner). Los objetivos a corto plazo pueden ser mo-
dificados constantemente, y constituyen el plan dinámico de la misión (DMP, Dyna-
mic Mission Planner), y varía según el movimiento del vehículo que avanza en el 
mundo real (re-planificar la misión).  
A partir de la información brindada por el NS (datos de la posición de AUV y del 
objetivo), SFM (datos de la estimación de la posición del objetivo) y las zonas de 
exclusión (datos de zonas prohibidas), el DMPS debe ser capaz de decidir una trayec-
toria para diferentes situaciones como puede ser la búsqueda de una tubería, segui-
miento, navegando más cerca del objetivo, entre otros. Esta trayectoria deseada se 
define como una colección waypoints para ser alcanzado por el vehículo.  
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La información almacenada en zonas de exclusión representa datos sobre la ubica-
ción de las infraestructuras, profundidades, etc. Esta información es accedida constan-
temente por el DMPS y por el sistema de prevención de obstáculos (OAS, Obstacle 
Avoidance System). El OAS recibe datos del sonar frontal (FLS, Forward-Looking 
Sonar). Cuando se detecta un obstáculo cerca de un waypoint, el OAS propone corre-
gir la trayectoria deseada del DMPS. El planificador de trayectoria (PP, Path Plan-
ner), en esta arquitectura, sólo decide la trayectoria dada por el DMPS es o no posible, 
de acuerdo con los resultados de OAS. A continuación, los waypoints pertenecientes a 
la trayectoria deseada son la entrada al GS. El GS es el responsable de la generación 
de trayectorias, una vez fijados los waypoints, por los que debe pasar el robot, mien-
tras que el CS comprende los lazos de realimentación que le permiten al robot descri-
bir una trayectoria lo más cercana posible a la propuesta por el GS [13], comandando 
los actuadores del vehículo (hélices, timones, etc.). La descripción completa de esta 
arquitectura implementada en el prototipo ICTIOBOT se encuentra en [4]. 
3 Sistema de Percepción (PS-AUV) 
En base a la arquitectura general presentada en la sección anterior, el PS-AUV se 
integra con el NS y SFM. En particular, con la adquisición y procesamiento de aque-
llos datos brindados por los sensores que ayuden a obtener el mayor conocimiento 
para retroalimentar el DMPS de modo tal de modificar el comportamiento del vehícu-
lo en tiempo eficiente.  
3.1 Metodología de desarrollo 
La metodología de desarrollo denominada diseño dirigido por atributos (ADD) [29] se 
utilizó para el diseño y construcción de la arquitectura de software del PS-AUV. La 
metodología ADD representa una aproximación iterativa basada en la recursiva des-
composición de procesos donde tácticas y patrones arquitecturales son escogidos para 
satisfacer un conjunto de escenarios3. Este método recibe como entrada una lista de 
architectural drivers4 y produce como salida estructuras que conforman al diseño de 
la arquitectura. ADD de manera resumida tiene los siguientes ítems: (1) Revisar la 
información de los architectural drivers; (2) Elegir un elemento a descomponer; (3) 
Elegir un subconjunto de architectural drivers a satisfacer; (4) Elegir conceptos de 
diseño para satisfacer los architectural drivers; (5) Asignar responsabilidades a los 
elementos; (6) Definir interfaces; (7) Verificar la satisfacción de los drivers seleccio-
nados en el paso (3). (8) Repetir los pasos anteriores para elementos que requieran un 
mayor refinamiento hasta cubrir la mayoría de los architectural drivers. 
                                                          
3  Los escenarios representan cambios posibles ante los que puede estar expuesto el sistema. 
4  Los architectural drivers describen los principales beneficios priorizados que deberían ade-
cuarse en el diseño de la arquitectura software.  
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Para el ítem (4) se eligen distintos conceptos de diseño arquitectónicos que pueden 
referirse a textos sobre arquitectura de software [8, 24]. Generalmente ADD finaliza 
cuando se han satisfecho la mayor cantidad de los architectural drivers. 
3.2 Principales requerimientos del PS-AUV 
Se detallan los principales requerimientos funcionales y no funcionales del PS-AUV: 
(1) El PS-AUV deberá poder seleccionar el o los dispositivos a trabajar; (2) El PS-
AUV deberá obtener e interpretar los datos brindados por los dispositivos de sensores; 
(3) El PS-AUV deberá tener la alternativa de seleccionar procesos5 y cadenas de pro-
cesos6 que se apliquen a los datos brindados por un sensor, como así también a los 
datos en conjunto formados por distintos sensores; (4) El PS-AUV deberá tener la 
posibilidad realizar pruebas off-line sobre un entorno de simulación de un proceso o  
cadena de procesos para verificar su aplicabilidad en pruebas on-line; (5) El PS-AUV 
debe tener la capacidad agregar fácilmente distintos dispositivos de sensores con sus 
características en particular; (6) El PS-AUV debe integrarse fácilmente a la tecnología 
hardware y software que contiene actualmente el AUV-ICTIOBOT; (7) El PS-AUV 
deberá adaptarse fácilmente a la modificación o agregado de nuevos procesos. 
3.3 Diseño de Arquitectura de Software para PS-AUV 
La arquitectura de software resultante para PS-AUV se observa en la Fig. 1. La pri-
mera decisión arquitectónica satisface architectural driver de prioridad alta: “el PS-
AUV debe poder integrarse fácilmente al software/hardware que contiene actualmen-
te el AUV-ICTIOBOT”. Para ello se utilizó la táctica de separación de la interfaz de 
usuario del resto de la aplicación [8]. El resto de la aplicación representa el PS-AUV 
que será embebido dentro del AUV-ICTIOBOT. Por otro lado, la interfaz de usuario 
se encarga de las preferencias de visualización soportando cambios sin afectar al resto 
del sistema. Asimismo, la interfaz puede adecuarse a los gustos del usuario para faci-
litar el aprendizaje y uso. Luego de distintas pruebas de simulación off-line se consi-
gue una configuración precisa que será migrada al ICTIOBOT.  
La segunda decisión arquitectónica se centró en satisfacer el architectural driver: 
“el PS-AUV deberá implementarse en un entorno de simulación para pruebas y aná-
lisis de resultados de distintos procesos y cadenas de procesos en tiempo off-line”. 
Para una mejor separación de responsabilidades se aplicó el patrón modelo, vista y 
controlador (MVC) [8, 24]. Un MVC divide una aplicación en tres áreas: modelo, 
vista y controlador. Esta táctica separa la interfaz de usuario en vista y controlador 
(ver Fig. 1). El modelo contiene el núcleo funcional de la aplicación encapsulando los 
datos apropiados y el procesamiento específico, es decir, el PS-AUV. El PS-AUV 
desconoce las interfaces asociados a él obteniendo independencia con cualquier vista 
o controlador, por otro lado, las vistas y controladores si conocen al PS-AUV. Asi-
mismo, el entorno de simulación queda a cargo de las vistas y controladores, pudien-
                                                          
5  Definimos proceso a una técnica, algoritmo o refinamiento aplicado a datos en particular. 
6  Definimos cadena de procesos a un conjunto anidados y secuenciales de procesos.  
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do simular distintas configuraciones y pruebas de procesos y cadenas de procesos. De 
esta manera, las diferentes vistas presentan la información del PS-AUV de diferentes 
maneras. Los controladores aceptan entradas del usuario como eventos. Los eventos 
son traducidos en peticiones para el modelo o las vistas asociadas.  
La tercera decisión arquitectónica se centra en refinar el PS-AUV. El architectural 
driver seleccionado es: “el PS-AUV debe adaptarse a distintos hardware de dispositi-
vos de sensores”. Para satisfacer el driver se utiliza la táctica arquitectónica que en-
capsula las responsabilidades de adaptabilidad al hardware en un único componente 
denominado capa de portabilidad o nivel de dispositivos [8]. Este nivel ofrece a los 
distintos sensores una interfaz abstracta a su entorno. Esta interfaz permanece sin 
variaciones, aislando al PS-AUV, debido a que el sistema se adapta a cualquier tipo 
de dispositivos, aunque el nivel de dispositivos pueda modificarse.  
 
 
Fig. 1. Arquitectura general del PS-AUV. 
La cuarta decisión arquitectónica se centra en satisfacer architectural driver: “el 
PS-AUV debe poder aplicar distintos procesos o cadenas de procesos en base a los 
datos brindados por los dispositivos de sensores”. Para satisfacer el driver se aplicará 
el patrón arquitectónico de capas [8, 24]. Las capas ayudan a estructurar aplicaciones 
y ser descompuestas en grupos de sub-tareas. Cada capa tiene un nivel particular de 
abstracción, donde un cambio realizado dentro de una capa no afecta a las demás. De 
esta manera, el PS-AUV se descompone en niveles de proceso, detección, clasifica-
ción y aplicación. El nivel de proceso se encarga del procesamiento de datos de los 
sensores de bajo nivel (correcciones de errores, problema de lecturas, ruido, etc.). El 
nivel de detección tiene la responsabilidad de detectar los objetos de estudio. El nivel 
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de clasificación se encarga de clasificar las detecciones en un grupo finito de clases. 
El nivel de aplicación propone escenarios que alimentarán al sistema basado en cono-
cimiento, el cual en definitiva será el responsable de modificar el comportamiento del 
robot, replanificando trayectorias de navegación y tareas a ejecutar. 
La quinta decisión arquitectónica se enfocó en satisfacer el architectural driver: 
“el PS-AUV debe procesar los datos de los sensores on-line en un tiempo útil para el 
AUV-ICTIOBOT”. Para satisfacer el driver se aplicará el patrón pipe&filter [8, 24]. 
Este patrón divide la tarea de un sistema en varias etapas de procesamiento secuen-
cial, donde los datos de salida de una etapa representan la entrada a la siguiente etapa. 
Cada etapa de procesamiento está implementada con un componente filter, que enri-
quece, refina o transforma los datos de entrada. Los filters están conectados por medio 
de pipes. Cada pipe implementa el flujo de datos entre etapas de procesamiento adya-
centes. Los filters del PS-AUV representan los niveles de proceso independientes o 
threads siguientes: detección, clasificación, aplicación y dispositivos, y los pipes, la 
manera de comunicación entre estos niveles de proceso. El pipe sincroniza los filtros 
mediante un buffer FIFO (first in-first out). La ventaja fundamental de aplicar este 
patrón arquitectónico es la eficiencia en procesamiento paralelo cuando se implemen-
ta en un sistema multiprocesador.  
La sexta decisión arquitectónica se centró en refinar cada nivel del PS-AUV. El ar-
chitectural driver seleccionado es: “el PS-AUV debe poder adaptarse a modificacio-
nes y agregado de nuevos procesos”. Para satisfacer el driver reduciendo costo y 
tiempo de las modificaciones se aplican las tácticas arquitectónicas localizar los cam-
bios, coherencia semántica y generalizar módulos [8, 24]. Para ello, se toma cada 
nivel por separado creando una herencia de procesos específicos. 
3.4 Modelo Lógico de Clases para PS-AUV 
El modelo lógico de clases para el PS-AUV se observa en la Fig. 2. El diseño consiste 
en un MVC (modelo o PS-AUV, vista y controlador). Para implementar la comunica-
ción entre el PS-AUV y las vistas se utilizó el mecanismo change-propagation con el 
diseño del patrón Observer o Publish-Suscribe [24]. Este patrón define una depen-
dencia de uno a muchos entre el PS-AUV y las vistas. De esta manera, cuando el PS-
AUV cambia de estado, sus vistas asociadas son notificadas automáticamente. La 
clase observable conoce a todos sus observadores del PS-AUV representadas por las 
vistas. La clase observer define una interfaz de actualización para los objetos a ser 
notificados en base a cambios del PS-AUV. La clase DataProcessing representa el 
núcleo funcional de la aplicación, donde se encapsula los datos apropiados y el proce-
samiento específico. La clase View presenta la información al usuario del estado del 
PS-AUV de diferentes maneras. La clase Controller, quien hace de intermediario 
entre el PS-AUV y las vistas, acepta entradas del usuario como eventos que son tra-
ducidos en peticiones para el PS-AUV o las vistas asociadas. Asimismo, las clases 
abstractas Controller y View contienen puntos de extensión (EP, Extention Point) 
para la escalabilidad del sistema. El EP 1 (Fig. 2) permite el agregado de nuevas vis-
tas de cualquier elemento observable del PS-AUV. Asimismo, el EP 2 (Fig. 2) permi-
te el agregado de nuevos controladores de una vista particular. 
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Cada nivel de abstracción del PS-AUV representa un proceso independiente, tal 
como se había establecido en el diseño. La comunicación entre los procesos es por 
medio de un buffer quien es responsable de la sincronización. En la Fig. 2 también se 
aprecia la clase ProcessingFilter que representa un proceso independiente heredando 
el comportamiento de la clase Threads (implementa los métodos run y stop). Cada 
ProcessingFilter contiene dos DataBuffer que conectan los filters adyacentes. El Da-
taBuffer realiza la sincronización y almacenado de la combinación de los datos de 
sensores. Estos datos se almacenan en clase SensorData. El DataBuffer contiene dos 
métodos, send y receive, que permiten enviar y recibir objetos del tipo SensorData. 
Cada ProcessingFilter contiene una clase del tipo DataProcessing. Esta clase contie-
ne un EP 3 (Fig. 2) para agregar cualquier nivel de abstracción. Asimismo, el Data-
Processing posee una clase concreta denominada CompositeDataProcessing, respon-
sable de construir objetos complejos mediante composición recursiva de objetos simi-
lares. Por este motivo, un compuesto DataProcessing es conformado por un conjunto 
de niveles de abstracción. Esta alternativa permite que los niveles de abstracción se 
ejecuten en un sistema multiprocesador. 
Cada nivel representa una interfaz unificada para un conjunto de interfaces en un 
subsistema. Esta interfaz se diseña mediante el patrón de diseño Facade [24]. Este 
patrón define una interfaz de alto nivel que permite la comunicación con el subsiste-
ma. Por ejemplo, el ProcessLevel representa la fachada de la implementación del 
nivel de proceso. La clase demanda la realización del proceso sin conocer como este 
lo realiza. Además, la clase ProcessLevel representa el único punto de acceso para 
comunicarse con la clase Process. Asimismo, la clase Process contiene un EP (4) (Fig 
2) para el agregado de cualquier tratamiento a aplicar sobre el objeto SensorData. 
Tener en cuenta, que la clase Process contiene un método abstracto denominado pro-
cess que debe ser implementado por cada una de las clases concretas. Este método 
recibe como parámetro un SensorData y retorna su transformación aplicando un pro-
cesamiento particular. Además, la clase CompositeProcess permite generar un objeto 
complejo de procesamientos. De esta manera, el usuario puede instanciar un proceso 
compuesto por una serie de procesos particulares aplicados en cadena. De igual mane-
ra que la clase Process, se tiene la clase Detection, Classification y Application con 
sus respectivos EP (5), (6) y (7) (Fig 2), que permiten el agregado de cualquier algo-
ritmo o técnica de detección, clasificación o aplicación a ser utilizada. 
La clase DeviceLevel representa la fachada de implementación del nivel de disposi-
tivo. Esta clase demanda el tratamiento de los dispositivos de sensores sin conocer 
cómo éste lo realiza, fabricando un SensorData. Este patrón de diseño es conocido 
como Abstract Factory [24]. La clase DeviceLevel recibe dispositivos de sensores 
(SensorDevice) y los envía a procesar (ProcessDevice). La clase SensorDevice con-
tiene la trama de datos e información que brinda el dispositivo. Se define un período 
de procesamiento que comprende Ni muestras de los i dispositivos sensores que están 
siendo utilizados por el robot. De este modo, en cada período de procesamiento se 
reciben N=N1+N2+…+Ni objetos SensorDevice que representan los datos brindados 
por los dispositivos sensores conectados. Asimismo, la clase SensorDevice contiene 
un EP (8) Fig. 2 para el agregado de cualquier otro dispositivo. Además, se tiene una 
clase concreta denominada CompositeSensorDevice que permite crear un objeto com-
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plejo de un grupo de sensores concretos. Por ejemplo un CompositeSensorDevice 
puede contener dos dispositivos relacionados semánticamente que producirán una 
fusión de datos.  
 
 
Fig. 2. Modelo lógico de clases del PS-AUV. 
 
Cada clase SensorData tiene su forma de almacenar la información, interfaz de 
agregado y consulta de datos. Los procesamientos parciales de cada proceso se alma-
cenan dentro de la estructura de datos. Asimismo, se tiene una clase CompositeSen-
sorData que permite realizar objetos compuestos, es decir, datos compuestos de dis-
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tintos sensores concretos. Esta alternativa permite enviar un solo objeto SensorData 
fusionado. Además, la clase SensorData contiene un EP (10) (Fig. 2) que permite el 
agregado de una nueva estructura de almacenamiento de datos de sensores. 
3.5 Implementación del PS-AUV 
El modelo lógico se implementó con el entorno de programación (IDE) QtCreator de 
Nokia para sistemas GNU/Linux con código de implementación C++. Además, el 
agregado de librerías OpenCV 2.3 [10] para utilizar sus estructuras de datos, técnicas 
de procesamiento digital de imágenes y técnicas de clasificación. Este diseño de cla-
ses fue implementado sobre un PC con CPU 2-GHz Intel(R) Core(TM) 2 Duo, y 2-
GB de memoria RAM, con SO Linux. El entorno de desarrollo así implementado, 
servirá de soporte para la generación de distintas instancias con distintas característi-
cas y potencialidades, que variarán en función de la aplicación esperada para el robot.  
Una instanciación de esta arquitectura presentada se encuentra en desarrollo realizan-
do pruebas off-line. El AUV-ICTIOBOT con una CPU FitPC-2 a bordo será la plata-
forma utilizada para validar el funcionamiento de esta arquitectura. Las pruebas se 
realizarán con el AUV-ICTIOBOT navegando por superficie para la inspección de un 
ducto emisario instalado en las costas de Mar del Plata. El AUV se encuentra equipa-
do con: GPS Garmin, SSS StarFish 450F, brújula Philips KMZ51, MBE Tritech Sea-
king y INS marca XSens. Estos dispositivos transmiten por separado datos y se en-
capsulan en un objeto SensorDevice. La interpretación o parseo de estos datos los 
realiza un objeto ProcessDevice fabricando un objeto SensorData. El nivel de proceso 
aplica suavizado, correcciones geométricas, eliminación de información irrelevante, 
entre otros, como se presentó en [27]. El nivel de detección y clasificación aplica una 
técnica denominada CA-CFAR para la detección de la tubería. Por último, en el nivel 
de aplicación proporciona la determinación de estados o escenarios, del tipo “ducto 
detectado en situación normal”, “ducto detectado en free-span”, “ducto perdido”, y 
otros, que alimentan al sistema basado en conocimiento que se detalla en [3]. 
4 Conclusiones 
En este trabajo se presentó el diseño, construcción e implementación de una arquitec-
tura de software de un sistema de percepción para el mantenimiento de infraestructu-
ras sumergidas por medio de un AUV. La arquitectura obtiene como entrada datos de 
los dispositivos de sensores interconectados aplicando distintos procesos, y propor-
ciona como salida la determinación del escenario en el que se encuentra realizando la 
inspección el robot. De esta forma, el PS-AUV constituye una fuente de conocimiento 
privilegiado para el modelo del mundo del robot, que se encuentra implementado en 
forma de un sistema basado en conocimiento. Una de las principales ventajas del PS-
AUV es la posibilidad de manejar distintos dispositivos de sensores interpretando los 
datos brindados, aplicando procesos y cadenas de procesos que añaden conocimiento 
a los datos crudos provenientes de los sensores. Otra gran ventaja es que le permite 
integrarse a la arquitectura general (Hw/Sw) del AUV-ICTIOBOT, adaptarse fácil-
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mente a la modificación o agregado de nuevos procesos y la posibilidad de realizar 
pruebas off-line sobre un entorno de simulación completamente asimilable al entorno 
de funcionamiento, para verificar su aplicabilidad en pruebas on-line. 
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