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Cryptographic protocols are often based on the two main resources: private randomness and
private key. In this paper, we develop the relationship between these two resources. First, we show
that any state containing perfect, directly accessible, private key (a private state) is a particular case
of the state containing perfect, directly accessible, private randomness (an independent state). We
then demonstrate a fundamental limitation on the possibility of transferring the privacy of random
bits in quantum networks with an intermediate repeater station. More precisely, we provide an upper
bound on the rate of repeated randomness in this scenario, similar to the one derived for private key
repeaters. This bound holds for states with positive partial transposition. We further demonstrate
the power of this upper bound by showing a gap between the localisable and the repeated private
randomness for separable Werner states. In case of restricted class of operations, we provide also a
bound on repeated randomness which holds for arbitrary states.
I. INTRODUCTION
Ensuring the security of communication in quantum
internet is one of the main current challenges of quan-
tum technology [1]. In this context, two distant honest
parties must distribute a secure key, i.e., a private cor-
related string of bits. A prominent security framework
that assures the distribution of encrypted bits in a quan-
tum network is the quantum repeaters scheme [2–5]. It
allows for distributing secure key employing pure max-
imally entangled states [6] and entanglement swapping
[2, 3].
In a recent article [7] the paradigm of network key
swapping was extended to the most general scenario of
private states [8, 9], that are, generally, mixed quantum
states. A striking result of [7] is the existence of mixed
states ρ and ρ′, such that no protocol between three par-
ties A,B,C = C1C2 can transfer a non-negligible amount
of key between A and B from the key shared between the
parties AC1 and BC2.
This fact shows an intriguing property of the secure key
extracted from mixed quantum states: it is not transitive
for an arbitrary state, i.e., the fact that A has secure
connection with C and C has secure connection with B
does not imply that A can establish secure connection
with B.
In this article, we investigate the network properties
of another critical resource for cryptography: the pri-
vate randomness. In most cases, it is used for testing a
quantum device or post-processing the classical outcome
of the latter. For this reason, the privacy of random-
ness appears as a precondition for secure key distribu-
tion. This resource was recognised quite early (for the
review on this topic see [10]; the framework for single-
party private randomness extraction was developed in
[11]), and has motivated commercial implementations
(e.g., [12]). Only recently a resource theory framework
of (distributed) private randomness has been established
 Singlet state |𝜓+⟩ 
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FIG. 1: The onion structure of quantum states containing
ideal privacy. The singlet state is an example of a private
state. The set of private states is a proper subset of the set
of independent states. The state |+〉 is an independent state,
which is not a private state.
[13] (see, e.g., [6, 14] for a review of other resource the-
ories). According to this approach, the task of distil-
lation of private randomness amounts to obtaining the
so-called independent states α via closed local operations
and dephasing channel CLODCC. More precisely the
CLODCC operations are compositions of (i) local uni-
tary operations by each of the honest parties (UA and
UB) (ii) communication via dephasing channel from A
to B and vice versa. The dephasing channel transfers
the state measured in a fixed (say computational) basis.
These operations were introduced in context of purity
distillation. The choice of this class of operations in re-
source theory of private randomness is justified, as these
operations do not bring in private randomness.
It is common in the literature to represent the
private randomness obtained by two honest parties
against an eavesdropper in terms of tripartite states(∑dA−1
i=0
1
dA
|i〉〈i|)⊗∑dB−1k=0 1dB |k〉〈k|) ⊗ ρE . (here ρE is
representing an arbitrary state of the eavesdropper) In
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2such approach the honest parties are using local oper-
ations and public communication. However it is shown
in [13], that this approach is equivalent to distilling spe-
cific bipartite states - the independent states, by means of
CLODCC operations. The independent states have form
of coherence "twisted" into a shared mixed state:
αdA,dB =
∑
i,j,k,l
|i〉〈j| ⊗ |k〉〈l| ⊗ UikσA′B′U†jl, (1)
as it can be written in the following way:
τ |+〉〈+|A ⊗ |+〉〈+|B ⊗ σA′B′τ † (2)
with |+〉A/B =
∑dA/B−1
i=0
1√
dA/B
|i〉 and τ = ∑ij |ij〉〈ij|⊗
UA
′B′
ij .
In the scenario considered here, i.e when two parties
want to localize private randomnes at one place, we will
be interested in local independent states:
αdA =
∑
i,j
|i〉〈j| ⊗ UiσA′B′U†j (3)
Although the structural analogy between the theories
of private key and randomness is somewhat natural, the
results explicitly determining this relation are missing.
Developing this analogy, we first show that any state con-
taining ideal private key (a private state) [8, 9] is, in fact,
an independent state. We therefore prove that the sets
of quantum states containing ideal privacy form an onion
structure (see Fig. 1).
We then demonstrate that private randomness exhibits
the similar type of limitation as a secure key when dis-
tributed on a communication network [7]. The answer to
the question “Can one always swap private randomness of
general mixed quantum states?” follows this close anal-
ogy.
The conceptual description that we introduce to cap-
ture the topology of security in the network is called the
loyalty network. It represents each party as a vertex,
while a directed edge from vertex A to vertex B repre-
sents A being secure due to loyalty of B. In the weaker
sense, loyalty A → B means that A trusts that B will
not hand over his subsystem ρB of the shared joint state
ρAB to any eavesdropper Eve. Clearly, if B is not loyal
to A, the local private randomness of A is equal to local-
isable purity. However, we will assume a stronger sense
of loyalty, in which loyal B cooperates in favor of A, such
that A has access to as much of private randomness of a
state ρAB as it is possible (part of it is obtained from the
correlations between A and B).
We will exemplify this concept with entanglement
swapping of the singlet |ψ〉AB+ := 1√2 (|00〉+ |11〉)AB :
|ψ〉AC1+ ⊗ |ψ〉C2B+
ent. swap.−−−−−−−−→ |ψ〉AB+ . (4)
This operation can be interpreted as:
A B 
𝐶1𝐶2 
𝜓+ 𝐴𝐶1 𝜓+ 𝐶2𝐵 
A B |𝜓+⟩ 
A B 
𝜌 𝐴𝐶1
⊗𝑛 𝜌 𝐶2𝐵
⊗𝑛  
A B 
𝐶1𝐶2 
≈ 𝛼 𝜖𝑛
𝐴𝐵  
LOCC(C:A:B) 
A B 
𝜌𝐴𝐶1
⊗𝑛 𝜌𝐶2𝐵
⊗𝑛  
A B 
𝐶1𝐶2 
≈ 𝛾 𝜖𝑛
𝐴𝐵  
a) 
c) 
b) 
CLODCC(A:B:C) 
LOCC(A:B:C) 
𝐾𝐷 𝜌𝐴𝐶1 ≈ 1 𝐾𝐷 𝜌𝐶2𝐵 ≈ 1 
𝑅𝐴 𝜌𝐴𝐶1 ≈ 1 𝑅𝐶2 𝜌𝐶2𝐵 ≈ 1 
𝐾𝐷 𝜓+ 𝐴𝐶1 = 1 𝐾𝐷 𝜓+ 𝐶2𝐵 = 1 
FIG. 2: Depiction of the limitation for private randomness in
the context of network repeaters. Part a) depicts redistribu-
tion of loyalty in the network via entanglement swapping: on
the LHS A trusts C and C trusts B, as depicted by the green
arrows. On the RHS A trusts B only [2]. Part b) shows that
for any  > 0 there exist states with positive partial transposi-
tion, that have almost 1 bit of secure key KD each. However,
there is no LOCC protocol between three parties that outputs
an approximate private state with more than bnc bits of key
[7]. Part c) depicts the result of this paper, in analogy to the
case b): for any  > 0, there exist states that have almost 1
bit of private randomness, but there is no CLODCC protocol
between three parties that outputs an independent state with
more than bnc bits of private randomness.
• Initially, party A has 1 bit of private randomness
due to loyalty of party C = (C1C2), and party C has
1 bit of private randomness due to loyalty of party
B. After applying entanglement swapping, party A
has 1 bit of private randomness due to loyalty of
party B, and does not need to rely on the loyalty of
party C anymore.1
We then ask if such transformation is possible for all
mixed quantum states, when the number n of copies of
1 Another way to see the dependencies in the loyalty network of
(4) is: at the beginning A trusts C and B trusts C, while the
task is to remove C out of the network and to make A trusting
B (or B trusting A). As we show in Section IV, the bound
for repeated private randomness which we provide is invariant
under the swap, hence it covers also this particular topology
of network. Moreover, in Section VII we show that there are
swap-invariant states (e.g., some Werner states) that exhibit gap
between localisable and repeated private randomness.
3initial states goes to infinity,
(ρAC1 ⊗ ρ˜C2B)⊗n
priv. rand. repeater ?−−−−−−−−−−−−−−−−−→
n→∞ α
AB
k×n, (5)
where k × n is the rate of private randomness that can
be obtained via tripartite operations from n copies of the
input state in the form of the independent states. These
states, denoted by α, contain ideal private randomness
directly accessible by local complete von Neumann mea-
surement on subsystem of α. For the qualitative sum-
mary of the results, see Fig. 2 and Section IA.
Since we adopt methods shown in [7], the upper bound
that we obtain works for the states with positive partial
transposition (PPT states). These are bipartite states ρ
that satisfy (I⊗(·)>)(ρ) ≥ 0 [15], where (·)> is a transpo-
sition and I is an identity operator. We show the power
of the upper bound by inspecting the gap between lo-
calisable and repeated private randomness for separable
Werner states. These are states interpolating between
symmetric and antisymmetric state. Within the range
of interpolating parameter that guarantees separability,
for sufficiently large local dimension d, we observe the
presence of a gap. We also consider a strictly smaller
class of operations, generated by compositions of: (i)
n optimal single copy operations among the three par-
ties, followed by (ii) distillation by A and B solely, via
general CLODCC(A : B) operations. For this class, we
derive bound for repeated private randomness for arbi-
trary states. We then exemplify it by providing a family
of states that do not have positive partial transposition,
yet exhibit the same gap (of almost 1) between localisable
and repeated randomness.
A. Summary of the main results
For reader’s convenience, we summarise here the main
results of our contribution.
Here and further in this paper we write interchangeably
ρAC1 , ρ˜C2B and ρ, ρ˜ whenever it is clear from the context.
Given a state ρAB , S(A)ρ will denote the von Neumann
entropy of subsystem A of ρAB , S(A)ρ := −Tr(ρA log ρA)
with ρA = TrBρAB . By S(A|B)ρ we denote the con-
ditional entropy S(AB)ρ − S(A)ρ, while I(A : B)ρ =
S(A)ρ + S(B)ρ − S(AB)ρ is the quantum mutual infor-
mation. By log |A| we mean the log of dimension of the
system A (similarly for B and AB). In case it is neces-
sary, we will explicitly write the state of which dimen-
sion is invoked: log |A|ρ. The logarithm is of the base 2
throughout all of this paper. For special case of a dis-
tribution {p, (1− p)}, its Shannon entropy we denote as
h(p) = −p log p− (1− p) log(1− p). We also refer to it as
to binary Shannon entropy.
The main step towards our results is the definition of
the repeated randomness RA↔C1C2↔BA (ρ⊗ ρ˜) (an analog
of repeated key), which is the asymptotic rate (n→∞) of
private randomness (in the form of the ibits), that can be
achieved by the three parties from initial n copies of the
state ρ⊗ρ˜ via operations allowed in the resource theory of
private randomness [13] (called CLODCC). Separately,
we define private randomness repeater rate in the i.i.d.
case, i.e., when three parties perform the same CLODCC
operation on each of the copies of the state, followed by
a general operation from CLODCC(A : B).
As the main result, we prove the following upper bound
on the rate of repeated private randomness:
RA↔C1C2↔BA (ρAC1 ⊗ ρ˜C2B) ≤
D(ρΓ|| I|AC1| ) +D(ρ˜
Γ|| I|C2B| ), (6)
where D(ρ||σ) = Tr(ρ log ρ− ρ log σ) is the quantum rel-
ative entropy, and ρΓ := (I ⊗ T )(ρ) denotes the partial
transposition of ρ. The RHS of (6) can be quite small
in some cases, as we show with particular examples of
states for which repeated private randomness is negligi-
ble. It can be rephrased in terms of the global purity,
G(ρXY ) := log |XY | − S(XY )ρ, as
RA↔C1C2↔BA (ρAC1 ⊗ ρC2B) ≤ G(ρΓAC1) +G(ρ˜ΓC2B). (7)
The above form of the bound would be natural in pu-
rity distillation paradigm [16]. In the context of private
randomness distillation it will be also natural to rephrase
it in terms of correlations i.e. quantum mutual informa-
tion. This is because the mutual information quantifies
the nontrivial (not equivalent to purity) amount of pri-
vate randomness. For the case when ρ = ρ˜ has positive
partial transposition and has both subsystems in maxi-
mally mixed states, we have immediate corollary 2:
RA↔C1C2↔BA (ρAC1 ⊗ ρC2B) ≤ 2I(A : C1)ρΓ . (8)
This stems from the fact, that the quantum relative en-
tropy between a state and the product of its two subsys-
tems is equal to quantum mutual information between
them.
The key result of [13] which allows us to interpret our
main result is the protocol of optimal private randomness
distillation. It determines how a single party can localise
as much of private randomness in her system as possi-
ble. Additionally, in [13] it is shown that there are two
sources of private randomness: local, in form of purity,
and shared, in form of correlations. This fact is sup-
ported by quantitative result: the amount of localised
private randomness of a state with positive partial trans-
position ρAC1 in the asymptotic limit reads
RA(ρAC1) = (log |A| − S(A)ρ) + (log |C1| − S(C1)ρ)
+ I(A : C1)ρ.
(9)
2 The partial transposition does not change the entropy of neither
of the subsystems of ρ. One subsystem (say A) is the same after
applying the map IA ⊗ (·)>B . For the other, by the fact that
det(X) = det(X>) one has det(ρB − λI) = det(ρB − λI)> =
det(ρ>B −λI). Hence, the roots of this polynomial, which are the
eigenvalues of ρB , are the same as for ρ>B .
4Thus, the amount of locally achievable private random-
ness for the ρAC1 (i.e., between A and C1) equals to the
sum of local purity log |A| − S(A)ρ and the amount of
correlation in the shared state (i.e., the quantum mutual
information). When the state ρ has subsystems in max-
imally mixed state, we can use the bound from Eq. (8)
since no local purity can be achieved, i.e. RA(ρAC1) =
I(A : C1)ρ. It applies for states with positive partial
transposition, for which there is a gap:
I(A : C1)ρ > 2I(A : C1)ρΓ . (10)
Although we notice the gap between correlations of ρ and
ρΓ for states having key (and therefore distillable pri-
vate randomness) [17], the above gap can not be demon-
strated in the same way as in [7] due to the factor 2
above. Instead, since the key is not the only local form
of private randomness, we study the most famous single
parameter class of states, the Werner states. In partic-
ular, we observe that the symmetric Werner state [18],
ρds =
1
d2+d (I+ V ), where V :=
∑
i,j |ij〉〈ji| is called a
swap operator, satisfies
I(A : B)ρds = 1 + log
(
d
d+ 1
)
−−−→
d→∞
1,
I(A : B)(ρds)Γ =
1
d
log d+
d− 1
d
log
d
d− 1 −−−→d→∞ 0.
Hence, for large dimensions of d,
RA(ρ
d
s) ≈ 1 and RA(ρds ⊗ ρds) ≈ 0. (11)
As we show in Section VII, any separable Werner state of
sufficiently high dimension exhibits the gap, as it is the
case for the symmetric one. This result is analogous to
the limitation for key repeaters shown in [7]. In contrast,
however, it is achieved on separable states, rather than
on the approximate private states used in [7].
Finally, we consider a variant of i.i.d. case, when the
three parties are forced to use identical operations on
each copy of the state and, further, A and B apply any
CLODCC(A : B) on such obtained outputs. For a par-
ticular independent state of the form
αV,d =
1
2
 Id2 Vd2
V
d2
I
d2
 , (12)
we prove the existence of a gap between private random-
ness RA(αV,d), RB(αV,d) and i.i.d. repeated private ran-
domness RiidA (αV,d), whenever dimension is sufficiently
large. Namely, we prove that, for d > 32, we have
RA(αV,d) = RB(αV,d) = 1, while RiidA (αV,d) < 1. In
particular, for d > 11, we have
RiidA (αV,d) ≤
4 log d
d
+ η(
4
d
), (13)
which clearly goes to 0 when d→∞.
Our paper is organized as follows. We start from Sec-
tion II, where all necessary tools are presented; in partic-
ular, we introduce the concepts of the CLODCC opera-
tions and of a local idit. In Subsection IIA we precisely
describe the framework in which we work, stating what
the involved parties are allowed to perform. We do so by
defining the allowed class of operations (CLODCC) and
its distinguished subclass, and by establishing relations
between them. Section III analyses the relationship be-
tween the sets of private states and of independent states,
showing they are not equal to each other. This finding
certifies the novelty of our work in comparison to pre-
vious results on limitations on quantum key repeaters.
Section IV is divided into two separate parts. In the first
one, we prove new results on the state discrimination
from the maximal noise by using CLODCC operations.
In the second part, we derive our main result: an upper
bound on the rate of repeated randomness. This im-
plies existence of the states with localisable randomness
equal 1 that have vanishingly small repeated independent
randomness. In Section V we provide alternative proof
of the bound on repeated private randomness for states
with positive partial transposition, showing, as a byprod-
uct, that the latter rate is bounded by a value computed
on partially transposed states. In Section VI, we present
the limitation for private randomness repeater in the i.i.d.
case, where parties first perform the same CLODCC op-
eration on each copy of the state and then apply arbitrary
CLODCC on these copies. In particular, for a chosen
class of independent states and for sufficiently large di-
mension, we show a gap between the private randomness
and the repeated private randomness. In Section VII
we show a broad class of Werner states for which our
main result holds. We close this paper with Section IX,
summarising our main results and putting them in the
broader picture of possible further research.
II. PRELIMINARIES ON PRIVATE
RANDOMNESS AND KEY
In this Section, we recall necessary concepts of the re-
source theory of private randomness and private key, al-
lowing the reader to better understand our further re-
sults.
The free operations of this theory are closed opera-
tions and classical communication via dephasing channel
(CLODCC). This class of operations is a subclass of the
well known LOCC operations, and was introduced as free
operations in the resource theory of purity [19]. The sys-
tems under consideration are closed, only local unitary
transformations are allowed, and the honest parties can
exchange subsystems through a dephasing channel. Such
dephasing channel can be realized by an eavesdropper
Eve via: (1) attaching and ancillary pure state |0〉E to
each system M passing between the honest parties, (2)
performing a CNOT gate (with source at M and target
at the system E), and (3) collecting E in some quantum
5memory.
The target states (i.e., states containing ideal private
randomness in a directly accessible form) are given by
independent states [13], which can be viewed as the re-
sult of twisting of coherent states [20] 1√
d
(
∑d−1
i=0 |i〉A) ⊗
1√
d
(
∑d−1
i=0 |i〉B). In case of two dits of private randomness
the independent states have the form
αABA′B′ := U |+〉〈+|A ⊗ |+〉〈+|B ⊗ σA′B′U†, (14)
where U =
∑
i,j |ij〉〈ij| ⊗ Uij and Uij is a unitary trans-
formation for each ij.
By local idit we will mean the independent state given
in Eq. (14) when |A| = d and |B| = 1 (or |A| = 1 and
|B| = d). Hence, private randomness can be directly ac-
cessed from a part of such state that is localised either at
A or at B. To explicitly indicate the numberm of private
random bits directly accessible via measuring systems A
(or B) in a local idit, we will denote it as αm.
Note that these states are similar in construction to
the private states, defined [8, 9] by twisting of maximally
entangled states |ψ〉AB+ := 1√d
∑d−1
i=0 |ii〉AB ,
γABA′B′ := U |ψ〉+〈ψ|AB ⊗ σA′B′U†, (15)
with the unitary operator U =
∑
i |ii〉〈ii| ⊗ Ui. Every
key distillation protocol ends up in states approximating
private states, while every protocol which distills private
randomness produces approximated independent states.
In Section III we show that any private state is an inde-
pendent state.
Following [13], RA(ρ) will denote the private random-
ness localisable on system A by means of CLODCC(A :
B) operations from (asymptotically many) copies of ρAB .
An important result from [13] asserts: if a bipartite
state has a negative conditional entropy, then the whole
of its private randomness content can be localised at each
of parties by means of CLODCC operations:
Theorem 1 (Corollary from Theorem 4 of [13])
Any bipartite state ρAB satisfying S(B|A)ρ > 0 satisfies:
RA(ρAB) = log |AB| − S(AB)ρ.
The quantity log |AB| − S(AB)ρ is called a global purity
[19], and is also a trivial upper bound on the amount of
localisable private randomness (achieved when both par-
ties can operate globally on the system AB). Any sep-
arable state and, in general, states with positive partial
transposition have positive quantum conditional entropy
(i.e., negative coherent information) [6]. Moreover, as we
will see, some ibits that have negative partial transposi-
tion share this property with PPT states. Furthermore,
the resource theory of private randomness has an empty
set of free states: adding a maximally mixed state can
increase the amount of localisable private randomness.
However, the maximally mixed state on its own repre-
sents the set of states which are closed under CLODCC
operations (see Section IV) and it contains zero localis-
able private randomness. We can, therefore, view this
state as a correspondent of the set of separable states in
the resource theory of private key.
In what follows ρ ≈ ρ′ denotes ||ρ − ρ′||1 ≤  with
||X||1 := Tr|X| for a hermitian operator X.
A. The scenario of private randomness repeaters
In our scenario, there are three involved parties: A,
B, and C. Party C has two subsystems: C1 and C2. A
dephasing channel connects each pair of parties. Each of
the parties can perform either (i) unitary operation, or
(ii) sending of a system to some of the other parties (or
both of them). We denote as CLODCC(A : C1C2 : B)
the class of operation generated by arbitrary (possibly
infinite) compositions of the above operations. The par-
ties are given (arbitrarily large) n copies of input states
ρAC1 and ρC2B shared by A and C, and C and B, respec-
tively. The task of the parties is to obtain a local idit αm
on systems A and B with the largest possible amount m
of bits of private randomness, with randomness directly
accessible by von Neumann measurement on Alice’s sys-
tem (see part c) of Figure 2 and Figure 3). In the case of
the above scenario, we obtain the bound for states with
positive partial transposition.
A  B 
C 
𝑈𝐴   𝑈𝐵   
𝑈𝐶    
A B 
⊗ 
C 
FIG. 3: Depiction of the considered scenario. All the three
parties can perform locally unitary transformations, and can
send a system down a dephasing channel to the other parties.
Their task is to distill independent states shared by A and B.
To obtain analogous results for states that are not hav-
ing positive partial transposition, we will consider a much
simpler scenario, with smaller class of allowed operations,
CLODCC(Ciid : (A iid : Biid)) ( CLODCC(A : B : C).
For the case of n copies of the input states, this class is
defined by the composition of two operations, denoted
as (C : A : B)iid and A ↔ B, respectively. The former
operation corresponds to an action of the three parties:
they behave identically on each copy, producing n copies
of the best single-round output ρˆ. The latter operation
refers to A and B performing general CLODCC(A : B)
operation on ρˆ⊗n. The task for the parties is again to
distill independent states shared by A and B.
We end this Section with several simple observations,
which are crucial for our later considerations.
6Observation 1 There is CLODCC(A : C1C2 : B) ⊂
CLODCC(C1C2 : AB).
Proof. The difference between these two sets of oper-
ations is that A and B are joining their labs. They
can now perform global unitary transformations, and
we have to show that they still are be able to dephase
parts of their system. E.g., A can send a state to B via
dephasing channel according to definition of the set of
CLODCC(A : C1C2 : B) (and vice versa). When A and
B acting together want to dephase some system, they
can send it to C who sends it back to them. The claim
is then seen from the fact that single dephasing chan-
nel between C and AB can also simulate two separate
dephasing channels between C and A, and C and B re-
spectively, while operations of C are the same in both
sets. 
Consider the set S of operations on system AB induced
from the operations in CLODCC(C : AB) via compos-
ing the latter with a partial trace over system C. We
will argue that this set includes operations that are com-
position of unitary transformations and projections in
computational basis. We will denote the set of all such
compositions as U + Deph.
Observation 2 The set S of transformations of sys-
tem AB defined as TrCΛC:AB(ρABC), with ΛC:AB ∈
CLODCC(C : AB), satisfies U + Deph ⊂ S.
Proof. It follows directly from the fact that operations
UAB ⊗ IC and {Pa ⊗ IC} with a being subsystem of AB,
belong to the set CLODCC(C : AB). Indeed, the von
Neumann measurement on subsystem of AB can be re-
alized via composition of sending the measured system a
to C and re-sending it back to AB. The same holds for
arbitrary composition of the latter two. The assertion
then follows from the fact that TrC(LAB ⊗ IC)(ρABC) =
LAB(TrCρABC) for any completely positive trace pre-
serving linear map LAB . 
It is common that the allowed operations in a given
resource theory preserve the set of the free states, i.e.,
transform any free state into a free state. The observation
below implements this property for the resource theory
of (distributed) private randomness.
Observation 3 Every Λ ∈ CLODCC is unital, i.e., Λ
preserves the maximally mixed state.
Proof. According to the definition of CLODCC, pre-
sented in Section II, operations in this class are composed
of unitary operations and dephasing together with send-
ing dephased system from one party to another. Clearly,
the first two operations preserve the maximally mixed
state. The only nonunital operation is sending of the de-
phased system. However, a subsystem of a maximally
mixed state is also a maximally mixed one, hence the
map outputs also a maximally mixed state, but (pos-
sibly) of different dimension on systems A, B and C
(denoted as |Aˆ|, |Bˆ| and |Cˆ|, respectively). However,
|A|+ |B|+ |C| = |Aˆ|+ |Bˆ|+ |Cˆ|, because CLODCC class
does not contain the partial trace operation. Hence, this
map can be seen as “redistributing” the maximally mixed
state among the three systems. 
III. PRIVATE STATES ARE INDEPENDENT
STATES
In this Section, we discuss the differences between pri-
vate states and independent states. In particular, we
prove that the set of independent states is strictly in-
cluded in the set of all private states. This follows from
the fact that there are product states, such as |+〉 ⊗ I/2,
which are ibits having zero distillable key, because entan-
glement is a precondition for secure key [21]. Neverthe-
less, the techniques used here are related to those in [7].
For example, the relative entropy is taken with respect to
the set of separable states, while here it is taken with re-
spect to the maximally mixed state. We have to simplify
the approach, because the private randomness is zero for
the maximally mixed state, and is non-zero for any other
state. We show that these two similar, although differ-
ent classes of states, are related by the strict inclusion
PS ( IS, which is the main result of this Section.
Proposition 1 Any private state is a (local) indepen-
dent state, while the converse statement is not valid in
general, PS ( IS. Moreover, the private random bit can
be located at either of the parties.
Proof. Any private state has a form γABA′B′ =∑d−1
i,j=0
1
d |ii〉〈jj| ⊗ UiσA′B′U†j . The twisting involved in
the definition of any private state can be simplified to
have a single control [22]:
γABA′B′ =
(
d−1∑
i=0
|i〉〈i|A ⊗ IB ⊗ Ui
)
|ψ+〉〈ψ+|AB ⊗ σA′B′
d−1∑
j=0
|j〉〈j|A ⊗ IB ⊗ U†j
 . (16)
It is then enough to express the singlet state |ψ+〉AB as
an output of a control-shift gate: |ψ+〉AB = τ |+〉A⊗|0〉B
with |+〉 = ∑d−1i=0 1√d |i〉 and τ = ∑i |i〉〈i|A ⊗ Si,d, where
Si,d|j〉 = |j + imod d〉, if d is prime. If d is not prime,
7it can be expressed uniquely by multiplication of primes:
d = d1× · · · × dk where dl is prime for l ∈ {1, . . . , k} (for
the sake of uniqueness, we assume dl ≤ dl′ for l ≤ l′).
In this case we define τ :=
⊗k
l=1
(∑dl−1
i=0 |i〉〈i| ⊗ Si,dl
)
,
where Si,dl is defined as above with dl in place of d. Sub-
stituting this form of a private state into (16) immedi-
ately yields
γABA′B′ =
(
d−1∑
i=0
|i〉〈i|A ⊗
(
k⊗
l=1
Sl[i],dl
)
⊗ Ui
)
|+〉〈+|A ⊗ |0〉〈0|B ⊗ σA′B′
d−1∑
j=0
|j〉〈j|A ⊗
(
k⊗
l=1
S†l[j],dl
)
⊗ U†j
 , (17)
where l[i] is the l-th digit of i written in a multi-base
system of k bases: d1, . . . , dk. Written in such a form,
this state is by definition a (local) independent state.
Indeed, consider Eq. (14), with substitution B of system
of dimension 1 and B′ system in state |0〉〈0|⊗TrA′σ. The
strictness of inclusion follows from the state |+〉 ⊗ I/2
being an ibit, while having no distillable key, because
entanglement is a precondition of security [21]. Because
the singlet state is swap invariant, the same reasoning
follows when one expresses it as |ψ+〉AB = τ ′|+〉B ⊗ |0〉A
with τ ′ having control at B rather than at A. This fact
shows that the private random bit can be located in any
of the parties. 
The above Theorem implies the onion structure of
quantum states containing ideal privacy: |ψ+〉 ∈ PS (
IS and |+〉 ∈ IS \ PS (see Fig. 1).
IV. LIMITATIONS ON PRIVATE
RANDOMNESS REPEATERS
The main result of this Section provides a bound on re-
peated independent randomness. It is based on restricted
relative entropy bound of the supplemental material of
[7], with the difference that allowed operations are taken
to be CLODCC instead of LOCC, while the set of free
states is given by a maximally mixed state, instead of the
set of separable states. We will first describe the asymp-
totic distinguishability using operations from CLODCC.
A. Discriminating states from maximal noise via
CLODCC operations
We are interested in an asymptotic distinguishability.
In analogy to restricted relative entropy of entanglement
of [23], we consider now the simplest of the restricted
relative entropy: the relative entropy with respect to the
maximally mixed state. Due to limitations of the specific
technique, our results hold only for states with positive
partial transposition (PPT states). We build on the re-
sults of [7].
Definition 1 For a bipartite state on H := Cd⊗Cd, the
restricted relative entropy distance from maximal mixed
state achievable via operations from set a S of POVMS
is
DS(ρ) := sup
ΛM∈S
D
(
ΛM (ρ)||ΛM
(
I
d2
))
, (18)
D∞S (ρ) := lim
n→∞
1
n
DS(ρ
⊗n), (19)
where ΛM :=
∑
i TrH(M
i(·))|i〉〈i| is a completely positive
trace-preserving map, n ∈ N, and D(·||·) is the Kullback–
Leibler relative entropy of two probability distributions.
A restriction of S in (18) and (19) to the set J , cor-
responding to such ΛM that belong to CLODCC class,
defines DJ(ρ) and D∞J (ρ), respectively.
Theorem 2 If ρ is a density operator on H := Cd⊗Cd,
Γ := idCd ⊗ (·)>, and XΓ := Γ(X) for a linear bounded
X : H → H, then
ρΓ ≥ 0 ⇒ D∞J (ρ) ≤ D(ρΓ||
I
d2
). (20)
Proof. Let Λ ∈ CLODCC and let {|i〉〈i|} be a base in
H. Then
8sup
Λ∈CLODCC
D
(
Λ(ρ⊗n)||Λ
(
I⊗n
d2n
))
:= sup
Λ∈CLODCC
D
(∑
i
TrH(M iΛρ
⊗n)⊗ |i〉〈i|||
∑
i
TrH
(
M iΛ
I⊗n
d2n
)
⊗ |i〉〈i|
)
= sup
Λ∈CLODCC
D
(∑
i
TrH
((
M iΛ
)Γ (
ρΓ
)⊗n)⊗ |i〉〈i|||∑
i
TrH
((
M iΛ
)Γ I⊗n
d2n
)
⊗ |i〉〈i|
)
≤ D
((
ρΓ
)⊗n ||( I
d2
)⊗n)
= nD
(
ρΓ|| I
d2
)
.
(21)
Hence,
lim
n→∞
1
n
sup
Λ∈CLODCC
D
(
Λ(ρ⊗n)||Λ
(
I⊗n
d2n
))
≤ lim
n→∞D
(
ρΓ|| I
d2
)
.
(22)
In the above Λ = {MΛ} is a POVM of an operation from
the set CLODCC. In the second equality we use the
identity Tr(XY ) = Tr(XΓY Γ) for matrices X and Y ,
and the fact that (ρ⊗)Γ =
(
ρΓ
)⊗n. The last inequality
follows from the fact that the relative entropy is non-
increasing under CPTP maps. 
B. Rate of repeated private randomness
Now we are in position to derive an asymptotic ver-
sion of the distinguishability bound, that is, the quan-
tity that upper bounds the rate of repeated randomness
RA↔C↔BA . It measures the distinguishability of the state
from the maximally mixed state in terms of the relative
entropy of the probability distributions that can be ob-
tained by CLODCC.
We start from presenting a rigorous definition of rates
of repeated randomness. Namely, for input states ρAC1
between A and C, and ρ˜C2B between C and B, we call
RA↔C↔BA (ρAC1 ⊗ ρ˜C2B) := inf
>0
lim sup
n→∞
sup
Λn∈CLODCC,αm
{m
n
: TrC
(
Λn
(
(ρAC1 ⊗ ρ˜C2B)⊗n
))
≈ αm
}
(23)
the quantum private randomness repeater rate of ρ and ρ˜
with respect to arbitrary CLODCC operations among A,
B and C, that can be obtained on a system A.
Let CLODCC(A : B) be the set of POVMs which
can be implemented with CLODCC operations. An ele-
ment of this class is a corresponding CPTP map. That
is, instead of a POVM given by {Mi}, we consider the
CPTP map M : X 7→ ∑i(Tr(MiX)) ⊗ |i〉〈i|. Hence,
M(ρ) is a distribution of POVMs elements from the stet
{Mi} measured for a density operator ρ. Our bound on
the quantum independent randomness repeater rate in-
volves the measured relative entropy with respect to the
set CLODCC,
DC↔AB(ρAC1 ⊗ ρ˜C2B) := sup
M∈CLODCC(C:AB)
D
(
M(ρ⊗ ρ˜)‖M
(
I
dABC
))
. (24)
By dABC we mean the multiplication of dimensions of ρ
and ρ˜. We denote by D∞C↔AB the regularized version of
(24), analogously to the relationship between (19) and
(18).
Before we prove the bound, we need a lemma showing
a lower bound on the measured relative entropy distance
from the maximally mixed state for states that approxi-
mate independent states. We show that the measured rel-
9ative entropy distance with respect to U + Deph from the
maximally mixed state is proportional to m on ρ ≈ αm.
Lemma 1 For ρ ≈ αAA′Bm of dimensionality |AA′B|,
we have
DU+Deph(ρ‖ I|AA′B| ) ≥ (1− )m− h(). (25)
Proof. We will follow the proof of Lemma from [7]
with appropriate changes, since a general idit is twisted
coherence rather than entanglement. We use the fact
that αm can be expressed as UPmA ⊗ σA′B′U†. Here U is
a controlled unitary operator, with control A and target
A′B′, while σA′B′ is an arbitrary state. Then,
DU+Deph(ρ‖ I|AA′B| )
= sup
Λ∈{U+Deph}
D({Tr (MΛ(ρ))}‖{Tr(MΛ
(
I
|AA′B|
)
})
≥ DU+Deph(TrA′B′(UρU†)‖TrA′B′(U I|AA′B|U
†))
= DU+Deph(P˜
m
A ‖
I
|A| )
≥ DU+Deph({Tr(Pm,F P˜mA )}‖{Tr(Pm,F
I
|A| )})
≥ (1− )m− h(),
(26)
where P˜mA := TrA′B′(UρU
†) is a state, -close to
PmA ≡
∑2m−1
i,j=0
1
2m |i〉〈j|A. The first inequality holds
due to monotonicity of D(·||·) and the fact that U ∈
{U + Deph}. The second inequality follows from: (i)
monotonicity under the projective measurement {Pm,F }
onto the basis of the Fourier transform of the basis
{|i〉}2m−1i=0 (PAm is an element of this transformed basis),
and (ii) Pm,F ∈ {U + Deph}. The last inequality is due
to {Tr(Pm,F I|A| )} = {1/2m}. Moreover, Tr(Pm,F P˜Am) ≥
1 − , which follows from ρ ≈ αm. Further, the high-
est entropy among distributions {1 − , λ1, . . . , λd−1} is
achieved by the most mixed one for λi = d−1 . We thus
obtain the lower bound on the relative entropy of the
distribution, as claimed. 
We now come to the main result of this Section.
Theorem 3 For all states ρAC1 and ρ˜C2B:
RA↔C↔BA (ρAC1 ⊗ ρ˜C2B) ≤ D∞C↔AB(ρAC1 ⊗ ρ˜C2B). (27)
Proof. For any  > 0, by the definition of the rate
of repeated private randomness, there exists n ∈ N
and Λ ∈ β := CLODCC(An : Cn : Bn), such that
r ≥ RA↔C↔BA (ρAC1 ⊗ ρ˜C2B)−  and α˜ := TrCΛ((ρAC1 ⊗
ρ˜CBB)
⊗n) ≈ αbnrc, where b·c denotes the floor function.
Taking σABC = I|ABC| and σ˜ := TrCΛ(σ), we have
max
M∈β
D(M(ρ⊗nAC1 ⊗ ρ˜⊗nC2B)‖M(σACB))
≥ max
M∈β
D(M(Λ(ρ⊗nAC1 ⊗ ρ˜⊗nC2B))‖M(Λ(σACB)))
≥ max
M∈U+Deph
D(M(α˜AB)‖M(σ˜AB)).
(28)
Thanks to Observation 1 and assumption that Λ ∈
CLODCC(C : AB) we obtain the first inequality. The
third line follows from the fact that we restrict maximisa-
tion to the set of operations that are induced on system
AB from a CLODCC(C : AB) via trace over C. The
set of these operations is denoted by S. Due to Obser-
vation 2, the set S includes U + Deph. We get the lower
quantity if we restrict supremum to the operations from
U + Deph ( S. Due to Observation 3, σ˜ = Idout , where
dout is the dimension of the output of the map TrCΛ(·).
Applying Lemma 1 with α˜ ≈ αbnrc we arrive at
max
M∈U+Deph
D(M(α˜AB)‖M(σ˜AB)) ≥ (1− )bnrc − h().
(29)
Bounds (28) and (29), together with minimization over
σ and taking the limit n→∞, imply the following lower
bound on D∞C↔AB :
D∞C↔AB(ρAC1 ⊗ ρ˜C2B) ≥ (1− )r. (30)
Taking into account that r ≥ RA↔C↔BA (ρAC1⊗ ρ˜C2B)−
with arbitrary , the statement is proved. 
Corollary 1 The following inequality holds for all PPT
states ρ = ρC1A and ρ˜ = ρ˜C2B:
RA↔C↔BA (ρ⊗ ρ˜) ≤ D
(
ρΓ|| I|AC1|
)
+D
(
ρ˜Γ|| I|C2B|
)
,
(31)
where dρ, dρ˜ stand for the dimensions of ρ, ρ˜ respectively.
This Corollary follows from applying Theorems 2 and
3 to J = CLODCC(C : AB).
From the bound (31) in Corollary 1 we can conclude
that there are states that have localisable randomness
equal almost 1, while their repeated independent ran-
domness is vanishingly small (see Section VII for exam-
ples).
To interpret the above result, we should compare the
localisable and repeated private randomness. Theorem
1 of [13], invoked in Section II, states that localisable
private randomness of an input state ρAC1 is equal to
its global purity, i.e., log |AC1| − S(AC1)ρ. Using the
equality of log |AC1| for ρAC1 and for ρΓAC1 , the RHS
of (31) can be rewritten as log |AC1| − S(AC1)ρΓ +
log |C2B| − S(C2B)ρ˜Γ . However, for any state σAC1 ,
log |AC1| − S(AC1)σ = (log |A| − S(A)σ) + (log |C1| −
S(C1)σ) + I(A : C1)σ. That is, the global purity can
be split into purity accessible locally (sum of the first
two terms), and the correlation part (the mutual infor-
mation). The locally accessible purity is a type of private
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randomness that is accessible to A and B without help of
C, and hence is always available in our private random-
ness repeater scenario. The partial transposition does
not change entropy of local subsystem, S(A)ρ = S(A)ρΓ ,
and the same holds for B. Hence, for ρ˜ = ρ, the differ-
ence between localisable private randomness from ρ at
system A and our bound reads:
log |AC1| − S(AC1)ρ − (log |AC1| − S(AC1)ρΓ)− (log |C2B| − S(C2B)ρ˜Γ)
= I(A : C1)ρ − (log |B| − S(B)ρ˜ + log |C2| − S(C2)ρ˜ + I(A : C1)ρΓ + I(C2 : B)ρ˜Γ).
(32)
Thus, due to the term log |B|−S(B)ρ+log |C2|−S(C2)ρ
appearing on the RHS of (32), the above bound is weak
for states that contain local purity. However, as we will
see, it is sufficiently powerful for all states that have local
purity equal to zero, i.e., that have both subsystems in
maximally mixed states. In the latter case, considering
also ρAC1 = ρ˜C2B , the gap between localisable and re-
peated localisable randomness reads I(A : B)ρ − 2I(A :
B)ρΓ . In Section VII we will study behaviour of this gap
for the family of separable Werner states.
V. DIRECT BOUND FOR PPT STATES IS NOT
TIGHTER THAN THE INDIRECT ONE
In this Section we provide a more direct proof of Corol-
lary 1. One might think that the latter bound could be
improved by getting rid of the factor 2 in front of the one
presented in (8) in Section IA, as analogous phenomenon
happens for the private key (see Lemma 12 and Theorem
13 of the Supplemental Material of [7]). As we will see
below, this is not the case: we obtain the same bound.
We show it here, because its intermediate step is worth
mentioning separately. It states that the repeated pri-
vate randomness is upper bounded for states from PPT
set by its value taken on the partially transposed state:
Theorem 4 For any two bipartite states ρ and ρ˜ that
have positive partial transposition,
RA↔C1C2↔BA (ρAC1⊗ρ˜C2B) ≤ RA↔C1C2↔BA (ρΓAC1⊗ρ˜ΓC2B).
(33)
Proof. We first note that the definition of RA↔C↔BA
involves the term TrCΛ((ρAC1 ⊗ ρC2B)⊗n), with Λ ∈
CLODCC(A : C : B) ⊂ LOCC(A : C : B) ⊂ SEP(A :
B : C), where SEP(A : B : C) are the operations that
can be expressed in a form
∑
iAi⊗Bi⊗Ci(·)A†i⊗B†i⊗C†i .
Adopting the idea of the proof of Lemma 12 from [7], we
note that TrC(σACB) = TrC((IAB ⊗ TC)σABC), i.e., we
can transpose the state on system C before tracing it,
then trace and obtain the original state traced over sys-
tem C. This fact holds for any state σ, and in particular
for σ := Λ(ρAC1 ⊗ ρ˜C2B). Hence,
TrCΛ((ρAC1 ⊗ ρC2B)⊗n) = TrC((IAB ⊗ TC)Λ((ρAC1 ⊗ ρC2B)⊗n))
= TrC((IAB ⊗ TC)
∑
ijk
Ai ⊗Bj ⊗ Ck(ρAC1 ⊗ ρC2B)⊗nA†i ⊗B†j ⊗ C†k). (34)
Using (I⊗T )(X1⊗X2ρY1⊗Y2) = X1⊗Y T2 (ρΓ)Y2⊗XT2 , we obtain:
TrC((IAB ⊗ TC)
∑
ijk
Ai ⊗Bj ⊗ Ck(ρAC1 ⊗ ρC2B)⊗nA†i ⊗B†j ⊗ C†k)
= TrC(
∑
ijk
Ai ⊗Bj ⊗ C∗k(ρΓAC1 ⊗ ρΓC2B)⊗nA†i ⊗B†j ⊗ (C∗k)†).
(35)
We will show now, that C∗k are such, that the total op- eration
∑
ijk Ai ⊗ Bj ⊗ C∗k(·)A†i ⊗ B†j ⊗ (C∗k)† is a valid
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CLODCC(C : AB) operation. Let ↪→ |0〉〈0|X denote the
operation of adding an ancillary state |0〉 to the system
X. Any operation from CLODCC(C : AB) can be simu-
lated by the following four LOCC operations (and their
composition in a proper order):
1. Unitary transformation on system C: UC→C′c.
2. Dephasing channel from C to A, i.e. {P ic⊗IC′}|c|−1i=0
with P i := |i〉〈i|c.
3. Operation which changes the system c in a way that
it is in the same state as some dephased system
on AB. It first adds an ancillary blank state, and
further performs appropriate shift {Sci,|c|}|c|−1i=0 ◦ ↪→
|0〉〈0|c, with Sci,|c||j〉 := |j + imod|c| 〉. This opera-
tion is controlled by the outcomes of {P ia⊗ Ia¯}|a|−1i=0
with P ia := |i〉〈i|a, a being an arbitrary subsystem
of AB satisfying |a| = |c|, and a¯ denoting comple-
ment of AB to a.
4. Trc (used only after a dephasing channel and an op-
eration on system A analogous to the 3rd operation
on this list).
For any k there is Ck = M1 ◦ · · · ◦Ml ◦ · · · , where Ml are
Kraus’ operators from the above set of operations (up to
restriction that Trc can be used only after 3rd operation
from the list). Hence, C∗k = M
∗
1 ◦· · ·◦M∗l ◦· · · . All opera-
tions on the above list, apart from the 1st, do not change
under complex conjugation, as they are formulated with
real numbers, while UC→C′c becomes another unitary
transformation U∗C→C′c. Thus, any CLODCC(C : AB)
operation Λ after partial transposition (·)>C ⊗ IAB be-
comes some other operation Λ′ ∈ CLODCC(C : AB).
By evaluating it on ρΓAC1 ⊗ ρΓC2B , the assertion follows.

Remark 1 Although the fact that CLODCC(A : B) (
LOCC(A : B) was already noticed in the context of re-
source theory of purity [16], the above simulation of an
operation from CLODCC by means of LOCC is an ex-
plicit proof of this inclusion. Local operations of enlarg-
ing system ↪→ |0〉〈0|, partial trace, and von Neumann
projection, are explicitly inside LOCC. The operation of
application of the shift Si,|s| is controlled by the outcome
of the projective measurement on the other system, which
employs the communication based inter-dependencies of
the Kraus operators of an LOCC operation.
From the above we have an immediate Corollary, where
by G(ρAB) we denote log |AB| − S(AB)ρ.
Corollary 2 For any two bipartite states ρ and ρ˜ that
have positive partial transposition, there is:
RA↔C1C2↔BA (ρAC1 ⊗ ρ˜C2B) ≤ G(ρΓAC1 ⊗ ρ˜ΓC2B). (36)
Proof. We first note that CLODCC(A : C1C2 : B) ⊂
CLODCC(A : (C1C2B)) (see Observation 1). The state
σ = ρΓAC1 ⊗ρΓC2B , treated as a bipartite state with a par-
tition A : (C2C1B), has a positive partial transposition,
since ρAC1 has it positive by assumption. Hence Theorem
1 implies that G(σ) is achieved. 
SinceG(ρ⊗ρ˜) is additive on tensor product, the RHS of
(2) is equal to the RHS of the bound (31) of Corollary 1.
So, the above bound is no better than already presented
one. This is in contrast with the case of private key [7],
where the corresponding bound was better by factor of
2 (c.f. Lemma 12 and Theorem 13 of the Supplemental
Material of [7]).
VI. LIMITATION FOR I.I.D. PRIVATE
RANDOMNESS REPEATERS FOR SOME IBITS
In this Section we focus on a simpler case in which the
three parties first perform the same CLODCC operation
on each of the copies of the state, and then A and B
perform general CLODCC(A : B). We begin with defin-
ing the rate of repeated private randomness gained by
CLODCC(Ciid : (Aiid : Biid)) operations. As we will
see, in this case even some states with negative partial
transposition will have limited repeated private random-
ness.
We begin with a formal definition of private random-
ness repeater based on the operations mentioned above.
RCiid:(Aiid:Biid)A (ρAC1 ⊗ ρ˜C2B) := inf>0 lim supn→∞ sup
Λn∈CLODCC(Ciid:(Aiid:Biid)),αm
{m
n
: TrCΛn
(
(ρAC1 ⊗ ρ˜C2B)⊗n
)
≈ αm
}
(37)
will be called the quantum i.i.d. private randomness re-
peater rate of ρ and ρ˜ with respect to CLODCC(C iid :
(Aiid : Biid)) operations among A, B, and C, that can be
obtained at system A. With a little abuse of notation we
12
will denote RCiid:(Aiid:Biid) as RiidA . Moreover, in case of
ρ = ρ˜, we will refer to RiidA (ρ⊗ ρ˜) as to RiidA (ρ).
From Lemma 1 of the content of the Supplementary
Note 2 in [7], we know
Corollary 3 For any two states ρAC1 and ρ˜C2B and any
Λ ∈ CLODCC(A : C1C2 : B), the output state ρˆAB =
TrCΛ(ρAC1 ⊗ ρC2B), satisfies
||ρˆAB− I|AB|ρˆ ||1 ≤ ||ρ
Γ
AC1−
I
|AC1| ||1 + ||ρ˜
Γ
C2B−
I
|C2B| ||1.
(38)
Proof. Follows from Id ∈ SEP and CLODCC ⊂
LOCC, as a special case of Lemma 1 in [7]. 
Proposition 2 For a state ρ ∈ Cd⊗Cd, satisfying ||ρΓ−
I
d ||1 ≤ 1e , and any operation Λ ∈ CLODCC(A : C1C2 :
B), the output state ρˆAB = TrCΛ(ρ⊗ ρ) satisfies
| log |AB|ρˆ−S(AB)ρˆ| ≤ 2||ρΓ− I
d
||1 log d+η(2||ρΓ− I
d
||1),
(39)
where η(x) := −x log x.
Proof. From the asymptotic continuity of quantum
mutual information [24, 25] for any ρ, ρ′ ∈ CdA ⊗ CdB
such that ||ρ− ρ′||1 ≤  with 0 <  < 1e ≈ 0.368, one has
|S(AB)ρ − S(AB)ρ′ | ≤  log dAB + η(). (40)
Since the von Neumann entropy of the maximally mixed
state equals log |AB|, the assertion follows directly from
Corollary 3. 
We will exemplify the upper bound (39) using the inde-
pendent state from (12). This state has negative partial
transposition. We will use the property
||αΓV,d −
I
2d2
||1 ≤ 2
d
. (41)
We are ready to show the gap between private random-
ness and repeated private randomness for αV,d, for suffi-
ciently large d.
Theorem 5 The family of states {αV,d}∞d=2 satisfies the
following properties:
1. For d > 2, RA(αV,d) = RB(αV,d) = 1.
2. For d > 11,
RiidA (αV,d) ≤
4 log d
d
+ η(
4
d
). (42)
3. For d > 32, 1 = RA(αV,d) = RB(αV,d) >
RiidA (αV,d)→d→∞ 0.
Proof. The first statement follows from negativity of
coherent information of αV,d for d > 2, so that The-
orem 1 applies. Let us denote αV,d as αAA′B′ to in-
dicate subsystems explicitly. Like for the states with
positive partial transposition, the conditional entropy
S(B′|AA′) equals to the global purity of αAA′B′ , i.e., to
log |AA′B′| − S(AA′B′)αV,d . This in turn gives I(AA′ :
B′)αV,d = 1.
For the second statement, we focus on a perspective
of party A. This property follows from the sequence of
inequalities:
RiidA (α⊗ α) ≤ RA(ρˆ) ≤ log |AB|ρˆ − S(AB)ρˆ
≤ 2||ρΓ − I
d
||1 log d+ η(2||ρΓ − I
d
||1)
≤ 4 log d
d
+ η(
4
d
),
(43)
where ρˆ = TrCΛ(αAC1 ⊗ αC2B) with Λ ∈ CLODCC(A :
C1C2 : B). The first inequality comes from the definition
of the class of operations involved in RiidA . Second one
holds because private randomness cannot be greater than
the global purity, i.e., the amount of purity that A and
B can obtain when they join their systems and act glob-
ally. The value of global purity is achievable due to the
Schumacher compression [26, 27]. The next inequality
follows from Corollary 3. The last one is due to Eq. (41)
and the fact that for d > 11, we have 2× 2d ≤ 1e and the
Proposition 2. For d > 32, the RHS of just proven bound
is less than 1, i.e., less than RA(αV,d). The argument for
RB is symmetric. 
The inequality presented in the 3rd item of Theorem
5, seems to be trivial, as RA involves in its definition
a class of operations not restricted by “i.i.d.”. However,
we can make sure that this is not the case for the states
αV,d on systems AA′. Indeed, for these states, private
randomness is directly accessible for Alice via identical
measurements on each copy of αV,d on subsystem A. One
can then define RiidA as private randomness localisable
at subsystem of party A via identical operations on the
input state.
Corollary 4 For system A of the state αV,d with d > 32,
there is
RiidA (αV,d) < RiidA (αV,d). (44)
VII. A GAP BETWEEN LOCALISABLE AND
REPEATED PRIVATE RANDOMNESS FOR
SEPARABLE WERNER STATES
In this Section we show that the main result holds for
a larger set of Werner states than the fully symmetric
state and we briefly study the critical dimension for which
there is a limitation in the randomness repeaters.
A general Werner state ρ is a convex combination
ρ = (1− θ) ρs + θρa, (45)
with θ the mixing parameter, the symmetric state
ρs :=
1
d2+d (I+ V ), the antisymmetric state ρa :=
1
d2−d (I− V ), where V is the swap operator, while d is
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the dimension of the systems A and B. We will be using
the facts that the partial transpose (·)Γ is a linear oper-
ator, (I)Γ = I, and (V )Γ = d |Φ+〉 〈Φ+|. Using the above
results, we write the partial transposes of ρs and ρa as
(ρs)
Γ
=
I−|Φ+〉〈Φ+|
d2+d +
|Φ+〉〈Φ+|
d , (ρa)
Γ
=
I−|Φ+〉〈Φ+|
d2−d −
|Φ+〉〈Φ+|
d . Defining |Φ+〉 〈Φ+|
⊥
:= I − |Φ+〉 〈Φ+|, we
get ρΓ = (1− 2θ) |Φ
+〉〈Φ+|
d +
[
θ
d2−d +
1−θ
d2+d
]
|Φ+〉 〈Φ+|⊥.
The state ρΓ is diagonal in basis of maximally entangled
states, called a Bell basis [28] because it is a convex com-
bination of Bell diagonal states ρΓs and ρΓa . From the
form of ρΓ one can directly obtain the eigenvalues of ρΓ
in the Bell basis:
λ0 =
(1− 2θ)
d
,
λ1 = . . . = λd2−1 =
1
d
[
θ
d− 1 +
1− θ
d+ 1
]
.
(46)
The eigenvalue λ0 is associated with the eigenvector |Φ+〉,
while all other d2 − 1 eigenvalues are equal and given by
(46). Because ρΓ is Bell diagonal, the reduction to in-
dividual systems A and B gives the maximally mixed
state, hence S (A)ρΓ = S (B)ρΓ = log d. Computing
the entropy of the whole state, which is S (AB)ρΓ =
α
d log
[
1
α
(
d−α
d2−1
)]
− log
[
d−α
d2−1
]
+ log d, where α ≡ 1− 2θ,
we are in the position to compute the mutual informa-
tion:
I (A : B)ρΓ = log
[
d (d− α)
d2 − 1
]
+
α
d
log
[
α
(
d2 − 1)
d− α
]
.
In consequence,
lim
d→+∞
I (A : B)ρΓ = 0. (47)
As noticed in Section I.A, the states illustrating our
claim are those which satisfy
I (A : B)ρ > 2I (A : B)ρΓ . (48)
Let us notice that states ρs and ρa have supports, re-
spectively, in the orthonormal subspaces Hs and Ha of
the full Hilbert spaceHAB = Hs⊕Ha. The von Neumann
entropy of the density matrix ρ = ( 1+α2 )ρs + (
1−α
2 )ρa
reads (see Eq. (12.19) in [29]):
S(AB)ρ = h
(
1− α
2
)
+
1 + α
2
S(AB)ρs +
1− α
2
S(AB)ρa
= h
(
1− α
2
)
+
1 + α
2
log(d+) +
1− α
2
log(d−),
(49)
where d+ = d(d + 1)/2 and d− = d(d − 1)/2. Hence,
the mutual information of the Werner state ρ in the form
(45) is
I (A : B)ρ = log
[
2d
(d− 1)( 1−α2 ) (d+ 1)( 1+α2 )
]
−h
(
1− α
2
)
.
(50)
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FIG. 4: The values of dcri as the parameter α increases
from 0.1 by steps of 0.05. It is worth to mention some special
values, such as α = 0.1, for which the dcri takes very large
value of 51, and α ∈ {0.2, 0.5} that determine sudden drops
of dcri to the values {5, 2}, respectively.
Hence, limd→+∞ I (A : B)ρ = 1 − h
(
1−α
2
)
. This shows
that there always exists a value of d large enough to sat-
isfy the condition (48). The minimum value of d for which
the Werner state ρ satisfies (48) will be called the critical
dimension dcri.
To understand better the nonlinear dependence of dcri,
we also investigate the plot of I (A : B)ρ and 2I (A : B)ρΓ
versus dimension for some selected values of α, as shown
in Figure 4. The inspection of the sequence presented in
Figure 4 shows that the parameter α essentially induces
compression of both curves towards the y axis, which gen-
erates the different crossing of the curves as α approaches
1. For the values α greater than 0.5 the value of dcri goes
down smoothly and without sudden drops and rises.
VIII. TOWARDS 2-QUBIT EXAMPLES
So far the exemplary states were of dimension higher
than 2⊗ 2. In this section we show that a wide class of a
well known family of states, that of Bell diagonal states,
(after partial transposition) escapes our technique.
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FIG. 5: The plots of information vs dimension show the values of I (A : B)ρ (blue line) and 2I (A : B)ρΓ (orange line) for
several values of α, starting with α = 0.1 in the upper left corner and increasing by steps of 0.1 until α = 0.9 in the bottom
right corner. The solid area highlights the gap between I (A : B)ρ and 2I (A : B)ρΓ .
Any Bell diagonal state can be expressed in form of a
matrix:
ρBell =
1
2
 a+ + a− 0 0 a+ − a−0 b+ + b− b+ − b− 00 b+ − b− b+ + b− 0
a+ − a− 0 0 a+ + a−
 ,
(51)
where the entries are weights of appropriate Bell states:
ρBell = a+|ψ+〉〈ψ+| + a−|ψ−〉〈ψ−| + b+|φ+〉〈φ+| +
b−|φ−〉〈φ−|. After partial transposition we obtain de-
sired family of states:
ρΓBell =
1
2
 a+ + a− 0 0 b+ − b−0 b+ + b− a+ − a− 00 a+ − a− b+ + b− 0
b+ − b− 0 0 a+ + a−
 ,
(52)
Since Γ is an involution, we have (ρΓBell)
Γ = ρBell. We
check now, if some of the states of the form ρΓBell ≡ ρBellG
exhibit a gap between localisable and repeated random-
ness. Note, that every Bell diagonal state has maximally
mixed subsystems. Since partial transposition does not
change the entropy of the subsystems the same holds for
ρBellG. Hence, the condition I(A : B)ρBellG > 2I(A :
B)ρΓBellG is equivalent to: S(AB)ρBellG < 2S(ρ
Γ
BellG) − 2,
i.e.
S(AB)ρBellG < 2S(AB)ρBell − 2 (53)
This condition is equivalent to the following one:
2H({a+, a−, b+, b−})− 2 >
H({1
2
(a+ + a− + b+ − b−) , 1
2
(a+ + a− − b+ + b−)
1
2
(a+ − a− + b+ + b−) , 1
2
(−a+ + a− + b+ + b−)})(54)
We can use the above condition if the state ρBell is sep-
arable, that is for a+, a−, b+, b− ≤ 12 . We have searched
for the gap via 5 × 105 random tests of ρBell states, yet
did not find any case with a gap in Eq. (53). Indeed, for
a large region of parameters we are able to confirm, that
considered states escape our technique.
To see this, let us denote: a+ = α12 , a− =
α2
2 , b+ =
α3
2 , b− =
α4
2 . Then the condition of Eq. (54) reads:
2H
({αi
2
}4
i=1
)
− 2 > H
({
(1− αi)
2
}4
i=1
)
(55)
It turns out that the converse inequality holds, if only
αi /∈ [1/3, 1/2] for all i = 1, . . . , 4. This can be seen from
expanding 2 =
∑
i αi, and observing that the converse
inequality holds element-wise:
2η
(αi
2
)
− αi ≤ η
(
1− αi
2
)
, (56)
under considered condition on αi, where η(x) =
−x log2 x. The latter fact is confirmed by plotting the
difference of l.h.s. and r.h.s. using Mathematica 7.0.
In terms of parameters a± and b± of the state ρBellG
we can not decide based on aforementioned results if
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the state has limited repeated randomness if a±, b± ∈
[0, 16 ) ∪ ( 14 , 12 ]. This fact allows us to conjecture, that all
the states ρBellG escape our technique.
IX. DISCUSSION
In this manuscript we have studied relationship be-
tween private key and private randomness obtainable
from quantum states, treated as quantum resources. We
have shown that the states containing ideal privacy (pri-
vate dits) belong to the set of states containing ideal
private randomness (independent dits). We have then
asked if the topology of loyalty in network of repeaters
can be modified by free operations of the resource theory
of private randomness. We focused on the simplest re-
peater: two stations A and B linked by connections with
an intermediate station C. The problem we focused on is
whether there exists such an action of the three parties
that, after performing it, A can relay solely on loyalty
of B instead of trusting an intermediate party C. While
entanglement swapping is an example of such type of an
action in the case of pure (maximally entangled) states,
we show that in case of the mixed states it is not so (in
general).
To achieve our goal, in analogy to the rate of repeated
private key, we have defined the rate of repeated private
randomness and showed an upper bound on the latter
quantity. It is equal to twice the relative entropy with re-
spect to the maximally mixed state. The bound holds for
states with positive partial transposition. To exemplify
the phenomenon, we showed that the separable Werner
states for sufficiently large dimensions exhibit a gap be-
tween localisable private randomness and repeated one.
Interestingly, the states used in [7], exhibiting limitation
on the repeated key, can not serve as good examples in
our context. This is due to the factor 2 appearing in
our upper bound (one cannot achieve the gap between
I(A : B)ρ and 2I(A : B)ρΓ). Improving the bound to
characterize the subset of states (especially the subset of
separable ones) that exhibit the gap between private and
repeated private randomness is an important direction
to study. Our Theorem 4 and Corollary 2, are analogues
of Lemma 12 and Theorem 13 of [7], respectively. The
former yield the same bound as the one presented in our
main result (Corollary 1). This is in contrast with the
results for the private key. Indeed, in the latter case, the
mentioned Theorem 13 of [7], presents the bound on re-
peated private key without factor 2. However, a study in
this direction allowed us to show that for PPT states the
repeated private randomness of ρ ⊗ ρ˜ is upper bounded
by the same function evaluated on ρΓ ⊗ ρ˜Γ, which is of
independent interest.
We also studied a limited repeater of private random-
ness in which the three parties first perform identical
operations on each copy, and later perform the best
CLODCC protocol on all obtained copies of A and B,
without the help of C. We showed that a certain idit,
which is not in PPT set, exhibits an extreme gap for
large d. Our findings in this respect do not have a direct
analogue in [7], and can be extended to hold for a private
key.
Presented results open an interesting perspective for
further research. First of all one could discuss the impli-
cation of results presented in the paper for the simplest
possible case, i.e. 2⊗ 2 states. The first step toward so-
lution has been made in Section VIII, showing that such
construction is not straightforward and more sophisti-
cated techniques or candidates are needed.
Secondly, as it was proposed also in [13], one could
consider in the context of our paper the amortised ap-
proach in which the allowed operations can bring k bits
of private randomness (e.g. in form of purity). The out-
put randomness gets further lowered by k in the end.
This is to compute the private randomness content of a
given quantum state rather then private randomness of
an operation. Since the latter class of operation is still to
be explored, we have followed here the approach of [13]
based on CLODCC operations.
From the broader perspective we could ask a question:
which quantum resources (or just properties of quantum
states) are “transferable” via quantum network of mixed
states? We have shown that the limitation on the trans-
fer of certain resources is not bound to private key only.
Designing axioms for a resource theory to have limited
transfer is an interesting direction of studies.
It is also essential to show an analog of the obtained
results for channels rather than states, in the spirit of
[30], and for states with negative partial transposition,
adopting methods of [31]. Further investigation of inter-
dependencies between private randomness and private
key can also lead to fruitful results.
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