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The phenomenon of amplifying forward-propagating signals while blocking back-propagating ones,
known as the directional amplification, is important for a wide range of applications. As open
systems that exchange energy with the environment, directional amplifiers exhibit intrinsically non-
Hermitian physics. General formulas for the gain and directionality, though highly desirable, have
been lacking. In this work, we find these formulas in a compact and user-friendly form. This solution
implies deep connections between the directional amplification and non-Hermitian topological band
theory. In particular, our formulas are based on the concept of generalized Brillouin zone, which
was initially introduced as a key ingredient in understanding the non-Hermitian topology. These
formulas could provide a widely applicable criterion for designing directional amplifiers, and point
to new potential applications based on non-Hermitian band theory.
Amplification and nonreciprocal transmission of sig-
nal are essential to a wide range of devices. Amplifica-
tion compensates for the ubiquitous loss[1], while non-
reciprocity enables the isolation of signal source from
noises[2–8]. Traditional nonreciprocal devices such as
isolators and circulators are bulky, and require mag-
netic field that is often adverse to device integration.
Magnetic-free schemes have been proposed based on
spatiotemporal modulations[9–11], nonlinearity[12], and
Josephson effect[5–7]. Recently, an efficient and gen-
eral method, known as reservoir engineering[13, 14], has
attracted growing attentions. In this approach, nonre-
ciprocity stems from the dissipative interactions induced
by the engineered environment. This scheme has been
successfully realized in optomechanical and other hybrid
systems[15–19].
Irrespective of the device details, directional amplifiers
are generally characterized by non-Hermitian physics,
which is natural because amplifiers are open systems
that exchange energy with the environment. Particu-
larly, the time evolution of modes are generated by a
non-Hermitian matrix that can be viewed as an effec-
tive non-Hermitian Hamiltonian[13–26], from which one
can obtain the scattering matrix that tells the gain and
directionality[13, 14, 20]. For few-mode amplifiers, the
scattering matrix can be readily found by brute force.
The more powerful many-mode amplifiers, however, are
more complex to characterize. The simplest many-mode
amplifiers, which take the shape of a one-dimensional
chain of short-range-coupled modes, have the advan-
tage of unlimited gain-bandwidth product without fine
tuning[23, 24]. However, general formulas of the gain
and directionality, which would provide a guiding prin-
ciple for designing directional amplifiers, are lacking so
far.
These key formulas are obtained in this work. Our for-
mulas are inspired by the recently proposed non-Bloch
band theory of non-Hermitian systems[27–29]. Intrigu-
ingly, some of the basic concepts of the familiar Bloch
band theory have to be revised to characterize non-
Hermitian bands. In particular, the standard Brillouin
zone (BZ) is replaced by the generalized Brillouin zone
(GBZ)[27–37]. Although GBZ was introduced from a
rather different motivation (namely non-Hermitian topol-
ogy), we find that it offers surprisingly simple yet general
formulas for directional amplifiers[Eq.(12-15)].
Non-Hermitian bands of amplifiers.–For concreteness,
we consider a 1D lattice of coupled bosonic modes, which
can be realized in various realistic systems, such as op-
tomechanical cavities[15, 38] and photonic lattices[20,
39]. The bosonic modes are denoted by a0, a1, ..., aL,
where L is the chain length. For simplicity, let all modes
have the same bare frequency ω0, and each mode is cou-
pled to its neighbors with strengthes t1 and t2 [Fig. 1(a)].
Each site receives a coherent drive with amplitude ǫi(t),
which can represent an incoming signal to be amplified.
The Hamiltonian reads
H0 =
∑
i
[(t1a
†
iai+1 + t2a
†
iai+2 + H.c.) + ω0a
†
iai + ǫia
†
i + ǫ
∗
i ai].
(1)
As the system is open, we consider the density matrix ρ,
whose time evolution follows the quantum master equa-
tion
ρ˙(t) = −i[H0, ρ] +
∑
µ
(
LµρL
†
µ −
1
2
{L†µLµ, ρ}
)
, (2)
where Lµ’s are the dissipators describing the effects of
environment. While the physics is general, we take the
following set of dissipators for concreteness: {Lµ} =
{Lgi , Lli}, including the single-particle gain Lgi =
√
γ′a†i
and loss Lli =
√
γ(ai − iai+2). Feasible implementations
of such dissipators have been discussed in details[13, 20].
The most measurable quantity is the field coherences
φi(t) = 〈ai(t)〉 = Tr[aiρ(t)]. It follows from Eq. (2) that
they evolve under an effective non-Hermitian Hamilto-
nian H [40]:
φ˙i = −i
∑
j
Hijφj − iǫi. (3)
2For our specific model in Fig.1(a), the expression of H
is[40]
H =


ω0 + iκ t1 t2 − γ2 0 · · ·
t1 ω0 + iκ t1 t2 − γ2 · · ·
t2 +
γ
2 t1 ω0 + iκ t1 · · ·
0 t2 +
γ
2 t1 ω0 + iκ · · ·
· · · · · · · · · · · · · · ·

 , (4)
where κ = γ
′
2 −γ is introduced to simplify notations. This
H is shown pictorially in Fig. 1(b). The corresponding
Bloch Hamiltonian reads
h(k) =(t2 +
γ
2
)e−2ik + t1e
−ik + ω0 + iκ+ t1e
ik
+(t2 − γ
2
)e2ik. (5)
Let us introduce the vector notation ~ǫ = (ǫ0, · · · , ǫL),
and similarly for ~φ. For an external drive ~ǫ with a fixed
frequency, ~ǫ(t) = ~ǫ(ω) exp(−iωt), the resultant field is
~φ(t) = ~φ(ω) exp(−iωt) whose amplitude is
~φ(ω) = G(ω)~ǫ(ω); G(ω) =
1
ω −H . (6)
To simplify notations, we shall measure the frequency
with respect to ω0, namely, rename ω − ω0 as ω. As
such, negative ω will denote frequencies lower than ω0.
The Green’s function matrix G determines the ampli-
fication. For a signal entering the j site, with the only
nonzero component of ~ǫ being ǫj, the induced field at i
site is φi = Gijǫj . Directional amplification occurs when
Gij > 1 while Gji ≪ 1 for a pair (i, j), meaning that
a signal is amplified from j to i site, while the opposite
propagation from i to j is blocked. We are especially
interested in GL0 and G0L, which in general have the
large-L behavior
|GL0| ∼ αL→, |G0L| ∼ αL←, (7)
or equivalently, log(α→) =
d(log |GL0|)
dL , log(α←) =
d(log |G0L|)
dL . Directional amplification from left to right
is realized when α→ > 1, α← < 1, while from right to
left realized when α→ < 1, α← > 1. Note that α→ or
α← > 1 is possible because H is non-Hermitian. An ex-
ample of α← > 1 is shown in Fig.1(c). Notably, such
1D amplifiers do not suffer from the standard limitation
of gain-bandwidth product[23, 24], because large gain is
possible for large L, while the bandwidth is independent
of L. They achieve such an advantage without any fine
tuning.
Note that in other formulations of amplification such
as the input-output formalism[1], the scattering matrix
can be slightly different from G. Nevertheless, the differ-
ence is negligible because it does not grow with L[14, 24],
therefore focusing on G is sufficient here.
The amplitude gain (square root of the power gain)
GL0, G0L and the gain density α→, α← are the key quan-
tities of directional amplifiers. The key question is: What
are their general formulas?
FIG. 1. (a) A chain of bosonic modes coupled by hopping
t1,2. Gain and loss are denoted by L
g,l and the external signals
by ǫi. We take open-boundary condition (OBC). L = 9. (b)
The hopping Hamiltonian H for the coherence φi. (c) |G0L|.
Blue line represents Eq.(13) with |K| = 1.817. (d) |G40,y | for
L = 120. Blue line represents Eq.(11). For (c)(d), parameters
are t1 = 2, t2 = 0.3, γ=0.3, κ = −0.1, and ω = −2.5.
The GBZ formulas of amplifier.–A plausible starting
point is the spectral representation[41] (ω − H)−1 =∑
n(ω−En)−1|ψnR〉〈ψnL|, where En and |ψnR(L)〉 are the
eigenvalues and normalized right (left) eigenvectors of H ,
namely, H |ψnR〉 = En|ψnR〉, 〈ψnL|H = 〈ψnL|En. How-
ever, it is difficult to see from it the behavior in Eq.(7).
It is tempting to switch to the momentum space or BZ,
and a plausible formula is
GL0 =
∫ 2pi
0
dk
2π
eikL
ω − h(k) . (8)
With the notation β = eik, BZ is the unit circle and the
integral becomes |β| = 1:
GL0 =
∫
|β|=1
dβ
2πiβ
βL
ω − h(β) . (9)
One of its immediate difficulties is apparent after using
the residue theorem, which leads to GL0 ∼ |βS |L, βS
being the largest-modulus root of ω−h(β) = 0 inside the
unit circle. This would always imply α→ = |βS | < 1 and
forbids any directional amplification. In fact, Eq. (9) is
generally valid only in Hermitian cases, as will be clear
below.
3FIG. 2. (a) GBZ (red solid loop) and BZ (blue dashed circle). β1,2,3 are roots of h(β) = ω for κ = −0.1 and ω = 4 (β4 is
outside this region). (b) |β2| as a function of κ, ω. (c) α→ from Eq.(7). (d) α→ and |β2| along the cut κ = −0.1 [dashed line
in (c)]. (e) The same as (a) except that ω = −3. (f) |β3|
−1. (g) α←. (h) α← and |β3|
−1 along the cut κ = −0.1. Parameter
values are t1 = 2, t2 = 0.3, γ = 0.3.
The problem with Eq. (9) is the assumption of the
validity of Bloch band theory. In fact, a unique non-
Hermitian phenomenon is that, for a broad class of non-
Hermitian Hamiltonian, all the eigenstates are localized
at the boundaries, which is known as the non-Hermitian
skin effect. In other words, extended Bloch waves are re-
placed by boundary-localized eigenstates. Their precise
description relies on the non-Bloch band theory based
on GBZ. Crucially, h(β) with β varying in the BZ and
GBZ yields the continuous energy spectra for periodic-
boundary condition (PBC) and open-boundary condition
(OBC), respectively, and these two are generally differ-
ent. In Hermitian cases, GBZ is the same as BZ, being
consistent with the fact that PBC and OBC continuous
spectra are the same. We summarize the needed GBZ
equation as follows[27, 28]. Let M be the hopping range
of H (M = 2 in our case), then h(β) =
∑M
j=−M hjβ
j
with certain coefficients hj . Now h(β) = E is a 2M -
th order equation with roots β1(E), β2(E), · · · , β2M (E),
which are ordered as |β1| ≤ |β2| ≤ · · · ≤ |β2M |. The GBZ
equation reads[27, 28]
|βM (E)| = |βM+1(E)|, (10)
which is essentially a single-variable equation because
βM , βM+1, E are related by h(βM ) = h(βM+1) = E. The
βM and βM+1 solutions form a closed loop in the complex
plane, dubbed the GBZ. It has been applied to establish
the non-Bloch bulk-boundary correspondence[27, 28, 42–
45].
Having GBZ in mind, one may be tempted to guess
that the largest (smallest) |β| in GBZ determines right-
ward (leftward) amplification, as the corresponding
eigenstate has the steepest rightward (leftward) exponen-
tial growth and seems to have dominant contributions.
This conjecture is ruled out by its lacking ω dependence;
in contrast, α→ and α← depend on ω. The conjecture is
not entirely incorrect; it turns out to be the upper bound
of α→ and α←.
We propose the following general formula for Gxy:
Gxy =
∫
GBZ
dβ
2πiβ
βx−y
ω − h(β) , (11)
which is numerically confirmed [Fig.1(d)]. A derivation
is provided in Supplemental Material. The formula is
precise for x, y not too close to the two ends. At the
ends, because of the boundary effect, a numerical factor
K of order unity has to be included:
GL0 = K
∫
GBZ
dβ
2πiβ
βL
ω − h(β) , (12)
G0L = K
∫
GBZ
dβ
2πiβ
β−L
ω − h(β) . (13)
The vital fact that GBZ is a closed loop now enables
application of the residue theorem. Ordering the roots
of h(β) = ω as |β1| ≤ |β2| ≤ · · · ≤ |β2M |, one can
prove that β1, · · · , βM are enclosed by the GBZ, while
βM+1, · · · , β2M are not. To see this, suppose that we
vary ω in the complex plane (though ω is real-valued for
physical applications). As long as ω stays away from the
OBC energy spectrum EOBC, the roots βi’s cannot touch
4the GBZ because GBZ generates EOBC. Therefore, the
number of roots enclosed by GBZ is independent of ω. To
determine this number, we consider the |ω| → ∞ limit,
in which either the βM or β−M term dominates h(β)
and there are M roots with |β| ∼ |ω|1/M →∞, and also
M roots with |β| ∼ |ω|−1/M → 0. Therefore, there are
M roots β1,2,··· ,M inside the GBZ (For a more rigorous
proof, see Refs.[46, 47]). Now Eq.(12) and Eq.(13) can
be simplified by the residue theorem. For Eq.(13), the
integral can be transformed to that of β′ = 1/β, which
facilitates using the residue theorem. For large L, the
results read
GL0 ∼ (βM )L, G0L ∼ (βM+1)−L, (14)
in other words,
α→ = |βM |, α← = |βM+1|−1. (15)
Therefore, the middle two roots βM and βM+1 determine
the gain and directionality, leading to a surprising simpli-
fication. As a corollary of our formulas, the roots inside
the GBZ but outside the BZ generate rightward amplifi-
cation (|βM | > 1), while those outside the GBZ but inside
the BZ generate leftward amplification (|βM+1|−1 > 1).
The two regions are colored in Fig.2(a) and (e), respec-
tively. Eqs.(11-15) are the central results of this work.
For multi-band systems, Eq.(15) remains applicable with
βj=1,··· ,2M denoting the roots of det[ω − h(β)][40]. Note
that the significance of taking OBC for amplification has
been discussed in recent insightful papers[23, 24], and the
significant role of non-Hermitian skin effect was observed
in Ref.[23]. The key ingredient missing in all previous
studies is the GBZ, which plays a fundamental role in
our formulas.
As an application to the model in Fig.1, we show in
Fig.2 a quantitative comparison of our theory with the
extensive numerical results. For all the parameters in-
vestigated, the numerical α→ and α← are in excellent
agreement with Eq.(15) with M = 2. Notably, the am-
plifier can, in a single device, selectively amplify signal
in a frequency-dependent direction. In our theory, this
frequency-dependent directionality is possible when the
GBZ has intersections with the BZ [Fig.2(a,e)]. This pic-
ture provides a mechanism for designing devices that effi-
ciently integrate directional amplifiers and frequency fil-
ters or splitters. On the other hand, the simpler cases of
rightward (leftward) unidirectional amplification within
the entire bandwidth are realized when the GBZ is en-
tirely outside (inside) the BZ (an example is shown in
Supplemental Material).
Discussion.–The central results of this work are gen-
eral formulas of gain and directionality for directional
amplifications, which could provide an efficient and gen-
eral guide for designing high-quality directional ampli-
fiers. The general approach reveals a surprisingly simple
and precise connection between directional amplification
and non-Hermitian topological band theory, which sug-
gests novel applications based on the non-Hermitian band
concepts. Notably, our formulas can also be viewed as
a solution to one of the most natural problems in the
non-Hermitian band theory, namely the linear response
of non-Hermitian bands. From this perspective, the so-
lution also raises many intriguing questions for future
studies in non-Hermitian bands, such as the interaction
effects that are significant in certain hybrid systems.
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7Supplemental Material
DERIVATION OF THE EFFECTIVE
NON-HERMITIAN HAMILTONIAN
By the definition of φi, we have
φ˙i =
d
dt
Tr[aiρ(t)] = Tr[aiρ˙(t)]. (16)
Inserting the master equation
ρ˙(t) = −i[H0, ρ] +
∑
µ
(
LµρL
†
µ −
1
2
{L†µLµ, ρ}
)
,(17)
we obtain
φ˙i = −iTr([ai, H0]ρ(t))
+
1
2
∑
µ
Tr
(
[L†µ, ai]Lµρ(t) + L
†
µ[ai, Lµ]ρ(t)
)
.(18)
Now we take the Hamiltonian
H0 =
∑
i,j
(h0)ija
†
iaj +
∑
i
(ǫia
†
i + ǫ
∗
i ai), (19)
and the dissipators
{Lµ} = {Lli, Lgi }, (20)
with
Lli =
∑
j
Dlijaj ; L
g
i =
∑
j
Dgija
†
j . (21)
The specific system shown in Fig. 1(a) of the main article
is a special case of this general model. The first term in
Eq. (18) is
− iTr ([ai, H0]ρ(t)) = −i
∑
j
(h0)ijφj − iǫi. (22)
For the second term in Eq. (18), only the loss dissipators
Lli contribute:∑
m
[Ll†m, ai]L
l
m =
∑
m,n
Dl∗mn[a
†
n, ai]L
l
m
= −
∑
m
Dl∗miL
L
m
= −
∑
m,j
Dl∗miD
l
mjaj, (23)
while for the third term, only the gain dissipators Lgi
contribute:∑
m
Lg†m [ai, L
g
m] =
∑
m,n
Lg†m [ai, D
g
mna
†
n]
=
∑
m
DgmiL
g†
m
=
∑
m,j
DgmiD
g∗
mjaj , (24)
therefore, the second and third terms of Eq. (18) are
simplified to
i
2
(
(Dg†Dg)T −Dl†Dl)
ij
φj . (25)
Summing up these terms, Eq. (18) becomes
φ˙i = −i
∑
j
Hijφj − iǫi, (26)
with the effective non-Hermitian Hamiltonian
H = h0 +
i
2
(
(Dg†Dg)T −Dl†Dl) . (27)
For our specific model, the nonzero parameters are
(h0)i,i+1 = (h0)i+1,i = t1, (h0)i,i+2 = (h0)i+2,i = t2,
(h0)ii = ω0, D
l
i,i =
√
γ, Dli,i+2 = −i
√
γ and Dgi,i =
√
γ′.
It follows from Eq. (27) that the effective non-Hermitian
Hamiltonian H is Eq. (4). We note that under the open-
boundary condition (OBC), while diagonal elements in
the bulk are all ω0 + iκ = ω0 + i(γ
′/2 − γ), the four
edge-site diagonal elements H00, H11, HL−1,L−1, HLL =
ω0 + i(γ
′ − γ)/2. For simplicity, we let these four ele-
ments be ω0 + iκ, which does not cause any appreciable
modification of our main results (While this is intuitively
apparent, we have also numerically confirmed it). The H
operator reads
H =


ω0 + iκ t1 t2 − γ2 0 · · ·
t1 ω0 + iκ t1 t2 − γ2 · · ·
t2 +
γ
2 t1 ω0 + iκ t1 · · ·
0 t2 +
γ
2 t1 ω0 + iκ · · ·
· · · · · · · · · · · · · · ·

 .(28)
To simplify the expressions, we measure the frequency
with respect to ω0, i.e., shift the frequency (energy) ω →
ω − ω0:
H =


iκ t1 t2 − γ2 0 · · ·
t1 iκ t1 t2 − γ2 · · ·
t2 +
γ
2 t1 iκ t1 · · ·
0 t2 +
γ
2 t1 iκ · · ·
· · · · · · · · · · · · · · ·

 . (29)
We could also include more dissipators such as
√
γ1(aj −
iaj+2),
√
γ2(aj + iaj+2),
√
γ3(a
†
j + ia
†
j+2),
√
γ4(a
†
j −
ia†j+2),
√
γ′1a
†
j ,
√
γ′2aj , and it is straightforward to obtain
a similar H , except that the diagonal elements become
Hii = (γ
′
1− γ′2)/2− γ1− γ2+ γ3+ γ4, and Hi,i±2 become
t2± (γ2+ γ3− γ1− γ4)/2. Our Fig. 1 in the main article
corresponds to the special case γ1 = γ, γ
′
1 = γ
′ with other
γ’s vanishing.
DERIVATION OF THE GBZ FORMULA
We now derive Eq.(11). For a given Laurent poly-
nomial f(β) =
∑
j fjβ
j , one can define a matrix
8FIG. 3. GBZ and roots of h(β) = ω. (a) The OBC energy
spectra EOBC, and frequencies ω1,2,3 used in (b,c,d). Values
of t1, t2, γ are the same as in Fig.2, and κ = −0.2 (Stability
requires that the imaginary parts of energies are negative,
which is satisfied when κ < −0.04). (b,c,d) The roots β1,2,3
for ω1 = −4, ω2 = −3.3, and ω3 = −2. The fourth root β4 is
not shown for being outside this region.
T (f) (known as a Toeplitz matrix) whose elements are
Tjk(f) = fk−j , or Tjk(f) =
∫
|β|=R
dβ
2piiβ β
j−kf(β) for
an arbitrary radius R. The rank of T is the chain
length in our work, i.e. j, k = 0, · · · , L. We have
ω − H = T (ω − h(β)) by definition, and our task is to
calculate its inverse, G. To this end, we use a product
identity T (f)T (g) = T (fg) for two Laurent polynomi-
als f and g. This can be proved by
∑
k Tik(f)Tkj(g) =∑
k fk−igj−k = (fg)j−i = Tij(fg) (There are some cor-
rections near the boundaries i, j = 0 or L, which will not
be our focus). As a corollary, we have T (f)T (f−1) =
T (1) and [T (f)]−1 = T (f−1). We may formally take
f = ω − h(β), then G = T ( 1ω−h(β)), and consequently
Gxy =
∫
|β|=R
dβ
2πiβ
βx−y
ω − h(β) . (30)
This means expanding 1ω−h(β) as a Laurent series and
the coefficients are Gxy. However, as a mathemati-
cal fact, the Laurent series depends on R. In fact, in
T (f)T (f−1) = T (1), the proper Laurent series for f−1
should be obtained as follows. We find a smooth in-
terpolation ft(β) between f1(β) = f(β) and the triv-
ial polynomial f0(β) = 1, for which we know that
T (f0)T (f
−1
0 ) = T (1) is trivially true. The proper Lau-
rent series for f−11 (β) = f
−1(β) is then obtained from
the interpolation f−1t (β). The smoothness of interpo-
lation means that ft(β) 6= 0 on the circle |β| = R. The
existence of such an interpolation requires that the phase
winding number 12pi
∫
|β|=R d arg[f(β)] = 0 because, as a
topological invariant, it stays constant and f0 apparently
has vanishing winding number. Let us factorize
ω − h(β) = c
∏2M
j=1(β − βj)
βM
, (31)
where βj=1,··· ,2M stand for the roots of ω−h(β) = 0 and
c is a constant. If follows that the vanishing of winding
number requires taking R within |βM | < R < |βM+1|
[colored region in Fig.3(b,c,d)]. Thus the circle |β| = R
encloses β1, · · · , βM . As discussed before, the GBZ en-
closes the same roots, therefore, we can replace the in-
tegration contour in Eq.(30) by the GBZ, resulting in
Eq.(11). Notably, although the eligible R region in
Eq.(30) varies with ω [see Fig.3(b,c,d)], Eq.(11) remains
valid with the same GBZ for all ω.
AMPLIFICATION WITH
FREQUENCY-INDEPENDENT
DIRECTIONALITY
In the main article, we focused on the case that the am-
plification direction depends on the frequency. As men-
tioned there, the same model also supports directional
amplification with frequency-independent directionality.
In fact, this can be achieved by taking different param-
eter values in the same model; an example is given in
Fig.4. For this choice of parameter values, the GBZ has
no intersection with BZ, therefore, the amplification has
to be unidirectional within the entire bandwidth.
EFFECT OF ZERO MODES
In the main article, we considered a single-band model
without topological edge mode, for which the directional
amplification comes solely from the continuous band.
Here, for completeness, we consider a model with topo-
logical edge modes. We show that the zero modes have
a visible contribution within a small frequency window
when the chain is short, and its effect diminishes as the
chain becomes longer. As such, the effect of zero mode
is negligible in a long chain.
Specifically, we consider a two-band model introduced
in Ref.[37], with the Bloch Hamiltonian:
H(k) = dx(k)σx + dy(k)σy + iκ;
dx(k) = t1 + (t2 + t3) cos k + i
γ
2
sin k
dy(k) = (t1 − t3) sin k + iγ
2
cos k. (32)
9FIG. 4. Directional amplification with a frequency-independent directionality. Parameter values are t1 = 1, t2 = 1, γ = 0.6. (a)
GBZ. The locations of roots of ω− h(β) = 0 are shown for κ = −0.35 and ω = −1.5. (b) |β2| as a function of κ and ω. (c) α→
as a function of κ and ω, which is in agreement with the theory of (b). (d) Detailed comparison of α→ and |β2| along the cut
κ = −0.35 [dashed line in (c)].
FIG. 5. Gxy for x, y = 0, 1, 2L− 2, 2L− 1. Parameter values
are t1 = 1.2, t2 = 1, t3 = 0.2, γ = 0.3. (a) κ = −0.001,
L = 50. (b) κ = −0.001, L = 100. (c) κ = −0.01, L = 50.
(d) κ = −0.01, L = 100.
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FIG. 6. Comparison of our formula and brute-force numeri-
cal results for the two-band model. (a) α→ and |β2|. (b) α←
and |β3|
−1. Parameter values are t1 = 1.2, t2 = 1, t3 = 0.2,
γ = 0.3, κ = −0.01.
The real-space OBC Hamiltonian is
H =


h0 h1 0 0 · · ·
h−1 h0 h1 0 · · ·
0 h−1 h0 h1 · · ·
0 0 h−1 h0 · · ·
· · · · · · · · · · · · · · ·

 (33)
in which
h0 = t1σx + iκ
h1 =
t2 + t3 + γ/2
2
σx + i
γ/2− t2 + t3
2
σy
h−1 =
t2 + t3 − γ/2
2
σx + i
γ/2 + t2 − t3
2
σy . (34)
We consider an OBC chain with L unit cells, with each
unit cell containing two sites 2j, 2j+1 (j = 0, 1, · · · , L−
1). The even and odd sites correspond to σz = 1 and −1,
respectively. To see the effects of zero modes, we calcu-
late Gxy for x, y = 0, 1, 2L− 2, 2L− 1 (Fig. 5). A peak
is found at ω = 0 for G0,2L−1 and G2L−1,0. This peak
is not seen in G1,2L−2 and G2L−2,1, which is an evidence
that it stems from the topological zero modes. In fact,
each topological zero mode has a chirality, meaning that
it is an eigenstate of σz. Specifically, the zero modes in
our model, as eigenstates of σz , have vanishing weight at
x = 1 and x = 2L − 2. As such, G1,2L−2 and G2L−2,1
are insensitive to the zero modes, which explains the ab-
sence of zero-mode peak. A more significant feature is
the length dependence of zero-mode peak. Comparing
Fig.5 (a) and (b), or (c) and (d), we see that the zero-
mode peak diminishes as the chain length grows. This
is intuitive because the effects of topological zero modes
are expected to be significant only near the edges.
To compare the numerical results and our theory, we
plot α→, α← in Fig.6, which are in excellent agreement
with our formulas. Note that h(β) is a matrix and
βj=1,2,3,4 are the roots of det[ω − h(β)] = 0.
