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Évaluer cil continu la qualité d'un logiciel doit être une activité importante permettant 
de diagnostiquer et d'éviter des problèmes. Une caractéristique commune dans une bonne 
conception est la distribution correcte de responsabilités entre les composants. La cohé­
sion et le couplage sont des caractéristiques d'un logiciel servant d'indicateurs de cette 
distribution. Ces propriétés peuvent être mesurées et ainsi avoir une idée de la qualité du 
logiciel. 
Pour mesurer la cohésion et le couplage, différentes métriques ont été proposées. Plusieurs 
outils ont été développés également pour donner au programmeur la possibilité de mesurer 
le code. Généralement, ces outils présentent les résultats des métriques avec des chiffres 
qui ne sont pas suffisamment intuitifs ou faciles à interpréter par un programmeur. 
Une façon efficace de présenter les métriques appliquées sur un logiciel est d'utiliser des 
techniques de visualisation. Celle-ci sert à présenter plusieurs informations en peu d'espace, 
ainsi un développeur peut examiner des données d'une manière pratique et flexible. Ce 
mémoire propose une manière de visualiser la cohésion et le couplage. A cet effet, nous 
avons développé un outil qui utilise des graphiques pour représenter les relations entre les 
cléments à l'intérieur d'une classe et les relations entre les classes. 
L'approche présentée flans ce mémoire a été appliquée à des systèmes logiciels orientés 
objet, codés en Java et de Taille moyenne. Les résultats obtenus démontrent l'utilité de 
visualiser l'information, plutôt que de la présenter uniquement sur des tableaux. 
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CHAPITRE 1 
Introduction 
Ce chapitre présente les considérations qui ont motivé cette recherche, son but, ainsi qu'un 
survol des solutions proposées. Il se termine par un aperçu sur les différents chapitres du 
mémoire. 
1.1 Contexte 
Depuis les débuts de l'informatique, des chercheurs et des développeurs se sont appliqués 
à définir des techniques pour améliorer le développement du logiciel afin de produire des 
logiciels de qualité à des prix raisonnables. Au fil du temps plusieurs méthodes, méthodo­
logies et techniques ont vu le jour et des outils qui facilitent la création du logiciel ont été 
fortement utilisés. Une de ces méthodologies est la programmation orientée objet (POO). 
Les concepts introduits par l'approche objet ont permis de mieux contrôler la conception 
des logiciels. 
Des chercheurs ont également dégagé des principes permettant, de donner des lignes di­
rectrices au développeur afin de produire de meilleurs logiciels. Plusieurs de ces principes 
sont appliqués dans les modèles de conception, ou « Design Patterns » en anglais. Les 
modèles de conception permettent aux concepteurs logiciels de mettre en application de 
bonnes solutions trouvées et éprouvées par la pratique et de les appliquer d'une manière 
systématique à des problèmes semblables. 
Malgré tous ces avancements en génie logiciel, le développement logiciel continue d'être 
une activité difficile et complexe. En effet, la complexité est 1111 facteur qui croît dans les 
systèmes informatiques de nos jours. Elle s'avère être l'un des facteurs qui contribue le plus 
aux coûts de développement et de maintenance de logiciel. En outre, les changements dans 
les règles d'affaires sont presque inéluctables pendant le développement, de la majorité des 
applications informatiques. Les logiciels sont en constante évolution et ce processus est 
une activité compliquée qui demande une grande quantité de ressources économiques et 
beaucoup de temps. 
Il est difficile de prévoir tous les changements qui auront lieu dans un logiciel, spécialement 
lors de grands projets, mais en suivant certains principes (le principe d'ouverture/ferme­
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ture, le principe de substitution de Liskov, le principe d'inversion des dépendances et 
autres), ou un utilisant les modèles de conception, il est possible de se protéger un peu 
de leurs impacts. Sous-jacents à ces principes, se trouvent deux concepts plus généraux 
de conception logicielle : la cohésion et le couplage. |Yourdon et Constantine, 1979] ont 
considéré ces concepts comme très importants pour juger la qualité d:unc conception. Ils 
ont défini le couplage comme le degré d'interdépendance entre les modules. Plus cette 
interdépendance est forte et plus le couplage est fort. Egalement, ils ont défini la cohésion 
comme la force structurelle et fonctionnelle liant les éléments internes d'un module. 
Ces concepts préconisent la bonne distribution de responsabilités dans l'application. Cette 
bonne répartition permet de contrôler les impacts lors de changements dans le code tout 
en favorisant la lisibilité et la compréhension de celui-ci. En sachant que le logiciel peut 
changer ou évoluer, il s'avère très important de garantir une forte cohésion et un faible cou­
plage. Il est généralement accepté qu'un logiciel développé en gardant ces deux propriétés 
sera plus facile à maintenir et à tester. 
Se rendre compte à la suite de sa conception, qu'un logiciel transgresse les principes fon­
damentaux ou qu'il a été développé de manière désordonnée peut entraîner des coûts 
importants. Par conséquent, c'est une bonne idée de surveiller la qualité d'un logiciel pen­
dant son développement. De cette manière, faire des changements dans le futur deviendra 
plus facile. Ceci nous conduit à la question suivante : comment savoir si le logiciel a une 
cohésion forte et un couplage faible ? Les métriques de logiciel donnent des indications sur 
cette question. 
En sachant que les métriques de logiciel peuvent servir pour quantifier les qualités d'un 
logiciel en termes de couplage et de cohésion, la question suivante s'impose : comment 
détecter facilement des indications à partir de ces valeurs ? Une façon pratique de présenter 
les métriques appliquées sur un logiciel est d'utiliser des techniques de visualisation. La 
visualisation sert à examiner et à analyser des données d'une manière efficace et flexible à 
différents niveaux d'abstraction. 
En nous basant sur ces considérations, nous ferons dans ce travail une étude sur les mé­
triques, la cohésion, le couplage et la visualisation. Le travail se concrétise avec la présen­
tation d'un développement, d'une approche de visualisation de la cohésion et du couplage. 
Avant de présenter d'une manière plus formelle le but de notre travail, il est pertinent de 
faire un survol fie quelques concepts et définitions qui encadrent le sujet de recherche. 
1.1. CONTEXTE 
1.1.1 La complexité du logiciel 
3 
Construire des applications informatiques de qualité reste encore une activité très compli­
quée. Selon |Brooks, 1987|, la complexité du logiciel n'est, pas une propriété accidentelle, 
elle est dans sa nature. La complexité, inhérente au logiciel, est due à plusieurs facteurs : 
la complexité du domaine du problème, la difficulté de contrôler le processus de développe­
ment, la flexibilité qu'offre le logiciel pour représenter presque toutes sortes d'abstractions 
et le problème de caractérisation du comportement des systèmes discrets. Il est évident 
qu'il y a des logiciels plus complexes que d'autres. Par exemple, un petit, logiciel développé 
par un seul programmeur dans le but de calculer le nombre d'heures travaillées d'un em­
ployé est beaucoup moins complexe qu'un logiciel d'une grande entreprise qui maintient, 
l'intégrité des centaines de milliers de registres tout en permettant les mises à jour des 
données. Ces logiciels sont de plus en plus grands et complexes à produire et à contrôler. 
En outre, les logiciels changent très souvent parce qu'il faut les adapter à de nouveaux 
besoins. La tâche d'assurer l'évolution d'un logiciel, tout en maintenant la stabilité et la 
cohérence globale du système, est encore de nos jours considérée comme un grand défi 
|McQuillan et Power, 2006|. 
La notion de complexité d'un système particulier est difficile à indiquer, car elle dépend 
du point de vue de l'interlocuteur. Nous considérons qu'un logiciel est complexe lorsque le 
code source et la structure sont difficiles à appréhender. Selon |Fenton et Pfleeger, 1997|. 
aucune mesure ne saurait constituer une représentation valide de la notion de complexité 
des programmes. Cependant,, il y a quelques caractéristiques qui se trouvent dans les 
logiciels complexes : de grandes et inextricables hiérarchies, des difficultés dans le flux de 
contrôle, une haute dépendance entre les composants, etc. La complexité d'un logiciel a 
un impact sur le taux de défauts. Un code source complexe peut cacher plus facilement 
des erreurs qu'un code simple et facile à comprendre. 
1.1.2 La qualité d'un logiciel 
Dans la mesure de la qualité du logiciel, on distingue deux sortes de facteurs : les facteurs 
externes et les facteurs internes |\leyer, 1988|. Les facteurs externes sont des facteurs 
de qualité du point de vue de l'utilisateur tels que la vitesse et la facilité d'utilisation. 
Les facteurs internes comme la maintenabilité, la lisibilité, et la facilité à faire évoluer le 
logiciel permettent de mesurer la qualité du produit logiciel vue de l'intérieur. Ces facteurs 
internes sont perceptibles par les développeurs qui ont accès au code source du logiciel. 
Dans le cadre de notre travail, nous nous intéressons uniquement aux facteurs internes. 
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1.1.3 Le principe de forte cohésion et de faible couplage 
On peut symboliser 1ns concepts de cohésion et, de couplage dans le domaine des classes de 
la façon suivante : une classe a une forte cohésion si tous ses attributs sont, employés par 
ses méthodes et deux classes sont couplées si un changement dans l'une exige des chan­
gements dans l'autre. La cohésion forte indique que les méthodes de la classe collaborent 
pour accomplir une fonctionnalité, tandis que, le couplage faible indique que la classe est 
plutôt indépendante. Ainsi, il serait nécessaire de créer les applications en développant des 
composants avec forte cohésion et, faible couplage. En garantissant une forte cohésion et 
un faible couplage dans le développement d'une application, on gagne en qualité tout en 
diminuant la complexité. Bien que ce principe soit, simple à énoncer et à imaginer, il est 
difficile de le mettre en pratique. 
1.1.4 Les métriques du logiciel 
Pour mesurer les caractéristiques d'un logiciel, plusieurs recherches ont été faites. Les 
chercheurs ont réalisé des études pour trouver des manières d'exprimer ces caractéristiques 
avec des nombres. Los travaux de [Chidamber et Kemerer, 1994], |Brit,oet, Carapuça, 1994|, 
(Martin. 1994j sont quelques exemples de ces recherches. Ainsi, le domaine de la mesure 
des logiciels est très vaste. Un grand nombre de métriques ont été décrites et de nouvelles 
sont fréquemment proposées. On trouve des métriques pour mesurer les différents aspects 
du code : taille, couplage, cohésion, complexité, modularité. Dans la liste suivante, nous 
présentons les métriques les plus utilisées dans la POO. 
Liste partielle des métriques utilisées dans la POO 
Acronymes Noms Descriptions 
CBO Couplmg Between Objects Couplage entre objets : nombre 
de classes couplées à la classe me­
surée. 
LCOM Lack of Cohésion of Methods Mesure le manque de cohésion de 
la classe. 
CE Efferent Couplings Le nombre de classes dans un pa­
quet qui dépendent, d'une classe 
d'un autre paquet. 
Continué à la page suivante 
1.1. CONTEXTE 
Liste partielle des métriques utilisées dans la POO (continué) 
Acronymes Noms Descriptions 
CA Affermit. Couplings Le nombre de classes hors d'un 
paquet qui dépendent des classes-
dans le paquet.. 
I Instability Les dépendances entre les paquets 
C E  /  ( C A  -  C E ) .  
A Abstractness Le nombre de classes abstraites 
et d'interfaces divisées par le 
nombre total de classes dans 1111 
paquet. 
TCC Tight Class Cohésion Métrique de cohésion qui compte 
le nombre relatif de méthodes 
connectées directement.. 
LCC Loose Class Cohésion Métrique de cohésion qui compte 
le nombre relatif de méthodes 
connectées directement et indi­
rectement. 
DIT Dr.pt,h of Inhe.rita.nce Trc.r. Profondeur de l'arbre d'héritage : 
distance entre une classe et la 
classe racine. 
RFC Response for a Class L'ensemble des méthodes qui 
peuvent potentiellement être exé­
cutées en réponse à un message 
par une instance de cet te classe. 
LOC Lines of Code Le nombre total de lignes de code. 
NSM Number of Static Methods Le nombre de méthodes statis­
tiques. 
NOC Numbcr of Classes Le nombre de classes. 
NOF Number of Attnbutes Le nombre d'attributs. 
NOP Number of Packages Le nombre de paquets. 
M C C  McCabt: 's Cydomalic Com-
plexity 
Le nombre de chemins possibles à 
1:intérieur d une méthode. 
Continué à la page .suivante. 
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Liste partielle des métriques utilisées dans la POO (continué) 
Acronymes Noms Descriptions 
WMC Weighted Methods per Clans La somme de MCC des méthodes 
de la classe. 
NORM Numbar of Overridden Me­
thods 
Le nombre de méthodes redéfinies 
dans l'élément sélectionné. 
NSF Number of Static Attributes Le nombre de variables statiques. 
NBD Nested Block Depth La profondeur du code. 
NOM Number of Mtthods Le nombre de méthodes. 
NOI Number of Interfaces Le nombre d'interfaces. 
XSC Number of Children Le nombre total de sous-classes 
directes d'une classe. 
La fin de liste partielle des métriques utilisées dans la POO 
Parmi cet ensemble, nous nous intéressons aux métriques qui tentent, de donner une valeur 
quantitative aux notions de cohésion et de couplage. Les métriques LCOM. TCC, LCC 
qui mesurent la cohésion ainsi que les métriques CBO, CE, CA, I, A qui sont liées au 
couplage seront présentées en détail dans les chapitres subséquents. 
Logiciels pour calculer des métriques 
Il est impossible d'effectuer les mesures de code source manuellement, en particulier si 
le logiciel est grand, ainsi, l'analyse est automatisée. Afin de produire les métriques, des 
analyseurs de code ont été développés. Ces logiciels sont adaptés à plusieurs langages et 
certains sont « open source ». et voici quelques exemples. 
- Metrics : est un plug-in pour Eclipse qui fait des analyses du code source pour 
calculer des métriques. Il calcule une vingtaine des métriques sur un projet Java. 
Par exemple, il permet de savoir le nombre de classes et d'interfaces d'un projet, 
ou encore la métrique de complexité MCC. Il calcule également plusieurs métriques 
concernant les systèmes orientés objet. 
- Chidamber and Kemerer Java Metrics : le ckjm est un programme en ligne 
de commande qui calcule les métriques orientées objet proposées par Chidamber et 
Kemerer. Cet outil traite le « bytecode » des fichiers compilés en Java. 
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- Dependency Finder : est un groupe d'outils en Java pour analyser le code compilé. 
Cette application permet de faire une analyse des dépendances dans une application. 
Tous ces outils produisent des listes avec les métriques présentées dans des tableaux. 
D'autres logiciels utilisent plutôt la visualisation pour présenter leurs résultats. Avant de 
les présenter, voici quelques notions sur la visualisation. 
1.1.5 La visualisation 
La visualisation est, définie comme le processus de transformation d'une idée abstraite en 
forme visuelle |Diehl, 2007|. Dans le domaine scientifique, elle sert d'outil pour mieux com­
prendre les phénomènes complexes. C'est le cas de la visualisation de données qui utilisent 
les images pour expliquer de manière compréhensible les relations et, significations qui 
peuvent être trouvées entre les grandes masses abstraites d'information. La visualisation 
de données combine des stratégies et des techniques de statistique, de conception gra­
phique et. d'analyse informatique pour créer un nouveau modèle de communication |Fry, 
2008). 
Visualisation d'un logiciel 
La visualisation d'un logiciel est l'art et la science de produire des représentations vi­
suelles de divers aspects du logiciel, y compris le processus de développement |Diehl, 2007|. 
Comme la nature d'un logiciel est intangible et invisible, la visualisation de logiciel doit 
aider à comprendre et à améliorer la productivité du processus de développement logiciel. 
Un exemple de la visualisation du logiciel est l'utilisation de diagrammes du langage de 
modélisation unifié (L'ML, par ses sigles on anglais). Les diagrammes UML sont utilisés 
spécialement lors do l'analyse et de la conception de systèmes. 
En permettant de voir des caractéristiques de logiciel qui aident à la compréhension, la 
visualisation a une influence sur la gestion de la complexité. Celle-ci peut aussi servir 
comme outil pour trouver des erreurs. 
Logiciels de visualisation de logiciel 
Des chercheurs en génie logiciel et des développeurs se sont rendu compte de l'importance 
de la visualisation de logiciels. Actuellement, la visualisation de logiciel est une discipline 
on plein développement. Plusieurs travaux de visualisations des métriques ont été faits. 
Nous présentons quelques logiciels issus de ces travaux. 
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- CodeCrawler : est un environnement d'analyse visuel de logiciel développé par 
Ducasse et al. |Ducasse et ni, 2004] qui sert à comprendre l'architecture d'un pro­
gramme informatique. Cet outil extrait des métriques du code source et les repré­
sente simultanément à l'aide des graphes qu'il appelle polymétriques. Ces graphes 
sont composés d'un ensemble de nœuds qui représentent les classes du système. Les 
caractéristiques du nœud comme la largeur, la hauteur, la position et la couleur sont 
utilisées pour représenter des caractéristiques des classes, comme le nombre de ses 
attributs, le nombre de ses méthodes et le nombre de ses lignes de code. 
- Iplasma : est un outil pour analyser la qualité des logiciels orientés objet. Il sert 
à analyser les codes Java et C L'outil détient, une bibliothèque de plus de 80 
métriques pour mesurer plusieurs sortes d'entités comme des classes, des paquets de 
même que des opérations. Iplasma est prévu pour soutenir toutes les phases d'ana­
lyse nécessaires : de l'extraction du modèle jusqu'à la détection des problèmes de 
conception en passant par l'analyse des métriques. 
- XRay : est un plug-in Eclipse « open source » développé dans le but de comprendre 
fies applications Java. Il utilise des graphes polymétriques pour représenter des mé­
triques. Il est composé de trois vues : la vue de complexité du système, la vue de 
dépendances des classes et la vue de dépendances des paquets. Le plug-in donne aussi 
de l'information sur plusieurs métriques du projet, spécialement celles concernant la 
taille. 
.Nous croyons que les trois outils cités simplifient la vie d'un développeur. Cependant, ils 
ne représentent pas la cohésion et le couplage d'une manière simple. En sachant l'impor­
tance de ces deux caractéristiques, nous considérons qu'un outil de visualisation de logiciel 
devrait mettre l'accent, sur leurs représentations. 
Pendant le déroulement do nos travaux, des outils liés à notre sujet, de recherche ont vu 
le jour. Nous citons deux de ces outils : Sonar et JDeodorant. Ces outils « open source » 
ont été développés dans le but de mesurer le code source afin d'améliorer la qualité. Étant 
donné que ces outils sont relativement récents, nous ne les avons pas analysés lors de la 
revue bibliographique. 
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1.2 Le but du projet et la problématique solutionnée 
Les métriques devraient servir d'outils pour comprendre et orienter le développement des 
applications complexes de logiciel. Elles pourraient servir à obtenir une vue d'ensemble 
d'un grand système et identifier les problèmes potentiels de conception. De cette manière, 
il serait possible de repérer les problèmes que l'utilisateur peut employer comme point, de 
départ pour une analyse plus profonde. Cependant, il est important que le développeur 
soit capable de comprendre et d'interpréter les résultats de métriques de manière facile 
et pratique, surtout lorsqu'il s'agit des résultats de caractéristiques essentielles tels que la 
cohésion et le couplage. 
La visualisation de logiciel a été identifiée comme une alternative avantageuse pour pré­
senter ces résultats. Cependant, peu d'outils supportent la visualisation des résultats des 
métriques de cohésion et de couplage et lorsque celles-ci sont supportées d'autres caracté­
ristiques concernant la taille minimisent sa lisibilité et sa compréhension. 
Notre recherche suggère des solutions en proposant de nouvelles manières de présenter les 
résultats des métriques de cohésion et de couplage, en particulier, une approche pour vi­
sualiser les résultats de la mesure de ces deux caractéristiques. L'objectif de cette approche 
est d'assister le programmeur dans la compréhension de résultats de métriques. L'outil qui 
irriplémcnte l'approche proposée permet de calculer et, visualiser quelques métriques d'un 
projet développé en Java dans la plateforme Eclipse. 
1.3 L'intérêt et la valeur de notre étude 
La contribution majeure de ce travail réside dans la définition de nouvelles approches pour 
visualiser la cohésion et le couplage. Un outil qui implémente ces visualisations proposées 
a été développé. L'outil peut servir dans le champ académique comme instrument qui 
facilitera la compréhension de concepts essentiels de la programmation orientée objet et 
des métriques. Il peut aussi servir comme point de démarrage pour de futures recherches 
et pour faire des validations pratiques des métriques. 
D'un point de vue pragmatique, l'outil pourrait faciliter la compréhension d'un programme 
par le programmeur. Il pourra servir à cibler les parties du code qui ne suivent pas les 
recommandations et les bonnes pratiques de la conception logicielle. Le programmeur 
pourra aussi prendre des décisions plus éclairées quant au remaniement du code. Afin de 
mettre en valeur l'outil, plusieurs logiciels ont été analysés. 
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1.4 Organisation du mémoire 
Le chapitre 2 décrit, en détail le concept de cohésion et présente quelques approches pour 
mesurer cette caractéristique. Le chapitre 3 décrit, le concept de couplage et présente la 
manière de le calculer autant au niveau de classes qu'au niveau de paquets. Le chapitre 4 
présente des notions théoriques venant du domaine de la visualisation et de la visualisation 
de l'information, notions sur lesquelles notre conception a été basée. Le chapitre 5 décrit, 
l'approche proposée pour visualiser la cohésion et le couplage ainsi que son implémentation. 
Le chapitre 6 montre l'utilisation du système proposé et l'analyse d'un logiciel réel de taille 
moyenne est illustrée. Pour conclure, le chapitre 7 fait le bilan de notre recherche et établit 
les travaux futurs qui vont permettre de valider notre approche dans des projets industriels. 
CHAPITRE 2 
La notion de cohésion 
Dans le domaine de l'informatique, la cohésion fût définie pour les systèmes procédu-
raux comme le degré de liaison des éléments appartenant à un même module |Stevens et 
Constantine, 1974]. Dans le cadre d'une procédure, la cohésion est présente si chacune de 
ses instructions est liée à chaque sortie. 
2.1 Types de cohésion 
La cohésion a été classée comme : cohésion accidentelle ou aléatoire, cohésion logique, co­
hésion temporelle, cohésion procédurale, cohésion communicationnelle, cohésion fonction­
nelle et cohésion informationnelle |Yourdon et Constantine, 1979]. Cette catégorisation a 
été initialement appliquée dans la programmation procédurale au niveau de la fonction, 
mais dans l'approche do la programmation orientée objet, elle peut, être également appli­
quée aux méthodes et aux classes. La cohésion fonctionnelle est la plus recherchée et la 
moins désirable est la cohésion accidentelle. Voici une brève description de chacune : 
Cohésion accidentelle ou aléatoire : le module contient plusieurs fonctions sans au­
cune liaison entre elles. Cet te condition représente une absence de cohésion. On la voit par 
exemple dans des modules d'utilitaires composés des procédures difficiles à placer ailleurs. 
Cohésion logique : dans un module avec une cohésion logique, les éléments participent à 
des activités de la même catégorie. Les composants sont groupés parce qu'ils partagent des 
opérations. Par exemple, dans une application qui prend en entrée des fichiers de différents 
formats, tel que les fichiers de texte, les fichiers XML et les fichiers csv, on pourrait met tre 
les méthodes pour traiter les trois différents types dans un même module. Dans tel cas 
le module devrait être paramétré pour déterminer la partie du composant qui va traiter 
un fichier à un moment donné. Ainsi, les composants implémentés de cette façon ont une 
logique interne complexe. 
Cohésion temporelle : dans un module avec cohésion temporelle, les éléments coopèrent 
dans des activités liées dans le temps. Par exemple, un programme de type « batch » qui 
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prend les données générées par nne application pour faire des insertions dans une base de 
données pourrait être composé des tâches suivantes : 
- lire les fic hiers générés par la première application. 
- faire les insertions dans l'application, 
- écrire dans un fichier les éléments traités. 
- écrire dans un fichier les éléments rejetés, 
- envoyer un courriel avec le compte rendu. 
Ces activités pourront, se dérouler chaque jour dans un même intervalle de temps donné. 
Donc du point de vue temporel, on pourrait les placer dans un même module. 
Cohésion procédurale : dans un module avec cohésion procédurale les éléments sont 
impliqués dans des activités différentes et potentiellement sans lien, mais les données 
transitent d'un élément à l'autre. Par exemple, une application qui lit des fichiers de vidéo 
pourrait grouper ses tâches de la manière suivante : 
- ouvrir le fichier, 
- décompresser les données, 
- décoder les données. 
- reproduire le fichier. 
On peut voir que les quatre tâches utilisent le fichier pour faire leurs traitements. En 
supposant que l'application traite plusieurs formats de vidéo, cette configuration de tâches 
peut conduire à des duplications de code. 
Cohésion communicationnelle : dans un module» avec cohésion communicationnelle, 
les divers éléments contribuent à des activités qui utilisent les mêmes données d'entrée 
ou de sortie. Par exemple, un module qui valide l'identification d'un utilisateur pourrait 
exécuter les tâches suivantes : 
- récupérer et valider l'identifiant, 
- récupérer et valider le mot passe, 
- trouver le domaine auquel appartient l'utilisateur. 
- trouver les habilitations de l'utilisateur. 
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Ces quatre activités sont liées puisqu'elles travaillent toutes sur la même donnée, dans ce 
cas-ci, les identifiants d'un utilisateur. 
Cohésion séquentielle : le module effectue plus d'une fonction en suivant l'ordre défini 
par la spécification. Par exemple, une application qui exporte des données pourrait grouper 
ses actions de la manière suivante : 
- extraction de données, 
- concaténation de données, 
- tri de données, 
- écriture de résultats, 
- calcul des statistiques sur les résultats. 
La sortie de l'extraction des données sera utilisée comme l'entrée pour la concaténation 
de données et la sortie de la concaténation sera utilisée comme l'entrée par la procédure 
de tri et ainsi de suite. Ce genre de cohésion est valable lorsque la cohésion fonctionnelle 
a été achevée. 
Cohésion fonctionnelle : selon le critère de fonctionnalité, un module a une bonne 
cohésion si le module accomplit une seule tâche particulière et que tous ses éléments y 
contribuent. Par exemple, dans un module qui représente un employé on espère trouver 
des actions qui le concernent : 
- calculer les nombres d'heures travaillées d'un employé, 
- calculer le salaire brut d'un employé, 
- calculer les déductions de l'employé, 
- calculer le salaire net d'un employé, 
- calculer le bonus d'un employé. 
On peut voir que les actions sont étroitement liées et qu'elles collaborent pour calculer la 
rémunération d'un employé. Ainsi, le module a un bon degré de cohésion. 
2.2 Formes de cohésion dans la POO 
Dans la POO, on petit identifier plusieurs formes de cohésion : la cohésion entre les mé­
thodes, la cohésion entre les classes et la cohésion au niveau de l'héritage |Eder r,t ai. 
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1995). La cohésion entre les méthodes est. une adaptation du concept (h; cohésion appli­
qué aux procédures et aux fonctions dans la programmation procédurale, tout en tenant 
compte que les instructions d'une méthode sont liées à des variables et des attributs de 
classe. Au niveau de la classe, la cohésion s'applique à la relation entre les méthodes et les 
attributs. La cohésion dans l'héritage se réfère à la cohésion de classes, mais en prenant 
en considération les éléments hérités. Préalable à toute analyse de cohésion, toutes les 
variables d'instance doivent être déclarées « privaie ». 
2.3 La cohésion appliquée à une classe 
Dans la programmation orientée objet, l'unité fondamentale est la classe. Elle combine 
l'état et le comportement de la représentation d'un concept. La classe est composée des 
méthodes qui fournissent, le comportement et des attributs qui gardent l'état. L'idée est que 
les méthodes de la classe traitent, ses attributs. C'est-à-dire que les méthodes et les attributs 
devraient avoir un lion étroit. Le degré d'association entre ces composants détermine la 
cohésion de la classe. Ainsi. |Bieman et Kang, 1995| définissent la cohésion d'une classe 
comme une caractéristique concernant la connectivité entre les membres de la classe. 
Lorsque le degré de cohésion d'une; classe est élevé, ses membres sont fortement liés et en 
théorie la classe devrait, décrire de manière appropriée le concept qu'elle représente. Un 
haut degré de cohésion de la classe est souhaitable, car elle favorise l'encapsulation et la 
réutilisation. D'ailleurs, la classe avec une cohésion forte est plus facile à comprendre, étant 
donné qu'elle a un but bien spécifique. À l'inverse, une classe sans cohésion est difficile à 
maintenir, à comprendre et à réutiliser. Elle est globalement plus fragile et sensible à la 
variation. 
Le manque de cohésion dans une classe peut indiquer la présence d'un problème de concep­
tion. C'est un signe que les responsabilités ont été distribuées de manière inappropriée. Il 
est probable que la classe contient seulement de l'information. Dans tel cas, la classe serait 
constituée par des attributs et contiendrait, peu de méthodes pour traiter les attributs. Au 
contraire, il est possible que la classe soit, constituée par des méthodes qui sont utilisées 
par d'autres classes. 
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2.4 La cohésion et les principes avancés de conception 
objet 
En conception logicielle, en plus des principes de base, d'autres principes ont été définis 
dans le but de guider le développement logiciel. Ces principes sont présentés par Robert 
Martin dans différents articles qui seront cités lorsque nécessaire. Il s'agit d'une compila­
tion de principes venant de plusieurs auteurs. Nous en avons déjà cité certaines et nous 
reviendrons avec d'autres dans des chapitres subséquents. Nous retenons dans cette section 
les principes qui ont un lien direct avec la notion de cohésion. Notamment le principe de 
responsabilité unique et le principe de ségrégation des interfaces. 
Le principe de responsabilité unique (SRP, single responsability principle) : ce 
principe a été énoncé comme : « une classe ne doit avoir qu'une seule et unique raison 
de changer » [Martin, 2003|. Il stipule qu'une classe ne doit comporter qu'une seule res­
ponsabilité. La classe ne doit offrir que des services fortement reliés. Une responsabilité 
peut se traduire par une raison de changement,. En d'autres termes, une responsabilité 
est un sous-système cohérent, un ensemble de membres, fie propriétés et de méthodes qui 
forment un tout. Si une classe possède plusieurs responsabilités, il est possible de la diviser. 
En séparant les responsabilités en différentes classes, le code source devient plus clair et 
modulaire. Cela facilite la maintenance parce que les modifications sont isolées les unes 
des autres et pourront même être assignées à différents programmeurs. La séparation des 
fonctionnalités facilitera également les tests parce qu'ils seront plus unitaires. À l'évidence, 
ce principe est la mise en pratique de l'idée de garder une cohésion forte. 
Le principe de ségrégation des interfaces (ISP, interface ségrégation principle ) : 
Ce principe est décrit de la manière suivante : un client ne doit pas être forcé à dépendre 
d'interfaces qu'il n'utilise pas [Martin, 1994]. Le but de ce principe est d'éviter que les 
classes qui se servent des services d'une classe donnée n'aient une visibilité sur tous les 
services rendus par la classe. Le principe de séparation des interfaces stipule que chaque 
client ne doit voir que les services qu'il utilise réellement. Lorsque ce n'est pas le cas, 
chaque client voit une interface trop riche dont une partie ne l'intéresse pas. Par la suite, 
le client peut être affecté par des changements de l'interface. Dans cet ordre d'idées, de 
nombreuses interfaces particulières aux besoins de la classe cliente sont meilleures qu'une 
grande interface générique. Ce principe est également lié à la cohésion forte. 
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2.5 Analyse intuitive de la cohésion. 
Si on regarde attentivement la conception d'une classe, on pourrait dire si sa cohésion est 
forte ou pas. Il existe quelques heuristiques simples pour faciliter cette tâche. Par exemple, 
supposons que le nom d'une classe décrive correctement sa raison d'être. Supposons éga­
lement que les méthodes ont été nommées de manière auto descriptive. Alors la cohérence 
entre les noms des méthodes et le nom de la classe devrait être facile à apercevoir si la 
classe a une cohésion forte. 
Par exemple dans la figure 2.1 en analysant les noms des méthodes, on peut voir que 
la classe OthelloGame comporte des méthodes qui peuvent être regroupées dans deux 
ensembles. Un groupe des mét hodes qui traitent la logique et un autre groupe; des méthodes 
qui gèrent l'affichage. Donc, la classe a deux responsabilités et devient candidate pour être 
divisée en deux. 
La classe OthelloGame a deux responsabilités: 
Gérer la logique du jeu 
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Figure 2.1 Décomposition d'une classe à partir des noms des méthodes. 
Cette manière simple de vérifier la cohérence d'une classe fonctionne bien lorsqu'on traite 
avec  d e  pet i tes  appl ica t ions  composées  des  c l a s s e s  dans  l e s q u e l l e s  l es  recommandat ions  d e  
nommage ont été bien suivies. Cette manière simple de procéder ne peut pas s'appliquer 
dans un logiciel de taille moyenne ou grande, donc un outil de vérification automatique 
de la cohésion d'une classe serait beaucoup plus approprié. Les métriques doivent donner 
une idée quantitative de la cohésion d'une classe. 
2.6 Métriques de cohésion 
Pour comprendre plus facilement, les relations à l'intérieur d'une classe, il est habituel 
de se servir de graphes. Dans ces graphes, les nœuds correspondent aux membres de la 
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classe, c'est'-à-dire les méthodes et les attributs. Les relations entre les membres, comme 
les références à des attributs faites à partir des méthodes et les appels faits entre des 
méthodes, sont représentées par des connexions entre les nœuds. La figure 2.2 montre le 
code source d'une classe très simple et le graphe utilisé pour décrire les relations internes de 
cette classe. Dans le graphe, les méthodes sont représentées par des carrés et les attributs 
sont représentés par des ovales. Les références aux attributs faites à partir des méthodes 
sont représentées par les traits qui unissent les nœuds. Nous utiliserons l'exemple de la 
figure 2.2 pour calculer quelques métriques présentées dans ce chapitre. 
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Figure 2.2 Graphe pour représenter une classe 
Lorsqu'on fait la revue bibliographique sur les métriques de cohésion, on s'aperçoit, qu'il y 
a plus d'une douzaine d'approches. Le but de ce travail n'est, pas de les décrire toutes ni 
de proposer une nouvelle approche puisque ces métriques utilisent des principes similaires. 
En fait, elles sont calculées à partir des relations entre les méthodes et les attributs. Nous 
avons donc choisi d'en étudier cinq qui correspondent à celles qui ont été le plus souvent 
référencées et qui semblent, être les plus populaires et les plus utilisées. 
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2.6.1 LCOM de Chidamber et Kemerer 
Cette approche définit la cohésion d'une classe sur le concept de la similitude des méthodes. 
La similarité de deux méthodes est définie par l'intersection de deux ensembles de variables 
d'instance qu'elles utilisent respectivement, [Chidamber et Kemerer. 1994]. Pour calculer 
cette métrique, on compte le nombre de paires de méthodes qui n'accèdent pas aux mêmes 
attributs. A ce résultat, on soustrait le nombre de paires de méthodes qui accèdent aux 
mêmes attributs. Une définition plus formelle et utilisant la théorie des ensembles est la 
suivante. 
Soit /,: l'ensemble des variables d'instance employées par la méthode M,:. Soit P l'ensemble 
des intersections vides entre /, et Ij et Q l'ensemble des intersections non vides entre /, et 
Ij. On calcule la métrique de la manière suivante : 
LCOM = \P\  -  \Q\ ,  si \P \  >  \Q\  autrement LCOM = 0 
LCOM est la différence entre le nombre d'intersections vides et le nombre d'intersections 
non vides. Dans la figure 2.2 la classe compte cinq attributs et cinq méthodes. Pour calculer 
LCOM dans cette classe, la valeur de P sera incrémentée d'une unité pour chaque paire 
des méthodes qui utilisent des ensembles disjoints d'attributs. S'il y a des méthodes qui 
utilisent au moins un attribut en commun, la valeur de Q sera incrémentée d'une unité. 
Les paires de méthodes suivantes ont au moins un attribut en commun : 
(inethodOl, method02) attributs en commun : attributeA et attributeB 
(met,hod03, method04) attributs en commun : attributeD et attribut.eE 
(method03, method05) attributs en commun : attributeD, attributeB et attributeE 
(method04, methodOô) attributs en commun : attributeD et attributeB 
donc Q est égal à quatre (Q = 1). 







n'ont pas d'attributs en commun, donc P est égale à six (P  — 6) 
LCOM = |P| - |Ç)| 
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L C O M  =  6 - 4  
LCOM = 2 
Plus la valeur est élevée, plus le manque de cohésion est élevé, c'est-à-dire qu'il y a plus de 
méthodes sans attributs en commun que de méthodes utilisant des attributs en commun. 
Cette définition de LCOM tient en compte uniquement les méthodes et les attributs im-
plémentés dans la classe. Autrement dit, les éléments hérités ne sont pas pris en compte. 
Cette métrique a été l'objet, de critiques, car deux classes peuvent avoir comme résultat 
zéro, tandis qu'une peut avoir plus de connexions entre les attributs et les méthodes que 
l'autre |Henderson-Sellers. 1996]. Cependant, elle a été la base pour plusieurs métriques 
qui se trouvent dans la littérature. 
Cette métrique a été suggéré par [Henderson-Sellers, 1996], Sa formule considère un en­
s e m b l e  d e  m é t h o d e s  A / ;  ( i  —  e n  a c c é d a n t  à  u n  e n s e m b l e  d ' a t t r i b u t s  A j  ( j  =  
1, • • • ,a) et le nombre de méthodes qui accèdent à chaque attribut comme fiAj. Alors, 
LCOM est défini par la formule suivante1 : 
Cette mesure donne de résultats qui varient entre 0 et 2. Lorsque L C O M  = 0, chaque 
méthode accède à tous les attributs. Ceci indique la cohésion la plus élevée possible. 
LCOM = 1 indique un grand manque de cohésion. Le résultat peut varier entre 1 et 2 
lorsqu'il y a des attributs qui ne sont pas atteints par les méthodes. Ceci arrive si les 
variables ne sont utilisées par aucune méthode de la classe ou sont atteintes seulement 
hors de la classe. S'il n'y a pas plus qu'une méthode dans une classe ou s'il n'y a aucun 
attribut dans une classe, LCOM sera non défini. Si on calcule LCOM de la classe de la 
figure 2.2 on obtient, : 
a = 5 
m = 5 
attributeA est, appelé par methodOl et niethod()2 
attributeB est appelé par met,hod03, method04 et met,hod05 
attributeC est appelé par methodOl et met,hod02 
attributeD est appelé par method03. method04 et methodO-5 
attributeE est appelé par method()3 et method05 
2.6.2 LCOM de Henderson-Sellers 
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La somme de A = 2 + 3 + 2 + 3 + 2 = 12 
LCOM = (5 - 12/5)/4 alors LCOM = 0.65 
2.6.3 LCOM de Hitz et Montazeri 
Cette métrique mesure le nombre de « connected components » dans une classe. Un 
« connected component » est un ensemble de méthodes reliées. Il devrait n'y avoir qu'un 
seul composant de ce type par classe. [Hitz et Montazeri, 1995]. Deux méthodes sont re­
liées si elles accèdent à un même attribut dans la classe ou s'il y a un appel entre elles. 
Dans cette métrique la valeur 1 indique une bonne cohésion. Si la valeur est au-dessus de 
1, c'est un symptôme de problèmes dans la classe et elle devrait être divisée. Lorsqu'il n'y 
a pas de méthode dans une classe, la valeur de LCOM sera 0. 
Graphe «te la ctesse TestClass 
V / 
Figure 2.3 « connected components » dans la classe TestClass 
Dans l'exemple de la figure 2.3 , les méthodes methodOl et method02 forment une « connec­
ted component » . Les méthodes method03, method04 et method05 forment un autre 
« connected component » . Alors, cette classe a LCOM=2 parce qu'elle est constituée de 
deux composants indépendants. Elit1 devrait être divisée en deux classes. 
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2.6.4 Les métriques TCC « Tight Class Cohésion » et LCC « Loose 
Class Cohésion » 
TCC et. LCC sont deux métriques proposées par |Bieman et. Karig. 1995] pour mesurer la 
cohésion dans une classe. Dans ces métriques, on regarde également la similitude entre des 
paires do méthodes. Les attributs sont utilisés pour déterminer la façon dont les paires de 
méthodes peuvent être connectées. 
Dans cette approche, un attribut peut être utilisé directement, ou indirectement,. Une 
méthode utilise un attribut de manière directe lorsque la méthode lit ou écrit l'attribut. 
Une méthode M utilise de manière indirecte un attribut quand cet attribut, est lu ou 
écrit par une méthode M' qui est directement, ou indirectement appelée par M. Deux 
méthodes sont directement connectées si elles utilisent de manière directe ou indirecte au 
moins un même attribut. Deux méthodes M et M' sont connectées indirectement si M 




Figure 2.4 Relations prises en compte dans le calcul des métriques TCC et 
LCC 
Par exemple dans la figure 2.4 : 
méthodeOl utilise de manière directe attributA. 
méthode0'2 utilise de manière indirecte l'attribut attributB. 
méthode04 appelle de manière directe la méthode05 et de manière indirecte la méthodc06. 
méthodeOT et méthode08 sont connectées de manière directe. 
méthodeOT et méthode()9 sont connectées de manière indirecte. 
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TCC est définie comme le nombre relatif de méthodes connectées directement. LCC est 
définie comme le nombre relatif de méthodes connectées directement et indirectement. 
Pour faire le calcul, on doit obtenir : le nombre de paires des méthodes directement liées 
(NDC), le nombre de paires des méthodes indirectement liées (NIC) et le nombre maximal 
possible de paires des méthodes connectées (NP). Pour faire le calcul on utilise les formules 
suivantes : 
NP — N *  (N  — l)/2 
TCC = NDC/NP 
LCC = (NDC + NIC) /NP 
attributs 
Figure 2.5 Graphe exemple pour calculer LCC et TCC 
Pour clarifier les concepts, on va calculer les métriques de la classe représentée dans la 
figure 2.5. 
méthodeOl accède indirectement à attributA 
mét.hode02 accède directement à attributA 
mét.hode03 accède indirectement à attributA et directement à attributB 
méthode04 accède directement à attributB 
méthodeOl et méthode02 ont l'attribut attributA en commun 
méthodeû2 et mét,hode03 ont l'attribut attributA en commun 
méthode03 et mét,hode04 ont l'attribut attributB en commun 
NDC = (méthodeOl, mét,hode02), (méthode02, méthode03),( méthodeO'S. méthode04) 
NDC = 3 
méthodeOl et méthode03 sont liées par méthode02 
méthodeOl et méthode04 sont liées par méthode.02 et méthode03 
mét.hode02 et méthode04 sont liées par méthode03 
NIC — (méthodeOl. méthode03).( méthodeOl. méthodeOl).( méthode02. méthode04) 
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N I C  = 3 
N P  =  N  * { N -  l)/2 
N P  = 4 * (4 — l)/2 = 6 
N D C ( C )  -  2, N I C ( C )  -  l e t N P ( C )  - 3 
rCC = 3/6 
L C C  = (3 + 3)/6 - 1 
Les auteurs considèrent seulement les méthodes visibles c'est-à-dire qu'on ne tient pas 
compte des méthodes privées sauf pour les appels entre méthodes. Le résultat du calcul de 
TCC et LCC se trouve entre 0 et 1. Lorsque les valeurs TCC et LCC sont hautes, la classe 
a une bonne cohésion. Lorsque toutes les méthodes sont, reliées, les valeurs de TCC et 
LCC sont égales à 1. Cela représente le niveau maximum de cohésion. Lorsque les valeurs 
sont plus petites que 0.5, la classe est considérée sans cohésion et devrait être révisée. 
2.6.5 Valeurs seuils 
Bien que dans la littérature on trouve plusieurs métriques pour mesurer la cohésion concer­
nant les valeurs seuils, l'information est presque inexistante. Il semblerait que la définition 
d'une valeur seuil appropriée pour les métriques de cohésion n'est pas facile. Une classe 
qui est considérée sans cohésion dans un contexte donné pourrait être considérée moyenne 
dans d'autres. Une manière de traiter cette situation lors de l'implémentation d'un outil 
de calcul automatisé est le paramétrage. Au lieu d'utiliser un seuil fixe, la valeur devra 
prendre en compte le contexte particulier du programme analysé. 
Tableau 2.1 Récapitulation des métriques étudiées 
NOM Formule Valeurs 
LCOM by CK L C O M  —  |P| — |Q|, si \ P \  > |<2| autrement 






L C O M  =  v J  ,  t —  
m — l Entre 0 et 2 
LCOM by Hitz and 
Montazeri 
Compter le nombre de « connected compo-
nents» 
N  > =  1 
TCC Tight Class 
Cohésion 
N P  =  N  *  ( N  -  V ) / 2  T C C  =  N D C / N P  Entre 0 et 1 
LCC Loose Class 
Cohésion 
N P  = A' * (iV - l) /2  L C C  =  ( N D C  +  
N I C ) / N P  
Entre 0 et 1 
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2.7 Conclusion du chapitre 
La cohésion est une caractéristique de logiciel considérée comme très importante dans la 
conception d'une application informatique. Elle a été identifiée et définie dès les débuts 
de l'informatique. Il est généralement, accepté que la construction des composants logiciels 
lorsque cette caractéristique est surveillée donne comme résultat des applications plus fa­
ciles à comprendre et à maintenir. La notion de cohésion concerne les différentes approches 
du développement logiciel. Donc, elle est applicable autant dans les systèmes procéduraux 
comme dans la programmation orientée objet. La cohésion a été l'objet d'étude de nom­
breux chercheurs et plusieurs métriques ont été proposées pour la mesurer. Cependant, il 
n'y a pas un consensus sur la manière la plus appropriée de la mesurer et de nouvelles 
approches continuent d'être proposées. Le concept est facile à comprendre, il devrait être 
également facile à appliquer, mais en considérant l'analyse de logiciel au chapitre 6, nous 
constatons que ceci n'est pas appliqué avec rigueur. 
Dans ce chapitre, nous avons d'abord décrit la cohésion et ses différents aspects. Puis, 
nous avons voulu mettre en évidence l'importance de garder une cohésion élevée au niveau 
de la classe. Nous avons exposé comment le concept de cohésion est présenté dans deux 
des principes proposés par Martin, le principe de responsabilité unique et le principe de 
ségrégation des interfaces. Finalement, nous avons présenté cinq approches pour mesurer la 
cohésion d'une classe et nous les avons illustrées par le biais d'exemples. Dans le prochain 
chapitre, nous approfondirons la notion de couplage qui est l'autre caractéristique du 
logiciel axe de ce document. 
CHAPITRE 3 
Couplage 
Le couplage est une caractéristique du logiciel qui se rapporte aux liens entre les modules 
d'un système. De la même façon que la cohésion, la notion de couplage a été introduite dans 
les années 70 pour les systèmes procéduraux. Il a été défini comme la mesure de la force de 
l'association établie par une connexion d'un module avec un autre |Stevens et Constantine, 
1974). Cette notion a évolué donnant comme définition : le degré d'interdépendance entre 
modules |Yourdon et Constantine. 1979|. 
Les modules qui composent une application logicielle devraient être autant que possible 
les plus indépendants. La mesure de couplage donne une indication du niveau de cette 
indépendance. De manière simpliste si toutes les classes d'une application dépendent de 
toutes les classes constituant l'application, le couplage est trop fort, chaque modification 
implique de revoir toutes les classes. A l'autre extrême, une application ne peut pas avoir 
toutes les classes indépendantes, le couplage est nécessaire pour lier quelques classes. 11 
est considéré que trop de couplage dans une application mène à une complexit é accrue du 
système |Harrison rt. al., 1998|. Cette complexité peut compromettre la compréhension du 
module. 
Il est plus difficile de détecter des erreurs lorsque les modules sont trop couplés. Il est 
également difficile de les corriger et de les faire évoluer. En effet, l'interaction d'un mo­
dule avec plusieurs modules du système le rend plus difficile à maintenir puisque chaque 
changement subi par le module peut, affecter les modules auxquels ce dernier est associé. 
La complexité d'un système peut être réduite par la conception de modules interagissaiit 
faiblement les uns avec les autres. 
3.1 Types de couplage dans la POO 
Une catégorisation du couplage applicable à la programmation orientée objet, notamment 
au niveau de la classe, a été faite |Eder et, al., 1995|. Dans cette catégorisation on distingue 
trois types de couplage : couplage entre composants, couplage d'héritage et couplage d'in­
teraction. 
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- Couplage entre composants : lorsqu'une classe utilise en tant qu'attribut, une 
autre classe. 
- Couplage d'héritage : si une des deux classes est directement ou indirectement 
une sous-classe de l'autre. 
- Couplage d'interaction : lorsqu'une classe invoque une ou plusieurs méthodes de 
l'autre. 
Le couplage d'interaction est, classé en prenant en compte les types de relations qui peuvent 
se trouver dans les appels entre les classes. En effet, cette classification est une adaptation 
de la classification de couplage appliqué aux systèmes procéduraux décrite par Pressman 
|Pressman, 1997|. Dans la catégorisation de Pressman, on distingue sept types de couplage : 
couplage indirect, couplage de données, couplage « stamp », couplage de contrôle, couplage 
externe, couplage commun et couplage de contenu. Voici une brève description de chacun. 
- Couplage indirect : deux modules ne sont pas directement reliés. Au niveau de la 
classe, cela impliquerait que dans deux classes mesurées il n'y aura pas de références 
l'une vers l'autre. 
- Couplage de données : lorsque deux classes échangent des données par l'intermé­
diaire de messages, ces deux classes présentent un couplage de données. Par exemple 
lorsqu'une variable est passée en paramètre à une méthode de l'autre classe. Ce type 
de couplage est, le plus acceptable dans les systèmes orientés objet. Cependant, il 
ne faut pas en abuser. Il est, normal de donner quelques paramètres à une méthode, 
mais il est moins acceptable lorsqu'on passe dix ou vingt paramètres. 
- Couplage « stamp » : ce type de couplage ressemble au couplage de données, mais 
dans le couplage « stamp » les paramètres échangés sont des structures de données 
complètes. En passant une structure complète, on donne plus de contrôle à la classe 
qui fait l'appel sur la structure. Possiblement, la classe qui fait l'appel aura à sa 
disposition des éléments dont elle ne se servira pas. Ainsi, au lieu de donner toute 
la structure en paramètre il est préférable de donner seulement les membres ou les 
données dont elle a vraiment besoin. 
- Couplage de contrôle : une classe présentant un couplage de contrôle commu­
nique avec une méthode d'une autre classe à travers le passage de paramètres. La 
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méthode qui est appelée utilise le paramètre pour contrôler sa logique. Dans cer­
tains cas ce comportement sera nécessaire, mais la recommandation est de l'éviter. 
Lorsque ce comportement est généralisé, il sera très difficile de changer les décisions 
qui dépendent de données se trouvant à l'extérieur à la classe. 
- Couplage externe : un module est lié à quelque chose d'extérieur au logiciel. Au 
niveau de la classe, cela se présente avec les bibliothèques externes. 
- Couplage commun : lorsque dans une classe il y a plusieurs méthodes qui par­
tagent un même ensemble de données. Un cas concret de ce type de couplage est 
l'utilisation des variables globales. 
- Couplage de contenu : il signifie qu'une méthode accède directement à l'implanta­
tion d'une méthode appartenant à une autre classe. Une telle méthode doit donc être 
au courant de la structure interne de la méthode à laquelle elle accède. En effet, tout 
changement dans une méthode exerce une influence sur l'autre. En général, dans le 
paradigme orienté objet, l'encapsulation empêche l'accès à l'implantation d'une mé­
thode ou aux variables d'instances cachées. Cependant, le couplage de contenu peut 
survenir lorsqu'une classe dépend de détails d'implémentations d'une autre. L'utili­
sation dos types abstraits s'avère une solution pour éviter cette sorte de couplage. 
3.2 L'importance de contrôler le couplage au niveau 
de la classe 
Assurer le couplage faible entre classes est considéré comme une bonne pratique dans un 
projet logiciel. Les classes sont couplées par les invocations qui se font entre elles. Un 
fort couplage indique que les classes seront moins faciles à maintenir. Les classes auront 
une réutilisabilité diminuée et seront plus complexes et plus difficiles à comprendre. En 
outre, tester des classes trop couplées est plus compliqué. Par exemple, créer des objets 
factices pour faire les tests lorsque les objets sont fortement couplés produit une complexité 
additionnelle augmentant la difficulté de tester un système. Au contraire, le couplage faible 
entre classes donne les avantages suivants : 
- il simplifie la complexité dans la classe donc le code source est plus facile à lire, 
28 CHAPITRE 3. COUPLAGE 
- il permet que les classes soient plus faciles à utiliser par les autres développeurs, 
- il permet de confiner les modifications potentielles à une petite zone de code. 
Le couplage a été identifié connue un bon indicateur de l'aptitude d'un système à être 
changé. 11 favorise de manière substantielle la maintenance du logiciel. Cependant dans 
une application orientée objet, les classes sont créées pour partager l'information entre 
elles. Les références externes, à travers lesquelles le code d'une classe fait référence à une 
partie du code d'une autre classe, sont absolument nécessaires. En conséquence, il y aura 
un certain niveau de couplage entre les classes qui composent une application. Donc, dans 
la pratique l'idée est de maintenir le partage d'informations entre les classes à un niveau 
raisonnable. 
3.3 Le couplage et les principes avancés de conception 
Le couplage est lié à quelques principes de conception. Nous retenons dans cette section 
le principe ouvert,/fermé, le principe de substitution de Liskov et le principe d'inversion 
de dépendance. D'autres principes liés au couplage, s'appliquant. à l'organisation de l'ap­
plication en modules, seront présentés dans des sections subséquentes. 
- Le principe ouvert/fermé (OCP, open/closed principle) : a été énoncé par 
Bertrand Meyer |Mever, 1988| de la manière suivante : un module doit être à la fois 
ouvert et fermé. Ouvert aux évolutions, ce qui signifie qu'il peut être étendu pour 
ajouter une nouvelle fonctionnalité, ferme aux modifications, cela veut dire que pour 
intégrer une nouvelle fonctionnalité le code source existant n'est pas modifié. Dans la 
pratique le principe1 ouvert/fermé veut dire qu'il ne faut pas modifier le code existant 
(fermé aux modifications) mais une nouvelle fonctionnalité passe par l'ajout, d'une 
classe qui hérite ou qui implémente une interface (ouverture). 
- Le principe de substitution de Liskov (LSP, Liskov substitution prin­
ciple) : Selon |Martin, 1996c|, Barbara Liskov a énoncé le principe de la manière 
suivante : Si pour chaque objet ot de type S il existe un objet o2 de type T tel 
que pour tout programme P défini en termes de T, le comportement, de P est in­
changé quand on substitue 0\ à o2, alors S est un sous-tvpe de T. C'est-à-dire, une 
sous-classe doit être conçue de sorte que ses instances puissent se substituer à des 
instances de la classe de base partout où cette classe de base est utilisée. Ce principe 
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augmente l'encapsulation et permet de diminuer le couplage. 
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- Le principe d'inversion de dépendance (DIP, dependency inversion prin-
ciple) : comme Martin le dit dans son article [Martin, 1996a|, « Les modules de haut 
niveau ne doivent pas dépendre des modules de bas niveau. Tous deux doivent dé­
pendre des abstractions ». « Les modules de haut niveau » se réfèrent en général aux 
composants métiers. Ces composants devront être découplés de leurs dépendances 
de niveau plus bas en interagissant avec ces dépendances via les interfaces au lieu 
d'interagir avec des classes concrètes. 
Ces principes sont liés à la notion de couplage faible. D'une part, le principe LSP permet 
de contrôler le couplage entre les descendants d'une classe et les clients de cette classe. Le 
principe DIP permet de déplacer le couplage, la dépendance va vers une abstraction et non 
vers une implémentation. D'autre part, en gardant un couplage faible entre les éléments 
de l'application, l'implémentation du principe OCP sera plus simple parce qu'il y aura 
moins de dépendances et par la suite le code est plus facile à faire évoluer. 
3.4 Métriques de couplage 
Le but de mesurer le couplage est d'identifier les dépendances entre les classes d'un système; 
et de pouvoir localiser, par exemple, les classes qui sont trop dépendantes. Cet intérêt a 
donné lieu à de nombreux travaux sur des métriques permettant de mesurer le couplage 
des classes. Par exemple. Lee et al. |Lee et ai, 1995| montrent une métrique qui mesure 
le nombre d'appels de méthodes de classes avec lesquelles une classe n'a pas de relation 
d'héritage, pondéré par le nombre de paramètres. Li dans [Li et Henry. 1993| propose 
une métrique qui mesure le nombre d'attributs de la classe qui ont pour type une autre 
classe. Briand et al. |Briand et al., 1997] présentent une métrique qui mesure le nombre 
de paramètres qui ne sont pas de type primitif ou du même type de la classe dans laquelle 
les méthodes ont été définies. Brito [Brito et Carapuça, 1994] présent une métrique pour 
couplage nommée facteur de couplage (CF. coupling factor). Dans cette approche, une 
classe est considérée couplée à une autre classe si elle lui envoie un message. CF est défini 
comme la proportion entre le nombre possible maximal de connexions dans le système et le 
nombre réel de connexions non imputables à l'héritage. Chidamber et Kemerer [Chidamber 
et Kemerer. 1994| dans leur travail proposent la métrique de couplage CBO (coupling 
between objects). Elle mesure le nombre de classes liées à une classe donnée. 
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Il existe aussi des mesures pour indiquer le couplage dans l'arbre d'héritage par exemple 
celles proposées par Briand et al[Briand et ni, 1997]. Dans son travail on trouve une 
métrique qui compte le nombre de sous-classes qui invoquent les méthodes d'une classe. 
Il y a aussi une métrique qui compte le nombre de sous-classes qui accèdent aux attributs 
de la superclasse. 
Malgré la variété des approches proposées pour mesurer le couplage, il n'y a pas (h; consen­
sus à propos de la métrique la plus appropriée. Cependant, en regardant la littérature on 
peut constater que beaucoup de travaux et des articles citent, et utilisent, la métrique CBO, 
ainsi ce travail s'appuie sur cette métrique. Dans ce qui suit, une explication plus détaillée 
de la métrique CBO est proposée. 
Couplage entre tes objets (CBO) 
Cette métrique indique le nombre de classes couplées à une classe donnée. Dans cette 
approche, il est considéré que le couplage existe lorsque dans une classe au moins une de 
ses méthodes fait référence à une méthode ou à un attribut d'une autre classe. Pour une 
classe C, CBO(C) est le nombre de classes auxquelles la classe C est couplée, c'est-à-dire 
celles dont C utilise des variables d'instance ou do méthodes et- colles qui utilisent les 
variables d'instance ou les méthodes de C. On inclut le couplage avec la superclasse. 
Selon les auteurs, une grande valeur dans cette métrique représente un fort couplage. Cela 
indique que la classe sera plus complexe et plus difficile à comprendre et par la suite, elle 
sera moins réutilisable et plus difficile à modifier. 
Exemple CBO 
Dans le code 3.1, on peut voir que la ClassoA a une relation de couplage avec les classes : 
ClasseB. ClasseC, ClasscD, ClasseE et InterfnceF. Donc, la ClassoA a une valeur de CBO 
de 5. Notez que les utilisations multiples de la ClasseC sont seulement comptées une fois, 
car cette mesure ne prend pas en compte l'intensité du couplage. Autrement dit, le nombre 
de relations de couplage qu'a une classe avec une autre classe, n'a pas d'influence sur cette 
mesure. Note/ aussi que la ClassoA est couplée à la ClasseB par héritage. La classe ClasseA 
est couplée à l'interface InterfaceF parce que la ClasseA l'implémente. 
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Listing 3.1 - Exemple CBO 
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p u b l i c  c l a s s  C l a s s e  A  c x t e n d s  C l a s s e B  h i i p l e m e n l  s  I n t e r f a c e F  {  
C l a s s e C  c l a s s e C  ;  
p u b l i c  C l a s s o A  (  C l a s s e C  c l a s s e C )  {  
t l i i s  .  c l a s s o C -  c l a s s e C ;  
I 
p u b l i c  C l a s s o E  f a i r e  ( C l a s s o D  c l a s s o D )  {  
î c t u m  î i o w  C l a s s e E ( ) ;  
} 
p u b l i c  i n t  f o o ( )  {  
r o t  u n i  c l a s s e C  .  g e t . V a l u e  (  )  ;  
} 
p u b l i c  v o i d  f o o ( i n t  v a r )  {  






Figure 3.1 Représentation graphique des relations prises en compte pour cal­
culer la métrique CBO pour une classe ClassoA 
Plusieurs travaux ont été conduits pour valider onipiriquomont la métrique CBO. Par 
exemple. Basili et al. |Basili et al., 199G| ont trouvé dans un travail empirique que la 
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métrique est un bon facteur prédictif de la propension des classes à avoir des erreurs. 
Gyimothy et al. [Gyimothy et al., 2005] ont fait une validation empirique d'un ensemble 
de métriques de couplage. Ils ont eu comme résultat que CBO et LOC étaient, les plus 
précis pour prédire la propension des classes A avoir des erreurs. 
3.5 Couplage entre paquets 
En programmation-objet la classe n'est pas suffisante pour décrire la modularité d'un 
projet logiciel au complet. Il est nécessaire de disposer d'un composant de granularité 
plus élevée pour représenter le système à une échelle appropriée. Ces composants sont les 
paquets. Robert Martin a illustré un ensemble de métriques qui s'appliquent au niveau des 
paquets. L'approche de Martin se centre sur l'analyse des dépendances. Ces métriques sont 
étroitement liées aux principes que Martin lui-même a proposé dans une série d'articles 
qui seront indiqués plus bas. Pour comprendre les métriques proposées par Martin, il est 
important de se familiariser avec leurs principes. Ce document en retient plusieurs. Voici 
une brève description de quelques-uns de ces principes, en particulier les principes qui 
concernent, le couplage. 
Le principe des dépendances acycliques (ADP acyclic dependencies principle) 
Ce principe est défini par Martin |Martin, 1996b| de la manière suivante : les dépendances 
entre paquets doivent, former un graphe acyclique. Autrement dit, les dépendances entre 
les paquets ne doivent pas former des cycles. Ce principe prend beaucoup d'importance 
quand il s'agit d'un grand projet et les paquets ont été utilisés comme éléments pour 
distribuer le travail. Quand une équipe chargée d'un paquet estime qu'il est fonctionnel, 
elle1 lui assigne un numéro de version et le; met à la disposition des autres équipes. Quand 
une nouvelle version d'un paquet, est disponible, le reste des équipes décident si elles 
l'utilisent immédiatement, ou si au contraire elles continuent à se servir de l'ancienne 
version. Toutefois, pour que cette méthodologie fonctionne, il faut garantir que dans la 
structure de dépendance de paquets il n'y a pas de cycles. 
Le principe des dépendances stables (SDP, stable dependencies principle) 
Selon ce principe, une mauvaise; dépendance est celle qui dépend d'éléments très volatils. 
Au contraire, une bonne dépendance est celle qui dépend d'éléments très stables. Dans ce 
contexte, la stabilité est liée à la difficulté d'un composant à être modifié. Clairement, les 
modules qui sont plus difficiles à changer seront moins volatils. Par conséquent, plus il est 
difficile de changer un module, plus stable il est, et moins volat il il est. Au niveau de classes. 
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on appelle une classe responsable lorsqu'elle a beaucoup de classes qui dépendent d'elle. 
Ces classes tendent à être stables parce que tout changement a de grandes répercussions. 
Les classes les plus stables de toutes sont, celles qui sont indépendantes et responsables. 
En accord avec ces prémisses, le principe» des dépendances stables est, énoncé comme suit : 
un paquet doit dépendre uniquement des paquets plus stables que lui. 
Dans une architecture, un certain degré de volatilité est nécessaire pour pouvoir la main­
tenir. Dans cet ordre d'idées, on crée des paquets qui sont sujets à certains types des 
changements. Ces paquets sont conçus pour être volatils, on espère qu'ils vont changer. 
Un paquet volatil ne peut dépendre d'un autre paquet qu'il est difficiel de changer; sinon, 
le paquet volatil sera difficile de changer aussi. Pour respecter le principe des dépendances 
stables, il faut s'assurer que les modules qui sont conçus pour être faciles à changer ne 
dépendent pas de modules difficiles à changer. 
Le principe de stabilité des abstractions (SAP, stable abstractions principle) 
Ce principe établit la relation entre stabilité et abstraction. Il exprime le fait qu'un paquet 
stable doit aussi être abstrait. D'un autre point de vue, un paquet instable doit être concret, 
dû au fait que l'instabilité permet, que le code concret, qu'il contient soit facile à changer. 
En accord avec ceci, le principe des abstractions stables est énoncé comme suit : les paquets 
les plus stables doivent être les plus abstraits. Les paquets instables doivent être concrets. 
Le degré d'abstraction d'un paquet, doit correspondre à son degré de stabilité |Martin, 
1997|. 
3.5.1 Les métriques de stabilité 
Robert, C. Martin |Martin. 19941 propose une série de métriques qui permettent de calculer 
la stabilité d'un paquet. Ces métriques sont, : 
Le Couplage Afférent (C'A, afferent couplings) : représente les dépendances entrantes. 
Cette métrique calcule la quantité des classes en dehors du paquet qui dépend des classes 
à l'intérieur du paquet. Un paquetage possédant un fort couplage afférent est difficilement 
modifiable, puisque de nombreux paquetages dépendent de lui. 
Le Couplage Efférent, (CE, efferent. couplings) : représente les dépendances sortantes. Cette 
métrique compte les classes en dehors du paquet,, qui sont, utilisées par des classes à 
l'intérieur du paquet. Un paquet possédant, un fort couplage efférent est très dépendant 
des autres paquets, et cela est la cause de difficultés pour le tester. 
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L'Instabilité (I, instability) représente le couplage relatif. Cette métrique sert à déterminer 
la stabilité d'un paquet. Pour la calculer on utilise la formule : I — Ce/(Ca — Ce). Le 
résultai est une valeur comprise entre 0 et 1. 
L'Abstraction (A, abstractness) est le nombre de classes abstraites divisé par le nombre 
total de classes d'un paquet. Elle sert à mesurer l'abstraction d'un composant 
3.5.2 Exemple des métriques de stabilité 
Dans l'exemple de la figure 3.2 on va calculer la stabilité du paquet Pl. Il y a six relations 
des classes intérieures du paquet qui ont comme destination des classes extérieures au 
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Figure 3.2 Couplage entre paquets 
La classe A dérive de la classe E. 
La classe A contient des objets de la classe K. 
La classe B contient des objets de la classe G. 
La classe B contient des objets de la classe O. 
La classe C contient des objets de la classe X. 
La classe C contient des objets de la classe L. 
Par conséquent Ce — 6. 
D'autre part, on a 3 classes externes au paquet qui ont dépendance avec- les classes in­
ternes : 
La classe H contient des objets de la classe A. 
La classe I dérive de la classe B. 
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La classe N dérive de la classe C. 
Par conséquent C a  = 3. 
Selon |Martin, 1997|, lorsqu'il n'y a pas de paquets qui dépendent du paquet mesuré, 
mais que ce dernier dépend d'autres paquets, 1 instabilité est égale à 1. Cela indique que 
le paquet est instable et non-responsable. Etant donné qu'il n'y a pas de paquets qui 
dépendent de lui, il n'y a pas de raison pour qu'il demeure inchangé et les paquets dont il 
dépend peuvent lui donner beaucoup de raisons pour changer. Quand il y a des paquets 
qui dépendent du paquet mesuré et qu'il ne dépend pas des autres paquets, l'instabilité 
est égale à 0. Donc, il est un paquet complètement stable, par conséquent responsable et 
indépendant. Les modules qui dépendent de lui font force pour qu'il soit difficile à changer, 
et comme il ne dépend pas d'autres paquets, il n'est pas forcé de changer. Le principe des 
dépendances stables dit que l'instabilité d'un paquet doit être plus grande que l'instabilité 
des paquets dont il dépend, cela signifie que la métrique I doit diminuer dans la direction 
de la dépendance. 
3.5.3 La relation abstraction/instabilité 
Pour visualiser la relation entre la stabilité et l'abstraction, Martin propose une représen­
tation cartésienne de ces éléments. Donc, sur l'axe des ordonnées, on retrouve la mesure 
de l'abstraction et sur l'axe des abscisses se situe la mesure de la stabilité. Les paquets 
qui sont complètement stables et abstraits se regroupent sur le point (0,1), tandis que les 
paquets qui sont complètement, instables et concrets se concentrent, sur le point (1,0). 
Etant donné que les paquets peuvent avoir différents degrés d'abstraction et de stabilité, 
ils vont se trouver sur différents points dans le graphique. Cependant, il faut éviter que les 
paquets se localisent dans ce que l'auteur appelle les zones d'exclusion. Ainsi, un paquet, 
qui se trouve dans le secteur proche du point A = 0 et, 1 = 0 sera un paquet hautement 
1(0,1) , ( i . i )  
(0.0) (1.0) 
Figure 3.3 La séquence principale, image tirée de |Mart,in. 1997| 
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stable et concret. Ceci n'est pas désirable parce qu'il est un paquet rigide. Il sera difficile 
à étendre parce qu'il est très concret. Il sera difficile à changer étant donné sa stabilité. Le 
secteur dans l'entourage de ce point, est. une zone d'exclusion. 
Un paquet qui se trouve au point A  =  1  e t  I  =  l .  sera complètement abstrait et aucun 
paquet ne dépendra de lui. Il est rigide parce qu'il n'est pas extensible. La zone (1,1) 
constitue une autre zone d'exclusion. La ligne qui unit les points (0,1) et (1,0) repré­
sente les paquets dont l'abstraction est équilibrée avec sa stabilité, cette ligne est appelée 
la séquence principale, voir la figure 3.3. Martin définit une métrique D de la manière 
suivante : 
D — \A + / — 1|/\/2 ou de manière normalisée D' — \A — I — 1\ 
Cette métrique est utilisée pour mesurer la distance perpendiculaire d'un paquet à la 
séquence principale. Un paquet qui se trouve dans la séquence principale a un nombre 
adéquat de classes concrètes et abstraites en proportion à son couplage afférent et efférent. 
Tableau 3.1 Récapitulation des métriques étudiées 
NOM Formule Applicable 
aux 
Valeurs 
CBO Compter les classes couplées Classes Numéro --- 0 
Numéro - 0 Couplage Affé­
rent 
Compter les classes en dehors du pa­





Compter les classes en dehors du pa­
quet utilisées par des classes à l'inté­
rieur du paquet 
Paquets Numéro > = 0 
Instabilité (I) C c / ( C a  +  C e )  Paquets Entre 0 et 1 
Abstraction (A) Nombre de classes abstraites divisé par 
le nombre total de classes d'un paquet 
Paquets Entre 0 et 1 
3.6 Conclusion du chapitre 
Le couplage est une caractéristique logicielle identifiée depuis les débuts de l'informatique. 
Développer des applications informatiques avec un faible couplage est une préocuppation 
constante du génie logiciel. Il est accepté qu'une application développée en assurant un 
faible couplage entre les composants sera plus facile à comprendre, à maintenir et à tester. 
Il est admis aussi qu'en analysant le couplage d'une application il sera par la suite possible 
de prévoir la qualité du logiciel. 
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Dans ce chapitre nous avons décrit le couplage et ses différents types. Puis, nous avons 
voulu mettre en évidence l'importance de garder un couplage faible entre les classes d'une 
application. Nous avons montré comme le concept, de couplage est lié à certains principes de 
conception, notamment les principes : OCP, LSP et DIP. Par la suite nous avons présenté 
la métrique CBO. Finalement, nous avons présenté le couplage au niveau de paquets, les 
principes ADP, SDP, SAP et les métriques qui s'y rattachent. 
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CHAPITRE 4 
Visualisation 
L'approche présentée dans cette recherche implique la visualisation des composants logi­
ciels et les résultats de leurs métriques. L'idée est d'utiliser des objets graphiques de façon 
à pouvoir communiquer cette information. Dans ce cadre, il est important de connaître 
des règles de base à appliquer pour qu'une visualisation soit efficace. Ce chapitre présente 
un survol de la visualisation de l'information, ses principes de base et les considérations 
psyehophysiqnes qui s'y rattachent. Le chapitre est basé en grande partie sur le livre de 
Diehl jDiehl, 2007|. 
4.1 La visualisation de l'information 
Quand on veut communiquer une idée, on utilise parfois une image. Il pourrait s'agir 
d'un schéma sur papier, d'un dessin sur un tableau, ou d'images projetées sur un écran. 
Les représentations visuelles aident, à illustrer des concepts en facilitant, l'explication à 
rint.erlocut.eur. 
La quantité de renseignements qu'on doit traiter a augmenté considérablement. Par consé­
quent, on a besoin de méthodes efficaces qui permettent d'assimiler cette information tout 
en facilitant la prise de décisions. La visualisation s'avère être un bon moyen pour répondre 
à ce besoin. La visualisation de l'information repose sur la création d'images visuelles à 
partir des données. Elle permet de faire une mise en correspondance entre des données et 
des représentations qui peuvent être perçues visuellement |Diehl, 2007|. 
Les représentations visuelles peuvent être utiles non seulement pour percevoir les informa­
tions plus rapidement, mais aussi pour traiter plusieurs éléments d'information en même 
temps. De cette façon, il est plus facile d'identifier les valeurs maximales et minimales 
ou bien l'existence de relations entre les données et les tendances lors de l'analyse d'un 
ensemble de données. Ainsi, les représentations visuelles permettent de comprendre les 
systèmes complexes, de prendre des décisions et de trouver de l'information qui pourrait 
autrement demeurer cachée dans les données. 
La visualisation n'est pas une technique nouvelle, l'homme l'a utilisée depuis longtemps 
pour mieux comprendre son environnement.. Avec l'apparition des ordinateurs, la visuali­
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sation est devenue un élément, lié à l'informatique parce que les ordinateurs permettent de 
créer des images d'une manière facile et pratique. 
4.2 La visualisation scientifique 
Le but principal de la visualisation scientifique est d'exploiter les propriétés inhérentes 
de la vision pour analyser les différents types de données liées au domaine scientifique 
[Mazza, 2009]. Plus particulièrement, il s'agit d'extraire, d'explorer et de modéliser des 
données expérimentales ou simulées liées aux phénomènes ou structures complexes, sous 
une forme graphique compréhensible par le système visuel humain. Tout cela dans le but 
de permettre à l'observateur de construire un modèle mental des processus décrits par la 
visualisation. 
La représentation graphique possède une faculté à résumer et donc à réduire fortement 
la quantité des données tout en préservant son information. Par la suite, visualiser un 
ensemble de données de manière appropriée permet aux chercheurs d'analyser, de com­
prendre et de communiquer les données numériques produites pendant leurs recherches, 
en facilitant ainsi la validation de leurs théories. 
4.3 La nature des données 
Lorsqu'on veut représenter visuellement des données, il est nécessaire de traiter le problème 
selon leur nature, car les données de départ peuvent être de natures totalement différentes 
et peuvent avoir une grande variété de formes. Ces différences sont issues du domaine et 
même de l'application scientifique à laquelle ils sont liés. Cependant, selon |Mazza. 2009], 
on pourrait les classer dans deux groupes : 
- Des données qui ont une correspondance physique par exemple la structure 
de l'atome ou la composition moléculaire d'une protéine. La figure 4.1 montre la 
représentation graphique de la structure de l'ADN. Cette image est tin bon exemple 
de visualisation de ce type de données. 
- Des données abstraites qui n'ont pas de correspondance avec l'espace phy­
sique par exemple les données concernant les tendances de marché boursier ou les 
relations entre les composants d'un logiciel. La figure 4.2 montre la visualisation de 
l'arborescence d'un site Web par rapport à ses éléments HTML. 
LA NATURE DES DONNÉES 
Figure 4.1 Exemple de visualisation des données qui ont une correspondance 
physique (Représentation de la structure de l'ADN, image tirée du livre |Mazza, 
2009]) 
Figure 4.2 Exemple de visualisation des données abstraites, représentation gra­
phique, à un instant donné d'un site Web par rapport à ses éléments HTML. 
Image générée à partir du logiciel se trouvant sur le site « Webpages as Graphs » 
(http :/ www.aharef.info/static htmlgrapli '). date de consultation 15/08/2010 
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Il est plus difficile de visualiser des informations abstraites que de visualiser des objets 
qui ont des représentations physiques, car pour ces derniers on a déjà une représentation 
graphique dans nos esprits. Les données abstraites sont souvent le résultant d'une activité 
générée par les humains. La mise; en correspondance entre des entités et des éléments 
graphiques appropriés devient une tache incontournable. 
4.4 La visualisation de logiciel 
Les logiciels de grandes tailles peuvent contenir plusieurs milliers de classes. La quantité de 
données à traiter pour effectuer des tâches d'exploration, de compréhension et d'évaluation 
est donc considérable. C'est pour cela qu'en génie logiciel, le domaine de la visualisation 
d'information commence à recevoir plus d'attention. Les chercheurs étudient des méthodes 
pour visualiser les aspects en rapport avec le développement logiciel. Dans ce cadre, il est 
possible de visualiser par exemple : la structure, l'exécution et l'évolution [Diehl, 2007|. 
- La visualisation de la structure : concerne la visualisation d'abstractions de haut 
niveau qui décrivent le logiciel. Ceci inclut les structures de code et de données, le 
graphe d'appel entre composants, et l'organisation du programme en modules. 
- La visualisation de l'exécution : se rapporte à la visualisation de différents états 
d'un programme pendant son exécution. Par exemple dans un programme orienté 
objet, on pourrait montrer des objets communiquant les uns avec les autres. 
- La visualisation de l'évolution : concerne le processus de développement. No­
tamment. elle présente les changements dans le code source et sa structure amenés 
par les ajouts de nouvelles fonctionnalités, les corrections des erreurs et les remanie-
monts de code. 
La visualisation est une technique appropriée dans l'exploration et la compréhension des 
structures d'un logiciel, car elle permet de considérer des quantités énormes de données 
en parallèle. Dans ce travail nous nous concentrons sur la visualisation de la structure 
du logiciel. Dans les: sections suivantes, nous utilisons le terme visualisation de logiciel en 
faisant référence à la visualisation de la struct ure du logiciel. 
4.5. LE BUT DE LA VISUALISATION DU LOGICIEL 
4.5 Le but de la visualisation du logiciel 
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La compréhension do code sourco ot do la structure d'un logiciel est une tâche importante 
et difficile lors des différentes étapes du développement d'une application. Par exemple 
lorsque plusieurs développeurs sont appelés à travailler sur un projet, à différents moments 
et que la documentation n'est pas à jour, la facilité de compréhension du code sera fonda­
mentale pour réussir le projet. 













Figure 4.3 L'organigramme et le code d'un algorithme 
La visualisation du logiciel a pour but d'améliorer et de faciliter la compréhension de celui-
ci. L'idée est, d'exploiter le système de perception visuel humain afin de fournir des éléments 
additionnels aux représentations appuyées dans le texte. Dans ce cadre, des graphiques et 
des animations sont utilisés afin de montrer des données, le code, le flux de contrôle, des 
classes et des dépendances entre les composants des logiciels. Par exemple, la figure 4.3 
montre un fragment, de code qui calcule la factorielle d'un nombre. Dans cette image, on 
peut voir aussi la représentation visuelle de son flux de contrôle. Le diagramme de flot de 
contrôle peut faciliter la compréhension du code. 
En sachant, que la visualisation est une technique qui facilite l'analyse de logiciel, nous 
nous intéressons aux aspects ot aux caractéristiques nécessaires pour construire des vi­
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règles et heuristiques relatives aux constructions graphiques et aux sciences cognitives de 
la perception visuelle humaine. 
Comprendre comment les humains perçoivent les images s'avère important dans l'étude 
de la visualisation des informations. Cela peut élever la quantité et la facilité de nom-
préhension des informations contenues dans une visualisation. Par exemple, lors de la 
construction d'une représentation visuelle, il est possible qu'en faisant la mise en corres­
pondance entre les données et les éléments visuels d'une certaine manière, l'information à 
transmettre soit facilement perceptible, alors qu'elle pourrait devenir moins claire lorsque 
la correspondance est faite de façon différente. 
On devrait discerner facilement les éléments visuels constituant une représentation gra­
phique. Les représentations graphiques s'appuient sur un système d'expression visuel basé 
sur des variables visuelles. Pour choisir et utiliser les éléments visuels appropriés, il est 
nécessaire de les connaître et de se familiariser avec leurs propriétés. Donc sans entrer 
dans une1 étude approfondie des principes graphiques, nous présenterons la terminologie 
de base. 
4.6.1 Les variables visuelles 
Les variables visuelles sont tous les stimulants que la perception visuelle discrimine com­
ment différents; différences qui sont fondamentales pour la construction graphique. La 
taille, la forme, la valeur, la couleur, l'orientation sont des exemples de variables visuelles, 
voir la figure 1. 4. Le choix judicieux des variables visuelles est un des éléments qui contribue 
à l'efficacité d'une construction graphique. 
4.6 Perception visuelle et principes graphiques 
Forme Taille Valeur Orientation Texture Couleur 
Figure 4.4 Les variables visuelles 
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Voici les variables visuelles présentées par Bertin |Bertin, 1967|. 
- La forme : est un espace limité par une ou plusieurs lignes. La forme d'un objet, n'a 
de valeur que dans la mesure où un concept connu lui a été associé. Il n'y a pas de 
limites dans la création de formes, cette variable peut prendre un éventail de valeurs 
infini. 
- La dimension : un même symbole peut avoir une taille allant du plus petit, au plus 
grand. La valeur de la variable dimension est limitée par la surface disponible. 
- L'orientation : c'est la direction du symbole par rapport aux bords verticaux et 
horizontaux du cadre. Selon |Wcgcr, 1999| cette variable ne peut prendre que quatre 
valeurs possibles parce que dans une image complexe, l'oeil ne peut discerner sans 
erreur que les quatre directions principales : les deux axes de la carte et les deux 
obliques opposées. Les subtiles différences d'orientation seront difficiles à discerner. 
- La couleur : bien que notre oeil soit, capable d'apprécier quelques milliers de 
nuances, la palette d'un graphique sera réduite à ce que l'utilisateur est capable 
de différencier et surtout de mémoriser en fonction du contenu de graphique. Selon 
|Weger. 1999| cette palette se limite à une vingtaine de couleurs. 
- La valeur ou brillance : c'est la progression inverse et continue du blanc jusqu'à 
la saturation complète d'une couleur. Etant donné que l'appréciation des dégradés 
est plus faible dans les couleurs claires que dans les foncées, le nombre de valeurs 
possibles pour cette variable est fonction des couleurs : 6 du blanc au noir. 5 pour 
les violets et rouges, 4 pour les bleus et orangés. 3 pour les verts, 2 ou 3 pour les 
jaunes |Weger, 1999|. 
- La texture : c'est l'organisation spat iale d'éléments unitaires servant à signifier une 
zone. En effet, pour qu'une zone soit caractérisée, sa surface doit être occupée par 
un symbole donné. Ces symboles devront être agencés d'une certaine manière. Selon 
[Weger, 1999] on peut distinguer environ quatre textures différentes. 
4.6.2 Les propriétés des variables visuelles 
Toutes les variables visuelles no possèdent pas la même aptitude à exprimer les mômes 
informations. La couleur ou la forme, par exemple, sont bien incapables de traduire des 
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rapports quantitatifs alors qu'elles expriment parfaitement les différences |Weger, 1999]. 
Ces qualités informatives sont connues comme les propriétés de variables visuelles. Selon 
|Berlin. 19G7). il y a quatre propriétés que les éléments d'une même variable peuvent 
posséder. 
- Différenciation : propriété de sélectivité qui permet d'identifier le caractère original 
d'un élément ou d'un groupe d'éléments parmi les autres. Les sept variables ont 
toutes des propriétés différentielles. 
- Ordre : la relation d'ordre est la faculté de pouvoir appréhender une hiérarchie sans 
ambiguïté. La dimension et la valeur sont des variables visuelles ordonnées. 
- Quantité : propriété qui permet d'apprécier, avec une certaine précision, la valeur 
de chaque élément par rapport aux autres ou la quantité absolue par rapport à une 
échelle de référence. Seule la dimension est quantitative. 
- Associativité : faculté d'interpréter comme des phénomènes apparentés des éléments 
graphiques de nature différente. Cette assimilation est possible lorsqu'ils ont en com­
mun certaines propriétés. La valeur, la couleur, et la forme sont associatives. 
Tableau 4.1 Récapitulatif des variables visuelles et leurs propriétés 
Variables visuelles Différenciation Ordre Quantité Associativité 
La forme X X 
La dimension X X X 
L'orientation X 
La couleur X X 
La valeur X X X 
La texture X 
4.6.3 L'usage de la couleur 
L'utilisation appropriée de la couleur dans la mise en correspondance entre les données et 
les représentations visuelles peut faciliter la compréhension et la précision du graphique. Il 
y a certaines pratiques et recommandations à ce sujet quïl est convenable de considérer. 
Par exemple, les couleurs peu saturées sont plus appropriées pour les grandes surfaces et 
contrairement aux couleurs saturées qui sont plus convenables pour les zones plus petites 
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et pour montrer les détails. Les données de nature différente sont représentées générale­
ment d'une manière efficace en utilisant diverses teintes. Pour symboliser des données qui 
ont, un accroissement linéaire, l'utilisation d'une série de teintes adjacentes qui changent 
progressivement, du clair an foncé est, efficace. Pour montrer deux tendances différentes, 
on peut utiliser un spectre de couleur avec deux teintes très distinctes. 
4.6.4 La perception préattentive 
Lorsqu'on regarde une image, il y a un petit ensemble de propriétés visuelles qui est dé­
tecté très rapidement par le système visuel. Ces propriétés sont appelées préattentives et. 
le processus est appelé perception préattentive [Treisman. 1985J. La perception préatten­
tive est presque immédiate. Les tâches considérées préattentives sont exécutées dans les 
premières 200 millisecondes et le traitement de toute l'image se fait d'un seul coup par le 
cerveau. 
Les propriétés préattentives peuvent être groupées dans quatre catégories : couleur, forme, 
mouvement, et position spatiale |Ware, 2004|. Par exemple, dans la figure 4.5, lïmage A 
permet d'identifier facilement la ligne avec une orientation différente. Dans l'image B, on 
peut voir comme le grand cercle se démarque des autres. Ces deux exemples représentent 
des propriétés pré attentives de forme. Dans l'image C, on peut voir comme la couleur fait 
ressortir le cercle jaune entre les cercles verts. 
Figure 4.5 Exemples des propriétés préattentives. Cette image est, une adap­
tation des images se trouvant dans le livre de Mazza | Mazza. 2009| 
Les attributs préattentifs sont, très puissants, car ils sont, immédiatement perçus sans 
besoin d'attention consciente par notre système visuel. L'idée est tic; profiter de ces ca­
ractéristiques dans la conception des représentations graphiques, par exemple pour attirer 
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le regard d'un observateur d'une manière immédiate sur les éléments les plus importants 
d'une visualisation. Cependant, il faut noter que certaines combinaisons des attributs pré-
al.tent.ifs ne sont pas détectées d'une manière pré-attentive. Par exemple, dans la figure 
4.6. on peut voir que la combinaison de taille et de couleur empêche la perception pré-
attentive. Dans ce cas-là. pour identifier les petits cercles verts il faut passer en revue 
chaque élément, donc on prend beaucoup plus de temps, en fait le temps est proportionnel 
au nombre d'éléments dans le graphique. 
Figure 4.6 Interférence visuelle causée par l'utilisation erronée des deux pro­
priétés préattentives. Cette image est une adaptation des images se trouvant 
dans le livre de Mazza | Mazza. 2009) 
Le concepteur d'une application visuelle doit méticuleusement considérer comment il va 
faire la mise en correspondance» des données et des propriétés graphiques à employer. À cet 
égard, il est important de ne pas utiliser trop d'indices visuels. Dans tel cas, l'utilisateur 
peut oublier la signification de l'indice visuel. On recommande de limiter le nombre de 
distinctions, pour n'importe l'attribut visuel, à quatre |Fe\v, 2004]. 
4.7 Représentation d'un logiciel 
Visualiser un logiciel est une activité compliquée due à sa nature abstraite. Il n'y a aucune 
formule magique qui nous montre systématiquement, le type de représentation à employer 
pour représenter un ensemble de données particulières. Cependant, il y a un processus 
général à accomplir pour produire une représentation graphique. Ce processus est modélisé 
par Mazza |Mazza. 2Û09|. il est illustré dans la figure 4.7. 
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Création des vues 
Donné» Structures de dosées Structur« vsuetfcs Vues 
Des Interactions et des transformations 
Figure 4.7 Le processus pour la création d'une représentation visuelle 
4.7.1 Prétraitement et transformation de données 
Que ce soit des données avec une représentation physique ou des données abstraites, rare­
ment elles se trouvent dans un format convenable pour bâtir la visualisation. La première 
étape dans la création d'une visualisation se rapporte donc à la création d'une struc­
ture logique pour organiser les données. Les structures tabulaires et les structures d'arbre 
s'avèrent, très utiles dans cette étape. Ces structures peuvent être enrichies avec des in­
formations supplémentaires. En particulier, on applique des opérations de filtrage pour 
éliminer des données inutiles ou des interpolations pour obtenir de nouvelles données. 
4.7.2 Mise en correspondance des éléments visuels 
Dans la pratique les données qu'on pourrait visualiser sont de divers types. Il peut s'agir 
de données liées aux événements mesurables trouvés dans la nature ou le résultat d'une 
activité humaine. Souvent les données n'ont pas une correspondance immédiate avec les 
dimensions de l'espace physique, comme par exemple le nombre d'habitants ou le taux 
de natalité d'un pays, les résultats financiers au sein d'une entreprise, les dépendances 
entre les composants d'une application logicielle. Pour ces types do données, il faut définir 
les structures visuelles qui correspondent aux différentes entités que l'on veut représenter 
visuellement. 
Les problèmes principaux à traiter dans cette étape se rapportent à la définition des 
structures visuelles qui vont représenter les données et à la manière de les placer dans la 
zone de visualisation. Notamment., dans cette étape» on choisit les éléments graphiques et 
leurs propriétés. On fait l'association entre ces éléments et les données. 
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4.7.3 Création de la vue 
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La vue est la représentation visuelle qui articule tous les éléments visuels pour les pré­
senter dans la zone d'affichage, généralement l'espace physique représenté par l'écran de 
l'ordinateur. La construction de la vue est caractérisée par un problème inhérent, et dif­
ficile, la quantité de données à représenter qui est trop grande pour l'espace disponible. 
Par exemple, la visualisation des variables se trouvant dans un logiciel implique une très 
grande quantité de données (parfois même des milliers d'items). Dans ces cas, la zone 
d'affichage est trop petite pour soutenir visuellement, tous les éléments. Pour surmonter ce 
problème certaines techniques sont employées, comme des zooms (« zooming »), des effets 
panoramiques (« panning »), des défilements (« scrolling »), etc. 
4.8 Conclusion du chapitre 
Pour construire une représentation visuelle efficace, il est nécessaire de connaître les prin­
cipes de base des constructions graphiques. Ainsi, ce chapitre a présenté quelques concepts 
qui se rattachent à la visualisation, jugés pertinents pour la réalisation de ce travail. No­
tamment, on a présenté les variables visuelles et leurs propriétés. On a vu qu'il y a des 
variables visuelles qui sont plus appropriées que d'autres pour exprimer les mêmes infor­
mations. Par exemple, la forme et la couleur ne sont pas très appropriées pour montrer 
dos rapports quantitatifs, mais elles le sont pour exprimer les différences. Ce chapitre a 
voulu montrer l'importance d'exploiter la perception préattentive dans la conception des 
visualisations et l'importance de choisir les variables visuelles de manière appropriée pour 
éviter les interférences. Dans la dernière partie du chapitre, les étapes à franchir dans 
rimplémentation d'une visualisation ont été présentées. 
CHAPITRE 5 
Visualisation de la cohésion et du couplage 
Ce chapitre présente l'approche proposée pour visualiser la cohésion et le couplage. Tout 
d'abord, la procédure de création d'un modèle et le calcul des métriques sont décrits. 
Ensuite, la démarche suivie lors de la création des représentations visuelles est exposée. 
Finalement,, les graphiques pour visualiser la cohésion et le couplage sont exposés. 
Remarques : 
- Le nom que nous avons donné à l'outil issu de ce travail est VCC. 
- Le terme « représentation visuelle » est souvent utilisé dans ce chapitre, donc pour 
faciliter la lecture nous utiliserons l'abréviation (RV). 
- Les figures de ce chapitre sont soit des images faites à la main dans le but de valider 
des idées de RV ou des images sorties de l'outil VCC. Dans ce dernier cas, une 
indication est ajoutée à la description de chaque figure. 
5.1 Génération du modèle 
La première étape de la conception d'une visualisation concerne la génération du modèle 
des données qui sera représenté. L'intention de ce travail est la création des graphiques 
pour aider à comprendre les résultats des métriques. Par conséquent, il est nécessaire 
de recueillir l'information permettant, de calculer les métriques. Pour ce faire, l'approche 
choisie a été l'analyse du code source. Ainsi, un mécanisme (« Code Analyser» dans la 
figure 5.1) qui permet de parcourir la structure d'une application a été implémenté. Ce 
mécanisme lit chaque fichier et prend l'information nécessaire pour créer un modèle. Pour 
le mettre en place, on a utilisé des outils de la plateforme éclipsé. 
Le modèle est composé des structures qui représentent les composants propres à une ap­
plication orientée objet : paquets, classes, interfaces, méthodes et attributs. Ces structures 
contiennent entre autres de l'information concernant les références entre classes, les ap­
pels faits entre méthodes et les appels aux attributs faits à partir des méthodes. Seules 
les références qui pointent sur des types abstraits ou concrets définis dans l'application 
analysée sont gardées dans le modèle. Les références entre paquets sont déduites à partir 
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Figure 5.1 Le processus d'analyse de code, de calcul des métriques et de créa­
tion des représentations visuelles de l'outil VCC 
des références entre classes. Le modèle contient également de l'information concernant les 
caractéristiques particulières à chaque élément,. Par exemple le modificateur d'accès, la 
différentiation entre types abstraits et concrets, et ainsi de suite. Toute cette information 
est chargée dans la mémoire lors de l'analyse d'un projet et représente le modèle de base, 
voir la figure 5.1. 
Après avoir généré le modèle de base, le calcul des métriques peut être fait. Le modèle de 
base contenant les relations entre composants extraites du code source devient la structure 
qui représente le programme analysé sur lequel les algorithmes qui calculent les métriques 
sont appliqués. Les résultats de métriques sont ajoutés au modèle. Le modèle devient ainsi 
le modèle enrichi sur lequel les représentations visuelles seront basées. 
L'outil VCC calcule huit métriques qui sont décrites dans l'annexe 1. Il faut noter qu'ajou­
ter d'autres métriques au VCC devra être une tâche simple, car le modèle créé par VCC 
garde de l'information détaillée sur les composants de l'application analysée. Il sera néces­
saire d'appliquer les algorithmes liés à la métrique à ajouter sur les données du modèle. 
5.2 Description de la démarche pour créer les RV 
Représenter visuellement les composantes d'un programme semble être une tâche simple. 
Pendant le développement de ce travail, on a réalisé que c'est bien plus compliqué lorsque 
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la représentation doit aider à comprendre le code afin de l'améliorer. On a commencé par 
une première preuve de concept, notamment un petit prototype pour valider des idées des 
RY jugées initialement pertinentes. On a implémenté ce premier prototype (voir la figure 
5.2) et on a pu constater que son utilité pratique était limitée. 
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Figure 5.2 Exemple du premier prototype pour visualiser la cohésion d'une 
classe 
Dans la RV de la figure 5.2, les méthodes sont représentées par des carrés arrondis et 
les attributs par des cercles. Les éléments sont placés de manière consécutive. Les car­
rés et les cercles reçoivent fies événements de la souris. Lorsque l'utilisateur cliquait sur 
un attribut (un cercle), les méthodes qui appellent cet attribut étaient rehaussées. Dans 
l'image A le premier cercle a été sélectionné donc trois méthodes qui l'appellent sont re­
haussées. Lorsque l'utilisateur cliquait sur une méthode les attributs appelés par cette 
méthode étaient rehaussés. Dans l'image B la première méthode a été sélectionnée (un 
carré arrondi), en conséquence les attributs appelés par cette méthode sont rehaussés. 
Les principaux problèmes rencontrés dans ce premier prototype ont été les suivants : 
- La RV permettait de voir les composants, mais il affichait avec difficulté les relations 
entre les composants. 
- Même avec des visualisations d'applications de taille limitée, la RV menait à la 
confusion. 
- La RV ne donnait pas assez d'information perceptible dans un premier coup d'oeil. 
- L'exploration dans les éléments graphiques était presque nulle. 
On a réalisé qu'il fallait définir un mode opératoire à appliquer lors de l'implémentation 
des RY. Ce mode opératoire a été utilisé pendant l'implémentation de YCC. En suivant 
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soigneusement ce mode opératoire, on devrait produire des graphiques avant une utilité 
pratique. Voici le mode opératoire. 
Pour valider une idée de RV, on devra s'appuyer sur un cas concret. Par exemple, pour 
faire la RV de la cohésion, on prendra une classe et on essayera de faire le graphique pour 
ce cas concret. 
Avant d'implémenter la RV avec les librairies graphiques du langage de programmation, 
elle serait créée en utilisant un logiciel de dessin. Cela permet d'avoir des résultats de 
manière très rapide et en évitant les difficultés propres à la programmation de ce type 
d'applications. 
On appliquerait les critères suivants sur la RV obtenue dans l'étape précédant. Si le résultat, 
était satisfaisant, on pourrait considérer la mise en oeuvre de cette RV par l'outil. 
- La RV devrait donner une vue générale (la première vue à présenter). Avec cette vue 
l'utilisateur aura une idée rapide des caractéristiques du composant analysé. 
- La RV devrait permettre d'approfondir certains détails par le biais des clics ou des 
menus avec des dialogues. 
- La RV devrait servir au programmeur pour approfondir sa compréhension du pro­
gramme. 
- La RV devrait bien représenter des projets de taille moyenne. Par exemple : Des 
classes contenant entre 25 et 200 méthodes et des projets contenant entre 50 et 500 
classes. 
- La RV devrait être claire et facile à comprendre. 
- I/}) RV devrait donner des vues partielles d'un logiciel. 
- La RV devrait permettre; de filtrer et de présenter les éléments ordonnés selon des 
critères différents. 
5.3 Visualisation de la cohésion 
L'approche présentée pour visualiser la cohésion consiste d'une part à montrer graphique­
ment le résultat de l'application de la métrique de cohésion et d'autre part, à visualiser 
les relations qui ont été prises en compte pour prendre cette mesure. Nous pensons que 
visualiser les relations entre les éléments de la classe facilitera la compréhension du déve­
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loppeur. En outre, il sera plus simple d'ajouter d'autres implémentations des métriques de 
cohésion, notamment celles basées sur les relations entre des attributs et des méthodes. 
5.3.1 Présentation de résultats de métriques 
Dans une application les classes sont de différentes tailles et de niveau de complexité 
différent. Il est très probable que les classes, dont il serait nécessaire de vérifier en premier 
la cohésion, soient peu nombreuses. Dans cet ordre d'idées, il est important de pouvoir 
indiquer à l'utilisateur les classes auxquelles il devrait prêter l'attention. Pour accomplir 
ce but tout, en utilisant la valeur obtenue par la métrique, la vue de cohésion comporte 
une partie qui permet de naviguer dans toutes les classes d'un projet. Cette vue utilise un 
diagramme de barres pour montrer la valeur de la métrique. Dans ce graphique le nom de 
la classe est associé à une barre en couleur. Les barres rouges signifient des classes sans 
cohésion. Les barres jaunes désignent des classes avec cohésion moyenne. Les barres vertes 
représentent des classes avec une cohésion acceptable. La figure 5.3 montre un exemple de 
cette approche. 
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Figure 5.3 Graphique de barres qui montre les résultats de la métrique de 
cohésion (sortie de VC'C) 
Étant, donné que les résultats des métriques peuvent être triés, l'utilisateur peut rapide­
ment se concentrer sur les classes qui ont une barre rouge associée. Il pourra aussi regarder 
de manière optionnelle celles qui affichent le jaune. Mais, normalement il n'aura pas be­
soin d'approfondir les classes qui affichent le vert. Dans ces dernières le résultat de la 
métrique est. acceptable ou la métrique ne s'applique pas. On pourrait, se questionner sur 
la pertinence de les afficher. En principe, elles ne présentent pas de problèmes potentiels 
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dus au manque de cohésion. Cependant,, en les affichant, l'utilisateur pourra parcourir la 
liste rapidement et avoir une idée de la situation en termes de cohésion pour le composant 
analysé. 
Comme valeurs limites qui déterminent si une classe sera considérée comme : classe avec 
cohésion, classe avec cohésion moyenne ou simplement classe sans cohésion, dans ce tra­
vail nous utilisons les valeurs limites indiquées dans le tableau 5.1. On a procédé de cette 
manière parce que dans la littérature on n'a pas trouvé de références aux travaux qui 
traitent de ce thème. Dans la pratique cela pourrait être déterminé par des recommanda­
tions des experts ou en suivant des standards de la qualité déjà préétablis dans l'entreprise. 
L'utilisateur pourra ajuster ces seuils facilement et décider ainsi les valeurs qu'il veut. 
Tableau 5.1 Correspondance entre valeurs LCOM et couleur à afficher 
Valeur LCOM Classification Couleur 
0 à 0,4 Classe avec cohésion Vert 
0,4 à 0,7 Classe avec cohésion moyenne Jaune 
0.7 et plus Classe sans cohésion Rouge 
5.3.2 Visualisation intuitive de la cohésion 
La cohésion d'une classe est calculée à partir des relations entre les attributs et les mé­
thodes. Ainsi, les attributs et les méthodes seront des entités auxquels il faudra assigner 
un équivalent visuel. On pourrait par exemple associer les méthodes aux rectangles et les 
attributs aux cercles. Pour montrer les relations entre les éléments, la. manière plus simple 
est d'associer ces éléments avec une flèche. La figure 5.4 montre le graphique qu'on obtient 
avec une telle approche. Cette figure met en évidence que les appels faits entre méthodes 
et les références des attributs à partir de méthodes peuvent facilement être décrits par un 
graphe. 
Le dessin de graphes a été utilisé depuis longtemps pour représenter des structures de 
données présentant des liens. Avec un graphe, il est facile d'identifier les attributs utilisés 
par chaque méthode. En faisant une analyse plus attentive, il est possible d'établir quelles 
méthodes sont enchaînées par des attributs, c'est-à-dire les méthodes qui utilisent des 
attributs en commun. Les appels faits entre les méthodes sont, également identifiables. 
Cependant, concevoir des RV valables exige des graphiques plus développés et détaillés 
que celle de la figure 5.4. Surtout si on considère que la visualisation de logiciel comporte 
souvent de grandes quantités de données à représenter. 





Figure 5.4 Visualisation intuitive de la cohésion d'une classe (les rectangles 
représentent les méthodes, les cercles les attributs) 
5.3.3 Représentation visuelle de la cohésion dans VCC 
La représentation des éléments de la classe et de leurs relations en utilisant des graphes 
paraît une alternative très intéressante. Cependant, uni; classe peut avoir de nombreux 
attributs et méthodes. Le nombre maximal de liens possibles se présenterait lorsque toutes 
les méthodes utilisent tous les attributs. Dans ce cas hypothétique, le nombre de relations 
est le produit du nombre de méthodes par le nombre d'attributs. Par exemple, une classe 
avec 40 attributs et 100 méthodes pourrait avoir jusqu'à 4000 liens, sans compter les 
relations entre les méthodes. Dans la pratique, les classes de cette taille dont tous les 
attributs sont utilisés par toutes les méthodes n'existent, pas. Cependant, les classes avec 
de nombreuses méthodes et attributs sont assez fréquentes, surtout dans des projets de 
grande taille. Généralement ces classes comportent des milliers de lignes de code et sont 
assez complexes. Il s'avère donc très important de pouvoir bien représenter ces types de 
classes. Pourtant, créer un graphe d'une telle classe est une tâche difficile, juste placer les 
nœuds cause des difficultés. 
En tenant compte les considérations antérieures les RV de l'outil VCC utilisent deux 
approches pour présenter les graphes : la représentation classique et la représentation 
matricielle. La figure 5.5 montre un exemple de l'approche classique. La figure1 5.7 plus 
loin montrera un exemple de l'approche matricielle. 
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Figure 5.5 Graphe pour représenter les connexions internes d'une classe qui 
utilise la forme et la couleur pour différencier les méthodes des attributs. Les 
rectangles représentent, les attributs, les cercles les mét,hodes(sortie de VCC) 
Le graphe de la figure 5.5 permet de voir clairement les appels entre les méthodes et les 
attributs utilisés par les méthodes. Par contre, le graphe de la figure 5.6 est plus difficile à 
lire. Ce graphe représente une classe avec 16 méthodes et 10 attributs. On pourrait dire que 
cette classe est de taille moyenne. Cependant, le graphe commence à devenir inexploitable, 
car il contient trop d'informations. 
' * Â • +•• ' i •*> 
Figure 5.6 Graphe qui montre les relations internes d'une classe de taille 
movenne. Les rectangles représentent les attributs, les cercles les méthodes (sor­
tie do VCC) 
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Clairement l'utilisation d'un graphe avec l'approche classique pour montrer les connexions 
internes d'une classe peut devenir peu informatif quand la classe est grande. Dans un tel 
cas, la grande quantité de connexions empêche la compréhension de la RY (voir la figure 
5.10 qui montre la représentation matricielle de la même classe représentée dans la figure 
5.6 dans un graphe classique). En conséquence, l'approche classique a été retenue pour 
montrer des sous-ensembles de la totalité de relations d'un(! classe donnée. 
La présentation du graphe avec l'approche matricielle permet de présenter une classe 
avec de nombreuses relations sans nuire à Interprétation. Dans cette approche les entités 
sont disposées en lignes et en colonnes. L'intersection de la ligne et de la colonne permet, 
d'indiquer les relations. En faisant un premier test, cette approche est, apparue comme 
une alternative pratique pour démontrer les relations entre les méthodes et les attributs à 
l'intérieur de la classe, même avec des grandes classes. 
l  a l  1 1 
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Figure 5.7 Représentation matricielle des relations internes d'une classe (sortie 
de VCC) 
Dans l'approche matricielle les attributs sont associés aux étiquettes horizontales, les mé­
thodes sont associées aux étiquettes verticales. Pour indiquer qu'une méthode référence 
un attribut, un carré dans l'intersection des lignes qui étendent les étiquettes a été utilisé. 
Par exemple, le graphique 5.7 indique que la méthode ml référence les attributs a et c, la 
méthode m2 référence les attributs b. d. e et ainsi de suite. Donc, ce graphique permet de 
voir les entités et ses relations de manière effective. 
Dans la figure 5.7 à première vue, il est difficile de voir si la classe peut, être divisée 
facilement. Cependant, en appliquant quelques changements dans l'ordre des éléments, il 
est possible de mieux montrer cette condition. Par exemple dans la figure 5.8 quelques 
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Figure 5.8 Représentation matricielle des relations internes d'une classe en 
disposant les lignes et les colonnes de façon ordonnée (sortie de VCC) 
changements dans la disposition des attributs et des méthodes ont été faits. Avec ces 
rangements, il est plus facile de s'apercevoir que cette classe peut être divisée. 
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Figure 5.9 Représentation matricielle des relations internes d'une classe avec 
des différenciations de sous-groupes (sortie de VCC) 
Il est également, possible? d'améliorer la RV en ajoutant quelques couleurs pour identifier 
de manière plus rapide et précise les groupes des éléments enchaînés qui la composent. 
L'illustration 5.9 présente ces améliorations. 
En regardant la figure 5.9, il est évident que cette classe pourrait être divisée en deux 
sans inconvénient . La première classe serait formée des méthodes ml et m2 et des attributs 
a. c. La seconde classe serait formée des attributs b, d, e et des méthodes ra2, m5, m4. 
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Évidemment, le choix de la diviser sera toujours déterminé par le développeur. Il devra 
considérer d'autres aspects. Par exemple la taille de la classe et le type de classe. 
attnbute03 " ^  " 
attribute02 " r 
attrtwteOl p 
attribute09 " ^ " 
attri*ite05 " """" r 
attnbutr04 - r— -
attnbute06 " r 
attribubeOS - r 
attribute07 r 
Figure 5.10 Représentation matricielle relations internes d'une classe de taille 
moyenne. Cette RV présente les mêmes données représentées par la RV de la 
figure 5.6 (sortie de YCC) 
L'approche matricielle parait convenable pour montrer les relations entre méthodes et at­
tributs. Cependant, il est intéressant aussi de pouvoir regarder les appels entre méthodes. 
Il serait possible d'ajouter sur l'axe des ordonnées les méthodes qui reçoivent des ap­
pels. Cependant après avoir essayé cette alternative on s'est, aperçu que cela surcharge le 
graphique. Il est apparu plus convenable de montrer les relations entre les méthodes en 
utilisant un graphe; classique. 
En faHant cliek sur les éléments de t'approche matricielle, on obtient un 
graphe nœud-lien représentant les éléments du même couleur 
Figure 5.11 Représentation matricielle permettant d'identifier des méthodes 
qui n'utilisent pas des attributs (sortie de VCC) 
Lorsque l'utilisateur fait un clic sur des éléments, soit des méthodes ou des attributs, le 
graphe auquel cet élément est rattaché est affiché dans une vue. Par exemple dans la figure 
5.11 les trois dernières méthodes qui appartiennent au groupe en vert n'accèdent pas aux 
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attributs. Cependant, ils sont liés au même graphe soit parce qu'ils appellent des méthodes 
ou sont appelés par d'autres méthodes appartenant au groupe. Donc si l'utilisateur veut 
voir le graphe classique, il lui faudra juste cliquer dans une méthode ou un attribut de 
l'ensemble en vert. La figure 5.11 montre ce comportement. La figure 5.12 montre la vue 
complète de cohésion implémentée dans VCC. 
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Figure 5.12 Vue complète do cohésion (sortie; de VCC) 
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5.4 Visualisation du couplage 
Dans la suite de ce chapitre, nous présenterons l'approche pour visualiser le couplage. 
Nous commencerons aven: la description de la démarche suivie pour montrer les résultats 
des métriques de couplage. Après nous présenterons une brève description de ce que nous 
considérons comme la représentation intuitive du couplage. Nous finirons le chapitre avec 
la description de l'approche pour créer la RV du couplage. 
5.4.1 Présentation de résultats de métriques 
Au lieu d'essayer de comprendre tous les petits détails d'un programme, il est préférable de 
pouvoir parcourir rapidement le système au complet et identifier les parties qui demande­
ront plus d'attention et d'analyse. Cela permettra, de canaliser l'effort, sur les parties plus 
importantes. Dans ce cadre, l'approche pour visualiser le couplage se sert des tableaux pour 
présenter les résultats des métriques de couplage. La facilité à trier les résultats s'avère 
un des avantages de l'utilisation des tableaux. Donc on peut juste trier les éléments par 
le résultat d'une métrique et se concentrer sur celles qui comportent les valeurs plus éle­
vées. Les tableaux peuvent être enrichis avec d'autres métriques de taille. Les métriques 
de tailles sont faciles à comprendre donc présenter sa valeur en chiffres s'avère pratique. 




freemindb. conroJer 21 14 0,4 0 
freemndb.data 5 61 0,54; 0 
freemndb.gu 6 Ï2j 0,66 0 
freenwxjb.gui.acoon 3 431 0,93 0 
freemndb.mam 0 1 0 
freemindb.modd 24 lût 0,29 0 
freemndb. tests 0; 6 1 0 
freerrandb.teste. canvas 1 3| 0,75 0 
freemindb. tests.controlef 1 «1 0,8 0 
freenwxâ>. tests.data 2 13. 0,86 0 
freemindb. tests, gui 1 0: 0 0 
freemindb. teete.locaizatoon 1 0,8 0 
freemindb. tests, mode! 1 12! 0,92 0 
Figure 5.13 Tableau qui liste les paquets et leurs métriques (sortie de VCC) 
Ainsi, la vue pour présenter le couplage comporte deux tableaux. Ces tableaux permettent 
de naviguer pour les composants de l'application analysée. Un de tableaux présente les 
paquets et l'autre tableau présente les classes et interfaces contenues dans le paquet sélec­
tionné. Le tableau qui liste les paquets affiche les résultats des métriques AC. EC, I et A. 
Ce tableau permet également de naviguer facilement dans le contenu du paquet, lorsqu'un 
paquet est choisi le tableau qui liste l'information des classes est affiché. 
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ÛMSNmm CBO NOM LOC 
ÊJKtiangeSession 42 95 2991 A 
EmhangeSessonFa... 20 7 213 
Condtton 12 2 18 
Event 10 9 247 
VCatendar 10 22 390 
Item 9 9 101 
VObject 9 15 190 
ItemResUt 8 0 13 
Fotder 6 11 181 
Message 6 266 
Contact r 6 ^  7 j 159 
ICSBufferedReader S 2 37 
AttrbuteCondibon 5 2 18 
Messageust 5 0 18 
XMLStreamlitfl 5 3 67 
MiJbCondt>on 4 3 39 
Figure 5.14 Tableau de résultats de métriques de classes (sortie de YCC) 
Dans le tableau qui liste les classes, le résultat de la métrique CBO est affiché. Ce tableau 
permet de différencier rapidement les classes qui comportent une valeur de CBO supérieur à 
un seuil préétabli. Ce tableau permet aussi de naviguer sur la partie graphique de sorte que 
lorsqu'une classe est sélectionnée elle sera clairement identifiée. Ce tableau est enrichi avec 
les résultats de quelques métriques de tailles concernant la classe telle que LCO et NMC. 
Cette information additionnelle peut devenir intéressante pour éclairer la compréhension 
pendant l'exploration de la vue graphique. La partie graphique de la vue de couplage est 
expliquée dans des sections subséquentes. 
5.4.2 Visualisation intuitive du couplage 
Comme nous l'avons mentionné précédemment, le couplage se rapporte aux liens d'in­
teraction entre les modules d'un système. Donc intuitivement on pourrait dire que pour 
représenter graphiquement le couplage il sera nécessaire d'identifier et présenter ces liens. 
Au niveau des classes il sera nécessaire de trouver une représentation visuelle pour la 
classe et de tracer les relations. La figure 5.15 montre un exemple de la manière intuitive 
de représenter le couplage de la classe. 
En effet, des visualisations semblables à colles de la ligure 5.15 ont, été très utilisées dans 
les langages de modélisation objet. Cependant dans le cas qui nous occupe le contexte est 
différent, notamment : 
- L'information à représenter est extraite du code source. 
- Dans un grand projet, la quantité d'informations peut, être importante et les repré­
sentations graphiques seront limitées aux dimensions de l'écran. 
- Les représentations des liens entre les classes doivent en plus être enrichies avec des 
résultats de différentes métriques. 
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Ciass C 
Ciass Ê 
Figure 5.15 Visualisation intuitive de couplage entre classes 
5.4.3 Représentation visuelle du couplage dans VCC 
L'approche proposée pour visualiser le couplage distingue deux niveaux d'abstraction : le 
couplage au niveau de paquets et le couplage au niveau de (-lasses. Nous avons construit 
les représentations visuelles de couplage en essayant de répondre aux questions qu'un 
développeur pourrait se poser à propos de l'importance et du rôle d'un élément dans 
l'application. Par exemple, pour comprendre la structure et les rôles de paquets dans une 
application, le développeur pourra se poser les questions suivantes : 
- Quelle est la taille d'un paquet en termes do classes, de classes abstraites et d'inter­
faces ? 
- Est-ce que le paquet, dépend d'autres paquets? 
- Est-ce que les classes dans le paquet sont liées ? 
- Est-ce que les classes qui composent le paquet sont t rès dépendantes des classes à 
l'extérieur du paquet. ? 
- Est-ce que les classes qui composent le paquet ont un CBO élevé ? 
Les métriques de couplage proposent des réponses à certaines de ces questions en termes 
de nombre do dépendances qu'un élément comporte. Les valeurs de ces métriques sont af­
fichées dans un tableau dans la vue de couplage. L'implémentation de la partie graphique 
a été bâtie en fonction des questions ci-dessus et a comme but d'éclairer les résultats des 
métriques vis-à-vis de l'utilisateur. Cela implique que les représentations visuelles choisies 
pour représenter les paquets devront permettre à l'utilisateur d'observer les éléments se 
trouvant dans le paquet. Dans ce but. les paquets sont représentés par des figures géomé­
triques telles que des carrés, des rectangles ou des polygones. A l'intérieur de ces figures. 
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les éléments contenus par le paquet sont ajoutés. Le fait de représenter le paquet par un 
polygone particulier, découle du nombre d'éléments qu'il contient et n'a pas une significa­
tion spéciale. En effet, il s'agit, simplement, d'un choix pour faciliter l'affichage lors de la 
construction du graphique tout en maximisant, l'espace sur l'écran. La figure 5.10 montre 









Figure 5.17 Mise en correspondance (Mitre les types et les éléments visuels 
Au niveau des classes, il est possible de distinguer trois types d'éléments : classes, interfaces 
et classes abstraites. Il est intéressant de pouvoir les différencier durant la visualisation du 
couplage pour mieux comprendre les interactions des différentes parties du programme». 
Les trois éléments sont représentés graphiquement par des carrés de même taille. Donc sa 
différenciation se fait par l'utilisation de la couleur de sorte que les interfaces sont d'une 
couleur vive et intense, les ('lasses abstraites moins claires et les classes sont plus foncées. Le 
choix de couleur est contrôlé par le biais du paramétrage;. La figure 5.17 montre un exemple 
de la mise en correspondance en utilisant la couleur bleue. Pour faciliter encore plus cette 
différenciation la localisation des classes dans le paquet pourrait être implémentée de sorte 
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que les interfaces soient placées en premier suivies par les classes abstraites et finalement 
par les classes. 
La première vue de couplage affiche donc tous les paquets de l'application et leur contenu. 
D'un coup d'oeil, il est possible de se faire une idée de la taille de l'application en termes 
de paquets et types. Cette vue permettra également d'avoir un aperçu de la proportion de 
types abstraits et concrets dans l'application. Voir la figure 5.18. 
Identification graphique des valeurs élevées de CBO 
De la même manière que dans le tableau qui liste les résultats de la métrique CBO, il 
serait intéressant que l'utilisateur puisse repérer dans la RV les types qui transgressent, 
les valeurs recommandées. Les classes de valeur CBO élevées sont rehaussées avec une 
marque triangulaire noire dans le côté gauche supérieur du carré qui représente la classe. 
En ajoutant cet élément visuel, on permet à l'utilisateur de différencier rapidement les 
types qui comportent un CBO élevé sans causer des interférences dans la différenciation 
entre les interfaces et les classes. Voir la figure 5.18. 
Figure 5.18 Vue initiale de couplage permettant d'identifier des éléments avec 
CBO élevé (sortie de VCC) 
Représentation des relations entre les classes 
La couleur est utilisée pour représenter les relations entre les éléments, de sorte que lors­
qu'une1 classe est choisie, les carrés qui représentent des classes auxquelles la classe en 
question comporte des dépendances sont rehaussés. Par exemple dans la figure 5.19 le 
carré en vert éblouissant représente la classe sélectionnée, les carrés avec de petits cercles 
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représentent les classes avec lesquelles elle a des relations. Le rouge identifie les classes qui 
utilisent la classe analysée tandis que le vert représente les classes qui sont utilisées par 
la classe analysée. La vue permettra de filtrer les relations. Par exemple, lors de l'ana­
lyse d'une classe, il sera possible d'afficher les classes qui ont des références vers la classe 
analysée, de même que les classes utilisées par la classe issue de l'analyse. 
Figure 5.19 Vue initiale de couplage permettant, d'identifier les dépendances 
de la classe sélectionnée (sortie de VCC) 
Représentation des relations d'héritage 
Dans le but d'enrichir l'information disponible pour l'utilisateur lors de l'analyse d'un pro­
jet, la présentation des relations d'héritage1 s'avère importante. Plus encore si on considère 
que la métrique CBO tient compte des relations d'héritage. De manière traditionnelle, une 
relation d'héritage est représentée sous la forme d'une ligne qui relie le type de base au 
type dérivé. D'habitude la connexion se fait en utilisant une flèche qui part de l'extrémité 
du type étendu et pointe vers le type de base. La méthode utilisée dans ce travail suit h1 
même principe. Ainsi, le graphique d'héritage se sert d'une sorte d'arbre dirigé. Si l'uti­
lisateur veut connaître les relations d'héritage pour un type en question, il aura l'option 
de le regarder dans une fenêtre flottante qui affichera l'arbre auquel le type est rattaché. 
La figure 5.20 est un exemple de cette vue. Dans cette figure le carré en vert représente 
la ('lasse analysée. Pour connaître les noms des classes représentées par les carrés il faut 
juste1 placer la souris sur le carré en question. 
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Figure 5.20 Vue affichant la hiérarchie d'une classe (sortie de VCC) 
Représentation des relations entre paquets 
La vue principale de couplage permet de bien montrer le nombre d'éléments contenus dans 
le paquet. Il permet aussi de différencier rapidement la nature des types qui le compose. De 
la même façon, elle montre les relations entre types à l'intérieur et l'extérieur du paquet. 
Mais il est intéressant de pouvoir montrer aussi les relations entre paquets. On le fait de 
deux manières, d'une part lorsqu'un paquet est sélectionné l'utilisateur pourrait utiliser 
un bouton pour afficher les dépendances du paquet. Par la suite les paquets en question 
seront rehaussés et facilement identifiables. 
>• 
< 
Figure 5.21 Vue de dépendances entre paquets (sortie de VCC) 
Le graphique permettra d'aller plus loin si l'utilisateur le veut, les classes qui utilisent 
des classes à l'intérieur du paquet ou les (-lasses utilisées par des classes à l'intérieur du 
paquet analysé seront également rehaussées. Cela facilitera la compréhension des résultats 
de métriques de couplage CE et C'A. D'autre part, la vue permettra d'afficher les relations 
de dépendances dans une fenêtre flottante qui affiche un graphe dirigé. Pour implémenter 
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le graphe, nous avons retenu la même approche utilisée pour représenter les relations entre 
méthodes et attributs dans la vue de cohésion avec quelques petits ajustements. Le but 
de ce graphique sera de permettre à 1!utilisateur d'identifier visuellement les cycles entre 
paquets. La figure 5.21 présente un exemple de cette vue. 
Vue de l'ensemble 
La figure 5.22 montre un exemple des différents graphiques qui composent la vue proposée 
pour afficher les métriques et les relations de couplage. Etant donnée la grande quantité 
d'informations présentée en même temps, il s'avère pratique d'utiliser deux écrans. En 
fait, l'utilisation de deux écrans est supportée pour la plupart des systèmes d'exploitation 
et devient une pratique courante dans les départements de développement de beaucoup 
d'entreprises. L'utilisation simultanée de deux écrans permet de gagner en confort de 
travail. Procédant de cette manière, il sera possible d'afficher les trois graphiques en même 
temps sans avoir à les réduire. On pourra travailler sur les vues et afficher et interagir avec 
l'éditeur d'éclipsé tout en permettant d'aller directement sur le code source de l'élément 
sélectionné dans la vue. 
















Figure 5.22 Vue générale du couplage (sortie de VCC) 
5.5. CONCLUSION DU CHAPITRE 
5.5 Conclusion du chapitre 
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Ce chapitre a présenté l'approche proposée pour visualiser la cohésion et le couplage. En 
résumé, le chapitre a proposé une visualisation composée do doux grandes vues, une pour la 
cohésion et l'autre pour le couplage. La vue de cohésion intègre trois sortes de graphiques, 
comme affichée dans la figure 5.12. Le premier graphique comporte un tableau qui liste les 
noms de classes accompagnés d'un graphique de barres pour représenter les résultats de la 
métrique. Le deuxième graphique montre les relations entre les méthodes et les attributs 
dans une approche matricielle. Le deuxième graphique permet d'aller sur le troisième qui 
permet de regarder les relations entre les méthodes et les attributs, mais aussi les appels 
entre les méthodes. Ce graphique affiche les éléments dans un graphe orienté. 
Pour montrer le couplage, la vue proposée utilise deux tableaux et trois graphiques. Les 
tableaux permettent d'afficher les résultats des métriques au niveau des classes et des 
paquets. Le premier graphique montre les paquets et leur contenu. Elle permet d'identifier 
les classes qui présentent des valeurs élevées en termes de couplage. Elle permet, également 
de regarder les relations au niveau des classes. Le deuxième graphique de cette vue permet 
de situer une classe dans son arbre d'héritage. Le troisième graphique permet de regarder 
les relations entre les paquets. La vue complète pour visualiser le couplage se présente 
dans la figure 5.22. 
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CHAPITRE 6 
Résultats 
Dans ce chapitre nous mettons en évidence la pertinence de la visualisation en tant qu'outil 
pour faciliter la compréhension des résultats des métriques. En plus, en utilisant l'outil 
VCC, nous tenterons de tirer des conclusions valables sur un projet « open source » de 
taille moyenne. 
Les expérimentations qui vont être présentées dans cette section ont été effectuées avec 
la première version de l'outil VCC qui est toujours un prototype opérationnel. L'outil 
permet de lire les sources d'un programme Java et d'effectuer sur ce programme le calcul 
des certaines métriques. 
6.1 Comparaison entre l'outil VCC et l'outil Metrics 
Nous voudrions mettre en évidence la pertinence do la visualisation pour permettre la 
compréhension des résultats de métriques. Pour le faire, nous ferons une comparaison de 
l'approche proposée par l'outil VCC et de celle utilisée dans l'outil Metrics version 1.3.6. 
Cette comparaison est faite sur les méthodes d'affichage des résultats. On ne compare pas 
les résultats de calcul des métriques sur des cas particuliers. On procède de cette manière 
parce que d'une part l'outil Metrics calcule plus de métriques que celles implémentées dans 
l'outil VCC. D'autre part, il existe des différences dans leurs implémentations. 
L'outil Metrics 1.3.6 permet de calculer une vingtaine des métriques d'un projet. L'outil 
présent également les relations de dépendance entre paquets. L'outil se sert des « Eclipses 
Views » pour afficher les résultats. Dans une vue les résultats de métriques sont affichés. 
Une autre vue présente les relations de dépendances entre les paquets. Les relations de 
dépendances entre les paquets sont également présentées de manière graphique à l'aide 
d'un graphe interactif. La figure 6.1 illustre la vue qui affiche les résultats des métriques, 
la figure 6.2 présente la vue qui affiche les relations des paquets et la figure 6.3 présente le 
graphe de dépendance entre paquets. 
Comme illustré dans la figure 6.1 la vue des résultats de métriques se sert d'un tableau. 
Dans ce tableau les résultats sont présentés par métrique. Donc, le premier aperçu montre 
23 lignes, une pour chaque métrique. Les valeurs présentées dans ces lignes représent (Mit 
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Figirro 6.1 Résultats des métriques du logiciel Metrics 
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Figure G.'2 Tableau de dépendances entre paquets du logiciel Metrics 
les résultats au niveau de l'application. Lorsque les résultats dépassent les valeurs admises, 
la ligne sera colorée en rouge. Le tableau permet de naviguer dans l'ensemble des résultats 
de sorte qu'il est possible de connaître les valeurs au niveau des paquets et des classes. 
D'autres informations sont affichées pour chacune d'entres elles. Par exemple la valeur 
maximale, la valeur moyenne et le composant qui cause la valeur maximale. 
La figure 6.4 présente les résultats de la métrique CA. On peut voir que pour le paquet 
« Visualisation.model » la valeur est de 40. Mais, qu'est-ce que cette valeur représente? En 
rappelant la définition de la métrique, l'utilisateur peut réaliser que cette valeur représente 
le nombre de classes hors du paquet qui dépendent de classes dans le paquet. Cependant, 
avec uniquement le résultat, numérique de la métrique, les questions suivantes demeurent 
sans réponse : 
- Quelles classes sont impliquées dans cette mesure ? Est-ce que parmi elles il y a des 
interfaces et des classes abstraites? 
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Figure 6.3 Graphe de dépendances entre paquets du logiciel Metrics 
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Figure 6.4 Résultats de la métrique « Afférent Couplings » 
- Où se trouvent les classes qui utilisent ce paquet ? Est-ce qu'elles sont disposées 
partout, dans l'application ou est-ce qu'elles se focalisent seulement sur quelques 
paquets ? 
- Quelles sont les classes à l'intérieur du paquet desquelles des classes à l'extérieur 
du paquet se servent? Est-ce que ce sont toutes les classes ou est-ce qu'il s'agit, 
seulement de certaines classes ? 
- Est-ce que les classes utilisées par des classes à l'extérieur du paquet se servent elles 
aussi des classes à l'extérieur du paquet ? 
- Est-ce que c'est seulement une classe à l'intérieur du paquet qui est utilisée par des 
classes à l'extérieur du paquet? 
- Est-ce que le paquet mesuré comporte également un « EfFerent Couplings » élevé ? 
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Pour répondre rapidement à ces questions, il serait, nécessaire que l'outil indique comment 
les différents composants mesurés se distribuent dans l'application. La visualisation s'avère 
une alternative pratique pour présenter ces détails. 
Enheri tance Tree Package Dépendances (Aidasses 
PadcageNwe AC Value EC Value Instabtty Abstraction 
visuairation 0 0 0 
vtsuaizabon.gr... 2 7 0,77 0 
visuaixatMn.gr... 9 7 0,43 0 
vcuai2ati0n.gr... S 3 0,37 0 
visuaization.gr... 9 35 0,79 0 
Ytsual ration,y... 2 0 0 0 
visuaizabon.ins... 6 6 0,5 0 
veuaÉzabon.m... 2 2 0,5 0 
vwualzabon.po... 0 4 1 0 
vtsuafczaton.se... 2 b 0,75 0 
visuafczabon.utite 3 4 0,57 0,22 
test 0 i 1 0 
visuaizatMn.co... 4 0 0 0 
Lii .•f1 
OawiHamt j CBO | NOM toc ! 
tisuaksatxxttodH j 25 28 378; 
TypeModel 24 33 207; 
PackageModd 22 33 327; 
ÛassModei 18 24 226 
MetJxxJModd H. 18 128' 
AttributeModel 10; 13 90 
Node 9 4 9 
InterfaceModel 4 1 8 
MemberWodel 3 0 3: 
Figure 6.5 Vue de couplage permettant de rehausser dans le graphique le pa­
quet sélectionné 
L'approche proposée dans l'outil VCC permet de répondre aux questions ci-dessus à l'aide1 
des images. Par exemple, lorsque l'utilisateur explore la vue de couplage, en plus d'avoir 
les résultats des métriques, il peut aussi compter sur l'information visuelle lui permettant 
d'avoir une idée très rapide de l'application en termes de paquets, interfaces, classes abs­
traites et classes. Mais le plus important est que l'utilisateur peut connaître la distribution 
de ces éléments dans l'application. Avec très peu de temps d'exploration, l'utilisateur peut 
savoir quelles classes utilisent un élément particulier. 
Dans l'outil VCC lorsque l'utilisateur sélectionne un paquet dans la liste qui affiche les 
résultats des métriques, le paquet est rehaussé dans la partie graphique. En outre, les 
éléments qui composent le paquet, sont présentés dans une deuxième liste avec les valeurs 
des métriques qui s'appliquent à ces éléments. 
Par exemple dans la figure 6.5 le paquet visualisation.model est sélectionné. Dans la partie 
graphique, le paquet est rehaussé avec la couleur verte. Le fait de mettre en évidence le 
paquet et son contenu permet à l'utilisateur de réaliser rapidement, que ce paquet, est formé 
6.1. COMPARAISON ENTRE L'OUTIL VCC ET L'OUTIL METRICS 79 
par sept classes concrètes (carrés en bleu foncé) et deux interfaces (carrés en bleu ciel). De 
plus, l'utilisateur peut constater que le paquet a sept éléments qui dépassent les valeurs 











Figure 6.6 Graphique de couplage mettant en évidence les classes et les paquets 
qui se servent des classes du paquet sélectionné 
Dans l'outil VCC en sélectionnant un paquet et en cliquant sur le bouton portant le libellé 
AC, les classes à l'extérieur du paquet qui utilisent des classes à l'intérieur du paquet 
seront rehaussées. Même, les paquets contenant ces classes sont identifiés. Par exemple, 
la figure 6.6 mont re 44 classes marquées avec un cercle rouge. Ce sont les classes qui ont 
été comptées dans le calcul de la métrique AC pour le paquet sélectionné. On peut voir 
que les paquets contenant ces classes sont en orange. Ces paquets dépendent du paquet 
analvsé. 
1 Wientanee Tree | Package Dépendances | UstAl basses | AC | EC | 
1 
Package Name AC Value EC Value InctabAty Abrtedtan 
A 
vssuataatWn c 0 0 0 
vsuaizabon. graph.process. cydes 2 7 0,77 0 
vsuataabon. graphe 9 7 0,43 0 
vsuakratwn.graphKS.transformers 5 3 0,37 0 
fvsuawa oon. gr apmcs.vwws 9 35 0,79 0 
vttuaizator. graphes, vwdgets 2 0 0 0 
vteualzatoft.inspector 6 6 0,5 0 
HHHUSs 
wnsuaizabon.modd.process ! 2 2 0,5 0 
vwuafcza ton,popup.actions 0 À 1 0 
réuaSzabon.seardi 2 6 6775 0 
vsuaàzatwn. utils i 3 4 0,57 0,22 
test C 1 1 0 
v-suaferabori. common 4 0 0 0 
d 
Figure 6.7 Graphique de couplage mettant en évidence les classes à l'extérieur 
du paquet utilisées par les classes du paquet sélectionné 
On peut procéder de manière similaire avec la métrique EC. La figure 6.7 présente le 
résultat, que l'utilisateur aurait en appuyant sur le bouton portant le libellé EC. Dans ce 
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cas, le graphique rehausse cinq classes avec un cercle vert. Il s'agit des classes qui sont 
utilisées par les classes du paquet. Les paquets rehaussés en orange représentent les paquets 
dont le paquet analysé dépend. 
Dans VCC, si l'utilisateur veut savoir si un paquet particulier comporte des dépendances 
cycliques, il peut, toujours appuyer sur le bouton avec le libellé « Package Dépendantes ». 
Une fenêtre supplémentaire s'ouvre montrant un graphe dans lequel les dépendances cy­
cliques du paquet en question sont mises en évidence. Par exemple, la Figure 6.8 fait 
ressortir que le paquet analysé comporte trois relations cycles avec d'autres paquets : 
- Visualization.model 
- Visualization.model 
Visualisation.search - Visualization.model 
Visualization.utils > Visualization.model 
- Visualization.model -> Visualization.utils -> Visualization.model.proces -> Visua­
lization.model 
Figure 6.8 Vue de dépendances entre paquets permettant d'identifier les dé­
pendances cycliques 
Il est important de souligner que le graphe des dépendances entre les paquets met l'accent 
sur la présentation des dépendances cycliques. En conséquence, la lecture du graphique 
devient plus compréhensible. Dans les cas de l'outil Met ries, le graphe de dépendances 
entre les paquets essaye d'afficher toutes les relations entre les paquets de sorte que lorsque 
l'application est de taille moyenne le graphique devient inexploitable. La figure 6.3 met en 
évidence cet inconvénient. 
Concernant le couplage au niveau de classes, dans l'outil VCC la métrique CBO a été 
implémentée. Comme le plug-in Metries ne l'implémente pas. nous n'avons aucun moyen 
de faire une comparaison. Toutefois, il est important de souligner que dans l'approche 
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proposée par VCC, lorsqu'une classe est sélectionnée, les classes auxquelles cette classe est 
liée sont identifiées dans la partie graphique. 
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Figure G.9 Résultais de la métrique LCOM implémentée dans l'outil Metrics 
Concernant les métriques de cohésion, l'outil Metrics implémente la métrique LCOM de 
Henderson Sollers. De manière similaire aux autres métriques, elle est présentée dans un 
tableau comme illustré à la figure C.9. Par contre, l'outil VCC présente le résultat de cette 
métrique à l'aide d'un graphique de barres. En plus, il permet do voir les relations entre 
les méthodes et les attributs, voir la figure 6.10 par exemple. 
Remarque : À noter qu'il existe une différence entre la valeur de la métrique AC affichée 
par les deux outils. Comme mentionné au début de ce chapitre, cela est dû à de petites 
différences dans les iniplémentations. L'outil Metrics calcule cette mesure en tenant en 
compte la liste d'imports dans une classe. Donc les imports qui ne sont pas utilisés et 
l'utilisation de classes avec le nom complet peuvent, mener à des imprécisions. Par contre, 
l'implémentation de VCC parcourt le corps de la classe en cherchant les références. Cela 
fait que le temps d'analyse est plus long, mais nous croyons que de cette façon l'outil peut 
donner des résultats plus précis. 
Dans cette section on a voulu faire une comparaison entre l'outil VCC et l'outil Metrics. 
On a fait la comparaison seulement, sur certains aspects. L'idée a été de montrer comme les 
éléments visuels servent à enrichir et faciliter le résultat de métriques. Dans la prochaine 
section, on veut montrer de quelle manière un utilisateur peut tirer des conclusions lors 
de l'analyse d'une application. 
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6.2 Analyse d'un projet réel 
Cette section décrit, certains résultats préliminaires, que nous avons obtenus lors de l'ana­
lyse d'un logiciel réel. Le système à l'étude est un logiciel de caisse et, de point de vente 
appelé iSalePoint, |Sourceforge, 2010]. On a choisi ce logiciel parce qu'il est codé en Java, 
sa taille est moyenne et il comporte les éléments typiques d'un logiciel soit l'utilisation 
d'une base de données et d'une interface graphique. En outre, il est un logiciel « open 
source ». Le code source analysé correspond à la version « beta » du produit téléchargé 
en septembre 2010. Pour faire l'analyse du projet en question, l'outil VCC prend une mi­
nute trente secondes. Ceci est un temps approprié qui démontre que l'utilisation de VCC 
sur des systèmes plus grands est possible. Le tableau 6.1 montre un résumé de certaines 
caractéristiques du système analysé. 
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6.2.1 Analyse de la cohésion 
La figure 6.10 montre la vue de cohésion avec le graphique correspondant à la classe 
PavmentTableModel. Dans cette figure on peut voir que cette classe comporte deux en­
sembles des méthodes/attributs. Ceci veut dire que cette classe est facile à diviser. En la 
divisant, on aurait deux classes avec plus de cohésion que la classe en question. Une classe 
serait formée par les méthodes et les attributs en vert et l'autre classe serait formée par 
les méthodes et les attributs en rouge. En parcourant la liste de classes de l'application 
iSalePoint, on a trouvé 4 classes avec des caractéristiques similaires. 
La figure 6.11 montre la classe WHToStoreRecordView. Dans cette classe, on peut iden­
tifier quelques méthodes à première vue isolées et qui n'accèdent, pas à des attributs ni à 
d'autres méthodes. Ces méthodes ne sont pas utilisées à l'intérieur de la classe. En principe 
en déplaçant ces méthodes ailleurs, la classe gagnerait en cohésion. Étant donné que VCC 
permet d'ouvrir la classe dans l'éditeur de code d'eclipse. aller sur le code source s'avère 
très simple. On a vérifié le code de certaines de ces classes et on a constaté que dans 
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Figure 6.10 Graphique de cohésion pour la elas.se PaymentTablcModol 
jwModd T 
J ' • 
-jnQty T 
i jnProductB 
f jnû««teOate f 
jnTxnNoId • 
jntflUe 
jnYwiNo • • 
jnMpdaled 
jmPoundUjpdiled : 
L jrtUpdabKflrÊb • 
ji^ Koductid 
jn5dectedInû6R..." 
S • e ' o » ;  e 9 o 
e ; t r u f w t 
t 
O C t 
• 
i 
• ft , t a u P 5 i « C 
i tt 1 o ' • s 1 t 
« 





e P i. L. 
Figure 6.11 Graphique de cohésion pour la classe WHToStoreRecordView 
plusieurs cas il s'agissait, do méthodes qui utilisaient des attributs pris par l'héritage. Dans 
d'autres cas, il s'agissait de méthodes vides. La plupart de ces méthodes vides peuvent 
être effacées parce que d'une part, la classe qui les contenait, était concrète (dans une classe 
abstraite, les méthodes vides seront implcmentées par une sous-classe) d'autre part,, les 
méthodes n'étaient pas une exigence de l'implémentation d'une interface particulière (lors­
qu'une classe implémente une interface et, la classe ne se sert pas de toutes les méthodes 
exigées par l'interface, il est nécessaire de déclarer les méthodes non implémentées). On a 
repéré 70 classes avec des caractéristiques similaires. 
La figure 6.12 montre la classe XumericVirtualKeyPad. Dans cette classe, on peut, identifier 
quelques attributs qui ne sont, pas atteints par les méthodes de la classe. On a trouvé 14 
classes avec dos caractéristiques similaires. En consultant le code, on a réalisé que certains 
attributs ne sont pas utilisés et pourraient être effacés, cela améliorera la cohésion de la 
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Figure 6.12 Graphique de cohésion pour la classe NumericVirtualKeyPad 
classe. Dans d'autres cas. il s'agissait, d'attributs utilisés de manière directe par d'autres 




































































































































































































































Figure 6.13 Graphique de cohésion pour la classe DBObjectDef 
La figure 6.13 montre la classe DBObjectDef. Dans cette classe, on peut voir une utilisa­
tion modérée des attributs par les méthodes do la classe. Ou a rencontré 26 classes avec ces 
caractéristiques. Elles sont importantes en termes de nombre de méthodes et nombre d'at­
tributs. Pour cette raison ces classes s'avèrent les plus intéressantes à diviser. Cependant, 
la manière do le faire demande plus d'analyse. Comme l'outil YCC déploie les méthodes 
et les attributs plus utilisés en premier, on pourrait diviser la classe en deux en choisissant 
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le quadrant plus dense comme l'indique la figure 6.13. En procédant de cette manière, on 
aurait une classe avec une bonne cohésion et une autre avec une cohésion moyenne. Ce­
pendant, l'utilisat eur devra faire des modifications pour permet I re à une classe d'at teindre 
quelques attributs de l'autre et vice-versa. 
Tableau 6.2 Résultats de l'analyse de cohésion 
classes 
Classes très petites (une méthode, un attribut), classes 
internes, classes anonymes. La métrique de cohésion est 
difficile à appliquer-
290 
Classes qui pourront facilement être divisées 4 
Classes avec des méthodes isolées 70 
Classes avec des attributs isolés 14 
Classes grandes qui demandent plus d'analyse pour amé­
liorer la cohésion 
26 
Classes qui semblent correctes en termes de cohésion 40 
6.2.2 Analyse du couplage 
La figure 6.14 montre la visualisation de l'application iSalcPoint. dans la vue de couplage. 
Avec cette première vue, l'utilisateur peut réaliser rapidement que dans l'application il y a 
cinq paquets qui comportent seulement un élément. Il pourrait être pertinent de grouper 
ces classes dans un seul paquet. En termes CBO, on peut voir également presque la moitié 
des classes dépasser la valeur préétablie. De manière très rapide aussi on constate qu'il n'y 
a pas trop de types abstraits (interfaces ou classes abstraites). 
Analyse de l'utilisation d'interfaces 
Pour constater le degré d'utilisation des interfaces, on a parcouru les carrés qui les repré­
sentent dans la partie graphique. On a vu que ces interfaces ne comportent pas trop de 
références. Celle qui en a de plus est l'interface PaymentModeObjet voir la figure 6.14. 
Cette interface comporte 17 références, dont deux sont des références entrantes (les carrés 
avec les points verts). C'est-à-dire que l'interface se sert de deux autres types dans sa dé­
finition. On doit se concentrer sur les 15 autres références. En cliquant sur chacune de ces 
références (les éléments référencés), on a réalisé que parmi ses quinze classes trois sont des 
implémentations de l'interface, les 12 autres classes qui référencent l'interface se servent 
d'elle en tant que type et sont un bon exemple de la programmation vers l'interface. En 
procédant de cette façon, on a parcouru toutes les interfaces et on a constaté que de ma­
nière générale elles sont faiblement référencées à l'intérieur de l'application. On a même 
rencontré deux interfaces qui ne sont pas du tout utilisées : TcnRow et reportPanellf. 
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Dans le tableau qui liste. les classes, l'interface PaymenlMode.Ohje.cl est sélectionné. Sa 
valeur CDO est de 11. Dans la partie gra.ph.ique elle est rehaussée en vert étincelant, 
Les références sont, rehaussées : les carrés avec les petits cercles verts représentent, 
les références snii.ant.es (2) et les carrés avec les petits cercles rouges représentent, les 
références entrantes (15). 
Figure G.14 Graphique; de couplage de l'application iSalePoint. 
Donc malgré la bonne utilisation de quelques interfaces par exemple PaymentModeObjet. 
la programmation vers l'interface n'est pas généralisée dans l'application. 
Analyse du couplage entre paquets 
On a parcouru le tableau qui liste les paquets et leurs métriques. On a ciblé les valeurs 
les plus élevées. Par exemple dans la figure 6.15 le paquet, dm.tools.db est sélectionné. 
Sa valeur élevée de OA attire l'attention (CA~189). Il ne comporte que des références 
sortantes (CE 0). Dans la partie graphique, on a vu qu'il n'est, pas grand et il est composé 
de 16 types. Parmi ces types, un seul est abstrait. On a appuyé sur le bouton AC pour­
voir les références. Cela a permis de remarquer qu'il est utilisé en général partout dans 
l'application. Voir figure 6.15. 
On a sélectionné le seul type abstrait du paquet dm.tools.db (la classe abstraite DBSta-
tenient). On a vu que cette classe est seulement référencée à l'intérieur du paquet, voir la 
figure 6.16. En conséquence, toutes les classes à l'extérieur du paquet qui référencent ce 
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Dans te tableau qui liste les paquets, le paquet dm.tools.db est sélectionné. La valeur CA est 
de 189. Dans la partie graphique, le paquet est rehaussé en vert. Les paquets qui l'utilisent 
sont, rehaussés en orange. Les carrés avec les petits cercles rouges représentent les références 
sortantes. 
Figure 6.15 Vue do couplage montrant le paquet dm.tools.db sélectionné 
paquet (les carrés avec le cercle rouge dans la figure 6.15), référencent des classes concrètes. 
En suivant le principe des relations stables, ce paquet est le plus stable. Un changement 
à l'intérieur de celui-ci peut entraîner des changements dans différentes parties de l'appli­
cation. Ce paquet devrait donc contenir plus d'éléments abstraits. 
En continuant avec l'analyse du paquet dm.tools.db, nous avons concentré notre attention 
sur les classes contenues dans celui-ci. On a ciblé les classes qui affichent les valeurs plus 
élevées de CBO : DBException (avec CBO—120) et DBRow (avec CBO=105). 
En sélectionnant la classe DBException et en utilisant la vue d'héritage, on a réalisé que 
cette classe n'est attachée à aucune arborescence définie dans l'application. En regardant 
les valeurs LCO=54 et NOM=6, on a réalisé que c'est une classe très petite. Étant donné 
que YCC permet, d'aller dans le code, on a regardé très rapidement et on a pu réaliser que 
cette classe étend la classe java.lang.Exception. On a constaté également que ses méthodes 
sont d'une logique très simple. Donc malgré la valeur élevée de cette classe en termes do 
couplage elle ne devrait pas causer de soucis. 
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La classe abstraite DBStatement. est sélectionnée. Elle est couplée à sept classes se trouvant 
dans le même paquet. 
Figure 6.16 Vue de couplage montrant les references fie la classe DBStatement 
Figure 6.17 Graphe montrant la hiérarchie de classes auquel la classe DBRow 
appartient. 
En sélectionnant DBRow (deuxième ligne de la liste de classes du paquet dm.tools.db). 
on a constaté que c'est une classe concrète fortement, utilisée dans l'application. On a vu 
qu'elle se sert de deux classes à l'intérieur du paquet et semble-t-il collaborent dans le même 
type de service. En utilisant la vue d'héritage comme l'illustre la figure 6.17, on réalise 
que cette (-lasse est la mère d'une grande hiérarchie de classes. Donc des 105 références 
32 sont des relations d'héritage. Elle n'implémente pas d'interfaces. En termes de taille 
c'est une petite classe, on le constate en regardant les vaknirs LC'O—162 et NOM—21. Il 
semble que cette classe devrait être un type abstrait ou devrait implémenter une interface 
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et les références dans les classes qui l'utilisant devraient pointer vers l'interface. De toute 
évidence cette classe est critique et appartient au noyau de l'application. 
Analyse de couplage entre classes 
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Figure 6.18 Liste partielle de résultats des métriques du couplage de l'applica­
tion analvsée trié en ordre décroissant 
On a montré comment se servir de YCC pour faire des analyses de couplage en commençant 
par les paquets. Cependant, YCC permet do faire l'analyse de CBO en commençant par les 
classes. En appuyant sur le bouton « List Ail Classes » l'outil présente toutes les classes de 
l'application triées par la valeur de CBO en ordre décroissant,. En présentant, les résultats 
de cette manière, on peut se concentrer sur les valeurs plus élevées, voir la figure 6.18. Les 
deux premières classes ont été déjà analysées, donc on a dirigé l'attention sur la classe 
UlCommon qui présente CBO— 69. On peut voir que c'est une petite classe présentant : 
LCO— 265 et NOM —'28. En plaçant la souris rapidement sur les références (lorsqu'on 
place la souris sur un carré qui représente une classe, le nom de la classe est affiché) et 
en analysant les noms de ces références, on a conclu que cette classe est utilisée par des 
classes graphiques se trouvant dans quelques paquets de l'application. On réalise que c'est, 
une classe utilitaire, donc le fait qu'elle est trop référencée s'avère normal. On pourrait 
seulement, se demander si elle est bien placée au niveau des paquets, car elle est utilisée 
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davantage par des classes se trouvant dans le paquet dm.jb.ui.inv lui aussi de nature 
graphique. 
On a parcouru rapidement, la liste des classes en ciblant celles qui affichaient les valeurs 
plus élevées. On a trouvé quelques classes qui comportent de nombreuses références à 
d'autres classes dans l'application. Ces classes sont dans la plupart des cas importantes on 
termes de lignes de code. Par exemple la classe. BillingPanel tient : CBO=49, LCO~ 1380 
et NOM=41, voir la figure 6.18. Étant donné que c'est, une grande classe en termes de 
LCO et NOM la valeur de 49 comme résultat de la métrique CBO n'est pas alarmante. 
En parcourant la liste de classes, on a identifié 22 classes sans références (CBO 0). A 
première vue elles ne sont pas utilisées dans l'application. En parcourant la liste de ces 
classes et en se servant de la partie graphique, on réalise qu'elles sont dispersées partout 
dans l'application. C'est-à-dire qu'elles appartiennent à différents paquets et ne semblent 
pas être dédiées à un service particulier. En regardant rapidement dans le code, on a trouvé 
que certains sont de nature graphique, d'autres sont de petites classes composées d'un ou 
deux constructeurs. D'autres classes ne contenaient que des constantes. Il semble que ces 
dernières ne sont pas utiles à l'application. Elles pourraient être déplacées dans un même 
paquet ou être effacées. 
On a rencontré 42 classes qui comportent seulement une référence (CBO--1). Parmi ces 
classes, on a cherché celles dont la référence était rehaussée avec un cercle vert. Cela 
indiquerait que la classe a une référence entrante. C'est-à-dire que la classe en question 
référence une autre classe, mais elle n'est pas utilisée dans l'application. Nous avons trouvé 
17 classes ayant cette caractéristique. 








An tonH rtï 
dm.took.dbu 
kjm tcote "««M 
u». uxA.i*»it*iç 
On axais wo» 
«*n toc*s type» 
<P1 Dote i* 
Figure 6.19 Vue de couplage affichant une liste partielle des classes avec 
CBO-O 
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Tableau 6.3 Résumé des analyses de couplage fait sur quelques com­




dm.tools.db Paquet le plus utilisé 
DBException Classe petite avec CBO élevé. Étant donné qu'elle étend 
une classe très stable pour ajouter quelques méthodes 




Interfaces qui ne sont pas utilisées 
DBRow Classe très importante dans l'application, elle devrait 
implémenter une interface 
UlCommo Classe utilitaire conçue pour être utilisée par tous dans 
l'application 
22 classes sans réfé­
rences 
Classes qui ne sont pas utilisées 
42 classes avec une ré­
férence 
Parmi celles 17 classes dans lesquelles la classe analysée 
référence une autre classe. C'est-à-dire que ces 17 classes 
ne sont pas utilisées dans l'application. 
6.3. CONCLUSION DU CHAPITRE 
6.3 Conclusion du chapitre 
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Dans ce chapitre on a voulu valider l'approche proposée dans l'outil VCC. Pour le faire 
on a procédé de deux manières. D'une part, on a fait une comparaison entre VCC et 
l'outil Metrics. D'autre part, on a montré comment utiliser l'outil pour comprendre une 
application existante. 
En faisant la comparaison avec l'outil Metrics on a mis en évidence qu'avec uniquement le 
résultat numérique de métriques des questions concernant les composants pris en compte 
dans la mesure demeurent sans réponse. L'approche proposée par VCC permet d'identifier 
rapidement ces composants tout en facilitant la compréhension des résultats de métriques. 
En présentant comment utiliser l'outil, on a montré que soit au niveau de la classe ou au 
niveau du paquet, en regardant les valeurs de métriques et des représentations visuelles 
on peut très rapidement identifier certaines parties critiques de l'application. Il est très 
important de remarquer qu'un utilisateur bien familiarisé avec l'approche pourrait faire 
une analyse semblable à celui décrit ci-dessus en moins d'une heure. De plus en faisant de 
réusinages sur le code, il sera possible de constater des améliorations plus facilement. 
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CHAPITRE 7 
CONCLUSION 
Nous pensons quo la représentation visuelle de la cohésion et du couplage est un pas 
important pour suivre les développements logiciels. Avec ce suivi, il sera possible de garder 
le logiciel sons contrôle évitant, de faire de gros réusinages. Nous avons développé un outil 
permettant de voir la cohésion et le couplage de manière plus intuitive, surtout par rapport 
aux métriques qui donnent une simple « note » numérique. 
Le chapitre 6 a démontré l'utilisation de l'outil sur des logiciels réels mettant en évidence 
que même si les développeurs connaissent les principes de conception objet leur application 
n'est pas toujours totalement mise en oeuvre. Nous pensons aussi que si les développeurs 
ne voient pas les problèmes et si le logiciel marche ils peuvent difficilement effectuer du 
réusinage ou des modifications. En offrant une; vision de problèmes de cohésion et de 
couplage, les développeurs seront outillés pour décider quoi revoir et vérifier si le réusinage 
conduit, à une amélioration du code. 
7.1 Contributions 
La contribution principale de ce travail a été la présentation d'une approche pour visua­
liser les relations entre les composants d'un logiciel, ces relations permettent de mont rel­
ie niveau de cohésion et de couplage entre les différents éléments de l'application. Tout 
cela dans le but de faciliter la compréhension de résultats de métriques de cohésion et 
de couplage au sein d'un système orienté objet. L'approche a été iinplémentée dans un 
outil qui analyse les sources d'une application Java, calcule des métriques, transforme les 
métriques afin de les présenter comme des graphiques interactifs. Ces graphiques aident à 
la compréhension des résultats des métriques et des caractéristiques du logiciel. 
Même à un stade de prototype, les résultats générés par notre outil jusqu'ici montrent 
qu'il peut être utilisé pour mieux comprendre les caractéristiques d'un système impor­
tant. Donc d'un point de vue pragmatique, l'outil pourra être utilisé dans la maintenance 
des applications. Dans les équipes de maintenance des applications, les développeurs qui 
arrivent sont obligés de se familiariser rapidement avec de grosses applications. 
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Étant donné que l'outil présente graphiquement les relations et les éléments mesurés plutôt 
que la représentation graphique du résultat des métriques, il sera facile d'ajouter de nou­
velles mesures. Ainsi, l'outil peut également être utilisé pour valider différentes métriques 
de cohésion et couplage basées dans les relations entre les composants de l'application. 
7.2 Travaux futurs 
Dans ce travail on a exploré quelques métriques de cohésion et de couplage. Cependant, 
le domaine de la mesure de logiciel est assez vaste et il est en constant développement. 
Donc, il serait très intéressant d'implémenter d'autres mesures de cohésion et couplage. En 
ce qui concerne l'outil implémenté, les travaux futurs peuvent se diriger vers les activités 
suivantes : 
- Intégrer la vue de cohésion et de couplage dans une même interface graphique. 
- Ajourer de nouvelles vues. Par exemple une vue présentant graphiquement les résul­
tats des métriques au niveau de l'application. 
- Permettre à l'utilisateur d'exporter l'information représentée par des graphes dans 
des fichiers Xml. 
- Faire des analyses plus approfondies sur le code pour donner des indices plus précis. 
- Dans les vues qui s'appuient, sur des graphes, permettre à l'utilisateur de déplacer 
les éléments. 
- Elargir les possibilités de paramétrage autant dans le calcul de métriques que dans 
les présentations de graphiques. 
- Intégrer à l'environnement de développement Eclipse en utilisant ses librairies gra­
phiques (SWT et JFACE). 
ANNEXE A 
Liste des métriques calculées par VCC 
Les métriques implémentées dans VCC sont : 
- CBO : Coupling Between Objects. 
- LCOM : Lack of Cohésion of Methods (par Henderson-Sellers). 
- CE : Efferents Coupling. 
- CA : Afferents Coupling. 
- I : Instability. 
- A : Abstractness. 
- LOC : Unes of Code. 
- NOM : Numbor of Methods. 
L'outil VCC présente graphiquement les métriques suivantes : 
- LCOM : Lack of Cohésion of Methods (par Hitz et Montazeri) 
- NOP : Xnniber of Packages. 
- NOI : Xumber of Interfaces. 
- NSC : Xuniber of Children. 
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ANNEXE A. LISTE DES MÉTRIQUES CALCULÉES PAR VCC 
ANNEXE B 
Liste des fonctionnalités principales de l'outil 
VCC 
Les fonctionnalités principales de l'outil VCC sont les suivantes : 
- Calcul et présentation des métriques. 
- Représentation visuelle des résultats de la métrique de cohésion LCOM à l'aide d'un 
graphique de barres. 
- Représentation visuelle des relations internes d'une classe à l'aide d'un graphe pré­
senté de manière matricielle. 
- Représentation visuelle des relations internes d'une classe à l'aide d'un graphe clas­
sique. 
- Représentation visuelle des dépendances entre paquets. 
- Représentation visuelle des relations d'héritage. 
- Représentation visuelle des dépendances entre classes. 
Métriques de base pour le logiciel VCC 
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