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На сегодняшний день интернет играет важную роль в социально и
политической жизни общества. Объем данных в интернете продолжает воз­
растать экспоненциально. Немалая часть общего числа данных приходит­
ся на текстовые данные. К ним относятся как авторский контент: записи в
блогах, новостные и научные статьи, так и обсуждения различных тем: ком­
ментарии к новостям, видео, товарам. Так, например, все большее число
людей отдает предпочтение интернет СМИ и социальным медиа. Соцсети
при этом занимают важную роль, так как имеют большой охват пользова­
телей, часто оказываются первоисточником информации о крупных соци­
альных, экономических и политических событиях, а также являются удоб­
ными платформами для дискуссий. Так в исследованиях statista [1] 2020
года приводится информация о высокой скорости роста числа пользовате­
лей соцсетей - 3.6 млрд. пользователей на 2020 год, что соответствует 34
процентному приросту по сравнению с 2017 годом. Они нередко становятся
основной площадкой обсуждения этих событий, аккумулируя мнения сотен
различных людей. В связи с невозможностью ручной обработки больших
объемов данных, все более актуальной становится задача анализа тексто­
вых данных, полученных из различных источников. Подобный анализ поз­
воляет не только получить наиболее полную и качественную информацию в
максимально короткий срок, но также представить ее в виде, максимально
доступном и удобном для дальнейших исследований. В данной теме можно
выделить большое количество различных подзадач: суммаризации, анализ
тональности, ответы на вопросы, машинный перевод и др. Существует так­
же и немалое число способов для их решения - от простейших подходов,
основанных на правилах и статистики встречаемости слов, до современных
подходов, основанных на языковых моделях, способных решать одновре­
менно множество задач, требуя при этом значительно меньшего участия
специалистов по разметке данных.
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2. Цель работы
В данной работе автором рассматриваются различные подходы к сум­
маризации текстовых данных, полученных из социальных сетей. В качестве
базы производится анализ методов тематического моделирования, приме­
нение которых позволяет как уменьшить размерность данных, так и выде­
лить основные идеи, аргументы и мнения с учетом специфики начальных
данных. К особенностям данных, полученных из соцсетей можно отнести
низкую среднюю длину слов так как зачастую мнения выражаются тези­
сами, а не длинными предложениями. Также важную роль играет мульти­
язычность, так как крупные общественные события привлекают внимание
не только носителей местного языка, но и иностранцев.
Основной целью работы является рассмотрение современных подхо­
дов, основанных на языковых моделях, использование которых позволяет
решить проблемы обозначенные выше, не прибегая к специфическим мо­
дификациям традиционных моделей. Сравнение данных подходов с клас­
сическими позволит выделить функции и области, с которыми подходы
моделирования языка справляются лучше, выявить их ограничения.
Дополнительно для языковых моделей рассматривается возможность
использования результатов методов суммаризации текстовых данных сов­
местно с методами анализа определения тональности. Данный раздел ана­
лиза естественного языка позволяет получать информацию об эмоциональ­
ном окрасе высказываний, что актуально как в задаче исследования соци­
альных дискуссий, так и в задаче анализа отзывов на определенные товары.
Использование алгоритмов выявления ключевых фрагментов и мето­
дов анализа тональности совместно с методами статистического анализа
данных, позволят не только эффективно суммаризировать пользователь­
ские дискуссии, но и получать значимые параметры и выборки данных.
5
3. Задачи
Обозначенные цели требуют всестороннего анализа литературы, ме­
тодов и инструментов. Для практической части необходимо разработать
архитектуру программного комплекса для анализа данных, полученных
из соцсетей и показать примеры обработки корпусов из различных источ­
ников. Следовательно, к числу основных задач данной работы можно от­
нести:
1. Рассмотрение основных методов обобщения текстов
2. Анализ основных методов тематического моделирования
3. Описание алгоритмов работы и основных преимуществ нейросетевых
методов
4. Разработка архитектуры программного комплекса
5. Сбор данных и их предварительная обработка
6. Реализация и тестирование методов
7. Проведение сравнительного анализа методов
8. Визуализация полученных результатов
6
4. Значимость
Решение обозначенных задач актуально для различных сфер и имеет
целый ряд применений как коммерческих, так и социальных. К числу клю­
чевых направлений можно отнести анализ мнений потребителей о товарах
для выявления ключевых достоинств и проблем, выявление общественного
мнения по поляризованным темам. В случае анализа товаров и услуг, все­
сторонний анализ пользовательских мнений позволяет маркетологам быст­
рее и качественнее оценивать рынок, конкурентов, стратегии продвижения.
В анализе мнений общественности на острые социальные и политические
темы, выявление общих тем и тональности дискуссий может значительно
упрощать работу экспертов в области социологии, политологии и журнали­
стики. Примерами реальных случаев, когда необходим подобный анализ,
могут быть:
∙ Крупные беспорядки - деэскалирование ситуации, определение моти­
вов и целей различных групп
∙ Выпуск нового товара - анализ рынка, выявление ключевых досто­
инств и недостатков выпускаемого продукта
∙ Природные и техногенные катаклизмы - повышение осведомленности
среди населения
∙ Важные политические события (выборы, законопроекты) - анализ
мнений избирателей
В данных примерах работа профессиональных специалистов улучшается
как за счет качественной агрегации данных (выборки данных по време­
ни, по авторам, сообществам), так и непосредственно с помощью методов
суммаризации и анализа тональностей, позволяющих оценивать крупные
выборки через их общие краткие представления в совокупности с понят­




Обзор методов и инструментов анализа
В течении последних десятилетий было предложено множество спо­
собов суммаризаций текстовых данных, начиная от использования общих
методов кластеризации, заканчивая специфическими нейросетевыми ме­
тодами. Методы кластеризации позволяют, используя различные методы
представления текстовых данных, группировать тексты в блоки, имеющие
общее содержание [2]. Особое значение в данном, базовом варианте груп­
пировки данных, занимает способ кодирования исходных текстов.
1.1. Методы кодирования данных
Далее приведены способы кодирования текстовых данных, используе­
мых моделями суммаризаций и тематического моделирования. Модели при­
ведены в порядке усложнения архитектуры до модели Transformer. Даль­
нейшие модели являются различными ее вариациями, предназначенными и
оптимизированными для решения различных задач. Использование более
сложных современных подходов обусловлено в первую очередь возможно­
стями практического применения методов кластеризации, тематического
моделирования и суммаризации. Все эти методы, так или иначе, ставят
уменьшение объема текстовых данных без потерь качества, как одну из
основных задач. Дополнительно, в случае тематического моделирования,
полученные тематические представления документов можно использовать
как кодировки для дальнейших задач, таких как анализ тональности, пе­
ревод, ответы на вопросы и других задач анализа естественного языка.
Однако, как будет показано в дальнейшем, данные задачи решаются языко­
выми моделями путем получения последнего скрытого состояния модели.
Данный подход позволяет получать качественные представления данных,
оптимизированных для специфичных задач [3].
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1.1.1. Bag of Words
Bag of Words (Bow) является одним из наиболее распространенных
способов представления текстовых данных [4]. В данном подходе создает­
ся матрица 𝐷 × 𝑊 , где 𝐷 - число предложений в корпусе, а 𝑊 - размер
словаря корпуса. Элемент 𝐷𝑖,𝑊𝑗 данной матрицы таким образом указыва­
ет количество вхождений слова 𝑗 в предложение 𝑖. Основные достоинства
данного метода:
∙ Простота реализации – реализован почти во всех фреймворках рабо­
ты с естественным языком
∙ Скорость работы – простейшие операции подсчета слов
∙ Разряженные матрицы позволяют использовать специальные форма­
ты хранения данных
Ключевыми недостатками данного подхода являются:
∙ Невозможность учитывать порядок слов
∙ Ненормированность итоговой матрицы - большой вес отдается ча­
стым словам (стоп словам и общим терминам)
∙ Необходимость приведения слов к начальной форме и как следствие
- невозможность учитывать словоформы
1.1.2. TF-IDF
Произведение количества вхождений слова в предложение (частота
термов, TF) на значение усиливающее вклад редких слов (обратная частота
документов, IDF) [5]. Для кодирования отдельных слова 𝑡 в документе 𝑑




)⏟  ⏞  
𝑇𝐹
* log 𝑁
𝑛𝑡⏟  ⏞  
𝐼𝐷𝐹
где 𝑓𝑡,𝑑 – базовое число вхождений слова в документ (аналогично BOW),
𝑁 – число документов в корпусе, 𝑛𝑡 – число документов, в которых встре­
чается данное слово.
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Данный подход позволяет уравновешивать слова, часто встречающи­
еся в общем случае, автоматически уменьшая веса стоп-слов, уменьшая
необходимость в предобратке.
Основные преимущества данного подхода:
∙ Простота использования
∙ Высокая скорость работы
∙ Нормализован - частые слова имеют штрафной коэффициент
Основные недостатки:
∙ Невозможность учитывать порядок слов
∙ Невозможно учитывать словоформы, семантику
∙ Недостаточно прочная теоретическая основа - высокие значения мет­
рики для отдельных слов в предложениях не всегда коррелируются
с их темами
1.1.3. Word2vec
Word2vec [6] - это двухслойная нейронная сеть, обрабатывающая текст
путем «векторизации» слов. Его входными данными является текстовый
корпус, а его выходными данными - набор векторов: векторов признаков,
которые представляют слова в этом корпусе.
Word2vec похож на автоэнкодер, кодирующий каждое слово в векто­
ре, но вместо обучения по входным словам посредством реконструкции, как
это делает ограниченная машина Больцмана, word2vec тренирует слова по
другим словам, которые соседствуют с ними во входном корпусе.
Это делается одним из двух способов: либо с использованием контек­
ста для предсказания целевого слова (метод, известный как непрерывный
мешок слов, или CBOW), либо с использованием слова для предсказания
целевого контекста и называется skip-gram.
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Основными достоинствами данного метода являются:
∙ Простая и интуитивно понятная идея
∙ Возможность кодирования похожих слов близкими представлениями
Недостатки подхода:
∙ Низкая скорость работы при больших размерах словаря
∙ Не может работать со словами, ранее не встречающимися в словаре
∙ Репрезентации слов не зависят от контекста (например слово "за­
мок"всегда кодируется одинаково, несмотря на разные значения в
конкретных предложениях)
1.1.4. FastText
FastText [7] позволяет эффективно кодировать текстовую информа­
цию, путем представления слов векторами определенной размерности. Идея
и реализация данной модели схожа с классической моделью word2vec, од­
нако имеет перед ним ряд преимуществ. Основным достоинством модели
по сравнению с другими подходами моделирования языка, является выра­
жение слов через составляющие их n-граммы. Это позволяет использовать
более глубокую информацию символьного уровня, в отличие от классиче­
ских методов кодирования таких как bag of words, tf-idf, word2vec. Данный
подход позволяет модели лучше работать с короткими текстами, позволяет
распознавать части слов, а также кодировать новые слова, не встречающие­
ся в текстовом корпусе. FastText поддерживает обучение методом Continous
Bag of Words (CBOW) или модели Skip-gram с использованием негативно­
го сэмплирования, softmax или иерархической softmax функции потерь.
Использование негативного сэмплирования и модифицированной функции
потерь позволяет получать качество моделей, близкое или превосходящее
качество схожих моделей глубокого обучения, используя при этом заметно
меньшие вычислительные ресурсы и затрачивая на обучение и кодирование
значительно меньшее время. Авторы оригинальной статьи приводят мно­
жество различных предобученных моделей для разных языков, обученных
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на комбинированных коллекциях текстовых данных из открытых источни­
ков.
Основные достоинства:
∙ Структура схожая с word2vec - доказана высокая эффективность и
интуиция метода
∙ Использование новых идей модификации (например негативного сэм­
плирования) позволяет существенно ускорить метод
∙ Работа с n-граммами позволяет кодировать слова не встречающиеся
в корпусе, различные формы одного слова
Основные недостатки:
∙ Невозможность кодировать контекст слов - аналогично модели word2vec
1.1.5. ELMo
ELMo [8] – это модель, создающая глубокие контекстуализированные
представления слов. Данный алгоритм моделирует как сложные характе­
ристики использования слов (например, синтаксис и семантику), так и то,
как эти качества различаются в зависимости от языкового контекста (на­
пример, при моделировании многозначности слов). В отличие от других
широко используемых текстовых эмбеддингов, представления слов в ELMo
являются функциями всего входного предложения, а не отдельных слов.
Состоящие из одной прямой и одной обратной языковых моделей,
скрытые состояния ELMo имеют доступ как к предыдущему, так и к сле­
дующему в сообщении словам. Каждый скрытый слой является двунаправ­
ленным LSTM, поэтому данная языковая модель способна различать скры­
тые состояния с любого направления. После обучения прямой и обратной
языковых моделей ELMo объединяет веса скрытых слоев в единое пред­
ставление.
Итоговую модель обучения biLM (двунаправленных языковых моде­
лей) ELMo на большом текстовом корпусе, можно использовать аналогич­
но с результатами модели FastText, с тем отличием, что результирующая
кодировка не будет уникальна для каждого слова, а будет зависеть от кон­




∙ Использование LSTM позволяет эффективно захватывать информа­
цию о прошлых словах
Ключевые недостатки:
∙ Использование LSTM ограничивает параллелизацию
∙ Модели, работающие на уровне символов, показывают худшие резуль­
таты по сравнению с моделями уровнями слов и n-грамм [9]
∙ Захват контекста только в одном направлении
1.1.6. Transformer
Предобученные языковые модели стали ключевым элементом в до­
стижении state of the art результатов во многих задачах обработки тек­
стовых данных [10]. Данные модели расширяют идеи кодирования слов
рассмотренные ранее, главным образом за счет изучения и получения кон­
текстуальных репрезентаций из больших наборов данных, используя неко­
торую целевую задачу моделирования языка. Рассматриваемые ранее моде­
ли NVDM и ELMo являются примерами первых универсальных языковых
моделей, применение которых позволило получить лучшие на свое время
(2019 год) результаты по целому ряду задач анализа текстовых данных. Од­
нако на данный момент их применение оправдано лишь в редких случаях
(например невозможности распараллеливания анализа данных по техни­
ческим причинам), ввиду большого числа преимуществ, предоставляемых
более современными подходами.
Transformer был разработан как архитектура преобразования после­
довательностей. Примерами задач, где входная последовательность преоб­
разуется в выходную могут служить машинный перевод, распознавание ре­
чи, суммаризации и многие другие области. Традиционно данные задачи ре­
шались рекуррентными нейросетями [11] и их модифицированными версия­
ми на основе долгой краткосрочной памяти (Long-Short Term Memory) [12].
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В базовой версии рекуррентная сеть состоит из двух компонентов:
кодировщика и декодировщика. Обе этих части работают как стандартные
рекуррентные сети, то есть используют на входе не только информацию
из ввода, но и информацию из предыдущих выходов модели. При этом в
отличии от простейшего случая применения рекуррентной сети, использо­
вание двух сетей позволяет обойти ограничение на равенство длины входа
и выхода модели и порядка слов, то есть нет необходимости в прямом со­
ответствии входных данных и целевых значений. Кодировщик в данном
случае получает вектор и скрытое состояние, которое затем используется
совместно с вектором кодировки следующего слова. Декодировщик, в свою
очередь, получает на вход кодировки и выводит последовательность слов.
Основным недостатком данного подхода является невозможность парал­
лелизации вычислений, так как для каждого следующего слова требуется
скрытое состояние кодировщика предыдущего слова. Также большой про­
блемой является невозможность учитывать связи слов в больших предло­
жений (алгоритм отдает предпочтение ближайшим предыдущим словам).
LSTM модифицирует данную структуру с помощью ячеек состояния. Дан­
ные ячейки позволяют добавлять или удалять информацию с помощью,
так называемых, гейтов. Гейты позволяют частично пропускать информа­
цию и состоят из сигмоидного слоя и операции поэлементного умножения.
Подобный механизм выборочной памяти позволяет лучше улавливать дол­
госрочные связи в предложениях, однако имеет все те же проблемы с па­
раллелизацией.
Transformer модель решает проблемы стандартных подходов, исполь­
зуя архитектуру, полностью построенную на механизме внутреннего внима­
ния (self-attention) [13]. На Рис 1.1. представлена архитектура данной моде­
ли. Слева на данной схеме изображен кодировщик, а справа декодировщик,
при этом данные блоки могут дублироваться 𝑘 раз (в оригинальной статье
используется 6 последовательных блоков). Основными компонентами ко­
дировщика и декодировщика являются модули внутреннего внимания и
слои прямого распространения (Feed Forward Layers). Входы и выходы (це­
левые предложения) сначала встраиваются в n-мерное пространство. При
этом важная часть модели - позиционное кодирование разных слов. По­
скольку данная модель не использует рекуррентные сети, которые могут
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Рис. 1.1. Архитектура модели Transformer
запомнить, как последовательности слов используются в модели, возника­
ет необходимость присвоить каждому слову относительное положение, по­
скольку последовательность зависит от порядка ее элементов. Эти позиции
добавляются к встроенному представлению (n-мерному вектору) каждого
слова. Функцию внутреннего внимания при этом можно описать как отоб­
ражение входа и набора пар ключ-значение на выход, где запрос, ключи,
значения и выходные данные являются векторами. Выходные данные вы­
числяются как взвешенная сумма значений, где вес, присвоенный каждому
значению, вычисляется функцией совместимости запроса с соответствую­
щим ключом.
Основные преимущества модели:
∙ Улучшенное моделирование дальних зависимостей слов




∙ Сложность предобучения seq2seq моделей, т.к. архитектура состоит
из двух частей
∙ Механизм внимания работает с строками фиксированной длины, как
следствие требует разбиений, что в некоторых случаях ведет к потере
контекстной информации
1.1.7. Universal Sentence Encoder
Данная модель кодирует текст в многомерные векторы, которые мож­
но использовать для классификации текста, определения семантическо­
го сходства, кластеризации и других задач обработки естественного язы­
ка [14]. Ее отличительными особенностями являются высокое качество ко­
дировки целых предложений и возможность использования одного из двух
типов архитектуры. Один, основанный на ранее описанной архитектуре
transformer, нацелен на высокую точность за счет большей сложности мо­
дели и увеличения потребления ресурсов. Другой подход нацелен на эф­
фективный вывод с немного сниженной точностью.
Модель кодирования предложений на основе transformer сети кон­
струирует кодировки предложений с использованием подграфа кодирова­
ния архитектуры преобразователя. Этот подграф использует внимание для
вычисления контекстно-зависимых представлений слов в предложении, ко­
торые учитывают как порядок, так и содержание всех других слов. Пред­
ставления слов с учетом контекста преобразуются в вектор кодирования
предложений фиксированной длины путем вычисления поэлементной сум­
мы представлений в каждой позиции слова. Кодировщик принимает в каче­
стве входных данных токенизированную строку PTB в нижнем регистре и
выводит 512-мерный вектор в качестве эмбединга предложения. Модель ко­
дирования разработана так, чтобы быть максимально универсальной. Это
достигается с помощью многозадачного обучения, при котором одна мо­
дель кодирования используется для выполнения нескольких последующих
задач. Авторы показывают что данный вариант архитектуры показывает
наилучшее качество, однако требователен как по памяти, так и по времени,
особенно в случае кодирования длинных предложений.
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Вторая модель кодирования использует Deep Averaging Network (DAN),
посредством которой входные эмбединги для слов и биграмм сначала усред­
няются вместе, а затем проходят через глубокую нейронную сеть прямого
распространения для создания кодировок для предложений [15]. Подобно
кодировщику Transformer, кодировщик DAN принимает в качестве вход­
ных данных токенизированную строку PTB в нижнем регистре и выводит
512-мерные эмбединги предложений. Кодировщик DAN обучается анало­
гично кодировщику на базе transformer. Основное преимущество кодиров­
щика DAN заключается в том, что время кодирования линейно зависит от
длины входной последовательности и как следствие имеет намного более
высокую скорость работы и меньшие затраты по памяти, незначительно
теряя при этом в качестве получаемых кодировок предложений.
Основные достоинства модели:
∙ Удобные инструменты работы с моделью
∙ Возможность выбора архитекутры при обучении
∙ Большое число предобученных мультиязычных моделей
Ключевые недостатки:
∙ Односторонний контекст в двух вариантах архитектуры
∙ Необходимость выбора между качеством и скоростью (Transformer и
DAN соответственно)
1.1.8. BERT
Bidirectional Encoder Representations from Transformers продолжил
идеи архитектуры трансформер модели, модифицируя часть кодировщи­
ка. BERT предназначен для предварительного обучения глубоких двуна­
правленных представлений из немаркированного текста путем совместной
обработки левого и правого контекста на всех уровнях [16]. В результате
предварительно обученная модель BERT может быть настроена всего с од­
ним дополнительным выходным слоем для создания качественных моделей
для широкого круга задач, без существенных модификаций архитектуры
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для конкретных задач - идея, получившая название трансферное обучение
и описанная в разделе 1.1.7 для модели Universal Sentence Encoder.
На рис. 1.2. показана архитектура кодировщика модели BERT. Вход­
ные данные - это последовательность токенов, которые сначала встраива­
ются в векторы, а затем обрабатываются стандартной трансформер-сетью.
Выходные данные представляют собой последовательность векторов раз­
мера 𝐻, в которой каждый вектор соответствует входному токену с тем же
индексом.
Рис. 1.2. Архитектура модели BERT
При обучении языковых моделей возникает проблема определения
цели прогнозирования. Многие модели предсказывают следующее слово
в последовательности - это направленный подход, который по своей су­
ти ограничивает контекстное обучение. Чтобы преодолеть эту проблему,
BERT использует две различные стратегии обучения.
Masked LM это первая стратегия обучения предобучения модели. Ин­
туитивно разумно полагать, что глубокая двунаправленная модель будет
мощнее, чем модель, воспринимающая контекст только слева направо или
неглубокая конкатенация моделей, работающих слева направо и справа
налево. К сожалению, стандартные модели можно обучать только слева
направо или справа налево, поскольку двунаправленное обуславливаение
позволит каждому слову косвенно видеть себя, и как следствие, модель
может тривиально предсказать целевое слово в многоуровневом контексте.
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Чтобы обучить глубокое двунаправленное представление, модель случай­
ным образом маскирует некоторый процент входных токенов, а затем про­
гнозирует эти замаскированные токены. Хотя такой подход и позволяет
получить двунаправленную предварительно обученную модель, недостат­
ком подхода является несоответствие между предварительным обучением
и тонкой настройкой, поскольку токен [𝑀𝐴𝑆𝐾] не появляется во время
точной настройки. Чтобы смягчить это, замаскированные слова не всегда
заменяются фактическим токеном [MASK]. Вместо этого генератор обу­
чающих данных случайным образом выбирает 15% позиций токенов для
прогнозирования. Если выбран 𝑖-й токен, он заменяется токеном [𝑀𝐴𝑆𝐾]
в 80% случаев, случайным токеном в 10% случаев и остается неизмененным
в 10% случаев. Итоговый 𝑇𝑖 используется для прогнозирования исходного
токена.
Next Sentence Prediction является вторым подходом к предобучению
финальной модели. Многие важные последующие задачи, такие как ответы
на вопросы (QA) и логический вывод на естественном языке (NLI), осно­
ваны на понимании взаимосвязи между двумя предложениями, которые
напрямую не фиксируются языковыми моделями. Чтобы обучить модель,
которая понимает отношения предложений, модель предварительно обу­
чается бинарной задаче предсказания следующего предложения, которая
может быть тривиально сгенерирована из любого корпуса. В частности,
при выборе предложений 𝐴 и 𝐵 для каждого примера предварительного
обучения, в 50% случаев 𝐵 является фактическим следующим предложе­
нием, следующим за 𝐴, и в 50% случаев это случайное предложение из
корпуса.
При обучении модели BERT, Masked LM и Next Sentence Prediction
обучаются вместе с целью минимизировать комбинированную функцию по­
терь этих двух стратегий. Основные достоинства модели:
∙ Высочайшие показатели качества модели для большинства задач ана­
лиза языка
∙ Двунаправленная модель, захватывающая контекст слов с двух сто­
рон
∙ Обучения на двух типах задач позволяет эффективно решать разно­
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образный спектр задач и предобучать модели, подходящие для раз­
нообразных данных
Ключевые недостатки:
∙ Высокие требования к оборудованию (GPU с высокими объемами па­
мяти)
1.1.9. T5
Основная идея, лежащая в основе работы «Exploring the Limits of
Transfer Learning with a Unified Text-to-Text Transformer» [17], состоит в
том, чтобы рассматривать каждую проблему обработки текста как про­
блему «преобразования текста в текст», т.е. принимать текст в качестве
входных данных и создавать новый текст в результате работы модели.
Подобный подход встречался ранее в других моделях с унифицированны­
ми структурами для различных задач НЛП. Примерами могут служить:
фреймворк, преобразующий все задачи обработки текста в задачу отве­
тов на вопросы [18] и языковое моделирование [19]. Важно отметить, что
структура преобразования текста в текст позволяет напрямую применять
одну и ту же модель, цель, процедуру обучения и процесс декодирования
к каждой, рассматриваемой задаче, что особенно актуально для рассмат­
риваемой в данной работе цели - всестороннего анализа корпусов пользо­
вательских сообщений. Использование подобной гибкой модели, позволяет
получить результат и оценить эффективность для широкого круга задач
НЛП, включая обобщение документов (abstarctive summarization) и класси­
фикацию настроений (sentiment analysis). На рис. 1.3. показан схематичный
пример работы такой модели, получившей название Text-to-Text Transfer
Transformer.
Из данного примера можно увидеть как использование такой модели
не только упрощает лежащие в основе разных задач идеи, но и позволя­
ет сравнивать эффективность различных целевых функций трансферного
обучения, получать качественные результаты на данных, не имеющих пред­
варительной разметки.
В ключевых моментах, данная реализация Трансформер-модели ко­
дировщика-декодера полностью соответствует его первоначально предло­
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Рис. 1.3. Пример работы T5 модели
женной форме, описанного ранее в данном разделе. Сначала входная по­
следовательность токенов кодируется набором ембедингов, которые затем
передаются в кодировщик. Кодировщик состоит из стека «блоков», каж­
дый из которых состоит из двух компонентов: уровня self-attention, за ко­
торым следует небольшая нейросеть прямого распространения. Нормали­
зация слоя [20] применяется ко входу каждого компонента. Авторы исполь­
зуют упрощенную версию нормализации слоев, в которой активации лишь
масштабируются, без применения аддитивного смещения. После слоя нор­
мализации Residual skip connection [21] добавляет вход каждого подкомпо­
нента к его выходным данным.
Dropout [22] применяется в сети с прямой связью, для пропуска ча­
сти соединений, в весах слоя внимания, а также на входе и выходе всей
структуры. Декодер похож по структуре на кодировщик, за исключени­
ем того, что он включает стандартный механизм внимания после каждого
слоя самовнимания, который обслуживает выходные данные кодера. Ме­
ханизм самовнимания в декодере также использует форму авторегрессии
или причинного самовнимания, которое позволяет модели обращать вни­
мание только на прошлые результаты. Выходные данные последнего блока
декодера передаются в плотный слой с выходом softmax, веса которого
разделяются с входным набором эмбедингов. Все механизмы внимания в
Transformer разделены на независимые части, выходы которых объединя­
ются перед дальнейшей обработкой.
Одним из ключевых достижений авторов оригинальной статьи стал
сбор и подготовка данных для обучения модели. Большая часть предыду­
щей работы по трансферному обучению для НЛП использовала большие
неразмеченные наборы данных для обучения без учителя. Чтобы создать
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наборы данных, авторы использовали Common Crawl в качестве источника
текста, извлеченного из Интернета. Common Crawl ранее использовался в
качестве источника текстовых данных в различных задачах NLP, напри­
мер, для обучения языковой модели n-грамм [23], в качестве обучающих
данных в задаче "анализа здравого смысла-[24], для интеллектуального
анализа данных, сбора параллельных текстов в задаче машинного перево­
да [25], как набор данных для предварительного обучения, и просто как
большой текстовый корпус для тестирования оптимизаторов [26]. Common
Crawl - это общедоступный веб-архив, который предоставляет извлеченный
из Интернета текст с удалением мета-информации и другого нетекстового
содержимого из очищенных файлов HTML. Этот процесс производит около
20 ТБ очищенных текстовых данных каждый месяц. К сожалению, боль­
шая часть результирующего текста не является естественным языком. Вме­
сто этого он в основном состоит из шаблонных текстов, таких как меню,
сообщения об ошибках или повторяющиеся тексты. В связи с этим авто­
ры оригинальной статьи проводят тщательный процесс предварительной
обработки, включающий в себя:
∙ Удаление дубликатов
∙ Удаление нецензурных слов
∙ Удаление текстов, относящихся к программному коду
∙ Отбор текстов на английском языке (с помощью библиотеки langdetect)
∙ Удаление текстов с сообщениями об ошибках Javascript и иными стан­
дартными кодами ошибок
∙ Отбор предложений длиной более 3х слов и текстов содержащих бо­
лее 5 предложений
Чтобы собрать базовый набор данных, был загружен Common Crawl текст
за апрель 2019 года с последующим применением описанной выше процеду­
ры фильтрации. В результате получается набор текста, который не только
на несколько порядков больше, чем большинство наборов данных, исполь­
зуемых для предварительного обучения (около 750 ГБ), но также содержит
достаточно чистый и естественный текст.
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Используя данную систему сбора данных в совокупности с одной из
лучших архитектур обучения seq2seq моделей, позволило авторам добиться
высочайших результатов на нескольких бенчмарках, в частности получить
результат максимально приближенный к человеческому в системе оценки
качества моделей понимания языка SuperGLUE [27].
Основные достоинства модели:
∙ Унифицированная структура для всех seq2seq моделей
∙ Большой и качественный корпус, используемый для предварительно­
го обучения
∙ Удобная структура тюнинга и получения результатов модели
Ключевые недостатки:
∙ Модель не получает лучшие результаты в задаче перевода, т.е. каче­
ство модели в некоторой степени зависит от языка текста
∙ В случае задачи классификации, например анализа тональности, от
модели ожидается вывод одного из вариантов (например "позитив­
ный"или "негативный"), однако отмечаются случаи, когда модель
выводит вывод не из числа вариантов обучающей выборки (такие
случаи будут ошибкой модели ввиду ее универсальной seq2sqe струк­
туры)
1.1.10. LongFormer
Модели на основе трансформеров не могут обрабатывать длинные
последовательности из-за их работы с самовниманием, алгоритм которого
масштабируется квадратично с длиной входной последовательности. Longformer
позволяет обходить эти ограничения с помощью механизма внимания, кото­
рый линейно масштабируется с длиной последовательности, что упрощает
обработку документов, состоящих из тысяч токенов и более [28]. Механизм
внимания Longformer представляет собой прямую замену стандартного са­
мовнимания и сочетает в себе локальное оконное внимание с глобальным
вниманием, мотивированным отдельными задачами. Учитывая важность
локального контекста [29], паттерн внимания данной модели использует
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окно внимания фиксированного размера, окружающее каждый токен. Ис­
пользование нескольких составных слоев такого оконного внимания при­
водит к большому восприимчивому полю, где верхние слои имеют доступ
ко всем входным местоположениям и имеют возможность создавать пред­
ставления, которые включают информацию по всему входу, аналогично
CNN [30]. При фиксированном размере окна 𝑤 каждый токен обслуживает
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2𝑤 токенов с каждой стороны. Вычислительная сложность этого алгоритма
составляет 𝑂(𝑛×𝑤), то есть масштабируется линейно с размером входной
последовательности 𝑛.
Для дальнейшего увеличения воспринимающего поля без увеличения
вычислений скользящее окно может быть расширено. Аналогичная опера­
ция выполняется расширенным CNN [31], где в окне есть промежутки с
расширением размера 𝑑. Предполагая фиксированные 𝑑 и 𝑤 для всех сло­
ев, принимающее поле равно 𝑙 × 𝑑× 𝑤, которое может достигать десятков
тысяч токенов даже при малых значениях d. В современных моделях, та­
ких как ранее описанный BERT, для задач естественного языка оптималь­
ное представление ввода зависит от задачи. В данном случае ограниченное
и расширенное внимание не является достаточно гибким, чтобы изучать
представления для конкретных задач. Соответственно, авторами добавля­
ется механизм общего внимания к нескольким заранее выбранным местам
ввода. Важно отметить, что эта операция внимания создается в симметрич­
ной форме: то есть токен с глобальным вниманием обслуживает все токены
в последовательности, а все токены в последовательности - его.
Результирующая модификация архитектуры Transformer позволяет
эффективно захватывать порядок и смысловое содержание слов на протя­
жении больших документов. На рис 1.4. приводятся следующие показатели
эффективности для различных модификаций полученной модели. На дан­
ных графиках представлена скорость работы и эффективность по памяти
для случая полного слоя внимания и различных имплементаций слоя вни­
мания модели Longformer. По ним видно что в случае стандартного слоя
внимания и память и время растут квадратично с ростом длины входной
последовательности, тогда как для данной модели во всех модификациях
рост линеен.
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Рис. 1.4. Сравнение скорости работы и потребления памяти для longformer
Основные достоинства модели:
∙ Решение проблемы больших данных модели Transformer
∙ Уменьшение требований к объему видеопамяти
∙ Возможность модификации других методов на основе Transformer
Ключевые недостатки:
∙ Неполносвязная система внимания ведет к потерям качества, хоть и
незначительным
∙ Специфичная структура оправдывает применения лишь в редких слу­
чаях: большие тексты и агрегированные данные
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1.2. Тематическое моделирование
Следующим этапом развития моделей суммаризации и описания тек­
стовых данных можно считать тематическое моделирование. Для данной
задачи характерна общая постановка и основные определения. Основной
задачей является получение репрезентаций текстов из корпуса и тем, обра­
зующих эти документы. Таким образом, документы представляются рас­
пределение тем, тема - распределение слов. В задаче анализа текстов, по­
лученных из социальных сетей, особый интерес представляют модели, со­
зданные для анализа коротких текстов. Среди подобных моделей анализа
коротких и несбалансированных текстов, в работах прошлых лет (ссылки
на меня) были выделены следующие основные подходы.
1.2.1. Latent Dirichlet Allocation
В LDA [32] полагается наличие 𝑘 латентных тем, согласно которым
генерируются документы, а каждая тема представляется как мультиноми­
альное распределение по 𝑉 словам в словаре. Документ генерируется сэм­
плированием по этому набору тем, а затем сэмплированием по словам из
этого набора. Данный процесс и является постановкой задачи, описанной
выше. Более ранние модели работали лишь с одним основным распреде­
лением - слов по темам, каждый документ представлялся при этом одной
темой. Прочная теоретическая основа, высокие показатели качества на те­
стовых корпусах и генеративная структура сделали данную модель одной
из самых широко применяемых моделей анализа текстовых данных. Генера­
тивная структура, при этом, позволила создать различные модификации,
ориентированные на более узкий круг задач. В частности модификации,
ориентированные на работу с короткими текстами и модификации, создан­
ные для работы с мультиязычными данными.
Основные достоинства модели:
∙ Использование дополнительного распределения тем по документам
делает данную модель более сложной относительно модели униграмм [33],
в которой каждый документ задается одной темой.
∙ LDA является, в отличие от pLSI [34], генеративной моделью ввиду
отсутствия дополнительно набора случайных переменных, задающих
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модель pLSI. Данный факт позволяет LDA присваивать набор тем
для документа, изначально не входящего в текстовый корпус.
Основные недостатки модели:
∙ Большая чувствительность к шуму
∙ Проблемы при работе с большими корпусами коротких текстов - в
данном случае на вход данного алгоритма подается разреженная мат­
рица в которой несмотря на потенциально большое число элементов,
каждый отдельный элемент имеет небольшое число параметров.
1.2.2. Word Network Topic Model и Biterm Topic Model
Biterm Topic Model (BTM) - это алгоритм, который применяет про­
цесс вывода, очень похожий на алгоритм LDA. Ключевым отличием этих
алгоритмов является прямое использование шаблонов совпадения слов в
BTM, т.е. в качестве базовой единицы берется не отдельное слово, а два
слова, встречающиеся в общем контексте (концепт крайне схожий с исполь­
зованием n-грамм). Это делает исходные данные более разнообразными и
дает гораздо лучший результат при применении к коротким текстам, чаще
всего встречающимся в социальных сетях [35]. Предыдущая работа с этой
моделью показала свою эффективность по сравнению с базовой моделью
LDA и другой модификацией процесса вывода - Word Network Topic Model.
WNTM использует другой способ представления исходных данных, созда­
вая полностью связанную сеть слов, позволяющую перейти от простран­
ства документ-слово к пространству слово-слово [36]. Статья автора 2018
года [37] показала, что результаты, полученные с использованием BTM,
более интерпретируемы с точки зрения оценки NPMI, однако частичная
ручная оценка показала, что и модель WNTM, в определенных случаях,
показывает качественный результат. Ключевым недостатком WNTM мож­
но считать низкую скорость работы и выскоие требования по памяти, т.к.
подготовительный этап включает в себя построение полной матрицы вза­
имной встречаемости слов.
Основные достоинства модели:
∙ Использование преобразования исходных данных к менее разряжен­
ных позволяет решить проблему коротких текстов
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∙ Использование архитектуры схожей с LDA упрощает процесс импле­
ментации
Основные недостатки модели:
∙ Сильное увеличение сложности как по памяти, так и по времени,
ввиду преобразования данных в менее разреженную форму
∙ Склонность алгоритмов к переобучению
∙ Невозможность явного выражения тем в документах и как следствие
- необходимость применения плохо обоснованных статистических пре­
образований
1.2.3. Bilingual Latent Dirichlet Allocation
BiLDA [38] это двуязычное расширение стандартной модели LDA,
предназначенное для моделирования параллельных или, что еще более важ­
но, сопоставимых тематически согласованных двуязычных коллекций до­
кументов. Примером такой коллекции документов является Википедия на
2 языках с парными статьями. BiLDA был независимо разработан несколь­
кими исследователями. В отличие от LDA, где предполагается, что каж­
дый документ имеет свое собственное специфичное для документа распре­
деление по темам, процесс генерации для BiLDA предполагает, что каж­
дая согласованная пара документов разделяет одинаковое распределение
тем. Следовательно, модель предполагает, что у нас уже есть выравнива­
ния документов в корпусе, то есть ссылки между парными документами
на разных языках в двуязычном (или многоязычном) корпусе. BiLDA ис­
пользует предполагаемое тематическое согласование на уровне связанных
документов, вводя единую переменную, совместно используемую обоими
документами. Данный подход генерализуется на случай когда исходные
данные представлены больше, чем двумя языками, и позволяют получать
тематические модели не так сильно зависимые от языка, однако требуют
при этом специфичный формат данных для обучения.
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Основные достоинства модели:
∙ Возможность кодировать мультиязычные наборы данных
∙ Использование проверенной архитектуры LDA
Основные недостатки модели:
∙ Необходимость соответствий текстов на разных языках
∙ Иные стандартные ограничения моделей на основе LDA
1.2.4. Нейросетевые подходы
В работах прошлых лет [39] были рассмотрены две основных нейросе­
тевых модели для тематического моделирования, использующие подходы
трансферного обучения для кодирования данных и представления тем.
Neural Variational Document Model
Neural Variational Document Model [40] заменяет стандартный под­
ход к выражению тем из первоначальных данных. Стандартный подход
модели LDA и ее различных улучшений, таких как BTM и WNTM заклю­
чается в моделировании базового набора тем с использованием вариацион­
ного вывода для вычисления параметров, описывающих вероятности для
документа в коллекции. Результатом этого алгоритма является набор рас­
пределений: слов по темам и тем по документам для исходного набора
данных. Модель NVDM, в отличие от подходов рассматриваемых ранее,
вводит нейронную сеть для параметризации полиномиального распределе­
ния тем. Архитектура, лежащая в основе NVDM, эффективно использует
преимущества рекуррентных сетей (RNNs) для моделирования последова­
тельных текстовых данных. Подобная архитектура имеет преимущества
по сравнению с традиционными типами нейронных сетей, такие как воз­
можность обрабатывать входные данные любой длины (хотя в этом случае
максимальная длина все еще ограничена мощностью параметрических мо­
делей), возможность использовать информацию, полученную много шагов




ETM [41] отличается от классических подходов, таких как LDA и
его новых, более надежных, реализаций и модификаций, таких как BTM и
NVDM тем, что в нем используются эмбеддинги (кодировки) для представ­
ления как слов, так и тем. Это позволяет модели выявлять сходства тем и
слов без использования каких-либо внешних данных путем непосредствен­
ного моделирования их представлений. До открытия таких моделей для
получения этой информации использовались внешние графовые данные о
сходстве слов, такие как WordNet. ETM использует CBOW - тип языко­
вой модели, которая, учитывая список окружающих слов, может выводить
пропущенное слово в последовательности на основе совместных вероятно­
стей вхождения. Авторами оригинальной статьи предлагается два основ­
ных варианта использования этой модели. Первый основан на обучении
эмбеддингов слов как часть процесса вывода тем, одновременно получая
эмбеддинги и для тем. Второй - на использовании внешних, заранее предо­
бученных эмбеддингов, для получения результата с учетом уже существу­
ющего пространства кодировок. Последнее позволяет использовать слова,
отсутствующие в обучающих данных, и может выполнять те же функции,
что и графы сходства слов. Он улучшает лексическую емкость моделей
за счет моделирования синонимов и слов, тесно связанных по значению,
что особенно важно в случае социальных сетей из-за специфики и разре­
женности используемого языка. Еще одно преимущество этого подхода -
надежность в отношении стоп-слов в словаре. Другие методы, такие как
LDA, требуют тщательной предварительной обработки и в процессе вводят
нежелательные переменные, такие как нижняя граница отсечки словаря.
При этом кодировки обходят эту проблему, распознавая место стоп слов в
пространствах эмбеддингов и помещая их в отдельную тему.
Основные достоинства нейросетевых подходов:
∙ Модели способны понимать и моделировать схожие слова
∙ Расширения возможных вариантов архитектуры - нейросетевые под­
ходы более разнообразны по сравнению с статистическими и генера­
тивными
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Ключевые недостатки описанных нейросетевых моделей:
∙ Неспособность в полной мере использовать контекстные кодировки
текстов
∙ Общие ограничения тематических моделей в части представления ре­




Существует два основных подхода к суммаризациям текстов: экстрак­
тивная и абстрактная. Первый подход был распространен долгое время и
наиболее сравним с традиционными методами на основе кластеризации,
классификации и тематического моделирования. Второй подход стал пред­
метом многих исследований начиная с 2015 года, однако приобрел особую
популярность начиная с 2019 года, так как именно появление Transformer
архитектуры позволило достигнуть качественных результатов для seq2seq
моделей, которые и являются основой абстрактной суммаризации.
1.3.1. Экстрактивная суммаризация
Экстрактивные системы создают суммаризации путем определения
(и последующего объединения) наиболее важных предложений в докумен­
те. Нейронные модели рассматривают экстрактивную суммаризацию как
проблему классификации предложений: нейронный кодировщик создает
представления предложений, а классификатор предсказывает, какие пред­
ложения следует выбрать в качестве суммаризаций. SUMMARUNNER [42]
- один из первых нейронных подходов, использующих кодировщик на ос­
нове рекуррентных нейронных сетей. REFRESH [43] - это система, осно­
ванная на обучении с подкреплением, обученная путем глобальной опти­
мизации метрики ROUGE. В более поздних работах достигается более вы­
сокая производительность с более сложными модульными структурами.
LATENT [44] рассматривает экстрактивное обобщение как проблему выво­
да скрытых переменных; вместо того, чтобы максимизировать вероятность
суммирующих предложений, их скрытая модель напрямую максимизирует
вероятность ручных суммаризаций. SUMO [45] использует понятие струк­
турированного внимания для создания представления документа в виде
дерева зависимостей с несколькими корнями при прогнозировании сумма­
ризаций. NEUSUM [46] оценивает и отбирает предложения совместно и на




Нейронные подходы к абстрактной суммаризации концептуализиру­
ют задачу как задачу получения одной последовательности слов из другой
(seq2seq), где кодировщик отображает последовательность токенов в ис­
ходном документе 𝑥 = [𝑥1, ..., 𝑥𝑛] в последовательность непрерывных пред­
ставлений 𝑧 = [𝑧1, ..., 𝑧𝑛], и декодер затем генерирует целевую сводку 𝑦 =
[𝑦1, ..., 𝑦𝑚] токен за токеном авторегрессивным способом, таким образом мо­
делируя условную вероятность: 𝑝(𝑦1, ..., 𝑦𝑚|𝑥1, ..., 𝑥𝑛). Nallapati и др. (2016)
стали одними из первых, применивших модель с использованием архитек­
туры нейронного кодировщика-декодера для суммаризации текстов [47].
В дальнейшем, данная модель была усовершенствована с помощью сети
генераторов указателей (PTGEN) [48], которая позволяет копировать сло­
ва из исходного текста, и механизма покрытия (COV), который отслежи­
вает слова, которые были суммированы. В методе Deep Communicating
Agents (DCA) [49] предлагается система, в которой несколько агентов (ко­
дировщиков) представляют документ вместе с иерархическим механизмом
внимания (через агентов) для декодирования. Данная модель использует
сквозное обучение с обучением с подкреплением. Paulus и др. (2018) также
представляют глубокую модель с подкреплением (DRM) [50] для абстракт­
ных суммаризаций, которая решает проблему охвата с помощью механизма
внутреннего внимания, когда декодер обрабатывает ранее сгенерированные
слова. Gehrmann и др. (2018) следуя восходящему подходу (BOTTOMUP),
сначала определяют, какие фразы в исходном документе должны быть ча­
стью суммаризации, а затем, механизм копирования применяется только
к заранее выбранным фразам во время декодирования [51]. Narayan и др.
(2018) предлагают абстрактную модель, которая особенно хорошо подхо­
дит для экстремального случая - суммаризаций из одного предложения,
основанного на сверточных нейронных сетях, дополнительно обусловлен­
ных распределением тем (TCONVS2S) [52].
1.3.3. Применение языковых моделей
Кроме названных ранее стандартных нейросетевых подходов, начи­
ная с 2018 года предлагались различные варианты применения универ­
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сальных языковых моделей как в задаче экстрактивных так и абстрактных
суммаризаций. Одним из примеров может стать работа Yang Liu и Mirella
Lapata в которой авторы рассматривают возможность применения модели
BERT в задаче суммаризации текстовых данных [53].
Экстрактивная суммаризация BERT
Хотя BERT использовался для в решении целого спектра различных
задач НЛП, с помощью методов дообучения и настройки модели, его при­
менение в задачах суммаризации невозможно напрямую. Поскольку BERT
обучается как замаскированная языковая модель, выходные векторы при­
вязаны к токенам, а не предложениям, в то время как при экстрактивной
суммаризации большинство моделей манипулируют представлениями на
уровне предложений. Хотя эмбединги сегментации представляют разные
предложения в BERT, они применимы только к входным парам предложе­
ний, в то время как при суммаризации возникает необходимость кодирова­
ния и манипулирования входными данными, относящимися к нескольким
предложениям. На рис. 1.5. показана предлагаемая авторами оригинальной
статьи архитектура BERT для суммаризаций (BERTSUM).
Рис. 1.5. Архитектура модификации BertSum
На данной схеме верхняя строка - входные предложения с раздели­
телями. Следующий слой представляет собой сумму трех различных пред­
ставлений слов (аналогично стандартной архитектуре BERT). Данная сум­
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ма векторов используются в качестве входных кодировок для слоев дву­
направленного преобразователя, генерируя контекстные векторы для каж­
дого токена. BERTSUM расширяет BERT, вставляя несколько символов
[𝐶𝐿𝑆] для изучения представлений предложений и используя эмбединги
интервальной сегментации (показанные красным и зеленым цветом) для
различия нескольких предложений.
Пусть 𝑑 обозначает документ, содержащий [𝑠𝑒𝑛𝑡1, ..., 𝑠𝑒𝑛𝑡𝑚], где 𝑠𝑒𝑛𝑡𝑖
- это 𝑖-е предложение в документе. Экстрактивная суммаризация опреде­
ляет такую задачу как задачу присвоения класса 𝑦𝑖 ∈ 0, 1 каждому 𝑠𝑒𝑛𝑡𝑖,
показывающего включается ли объект в суммаризацию при 𝑦𝑖 = 1 или
не включается при 𝑦𝑖 = 0. Предполагается, что собранные таким образом
предложения представляют наиболее важные части исходного документа.
С помощью BERTSUM вектор 𝑡𝑖, который является представлением 𝑖-го
символа [𝐶𝐿𝑆] верхнего уровня, может использоваться в качестве представ­
ления для 𝑠𝑒𝑛𝑡𝑖. Затем несколько слоев Transformer между предложениями
складываются поверх выходных данных BERT, чтобы захватить функции
уровня документа для извлечения суммаризации:
ℎ̃𝑙 = 𝐿𝑁(ℎ𝑙−1 +𝑀𝐻𝐴𝑡𝑡(ℎ𝑙−1))
ℎ𝑙 = 𝐿𝑁(ℎ̃𝑙 + 𝐹𝐹𝑁(ℎ̃𝑙))
где ℎ0 = 𝑃𝑜𝑠𝐸𝑚𝑏(𝑇 ), 𝑇 - выход векторов предложений, а функция 𝑃𝑜𝑠𝐸𝑚𝑏(*)
добавляет в кодировки синусоидную позиционную часть, показывая поло­
жение каждого предложения. Финальный слой данной сети представляет




где ℎ𝐿𝑖 это векторное представление для предложения 𝑠𝑒𝑛𝑡𝑖 из верхнего
слоя Transformer модели.
Абстрактная суммаризация BERT
В отличии от экстрактивной суммаризации в данной задаче возмож­
но использование стандартной архитектуры кодировщика-декодировщика.
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Кодировщик - это предварительно обученная модель BERTSUM, а декоди­
ровщик - это 6-слойный преобразователь, инициализируемый случайным
образом. Вполне возможно, что существует несоответствие между кодером
и декодером, поскольку первый предварительно обучен, а второй должен
обучаться с нуля. Это может сделать тюнинг модели нестабильным. Так на­
пример, кодировщик может переобучится, а декодировщик обучиться недо­
статочно, или наоборот. Чтобы обойти эту проблему авторы оригинальной
статьи предлагают двухэтапный подход к тонкой надстройке (fine-tuning),
при котором сначала настраивается кодировщик с помощью задачи экс­
трактивной суммаризации, а затем настраивается для задачи абстрактной
суммаризации. Li и др. в своей работе показывают, как использование экс­
трактивных задач может повысить эффективность абстрактных суммари­
заций [54]. Ввиду относительной простоты данного подхода, отсутствия
изменений в основе архитектуры модели и общего улучшения результатов
тюнинга модели, данный подход является стандартным при обучении дан­
ной модели.
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1.4. Методы анализа тональности
Тональность можно определить как взгляд или мнение, содержащее­
ся в некотором тексте. Sentiment Analysis при этом определяется как это
процесс идентификации и категоризации мнений, выраженных в фрагмен­
те текстового контента, в частности, для определения отношения автора
к определенной теме, продукту или проблеме [55]. Sentiment Analysis, так­
же известный как opinion mining, широко используется во многих обла­
стях, таких как анализ продуктов, услуг, социальных и политических про­
блем, для анализа поведения или мнения пользователей по определенным
темам [56]. Целью анализа тональности является выявление положитель­
ных, отрицательных или нейтральных настроений в наборе текстов или
документов [57].
1.4.1. Традиционные подходы
Традиционно данная задача решалась двумя основными подходами:
словарным и с помощью методов машинного обучения [58].
Подходы, основанные на словарях, представляют собой статистиче­
ские методы, использующие предварительно собранные словари тональ­
ности, содержащие различные слова и соотвествующую им полярность,
для определение заданного слова как положительного или отрицательно­
го. Stone и др. [59] впервые обозначили задачу анализа тональности с
использованием метода словарей еще в 1966 году. Позже были предло­
жены различные словарные наборы, такие как WordNet, WordNet-Affect,
SenticNet, MPQA и SentiWordNet [60]. Эти подходы не требуют набора обу­
чающих данных. Однако построение полных словарей для больших объе­
мов неструктурированных данных, генерируемых пользователями, являет­
ся сложной задачей.
Подходы на основе машинного обучению помогают решить пробле­
му. Такие подходы основаны на алгоритмах классификации слов по соот­
ветствующим меткам тональности. Основное преимущество подходов на
основе машинного обучения - их способность к репрезентативному обуче­
нию. Pang и др. [61] впервые применили эти методы для анализа тональ­
ности. Алгоритмам машинного обучения требуется обучающий набор дан­
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ных, который помогает автоматизировать классификатор и тестовый набор
данных, используемый для проверки работоспособности классификатора.
Поэтому подходы машинного обучения предпочтительнее для анализа на­
строений из-за их способности работать с большими объемами данных по
сравнению с подходами, основанными на словарях [62].
Несмотря на свою простоту и интуитивно понятную систему рабо­
ты, традиционные алгоритмы имеют множество проблем, особенно замет­
ных при работе с короткими текстами, полученными из социальных медиа.
Именно поэтому современные модели все чаще создаются на основе различ­
ных архитектур глубокого обучения, в частности классификации на основе
языковых моделей.
1.4.2. Подходы на основе нейросетей
За последние годы исследователями было предложено множество под­
ходов на основе глубокого обучения, большинство из которых, так или
иначе, были применены для анализа тональности. Среди таких подходов
можно назвать предобученные сети без учителя (UPNs), сверточные сети
(CNNs), рекуррентные сети (RNNs), рекурсивные сети (RvNNs) и описан­
ные ранее трансформер сети. В разное время эти подходы показывали луч­
шие результаты, однако только с началом использования трансформер се­
тей и идей трансферного обучения, подходы на основе глубокого обучения
практически полностью вытеснили традиционные методы. Новые подхо­
ды решили сложные проблемы, такие как адаптация предметной области,
возможность работать с контекстом и моделировать долгосрочные зависи­
мости.
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1.5. Анализ коммерческих инструментов
1.5.1. IBM Watson
IBM предлагает набор инструментов, которые извлекают и класси­
фицируют информацию в структурированных или неструктурированных
текстовых данных. Среди инструментов данной системы можно выделить -
IBMWatson Natural Language Understanding & Classifier, Watson Personality
Insights и Watson Tone Analyzer.
IBM Watson Natural Language Understanding извлекает понятия, сущ­
ности, ключевые слова и категории. При используется для анализа тональ­
ностей, он не только сортирует текст на общие группы настроений - по­
ложительные, отрицательные и нейтральные - он также сортирует эти на­
строения по отдельным эмоциям, таким как смущение, грусть, уверенность
и другие.
Классификатор естественного языка IBM Watson позволяет разра­
ботчикам извлекать значение из текста и использовать методы классифи­
кации, все это без необходимости быть экспертом в области машинного
обучения или статистических алгоритмов. Дополнительно, разработчики
могут создавать свои собственные модели, загружая свои данные и позво­
ляя модели классифицировать тексты, извлекать аналитические данные и
определять тенденции.
К числу основных достоинств системы можно отнести:
∙ Удобство работы, обширная документация
∙ Отсутвие необходимости в специалистах анализа данных даже для
обучения моделей на собственных данных
∙ Широкий спектр решаемых задач – от базовой обработки, до анализа
эмоций и суммаризаций
∙ Гибкая масштабизация (система лицензии Pay as you go)
Основными недостатками продукта являются:
∙ Относительно высокая стоимость. В примерах документации приво­
дится расчет стоимости анализа тональности для 20 тыс. твитов, ко­
торая составляет 60 USD. Реальные наборы данных при этом часто
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насчитывают миллионы сообщений и как следствие, стоимость их еди­
норазового анализа составит десятки тысяч долларов.
∙ Использование устаревших способов анализа тональности - n-грамм­
ные кодировки и классификация с помощью svm (support vector machine)
∙ Использование устаревших нейросетевых методов суммаризации -
Pointer-Generator Networks [63]
1.5.2. MeaningCloud
MeaningCloud предлагает облачные API-интерфейсы и графические
интерфейсы для выполнения задач анализа текста. Данная система вклю­
чает в себя автоматическую суммаризацию, категоризацию, анализ струк­
туры документа, анализ тональности, классификацию текста, кластериза­
цию текста и извлечение тем (извлечение тем при этом не соотносится
с стандартным определением тематического моделирования и выполняет
роль более близкую к задаче распознавания именных сущностей - named
entity recognition).
API комплекса позволяет добавлять собственные словари, чтобы по­
мочь моделям сосредоточиться на аспектах / функциях конкретного про­
дукта, корректировать технические тексты без необходимости вручную иг­
норировать более конкретные термины, которые не включены в базовые
словари, и извлекать упоминания сущностей и концепций в тексте, присва­
ивая им значение исходя из собственной онтологии.
Дополнительно MeaningCloud предлагает вертикальные пакеты, ре­
сурсы, адаптированные для конкретного приложения или отрасли. Напри­
мер, вертикальный пакет «Голос клиента» включает ресурсы или компонен­
ты, специально предназначенные для банковских, страховых и телекомму­
никационных отраслей.
Основными достоинствами являются:
∙ Удобство работы, интеграция с офисными приложениями: Excel,
Google Spreadsheets
∙ Поддержка большого числа языков, с постоянными обновлениями
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∙ Модель распространения SaaS и, как следствие, гибкие возможности
лицензирования – бесплатное использование для 20 тыс. запросов в
месяц и до 1000 USD для 4200 тыс. ежемесячных запросов.
К ключевым недостаткам можно отнести:
∙ Использование устаревших технологий на основе гибридных методов
машинного обучения и правил
∙ Низкая скорость обработки данных - 2 запроса в секунду для бесплат­
ной лицензии и до 15 запросов в секунду для бизнес-лицензии
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Глава 2
Система анализа пользовательских дискуссий
В рамках данной работы была разработана архитектура программно­
го комплекса, включающего сбор данных, их предварительную обработку,
агрегацию, кодирование и реализацию различных методов кластеризации,
тематического моделирования, суммаризации. Структура была выполнена
в виде библиотеки для Python и включает в себя реализацию всех компо­
нентов, включая визуализацию и представление результатов.
2.1. Архитектура комплекса
На рис. 2.1. представлена архитектура программного комплекса. Бло­
ки данной схемы представляют компоненты системы и включают в себя:
тип операции (сбор, обработка, агрегация и т.д.), входные параметры (типы
и гиперпарметры моделей и т.д.) и выходной результат отдельных этапов
(кодировки, графики, выборки и т.д.). Пунктиром обозначены опциональ­
ные этапы. В случае связи сбора данных и их предобработки, выполнение
второго этапа опционально т.к. не все методы кодировки требуют тщатель­
ной подготовки данных с приведениме к начальной форме (стемингом или
лемматизацией) и удаления стоп слов (такими словарными библиотеками
как Python stop-words).
Результаты кластеризации опционально возможно использовать для
определения числа тем в задаче тематического моделирования. Все алго­
ритмы центральной части схемы (Тематическое моделирование, Абстракт­
ная суммаризация, Кластеризация и Классификация тональности) возмож­
но использовать совместно для получения наиболее информативных ре­
зультатов анализа. Дальнейшие разделы демонстрируют последователь­
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Рис. 2.1. Архитектура программного комплекса
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2.2. Данные - сбор и анализ
Для проведения анализа было собрано два набора данных, отлича­
ющихся по многим параметрам. Первый набор был собран из социальной
сети Twitter с помощью собственной системы сбора [64]. Рассматриваемый
набор основан на сообщениях, касающихся террористического акта в офисе
редакции Charlie Hebdo (Франция) в январе 2015 года. Сбор данных про­
изводится по заранее выявленным ключевым словам и тегам, характеризу­
ющим рассматриваемую дискуссию. Заранее задается также и временной
промежуток в течении которого рассматриваются записи, для ограничения
их числа и агрегации сообщений относящихся непосредственно к обсужде­
нию пользователей на заданную тему.
Мультиязычность является одной из ключевых особенностей данного
набора данных. Дискуссия, в основном велась на английском и француз­
ском языках, однако насчитывает множество других языков. На рис. 2.2.
приводится график соотношения языков в корпусе, полученный с помощью
предобученной системы на основе fasttext [65].
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Рис. 2.2. Распределение языков в первом наборе данных
Исходный набор данных составляет 420080 постов, на данном графи­
ке отображены средние значения точности определения каждого языка и
число отнесенных к ним постов. Ввиду достаточно высокой точности опре­
деления и наибольшего числа постов в дальнейшем анализе будут рассмат­
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риваться сообщения на английском и французском языках.
На рис 2.3. показано изменение числа постов на английском и фран­













Рис. 2.3. Изменения числа постов с течением времени
Из данного графика видна значимость рассматриваемых языков, т.к.
число сообщений на французском, в определенные часы, превышает число
постов на английском, при этом разные языки имеют схожую динамику.
На рис 2.4. представлен график плотностного распределения размера
постов на французском и английском.









   








   
   
Рис. 2.4. Плотностное распределение длины постов
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Из данных распределений видно, что для постов и на английском, и
на французском сообщения крайне короткие и имеют среднюю длину 12
слов, с максимальными размерами не превышающими 50 слов.
Второй набор данных был собран из социальной сети Reddit, пред­
ставляющей собой платформу для участия в сообществах. Данные собира­
лись по двум сообществам с полярными мнениями: r/republican и r/democrats.
Выбор данных страниц обусловлен ожидаемой разностью их участников,
схожими размерами как по числу участников, так и по уровню взаимодей­
ствия с контентом. Сбор производился по популярным постам, для каждого
из которых дополнительно собирались 30% популярных комментариев.
Данный набор сильно отличается от корпуса данных из Twitter по
нескольким ключевым параметрам:
∙ Одноязычные данные - т.к. платформа в основе своей англоязычная,
а обсуждения в рассматриваемых сообществах касаются, в первую
очередь, американской политической системы
∙ Меньшие объемы данных - не является признаком платформы в це­
лом, относится к рассматриваемому примеру, т.к. при поиске сооб­
ществ основной целью было найти схожие по количеству участников
и уровню взаимодействия. Итоговый объем данных – 1996 постов и
47141 вложенных в них комментариев.
∙ Намного более длинные посты и комментарии пользователей
















   
Рис. 2.5. Плотностное распределение длины постов
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На рис. 2.5. показаны распределения размеров постов и комментариев из
которых видно, что средняя и максимальная длина постов превышает зна­
чения Twitter данных в 4 раза.
Рис. 2.6. показывает рост числа популярных постов и распределение
рейтингов в двух сообществах.
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Рис. 2.6. Сравнение популярности
На данных сравнениях видно, что сообщества близки как по коли­
честву популярных постов, так и по распределению рейтингов (последнее
с перевесом в сторону r/democrats, однако на дальнейшие тесты, данный
фактор не влияет).
Полученные наборы данных позволяют оценивать качество различ­
ных алгоритмов в различных условиях, при этом придерживаясь темы
анализа пользовательских дискуссий в социальных сетях.
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2.3. Кластерный анализ
Данный раздел во многом базируется на идее метода Top2Vec [66].
Основная идея метода заключается в использовании языковой модели для
кодирования данных, с дальнейшим уменьшением размерности, применени­
ем алгоритма кластеризации и получением тем статистическими методами.
Первым этапом данного метода является кодирование данных и умень­
шение размерности. Для данной задачи первичные тесты проводились на
наборе данных, полученном из Twitter, ввиду отсутствия ограничений на
способ представления и как следствие - возможности в полной мере исполь­
зовать мультиязычные кодировщики. Авторы оригинальной статьи Top2Vec
используют модель word2vec, однако для получения качественных резуль­
татов на мультиязычных данных, оправдано использование мультиязыч­
ной модели Universal Sentence Encoder, ранее описанной в разделе 1.1.7.
Используя Universal Sentence Encoder Cross-lingual (XLING) [67] с предобу­
ченными параметрами для английского и французского языков позволяет
кодировать исходные данные в 512-мерные векторы.
Для сокращения времени проведения тестов, изначальные кодировки
сжимаются алгоритмом UMAP [68] до 50-мерных векторов.
Следующий этап - кластеризация на основе полученных векторных
представлений. В данном случае рационально применение алгоритма
HDBSCAN [69]. Данный алгоритм является модификацией широко распро­
страненной модели DBSCAN - модифицирует базовый алгоритм, позволяя
находить кластеры с различными плотностями, не требуя при этом ручной
оценки порога объединения кластеров. Такой подход позволяет не только
получать кластерные разбиения высокого качества, но и автоматически
определять шумовые документы, не относящиеся ни к одному кластеру, и
число кластеров. Визуальное представление документов может быть полу­
чено путем уменьшения размерности до 2 измерений.
Чтобы получить репрезентации получившихся 698-и кластеров необ­
ходимо получить их разбиения по словам. В простейшем случае данные
разбиения можно получить с помощью алгоритма TF-IDF, описанного в
разделе 1.1.2. Для применения данного подхода объединяются предложе­
ния, относящиеся к одному кластеру. Применение алгоритма TF-IDF на
данном представлении позволяет получать наиболее значимые слова для
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каждого кластера.
В таблице 2.1. представлены слова, определяющие некоторые попу­
лярные кластеры.
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
satire identite victims israel shooting
freedom suspects terror palestine gunmen
satirical police paris gaza suspects
free localises attack hamas photos
speech identifies remember attacks connue
Таблица 2.1. Распределение слов по кластерам
Аналогичные тесты для объединенного набора данных Reddit пока­
зывают наличие 250 кластеров. На рис. 2.7. показано распределение класте­
ров по документам, а в таблице 2.2. представлены наиболее важные слова
из основных нешумовых кластеров.
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
twitter nfl hollywood propaganda black
facebook sports celebrities machine white
social players actors misinformation racist
media anthem fame algorithms blm
zuckerberg knee like conspiracy police
Таблица 2.2. Распределение слов по кластерам
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Рис. 2.7. Распределение документов по кластерам
2.4. Тематическое моделирование
Тематическое моделирование ставит своей задачей получение двух
основных распределений: тем по документам и слов по темам. Наиболее
распространенными подходами решения данной задачи являются генера­
тивные методы, основанные на архитектуре LDA. Прошлые тесты [39] по­
казали эффективность модели Embedded Topic Model по сравнению с ба­
зовым методом LDA и его модификациями, направленными на обработку
коротких текстов. Высокие показатели эффективности связаны прежде все­
го с использованием архитектуры кодирования, позволяющей эффективно
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кодировать шумные данные. В таком случае, как и в эксперименте с ис­
пользованием USE, шумовые слова кодируются отдельной темой и почти
не содержатся в других темах.
В данной работе использовалась модификация репозитория авторов
статьи, с дополнительными функциями загрузки данных и получения ре­
зультирующих матриц. В качестве числа тем были взяты значения полу­
ченные HDBSCAN в предыдущих тестах.
В таблицах 2.3. и 2.4. показаны распределения слов для некторох тем
из объединенного набора Reddit и английской части данных, полученных
из twitter.
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
vote election news virus people
elected gov cnn pandemic white
just 2020 fox coronavirus racist
party registration people algorithms black
election primary media just political
Таблица 2.3. Распределение слов по темам для данных Reddit
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
religion speech respond hostages unite
islam freedom massacre police solidarity
muslim free cartoonists hostage victims
people expression world hope cartoonists
god right victims pray attack
Таблица 2.4. Распределение слов по темам для данных Twitter
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2.5. Суммаризация дискуссий внутри отдельных постов
Часто в различных социальных медиа посты являются изображения­
ми, ссылками на новостные ресурсы, видео и так далее. В таком случае есть
несколько путей применения алгоритмов анализа данных. Первый - более
сложный, заключается в переходе по ссылкам, сборе информации из ориги­
нальных источников, выделении текстовой информации из картинок и так
далее. Второй способ заключается в анализе комментариев к основной за­
писи. Такой подход позволяет сокращать сложность обработки, так как нет
необходимости прибегать к дополнительному этапу сбора дополнительной
информации и алгоритмам выделения текстовых данных. Дополнительно,
анализ комментариев позволяет выявлять мнения многих участников по
теме, обсуждаемой в сообщении.
Данный анализ проводился для набора данных reddit, т.к. именно
для этого набора производился сбор и постов, и комментариев (для Twitter
сбор выполнялся по ключевым словам и тегам, и не содержит информации
о структуре постов и комментариев).
Для создания суммаризаций комментариев использовалась модель
Longformer, ввиду ее эффективности при суммаризации больших объемов
данных. Самые популярные записи насчитывают тысячи комментариев и
применение стандартных моделей, таких как T5 и BERTsum, возможно, но
накладывает серьезные требования на оборудование (требуются большие
объемы видеопамяти) и накладывает ограничения на размер получаемых
суммаризаций. Модель Longformer, при этом, позволяет захватывать боль­
шую часть информации из большого числа комментариев, получая при
этом качественные суммаризации.
Дополнительно, для данной задачи производится совместное с сумма­
ризацией применение модели анализа тональности из набора Flair, предобу­
ченной для работы с английским текстом. Результаты анализа тональности
комментариев к популярным постам двух сообществ приведены на рис. 2.8.
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Рис. 2.8. Плотностное распределение тональности комментариев
Из данных распределений видно, что большинство комментариев, осо­
бенно для сообщества rbackslashchar republican являются негативными. Это
объясняется главным образом популярностью обсуждений, касающихся но­
востных статей и событий, имеющих явно негативный окрас. Дополнитель­
но можно отметить поляризованную оценку тональности, получаемую с
помощью flair - большинство комментариев оценивается явно позитивно
или негативно, т.е. оценивается значениями близкими к 0 или 1, с редкими
промежуточными значениями.
На рис. 2.9. показана табличная визуализация суммаризаций коммен­
тариев к популярным постам и соответствующих им значениям тонально­
сти. Данное представление позволяет просматривать общий смысл сотен
различных комментариев, анализируя одно, общее для них представление.
Дополнительная разметка тональности позволяет быстро оценивать общий
настрой комментариев, упрощает поиск по итоговой таблице.
Можно отметить высокое качество полученных суммаризаций. Они
не только составляют связные предложения и идеи, но и соответствуют об­
суждаемым темам во всех рассмотренных примерах. Оценка тональности
flair, в свою очередь, требует значительной доработки. Так например седь­
мая суммаризация для rbackslashchar democrats содержит явный сарказм,
но модель считает предложение позитивным.
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r/republican r/democrats
We are reaching r/conservative levels of mass-fake-
reporting
Because we have stigmatized being poor, and
people honestly think if they work hard the will
become the 401st billionair
We have bad politicians because we have ignorant
population
We need to call this guy a coward for sitting around
while unarmed children died
r/politics is a liberal cesspool that downvotes and
castrates anyone with a differing opinion, and they
even come here sometimes to downvote
This is the first of a series of rants in which a soon to
be elected congressperson is described as a
socialist
Republicans are bad, so are democrats, you all lick
the boots of power in the hopes that someday you
too will be rich and be allowed to step on poor
people
We see ourselves as a tolerant society. But a society
that tolerates intolerance is no tolerant society.
39 missing children and 6 adults were rescued from
sex trafficking in the state of Georgia over the course
of a month
We are only 1.5 years into the Trump presidency
BLMers and looters are the same Picture : they are
the same Picture. on the left you got your looters, on
the right you've got mass shooters
This is what happens when you elect a moron with
the mental capacity of a 2 yo
Antifa is a fascist group This is a fun game of spot the secret service.
The debate format is obsolete. we need to change
the format to long-form discussion.
We need to stop upvoting this sensationalist bullshit.
it hurts the Blue team more than it helps.
This debate was a joke. it was two 70 year old
children arguing the whole time. it was hard to catch
anything in that mess.
We are in a shithole country because it seems that
most registered dems don't care either. no more talk
about healthcare. no more talk about infrastructure.
We have a $6 trillion deficit and the year isn't even
over yet. Unemployment is at 14% and GDP is
negative.
This is the most un-American thing ever.
Рис. 2.9. Результаты анализа дискуссий в комментариях
2.6. Суммаризация и тональность временных рядов
В случае анализа дискуссий, касающихся некоторого события, особую
важность имеет обработка сообщений за определенные временные проме­
жутки. Ранее на рис. 2.3. приводился график изменения числа сообщений
с течением времени из которого видно, что дискуссия протекает неравно­
мерно.
Для проведения анализа дискуссии в Twitter данные были разбиты
на пиковые промежутки, с последующим разделением по тональностям с
помощью предобученной модели BERT. Выборки разбиваются на положи­
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тельные при значении тональности 𝑛 > 0.6, нейтральные при значениях
0.6 > 𝑛 > 0.4 и отрицательные при 𝑛 6 0.4. Итоговые выборки суммируют­








Condemn violence against media. Our thoughts go out to the families of
the slain victims and their families in paris. 39%
Sure the pin is stronger than weapons but not in Charlie way But they
cannot kill us all. Sometimes a picture says it better than any writer could. 17%
A terrible day for all cartoonists is a terrible day for freedom of speech. A
sad day for freedom of speech, for creatives, and for the world . 43%
2015-01-07
12:27
r.i.p. is a cartoonist who reacted to the attack on freedom of speech. He
says it's an act of cowardness and freedom of speech. 40%
A terrible day for all cartoonists 20%
A sad day for all cartoonists in the u.s. is when people are silenced for
satirical cartoons. Tyranny, home and abroad, and love is always stronger




Freedom of speech is our greatest weapon against tyranny, home and
abroad. 46%
As a Muslim, I refuse to apologize for this terrorist act. 17%
A terrible day for all french cartoonists. Just awful. 37%
2015-01-07
12:33
Freedom of expression is our greatest weapon against tyranny, home and
abroad. A pen is mightier than the sword. 46%
A terrible day for all cartoonists, I demand justice for the victims. 19%
Freedom of expression is inherently anti-oppression, whether religious or
political. 34%
Рис. 2.10. Результаты анализа временных распределений
В данной таблице первый столбец указывает время начала рассмат­
риваемого промежутка. Второй показывает три различных суммаризации:
для положительного, нейтрального и негативного контента. Последний по­




В рамках данной работы был проведен сравнительный анализ раз­
личных моделей суммаризации текстовых данных и способов их совмест­
ного применения с методами определения тональности. Был проведен тща­
тельный анализ современных подходов к решению задач кодирования тек­
стовых данных, суммаризации, тематического моделирования и анализа
тональности. Дополнительно был проведен анализ существующих коммер­
ческих инструментов, показавший, что методы, используемые сервисами,
часто являются устаревшими - основанными на эвристических подходах,
подходах с использованием машинного обучения. При этом анализ лите­
ратуры показывает, что наиболее качественные результаты для решения
всех рассматриваемых задач достигаются с использованием нейросетевых
подходов, а именно - с использованием архитектуры Transformer и подхода
трансферного обучения.
Для решения практических задач была разработана архитектура, за­
трагивающая все основные этапы анализа данных, начиная от сбора и пре­
добработки, заканчивая визуализацией полученных результатов. Описыва­
ется процесс сбора и первичного анализа двух наборов данных, полученных
из разных соцсетей. Проводится ряд практических тестов, показывающих
примеры получения значимых репрезентаций из исходных корпусов.
В качестве основных выводов можно отметить:
∙ Различные данные требуют подбора моделей, лучше приспособлен­
ных к работе с теми или иными специфическими ограничениями.
Примерами таких ограничений могут быть: мультиязычность исход­
ных данных, большой размер корпусов, использование коротких тек­
стов.
∙ Методы кластерного анализа, при правильном их применении сов­
местно с современными методами кодирования данных, позволяют по­
лучать качественные представления документов. Использование до­
полнительных статистических приемов позволяет получать словар­
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ные репрезентации кластеров, приводя задачу к виду, схожему с зада­
чей тематического моделирования. Модели имеют ряд ключевых пре­
имуществ перед методами тематического моделирования: гибкая ар­
хитектура (возможность использования различных кодировок, вклю­
чая мультиязычные), возможность автоматического определения чис­
ла кластеров плотностными алгоритмами.
∙ Классические и современные методы тематического моделирования
имеют перед методами кластеризации ряд преимуществ, основными
из которых являются прочная теоретическая основа и возможность
кодирования документов одновременно несколькими темами. При этом
преимущество нескольких тем на документ часто оказывается невос­
требованным в задаче анализа текстов, полученных из соцсетей. В
таких случаях достаточным оказывается использование одной (самой
популярной) темы на сообщение, ввиду короткого размера текстов.
∙ Подходы абстрактной суммаризации позволяют получать качествен­
но иные репрезентации текстовых данных. Обобщения генерируемые
такими методами способны качественно передавать смысл большого
числа постов и комментариев в сжатой форме. В дальнейшем такие
репрезентации могут быть использованы специалистами профильных
областей (социологами, журналистами, политологами и маркетолога­
ми).
∙ Методы анализа тональности могут использоваться как на этапе агре­
гации данных (с дальнейшим анализом негативных или позитивных
записей), так и на этапе финализации для получения дополнитель­
ных визуальных представлений.
Исследования отдельных тем данной работы были выполнены при под­
держке гранта РНФ "Кривое зеркало конфликта: роль сетевых дискуссий в
репрезентации и динамике этнополитических конфликтов в России и за ру­
бежом"(грант 16-18-10125-P). В рамках гранта были написаны три статьи,
предметом которых стало исследование методов тематического моделиро­
вания и кластеризации данных конфликтных дискуссий. Также в рамках
гранта был зарегистрирован патент "Программа для автоматического об­
наружения скрытых тем в пользовательских дискуссиях"№ 2020662702.
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Перспективы развития
Несмотря на полноту проведенного анализа, работа по данной теме
может быть продолжена. В качестве основных направлений развития про­
екта можно выделить:
∙ Улучшение методов классификации тональности - использование ал­
горитмов и моделей способных показывать различные эмоциональ­
ные оттенки, а также способные детектировать сарказм
∙ Улучшение мультиязычной обработки данных - предобучение моде­
лей, способных качественно обрабатывать одновременно различные
языки
∙ Дальнейшая модификация Transformer подходов с помощью идей мо­
дели Longformer, для качественной и эффективной обработки боль­
ших объемов данных
∙ Более полное использование метаинформации при создании моделей
(рейтинги записей, временные отметки комментариев, структура от­
ветов к постам и комментариям)
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