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Abstract
There has been increased interest in missing sensor data imputation, which is ubiquitous in the field of
structural health monitoring (SHM) due to discontinuous sensing caused by sensor malfunction. To address
this fundamental issue, this paper presents a Bayesian tensor learning method for reconstruction of spa-
tiotemporal missing data in SHM and forecasting of structural response. In particular, a spatiotemporal
tensor is first constructed followed by Bayesian tensor factorization that extracts latent features for missing
data imputation. To enable structural response forecasting based on incomplete sensing data, the tensor
decomposition is further integrated with vector autoregression. The performance of the proposed approach
is validated on continuous field-sensing data (including strain and temperature records) of a concrete bridge,
based on the assumption that strain time histories are highly correlated to temperature recordings. The
results indicate that the proposed probabilistic tensor learning approach is accurate and robust even in the
presence of large rates of random missing, structured missing and their combination. The effect of rank
selection on the imputation and prediction performance is also investigated. The results show that a bet-
ter estimation accuracy can be achieved with a higher rank for random missing whereas a lower rank for
structured missing.
Keywords: Tensor decomposition, Bayesian inference, Machine learning, Data imputation, Response
forecasting, Structural health monitoring
1. Introduction
High-quality data plays a pivotal role in structural health monitoring (SHM) for condition as-
sessment, damage detection, and decision making. However, during long-term monitoring, it is
inevitable for imperfect and corrupted sensor measurements, especially in a harsh and noisy en-
vironment, which calls for effective approaches for imputation/recovery missing and noisy data.
Furthermore, in order to conduct real-time early-warning of structural deterioration or even disas-
trous failure, forecasting/prediction of structural response has also received considerable attention.
The general idea of time series analysis, in the context of imputation and forecasting, is to find
key dynamic patterns from observations and establish a mapping function between the historical
records and the estimation. Nevertheless, these tasks are rather challenging on account of complex
spatiotemporal dependencies and inherent difficulty in large-scale and nonlinear characteristics of
SHM data, especially in piratical applications.
There have been a number of attempts made to solve the data imputation and forecasting
problems in the SHM community. On one hand, in the missing data recovery research, compressive
sensing is one common and typical approach to rebuild the entire temporal signals based on the
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the sparsity assumption of the data in certain feature spaces [1–5]. Another interesting stream
for data imputation is the use of probability methods (e.g., Gaussian process (GP) thanks to its
great interpretation capacity for nonlinear dynamic processes), which has been comprehensively
studied in outlier detection [6, 7], model calibration/updating [8–14] and system identification [15–
20]. For instance, Wan et al. [21] employed Bayesian multi-task learning with multi-dimensional
GP priors to recover SHM data. Chen et al. [22] explored the possibility of probability density
function estimation for data loss compensation with warping transformations. Some recent surveys
have reported the great potential in data imputation by considering both the sensor information
and time series, which is usually conceptualized as spatiotemporal. Yang et al. [23] developed a
low-rank matrix completion method with `1-norm and a nuclear norm for imputation of random
missing data. This approach is powerful but has limitations due to an ideal assumption that the
data is randomly missing, which is less common in practical SHM (e.g., data might be missing for
a continuous duration). Chen et al. [24] investigated the inter-sensor relationship of stochastic
structural responses with non-parametric copulas, which flexibly captured the spatial dependency
for strain data. Moreover, the sequential broad learning (SBL) approach was recently presented for
efficiently reconstructing structural response [25], which is however short for spatial consideration.
On the other hand, for the sake of data-driven structural response forecasting, the majority of exist-
ing research focus on the time-dependent response approximation based on high-quality collected
data (e.g., data missing is not considered). In particular, the widely-accepted and well-studied
methods are based on the linear combination of previous observations, for example, dynamic linear
models [26–28] and autoregressive (AR) models [29–31]. Distinctively, Wan and Ni [32] examined
the capability of a GP-based Bayesian approach for underlying nonlinear dynamic system response
prediction from a statistic perspective. Besides, deep learning techniques, such as the convolutional
neural network (CNN) [33–35], the long-short term memory (LSTM) network [36, 37], and the vari-
ational autoencoder (VAE) [38], have also been proven to be a decent alternative for extracting
spatial features for dynamic response reconstruction and prediction.
Despite the rapid development of data science in SHM, there still remain three representative
challenges for the specific aim of data imputation and response forecasting. Firstly, very little work
has been devoted to the spatial dependency and correlation in the time series analysis. The second
is the lack of consideration on vast and continuous missing scenarios (e.g., data missing for a long
continuous period such as one day or consecutive days). Lastly, almost all of the present studies
on response forecasting are based on high-quality data instead of imperfect measurements with
missing values. To this end, in light of the recent renaissance in tensor learning [39–41], which has
already greatly contributed to image processing [42–47], recommender systems [48–50], and traffic
data analysis [51–59], we propose a Bayesian tensor learning method for (1) reconstruction of
spatiotemporal missing data in SHM and (2) forecasting of structural response under the scenario
of missing/incomplete data. Different from [23], tensor factorization in the context of Bayesian
inference provides a principled selection mechanism for suitable likelihood models and allows for
uncertainty quantification in parameter estimation and prediction [60]. In addition, inspired by
the strong correlation between strain data and temperature data [28, 61–64], this research sheds
new light on integrating physics into the tensor model, resulting in an interpretative low-rank data
structure.
The main contribution of this paper can be summarized as follows. Firstly, to the best of our
knowledge, it is the first time to realize response forecasting with incomplete data in SHM appli-
cations, based on reliable latent features instead of directly using the corrupted data. Secondly, by
constructing one-dimensional time series data into a second-order tensor structure (sensor locations
ˆ time steps), we can easily capture the spatiotemporal features of the data for accurate imputation
and forecasting. Thirdly, the physics relationship between strain and temperature is introduced
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to optimize the tensor structure. We further validate the proposed approach on a concrete bridge
with multi-year recordings of strain and temperature time histories.
The rest of the paper is organized as follows, in addition to this Introduction section. Section
2 begins by laying out the theoretical dimensions of this work, and is concerned with the pro-
posed methodology. In Section 2.1, we describe the problem definition and general principle of
data imputation and response forecasting under the data missing scenarios. In Section 2.2, 2.3 and
2.4, we circumstantially present the Bayesian generation and inference procedure, as well as the
autoregressive process for temporal feature modeling. Section 3 elaborates the experimental vali-
dation results of the proposed method, focusing on three key themes: imputation and forecasting
performance with respect to different missing rates, uncertainty quantification and rank analysis.
Section 4 concludes the current work and the outlook of future directions.
2. Methodology
In this section, we formulate the problem of SHM data imputation and response forecasting in
the context of tensor learning, and present the spatiotemporal dependency modeling procedure via
matrix factorization.
2.1. Problem Description
The goal of SHM data imputation and forecasting is to estimate the missing values and predict
the future structural response given partially observed data collected from a sensor network. The
multidimensional time series data, with missing values, can be represented by matrix Y P RMˆT ,
where M denotes the number of sensor locations and T is the number of time stamps for a certain
continuously monitoring period. The imputation process aims to firstly learn a factorized spatial
feature U and a temporal feature X based on the observed data Y, and then reconstruct the
response with imputed values. Afterwards, given y:,t signifying the multivariate data at time t, the
course of response forecasting utilizes the well-trained spatial factor U and the updated temporal
factor X˚ to map L (ě 1) historical sensing data to future T (ě 1) structural responses, given by
ry:,t´L`1, ¨ ¨ ¨ ,y:,ts UÝÝÑ
X˚
ry:,t`1, ¨ ¨ ¨ ,y:,t`T s (1)
which essentially establishes a temporal forecasting process.
2.2. Model Generation
Naturally, spatiotemporal SHM data observed from M sensor locations with T time stamps
can be constructed in the form of a two-dimensional tensor, Y P RMˆT . Due to inevitable data
missing in practical applications, we define an indicator set for the observed elements in Y as
Ω “ tpi, tq|yi,t is observedu. To characterize the spatiotemporal dependencies, we employ the gen-
eral idea of second-order tensor (matrix) decomposition to approximate the multidimensional data
through the sum of K rank-1 tensors, namely,
Y «
Kÿ
r“1
ur ˝ xr “ UJX, (2)
where K is a positive integer referring to the tensor rank, and the symbol ˝ stands for the vector
outer product. Here, u1,u2, ¨ ¨ ¨ ,uK P RM and x1,x2, ¨ ¨ ¨ ,xK P RT form the rank-1 components of
the matrix Y. Furthermore, with this formulation, we assume U as the spatial latent factor whose
rows are ur’s, and X to be the temporal latent feature whose rows are xr’s. Element-wise, yi,t is
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Figure 1: A graphic illustration of matrix factorization. Note that the white boxes represent the missing values while
the grey boxes denote the observed data.
estimated by the inner product of ui and xt, where ui P RK represents the latent spatial feature
at sensor i and xt P RK is the latent temporal embedding at time t, expressed as
yi,t « uJi xt. (3)
The basic concept of matrix factorization is illustrated in Figure 1.
Next, we present the fully Bayesian method for tensor learning. To begin this process, the
likelihood of the observed SHM data yi,t is given by:
yi,t „ N puJi xt, τ´1 q, (4)
where N p¨q denotes the Gaussian distribution with mean uJi xt and precision τ. Secondly, to model
the spatial factor, the prior distribution over the spatial feature vectors (i.e., ui) is assumed to be
multivariate Gaussian, viz.,
ui „ N pµu,Λ´1u q. (5)
We further place conjugate Gaussian-Wishart priors on the spatial feature parameters Θu “
tµu,Λuu, i.e., mean µu P RK and variance Λu P RKˆK , written as
ppΘu|µ0, β0,W0, v0q “ ppµu|ΛuqppΛuq
“ N pµu|µ0, pβ0Λuq´1qWpΛu|W0, v0q.
(6)
Here, µ0, β0,W0, v0 are hyper-parameters; Wp¨q denotes the Wishart distribution with v0 degrees
of freedom and a K ˆK scale matrix W0, namely,
WpΛu|W0, v0q “ 1
C
|Λu|
v0´K´1
2 exp
ˆ
´1
2
Tr
`
W´10 Λu
˘˙
, (7)
where C is the normalizing constant and Tr(¨) denotes the matrix trace defined as the sum of all
the elements on the main diagonal of the matrix.
Although probabilistic modeling of the spatial factors is straightforward, it is tricky to capture
the time-evolving patterns and predict the dynamic trends in the Bayesian learning. Here, we
consider incorporating the AR process into the matrix/tensor factorization model for describing
the temporal dependencies. Generally, an AR model is characterized by a time lag set and a weight
parameter vector. However, different from the traditional AR model which is more applicable for
low-dimensional data, we make two modifications to handle the multi-dimensional time-series issue.
The first distinction is that we introduce a flexible AR structure on time lags L [51]. Instead of
4
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Figure 2: Auto-regressive model for temporal dependencies.
applying a small-size lag set (e.g., L “ t1u) which only learns the simple temporal patterns (e.g.,
daily similarity), we try to use more complex time lags to infer seasonal or yearly trends for long-
term forecasting. The second alteration is changing the tensor structure of AR model parameters
for convenience. Let the time lags set be L “ tl1, l2, ¨ ¨ ¨ , ldu, where d is the order of the AR model.
In our case, the weight parameter Aj (j P t1, 2, ¨ ¨ ¨ , du) should be a K ˆ K matrix since the
elements in the AR model are formed as column vectors (i.e., xt P RKˆ1) in the temporal feature
matrix X. The graphic illustration is shown in Figure 2 with the example of L “ t1, 3u.
In addition, there is no diagonal restriction on Aj due to the complicated causal relationship
between factors. Thus, the reorganized formulation of the AR process can be written as:
xt`1 « A1xt`1´l1 `A2xt`1´l2 ` ¨ ¨ ¨ `Adxt`1´ld
“ rA1,A2, ¨ ¨ ¨ ,Adslooooooooomooooooooon
A
rxt`1´l1 ,xt`1´l2 , ¨ ¨ ¨ ,xt`1´ldsJloooooooooooooooooooomoooooooooooooooooooon
zt`1
. (8)
For simplicity, we define a time-invariant matrix A P RpKdqˆK and a historical observation vector
zt`1 P RpKdqˆ1 shown in Eq. (8). As a result, by assuming the prior distribution for the temporal
factor xt as multivariate Gaussian, we have the mean vector as A
Jzt for the forecasting process.
Therefore, the piecewise modeling of the temporal feature matrix is summarized as:
xt „ N prµx, rΣxq
„
#
N p0, Ixq, if t P t1, 2, ¨ ¨ ¨ , ldu,
N pAJzt,Σq, otherwise,
(9)
where 0 P RKˆ1 is a zero vector and Ix P RKˆK is an identity matrix.
Likewise, a conjugate Matrix Normal Inverse Wishart prior is applied to the hyper-parameters
Θx “ tA,Σu in the forecasting process:
ppΘx|Λ0,V0,Ψ0, v0q “ ppA|ΣqppΣq
“MN pA|Λ0,V0,ΣqIWpΣ|Ψ0, v0q, (10)
where MN p¨q is Matrix Normal distribution and IWp¨q denotes Inverse Wishart function. Herein,
the Inverse-Wishart distribution Σ „ IWpΨ0, v0q is equivalent to Σ´1 „ WpΨ´10 , v0q. Besides,
the probability density function (PDF) for A is given by
ppA|Λ0,V0,Σq “ p2piq´K
2d
2 |V0|´K2 |Σ|´Kd2 exp´ 12 rTrpΣ´1pA´Λ0qJV0pA´Λ0qqs. (11)
in which Λ0 P RpKdqˆK is the mean matrix parameter, V0 P RpKdqˆpKdq represents the row-variance
matrix, and Σ P RKˆK denotes the column-variance matrix parameter.
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Figure 3: Probabilistic graphic model for Bayesian tensor learning.
The final stage of model generation is to deal with the precision parameter τ as shown in Eq.
(4). In particular, a conjugate Gamma prior over τ is introduced to make the generative model
robust in consideration of the indeterminate noise effect in SHM data:
τ „ Gammapa0, b0q (12)
Here we define Θτ “ ta0, b0u where a0 and b0 represent the shape parameter and the rate parameter,
respectively. The PDF of τ has the form as follows
ppτ|a0, b0q “ b
a0
0
Γpa0qτ
a0´1
 expp´b0τq. (13)
The graphic model representing the generative Bayesian tensor learning described above is
depicted in Figure 3. The grey node yi,t (pi, tq P Ω) is the observed SHM data, while ui, xt and
τ are the parameters in the likelihood distribution 4. In our experiments, we initialize the scalars
as: β0 “ 1, v0 “ K, a0 “ b0 “ 1 ˆ 10´6. The vector µ0 and the matrix Λ0 are set as a zeros. The
remaining matrices tW0,V0,Ψ0u are all set to be identity matrix but with different dimensions.
2.3. Model Inference
Following the Bayesian modeling formulation in [42] and [65], we infer the predictive distribution
over missing entries below:
ppyi˚,t|Y,Θu0 ,Θx0q “
ĳ
ppyi˚,t|ui,xt, τqppU,X, τ|Y,Θu,Θx,Θτ q
ppΘu,Θx,Θτ |Θu0 ,Θx0qdtU,X, τudtΘu,Θx,Θτu
(14)
where Θu0 “ tµ0, β0,W0, v0u and Θx0 “ tΛ0,V0,Ψ0, v0u are assemblies of the hyper-parameters.
Noteworthy, the exact solution of Eq. (14) cannot be obtained analytically due to the intricate
integration over all the latent variables and hyper-parameters. Therefore, we seek to use Markov
Chain Monte Carlo (MCMC) sampling [66] to approximate the inference. The underlying logic of
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MCMC sampling is that we can draw dependent sequences of samples representing the posterior
distribution. Thus, we can describe the predictive distribution in Eq. (14) as:
ppyi˚,t|Y,Θu0 ,Θx0q « 1N
Nÿ
n“1
p
´
yi˚,t|upnqi ,xpnqt , τ pnq
¯
, (15)
where
 
u
pnq
i ,x
pnq
t , τ
pnq

(
denote the nth simulated sample from the posterior distribution of interest.
Herein, we introduce the Gibbs sampling [67] to generate the posterior samples, which is a sequential
sampling approach by sweeping through each variable to sample from its conditional distribution
with the remaining variables fixed to their current values. In addition, thanks to the use of conjugate
priors in the Bayesian model generation, we can easily derive the conditional distributions since
the posterior distribution is in the same probability distribution family as the prior distribution.
The Gibbs sampling procedure for all the parameters and hyper-parameters are described below.
2.3.1. Sampling Spatial Features
We sample the spatial hyper-parameters Θu first. Considering the likelihood in Eq. (5) and
the prior in Eq. (6), the posterior distribution is given by a Gaussian-Wishart distribution:
ppµu,Λu|U,Θu0q “ N pµu|µ0˚ , pβ0˚ Λuq´1qWpΛu|W0˚ , v0˚ q
9
Mź
i“1
N pui|µu,Λ´1u q ˆN pµu|µ0, pβ0Λuq´1q ˆWpΛu|W0, v0q
(16)
where
µ0˚ “ β0µ0 `Msuβ0 `M , β0˚ “ β0 `M, v0˚ “ v0 `M,
pW0˚q´1 “ W´10 `MsS` β0Mβ0 `M pµ0 ´ suqpµ0 ´ suqJ.
(17)
Here, su and sS are two statistical parameters defined as:
su “ 1
M
Mÿ
i“1
ui, sS “ 1
M
Mÿ
i“1
pui ´ suqpui ´ suqJ. (18)
The conditional distribution over spatial features ui, conditioned on temporal features X, partially
observed sensor data Y, precision τ and all other hyper-parameters of interest can then be obtained:
ppui|Y,X,Θu, τq “ N pui|µu˚, pΛu˚q´1q
9
Tź
t“1
N pyi,t|uJi xt, τq ˆN pui|µu, pΛuq´1q,
(19)
where
Λu˚ “ Λu ` τ
Tÿ
t“1
xtx
J
t ,
µu˚ “ pΛu˚q´1
˜
τ
Tÿ
i“1
xtyi,t `Λuµu
¸
, pi, tq P Ω.
(20)
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2.3.2. Sampling Temporal Features
Following the sampling procedure for spatial features, we infer the conditional distribution of
the hyper-paramters Θx with the likelihood in Eq. (9) and the prior in Eq. (10), namely,
ppA,Σ|X,Θx0q “MN pA|Λ0˚ ,V0˚ ,ΣqIWpΣ|Ψ0˚ , v0˚ q
9
Tź
t“1
N pxt|rµx, rΣxq ˆMN pA|Λ0,V0,Σq ˆ IWpΣ|Ψ0, v0q. (21)
Matching the coefficients of the hyper-parameters in Eq. (21), we can obtain the updated param-
eters as follows:
V0˚ “ pV´10 `QJQq´1,
Λ0˚ “ V0˚pV´10 Λ0 `QJPq,
v0˚ “ v0 ` T ´ ld,
Ψ0˚ “ Ψ0 `PJP`ΛJ0 V´10 Λ0 ´ pΛ0˚qJpV0˚q´1Λ0˚ .
(22)
These two matrices P P RpT´ldqˆK and Q P RpT´dqˆpKdq are defined for simplicity and convenience,
expressed as
P “ rxJld`1, ¨ ¨ ¨ ,xJT sJ,
Q “ rzJld`1, ¨ ¨ ¨ , zJT sJ.
(23)
After sampling the hyper-parameters, we further derive the conditional distribution of the
temporal factor xt, whose posterior distribution follows Gaussian, given by
ppxt|Y,U,Θx, τq “ N pxt|µx˚,Σx˚q
9
Mź
i“1
N pyi,t|uJi xt, τq ˆN pxt|rµx, rΣxq. (24)
Nevertheless, sampling xt is complicated due to the piecewise Bayesian modeling on the tempo-
ral feature parameters. Here, we introduce four auxiliary variables tC,D,E,Fu considering the
function of the AR process. The general updating formulation can thus be written as
Σx˚ “
˜
τ
Mÿ
i“1
uiu
J
i `C`D
¸´1
,
µx˚ “ Σx˚
˜
τ
Mÿ
i“1
uiyi,t `E` F
¸
, pi, tq P Ω.
(25)
where the variables C and E are given by
C “
#řd
j“1,ldăt`ljďT A
J
j Σ
´1Aj , if t P t1, 2, ¨ ¨ ¨ , T ´ l1u,
0, otherwise,
(26)
E “
#řd
j“1,ldăt`ljďT A
J
j Σ
´1φt`lj , if t P t1, 2, ¨ ¨ ¨ , T ´ l1u,
0, otherwise,
(27)
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with φt`lj being defined as
φt`lj “ xt`lj ´
dÿ
p“1,p‰j
Apxt`lj´lp . (28)
In addition, the variables D and F can be written as
D “
#
Ix, if t P t1, 2, ¨ ¨ ¨ , ldu,
Σ´1, otherwise,
(29)
F “
#
0, if t P t1, 2, ¨ ¨ ¨ , ldu,
pΣ´1qřdp“1 Apxt´lp , otherwise. (30)
2.3.3. Sampling Precision
With the combination of the likelihood in Eq. (4) and the prior in Eq. (12), the posterior
distribution of precision τ can be represented by a Gamma distribution, namely,
ppτ|Y,U,X,Θτ q “ Gammapa0˚ , b0˚q
9
Mź
i“1
Tź
t“1
N pyi,t|uJi xt, τq ˆGammapτ|a0, b0q,
(31)
where the hyper-parameters a0˚ and b0˚ can be expressed as
a0˚ “ 12
ÿ
pi,tqPΩ
si,t ` a0,
b0˚ “ 12
ÿ
pi,tqPΩ
pyi,t ´ uJi xtq2 ` b0.
(32)
Note that si,t is 1 if pi, tq P Ω and 0 otherwise.
2.4. Response Forecasting
As described in Figure 1, we predict the future structural response yi,t`1 based on the learned
spatial feature ui and the newly updated temporal feature xt`1. To be more specific, after get-
ting well-trained parameters from the imputation process, we keep tU,X,Au unchanged for the
forecasting step and only view tΣ,xt, τu as the updated targets. Moreover, to predict yi,t`2 se-
quentially, we provide the observed yi,t`1 as an input and conduct the above procedure iteratively.
The general philosophy of Bayesian forecasting can be illustrated by two steps as follows.
The first step is to learn xt from the historical observation y:,t. The model generative formula-
tions are expressed as:
yi,t „ N puJi xt, τ´1 q,
xt „ N prµx, rΣxq,rΣx „ IWpΨ0, v0q,
τ „ Gammapa0, b0q
(33)
where rµx is a known parameter denoted as AJzt. Note that there is possible missing values in y:,t.
The model inference using Gibbs sampling for this step is divided into three parts. To begin with,
we need to do sampling on the hyper-parameter prΣxq´1 „WppΨ0˚q´1, v0 ` 1q where
Ψ0˚ “ Ψ0 ` pxt ´AJztqpxt ´AJztqJ. (34)
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Then we sample the future temporal factor xt „ N pprµxq˚, prΣxq˚q with
rΣx˚ “
˜
τ
Mÿ
i“1
uiu
J
i ` rΣ´1x
¸´1
,
rµ˚x “ rΣx˚
˜
τ
Mÿ
i“1
uiyi,t ` rΣ´1x AJzt
¸
.
(35)
The third part is the sampling of the precision parameter τ using Eq. (32).
After generating samples of xt, the second step for forecasting is that we run Gibbs sampling on
the prediction for multiple iterations based on y:,t`1 « UJpAJzt`1q, and get the average of these
samples in the burn-in period as output. This is an efficient strategy for forecasting, especially for
large-scale problems. The pseudo code for the proposed Bayesian tensor learning for missing SHM
data imputation and structural response forecasting is summarized in Algorithm 1.
Algorithm 1: Gibbs sampling for Bayesian tensor learning
Input: the SHM data tensor Y, the indicator tensor Ω, the chain length for imputation Nmc1 , the
burn-in period for imputation Nb1 , the chain length for forecasting N
mc
2 , the burn-in period
for forecasting Nb2 , tensor rank K and time lags L.
Output: the chains of samples for the estimated tensor pY1 and the predicted tensor pY2.
1 Initialize: U, X, A, Θu0 , Θ
x
0 and Θτ ;
// The imputation process
2 for n1 “ 1, ¨ ¨ ¨ , Nmc1 do
3 Sample the hyperparameter Θu (Eq. 16);
4 Θu „ ppΘu|U,Θu0 q;
5 for i “ 1, ¨ ¨ ¨ ,M do
6 Sample spatial feature ui (Eq. 19);
7 ui „ ppui|Y,X,Θu, τq;
8 end
9 Sample the hyperparameter Θx (Eq. 21);
10 Θx „ ppΘx|X,Θx0q;
11 for t “ 1, ¨ ¨ ¨ , T do
12 Sample temporal feature xt (Eq. 24);
13 xt „ ppxt|Y,U,Θx, τq;
14 end
15 Sample the precision parameter τ (Eq. 31);
16 τ „ ppτ|Y,U,X,Θτ q;
17 if n1 ě Nb1 then
18 Compute and collect the sample pY1 “ UJX;
19 end
20 end
// The forecasting process
21 for n2 “ 1, ¨ ¨ ¨ , Nmc2 do
22 Sample the hyperparameter rΣx (Eq. 34);
23 Sample the temporal feature xt (Eq. 35);
24 Sample the precision parameter τ (Eq. 31);
25 if n2 ě Nb2 then
26 Compute and collect the sample pY2 “ UJpAzt`1q;
27 end
28 end
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3. Experimental Validation
In this section, we test the imputation and forecasting performance of the proposed Bayesian
tensor learning method under data missing scenarios, using long-term field-monitoring data of
a concrete bridge (e.g., strain and temperature records). In particular, we impute and forecast
the strain time histories of the bridge. Inspired by the strong correlation between strain and
temperature, we formulate the tensor data structure by combining both strain and temperature
along the sensor dimension. We also conduct a series of analyses of uncertainty quantification and
rank selection for tensor factorization. The numerical analyses are performed on a standard PC
with 28 Intel Core i9-7940X CPUs and 2 NVIDIA GTX 1080 Ti video cards.
3.1. Bridge Description
The instrumented concrete bridge (see Figure 4(a)) considered herein is a connection bridge
located in the old section of Wanzhou District, Chongqing, China. It has the total length of 94.015
m, whose span composition is 5ˆ 16 m` 10 m (see Figure 4(c)). The superstructure of this bridge
consists of continuous hollow slab beams constructed of reinforced concrete. As shown in Figure
4(c), we name the bridge abutment A0 and the piers tP1,P2,P3,P4,P5,P6u orderly according to
the vehicle moving direction to the main bridge. Two sections are monitored, marked as S1 and S2
in the mid-span of the fourth span and near the top of pier P4, respectively. Figure 4(d) shows that
each monitoring section Sipi P t1, 2uq has five strain sensors installed on the bottom of the hollow
slab beam. Vibrational chord strain gauges are installed which facilitate monitoring of both strain
response of the bridge and the corresponding operation temperature (see Figure 4(b)).
(a) Elevation view (b) Vibrational chord strain gauge
接主桥接复兴路
A0
P1 P2 P3 P4 P5 P6
S2S1
Fuxing Road Main Bridge
1 2 3 4 5 6
0A
1S 2S
1600 1600 1600 1600 1600 1000
800 100
(c) Monitoring sections of strain sensors
Si-5 Si-4 Si-3 Si-2 Si-1
左侧 右侧Right SideLeft Side
5iS  4iS  3iS  2iS  1iS 
(d) Strain sensor locations at a typical section
Figure 4: The instrumented concrete bridge.
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(b) Measured temperature data
Figure 5: Time series of measurements at sensor S1-1
The dataset collected from the above SHM system contains strain and temperature time histories
recorded from June 1, 2015 to October 14, 2018. We resample the data at the rate of 10 min interval.
Thus, it can be organized as a two-dimensional tensor with both strain data and temperature data
(with a size of 20 ˆ 177,408, representing sensors ˆ time stamps). The salient feature behind this
data arrangement is that the tensor structure with both strain and temperature can capture a lower
rank compared to the tensor structure with only strain data, due to the strong correlation between
strain and temperature. Figure 5 illustrates the recorded strain and temperature time series for
over three years from a typical sensor (e.g., S1-1 as shown in Figure 4(c) and 4(d)).
3.2. Scenarios of Missing Data
First of all, to evaluate the proposed model for imputation and forecasting, we only set data
missing on the strain recordings while keeping the temperature data fixed/known. Here, the missing
rate η (e.g., 20%) is introduced for the strain data in the validation experiments, which is computed
as the ratio of the amount of missing data to the total amount of measurements. Secondly, to sim-
ulate the real-world missing conditions during monitoring period, we define three primary missing
scenarios for the two-dimensional tensor data considered herein, following a similar experimental
design procedure for higher-dimensional tensors discussed in [57]. The first scenario is called “ran-
dom missing” which presents discrete and arbitrary lack of data in the time histories. Each strain
entry in the data matrix is dropped randomly (e.g., following a uniform random distribution). The
second scenario is termed as “structured missing” where there is data missing occurs continuously
for certain periods (e.g., one day or consecutive days). It is a common scenario in practical SHM
applications due to sensor malfunctioning, but more challenging and less investigated in literature.
In particular, we structurally remove the strain data by selecting multiple days randomly and drop-
ping the corresponding data to simulate a practical missing condition. The last scenario is named
“mixed missing” which combines random missing and structured missing at different rates.
After setting the different missing scenarios, we define a sparse binary matrix B P RMˆT pbi,t “
1 if pi, tq P Ω and 0 otherwiseq to record the missing positions for the subsequent comparison be-
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tween imputation results and the ground truth. The target dense tensor without data missing is
named Yd, and the partially observed tensor Y can be calculated element-wisely by BdYd, where
d denotes the Hadamard product.
The imputation/forecasting accuracy ρ is defined as the root mean square error (RMSE) between
the reconstructed/predicted data and the corresponding ground truth, normalized by the root mean
square (RMS) of the target values:
ρ “
¨˝
1´
b
1
n
řn
i“1pyi ´ yi˚ q2b
1
n
řn
i“1 y2i
‚˛ˆ 100%. (36)
where yi and yi˚ denote the ground truth and the estimated value at the same missing position i,
and n is the total number of missing entries.
3.3. Results
We test the overall performance of the proposed method and and identify its limit of capacity
for data imputation and response forecasting under various missing settings with different missing
rates. The dataset is split into the first 80% segment (141,927 time instants) for imputation and
the rest 20% data (35,481 points) for forecasting. To begin with, we first consider the missing
rate of 10%, for both random and structured missing scenarios, while setting the tensor rank of
eight. In addition, keeping the tensor rank fixed, we also set two mixed missing cases: Case 1
for 10% structured and 20% random missing occurring at the same time, while Case 2 for 20%
structured and 30% random missing simultaneously. Here, sensor S2-4 is selected to showcase
the result. Figure 6 shows the corresponding imputation and forecasting result obtained by the
proposed Bayesian tensor learning model. It can be seen that the predicted time series match well
with the ground truth. In particular, the imputed data possess excellent agreement with the ground
truth (see Figure 6(a) and (b)), while the forecasted response has relatively larger errors especially
for the mixed missing cases with overall large missing rates (e.g., Case 1 and Case 2) as shown
in Figure 6(c) and (d). In general, the spatiotemporal dependencies of the data are well learned
by the proposed model. Besides, we provide a zoomed view of the predicted response by choosing
one-week strain data (from December 1, 2017 to December 7, 2017) for the imputation test and
another week strain time history (from August 8, 2018 to August 14, 2018) for the forecasting case
(see Figure 7). It is notable that, despite large missing rates, the imputation is very robust and
produces excellent estimation as shown in Figure 7(a), (c), (e) and (g). Though the forecasted
responses exhibit noisy oscillations depicted in Figure 7(b), (d), (f) and (h), the overall trend is
well captured (especially for relatively smaller missing rates, e.g., 10%).
To further investigate the performance of the proposed approach, we conduct uncertainty quan-
tification of the prediction. The probabilistic imputation and forecasting results, with the mean
and variance based on 100 Monte Carlo samples, are summarized in Figure 8. Specifically, Figure
8(a), (c), (e) and (g) show the imputed mean and two standard deviations of the strain response
at Sensor S2-4 in comparison with the ground truth record on March 7, 2018. The forecasted time
series on August 9, 2018 for the same sensor are presented in Figure 8(b), (d), (f) and (h). For
all these four missing scenarios, the imputation uncertainty is prominently smaller than the fore-
casting uncertainty. In the forecasting cases, it is observed that the missing data cause prediction
fluctuations, which leads to deviation from the ground truth. Moreover, the forecasting uncertainty
tends to be more unstable and larger when the missing rate becomes larger as shown in Figure 8(f)
and (h).
In addition, we perform parametric studies on the influence of data missing rate on the accuracy
of imputation and forecasting. The test experiments arrange the first 80% portion of the recorded
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(a) Random missing scenario
(b) Structured missing scenario
(c) Mixed missing scenario (Case 1)
(d) Mixed missing scenario (Case 2)
Figure 6: The imputation and forecasting result for four missing cases at Sensor S2-4. Note that the shading areas
represent the time periods where data missing occurs, while the white box areas denote that the strain time series
are successfully recorded. The dataset is split into the first 80% segment (in red color) for imputation and the rest
20% data (in blue color) for forecasting.
data for missing data recovery and the rest 20% for response forecasting. Figure 9 summarizes
the parametric study result. For the random missing scenario shown in Figure 9(a), the proposed
method presents outstanding accuracy (over 95% for both imputation and forecasting) given the
missing rate η up to 70%. The extreme case we consider here is the missing condition with η “ 80%.
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(b) Random missing forecasting (year 2018)
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(c) Structured missing imputation (year 2017)
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(d) Structured missing forecasting (year 2018)
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(e) Mixed missing imputation for Case 1 (year 2017)
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(f) Mixed missing forecasting for Case 1 (year 2018)
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(g) Mixed missing imputation for Case 2 (year 2017)
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(h) Mixed missing forecasting for Case 2 (year 2018)
Figure 7: The zoomed view of the imputed and forecasted strain time series as shown in Figure 6. Note that the
shading areas represent the time periods where data missing occurs, while the white box areas denote that the strain
time series are successfully recorded.
Nevertheless, the proposed approach still achieves over 86% missing data recovery accuracy and
more than 92% forecasting accuracy. For the structured missing scenario (more practical and
commonly seen in real-world applications), it is naturally more challenging to recover the missing
data and forecast the response compared with the ideal random missing. As is seen in Figure 9(b),
the capacity limit of the proposed Bayesian tensor learning method shows to be η “ 40% where the
imputation accuracy surpasses 91% while the forecasting has over 88% accuracy. Interestingly, the
mixed missing scenarios demonstrate quite perfect imputation and forecasting accuracy, namely,
99.78% for imputation and 98.43% for forecasting in Case 1, and 99.59% for imputation and 97.18%
for forecasting in Case 2. This result is closely related to optimal tensor rank selection which is
discussed in Section 3.4.
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(a) Random Missing Imputation
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(c) Structured Missing Imputation
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(d) Structured Missing Forecasting
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(e) Mixed Missing Imputation (Case 1)
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(f) Mixed Missing Forecasting (Case 1)
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(g) Mixed Missing Imputation (Case 2)
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Figure 8: Uncertainty quantification of imputation and forecasting for four data missing cases.
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Figure 9: The accuracy of imputation and forecasting with respect to different data missing rates.
10 20 30 40 50
Missing Rate η [%]
84
86
88
90
92
94
96
98
100
A
cc
u
ra
cy
[%
]
Rank = 4
Rank = 8
Rank = 12
(a) Random Missing
10 20 30 40 50
Missing Rate η [%]
84
86
88
90
92
94
96
98
100
A
cc
u
ra
cy
[%
]
Rank = 4
Rank = 8
Rank = 12
(b) Structured Missing
Figure 10: The performance imputation with respect to different tensor ranks.
3.4. Rank Analysis
There exist many recent researches attempting to reveal the effect of imperfect data on tensor
representation [68–71]. According to [70], it is believed that clean datasets exhibit correlations
across time and modalities while the imperfect data with incomplete values break these natural
correlations and lead to the requirement of a higher rank. Inspired by this study, we also quanti-
tatively investigate the prediction performance of the proposed Bayesian tensor learning method
with different ranks (e.g., 4, 8 and 12) under different data missing scenarios (e.g., random and
structured), and summarize the result in Figure 10. In particular, we test the imputation capabil-
ity. As shown in Figure 10(a), with the increasing rank, the estimation achieves a better accuracy
in the random missing scenario, which agree with the observation in [70]. In other words, random
missing destroys the spatiotemporal correlations so that we should increase the tensor rank for a
more accurate result when dealing with this type of imperfect data condition.
For the structured missing scenario (see Figure 10(b)), it is surprising to see that we get a higher
accuracy of missing data recovery with a lower rank under different missing rates. We empirically
extrapolate that continuous element missing helps to build a more correlated tensor structure.
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4. Conclusions and Discussions
This paper presents a Bayesian tensor learning method for spatiotemporal data imputation
and response forecasting for SHM applications, with the incorporation of the AR process which
contributes to the temporal feature modeling. With the existence of temperature data, the tensor
model can easily gain a low-rank structure and utilize the correlation between strain and temper-
ature for robust prediction of the strain response. In our validation experiments, we both consider
the ideal random missing scenario and a more realistic missing condition–structured missing. Based
on the learned latent features, the accurate estimation and forecasting results show the satisfactory
performance of the proposed approach for processing incomplete SHM recordings, with uncertainty
quantification capability. In addition, the extreme cases illustrate that acceptable imputation and
forecasting accuracy can retain for the missing rate up to η “ 80% in random missing and up
to η “ 40% in structured missing. Furthermore, the investigation into rank selection has revealed
that a lower rank helps achieve better prediction performance for structured missing, while a higher
rank is preferred for random missing.
There are three highlights of the proposed method. The first and the most notable signifi-
cance is that we model the temporal dependency via the latent features instead of using incomplete
data directly, which offers a robust and flexible modeling scheme for multivariate time series data.
Secondly, it is unnecessary to know which of the entries in the tensor data are incomplete before-
hand. Thirdly, the fully Bayesian method can avoid overfitting and relax parameter tuning. In
the meanwhile, it also draws unfavorable deficiency of computational complexity due to the use of
approximated Bayesian inference. Notwithstanding the most time consuming process remains in
the imputation process, this algorithm is efficient for response forecasting which can be potentially
realized in real time.
The present study demonstrates that tensor learning has potential to become a promising area
in SHM applications. Some future research directions and outlook are proposed herein. Firstly,
as long as we have enough sensor locations and monitoring zones (e.g., distributed sensing), the
higher order tensor decomposition for imputation and forecasting should be explored thanks to
its possibility of outperforming the second-order tensor factorization [72]. Secondly, the proposed
approach can be extended to tackle issues of SHM data anomaly detection and de-noising on account
of the power of tensor representation. Last but not least, the spatial feature can be described in a
more realistic way by considering graph kernels [51, 73], which will be worthy to investigate.
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