S.1 Chemical Mass Balance model
Chemical mass balance (CMB) models are typically used as receptor models for cases where source profiles are known, and only the mass loading information needs resolving (Friedlander, 1973; Gordon, 1988; Hopke, 1991a; Miller et al., 1972) . In receptor modelling based on mass conservation, the observed loading x of variable v at sampling time t can be modelled as a sum of contributions from all sources s = 1…p (e.g. Hopke, 1991b) The contribution from a single source ( , , ) is the total mass, ms,t, emitted from that source multiplied by the fraction of variable v in the emission profile of said source, fv,s. The residual εv,t encompasses the difference between observation and the 10 model.
S.2 Mass scaling optimisation
Beside the selected solutions described in Sections 3.1.1 to 3.1.3, there are other solutions of mathematically (near) equal quality available, resulting in slightly different classifications. When deciding on clustering solutions, we also explored the highest, alternative local maxima. While a comprehensive description of the clustering solution space is out of the scope of 15 what we can present here, we note the main differences between the solutions relate to outlier groups and how they can be combined or separated from the main classes. In phase I, the other viable solution would have been the maxima at k = 14 (sm = 1.88 gives approximately the same classification as the selected solution at k = 17 (sm = 2.12). We selected the latter solution since it yields a higher silhouette a) overall (0.5645 vs 0.5628) and b) for the AN cluster specifically (0.48 vs 0.35).
For both P-I and P-II, there exist a number of unstable (in relation to minor sm change), high k solutions. However, upon 20 inspection, their high silhouettes (compared to lower k solutions) seem to result from division of outlier clusters (n = 2…3, with low within-cluster silhouettes), into singleton (n = 1) clusters. We find that including solutions with such further divisions does not incorporate new information, but rather smears the picture when aiming to interpret the outlier clusters (Section 3.4). Note the different colour scales in panels. Stable silhouette maxima (i.e. not sensitive to minor, 0.01 changes in sm) solutions were preferred. The solutions we selected were for P-I: k=17, sm=2.12, for P-II: k=15, sm=2.41 and for P-III: k=7, sm=1.81). In lower right 5 panel: object specific silhouettes (si) by cluster for the selected P-I solution.
S.3 Ion pairing scheme
In the pairing schemes of Gysel et al. (2007) and Hong et al. (2017) , nitrate, sulphate or ammonium are not allowed to exist separately from inorganic salts (e.g. organonitrate, organic sulphate or organic acid salt with ammonium). Since there is evidence of especially organonitrates representing a considerable fraction of total particulate nitrate (e.g. Kiendler-Scharr et 10 al., 2016) , we modify the Hong et al. scheme to allow organic nitrate and "excess" ammonium (i.e. NH4 existing with other species, such as organics). Organic sulphate was not included since it is not possible to differentiate between the two possible forms of "excess sulphur" (from the perspective of inorganic salt balance): sulphuric acid and organosulphate. To maintain compatibility with previous schemes, a sulphuric acid class was included. Any potential organosulphates would also fall into the sulphuric acid class. 15
Our ion balance scheme, modified from Hong et al., (2017) , is divided into three cases: We echo Hong et al. (2017) in emphasising that this approximation is only a first estimate of the dynamics of inorganic salt formation; the assumption of perfect internal mixing is likely unrealistic for atmospheric aerosol particles, due to the nature of atmospheric processing often affecting the particle outer surface, resulting in layered structures (e.g. Buajarern et al., 2007 
S.4 Relative ionisation efficiencies (RIEs) and ion pairing scheme sensitivity to RIENH4 changes
To convert from nitrate equivalent mass units (used in factorisation steps until P-III), the factorisation output data needs to be corrected for species-specific Relative Ionisation Efficiency (RIE; Allan et al., 2003; Jimenez et al., 2003) . We thus summed 10 the signals from individual ion species, and corrected them for RIE. Due to high uncertainties (standard deviation 51% of mean RIE) and for some data sets unavailability of relative ionisation efficiency calibrations for NH4, we generally did not apply RIE correction for data sets individually, but instead used the default value of RIENH4 of 4.0 for AMS instruments. Ammonium sulphate calibrations were not routinely performed, so RIESO4 data was not available -we thus used the default RIESO4 of 1.2.
For September 2008 (data set II) we had IE and RIENH4 data available, but it similarly showed a very high variability between 15 subsequent estimates for RIE. For the 12 brute-force-single-particle (BFSP; Drewnick et al., 2015) type of calibration results available, the average ± standard deviation of RIE observed was 3.39 ± 1.20 (± 35 %; min 1.03, max 5.83). Especially for BFSP-type NH4NO3 calibration, uncertainty and/or bias for RIENH4 is high, due to low ions-per-particle (IPP) rate for NH4 fragment ions, and sensitivity to threshold set for the detector (AMS best practices, Jayne, 2018).
To evaluate results for our inorganic r-CMB components, we calculated ion balance ratios for AN and AS, and compared them 20
with theoretical values derived from compound molecular weights. The theoretical mass ratio of NH4 to NO3 for NH4NO3 is As RIE is not incorporated in the factorisation phase, uncertainty in RIE does not play a role in PMF/ME-2 outcome. We did briefly test the sensitivity of the inorganic apportionment scheme to changes in RIE of NH4 ion species, by running the model 30 with RIENH4 ± 33% for the September 2008 data set (data set III; also presented in Section 3.2.2). The resulting model output changes are shown below, in Figure S .2 and Table S.1. It thus seems the inorganic model AS component is rather insensitive to 33 % change in RIENH4. However, the nitrate components are much more sensitive (AN ± 56 % and orgNO3 ± 66 %), and the sensitivity of "excess_NH4" class to a 33 % 5 change in RIENH4 is extremely high (± 164 % in mass concentrations). The changes, however, seem connected mostly to differences in scaling rather than different temporal variability, so the RIENH4 sensitivity does not seem to explain the difference between the inorganic ion balance scheme and the r-CMB model result. While the relative uncertainty becomes large for AN, orgNO3 and excess_NH4, we note this may be partly due to the generally low nitrate concentrations at SMEAR II, and the overall large uncertainty (arising from other error sources, e.g. fragmentation table calculations) in measuring low 10 concentrations of NH4 typical of the site. 
S.5 Approximation for error propagation for signal ratios
Propagation of uncertainty can be approximated by the variance formula (Ku, 1966) , which yields for a ratio of two signals (s1 and s2) and their uncertainties (σ1 and σ2) an uncertainty The data is not quality assured and was not used for (R)IE analysis. Pieber et al (2016) discuss the CO2 + artefact induced by thermal decomposition of inorganic salts. They find a m/z 44 Th artefact with a magnitude of 3.4 % of total nitrate signal. For the phase III solution we obtain a corresponding value (for signal ratio of m/z 44 Th to NO3) of 2.9 %, suggesting most of the m/z 44 Th signal may indeed be explained by this artefact. When accounting for fragmentation-table-calculated m/z 44 Th derivatives, the same applies most of total organic signal for AN. For AS (P-III), we observe a similar ratio (m/z 44 Thto SO4) of 2.8 %, when Pieber (2016) estimate a contribution between 0.1 to 5 0.3 % for AS. Similar m/z 44 Th artefact is also seen for the AN calibration data (Figure S.3) above. For ON, the observed signal ratio of m/z 44 Th to NO3 (P-III) is 22 %. Notably, the ON solution for P-I differs from the P-III solution here, with a ratio of 8.8 %. For KNO3 Pieber et al (2016) report a ratio of 4.5 %. This also gives rise to the speculation discussed in Section 3.2.2, that the ON factor might arise from thermal decomposition of KNO3. Furthermore, Pieber et al (2016) importantly note that thermal decomposition of KNO3 is temperature dependent, so vaporiser temperatures above 600 degrees Celsius would 10 increase the observed ratio. While the standard operating temperature of the vaporiser (as per instrument readout) was used by default, oven temperature calibrations were not performed. Thus we do not have vaporiser power data available for the various campaigns to further examine the possibility of a bias in oven temperature readout, and if such a bias could connect to our observations of ON.
15

S.7 Phase II clustering solution
Phase II solution was obtained for k = 15, sm = 2.41 (silh 0.6557), and is presented below. 
S.8 CMB component inter-correlations 5
We calculated the mass-scaled r-CMB component profile inter-correlations to evaluate r-CMB component similarities. The result is shown in Tables S.2 (full spectrum) and S.3 (organics only). Since the scaled correlation similarity (rs 2 ) also corresponds to the quantity that the clustering algorithm aims to minimise, high values for rs are not to be expected of a robust (hard) classification solution. From the resulting similarities, it seems the distinction between AN and ON seems to be the hardest for the algorithm (with the selected metric). Also, SV-OOA shares many similar features with the LV-OOA, BBOA 10 and HOA. As discussed in 3.2.1, we consider results for data set VIII less reliable due to effects very likely stemming from pronounced surface ionisation processes. The high uncertainty is also reflected in phase I (PMF) high object function values (Q/Qexpected; see Paatero et al., 2014) . The (P-I) Q/Qexp diagnostic value, optimally approaching unity, was 15.29 for data set VIII, while for the other 7 data sets the mean ± standard deviation of Q/Qexp was 1.32 ± 0.53, indicating the PMF model performance was good for data sets I to VII, but poor for set VIII. While a high object function value alone does not disqualify a result, it does 5 indicate the uncertainties in data were likely underestimated (e.g. Norris et al., 2008) , and the model does not capture the uncertainty-weighted data variation properly, even with 10 unconstrained factors. 
S.10 Cluster projections for
S.13 Diurnal cycles of r-CMB components
Daily cycles of r-CMB components are presented in Figure S .12. Due to aerosol generally being transported over long distances to the site, clear source-related peaks of e.g. rush hours for HOA are not resolved. Besides temporal behaviour of source emissions, the observed daily cycles can be connected to aerosol temperature response or boundary layer dynamics. 
