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It is found to be a necessary and sufficient condition for a set of quantum variables
x1; x2; : : : ; xn to have a nonzero multilinear quantum operation. It is proved that if
no one proper subset of this set satisfies this condition, then a space of all multilinear
quantum operations is of dimension n− 2!: © 1999 Academic Press
1. INTRODUCTION
In this paper we continue the investigations of term operations in a set
of skew primitive elements of a Hopf algebra started in [1, 2] (and to some
extent in [3, 4, Sect. 6.14]). Recall that a quantum variable is a variable
x; with which an element gx of a fixed Abelian group G and a charac-
ter χxx G→ k∗ are associated, where k is a ground field. Equivalently, a
quantum variable is a homogeneous variable with respect to a grading by
G×G∗:
A quantum operation in quantum variables x1; : : : ; xn is a noncommuta-
tive polynomial in these variables that has skew primitive values in every
Hopf algebra H; provided H contains the group G as a subgroup of the set
of all group-like elements and every variable xi has a skew primitive value
ai ∈ H such that
1ai = ai ⊗ 1+ gxi ⊗ ai; g−1aig = χxigai; (1)
for all g ∈ G:
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In the classical case, when G = id; a (quantum) operation is an element
of a free associative algebra that satisfies δW = W ⊗ 1 + 1 ⊗ W for the
diagonal map δ: In the case of zero characteristic, all such elements are
Lie elements; that is, they can be obtained from the generators of the free
algebra with the help of Lie operation x; y = xy − yx (see [5, Chap. V,
Section 4, Theorem 9]). Thus in the classical case there exists the only
principal quantum operation, commutator, while all of the others are its
superpositions. The detailed discussion of the notion of quantum operation
and examples can be found in the first four sections of [2].
Definition 1. A set of quantum variables x1; x2; : : : ; xn−1; xn is said to
be conforming if Y
1≤ i 6= j≤n
χxigxj  = 1: (2)
The main goal of this paper is a proof of the following statement.
Theorem 1. There exists a nonzero multilinear quantum operation in a
set of quantum variables x1; : : : ; xn if and only if this set is conforming.
We will also show that if the set x1; : : : ; xn has no proper conforming
subsets, then the dimension of the space of all multilinear quantum opera-
tions in x1; : : : ; xn equals n− 2!.
If n = 2; 3; 4, then the validity of these statements is proved in [2]. In the
same paper the following theorem is proved, which gives a way to construct
all multilinear quantum operations by means of an investigation of linear
dependencies of the following polynomials
Dν
def= ν: : : x1x2q2x3q3 : : : xnqn − ν: : : x1x2q∗2x3q∗3 : : : xnq∗n (3)
in a free associative algebra. Recall that here ν is a permutation of the
indices, ν1 = 1y the parameters q are expressed in pij = χxigxj  by the
formulae qk =
Qk−1
i=1 pik; q
∗
k =
Qk−1
i=1 p
−1
ki y and xyq is the skew commutator
xy − qyx: An application of ν to an expression in (3) means its application
to all indices of pij and xi:
Theorem 2. There exists a nonzero multilinear quantum operation in a
set of quantum variables x1; : : : ; xn if and only if this set is conforming and
the polynomials Dν are linearly dependent in the free associative algebra. For
every linear dependence
P
βνDν = 0 there exists a quantum operation
W x1; : : : xn =
X
ν∈Sn; ν1=1
βνD
+
ν ; (4)
where
D+ν = ν: : : x1x2q2x3q3 : : : xnqn: (5)
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Conversely, every multilinear quantum operation has a representation 4
where the coefficients βν define a linear dependence of Dν:
In the second and third sections we calculate coefficients of the polyno-
mial
P
βνDν: This allows us to write a homogeneous system of n− 1!n−
2 linear equations in n − 1! unknowns βν, which defines the linear de-
pendence of Dν: It is not unexpected that this system is quite symmetric (we
call it a basic system). In the fourth section we formally fix this symmetry
in terms of a skew product of the permutation group and a field of quo-
tients of a group algebra of a free Abelian group generated by symbols Pij;
1 ≤ i 6= j ≤ n: We set a polynomial PβνD+ν into a correspondence with
the element B =PBνν−1 of the skew group algebra. Such an approach al-
lows us to write the basic system in a form of equalities by modulo a right
ideal generated by all relations in the elements pij = χxigxj :
B · Vs ≡ 0; 2 ≤ s ≤ n− 1;
where Vs are elements of the skew group algebra of the following type
Vs =
X
2≤k2<k3<···<ks≤n
2; 3; : : : ; k23; 4; : : : ; k3 · · ·
s; s+ 1; : : : ; ksTk2 xk3x···xks :
The elements V2 defined by the basic systems for subsets of x1; : : : ; xn play
a distinctive role (we call them second subcomponents):
Vk =
k−1X
l=2
2; 3; : : : ; lP12P32 : : : Pl2 − P−121 P−123 : : : P−12l ; V2 = Vn+1:
The fifth section contains simple formulae that allow one to rewrite the
product B · V2 by modulo a subgroup of permutations of fewer variables.
These formulae naturally lead us to a notion of a decreasing module (of
the number of variables) over the skew group algebra. A right module gen-
erated by elements A2;A3; : : : ;An; is called a decreasing module if these
elements satisfy the relations
AkVk +Ak−1Dk = 0; 3 ≤ k ≤ n;
where Dk; 3 ≤ k ≤ n; are defined by
Dk = 2; 3; : : : ; k− 1k; k+ 1; : : : ; n− 1
× P12P32 · · ·Pn2 − P−121 P−123 · · ·P−12n 
+
n−1X
l=k
2; 3; : : : ; l(P12P32 · · ·Pk−1 2Pk+1 2 · · ·Pl 2P2 n
− P−121 P−123 · · ·P−12 k−1P−12 k+1 · · ·P−12 lP−1n 2

:
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The sixth section contains the main tool we need for calculations in the
skew product. This tool is based on the notion of a subordinate sequence
and on the relations in the permutation group connected with this notion.
In the seventh section we investigate relations in decreasing modules.
With the help of the technique developed in the sixth section we prove an
important relation (see (76)). This relation is a key result of the paper that
allows us to solve the main problem. In the eighth section with the help of
this relation we easily prove that all second subcomponents Vk; 3 ≤ k ≤ n,
are invertible in a localization having good interpretation in the ground
field, provided the given set of quantum variables has no proper conforming
subsets. This fact allows one to easily solve the equation B · V2 ≡ 0 and to
note that the solution of this equation has an arbitrary element of the
permutation group of n− 2 variables as a free parameter.
In the ninth section by analogy with the calculations of the seventh sec-
tion, using the technique of subordinate sequences, we find an expression
of the components Vs in terms of the second component by modulo right
multiplications by the second subcomponents. Using this expression and
invertibility of subcomponents, it is easy to show that the solutions of the
equation B · V2 ≡ 0 are solutions of all of the equations B · Vs ≡ 0 as well.
Finally, in the tenth section we present a formal deduction of the main
results from the results obtained in the previous sections.
2. PRELIMINARIES
Consider a set of different (but not necessarily of a different grading)
quantum variables x1; : : : ; xn and fix the following denotations:
pij = χxigxj y qk =
k−1Y
i=1
pik: (6)
By Sn we denote the permutation group of the set 1; 2; : : : ; n; while its
subgroup ν ∈ Sn  νl = l; νm = m; : : : ; νr = r is denoted by Sl;m;:::;rn .
If m < n, then we identify the group Sm with S
m+1;m+2;:::;n
n : We use both
exponential and functional notations for the action of Sn on the set of in-
dices. We consider exponential notation as the basic one; that is, we suppose
that ipiν = ipiν = νpii: In this case permutations are multiplied from
the left to the right. For two arbitrary indices m; k we denote by myk a
monotonous cycle starting with m up to k
myk def=
 m;m+ 1; : : : ; k; if m ≤ k
m;m− 1; : : : ; k; if m ≥ k: (7)
Clearly, myk−1 = kym in these denotations.
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If A is an arbitrary expression and pi is a permutation, then by piA
or Api we infer an expression that appears from A applying pi to all in-
dices of pij and xi: For example, p
pi
ij = ppiipij or qpik =
Qk−1
i=1 ppiipik;
but not qpik = qpik: Note that we do not suppose that the group Sn is act-
ing on the ground field k. For instance, it is possible that p12 = p23 while
p
123
12 6= p12323 in the ground field k. According to this agreement, an arbi-
trary multilinear polynomial can be written in the following form:
W x1; : : : ; xn =
X
pi∈Sn
αpipix1 · · ·xn: (8)
For a given word A = pijpkl · · ·prs we define
A = pijpkl · · ·prs − p−1ji p−1lk · · ·p−1sr : (9)
If A;B are two words in pij , then we define a composition of braces
A ∗ B = AB: (10)
We denote by tµν;s an element of k defined by the following formula:
tµν;s =νqν−12νqν−13 · · · νqν−1sµ; µ; ν ∈ Sn; 1<s<n: (11)
Denote by Nl;m;:::;rs a set of all shuffles ν ∈ Sl;m;:::;rn such that for every
pair of indices i < j; i; j /∈ l;m; : : : ; r; one of the following conditions
(or both) is valid: either ν−1i < ν−1j or i ≤ s < j: For example, N1s
is the set of all permutations from S1n such that
ν−12 < ν−13 < · · · < ν−1sy ν−1s + 1 < · · · < ν−1n: (12)
Clearly, if s = n, then the set Nl;m;:::;rs contains only identical permuta-
tion.
Lemma 1. The following recurrence relation is valid:
N1s = N1;ns ∪N1;ns − 1syn; 1 < s < n: (13)
Proof. Let ν ∈ N1s: By (12) either ν−1n = n or ν−1s = n: In the
former case evidently ν ∈ N1;ns:
Let ν−1s = n: We have νny sn = ny snν = ny ss = n: Let
i; j /∈ 1; n: If i < j, then syni < synj, and by the definition of
N1s we get either ν−1syni < ν−1synj or syni ≤ s < synj:
The former chain is equivalent to νny s−1i < νny s−1i, while the
latter one is equivalent to i ≤ s − 1 < j, since syni /∈ 1; s and ny s is
a monotonous map of 2; 3; : : : ; s− 1; s+ 1; : : : ; n onto 2; 3; : : : ; n− 1:
Thus νny s ∈ N1;ns − 1: So the left hand side of (13) is a subset of the
right-hand one.
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A shuffle ν ∈ S1n that satisfies (12) is uniquely defined by the set
Y = ν−12; ν−13; : : : ; ν−1s; (14)
since ν−1s+ 1 is the smallest element that does not belong to Y and does
not equal one, ν−1s+ 2 is the next element with the same properties, and
so on. Thus the number of elements of N1s equals Cs−1n−1:
If s = n, then both sides contain only the identical permutation. If s 6= n,
then the union of the right hand side of (13) is disjunctive. Therefore, both
sides have the same number of elements, Cs−1n−1 = Cs−1n−2 + Cs−2n−2:
Lemma 2. If ν ∈ N1s, then
ν = 2y ν−123y ν−13 · · · sy ν−1s: (15)
Inversely, if 2 ≤ k2 < k3 < · · · < ks ≤ n, then
µ = 2yk23yk3 · · · syks ∈ N1s;
and µ−1i = ki; 2 ≤ i ≤ s:
Proof. Let us use the induction by n: If ν ∈ N1;ns, then (15) follows
from the inductive supposition. If ν /∈ N1;ns, then ν ∈ N1;ns − 1syn;
and n = ν−1s; hence it is possible to use the inductive supposition again.
Inversely, since a permutation ν ∈ N1s is uniquely defined by (14), for
a given sequence 2 ≤ k2 < k3 < · · · < ks ≤ n; there exists only ν ∈ N1s
such that ν−1i = ki; 2 ≤ i ≤ s: By (15) we have µ = ν:
3. THE BASIC SYSTEM OF EQUATIONS
Theorem 3. If
Q
i 6=j pij = 1, then
P
βνDν = 0 holds if and only ifX
ν∈N1s
βνµt
µ
ν;s = 0 (16)
for all µ; sy µ ∈ S1n; 1 < s < n; where tµν;s are defined by 11:
Proof. Let us consider a process of opening the skew commutators
from the left to right in D+id = : : : x1x2q2x3q3 : : : xnqn : By the formula
x1Fq = x1F − qFx1 we see that the element D+id is a linear combination
of the monomials Mk;m = xk1xk2 · · ·xktx1xm1xm2 · · ·xmn−t ; where
k1 > k2 > · · · > kt and m1 < m2 < · · · < mn−t : (17)
Respectively, D+ν = νDid is a linear combination of the monomials
Mk;m;ν = xνk1xνk2 · · ·xνktx1xνm1xνm2 · · ·xνmn−t;
where the sequences k and m satisfy (17).
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Consider a coefficient at Ms = xsxs−1 · · ·x1xs+1xs+2 · · ·xn in the sumP
βνDν: The monomial Ms equals Mk;m;ν only if t = s and kν1 = s; kν2 =
s − 1; : : : ; kνs = 2; mν1 = s + 1; : : : ; mνn−s = n: Since the sequences k, m
satisfy (17), we have ν ∈ N1s (see (12)). In this case Ms appears in the de-
composition of the long skew commutator D+ν in the only case when x2; x3;
: : : ; xs are moving to the left with respect to x1 and xs+1; xs+2; : : : ; xn are
moving to the right with respect to x1: By the formula x1Fq = x1F − qFx1
we see that the coefficient at Ms equals
−νqν−12 · −νqν−13 · · · · · −νqν−1s: (18)
Here (18) equals the word in braces of tν;s up to the sign (see (11)).
Analogously, consider Mµ;s = xµsxµs−1 · · ·x1xµs+1xµs+2 · · ·xµn;
where µ ∈ S1n: This monomial appears in D+ν only if t = s; and kν1 = sµ;
kν2 = s − 1µ; : : : ; kνs = 2µ; mν1 = s + 1µ; : : : ; mνn−s = nµ: We have that
νµ−1 belongs to N1s, and the coefficient at Mµ;s equals the product in
braces of tµνµ−1;s within the factor −1s−1:
Thus, in the decomposition of
P
βνDν the coefficient at Mµ;s equals
−1s−1 X
νµ−1∈N1s
βνt
µ
νµ−1;s:
If we replace the denotation νµ−1 with ν; we will get the relations (16).
Consider (16) as a system of linear equations in βν: To find a basis of
the linear space of all quantum multilinear operations in x1; : : : ; xn it is
enough to find a fundamental system of solutions of (16). Since all of the
coefficients tµν;s belong to the ring Zpij; there exists a fundamental system
of solutions in the ring Zpij: Thus we can confine ourselves to an investi-
gation of solutions in the ring Zpij or in the field Fpij if it is necessary
to normalize one of the coefficients of a quantum operation.
Definition 2. The system (16) is said to be the basic system. Its subsys-
tem, corresponding to a fixed number s, is called an s-component.
4. INTERPRETATION OF OPERATIONS IN A CROSSED PRODUCT
Consider a free abelian group Fn freely generated by symbols Pij; 1 ≤ i 6=
j ≤ n: Denote by Pn a group algebra of this group over the minimal subfield
F of the field k. Clearly, Pn has a field of fractions Qn that is isomorphic
to the field of rational functions FPij: The elements Pi;j ; 1 ≤ i 6= j ≤ m,
generate a subalgebra Pm of Pn: The action of the symmetric group Sn is
correctly defined on the ring Pn and on the field Qn by P
pi
ij = Ppiipij: Thus
we can define a crossed product Qn ∗ Sn (with a trivial factor-system). This
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crossed product is isomorphic to the algebra of all n!× n! matrices over the
Galois field QSn , and it contains the skew group algebra Pn ∗ Sn: Recall that
in the trivial crossed product the permutations commute with coefficients
according to the formula Api = piApi (see [6, 7, or 8]).
If the parameters pij are defined by the quantum variables x1; : : : ; xn
according to (6), then there exists a uniquely defined homomorphism,
ϕx Pn→ k; ϕPij = pij: (19)
If A ∈ Fn, then by A we denote a word appearing from A by replacing
all letters Pij with Pji: We call the words A and A conjugated. We define
A = A−A−1: (20)
This definition is compatible with (9) in the sense that ϕA = ϕA
if A is a word of Fn: In the same way, the formula ϕApi = ϕApi is
valid if we suppose that ϕA appears from A by replacing Pij with pij:
If A; B are words of Fn (possibly empty), then we set
A ∗ B = AB: (21)
Note that Z = 0 if as usual the empty set is identified with the unit
element. At the same time the element Z ∗ A = A can be nonzero.
If C;D;E ∈ Fn, then the following equality is valid
CEDE − CD = CDEE (22)
(see Lemma 8.3 [2]).
Lemma 3. The relation 2 is equivalent to each one of the relations
W  = 0; where W is an arbitrary semigroup word in pij of length C2n that
has neither double nor conjugated letters.
Proof. The equality W  = 0 is equivalent to WW = 1: The word WW
is of the length nn− 1, and it has no double letters. Thus it has all of the
letters pij: Hence WW = 1 coincides with (2).
We fix the following denotations: Qk =
Qk−1
i=1 Pik and
Tν;s = νQν−12νQν−13 · · · νQν−1s; ν ∈ S1n; s > 1: (23)
In this case tµν;s = ϕTµν;s; µ ∈ Sn; (see (11)), and qµk = ϕQµk:
Lemma 4. Let ν ∈ N1s: If 2 ≤ k ≤ s, then
νQν−1k = P1kP2k : : : Pk−1k · Ps+1kPs+2k : : : Ps+lk; (24)
where l = ν−1k − k ≥ 0; while if l = 0; the second factor of 24 is absent.
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Proof. By the definition νQν−1k is equal to a word
P1kPν2k : : : Pνν−1k−1k:
This word, as well as the right hand side of (24), is of a length ν−1k − 1:
By the first chain of inequalities (12) the inequality ν−1i ≤ ν−1k − 1 is
valid for i < k: This means that the sequence ν2; ν3; : : : ; νν−1k − 1
contains all of the indices 2; 3; : : : ; k− 1: Thus νQν−1k has the first fac-
tor of (24). Since ν−1i > ν−1k − 1 for k ≤ i ≤ s; we see that among the
indices ν2; ν3; : : : ; νν−1k − 1 there is no one of the numbers k; k+
1; : : : ; s: Furthermore, if in the sequence 2; 3; : : : ; n we cross out ν−12;
ν−13; : : : ; ν−1s, then the elements ν−1s + 1; ν−1s + 2; : : : ; ν−1n
remain in the sequence. By the second chain of (12), these elements are
arranged in the sequence in this very order. It follows that if in the se-
quence 2; 3; : : : ; ν−1k − 1 we cross out ν−12; ν−13; : : : ; ν−1k − 1,
then the elements ν−1s + 1; ν−1s + 2; : : : ; ν−1s + l remain in the se-
quence. Therefore, νQν−1k has the second factor of (24) as well.
Let us fix the following denotations for particular elements of Pn ∗ S1n:
Vs =
X
ν∈N1s
νTν;s; (25)
where Tν;s are defined by (23).
By Lemmas 2 and 4 we may write the following formula:
Vs =
X
1<k2<k3<···<ks≤n
2yk23yk34yk4 · · · syksTk2 xk3x···xks ; (26)
where
Tν;s = Tk2 xk3x:::xks =
 sY
m=2
P1 m · · ·Pm−1 m · Ps+1 m · · ·Ps−m+km m

: (27)
If a permutation ν is written as a product of cycles (15), then the param-
eter s is uniquely defined by both the number of factors and the beginning
of the last cycle. This fact allows us to use the denotation Tν instead of Tν;s:
For an arbitrary sequence of elements βν ∈ Fpij; ν ∈ S1n, we denote by
B an element of Pn ∗ S1n defined by the formula
B = X
ν∈S1n
Bνν
−1 ∈ Pn ∗ S1n; (28)
where Bν are some preimages of βν in Pn with respect to ϕ:
In this way every quantum operation
P
βνD
+
ν ; βν ∈ Fpij is related to
an element B of the skew group algebra.
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Theorem 4. If
Q
i 6=j pij = 1, then an element B ∈ Pn ∗ S1n corresponds to
a multilinear quantum operation if and only if
B · Vs ∈ kerϕS1n (29)
for every s; 2 ≤ s < n; where Vs are defined by 25:
Proof. By Theorem 2 we need to prove that a sequence βν ∈ Fpij;
ν ∈ S1n, is a solution of the basic system if and only if the element B defined
by (28) satisfies (29). Let us rewrite the left hand sides of these relations.
B · Vs =
X
ν∈S1n
Bνν
−1 · X
ν∈N1s
νTν;s =
X
pi∈S1n;ν∈N1s
Bpipi
−1νTν;s
=XBpiTν−1piν;s pi−1ν = X
µ∈S1n
 X
ν∈N1s
BνµT
µ
ν;s

µ−1:
The last sum belongs to kerϕS1n if and only if all of its coefficients belong
to kerϕ: Thus (29) is equivalent to (16), since ϕTµν;s = tµν;s:
Denote by 6 a set of all elements of Pn that are symmetric with respect
to the action of the group Sn and do not belong to kerϕ: This set is
multiplicative. Therefore, we can define a localization (a ring of quotients)
Pn6
−1; as well as a skew group ring Pn6−1 ∗ Sn; which are contained in
the crossed product. It is important to note that elements of 6 are central
elements of Pn ∗ Sn: Therefore, Pn6−1 ∗ Sn is an algebra over a local ring
P
Sn
n 6−1: It is also important that the homomorphism ϕ has a uniquely
defined extension to a homomorphism of Pn6−1 into the field Fpij via
ϕBσ−1 = ϕBϕσ−1: (30)
This allows one to normalize elements corresponding to the quantum op-
erations. For these reasons the following variant of the above theorem is
useful.
Theorem 5. If
Q
i 6=j pij = 1, then an element B ∈ Pn6−1 ∗ S1n corre-
sponds to a quantum operation if and only if
B · Vs ∈ kerϕ6−1S1n (31)
for all s; 2 ≤ s < n:
Proof. It is enough to multiply B by a common denominator σ ∈ 6 of
all coefficients and to apply Theorem 4.
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Evidently the set kerϕS1n is a right ideal of Pn ∗ S1n: Therefore the inclu-
sions (29) mean an equality to zero of the elements B · Vs in the quotient
right module Pn ∗ S1n/kerϕS1n: In what follows we will denote by ≡ the
equality in quotient right modules. This equality is stable with respect to
right multiplications but may not be stable with respect to left multiplica-
tions.
In equalities to zero are the same (31) in Pn6−1 ∗ S1n/kerϕ6−1S1n: This
module contains the former one, since
kerϕ6−1S1n ∩ Pn ∗ S1n = kerϕS1n:
Hence it is possible to use the same sign ≡ in both cases.
Definition 3. A conforming ideal is an ideal I of the algebra Pn gener-
ated by all elements of the form W ; where W is an arbitrary (semigroup)
word in Pij of length C2n that has neither double nor conjugated letters.
By Lemma 3 the variables x1; : : : ; xn are conforming if and only if the
ideal kerϕ contains the conforming ideal. It is very important to note
that the conforming ideal I is invariant with respect to the action of the
symmetric group Sn (unlike the ideal kerϕ itself). Therefore a two-sided
ideal of Pn ∗ Sn generated by I coincides the right ideal ISn:
5. A CO-SET DECOMPOSITION
Let us fix a set of representatives 2; n; 3; n; : : : ; n − 1; n of the
left co-sets of S1n with respect to S
1;n
n = S1n−1: In this case every element
B ∈ Pn ∗ S1n has a decomposition
B = A22; n + A33; n + · · · + An−1n− 1; n + Anid; (32)
where Ai ∈ Pn ∗ S1;nn : Using (13) and the commutation rule
l;m; : : : ; rpi = pilpi;mpi; : : : ; rpi; (33)
we get
B · V2 =
nX
i=2
Aii; n ·
X
ν∈N12
νTν
=
nX
i=2
n−1X
l=2
Aii; n2y lT2yl +
nX
i=2
Aii; n2ynT2yn
=
nX
i=2
n−1X
l=2
Ai2y li2yl; nT2yl +
nX
i=2
Aii; n2ynT2yn:
(34)
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Denote by τk; 2 ≤ k ≤ n; the permutation kny2; n2ynk; n; that is,
τk =
 2yk− 1kyn− 1; if 2 < k < n;
2yn− 1; if k = n; 2: (35)
Then kny2; n2yn = τkk; n: Therefore we can continue (34):
B · V2 =
nX
k=2
 n−1X
l=2
Aly2k2y lT k;n2yl + Any2k τkT k;n2yn

k; n: (36)
In particular, the inclusion (29) with s = 2 is equivalent to the following
system of n− 2 equalities in the quotient right module Pn ∗ S1;nn /kerϕS1n:
n−1X
l=2
Aly2k2y lT k;n2yl + Any2kτkT k;n2yn ≡ 0; 2 ≤ k ≤ n:
If 3 ≤ k ≤ n, then the above equality corresponding to k has the form
Ak
k−1X
l=2
2y lT k;n2yl + Ak−1

τkT
k;n
2yn +
n−1X
l=k
2y lT k;n2yl

≡ 0: (37)
For k = 2, we have the equality
D2
def= An2yn− 1T 2;n2yn +
n−1X
l=2
Al2y lT 2;n2yl ≡ 0: (38)
Let us denote
Vk =
k−1X
l=2
2y lT k;n2yl ; 2 ≤ k ≤ n; (39)
Dk = τkT k;n2yn +
n−1X
l=k
2y lT k;n2yl ; 3 ≤ k ≤ n: (40)
In this case (36) takes the form
B · V2 = D22; n +
nX
k=3
AkVk + Ak−1Dkk; n; (41)
while the relations (37) with 3 ≤ k ≤ n reduce to
AkVk + Ak−1Dk ≡ 0; 3 ≤ k ≤ n: (42)
In particular, we have proved that the element 32 corresponds to a
solution of the second component of the basic system if and only if the
equalities 42 and 38 are valid.
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6. SUBORDINATE SEQUENCES AND RELATIONS IN THE
SYMMETRIC GROUP
In this section we are going to prove a number of auxiliary results that
allow one to harmonize some special elements of the skew group algebra.
Consider a sequence of integer numbers L = li;  u ≤ i ≤ v; where
u; v are some integer numbers, u ≤ v:
Definition 4. For arbitrary indices k; r; u ≤ k; r ≤ v; denote σ kk = lk;
γ
r
r = lr + 1; and further define by induction σ jk ; j ≤ k, and γjr ; j ≥ k:
σ
j−1
k =
(
σ
j
k − 1; if σ jk ≤ lj−1;
σ
j
k ; if σ
j
k > lj−1y
(43)
γ
j+1
r =
(
γ
j
r + 1; if γjr ≤ lj+1;
γ
j
r ; if γ
j
r > lj+1:
(44)
The sequence L′ = l′j; u− 1 ≤ j ≤ v − 1, defined by the formula
l′j−1 =
8>><>>:
lj−1 − 1; if σ jv ≤ lj−1; j > u;
lj−1; if σ
j
v > lj−1; j > u;
σ
u
v − 1; if j = u;
(45)
is called a subordinate sequence for L.
In the same way the sequence L? = l?j ; u + 1 ≤ j ≤ v + 1 is called
an inceptive sequence for L if it is defined by the formula
l?j+1 =
8>><>>:
lj+1 + 1; if γju ≤ lj+1; j < v;
lj+1; if γ
j
u > lj+1; j < v;
γ
v
u ; if j = v:
(46)
Definition 5. We say that at the point m; m > r; there is a jump during
a motion of lr to the right if γ
m−1
r ≤ lm: Analogously, we say that at the point
m; m<k; there is a jump during a motion of lk to the left if σ
m+1
k ≤ lm:
The elements σ and γ with indices are called heads); (respectively,
right and left heads; that is, the right head traverses from the right to the
left (with lk) and the left one traverses from the left to the right (with lr). In
parentheses, if necessary, we write the name of the initial sequence σ jk =
σ
j
k L; γjk = γjk L:
Lemma 5. For each sequence L the following equalities hold L′? = L =
L?′; during which, for all j; u ≤ j ≤ v; the following head relations are valid
σ
j
v L = γj−1u−1 L′; (47)
σ
j+1
v+1 L? = γju L: (48)
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Proof. If j = u, then (47) has the form σ uv L = l′u−1 + 1: By the defi-
nition (45), this is correct. Let us use the induction by j: Let (47) be valid
for a given j; u ≤ j < v: Consider two cases.
If σ j+1v L> lj , then l′j = lj and σ jv L=σ j+1v L: Hence, γj−1u−1L′>
l′j : By (46) and (44) this implies l′j? = l′j = lj and γju−1L′ = γj−1u−1 L′;
that is, (47) remains valid for j + 1:
If σ j+1v L ≤ lj , then l′j = lj − 1 and σ jv L = σ j+1v L − 1: Using (47)
for the given j; we have γj−1u−1L′ = σ
j+1
v L− 1 ≤ lj − 1 = l′j: Definitions
(46) and (44) again imply l′j? = l′j + 1 = lj and γju−1L′ = γj−1u−1 L′ + 1;
that is, in this case (47) remains valid for j + 1 as well.
If j = v, then (48) is valid by the definitions. Let us use the inverse
induction by j: Let (48) be correct for a given j: Consider two cases.
If γj−1u L > lj , then l?j = lj and γju L = γj−1u L: By (48) for the
given j; we have σ j+1v+1 L? > lj = l?j ; that is, by (45) we get l?j ′ = lj , while
by (43) we have σ jv+1L? = σ j+1v+1 L?: Thus (48) remains valid for j − 1:
If γj−1u L ≤ lj , then l?j = lj + 1 and γju L = γj−1u L + 1: By (48)
for the given j, we have σ j+1v+1 L? = γju L = γj−1u L + 1 ≤ lj + 1 = l?j :
From here by (45) we get l?j ′ = l?j − 1 = lj , while by the definition (43)
we have σ jv+1L? = σ j+1v+1 L? − 1; that is, the equality (48) remains valid
for j − 1:
Lemma 6. At the point m there is a jump during a motion of lr to the right
if and only if at the point r there is no jump during a motion of lm to the left.
Proof. Suppose that at the point m there is a jump during a motion of
lr to the right; that is, γ
m−1
r ≤ lm or, equivalently, γm−1r ≤ σ mm : Using
the latter inequality as a basis of induction, let us prove that
γ
m−d
r ≤ σ m−d+1m ; (49)
where 1 ≤ d ≤ m − r: If γm−dr < σ m−d+1m , then γm−d−1r ≤ γm−dr ≤
σ
m−d+1
m − 1 ≤ σ m−dm : Therefore, suppose that γm−dr = σ m−d+1m : If
σ
m−d+1
m > lm−d, then σ
m−d
m = σ m−d+1m = γm−dr ≥ γm−d−1r : If
σ
m−d+1
m ≤ lm−d, then σ m−dm = σ m−d+1m − 1: In this case the equal-
ity γm−dr = γm−d−1r cannot be valid, since this equality requires
that γm−d−1r > lm−d, implying that γ
m−d
r > lm−d; which contradicts
γ
m−d
r = σ m−d+1m : Thus γm−d−1r = γm−dr − 1, and the equality of the
heads σ and γ is still valid. Now if d = m − r, then (49) has the form
γ
r
r ≤ σ r+1m ; that is, lr + 1 ≤ σ r+1m or, equivalently, lr < σ r+1m : The latter
inequality means that at the point r there is no jump during a motion of
lm to the left.
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Inversely, let lr < σ
r+1
m : Then γ
r
r ≤ σ r+1m : This inequality can be used
as an inductive basis for the inverse induction by d; m− r ≥ d ≥ 1 to prove
the following inequality:
γ
m−d
r ≤ σ m−d+1m : (50)
If γm−dr < σ
m−d+1
m , then γ
m−d+1
r ≤ γm−dr + 1 < σ m−d+1m + 1 ≤
σ
m−d+2
m : Therefore, it is enough to consider the case γ
m−d
r = σ m−d+1m :
If γm−dr > lm−d+1, then γ
m−d+1
r = γm−dr = σ m−d+1m ≤ σ m−d+2m : If
γ
m−d
r ≤ lm−d+1, then γm−d+1r = γm−dr + 1: In this case the equal-
ity σ m−d+1m = σ m−d+2m is not valid, since this equality requires that
σ
m−d+2
m > lm−d+1, which contradicts the equality γ
m−d
r = σ m−d+1m : Thus
σ
m−d+2
m = σ m−d+1m + 1, and the equality of heads is still valid.
If d = 1; we get γm−1r ≤ σ mm = lm; that is, at the point m there is a
jump during a motion of lr to the right.
Definition 6. Denote by Us; t with t ≥ s ≥ 3 a set of all sequences
of integer numbers l2; : : : ; ls; : : : ; lt that satisfy the following conditions:
n− 2 ≥ l2 ≥ · · · ≥ ls ≥ s − 2y n− 2 ≥ lj ≥ j − 2 for j > s: (51)
By W s; t with t ≥ s ≥ 3 we denote a set of all sequences of integer
numbers w1; w2; : : : ; wt that satisfy the following condition:
n− 3 ≥ w1 ≥ −1y
n− 3 ≥ w2 ≥ · · · ≥ ws ≥ s − 2y
n− 3 ≥ wj ≥ j − 2; j > s:
(52)
Lemma 7. If t > s, then the following equality is valid:
Us; t′ = W s; t − 1: (53)
Proof. Let L = l2; : : : ; lt ∈ Us; t: Let us show that L′ ∈ W s; t − 1:
Note that for the head σt the following inequalities are correct:
j − 2 ≤ σ jt L ≤ n− 2: (54)
Indeed, for j = t this arises from the definitions. When the parameter j
comes down, by one step, the head σt can only come down, but also no
more than by one step. Therefore, (54) is saved. In particular, 0 ≤ σ 2t ≤
n− 2 and −1 ≤ l′1 ≤ n− 3, since l′1 = σ 2t − 1:
If lj = n− 2, then lj ≥ σ j+1t ; hence l′j = n− 3: This means that in any
case, l′j ≤ n− 3, since l′j ≤ lj:
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Let j > s: If lj = j − 2, then by (54) we have σ j+1t ≥ j − 1 > lj; that
is, by definition (45) we get l′j = lj: If lj > j − 2, then l′j ≥ lj − 1 ≥ j − 2:
Therefore, the conditions (52) are valid, provided that wj = l′j and j > s:
If lk−1 > lk = lk+1 = · · · = ls = s − 2, then by inequality (54) we have
σ
s+1
t ≥ s − 1 > s − 2; hence l′k−1 ≥ l′k = · · · = l′s = s − 2:
Furthermore, if 2 ≤ j ≤ s and the strict inequality lj > lj+1 is correct,
then evidently l′j ≥ l′j+1, since any member of the subordinate sequence can
only be less than the corresponding member of the initial sequence, but
not by more than one. If lj = lj+1 and l′j+1 = lj+1, then σ j+1t = σ j+2t ;
that is, l′j = lj = l′j+1: If lj = lj+1 and l′j+1 = lj+1 − 1, then σ j+2t ≤ lj+1
and σ j+1t = σ j+2t − 1; from which σ j+1t ≤ lj+1 − 1 = lj − 1 and, still,
l′j+1 = l′j :
Thus the subordinate sequence satisfies all of the conditions (52). By
Lemma 5, different sequences have different subordinate ones. Therefore,
it is enough to show that the sets Us; t and W s; t − 1 have the same
number of elements; that is,
Us; t = Cs−1n−1 ·
tY
j=s+1
n− j + 1
= n− 1 · Cs−1n−2 ·
t−1Y
j=s+1
n− j
= W s; t − 1;
which can easily be verified by direct calculations.
Definition 7. Denote by Li; t with 0 ≤ t ≤ i ≤ n − 2 a set of all
sequences of integer numbers l1; l2; : : : ; lt; such that
1 ≤ l1 ≤ i; 2 ≤ l2 ≤ i; : : : ; t ≤ lt ≤ i: (55)
Note that the set Li; 0 contains the only sequence, that is, the empty one.
In particular, Li; 0 is a nonempty set itself.
By S i; t we denote a set of all sequences of integer numbers
s0; s1; : : : ; st; which satisfy the following conditions:
0 ≤ s0 ≤ i; 1 ≤ s1 ≤ i; : : : ; t ≤ st ≤ i: (56)
Lemma 8. For 1 ≤ t ≤ i ≤ n− 2, the following equality is correct:
Li; t′ = S i− 1; t − 1: (57)
Proof. The sets Li; t and S i − 1; t − 1 have the same number of
elements N = ii − 1 · · · i − t + 1: Therefore, it is enough to prove that
if L ∈ Li; t, then L′ ∈ S i− 1; t − 1:
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The following inequality is valid, provided 1 ≤ j ≤ t:
j ≤ σjt ≤ i: (58)
Indeed, for j = t this inequality flows from the definition σ tt = lt : If the
parameter j is decremented by one, the right head can only be diminished,
but not by more than one. Therefore, the inequality is saved. In particular,
1 ≤ σ 1t ≤ i; and s0 = l′0 = σ 1t − 1 satisfies (56) with i− 1 in place of i:
If j < lj < i; the inequalities lj − 1 ≤ l′j ≤ lj show that j ≤ l′j ≤ i − 1: If
lj = i, then σ j+1t ≤ i = lj; that is, l′j = lj − 1 = i− 1: Finally, if lj = j, then
by (58) we get σ j+1t ≥ j + 1 > j = lj and l′j = lj = j:
Lemma 9. Let L = lj  u ≤ j ≤ v and S = sj  u− 1 ≤ j ≤ v− 1 = L′:
For a given k; u < k < v; at the point m; u ≤ m < k; there is a jump during
a motion of lk to the left if and only if at this point there is a jump during a
motion of sk to the left.
If sk = lk− 1, then for all j; u ≤ j ≤ k; the following inequality is correct:
σ
j
v L ≤ σ jk S: (59)
Proof. Consider two cases when sk = lk and when sk = lk − 1.
(A) sk = lk: In this case σ k+1v L > lk, and we can write a chain
σ
k
k L = σ kk S < σ k+1v L = σ kv L: We may use this chain as a basis
for the inverse induction by j; 1 ≤ j ≤ k; to prove that
σ
j
k L = σ jk S < σ jv L: (60)
Let us make the inductive step, considering three possible cases.
1. σ jk L ≤ lj−1: In this case sj−1 = lj−1− 1; and σ j−1v L = σ jv L−
1: Furthermore, (60) shows that at the point j there is a jump during a
motion of lk to the left; that is, σ
j−1
k L = σ jk L − 1: For sk we have
σ
j
k S = σ jk L ≤ lj−1 − 1 = sj: Therefore, a jump also exists, and in
particular, σ j−1k S = σ jk S − 1: Thus, in the passage of j to j − 1, all
members of (60) were decremented by one, while this very condition remain
saved.
2. σ jk S = σ jk L ≤ lj−1 < σ jv L: In this case sj−1 = lj−1;
σ
j−1
v L = σ jv L; σ j−1k L = σ jk L − 1: For the sequence S we
have σ jk S ≤ Lj−1 = sj−1; that is, a jump also exists and σ j−1k S =
σ
j
k S − 1: Thus in the passage of j to j − 1 the equal members of (60)
were decremented by one, while the biggest member remain unchanged;
that is, (60) remain saved.
3. lj−1 < σ
j
k S = σ jk L < σ jv L: In this case there are no jumps
and all of the parameters are saved.
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Since in a motion to the left the heads change only at the points where
there are jumps, the equality of heads in (60) (and the certain induction
also) shows that in the case (A) the lemma is true.
(B) sk = lk − 1: In this case σ k+1v L ≤ lk and σ kv L = σ k+1v L −
1: Therefore we can write the following chain: σ kv L ≤ σ kk S =
σ
k
k L − 1: Let us prove by an inverse induction by j; 1 ≤ j ≤ k; that
σ
j
v L ≤ σ jk S = σ jk L − 1: (61)
For j = k this chain is written above. Consider three cases.
1. σ jk L ≤ lj−1: In this case σ j−1k L = σ jk L − 1: Using the in-
ductive supposition (61), one may write σ jv L < lj−1: Therefore sj−1 =
lj−1 − 1; and σ j−1v L = σ jv L − 1: In addition, σ jk S = σ jk L − 1 ≤
lj−1 − 1 = sj−1, and so σ j−1k S = σ jk S − 1: Thus in the passage of j to
j − 1, all three members of (61) were decremented by one.
2. σ jv L ≤ lj−1 ≤ σ jk S: In this case still, sj−1 = lj−1 − 1;
σ
j−1
v L = σ jv L − 1; and by inductive supposition, σ jk L > lj−1;
that is, σ j−1v L = σ jv L: For the sequence S we have sj−1 = lj−1 − 1 <
σ
j
k S: Therefore σ j−1k S = σ jk S: Thus in the passage of j to j − 1
the left hand side of (61) was decremented, while the others remained
unchanged; hence (61) is saved.
3. lj−1 < σ
j
v L: In this case in the passage of j to j − 1 all members
of (61) remain unchanged.
Thus by the proved relation (61) in the motion to the left the difference
in heads σkL and σkS is always equal to one. Again taking into account
that the heads are changing only at the points where there are jumps, we
get that in case (B) the lemma is also true.
Lemma 10. Let L = lj  u ≤ j ≤ v and S = sj  u− 1 ≤ j ≤ v − 1 =
L′: Let u ≤ m ≤ v − 1: If sm = lm, then for every j; v > j ≥ m;
γ
j
m L = γjm S: (62)
If sm = lm − 1, then for all j; v > j ≥ m the following equation is valid:
γ
j
m L = γjm S + 1: (63)
In both cases,
γ
v
m L = γv−1m S + 1: (64)
Proof. Let us use the induction by j: For j = m both equations (62) and
(63) flow from definition (44). By Lemma 6, at the point j there is a jump
during a motion of lm to the right if and only if at the point m there is
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no jump during a motion of lj to the left. By Lemma 9, this condition is
equivalent to one in which at the point m there is no jump during a motion
of sj to the left. Again by Lemma 6 applied to the sequence S, we see that
at the point j there is a jump during a motion of lm to the right if and only
if at this point there is a jump during a motion of sm to the right.
Since the heads change values only by one and only at the points where
exist jumps, equalities (62) and (63) are proved.
For equality (64) we have
γ
v
m L =
(
γ
v−1
m L + 1; if γv−1m L ≤ lvy
γ
v−1
m L; if γvm L > lv:
By Lemma 6, the condition γv−1m L ≤ lv; which means that at the point
v there is a jump during a motion of lm to the right, is equivalent to one
in which at the point m there is no jump during a motion of lv to the
left; that is, lm = sm: Now it is enough to use equalities (62) and (63) with
j = v − 1:
Let us turn to the symmetric group. For every index l; 0 ≤ l ≤ n− 2; we
fix the following denotations:
l =
 n− 1yn− l; if 1 ≤ l ≤ n− 2;
id; if l = 0y
l = nyn− l:
(65)
For 0 ≤ i ≤ n− 3 we also define
2ymi =
 2ym; if 2 ≤ m < n;
2yn− i− 1i−1; if m = n: (66)
Clearly l and 2ymi belong to S1;nn , while l belongs to S1n:
Direct calculations show that the following relations are correct:
l2yn− σ =
 2yn− σ − 1l − 1; if 1 ≤ σ ≤ ly
2yn− σl; if l < σ ≤ n− 2: (67)
If L = lj  u ≤ j ≤ v is a sequence of integer numbers such that 1 ≤
lj ≤ n− 2 for all j, then (43) and (45) with (67) show that
lj−12yn− σ jv  = 2yn− σ j−1v l′j−1:
The multiple application of this relation yields the following formula:
lvlv+1 · · · lu−12yn− lv = 2yn− σ uv Ll′vl′v+1 · · · l′u−1: (68)
By Lemma 5 this relation with L? in place of L takes up the form
2yn− lv + 1lv+1 · · · lu = l?v+1 · · · l?u2yn− l?u+1: (69)
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Analogously, for 1 ≤ l ≤ n− 2 the following relations are correct:
l2yn− σ =
8><>:
2yn− σ − 1l − 1; if 2 ≤ σ ≤ ly
2yn− σl; if l < σ ≤ n− 2y
2yn− 0l−1l − 1; if σ = 1:
(70)
Therefore if a sequence L belongs Li; t + 1 with 2 ≤ i ≤ n− 1 and 1 ≤
t + 1 ≤ i, then the following relation is valid, provided j ≥ 2:
lj−12yn− σ jt+1 = 2yn− σ j−1t+1 l′j−1
(see the inequalities (58)). The multiple application of this relation yields
2yn− σ 1t Ls1 · · · st = l1 · · · lt2yn− lt+1;
where S = sj  0 ≤ j ≤ t = L′: If we multiply this equality by i from the
left, then by the third line of (70) we can write
2yn− s0i−1i− 1s1 · · · st = il1 · · · lt2yn− lt+1: (71)
7. DECREASING MODULES
With the help of definitions (35) and (66) one can note that 2yni = τn−i
if 0 ≤ i ≤ n − 3: Therefore it is possible to rewrite the formula (40) with
k = n− i in the following way:
Dn−i =
iX
γ=0
2yn− γiT n−i;n2yn−γ : (72)
Since for 2 ≤ l < k the permutation k; n does not change the element
T2yl = P12P32 · · ·Pl 2; we can also rewrite (39):
Vk =
n−2X
σ=n−k+1
2yn− σT2yn−σ: (73)
Definition 8. A right module over Pn ∗ S1;nn is called a decreasing mod-
ule if it is generated by elements A2; : : : An such that
AkVk +Ak−1Dk = 0; 3 ≤ k ≤ n; (74)
where Vk and Dk are defined by (73) and (72), respectively.
For example, if B satisfies (29) with s = 2, then A2; : : : ;An, defined by
(32), generate a decreasing submodule of Pn ∗ S1;nn /kerϕS1;nn (see Sect. 5).
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Theorem 6. Let n ≥ 3 and
X =
 Y
n>i>j>1
Pij
 n−1Y
i=1
Pin
 n−1Y
j=2
P1j

: (75)
Every decreasing module satisfies the following relation:
D2
n−3Y
k=0
n− 1y 2Vn−k
= A2n− 1y 2
n−3Y
k=0
2y 2 + kV 1;n3yn−1kn−k · X2yn−1−1n;
(76)
where D2 is defined by 38 by replacing A with A:
Let us define a sequence of elements W0 = D2; Wt+1 = Wtn− 1y 2Vn−t;
0 ≤ t ≤ n− 3: In this case the left-hand part of (76) equals Wn−2:
Lemma 11. The element Wt has a representation
Wt =
X
t≤i≤n−2
An−ii
X
L∈Li;t
 tY
k=1
lk

2yn− 1Ri; l1; : : : ; lt; (77)
where L = l1; : : : ; lt: The following recurrence relations are correct:
Ri; l1; : : : ; lt
= Rn−1y22yn−lt i; l1; : : : ; lt−1T2yn−lt 
− Rn−1;2i− 1; s1; : : : ; st−1T n−i+1;ni−1s1s2···st−12yn−s0 :
(78)
In these relations s0; s1; : : : ; st−1 is the subordinate sequence for L:
In addition, the elements Rn−1y2i; l1; : : : ; lt are invariant with respect
to the action of all cycles ky l with 2 ≤ k ≤ l < n− i:
Proof. If t = 0, then Li; 0 contains just the empty sequence. So the
product in (77) is empty, and (77) takes the form
W0 =
X
0≤i≤n−2
An−ii2yn− 1Ri: (79)
The right hand part of (38) is reduced to this form if we replace the in-
dex of summation l with n− i and use the relation i2yn− 1 = 2yn− i
for i > 0: In this case Ri = T 2;n2yn−i: Lemma 4 shows that T 2;nn−1y22yn−i =
P1nP2n · · ·Pn−i−1n: In particular, this coefficient commutes with all per-
mutations ky l if 2 ≤ k ≤ l < n− i: We may start the induction by t:
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Let the lemma be true for a given t ≥ 0: By (73) we get
Vn−t = Vn−i +
iX
lt+1=t+1
2yn− lt+1T2yn−lt+1; t ≤ i ≤ n− 2: (80)
Therefore
Wt+1 =
X
t≤i≤n−2
An−ii
X
L∈Li;t
 tY
k=1
lk

Rn−1y2i; l1; : : : ; lt
× Vn−i +
iX
lt+1=t+1
2yn− lt+1T2yn−lt+1:
(81)
The elements T2;l = P12P32 · · ·Pl2; l < n− i, are fixed with respect to the
action of all cycles i; lj, since n− lj ≥ n− i > l: By the same reasoning
the cycles 2y l commute with i; lj: Thus the element Vn−i commutes
with all of the permutations i; lj: By the inductive suppositions all of
the cycles k; l; 2 ≤ k ≤ l < n − i; commute with Rn−1y2i; l1; : : : ; lt:
Therefore Vn−i also commutes with this coefficient. Hence we can continue
(81) by taking into account that for i = t the last sum in (81) equals zero
and V2 = 0:
= X
t≤i≤n−3
An−iVn−ii
X
L∈Li;t
 tY
k=1
lk

Rn−1y2i; l1; : : : ; lt
+ X
t+1≤i≤n−2
An−ii
X
L∈Li;t
 tY
k=1
lk

Rn−1y2i; l1; : : : ; lt
×
iX
lt+1=t+1
2yn− lt+1T2yn−lt+1:
(82)
Since the factor An−iVn−i is located in (82) at the left margin position,
we may replace it with −An−i−1Dn−i and use the relation (72). Every
sequence γ; l1; l2; : : : ; lt taking part in the expression obtained belongs
to S i; t, since the index γ in (72) is going from 0 to i: Therefore if in the
first line of (82) we replace the summation index i with i− 1; we get
Wt+1 = −
X
S∈S i−1;t
An−i
i−1X
s0=0
2yn− s0i−1T n−i+1;n2yn−s0
× i− 1s1 · · · stRn−1y2i− 1; s1; : : : ; st
+ X
t+1≤i≤n−2
An−ii
X
L∈Li;t+1
l1 · · · lt2yn− lt+1
× Rn−1y22yn−lt+1i; l1; : : : ; ltT2yn−lt+1:
(83)
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The formula Tpi = piTpi allows us to shift all coefficients to the right margin
position. Lemma 8 and relation (71) imply
Wt+1 =
X
t+1≤i≤n−2
An−ii
X
L∈Li;t+1
l1 · · · lt2yn− lt+1
× (Rn−1y22yn−lt+1i; l1; : : : ; ltT2yn−lt+1
− Rn−1y2i− 1; st; : : : ; stT n−i+1;ni−1s1···st 2yn−s0

:
This proves both (77) and (78), since 2yn− lt+1 = lt+12yn− 1:
Let us check, finally, that the found value of Rn−1y2i; l1; : : : ; lt+1 is
fixed with respect to the actions of ky l; provided 2 ≤ k ≤ l < n − i: By
(33) the equality n− 1y 2ky l = k+ 1y l + 1n− 1y 2 is true. The cycle
k + 1y l + 1 commutes with i − 1; s1; : : : ; st; n − i + 1; n; since
sj ≤ i − 1 and n− sj ≥ n− i + 1 > l + 1: In the same way ky l commutes
with lt+1: By this and the relation 2yn − lt+1n − 1y 2 = lt+1 we can
write
Rn−1y2kyli; l1; : : : ; lt+1 = Rn−1y2kyllt+1i; l1; : : : ; ltT k+1yl+1n−1y22yn−lt+1
− Rn−1y2k+1yl+1n−1y2i− 1; s1; : : : ; st
× T k+1yl+1n−i+1;ni−1s1···st n−1y22yn−s0 :
By the inductive suppositions in the first factors of both addends, it is pos-
sible to delete ky l and k+ 1y l + 1; respectively. In addition, the condi-
tion lt+1 ≤ i shows that n− lt+1 ≥ n− i ≥ l + 1 ≥ k+ 1 ≥ 3: In the same
way, n − s0 ≥ n − i − 1 > l + 1 ≥ k + 1 ≥ 3: Therefore, the equalities
T2yn−s = P12P32P42 · · ·Pn−s 2 with s = lt+1 and s = s0 show that in the
second factors of both addends it is possible to delete k+ 1y l + 1:
Definition 9. For a sequence L = l1; : : : ; lt; define
El1 = Pn n−1y
El1; l2; : : : ; lk = Pn n−1; : : : ; Pn−k+m−1 n−1; : : :; 2≤k≤ t;
(84)
where m runs through a set of all indices such that at the point m there is
a jump during a motion of lk to the left or, equivalently (see Lemma 6), at
the point k there is no jump during a motion of lm to the right. By Lemma
9 we may claim that if S = L′, then for all k; 1 ≤ k ≤ t − 1;
Es1; s2; : : : ; sk = El1; l2; : : : ; lk: (85)
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Furthermore, for 0 ≤ t ≤ i ≤ n− 2; define
Ci; l1; : : : ; lt
=
n
P1nP2n · · ·Pn−i−1 n t Pn−t nPn−t+1 n · · ·Pn−1 n
P1 n−1P2 n−1 · · ·Pn−γtt L n−1 t Z
P1 n−2P2 n−2 · · ·Pn−γtt−1L n−2 t Pn−1 n−2
:::
:::
P1 n−rP2 n−r · · ·Pn−γtt−r+1L n−r t Pn−r+1 n−r · · ·Pn−1 n−r
:::
:::
P1 n−tP2 n−t · · ·Pn−γt1 L n−t t Pn−t+1 n−t · · ·Pn−1 n−t
o
:
(86)
In another words, a letter Pxy takes part in Ci; l1; : : : ; lt if and only if
either y = n and 1 ≤ x < n− i or n− t ≤ x < n;
or n− t ≤ y ≤ n− 1 and 1 ≤ x ≤ n− γty+t+1−nL or y < x < n:
(87)
In particular, for t = 0 this means
Ci = P1nP2n · · ·Pn−i−1 n = T 2;nn−1y22yn−i = Rn−1y2i: (88)
In the explicit form (86) of the element Cl1; : : : ; lt the top row is
called the zero row, the following row is called the first row, and so on. In
this way the rth row corresponds to the value n− r of the second index.
Lemma 12. Let L ∈ Li; t and S = L′: If 1 ≤ k ≤ t − 1, then
En−1y2
t−k−1lt l1; : : : ; lk = En−1y2
t−ks1; : : : ; sk: (89)
Proof. If a letter Pn−k+m−1 n−1 is involved in the writing (84) of the
element El1; : : : ; lk, then P n−1y2
t−k−1
n−k+m−1 n−1 = Pn−t+m n−t+k: Therewith lt ≥
t > t − m, and so n − lt < n − t + m ≤ n − t + k: Thus under an addi-
tional application of lt; as well as under an application of n − 1y 2; all
of the indices are decremented by one. Thus En−1y2
t−k−1lt l1; : : : ; lk =
En−1y2
t−kl1; : : : lk: By (85) we are done.
Lemma 13. The coefficients of 77 have the following decomposition:
Rn−1y2i; l1; : : : ; lt = −1tCi; l1; : : : ; lt
tY
k=1
En−1y2
t−kl1; : : : ; lk: (90)
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Proof. For t = 0 the formula (90) is correct by (88). Let (90) be valid
for t − 1; t ≥ 1: Then by (78) and 2yn− ltn− 1y 2 = lt we get
Rn−1y2i; l1; : : : ; lt
= −−1tClt i; l1; : : : ; lt−1T n−1y22yn−lt 
×
t−1Y
k=1
En−1y2
t−k−1lt l1; : : : ; lk
+ −1tCn−1y2i− 1; s1; : : : ; st−1
× T n−i+1;ni−1s1···st−1n−1y22yn−s0
×
t−1Y
k=1
En−1y2
t−ks1; : : : ; sk:
(91)
Using Lemma 12 and the equality (85), we may factor out the product
−1t Qt−1k=1 En−1y2t−kl1; : : : lk. Therefore it is enough to prove that
Cn−1y2i− 1; s1; : : : ; st−1T n−i+1;ni−1s1···st−1n−1y22yn−s0
= Clt i; l1; : : : ; lt−1T n−1y22yn−lt  + Ci; l1; : : : ; ltEl1; : : : ; lt:
(92)
This follows from (22) with C = T n−1y22yn−lt ; D = Clt i; l1; : : : ; lt−1; andE = El1; : : : ; lt; provided the following three equalities are valid:
Cn−1y2i− 1; s1; : : : ; st−1 = Clt i; l1; : : : ; lt−1 ∗ El1; : : : ; lt; (93)
T
n−i+1;ni−1s1···st−1n−1y2
2yn−s0 = T
n−1y2
2yn−lt  ∗ El1; : : : ; lt; (94)
Ci; l1; : : : ; lt = Cn−1y2i− 1; s1; : : : ; st−1 ∗ T n−1y22yn−lt  : (95)
Consider the first one. Since L satisfies (55), we have n − lt < n − t + 1:
Therefore lt decreases by one all of the second indices of Ci; l1; : : : ; lt−1
but n: This means that in (86), with t − 1 in place of t, all of the rows but
zero row are shifted down by one step, so that the first row becomes empty.
Every first index of a letter located after a gap t in (86) is greater than
the second index of this letter. Therefore lt decreases these indices by one
as well. This means that all letters located in the rows after the gaps are
shifted to the left by one step.
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Condition (55) implies n− i− 1 < n− lt : Therefore lt does not shift a
part of the zero row located before the gap. In particular, the last position of
the zero row of Clt i; l1; : : : ; lt−1 is vacant. For letters located in nonzero
rows before the gap, consider the following two cases.
If st−r+1 = lt−r+1 − 1, then at the point t − r + 1 there is a jump during a
motion of lt to the left. By Lemma 6, at the point t there is no jump during a
motion of lt−r+1 to the right. Definition 5 shows that n− γt−1t−r+1L < n− lt :
Therefore lt does not change the first indices of letters located in the
r − 1th row, r > 1; before the gap. In this case the last position of the
rth row of Clt l1; : : : ; lt−1 is vacant, and the length of the rth row located
before the gap equals n− γt−1t−r+1L = n− γtt−r+1L (see (44)).
If st−r+1 = lt−r+1 or, equivalently, n− γt−1t−r+1L ≥ n− lt ; then the letter
Pn−lt n−r+1 goes to Pn−1 n−r and occupies a position in the last column. The
next letter Pn−lt+1 n−r+1 goes to Pn−lt n−r , and so on. Thus in this case the
length of the rth row located before the gap is set by the same formula
n− γt−1t−r+1L − 1 = n− γtt−r+1L (see (44)).
Furthermore, by the definition El1; : : : ; lt = Pn−1 n; : : : ; Pn−1 n−t+m−1;
: : :; at the point m there is a jump during a motion of lt to the left, that
is, sm = lm − 1: By replacing the index m with t − r + 1 in this definition,
we get that the letters of El1; : : : ; lt occupy exactly the positions in the
last column that are vacant in Clt l1; : : : ; lt−1:
Thus the zero row of Clt l1; : : : ; lt−1 ∗ El1; : : : ; lt has the form
P1nP2n · · ·Pn−i−1 n t Pn−t n · · ·Pn−1 ny (96)
the first row is vacant, and the rth one, r > 1; has the form
P1 n−rP2 n−r · · ·Pn−γtt−r+1L n−r t Pn−r+1 n−r · · ·Pn−1 n−r : (97)
Consider the left-hand side of (93). The permutation n− 1y 2 shifts to
the left by one step all gaps of Ci − 1; s1; : : : ; st−1: It also shifts down
by one step all rows (since n − t − 1 > 2). Therefore the zero row of
Cn−1y2i − 1; s1; : : : ; st−1 has the form (96), the first row is vacant, and
the rth row, r > 1; equals
P1 n−rP2 n−r · · ·Pn−γt−1t−r+1S−1 n−r; t Pn−r+1 n−r · · ·Pn−1 n−r : (98)
By (64) we have γt−1t−r+1S + 1 = γtt−r+1L: Thus (93) is proved.
Since (98) coincides with the rth row of (86), all rows of Ci; l1; : : : ; lt
but the first one coincide with the same rows of Cn−1y2i− 1; s1; : : : ; st−1:
The first row of Ci; l1; : : : ; lt equals T n−1y22yn−lt  = P1n−1P2 n−1 · · ·Pn−lt−1n−1
since γtt L = lt + 1: Thus (95) is proved.
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Consider (94). The right hand side has the only row (the first one)
P1 n−1P2 n−1 · · ·Pn−lt−1 n−1 t · · ·Pn−t+m−1 n−1 · · ·Pn n−1; (99)
where m runs through the set of all indices with sm = lm − 1:
By Lemma 8 we have s0 ≤ i− 1, that is, 2 < n− i+ 1 ≤ n− s0: Therefore
T
n−i+1;n
2yn−s0 = P12 t P32 · · ·Pn−i 2 t Pn−i+2 2 · · ·Pn−s0 2 t Pn2:
From this we get
T
n−i+1i−1
2yn−s0 = P12 t P32 · · ·Pn−s0−1 2 t Pn2:
Since γ00 S = s0 + 1; we may start an induction by k to prove that
T
n−i+1i−1s1···sk
2yn−s0
= P12 t P32 · · ·Pn−γk0 S 2 t · · ·Pn−k+m−1 2 · · · t Pn2;
(100)
where m runs through the set of all indices less than k with lm = sm + 1:
If lk+1 = sk+1, then by Lemma 5 and definition (46) we get n− γk0 S <
n− sk+1: Therefore sk+1 does not shift the letters located in (100) before
the second gap. By (56) we have sk+1 > k and n − k +m − 1 > n − sk+1
(since m ≥ 1). This implies that sk+1 shifts to the left by one step all letters
(except Pn2) located after the second gap. Since in this case γ
k+1
0 S =
γ
k
0 S; we may replace k with k+ 1 in (100).
If lk+1 = sk+1 + 1, then n − γk0 S ≥ n − sk+1: Therefore sk+1 shifts
the letter Pn−sk+1 2 to the place n − 1 = n − k + 1 − k + 1 − 1; the
next letter Pn−sk+1+1 2 to the place n − sk+1; and so on. In particular, the
segment before the second gap is ended by a letter with the first index
n − γk0 S − 1 = n − γk+10 S: As above sk+1 shifts to the left by one
step all letters (except Pn2) located after the second gap. Thus in this case in
formula (100) we may replace k with k+ 1 as well. Hence (100) is proved.
If we apply n− 1y 2 to the relation (100) with k = t − 1 and note that
the last head γt−10 S equals lt (see (47)), then by (99) we get (94).
Lemma 14. If a sequence l1; : : : ; li satisfies 55 with t = i; that is, L ∈
Li; i; then γij L = i+ 1 for all j; 1 ≤ j ≤ i:
Proof. Let us use the induction by i: If i = 1, then γ11 = l1 + 1 = 2,
since 1 ≤ l1 ≤ i = 1: Suppose that the lemma is correct for all sequences
of the length i− 1: If S = L′, then by Lemma 8 we may apply the inductive
supposition to the sequences s1; s2; : : : ; si−1: So γ
i−1
j S = i for all j; 1 ≤
j ≤ i− 1: The relation (64) with t = i shows γij L = γi−1j S + 1 = i+ 1;
provided j < i: If j = i, then γii L = li + 1; herewith i ≤ li ≤ i:
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Lemma 15. Let L = l1; : : : ; lt ∈ Li; i and, in particular, t = lt = i:
If S = s0; s1; : : : ; st−1 = L′, then
s1 · · · st−1E2yn−1l1; : : : ; lt = T 1;n3yn−1
n−2−i
2yi+2−σ 1t L
s1 · · · st−1: (101)
Proof. The representations of the elements El1; : : : ; lt and T2yθ;
θ = i+ 2−σ 1t L with the help of braces have the same number of letters.
Indeed, by (84) the former element contains 1 + ε letters, where ε is the
total number of jumps during a motion of lt to the left. Since the heads are
changing only at a points where there is a jump and only by one to the side
of diminution, we may write ε = lt − σ 1t L = i − σ 1t L: The element
T2;θ = P12P32 · · ·Pθ 2 has θ− 1 letters, and θ− 1 = i+ 2−σ 1t L− 1 =
ε+ 1:
Denote by pi the permutation s1 · · · st−1: Then we may write
piA = Api−1pi: Since permutations do not change the number of letters of
words, it is enough to show that the permutation ν = 2yn − 1pi−1n −
1y 3n−2−i1; n shifts each letter of El1; : : : ; lt to a letter of T2yθ:
We have Pνn n−1 = P12, since P 2yn−1n n−1 = Pn 2 and sj−1; n − 1y 3 do
not move n or 2 (clearly, n − sj ≥ n − i − 1 ≥ 3). Let us show that if
sm = lm − 1, then Pνn−t+m−1 n−1 = Pω 2; where ω = i+ 2 − σ 1m S:
Evidently, P 2yn−1n−t+m−1 n−1 = Pn−t+m 2: Using this relation as a basis for the
inverse induction by j; t ≥ j > m; let us show that
P
st−1−1···sj−1
n−t+m 2 = Pn−j+m 2; (102)
provided for j = t the product is empty. Let j − 1 > m, and let (102) be
correct for a given j. Then n− j+m < n− 1 and n− j+m ≥ n− j− 1 ≥
n− sj−1, since m ≥ 1 and sj−1 ≥ j − 1: This implies that sj−1−1 amplifies
by one the first index of the right hand side of (102), and it does not change
the second one. Thus in (102) it is possible to replace j with j − 1:
Now by (102) with j = m+ 1 we have
P
st−1−1···sm−1
n−t+m 2 = P sm
−1
n−1 2 = Pn−sm 2:
We may use this equality as the basis of the inverse induction by j to prove
the following general formula, provided 1 ≤ j ≤ m:
P
st−1−1···sj−1
n−t+m 2 = Pn−σ jm S 2: (103)
Suppose that (103) is correct for a given j: If n − sj−1 ≤ n − σ jm S; that
is, σ jm S ≤ sj−1, then sj−1−1 amplifies by one the first index of the right
hand side of (103). By (43) we have n − σ jm S − 1 = n − σ j−1m S:
Therefore we may replace j with j − 1 in (103).
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If σ jm S > sj−1, then sj−1−1 does not change the first index, and again
by (43) this index equals n− σ j−1m S: Therefore in this case it is possible
to replace j with j − 1 as well. Thus (103) is correct.
The heard σ 1m S is equal to a difference of sm with the total number of
jumps during a motion of sm to the left; that is, it is not less than sm − m−
1 ≥ 1 and not greater than i − 1 = n− 3: Thus 1; n does not move the
index n− σ 1m S: If we apply 1; nn− 1y 3n−2−i = n− 1y 3n−2−i1; n to
(103) with j = 1; we get ω = i + 2 − σ 1m S: By (59) with j = 1; k = m
we have σ 1m S ≥ σ 1t L: Hence ω ≤ θ; and Pνn−t+m−1 = Pω 2 occurs in
T2yθ:
Proof of Theorem 6. Let L = Ln − 2; n − 2: For every L ∈ L define
a chain of sequences L1 = L; L2; : : : ; Ln−2 satisfying (55) with i = t =
n − 2, n − 3; : : : ; 1; respectively. Let Lk = lk1 ; : : : ; lkn−k−1 be defined,
which satisfies (55) with i = t = n− k− 1: If Sk = sk0 ; sk1 ; : : : ; skn−k−2 is
a subordinate sequence for Lk, then let Lk+1 = sk1 ; : : : ; skn−k−2:
Denote by L∗ the following sequence:
l∗1 =n−σ 1n−2L1− 1; l∗2 =n−σ 1n−3L2− 1; : : : ; l∗n−2=n−σ 11 Ln−2− 1:
This sequence belongs to L . Indeed, we have σ n−k−1n−k−1 Lk = lkn−k−1 =
n − k − 1: Since at each step into the left a heard is decremented by not
more than one, we get
n− k− 1 ≥ σ 1n−k−1Lk ≥ n− k− 1 − n− k− 2 = 1:
Therefore k ≤ n− σ 1n−k−1Lk − 1 ≤ n− 2 and L∗ ∈ L:
The sequence L can be restored in a unique way from L∗ by an inverse
process. Indeed, by (47) we know all of the heads γ00 Sk = σ 1n−k−1Lk =
n− l∗k− 1: Thus we know all zero terms of the subordinate sequences sk0 =
γ
0
0 Sk − 1: Therefore, starting with the sequence Sn−3 = sn−30 ; sn−31 ;
where sn−31 = ln−21 = 1; we may restore Ln−2; Ln−3; : : : ; L1 with the help
of (46) in a unique way (see Lemma 5).
Thus ∗x L → L is a one-to-one correspondence. In particular, in (77) we
may replace the summation index L ∈ L with L∗ ∈ L; that is,
Wn−2 = A2n− 1y 2
X
L∗∈L
l1 · · · ln−32yn− ln−2Ri; l1; : : : ; ln−2: (104)
By Lemma 14 we have γn−2j L = n − 2 for all j, 1 ≤ j ≤ n − 2: Now
(86) shows that Cn − 2; l1; : : : ; ln−2 = X does not depend on L ∈ L;
herewith the word X is defined by (75). Thus, replacing R: : : in (104)
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with the help of (90), we may factor out X2yn−1−1n to the right hand
side. The rest of the sum in (104) can be rewritten with the help of (68):
6 = X
L∗∈L
2yn− σ 1n−2L1s1 · · · sn−3E2yn−1l1; : : : ; ln−2
×
n−3Y
k=1
En−1y2
n−k−3l1; : : : ; lk:
Using (101), then (85), and the definition of l21 ; : : : l2n−3, we get
6 = X
L∗∈L
2y l∗1 + 1T 1;n2yl∗1+1l
2
2  · · · l2n−3El21 ; : : : ; l2n−3
×
n−4Y
k=1
En−1y2
n−k−3l21 ; : : : ; l2k :
Let us replace l2n−3 with an equal permutation 2yn− l2n−3n− 1y 2: Then
again by (68), (85), and the definition of L3 we get
6 = X
L∗∈L
2y l∗1 + 1T 1;n2yl∗1+12y l
∗
2 + 1l31  · · · l3n−4
× E2yn−1l21 ; : : : ; l2n−3n− 1y 2
×
n−4Y
k=1
En−1y2
n−k−3l31 ; : : : ; l3k :
By (101) we get
6 = X
L∗∈L
2y l∗1 + 1T 1;n2yl∗1+12y l
∗
2 + 1
× T 1;n3yn−12yl∗2  l
3
1  · · · l3n−52yn− l3n−4n− 1y 22
×
n−4Y
k=1
En−1y2
n−k−3l31 ; : : : ; l3k :
Let us explore this process further, so that we can see that every new left-
hand factor does not depend on the whole sequence L∗, but it depends on
the only member of L∗: Therefore we have
6 =
n−2Y
j=1
 n−2X
l∗j=j
2y l∗j + 1T 1;n3yn−1
j−1
2yl∗j+2−j

· n− 1y 2n−2: (105)
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Let us replace the summation index l∗j with l = l∗j + 2− j in all of the sums.
Then for a given j the sum of (105) takes the form
6j =
n−jX
l=2
2y l + j − 1T 1;n3yn−1j−12yl :
Since 2y l + j − 1 = 2y j + 13yn− 11−j2y l3yn− 1j−1, we may write
6j = 2y j + 1
 n−jX
l=2
2y lT2yl
1;n3yn−1j−1
= 2y j + 1V 1;n3yn−1j−1n−j+1 :
Finally it is enough to insert this value in (105) and replace the index j with
k = j − 1 in the product. Theorem 6 is completely proved.
8. INVERTIBILITY OF THE SECOND SUBCOMPONENTS
Recall that in Chapter 3 we denote by 6 the set PSnn \ kerϕ:
Theorem 7. If a set of quantum variables x1; : : : ; xn has no proper con-
forming subsets, then all of the elements Vk; 3 ≤ k ≤ n; defined by 39 are
invertible in Pn6−1 ∗ S1;nn :
Proof. If no one pair is conforming, then σ = Qi 6=jPij ∈ 6: Thus
σ−1
Q
i;j6=1;2Pijid is an inverse for V3 = P12id in Pn6−1 ∗ id:
Let us use an induction by k: Let Vk; 3 ≤ k ≤ m; be invertible.
Consider a set of quantum variables x1; : : : ; xm: The element V2 for this
set equals Vm+1 (see (26) and (73)). Let us replace denotations n by N
and m by n: Then V2 =
Pn
l=22y lT2yl and V3; : : : ; Vn are invertible in
PN6
−1 ∗ S1;NN :
Define by induction a sequence A2; : : : ;An: Let
A2 = −1n
n−3Y
k=0
n− 1y 2Vn−k
×

n− 1y 2
n−3Y
k=0
2y 2 + kV 1;n3yn−1kn−k · X2yn−1
−1
;
(106)
where X is defined by (75). All of the factors in parentheses are invert-
ible: the V ’s are by the inductive suppositions, and X is due to σ =Q
pi∈SNXpi ∈ 6; provided no one of the sets xpi1; xpi2; : : : ; xpin;
pi ∈ SN , is conforming. Furthermore, let
Ak = −Ak−1DkV −1k ; 3 ≤ k ≤ n; (107)
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where Dk are defined by (72). The elements A2; : : : ;An generate a right
decreasing module over Pn ∗ S1;nn : By (76) and (106) we have
D2
n−3Y
k=0
n− 1y 2Vn−k =
n−3Y
k=0
n− 1y 2Vn−k:
This implies that the element D2 defined by (38) with A in place of A
equals the identity permutation. Consider an element (32) with A in place
of A
B = A22; n +A33; n + · · · +An id:
Formula (41) and definition (107) show that
B · V2 = D22; n +
nX
k=3
AkVk +Ak−1Dkk; n = 2; n:
Thus V2 is invertible.
9. COMPONENTS WITH s ≥ 3
Theorem 8. If s ≥ 3, then
Vs · ny 2s−1
n−1Y
t=s
Vn−t+2ny 2 ∈ V2 · Pn ∗ S1n + IS1n; (108)
where I is the conforming ideal see Definition 3:
Define a sequence Ht; s ≤ t ≤ n; as Hs = Vsny 2s−1; Ht+1 =
HtVn−t+2ny 2: We need to prove that Hn ≡ 0 by modulo a right
ideal V generated by V2 and IS1n:
Lemma 16. The elementHt has the following representation by modulo V :
Ht ≡
X
L∈Us;t
l2l3 · · · ltRL: (109)
Therewith the coefficients RL satisfy the following recurrence relations:
Rl2; : : : ; ls =
s−2Y
r=0
(
P1 n−rP2 n−r · · ·Pn−ls−r+1 n−r
· Pn−s+2 n−r · · ·Pn−r−1 n−r

;
(110)
where for r = s − 2 the second factor in the parentheses is absent;
Rl2; : : : ; lt = Rltl2; : : : ; lt−1T ny22yn−lt 
− Rny2w2; : : : ; wt−1T w2···wt−1ny22yn−w1+1 ;
(111)
where w1; w2; : : : ; wt−1 is a subordinate sequence for l2; : : : ; lt:
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Proof. Consider the case t = s: By (25) we have Vs =
P
ν∈N1s νTν;s ;
and by (15), ν = 2yk23yk3 · · · syks with 2 ≤ k2 < k3 < · · · < ks ≤ n:
Evidently this chain of inequalities is equivalent to the following: 2 ≤ k2 ≤
k3 − 1 ≤ k4 − 2 ≤ · · · ≤ ks − s + 2 ≤ n− s + 2: If we define
li = n− ki + i− 2; 2 ≤ i ≤ s; (112)
then the above chain is equivalent to L = l2; : : : ; ls ∈ Us; s (see (51)).
Note that νny 2s−1 = l2 · · · ls, since li = 2yn − liny 2 and
ny 2i−22yn − li = iyn − li + i − 2ny 2i−2 = iykiny 2i−2 (see (33)).
Thus
Vsny 2s−1 =
X
L∈Us;s
l2l3 · · · lsRL; (113)
where RL = T ny2s−1ν;s : Consider the representation (27) of Tν with m =
s − r:s−2Y
r=0
P1 s−r · · ·Ps−r−1 s−r · Ps+1 s−r · · ·Pr+ks−r s−r
ny2s−1
=
s−2Y
r=0
P1 n−rP2 n−r · · ·Pr+ks−r−s+1 n−r · Pn−s+2 n−r · · ·Pn−r−1 n−r

:
By (112) we get r + ks−r − s + 1 = n− ls−r − 1 and (110) is proved.
Suppose that 109 is valid for a given t: Let U0 be a subset of Us; t
of all sequences w2; w3; : : : ; wt satisfying (52) without the condition on
w1: Then by (73) and V2 =
Pn−2
γ=02yn− γT2yn−γ we may write
Ht+1 ≡
X
L∈Us;t
l2 · · · ltRL
n−2X
σ=t−1
2yn− σT2yn−σny 2
−
n−2X
γ=0
2yn− γT2yn−γ ·
X
W∈U0
w2 · · · wtRWny 2:
Note that the set of all sequences L; σ such that L; σ occur in the former
line equals Us; t + 1: In the same way the set of all sequences γ − 1;W
such that γ;W occur in the latter line equals W s; t: Let us move all of the
coefficients to the utterly right position and denote σ = lt+1; γ = w1 + 1:
Then (111) for t + 1 arises from Lemma 7, equality (69), and Lemma 5.
Definition 10. For a sequence L = l2; : : : ; lt; define
Fl2; l3; : : : ; lk = : : : ; Pn−k+m n; : : :; s < k ≤ t; (114)
where m runs the set of all indices such that at the point m there is a jump
during a motion of lk to the left (in particular, m ≥ 2). By Lemma 9 we
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may claim that if W = w1; : : : ; wt−1 is a subordinate sequence for L, then
for all k; s < k ≤ t − 1, the following equalities are correct:
Fw2; w3; : : : ; wk = Fl2; l3; : : : ; lk: (115)
Furthermore, for s ≤ t ≤ i ≤ n; define
Dl2; : : : ; lt
=
t−s−1Y
r=0
P1 n−r · · ·Pn−γtt−rL n−r · Pn−r+1 n−r · · ·Pn n−r
×
t−2Y
r=t−s
P1 n−r · · ·Pn−γtt−rL n−r · Pn−t+2 n−r · · ·Pn−r−1 n−r
× tPs+n−t+1 n−r · · ·Pn n−r

:
(116)
In another words, Pxy; x 6= y occurs in Dl2; : : : ; lt if and only if
either n− t + 2 ≤ y ≤ n− t + s and 1 ≤ x ≤ n− γty+t−nL
or n− t + 2 ≤ x < y or n− t + s < x ≤ n;
or n− t + s < y ≤ n and 1 ≤ x ≤ n− γty+t−nL or y < x ≤ n:
(117)
A word corresponding to a value n− r of the second index in (116) is called
the rth row of the element Dl2 : : : ; lt: Respectively, a word in all letters
of (116) with the second index equal to n is called the last column.
Since γii = li + 1 > lj; provided i < j ≤ s; we get γsi = li + 1 and
Dl2; : : : ls = Rl2; : : : ; ls: (118)
Lemma 17. Let L = l2; : : : ; lt ∈ Us; t; t > s > 2; and W = L′: Then
for each k; s < k < t; the following equality holds
F ny2
t−k−1ltl2; : : : ; lk = F ny2
t−kw2; : : : ; wk: (119)
Proof. Let Pn−k+m n occur in the representation (114) of Fl2; : : : ; lk:
Then P ny2
t−k−1
n−k+m n = Pn−t+m+1 n−t+k+1: Wherewith lt ≥ t − 2 > t −m− 1, and
so n− lt < n− t +m+ 1 ≤ n− t +k+ 1: Thus with the addition application
of lt as well as the application of ny 2, all of the indices are decremented
by one, that is, F ny2
t−k−1ltl2; : : : ; lk = F ny2t−kl2; : : : lk; and we may use
(115).
Lemma 18. The coefficients of 109 have the following representation:
Rl2; : : : ; lt = −1t−sDl2; : : : ; lt
tY
k=s+1
F ny2
t−kl2; : : : ; lk: (120)
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Proof. Let us use an induction by t: If t = s, then (120) is turned into
(118). Suppose that (120) is correct for t − 1: Then by (111) we have
Rl2; : : : ; lt = −1t−1−sDltl2; : : : ; lt−1T ny22yn−lt 
×
t−1Y
k=s+1
F ny2
t−k−1ltl2; : : : ; lk
− −1t−1−sDny2w2; : : : ; wt−1T w2···wt−1ny22yn−w1+1
×
t−1Y
k=s+1
F ny2
t−kw2; : : : ; wk:
(121)
Using Lemma 17 and (115), we may factor out −1t−sQt−1k=s+1 ·
F ny2
t−kl2; : : : ; lk. Therefore it is enough to prove that
Dny2w2; : : : ; wt−1T w2···wt−1ny22yn−w1+1
−Dltl2; : : : ; lt−1T ny22yn−lt  = Dl2; : : : ; ltFl2; : : : ; lt:
(122)
This equality will arise from (22) with C = T ny22yn−lt ; D = Dltl2; : : : ;
lt−1; and E = Fl2; : : : ; lt if we prove the following three equalities.
Dny2w2; : : : ; wt−1 = Dltl2; : : : ; lt−1 ∗ Fl2; : : : ; lt; (123)
T
w2···wt−1ny2
2yn−w1+1 = T
ny2
2yn−lt  ∗ Fl2; : : : ; lt; (124)
Dl2; : : : ; lt = Dny2w2; : : : ; wt−1 ∗ T ny22yn−lt : (125)
Let us start with the first one. Since lt ≥ t − 2, we have n− lt < n− t + 3:
Therefore lt decreases by one all of the second indices of Dl2; : : : ; lt−1:
So lt shifts down by one step all of the rows in (116) with t − 1 in place
of t:
Every first index of a letter located after a central point in the explicit
form (116) of Dl2; : : : ; lt−1 is greater than or equal to n− t − 1 + 2 =
n − t + 3: Therefore lt also decreases these indices by one. Hence all
letters located in the rows after · are shifted to the left by one step.
Consider letters that are located in the rows of the explicit form be-
fore the central points. If wt−r−1 = lt−r−1 − 1, then by Lemma 6 at the
point t there is no jump during a motion of lt−r−1 to the right, that is,
n− γt−1t−1−rL < n− lt : Thus with application of lt the first indices of rth
row located before · remain unchanged. In this case the last position of the
r + 1th row of Dltl2; : : : ; lt−1 became vacant, while the length of a part
located before · equals n− γt−1t−r−1L = n− γtt−r−1L (see (44)).
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If wt−r−1 = lt−r−1, then γt−1t−r−1L ≤ lt : Hence the letter Pn−lt n−r is
shifted by lt to Pn n−r−1: It takes the last position of the r + 1th row.
The next letter Pn−lt+1 n−r is shifted to the position of the previous one, and
so on. Thus the length of a part located before · is decremented by one,
and it can be set by the same formula n − γt−1t−r−1L − 1 = n − γtt−r−1L
(see (44)).
Furthermore, by Definition 10, we have Fl2; : : : ; lt = : : : ; Pnn−t+m;
: : :; where wm = lm − 1: Replacing the index m with t − r − 1 in this def-
inition, we get that the letters of Fl2; : : : ; lt occupy positions only in the
last column and exactly the positions that are vacant in Dltl2; : : : ; lt−1:
Thus the zero row of Dltl2; : : : ; lt−1 ∗ Fl2; : : : ; lt is vacant, while the
rth, r > 0; one is equal to the rth row of (116).
Consider the left-hand side of (123). The permutation ny 2 shifts to
the left by one step all of the gaps with central points of Dw2; : : : ; wt−1
and shifts down by one step all of the rows (since n − t − 1 − 2 > 2).
Therefore the zero row of Dny2w2; : : : ; wt−1 is vacant, while the rth one,
r > 0; equals
P1 n−rP2 n−r · · ·Pn−γt−1t−r W−1 n−r · 1r;
where by 1r we denote a part of the rth row of (116) located after the
central point. By (64) the equality (123) is proved.
By the above consideration all rows (but the zero one) of the ex-
plicit representation of Dl2; : : : ; lt coincide with the same rows of
Dny2w2; : : : ; wt−1, while T ny22yn−lt  = P1 nP2 n · · ·Pn−lt−1 n coincides with
the zero row of Dl2; : : : ; lt, since γtt L = lt + 1: Therefore (125) is
correct.
Consider (124). Its right hand side has the only row (a zero one)
P1 nP2 n · · ·Pn−lt−1 n · · · · Pn−t+m n · · ·; (126)
where m runs a set of all indices such that lm = wm + 1:
Let us prove the following formula
T
w2···wk
2yn−w1+1 = P12P32 · · ·Pn−γk1 W 2 · · · ·Pn−k+m 2 · · ·; (127)
where m runs a set of all indices less or equal to k; such that lm = wm + 1:
For k = 1 it takes the form T2yn−w1+1 = P12P32 · · ·Pn−γ11 W 2: This is
valid by Definition 4. Thus we may start the induction by k:
If lk+1 = wk+1, then because of definition (46) and Lemma 5 we have
n − γk1 W < n − wk+1: Therefore wk+1 does not shift the letters of
(127) located before the central points. By (52) the inequality wk+1 > k− 2
is valid (for k < s still wk+1 ≥ s − 2 > k − 2), so n − k +m > n − wk+1
(since m ≥ 2). Therefore wk+1 shifts to the left by one step all of the
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letters located after the central point. Thus in (127) it is possible to replace
k with k+ 1, since in this case γk+11 W = γk1 W:
If lk+1 = wk+1 + 1, then by (46) we have n − γk1 W ≥ n − wk+1:
Therefore wk+1 shifts the letter Pn−wk+1 2 to a place Pn 2 at the last
column, while it shifts the next letter Pn−wk+1+1 2 to Pn−wk+1 2, and so on.
Thus the segment located before the central point is decremented by one
n− γk1 W− 1 = n− γk+11 W: As above, all letters located after the cen-
tral point are shifted to the left by one step, wherewith at the end of the row
there arises the letter Pn 2, the first index of which equals n− k+ 1 +m
with m = k+ 1: Thus in (127) it is possible to replace k with k+ 1 in this
case also.
If we apply ny 2 to (127) with k = t − 1 and use the fact that the last
head γt−11 W equals lt (see (47)), then we will get (124).
Lemma 19. If a sequence L = l2; : : : ; ln satisfies condition 51 with
t = n, then γnj L = n− 1 for all j; 2 ≤ j ≤ n:
Proof. Consider the conditions (55) with n+ 1 in place of n; and with
i = n − 1: The sequence 3 = λ1; : : : ; λn−1 with λk = lk+1 + 1; 1 ≤ k ≤
n − 1, satisfies these conditions: k = k + 1 − 2 + 1 ≤ lk+1 + 1 = λk ≤
n − 1 (for k + 1 ≤ s still lk+1 ≥ s − 2 ≥ k + 1 − 2). Evidently, if all
members of a sequence increase by one, then all heads will increase by one
as well. After this it is enough to use Lemma 14.
Proof of Theorem 8. By Lemma 19 every word located at a row of
(116) before the central point has just one letter. The first product of
(116) has
Pn−s−1
r=0 r + 1 = n− sn− s + 1/2 letters, the second one has
Pn−2r=n−sn − r − 1 + s − 1n − s = ss − 1/2 + s − 1n − s letters;
that is, the total number of letters in Dl2; : : : ; ln equals nn− 1/2 = C2n:
If a letter Pxy with x < y occurs in Dl2; : : : ; ln, then by definition (117)
either x = 1; or 2 ≤ y ≤ s and 2 ≤ x < y; that is, the letter Pxy appears
in (116) before the gap t. Definition (116) shows that the second index
never equals one. This definition also shows that if the first index is greater
than the second one, then it is greater than s: Thus the letter Pyx with
2 ≤ y ≤ s and 2 ≤ x < y does not occur in (116). Hence Dl2; : : : ; ln
has no conjugated letters. By Definition 3 we have Dl2; : : : ; ln ∈ I: By
Lemmas 16 and 18, Theorem 8 is completely proved.
10. THE MAIN THEOREM
Theorem 9. There exists a nonzero multilinear quantum operation in a
set of quantum variables x1; : : : ; xn if and only if this set is conforming.
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Proof. Let us use the induction by n: For n = 2; 3; 4 this statement as
well as the necessity that x1; : : : ; xn conform to have a nonzero multilinear
quantum operation were proved in [2].
Let x1; : : : ; xn be a conforming set of quantum variables. If this set
has a proper conforming subset, say x1; : : : ; xm; 2 ≤ m < n; then by
inductive supposition there exists a nonzero multilinear quantum opera-
tion W x1; : : : ; xm: The operation W as an element of the free envelope
(see [2, Sect. 3]) is a character skew-primitive element with a character
χ = χx1χx2 · · ·χxm and a group-like element g = gx1gx2 · · · gxm ; that is,
1W  = W ⊗ 1+ g⊗W; h−1Wh = χhW; h ∈ G:
Consider a new quantum variable z that is related to the character χ and to
the group-like element g: For every nonzero multilinear quantum operation
W1z; xm+1; : : : ; xn we can define the superposition
W1W x1; : : : ; xm; xm+1; : : : ; xn
that does not equal zero in the free envelope. By the inductive suppositions
the operation W1 exists if the set z; xm+1; : : : ; xn is conforming; that is,Y
i>m
χzgxi ·
Y
i>m
χxigz ·
Y
m<i 6=j≤n
χxigxj  = 1:
The left hand side of this formula differs from the left hand side of (2) only
by a factor
Q
1≤i 6=j≤m χxigxj : Thus if both sets x1; : : : ; xm and x1; : : : ; xn
are conforming, then z; xm+1; : : : ; xn does as well.
Therefore it is enough to prove the existence of an operation under the
additional assumption that the given set of quantum variables has no proper
conforming subsets. We are going to prove a more general statement.
Theorem 10. If a conforming set of quantum variables x1; : : : ; xn has
no proper conforming subsets, then the dimension of a space of all multilinear
quantum operations in this set equals n − 2!; during which there exists an
operation vx1; : : : ; xnb2;n such that a basis of the space consists of operations
vx1; x2; xµ3 : : : ; xµnb2;n; where µ runs through the symmetric group S
1;2
n :
Proof. By Theorem 7 the elements Vk; 3 ≤ k ≤ n; defined by (39) are
invertible in Pn6−1 ∗ S1;nn : This allows us for any permutation pi ∈ S1n to
define an element Bvpib ∈ Pn6−1 ∗ S1n by the following formula:
Bvpib = A22; n +A33; n + · · · +Anid;
where the elements Ai are defined by induction
A2 = pi; Ak = −Ak−1DkV −1k ; 3 ≤ k ≤ n; (128)
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or in the explicit form,
Bvpib = pi
nX
k=2
−1k
 kY
i=3
DiV
−1
i

k; n = X
ν∈S1n
Bνν
−1: (129)
Denote βν = ϕBν; where ϕ is defined by (19) and (30). Let
vx1; x2; : : : ; xnbpi
def= X
ν∈S1n
βνν: : : x1x2q2x3q3 : : : xnqn; (130)
where as above, qk =
Qk−1
i=1 pik; pik = χxigxj ; and xyq = xy − qyx: Let
us show that this is a quantum operation.
By Theorem 5 we have to prove that Bvpib · Vs ≡ 0: By the definition the
element Bvpib has the form (32) with Ai = Ai: Therefore formula (41) is
correct. According to definitions (128), this formula implies
Bvpib · V2 = D22; n; (131)
where D2 is defined by (38) with A in place of A: The elements A2; : : : ;An
generate a right decreasing module over Pn ∗ S1;nn : Therefore we may apply
Theorem 6. Since X belongs to the conforming ideal, the product on the
right hand side of (76) belongs to kerϕS1n (see (75) and Definition 3). A
right multiplication of (76) by Qn−3k=0n− 1y 2Vn−k−1 shows that D2 ≡ 0;
that is, by (131) the relation (31) with s = 2 is correct.
If s ≥ 3, then by Theorem 8 there exists a representation
Vs · ny 2s−1
n−1Y
t=s
Vn−t+2ny 2 = V2 · E + F; (132)
where E ∈ Pn ∗ S1n and F ∈ IS1n: Let us multiply (132) from the left by Bvpib:
Using Bvpib · V2 ≡ 0 and Bvpib · F ∈ IS1n6−1 ⊆ kerϕ6−1S1n; we get
BvpibVs · ny 2s−1
n−1Y
t=s
Vn−t+2ny 2 ≡ 0: (133)
The second factor of the left-hand side of this equality is invertible. Thus
Bvpib · Vs ≡ 0, and by Theorem 5, (130) is a quantum operation.
Let pi=µ2; n; where µ∈ S1;2n : The formula (129) shows that for ν ∈
µ2; nS1;nn 2; n= S1;2n , only one of Bν does not equal zero, that is, Bµ−1 = 1:
Since x1xν2 · · ·xνn is the only monomial of ν· · · x1x2q2x3q3 · · ·xnqn
starting with x1; we get that just one monomial of the type x1x2 · · · of
vx1; x2; : : : ; xnbµ2;n has a nonzero coefficient, that is, x1x2xµ−13 · · ·xµ−1n;
and this coefficient equals one. This note shows, in particular, that all of
the polynomials vx1; : : : ; xnbµ2;n; µ ∈ S1;2n are linearly independent.
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Furthermore, let us show that each quantum operation W =Pν∈S1n βνD+ν
is a linear combination of these polynomials. Consider a difference
W0 =
X
ν∈S1n
βνD
+
ν −
X
µ∈S1;2n
βµ−1 vx1; x2; : : : ; xnbµ2;n:
We see that W0 is a quantum operation. According to the above note, all co-
efficients at its monomials starting with x1x2 equal zero. Let B =
P
Bνν
−1
be an element from Pn ∗ S1n corresponding to it. By Theorem 4 we get
B · V2 ≡ 0; wherewith we may suppose that Bν = 0 if ν ∈ S1;2n : The per-
mutations id; 2; n3; n; 2; n4; n; : : : ; 2; nid form a system of rep-
resentatives of the left co-sets of the group S1n with respect to the subgroup
S
1;2
n : Therefore the element B has a representation:
B = A33; n +A44; n + · · · +Anid;
where Ai ∈ S1;2n 2; n; 3 ≤ i ≤ n: Let us multiply this relation by V2
from the right. Using equality (41) and taking into account that the sets
S
1;2
n 2; nk; n = 2; nS1;nn k; n; 2 ≤ k ≤ n, are mutually disjoint, we get
AkVk +Ak−1Dk ≡ 0; 4 ≤ k ≤ n; (134)
and A3V3 ≡ 0: Since V3 is invertible, the above equality implies A3 ≡ 0:
Furthermore, the invertibility of Vk; 4 ≤ k ≤ n; and relations (134) show
that Ak ≡ 0 for 4 ≤ k ≤ n: Therefore B ≡ 0; that is, all of the coefficients
Bν belong to kerϕ, and so W0 is the zero polynomial. Thus we have shown
W = X
µ∈S1;2n
βµ−1 vx1; x2; : : : ; xnbµ2;n; (135)
where βµ equals a coefficient at monomial x1x2xµ3 · · ·xµn in the decom-
position (8) of the polynomial W: Therefore the dimension of the space of
all quantum operations in x1; : : : ; xn equals n− 2!:
Furthermore, for any permutation µ ∈ S1;2n , consider a new set of quan-
tum variables y1 = x1; y2 = x2; y3 = xµ3; : : : ; yn = xµn: This set is con-
forming since the left-hand side of (2) for y’s differs from the left-hand side
for x’s by the order of factors only. Thus the following operation is defined:
vy1; y2; y3; : : : ; ynb2;n
def= vx1; x2; xµ3; : : : ; xµnb2;n: (136)
Since the coefficient at y1y2ypi3 · · · ypin = x1x2xµpi3 · · ·xµpin; pi ∈ S1;2n
does not equal zero in the only case, pi = id; the formula (135) shows that
vx1; x2; : : : ; xnbµ−12;n = vx1; x2; xµ3 : : : ; xµnb2;n:
Theorem 10 is completely proved.
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Note: In the same way as in the proof of Theorem 10, we can define n!
operations vxν1; xν2; : : : ; xνnb2;n; ν ∈ Sn: They are expressed through
n− 2! of them by the following skew symmetry formula:
vxν1; xν2; : : : ; xνnb2;n
= X
µ∈S1;2n
ανµν−1 vx1; x2; xµ3 : : : ; xµnb2;n;
(137)
where αpi are particular rational functions in pij that are arising in the
decomposition (8) of the polynomial vx1; x2; : : : ; xnb2;n:
ACKNOWLEDGMENTS
I am extremely indebted to the participants of the Shirshov Seminar on
Ring Theory held in July 1997 at the Institute of Mathematics, Novosibirsk,
for their helpful comments. I also thank Dr. Juan Antonio Montaraz, the
director of FES-C UNAM, Dr. Suemi Rodriguez-Romo, and Virginia Lara
Sagahon for providing facilities for my research work at FES-C UNAM,
Me´xico.
REFERENCES
1. B. Pareigis, On Lie algebras in braided categories, in “Quantum Groups and Quantum
Spaces” (R. Budzyn´ski, W. Pusz, S. Zakrzewski, Eds.), Banach Center Pub. 40 (1997), 139–
158.
2. V. K. Kharchenko, Algebra of skew-primitive elements, Algebra i Logika, 37, N2 (1998),
181–223 (English translation: Algebra and Logic 37(N2) (1998), 101–126).
3. V. K. Kharchenko and A. Z. Popov, Skew derivations of prime rings, Comm. Algebra
20(N11) (1992), 3321–3345.
4. V. K. Kharchenko, “Automorphisms and Derivations of Associative Rings,” Mathematics
and Its Applications, Vol. 69, Kluver Academic, Dordrecht, The Netherlands, 1991.
5. N. Jacobson, Lie algebras, in “Interscience Tracks in Pure and Applied Mathematics,”
Vol. N10, Wiley/Interscience, New York/London, 1961.
6. A. A. Albert, “Structure of Algebras,” Amer. Math. Soc., Providence, RI, 1961.
7. N. Jacobson, “Structure of Rings,” AMS Colloquium Publications, Vol. 37, Amer. Math.
Soc., Providence, RI, 1956 (revised 1964).
8. I. Herstein, Noncommutative rings, Carus Math. Monogr. N15 (1968).
