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ABSTRACT
OUTER APPROXIMATION ALGORITHMS FOR THE
CONGESTED p-MEDIAN PROBLEM
Selva S¸elfun
M.S. in Industrial Engineering
Supervisor: Assoc. Prof. Dr. Hande Yaman
Supervisor: Assoc. Prof. Dr. Emre Alper Yıldırım
July, 2011
In this thesis, we study a generalization of the p-median problem, which is a
well-known facility location problem. Given a set of clients, a set of potential fa-
cilities, and a positive integer p, the p-median problem is concerned with choosing
p facilities and assigning each client to an open facility in such a way that the sum
of the travel times between each client and the facility that serves that client is
as small as possible. The classical p-median problem takes into account only the
travel times between clients and facilities. However, in many applications, the
disutility of a client is also closely related to the waiting time at a facility, which
is typically an increasing function of the demand allocated to that facility. In an
attempt to address this issue, for a given potential facility, we define the disutility
of a client as a function of the travel time and the total demand served by that
facility. The latter part reflects the level of unwillingness of a client to be served
by a facility as a function of the level of utilization of that facility. By modeling
this relation using an increasing convex function, we develop convex mixed inte-
ger nonlinear programming models. By exploiting the fact that nonlinearity only
appears in the objective function, we propose different variants of the well-known
outer approximation algorithm. Our extensive computational results reveal that
our algorithms are competitive in comparison with the off-the-shelf solvers.
Keywords: facility location problem, p-median, outer approximation, linear con-
straints, disutility, waiting time, MINLP.
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O¨ZET
KALABALIK p-ORTANCA PROBLEMI˙ I˙C¸I˙N DIS¸
YAKLAS¸IM ALGORI˙TMASI
Selva S¸elfun
Endu¨stri Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Hande Yaman
Tez Yo¨neticisi: Doc¸. Dr. Emre Alper Yıldırım
Temmuz, 2011
Bu tez kapsamında, bilinen bir tesis yerles¸imi problemi olan p-ortanca prob-
leminin genelles¸tirilmis¸ hali u¨zerinde c¸alıs¸ılmaktadır. Problem; verilen mu¨s¸teri
grubu, potansiyel tesis ku¨mesi ve pozitif p tamsayısı bilgileri dog˘rultusunda p
tane tesisi sec¸meyi ve mu¨s¸teriler ile hizmet aldıkları tesisler arasındaki ulas¸ım
su¨relerinin toplamını en azlayacak s¸ekilde her mu¨s¸teriyi sec¸ilen bir tesise ata-
mayı amac¸lamaktadır. Klasik p-ortanca problemi sadece mu¨s¸teriler ve tesisler
arasındaki ulas¸ım su¨relerini dikkate almaktadır. Ancak, bir c¸ok uygulamada
mu¨s¸terilerin memnuniyetsizlig˘i, tesislerdeki bekleme su¨resiyle yakından ilgilidir.
Bekleme su¨resi, tesise atanan toplam insan sayısının artan bir fonksiyonudur.
Bu duruma dikkat c¸ekmek amacıyla, belirli bir tesis ic¸in, mu¨s¸teri memnuniyet-
sizlig˘ini mu¨s¸terinin so¨z konusu tesise olan ulas¸ım su¨resine ve bu tesisin hizmet
verdig˘i toplam insan sayısına bag˘lı bir fonksiyon olarak tanımlıyoruz. I˙kinci kısım,
bir mu¨s¸terinin o tesisten hizmet alma isteksizlig˘inin seviyesini, tesisin kullanım
derecesine bag˘lı bir fonksiyon olarak yansıtmaktadır. Bu ilis¸kiyi artan dıs¸bu¨key
bir fonksiyon kullanarak modelledig˘imiz ic¸in modelimiz dıs¸bu¨key karıs¸ık tamsayılı
dog˘rusal olmayan programlama modelidir. Sadece amac¸ fonksiyonunun dog˘rusal
olmaması gerc¸eg˘ini go¨z o¨nu¨nde bulundurarak iyi bilinen dıs¸ yaklas¸ım algorit-
masının farklı tu¨rlerini o¨nermekteyiz. Kapsamlı hesaplama sonuc¸larımız algo-
ritmalarımızın var olan c¸o¨zu¨mleyiciler ile rekabet edebilecek durumda oldug˘unu
ortaya koymaktadır.
Anahtar so¨zcu¨kler : tesis yerles¸imi problemi, p-ortanca, dıs¸ yaklas¸ım, dog˘rusal
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Chapter 1
Introduction
The classical p-median problem is to select the locations of p facilities among a
given set of possible locations and to allocate the clients to these facilities with
the aim of minimizing the total distance or travel time between the clients and
the facilities that serve them. The underlying assumption here is that the utility
or disutility of the clients is simply a function of a distance related measure. Such
a definition may be insufficient when we consider applications where service time
is critical, such as location of emergency services. Even in many applications
where the service time is not critical, clients may not be happy to wait or to be
in crowded places.
In this study, we propose a generalization of the p-median problem by extend-
ing the definition of disutility as follows: the disutility of a client is a function of
the distance/travel time and the amount of demand served by its facility. The
latter part reflects the dislike of the client due to waiting time, crowdedness or
poor service quality due to overutilization of capacity. Hence, we define the Con-
gested p-median problem (CpMP) as the problem of deciding on the locations of
p facilities and the allocations of clients to these facilities in order to minimize
the total disutility or dislike of clients.
Our disutility function has two terms. The first term is a linear function
of the distance between the client and the facility and the second term is a
1
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convex function of the amount of demand covered by the facility that serves this
client. As a result, CpMP belongs to the class of convex nonlinear mixed integer
programming problems.
Mixed-integer nonlinear programming (MINLP) has recently received signif-
icant attention from researchers due to the added modeling capabilities. Opti-
mization problems with nonlinear functions and a mix of discrete and continuous
variables naturally arise in many diverse settings such as electricity transmission,
process systems engineering, portfolio optimization, and the design of water dis-
tribution networks. MINLP applications can be found in [1] and [2]. Due to
the existence of discrete decision variables, MINLPs are inherently nonconvex. In
particular, MINLP generalizes mixed integer linear programming, which is a fairly
well-studied class of difficult optimization problems. Furthermore, nonlinearity
clearly increases the complexity of the problem.
Due to the computational complexity of general MINLP problems, it is not
reasonable to expect to have efficient algorithms that can compute a globally
optimal solution for every instance. However, for certain subclasses of MINLP
problems, one can hope to make further progress. Convex MINLP problems con-
stitute one such class. A convex MINLP problem is a minimization problem in
which the objective function and each inequality constraint is a convex function
of the decision variables, each equality constraint is a linear function of the deci-
sion variables, and a nonempty subset of decision variables can only take integer
values. The relaxation of the integrality constraints gives rise to a convex opti-
mization problem. A large class of convex optimization problems can be solved in
polynomial time by using interior-point methods (see [3]). Therefore, the branch-
and-bound algorithm, which is one of the most prominent algorithms for mixed
integer linear programming, can be extended in a straightforward way to solve
an MINLP problem since each problem in each node of the branch-and-bound
tree can be solved efficiently. However, despite convexity, nonlinear problems are
typically harder to solve than linear programming problems and as the size of the
branch-and-bound tree increases, the number of nonlinear subproblems can grow
exponentially.
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Another class of algorithms developed for convex MINLP problems are cen-
tered around the idea of linearizations. Since the first-order (linear) Taylor ap-
proximation to a convex function at any point is an underestimator for that
function, replacing the convex constraints by their linearizations at a finite set
of points provides an outer polyhedral approximation of the feasible region. By
refining the set of points at which linear approximations are generated, a bet-
ter approximation of the feasible region can be achieved. It follows that one
can attempt to solve a convex MINLP problem by solving a sequence of mixed
integer linear programming problems. Such methods, known as outer approxima-
tion methods, provide a lot of flexibility in terms of generating new linearization
points. Under certain assumptions, certain variants of outer approximation meth-
ods are guaranteed to terminate after generating and adding a finite number of
linearization points. More detailed information about the solution methodologies
for MINLPs can be obtained from [4].
1.1 Contribution
As mentioned before, in this thesis we propose a generalization of the p-median
problem referred as CpMP. The difference between two problems is that we con-
sider the dislike of the client due to the crowdedness in the facility besides the
travel time. Therefore CpMP is a more realistic problem for the applications
with service time. In order to take the dislike of the client into consideration, we
define the disutility of a client with two terms; the travel time of the client and
the demand served by the facility. With the addition of disutility function, the
congested p-median problem becomes a linearly constrained convex MINLP.
For the solution methodologies, by exploiting the fact that CpMP is a linearly
constrained MINLP, we propose three algorithms. The proposed algorithms are
the variants of the well-known Outer Approximation Algorithm. They are all
centered around the idea of linearizations but they differ on the selection of the
linearization points.
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The proposed algorithms are implemented and tested. The computational
results of the algorithms are analysed and the effects of some parameters on the
algorithms are discussed. We also compared the proposed algorithms and report
the results. Moreover in order to test the efficiency of the algorithms, the same
instances are solved with CPLEX12.1 using the interface OPL IDE. The running
times of the algorithms and CPLEX12.1 are compared. The results show that
the proposed algorithms outperforms CPLEX12.1 for large instances.
To conclude, in this thesis, a new facility location problem, CpMP is proposed
and three new algorithms are developed to solve this problem. As the algorithms
are not problem dependent, they may be used to solve any linearly constrained
convex MINLP. However as the algorithms are developed specially for the linearly
constrained problems, they can not be used as a solution methodology for the
general case MINLP problems. The efficiency of the algorithms are tested and
the results are reported.
1.2 Contents
The rest of the thesis is organized as follows. In the second chapter literature re-
views about the facility location problem and solution methodologies for MINLP
problems are presented. In Chapter 3, problem definition, the model and proper-
ties of the disutility function are introduced. The solution methodologies for the
problem are also included in this chapter. First we describe the well-known Outer
Approximation Algorithm. Then the three proposed algorithms are explained. In
Chapter 4, we give the details of the implementation of the proposed algorithms.
Moreover the computational results and the discussion about these results are
reported in this chapter. Finally, Chapter 5 consists of the conclusions of this
thesis and the possible future studies.
Chapter 2
Literature Review
In this thesis, two different subjects are studied; facility location problem and
solution methodologies for MINLPs. Literature for each of these subjects will be
analyzed in different sections.
2.1 Facility Location Literature
The p-median problem is one of the oldest facility location problems proposed
by Hakimi. [5] The problem locates p uncapacitated facilities in order to serve n
demand points. Each demand point is assigned to exactly one facility and the
aim of the problem is to minimize the total distance between the demand points
and the facilities they are assigned to.
There are also covering location problems. The first one of the covering prob-
lems is the set covering problem which minimizes the number of facilities to be
located in order to ”cover” all the demand points. Another covering problem is
maximal covering which aims to cover maximum demand by locating p facilities.
Maximal capture problem referred as MAXCAP is another facility location
problem proposed by Revelle [6]. In this problem, a firm seeks to locate p facilities
in a spatial market to compete with the already existing firms.
5
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All of the problems described so far have a common point that they only
consider the distance from the facilities to demand nodes they serve. However
in real-life customers take different factors into consideration while choosing the
facility they patronize such as the waiting time at the facility. The following
studies consider the waiting time of a customer at a facility as a factor in choosing
the facility to patronize.
Marianov and Serra [7] study two problems similar to set covering problem.
The first one aims to minimize the number of located facilities and allocates the
least number of servers to them so that all the population is served within a
standard distance and nobody waits more than a given time-limit. In the second
problem, there is no pre-specified number of servers for each facility so the model
also tries to minimize the number of servers allocated in each facility. If needed,
both models can be modified to serve people from the closest facility. In order
to solve these problems, they develop a new heuristic that is suitable for large
examples.
Silva and Serra [8] study a different version of MAXCAP problem. Rather
than just concentrating on the effect of travel time as in the original MAXCAP
problem, they also consider the effect of waiting time to maximize the market
capture. To solve their problem, they propose metaheuristics which find a solution
close to optimal and save significant amount of running time. Furthermore they
compare their problem with the original MAXCAP problem and show that the
new model decreases the waiting time of individuals.
In the work of Marianov, R´ıos and Icaza [9] a new model is proposed to locate
the facilities of a firm such that the market share of the firm is maximized. In this
model customers are allowed to choose the facilities they patronize depending on
the travel time to the facility and the waiting time at the facility. The customers
belonging to the same demand node can be served from different facilities. More-
over each customer can be assigned to different facilities. Satisfying all of these
conditions creates a demand equilibrium and it is given by a nonlinear equation.
Since the solution of the model requires to solve a nonlinear equation (finding the
demand equilibrium), they develop a new heuristic to solve their problem. The
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proposed heuristic solves the problem quickly and gives a near-optimal solution.
Verter and Lapierre [10] propose a problem of locating preventive health care
facilities to maximize the participation of people. The problem has three as-
sumptions. The first one is that each facility should have a minimum number of
customers as the quality of the facility is directly related to the number of people
served by the facility. Second one is that the people tend to go to the nearest
facility and lastly the probability of participation of an individual decreases with
distance. They gave the model of the problem and evaluate alternative solution
strategies. Furthermore with the re-formulation of the problem, they solve two
real-life problems.
Another study requiring a minimum number of customers to be served by each
facility belongs to Carreras and Serra [11]. They propose a p-median like model
that locates the maximum number of facilities that need a minimum catchment
area. The objective of the model is minimizing average distance from the popu-
lation to the facilities. In order to solve the problem a tabu heuristic is proposed
in the study and applied to locate pharmacies in a rural region of Spain.
In the work of Fang, Bian and Xuefeng [12], a new model is proposed to
locate multiple-server facilities when the demand is elastic and customers choose
the facilities they patronize by maximizing their utilization. In order to represent
the utilization, they used a cost function consisting of travel cost and service time
cost. The travel cost is an input to the model whereas the service time cost is
determined by the current local demand and the capacity of the facility. The
effect of congestion is built into the model by the service time cost. They also
proposed a greedy heuristic to solve their problem. The computational results
show that the heuristic is faster than the enumeration method.
Drezner and Wesolowsky [13] study an extended version of the p-median prob-
lem. In the problem, customers choose the facilities according to the transporta-
tion cost and the cost charged by the facility. The cost charged by the facility is
a function of the total number of users patronizing the facility. Due to the fact
that facilities pass on their cost to the users, as the number of users increases the
cost charged by the facility decreases. It is assumed that the customers choose
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the “cheapest” facility. They proposed solution methodologies for the problem
and tested the algorithms on the problems with a convex region of demand.
Desrochers, Marcotte and Stan [14] study a congested facility location prob-
lem. They propose a utility function with two factors; travel time and waiting
time. As the travel time is calculated by the distance between two nodes, it is
constant. However the waiting time is calcualted as a function of the total de-
mand served by a facility. They propose a model including this utility function
and try to solve this problem by using column generating algorithms.
Further information about the facility location problems can be found in [15],
[16], [17].
Similar to the studies above, in our model we also consider other factors than
the distance between the demand node and the facility it is assigned to. The
model that we study is very similar to that of Desrochers’ [14]. We have a
disutility function with two components; the first one is the distance and the
second one is the effect of how crowded the facility is. We assume that the
disutility of an individual increases as the total number of people assigned to the
same facility with that individual increases. In our model individuals belonging
to the same demand point may be served by different facilities. Depending on
the applications, this is more realistic since not all individuals act necessarily
in the same way. Furthermore most of the studies above propose heuristics for
solution methodologies. However we developed three exact algorithms to solve
our problem.
2.2 Methods for MINLPs Literature
As the solution techniques for MILPs and NLPs are developed, new algorithms to
solve MINLP problems are proposed. One of them is the Outer Approximation
(OA) Algorithm proposed by Duran and Grossmann [18]. The algorithm basically
iterates between MILPs and NLPs in order to solve MINLP. The MILPs are the
linear relaxations of the original problem which get stronger in each iteration
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and give a lower bound to the problem. NLPs are the original problems for fixed
integer values or the feasibility problem. NLPs give upper bounds to the problem.
Lots of modified versions of OA algorithm are developed. One of them is
Branch and Cut Based Outer Approximation(BB-OA) proposed by Queseda and
Grossmann [19]. In this algorithm different from the original OA algorithm,
sequential solution of several MILPs are avoided and one single tree search is
performed. Later the hybrid algorithm of OA and BB-OA algorithm is developed.
Bonami et al. [22] implemented these different versions of the OA algorithm and
the effectiveness of the framework is reported.
In the work of Gunluk and Linderoth [20], perspective reformulations of mixed
integer programs with indicator variables are proposed. Each indicator variable
controls a different subset of the decision variables. According to the value of the
indicator variable, the decision variables are forced to have fixed values or belong
to a convex set. The proposed reformulation method produces extended formula-
tions for the simple sets they analyzed and yields strong relaxations. Pespective
cuts are studied also by Frangioni and Gentile [21].
In our solution methodologies, we modified the outer approximation algorithm
and developed three different algorithms to solve our problem. Our algorithms
are not problem specific, meaning that every linearly constrained problem can be
solved with these algorithms.
Chapter 3
Problem Definition and Solution
Methodologies
This chapter consists of two sections; Problem Definition and Solution Method-
ologies. In the Problem Definition section, we first define our problem and the
parameters. Then, a mixed integer nonlinear model is presented. The properties
of the disutility function included in the model are also discussed in this section.
For the solution methodologies, we first describe an already existing algorithm,
that of Outer Approximation(OA) algorithm, and show how it works on an exam-
ple. Later we describe the three algorithms; OA1, OA2, OA3 that we developed
by modifying the OA algorithm to solve linearly constrained MINLPs.
3.1 Problem Definition
We are given a set of possible locations to locate facilities, the number of facilities
to be opened, a set of population zones, the number of individuals in each popu-
lation zone and the disutility function which gives the disutility of an individual.
Two aspects affect the disutility function. The first one is the crowdedness of the
facility that the individual is assigned to. The more the facility gets crowded, the
more the disutility of individuals assigned to that facility increases. The second
10
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aspect is the distance between the facility that the individual is assigned to and
the population zone of the individual. Our goal is to minimize the sum of each
individual’s disutility by locating the given number of facilities and assigning all
the individuals in population zones to the located facilities. Individuals of the
same population zone may be assigned to different facilities.
3.2 The CpMP Model
In this section, we define the parameters and the variables of the problem. Then
we present the mixed integer nonlinear model.
3.2.1 Parameters
M : set of population zones
M = {1,...m}
N : possible locations to locate facilities
N = {1,...n}
di: number of individuals at population zone i ∈M
p: number of facilities to locate
Uij(zj): disutility of an individual at population zone i ∈M if that individual is
assigned to a facility at location j ∈ N
The disutility function is defined as:
Uij(zj) = fj(zj) + bij ∀i ∈M , ∀j ∈ N
where fj(zj) is the contribution of facility crowdedness and bij is the distance
between the facility j and population zone i. Here zj is the total number of
people assigned to the facility j.
CHAPTER 3. PROBLEMDEFINITION AND SOLUTIONMETHODOLOGIES12
3.2.2 Variables
We use the following decision variables:
To decide if a facility is located at the possible location j ∈ N , we use a discrete
variable yj ∀j ∈ N .
yj =
1 if a facility is located at location j ∈ N0 otherwise
For each pair of i ∈ M and j ∈ N , xij gives the fraction of the population
zone i ∈M assigned to facility j ∈M . Note that the xij variables are continuous
since the individuals in the same population zone can be assigned to different
facilities.











xij = 1 ∀i ∈M (3.2)∑
k∈M
dkxkj= zj ∀j ∈ N (3.3)∑
j∈N
yj = p (3.4)
xij ≤ yj ∀i ∈M,∀j ∈ N (3.5)
xij ≥ 0 ∀i ∈M,∀j ∈ N (3.6)
yj ∈ {0, 1}∀j ∈ N (3.7)
The objective function (3.1) is the total disutility of all the individuals.
Constraints (3.2) ensure that the entire demand of each population zone is satis-
fied.
Constraints (3.5) ensure that a facility is available to serve the demand of popu-
lation zones if and only if it is open.
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Constraints (3.3) compute the total number of individuals assigned to a facility.
Constraint (3.4) guarantees that exactly p facilities are located.
3.2.4 Properties of Disutility Functions
The disutility function Uij(zj) = fj(zj) + bij where zj =
∑
i∈M dixij should have
the following properties:
1. fj(zj) is a nondecreasing function for zj ≥ 0.
2. fj(zj)zj is convex.
These properties are necessary to have a reasonable problem with a convex ob-
jective function. The first property provides that the disutility of an individual
in the population zone i ∈ M assigned to facility j ∈ N is nondecreasing as the
total number of individuals assigned to facility j is increasing. The second one is
needed to have a convex MINLP.
Since linear functions are convex, all the constraints of our model are convex.
Therefore we only need to guarantee that the objective function is convex.
Proposition 1. If fj(zj)zj is convex ∀j ∈ N , then the objective function is con-
vex.
Proof. Since the utility function is defined as Uij(zj) = fj(zj) + bij, the objective
function can be written as:
































We know that the sum of convex functions is convex. Therefore as∑
i∈M
∑
j∈N bijdixij is convex by linearity, having
∑
j∈N fj(zj)zj convex guar-
antees that the objective function is convex.
3.3 Outer Approximation Algorithm
The Outer Approximation(OA) algorithm is a method to solve convex MINLP




s.t. g(x, y) ≤ 0
x ∈ Rm , y ∈ Zn
where the functions h : Rm+n → R and g : Rm+n → Rr are twice continu-
ously differentiable and Y = {y ∈ Zn : ∃x ∈ Rm s.t g(x, y) ≤ 0} is bounded. It
is assumed that the continuous relaxation of (P ), referred as P˜ is also bounded.
By defining a new variable, (P) can be reformulated as a nonlinear optimization




s.t. h(x, y) ≤ α
g(x, y) ≤ 0
x ∈ Rm , y ∈ Zn, α ∈ R
The OA algorithm alternates between solving MILP problems and convex NLP
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problems. The MILP problems are the relaxations of (P ) that are obtained by
replacing all the nonlinear constraints with their linearizations at some chosen












+ g(xk, yk) ≤ 0 ∀(xk, yk) ∈ T
x ∈ Rm , y ∈ Zn , α ∈ R
The convex NLP problems are either Py˜ which is the original problem (P ) with











s.t. g(x, y˜)− u ≤ 0
u ≥ 0
x ∈ Rm , u ∈ Rr
The OA algorithm starts with T = {(x0, y0)} where (x0, y0) is an optimal
solution of P˜ . Then each iteration k starts with solving the POA(T ) problem and
obtaining an optimal solution (α˜k, x˜k, y˜k). Let yk = y˜k. If Pyk is feasible, let x
k
be an optimal solution of Pyk and add (x
k, yk) to the set T . Note that (xk, yk)
is a feasible solution for (P ), so h(xk, yk) gives an upper bound for (P ) as it is a
minimization problem. But if Pyk is not feasible, then (x
k, yk) is added to the set
T where xk is an optimal solution of the feasibility problem P F
yk
. In each iteration
since T gets larger, the relaxation gets stronger and gives better lower bounds
for (P ). The algorithm terminates when the gap between the lower bound and
the upper bound is not more then some tolerance  > 0. The algorithm finds
an optimal solution for (P ) in a finite number of iterations provided that the
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assumptions on (P ) are satisfied (see Theorem 1 in [22]). The algorithm is de-
scribed in Figure 3.1. Next we illustrate the steps of the algorithm on an example.
UB = +∞
LB = −∞
(x0, y0) = optimal solution of P˜
T = {(x0, y0)}
k = 1; Choose a convergence tolerance 
while UB − LB >  and POA(T ) is feasible do
Let (α˜k, x˜k, y˜k) be the optimal solution of POA(T )
LB = α˜k
if Py˜k is feasible then
Let xk be an optimal solution to Pyk
UB = min(UB, h(xk, y˜k))
else




T = T ∪ {(xk, yk)}
k = k + 1
end while




minh(x) = (x− 3/4)2 + (y − 1)2
s.t. g1(x, y) = y + x
2 − 1 ≤ 0
g2(x, y) = −y ≤ 0
x ∈ Z, y ∈ R
From KKT conditions:
∇h(x, y) +∇g(x, y)u = 0 u ≥ 0 , g(x, y) ≤ 0 , uTg(x, y) = 0
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Figure 3.2: Feasible region of the original problem.
The initial feasible region is shown in Figure 3.2.
Applying the Outer Approximation algorithm:















































x ∈ Z y ∈ R
Opt Solutions: {(x, y) : x ∈ Z, x+ y = 5/4}
Let (x˜, y˜) = (−2, 13
4
)




Let S0 denote the feasible set of the above problem.(S0 is shown in Figure 3.5)
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Figure 3.3: Feasible region after the first linearization.
Since (−2, 13
4
) is not feasible for P , continue with the algorithm.




s.t. y + 3− u1 ≤ 0
−y − u2 ≤ 0
y ∈ R
⇒ y∗ = 0







+ h(x1, y1) ≤ α ⇒ −11x
2
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− 2y − 39
16
≤ α
−4x+ y − 5 ≤ 0
(x, y) ∈ S0
Opt Solutions: {(x, y) : x ∈ Z, x+ y = 5/4}
Let (x˜, y˜) = (0, 5
4
)








) is not feasible for P continue with the algorithm.
As Px˜ is feasible solve Px˜.
Px˜

min(−3/4)2 + (y − 1)2
s.t. y − 1 ≤ 0
−y ≤ 0
x ∈ Z y ∈ R
y∗ = 1




Third linearization point: (x2, y2) = (0, 1)
Linearizations:
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y − 1 ≤ 0
(x, y) ∈ S1
Opt Solution: (x˜, y˜) = (0, 1)




Since (0, 1) is feasible for (P ) and zU = zL = 9/16, STOP.
Optimal Solution of P is (x∗, y∗) = (0, 1) and Objective Value= z∗P = 9/16.
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3.4 Proposed Algorithms
Our problem is a linearly constrained MINLP. Therefore rather than using exist-
ing algorithms for MINLPs, we developed three different algorithms by exploiting
the fact that our problem is a linearly constrained MINLP. These algorithms are
modified versions of OA algorithm. Each algorithm is described separately in the
following subsections.
3.4.1 OA1
OA1 algorithm is very similar to OA algorithm. As the problem we are trying to
solve is linearly constrained, all the constraints of (P ) will be included in POA(T )
problems as they are. Therefore for an optimal solution (α˜k, x˜k, y˜k) of POA(T )
problem, (h(x˜k, y˜k), x˜k, y˜k) is feasible for (P ) (i.e., Py˜k is feasible). Under these
circumstances, the feasibility problem P F
y˜k
is never solved. Note that x˜k may not
be an optimal solution for Py˜k as P
OA(T ) is a relaxation of (P ).
In the kth iteration of OA1, the POA(T ) problem is solved. If it is not feasi-
ble the algorithm terminates with infeasibility. Otherwise we obtain an optimal
solution (α˜k, x˜k, y˜k) and lower bound is set to α˜. Then the linearization point
(xk, yk) is added to set T where xk is an optimal solution of Py˜k and y
k = y˜k.
Before moving to the next iteration, the upper bound value is updated if h(xk, yk)
is less than the current upper bound value. The algorithm stops when the gap
between the upper bound and the lower bound is less than or equal to the chosen
tolerance. The algorithm is described in Figure 3.6.
3.4.2 OA2
In OA2 algorithm, the aim is to find an optimal solution for MINLPs by solving
only MILPs. The motivation behind the OA2 algorithm is that solving NLPs
may be expensive. Therefore by eliminating NLPs, we may decrease the time to
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UB = +∞
LB = −∞
(x0, y0) = optimal solution of P˜
T = {(x0, y0)}
k = 1; Choose a convergence tolerance 
while UB−LB
max{|LB|,1} >  do
Let (α˜, x˜, y˜) be an optimal solution of POA(T )
LB = α˜
Let yk = y˜ and xk be an optimal solution to Py˜
UB = min(UB, h(xk, yk))
T = T ∪ {(xk, yk)}
k = k + 1
end while
Figure 3.6: OA1
solve our problem. For this purpose, we made some changes in OA1 algorithm.
In the kth iteration of the OA2 algorithm, after obtaining an optimal solution
(α˜k, x˜k, y˜k) of POA(T ) (if it is feasible), Py˜k problem is not solved. Instead the
point (x˜k, y˜k) is added to the set T directly (i.e., we don’t choose the “best” xk
values for y˜k). Lower bound values are updated similar to OA1 however the up-
date of upper bound is different. If h(x˜k, y˜k) is less than the current upper bound,
then the upper bound value is updated. Note that α˜ underestimates h(x˜k, y˜k).
Similar to OA1, the algorithm terminates with infeasibility if POA(T ) is infeasible
in some iteration, and terminates with optimality if the gap between the upper
bound and the lower bound is less than or equal to the chosen tolerance. The
algorithm is described in Figure 3.7. Note that this algorithm may converge to
an optimal solution in the limit for  = 0.
Example: Consider the following MINLP
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
minx2 − 25y
s.t. x+ 6y ≤ 1
x ≥ −2
y ≥ 0
x ∈ R , y ∈ Z
The optimal solution of the NLP Relaxation problem is (x, y) = (−2, 1/2) hence
the first linearization point is (−2, 1/2). Observe that the only integer solution
for the problem is 0 (i.e. , y = 0). Therefore the problem is equivalent to
minx2
s.t. − 2 ≤ x ≤ 1
x ∈ R
When we iteratively solve the MILP problems of this problem, we have the fol-
lowing x values for y = 0:
x = 1,−1/2, 1/4,−1/8, 1/16... and the corresponding lower and upper bound val-
ues are:
UB = 1, 1/4, 1/16, 1/64, 1/256... , LB = −8,−2,−1/2,−1/8,−1/32...
The gap between the upper bound and the lower bound is 0 in the limit.
However OA1 algorithm converges to the optimal solution with two iterations
for the same problem. The steps followed by the OA1 algorithm are similar
to those of OA2 until the selection of the second linearization point. Instead
of choosing (1,0) as the second linearization point, OA1 finds the “best” x for
y = 0. As the best x for y = 0 is 0, the second linearization point is selected to
be (0,0). Then the upper bound is updated with the objective function value at
point (0,0) (i.e., UB = 0). After the choice of the second linearization point, the
MILP problem becomes;
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
minα
s.t. − 4x− 4− 25y ≤ α
−25y ≤ α
x+ 6y ≤ 1
x ≥ −2
y ≥ 0
x ∈ R , y ∈ Z
Optimal solutions: {(x, y) : x ∈ [−2, 1] and y = 0}
Optimal Objective Function Value = 0.
As we update the LB at the end of each MILP iteration, LB is set to 0. After
this operation, LB = UB. Then we terminate with the optimal objective value 0
and optimal solution (0,0).
UB = +∞
LB = −∞
(x0, y0) = optimal solution of P˜
T = {(x0, y0)}
k = 1; Choose a convergence tolerance 
while UB−LB
max{|LB|,1} >  do
Let (α˜, x˜, y˜) be an optimal solution of POA(T )
LB = α˜
Let yk = y˜ and xk = x˜
UB = min(UB, h(xk, yk))
T = T ∪ {(xk, yk)}




The example in Section 3.4.2 shows that OA2 may solve more than one MILPs
that have the same optimal integer solution. This is a weakness of the OA2
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UB = +∞
LB = −∞
(x0, y0) = optimal solution of P˜
T = {(x0, y0)}
Y = ∅
k = 1; Choose a convergence tolerance 
while UB−LB
max{|LB|,1} >  do
Let (α˜, x˜, y˜) be an optimal solution of POA(T )
LB = α˜
if y˜ ∈ Y then
Let yk = y˜ and xk be an optimal solution to Py˜
else
Let yk = y˜ and xk = x˜
end if
UB = min(UB, h(xk, yk))
T = T ∪ {(xk, yk)}
Y = Y ∪ {yk}
k = k + 1
end while
Figure 3.8: OA3
algorithm compared to OA1 algorithm. Therefore in order to prevent this weak-
ness, hybrid algorithm OA3 is developed. Different from OA2 algorithm, OA3
algorithm keeps track of the yk values of the points chosen for the set T . If the
same yk appears in an optimal solution of one of the POA(T ) problems then the
algorithm continues exactly the same with the OA1 algorithm. (xk, yk) is added
to set T where xk is an optimal solution of Pyk . Otherwise similar to OA2 we just
add the optimal solution of POA(T ) to set T . This guarantees that the algorithm




In this chapter, we explain the implementation details of the proposed algorithms
OA1, OA2 and OA3. Then, the computational results of the algorithms are re-
ported. Moreover we discuss the performance and the efficiency of the algorithms
for several aspects.
4.1 Implementation
We implemented 3 different algorithms:
OA1 - OA algorithm for linearly constrained problems as presented in Section
3.4.1.
OA2 - Iteratively solving MILP problems as presented in Section 3.4.2.
OA3 - Enhanced version of OA2 algorithm as presented in Section 3.4.3.
26
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4.1.1 Existing Software Components
During the implementation, we used some existing software components; for the
NLPs, we used the interior point solver, Ipopt from COIN-OR and for the MILPs
we used Cplex12.1. In order to use these solvers, we needed to input the problems
with a specific format.
For Cplex, we create a .lp file which includes our model. Then by using the
methods of cplex.h, Library Class of Cplex, we solve our problem. The solutions
are written to arrays. Writing the model to an .lp file is enough for Cplex however
for Ipopt some extra information is needed. For each different NLP problem,
other than the model, the Hessian matrix, Jacobian matrix and the gradient of
the objective function is needed. In order to solve P which is a MINLP, two
NLP problems are implemented. First one is for the relaxation of P , P˜ ,and the
second one is for the original problem for fixed y values, Py. We will refer to these
problems as NlpRelaxation and NlpFixedY, respectively.
4.1.2 Implementation Details
In this section, the variables and the arrays used in the implementation of the
algorithms are given. Then the implementation details of the algorithms are
explained through flow charts.
4.1.2.1 Variables
• UB - current upper bound to the problem
• LB - current lower bound to the problem
• zMIP - the objective function value of MILP problems (Result of Cplex)
• zNLP - the objective function value of NLP problems (Result of Ipopt)
• z - the objective function value of the original problem for the chosen lin-
earization point (x˜, y˜).
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• yValue - String representation of discrete variables. For example: y =
(1,0,0,1) is stored as ”1001”.
4.1.2.2 Arrays
In our implementation, we used the following arrays.
1. Optimal Solution of MILPs (Output of Cplex)
• yMip, xMip
2. Optimal Solution of NLPs (Output of Ipopt)
• yNlp, xNlp
3. Optimal Solution of the Problem (Output of the Algorithm)
• yOpt, xOpt
xMip, xNlp and xOpt stores the continuous variables, whereas yMip, yNlp and
yOpt stores the discrete variables.
4.1.2.3 Definitions for the Flow Charts
The implementation details of the algorithms are explained through the flow
charts. The steps included in the flow charts are explained in this section.
1. INITIALIZE
All three algorithms start with an initialization phase. In this phase, all the
parameters are defined as well as the arrays and the variables to be used
during the algorithms. Moreover the UB and LB variables get their initial
values infinity and minus infinity, respectively.
2. NLP-RELAXATION
In order to have the first linearization point (x˜, y˜), we solve the
NlpRelaxation. The continuous variables are stored in xNlp array.
CHAPTER 4. IMPLEMENTATION AND COMPUTATIONAL RESULTS 29
3. UPDATE-MILP
In the first execution of this phase which is after the NLP −
RELAXATION phase, we create our first MILP problem from scratch,
but in the later executions we just update the MILP problem by adding
new constraints which are the linearizations of the objective function for
the chosen linearization point. At the end of this phase, new MILP prob-
lem is stored in milp.lp file.
4. CPLEX
In this phase, the MILP problem created in the UPDATE−MILP phase
is solved by using Cplex. The milp.lp file is converted to a cplex problem
and optimized by Cplex. Optimal solution (xmip, ymip) is stored in the xMip
and yMip arrays and the objective function value is stored in zMIP .
5. UPDATE-LB
In each iteration, since we add new constraints to our MILP problem in
UPDATE−MILP phase, our objective function value can not get smaller.
So we directly update the LB and equalize to zMIP .
6. NLP-FIXED
We solve NlpFixedY problems in this phase in order to get the ”best” x
values for the given y values. This problem is always solved for the ymip
values and optimal solution of the problem xnlp is stored in xNlp array.
Moreover the objective function value of the problem, h(xnlp, ymip) is stored
in zNLP .
7. UPDATE-INCUMBENT
If the objective function value for our new linearization point (x˜, y˜) is smaller
than the current UB, output arrays and UB value are updated.
UB = h(x˜, y˜), xOpt stores the x˜ values and yOpt stores the y˜ values.
If this phase is executed after the NLP − FIXED phase then the
linearization point (x˜, y˜) = (xnlp, ymip) whereas if it is executed after
EV ALUATE − Z phase then (x˜, y˜) = (xmip, ymip).
8. EVALUATE-Z
Since we choose (xmip, ymip) as a linearization point in OA2, and in OA3
CHAPTER 4. IMPLEMENTATION AND COMPUTATIONAL RESULTS 30
for some cases (i.e if the current integer solution was not optimal for the
previous MILPs), we need h(xmip, ymip) value in order to update the UB
value. This phase evaluates that value. Note that zMIP underestimates
this value.
9. EVALUATE-Y
In this phase we convert the values stored in yMip array to a string yV alue.
10. CHECK-Y
In this phase, we search through the linked list and check if the same integer
solution was optimal for any of the previous MILP problems.
11. ADD-Y
We add the current yV alue value to the linked list.
12. STOPPING-CRITERIA
The algorithm stops when the gap between LB and UB value is less than
or equal to . ( UB−LB
max{|LB|,1} > )
4.1.2.4 OA1 Implementation
The OA1 algorithm starts with defining the parameters and variables of the
algorithm in the INITIALIZATION phase which is followed by NLP −
RELAXATION phase. After first linearization point (x˜, y˜) is found at the end
of the NLP −RELAXATION phase as an optimal solution of NlpRelaxation,
we update our MILP as described in UPDATE −MILP . Until the stopping
criterion is satisfied, current MILP is solved in the CPLEX phase and an opti-
mal solution (xmip, ymip) is stored in the arrays xMip and yMip. If the MILP
is not feasible, then the algorithm terminates by infeasibility. Otherwise, in the
UPDATE − LB phase we set LB value to the objective function value of the
MILP, stored in zMIP at the end of the CPLEX phase and continue with the
NLP − FIXED phase in order to get the ”best” x values for ymip. If the ob-
jective function of the NlpFixedY stored in zNLP is less than the current UB
value, we update the incumbent in UPDATE− INCUMBENT phase. Finally,
we update our MILP with the linearization point (x˜, y˜) = (xnlp, ymip) where xnlp
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is an optimal solution of the NlpFixedY . If the stopping criterion is satisfied
the algorithm terminates and returns the current incumbent as optimal solution.
The flow chart of OA1 is in Figure 4.1.
4.1.2.5 OA2 Implementation
OA2 algorithm implementation is exactly the same as the OA1 algorithm until
the NLP − FIXED phase of OA1. Instead of solving NlpFixedY for ymip,
in OA2 EV ALUATE − Z phase is executed in which z = h(xmip, ymip) value
is evaluated. If z is less than the current UB value, we update the incumbent
in UPDATE − INCUMBENT phase. Finally, we update our MILP with the
linearization point (x˜, y˜) = (xmip, ymip). If the stopping criterion is satisfied the
algorithm terminates and returns the current incumbent as optimal solution. The
flow chart of OA2 is in Figure 4.2.
4.1.2.6 OA3 Implementation
Recall that OA3 solves NlpFixedY if the same integer values happen to be
optimal. Therefore we need to keep track of all the integer solutions in each






). But how many of them will be optimal for the MILPs until the
termination is not known. Thus, linked list is a better choice than array for
storing the integer solutions. Each cell of the linked list has a string variable,
yV alue.
OA3 is a hybrid implementation of OA1 and OA2 algorithm. This algorithm
works similar to the OA1 and OA2 algorithms up to NLP − FIXED phase.
After the UPDATE − LB phase, in this algorithm, in order to check if the
current ymip solution was optimal for the previous MILPs, we first convert our
solution into a string variable, yV alue, in the EV ALUATE − Y phase and then
check if yV alue is in the linked list or not. If it is in the linked list then the
algorithm works like OA1. We solve NlpFixedY problem for ymip, update the
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Figure 4.1: OA1 Flow Chart.
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Figure 4.2: OA2 Flow Chart.
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incumbent if zNLP is less than the current UB value and the linearization point
is (xnlp, ymip). Otherwise if yV alue is not in the linked list, then the algorithm
works like OA2. We evaluate z = h(xmip, ymip), update the incumbent if z is less
than the current UB and the linearization point is (xmip, ymip). Additionally we
add ymip to the list if it was not in the list. If the stopping criterion is satisfied
the algorithm terminates and returns the current incumbent as optimal solution.
The flow chart of OA3 is in Figure 4.3.
4.1.2.7 CpMP Specific Details
The implemented algorithms can be adopted to all linearly constrained convex
MINLPs. However for each problem, the necessary information for using Ipopt
should be provided. These are described in Section 4.1.1. Moreover how to
linearize the objective function should also be given to the program. For CpMP,
we linearize each nonlinear term zjfj(zj) in the objective function separately by








Additional Constraints: zjfj(zj) ≤ tj ∀j ∈ N
Linearizations of the additional constraints at point (z˜, t˜):
(f ′j(z˜j)z˜j + fj(z˜j))zj − tj ≤ f ′j(z˜j)z˜j2 ∀j ∈ N
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Figure 4.3: OA3 Flow Chart.
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4.2 Computational Results
In this section, we report our computational results. All the experiments are
carried out on a Intel(R) Core(TM) i7 CPU Q720 processor with a clock speed
of 1.60GHz and a 8 GB RAM running under Windows 7 Home Premium. The
algorithms are implemented, executed and run in the C++ environment using
Microsoft Visual Studio 2008.
4.2.1 Computational Setup
We initially tested the efficiency of our algorithms with the disutility function:
Uij(zj) = ajzj + bij with aj ≥ 0
We will refer to this disutility function as the Linear Disutility Function. The
aj value is the rate of penalty of facility j for the congestion and the bij is the
distance from population zone i ∈M to a facility located in j ∈ N .
aj is a facility dependent parameter due to the fact that the tolerance of each
facility to the congestion may change. In our computational work in order to
decide the aj values, we used two different factors; the facility types and the
facility constants. The facility type stands for how well a facility tolerates the
congestion. The facility constant is for the observation of the effect of travel time
and the congestion to the disutility function. There are three different facility
types and four different facility constants. The types are 1, 2, 3 and the constants
are 0, 0.1, 0.01, 0.001. The aj value is obtained by the multiplication of the facility
constant with the facility type. We considered three different kinds of instances;
in the first one all facilities are type 1, in the second one a facility can be either
type 1 or 2 and in the third one a facility may be one of the three different
types. After we randomly choose the types of the facilities in all three problems,
we tested each of them with three different facility constants. This results in 9
different sets of aj values which are shown in Table 4.1. We will refer to each set
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as Ai for i = 1, . . . 9. Furthermore we tested the instance with all aj values equal
to 0, which corresponds to p-median problem.
Input # of types Facility Constant Possible aj values
A1 1 0.1 0.1
A2 2 0.1 0.1, 0.2
A3 3 0.1 0.1, 0.2, 0.3
A4 1 0.01 0.01
A5 2 0.01 0.01, 0.02
A6 3 0.01 0.01, 0.02, 0.003
A7 1 0.001 0.001
A8 2 0.001 0.001, 0.002
A9 3 0.001 0.001, 0.002, 0.003
Table 4.1: Input sets for aj values.
For all of our instances, we assumed that a facility can be located to any of
the population zones (i.e., n = m). Our original data has 80 population zones
to be served. However in order to assess the performance of our algorithms with
respect to input size, we generated four data sets with sizes m ∈ {20, 40, 60, 80}.
Our data is taken from [23] which originally has 84 population zones. Four of the
zones in the original data were divided into two for the sake of their study. Before
using the data, we merged those four pairs ((13-14), (41-42), (51-52), (82-83)).
Then we renumbered the zones.
For each data set we generated three different instances with p equal to the
5%, 10% and 20% of m. Note that the bij and di values for i ∈M and j ∈ N are
fixed for different instances with the same n value. With these different sets of
parameters we define 27 different instances. These instances are generated with
the combinations of Ai and p values. Three consecutive instances have the same
Ai but different p values. The parameters of the instances are shown in Table
4.2.
Other than the problem parameters, there is also an algorithmic parameter;
the tolerance of the algorithm. To measure the impact of the tolerance for the
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PARAMETERS of INSTANCES
1 2 3 4 5 6 7 8 9
A1,5% A1,10% A1,20% A2,5% A2,10% A2,20% A3,5% A3,10% A3,20%
10 11 12 13 14 15 16 17 18
A4,5% A4,10% A4,20% A5,5% A5,10% A5,20% A6,5% A6,10% A6,20%
19 20 21 22 23 24 25 26 27
A7,5% A7,10% A7,20% A8,5% A8,10% A8,20% A9,5% A9,10% A9,20%
Table 4.2: Parameters of each instance.
proposed algorithms, we tested our algorithms for three different tolerances;  =
0.01, 0.001 and 0.0001.
Furthermore, we tested the efficiency of the proposed algorithms on the non-
linearity of the problem with a new disutility function referred as Nonlinear Disu-
tility Function.
U ′ij(zj) = ajz
3
j + bij and aj ≥ 0
We tested the Nonlinear Disutility Function with the same input set of Linear
Disutility Function with a slight difference of scaling aj values by 10
6 (i.e, the new
facility constants are 10−7, 10−8, 10−9). The reason is that as we take the third
exponent of the total demand served by a facility in the Nonlinear Disutility
Function, the linear part is dominated by the nonlinear part. In other words,
travel time has no impact in the disutility function. We set the tolerance to 0.001
for testing the Nonlinear Disutility Function.
4.2.2 Experimental Results and Discussion
The results of the computational experiments are summarized in this section. We
will compare the performances of the algorithms for several aspects. A discussion
about the p-median and the CpMP problem is also included. Finally an overall
discussion will be given.
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4.2.2.1 Linearization of the Nonlinear Terms
As the proposed algorithms work with the linearizations of nonlinear terms, how
we linearize the objective function may have an impact on the proposed algo-
rithms. Any subset of the nonlinear terms can be linearized by a single variable
but we only look at two extreme cases. First one is linearizing each term sepa-
rately which generates p linearizations in each iteration whereas the second case
is linearizing the summation of the terms by a single variable and this creates
only one linearization. The first case results in stronger but larger MILPs after
each iteration. On the other hand in the second case MILP grows slowly but the
linearizations are weak.
In order to observe the trade-off between the number of linearizations and the
strength of them, we solved our instances with respect to the first and second
linearization cases. The results show that it takes days to converge to an optimal
solution with the single linearization case while all the instances are solved within
30 minutes with separate linearizations case. We used the instances with n = 60
for this experiment and put a time limit of 10 minutes for each problem. The
maximum computation time with separate linearization case for n = 60 is 10
minutes. The results are shown in Tables 4.3, 4.4, 4.5. In the tables, for the
separate linearization case, only the running time of the algorithm is shown. But
for the single linearization case, if the algorithm did not terminate before the time
limit then the gap at the end of 10 minutes is reported. Otherwise the running
time is presented in the tables.
When the results in Tables 4.3, 4.4, 4.5 are interpreted, we observed that the
interrupted instances are more than the instances with running times less than
10 minutes. Additionally even though the single linearization case terminates
before the time limit, the running time of the algorithm is much more than the
running time of the separate case. As a consequence of these results, we decided
to linearize each nonlinear term separately for the rest of our experiments.
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Table 4.3: Single Linearization Results for n=60, A1-A4-A7
CHAPTER 4. IMPLEMENTATION AND COMPUTATIONAL RESULTS 41








































Table 4.4: Single Linearization Results for n=60, A2-A5-A8
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Table 4.5: Single Linearization Results for n=60, A3-A6-A9
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4.2.2.2 Experimental Results
The software package for the proposed algorithms output various results to the
users. These are the running time of the algorithm, located facilities, optimal
assignments, total demand served by each facility, optimal objective value and
the contribution of linear and nonlinear part to the objective. Moreover the
number of NLP and MILP iterations and the total time spent on solving these
iterations are generated separately by the software package.
Located facilities, optimal assignments and the total demand served by each
facility can be used to observe different behaviors of the p-median and CpMP
problems while selecting the facilities to be located and assigning the population
zones to the located facilities. Equivalently, from these results, we can deduce
the effectiveness of the disutility function.
Linear and nonlinear part of the objective function can give an idea about if
the travel time dominates the waiting time or vise versa. Besides, these results
may enable us to interpret the performances of the algorithms depending on
nonlinearity.
The number of NLP and MILP iterations shows the increase in the number of
MILPs as a result of eliminating NLP iterations in the OA2 algorithm. Similarly,
these results can also indicate the impact of reducing the NLP iterations in OA3
algorithm. Furthermore, the number of NLP iterations for the OA3 algorithm
represents the number of different facility sets that were optimal for two different
MILP problems. For the OA1 algorithm, the time spent on solving MILP and
NLP iterations can give an insight about the hardness of the MILPs and NLPs.
The reason is that the number of iterations for each problem type is equal.
Lastly, the running time corresponds to the speed of algorithms. These results
can be used to compare the performances of the three proposed algorithms. While
comparing two algorithms, we will use the ratio of their running times. The ratio
will be shown as OAi/OAj for i, j ∈ {1, 2, 3}.
Some of the results are given during the discussions and the rest of them are
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in Appendix.
4.2.2.3 Proposed Algorithms vs. CPLEX 12.1
In order to assess the efficiency of the proposed algorithms, we solved our instances
with an off-the-shelf solver CPLEX12.1 using OPL IDE as an interface. We set
the tolerance of the algorithms equal to the tolerance of CPLEX12.1 which is
0.0001. In order to measure the performance of CPLEX12.1, as a start we used
a small sample which contains instances of all sizes 20, 40, 60, 80. The results
of this sample show that for the larger inputs, CPLEX12.1 can not converge
to a solution within hours. Therefore we put a time limit of 10 minutes for
n = 20, 40, 60 and 30 minutes for n = 80. These limits are the maximum running
time of the proposed algorithms for the corresponding instance sets.
After the experiment is completed for all of our instances, it is observed that
CPLEX12.1 solves almost all the instances with n = 20 faster than the proposed
algorithms. Yet, it is difficult to reach a conclusion regarding the efficiency of
the algorithms for instances with n = 40. The reason is that the results are
variable in aspect of running time comparison of CPLEX12.1 and the proposed
algorithms. In addition most of the instances with n = 60, 80 can not be solved by
CPLEX12.1 within their time limit. Therefore the proposed algorithms are more
efficient than CPLEX12.1 for these instances due to the selection criteria of the
time limit. According to these observations, we can declare that the performance
of CPLEX12.1 decreases as the input size increases. As a result, the proposed
algorithms are more efficient than CPLEX12.1 for large instances. Figure 4.4
represents these results visually for instances n = 20, 40, 60, 80. The instances on
the figure are as described in Section 4.2.1.
It can be recognized from Figure 4.4 that the running time of CPLEX12.1
gets closer to the running time of the proposed algorithms for the instances from
19 to 27. In fact the Figure 4.5 shows that CPLEX12.1 beats the proposed
algorithms for these instances. The common characteristic of these instances is
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Figure 4.4: CPLEX12.1 vs. Proposed Algorithms
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Figure 4.5: CPLEX12.1 vs. Proposed Algorithms for instances 19 - 27
that of having the facility constant equal to 0.001. Since the facility constant is so
small, the contribution of the nonlinear part to the objective function is relatively
minor. Hence, the CpMP problem behaves similar to p-median problem which is
an MILP.
4.2.2.4 Effect of Facility Constant
In this section, the impact of facility constant on the proposed algorithms is
examined. The figure showing the results for instances with n = 20, 40, 60, 80 is
4.2.2.4. The figure is structured in a way that the impact of facility constants
can be analysed easily. For each (facility type, p) pair OA3/OA1 and OA2/OA1
values are plotted on the graph for three different facility constants.
For all the instances with n = 20, the OA3 and OA2 algorithms converges to
an optimal solution before the OA1 algorithm. When the results are analysed,
no specific pattern about the performances of the algorithms is deduced from the
Figure 4.2.2.4 as the data varies a lot.
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However for the instances with n = 40, 60 and 80, we may have a comment
on subsets of the instances. In order to observe the impact of just the facility
constant, we analysed the instances that have only one facility type. (These are
referred in the figures as the ones that have type 1 in their definitions.) The
analysis indicates that as the facility constant decreases, OA2 and OA3 performs
better than OA1. Likewise for the instances (type1, p=4), (type 2, p=4) and
(type 3, p=4), the running time of OA2 and OA3 algorithms gets closer to the
running time of the OA1 algorithm for smaller facility constants. Lastly, observe
that the most of the instances OA1 beats OA2 and OA3 are the ones with facility
constant 0.1.
4.2.2.5 Effect of p
In this section, we examined the impact of p value. We tested our instances
for three different p values. For each different value of n, p gets the values 5%,
10%, 20% of n. When the results are analysed, it is seen that as p increases, the
number of iterations decreases. Accordingly the running time of the algorithms
also decreases. As we mentioned before the running time of the algorithms rep-
resents the hardness of the instances. Therefore we may say that the instances
with larger p values are easier than the ones with small p values. This is due
to the fact that as the p value increases, the contribution of the nonlinear part
to the objective function decreases. For each different algorithm, we present the
number of iterations of the instances with n = 80 in Figure 4.7. This sample is
representative of all instances witn n = 40, 60 and 80. It is difficult to comment
on instances with n = 20 as the results are various. In this figure, for the same
Ai parameter, three different p values are shown consecutively. Note that for all
of the algorithms only the number of MILP iterations are reported. (For OA3
the number of NLP iterations are negligible compared to MILP iterations. For
OA1, total number of NLP iterations are exactly the same with MILP iterations.
There is no NLP iterations in OA2 algorithm.)
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Figure 4.6: Running Time Comparison For Different Facility Constants
4.2.2.6 Effect of Nonlinear Utility Function
As mentioned in Section 4.2.1, for the Nonlinear Disutility Function, we scaled
the aj values by 1.000.000. As a result, there is not any common instance solved
for both disutility functions. Hence, in this section we will examine the Nonlinear
Disutility Function in itself. We discuss the effect of p and the input size.
When we analysed the effect of p on Nonlinear Disutility Function, the results
showed that as p increases, the number of iterations decreases. This observation
is exactly the same with the Linear Disutility Function case which is explained in
Section 4.2.2.5. Furthermore, we noticed that as the input size increases the OA1
algorithm performs better than OA2 and OA3 algorithms. The results of the
instances solved by using the Nonlinear Disutility Function are shown in tables
from A.41 to A.52 in Appendix.
4.2.2.7 Effect of Tolerance
In this section, the effect of the tolerance of the algorithms is analysed. As al-
ready mentioned before we tested our instances with three different  values;
CHAPTER 4. IMPLEMENTATION AND COMPUTATIONAL RESULTS 50
Figure 4.7: Number of Iterations for instances n=80
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Extra MILPs Extra NLPs Total Increase in
1 2 3 4 1 2 Running Time
OA1 2,227 2,403 - - 0,39 1,123 6,143
OA2 2,995 2,902 3,073 3,276 - - 12,246
OA3 3,027 2,886 3,089 3,307 0,842 1,077 14,228
Table 4.6: Running time of extra iterations for n=60, A5, p=6.
 ∈ {0.01, 0.001, 0.0001} and the input size is n = 60. The results are illus-
trated in Tables 4.7, 4.8, 4.9. The OA2/OA1, OA3/OA1 values as well as the
number of iterations for all of the algorithms are shown for all three tolerances.
The OA2/OA1 and OA3/OA1 values in the tables represents the proportion of
the algorithms’ running times. Expectedly the number of iterations solved for
each problem increases as the tolerance decreases in all of the three algorithms.
Moreover it can be understood from the tables that the number of instances OA1
performs better than OA2 and OA3 increases as the tolerance decreases. This
may be due to the running time of extra MILPs, or the increase on the total
number of iterations of the algorithms. It generally takes more time to solve the
extra MILPs of OA2 and OA3 algorithms as they are larger than the extra MILPs
of OA1. A proper instance to show this relationship between the algorithms is
the instance with parameters n=60, A5, p=6. OA2 and OA3 performs better
than OA1 for  = 0.01 but they perform worse for  = 0.001 or 0.0001 for this
specific example. The total number of extra iterations of the algorithms OA1,
OA2 and OA3 for  = 0.001 is 4, 4 and 6 respectively. The running times of them
are shown in Table 4.6.
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4.2.2.8 Comparison between p-median and Congested p-median
As mentioned in the computational setup section, instances with aj = 0 ∀j ∈ N
corresponds to the original p-median problem. In this section we will compare the
CpMP with p-median problem both in terms of their solutions and the running
time. In order to compare the solutions, we analysed some instances for each
n ∈ {20, 40, 60}. (The instances for n=80 are not included due to the space
constraints.) Since in the p-median problem, all the facilities are type 1 and their
facility constant is 0, we choose the instances with only one type of facility (i.e
A1, A4, A7). For each value of n, we compare four instances with the same p
value (20% of n); the p-median problem and the instances with aj sets A1, A4
and A7. The Figures 4.8 , 4.9, 4.10 show the comparison of these four instances
for n = 20, n = 40 and n = 60 respectively. The dots on the figures represents
population zones and the ones that are in a square box are the located facilities.
The circled numbers near the located facilities are the number of people assigned
to that facility. Observe that in the p-median problem the number of people
assigned to each facility varies a lot. However in the CpMp instance with set A1
since there is a high penalty for congestion, the people are assigned to facilities
more homogenously. It is also seen from the figures that, as the facility constant
decreases, CpMP converges to p-median problem. This is expected since as the
facility constant decreases, the nonlinear part of the disutility function decreases
and dominated by the linear part that represents the travel time.
The other aspect to be considered in the comparison between CpMP and
p-median problem is their running time which determines the hardness of the
problem. Figure 4.11 shows the running time of the proposed algorithms sepa-
rately for the instances with n = 60. These instances are representative of all of
the instances. The first three instance on the figure corresponds to the p-median
problem for three different p values and the remaining 27 represents the instances
as described in Section 4.2.1. It can be deduced from the figure that p-median is
an easy problem compared to CpMP problem. The reason behind this fact is that
after the facilities are chosen, assigning people to the located facilities is easy in
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Figure 4.8: p-median CpMP comparison for n = 20.
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Figure 4.9: p-median CpMP comparison for n = 40.
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Figure 4.10: p-median CpMP comparison for n =60.
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Figure 4.11: Running time of the algorithms for n = 60
p-median problem. All the clients are assigned to the nearest facility as the only
concern is the travel time. However in CpMP problem, assignment is an NLP
problem due to the definition of the disutility function. Therefore it is expected
to have less running time for the p-median problem. Moreover observe that as
the facility constant decreases, CpMP converges to the p-median problem which
results in a decrease in the running time of the algorithms.
4.2.2.9 General Discussion
In this section, we will give a general discussion about the proposed algorithms.
The comparison between the proposed algorithms and CPLEX12.1 proves the
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efficiency of the algorithms. Yet we can compare the proposed algorithms within
themselves in aspect of their running time.
OA2 algorithm aims to solve MINLPs by iteratively solving MILPs. This is
done by eliminating the NLP iterations of OA1 algorithm. NLP iterations refer
to finding an optimal assignment for the located facilities. This attempt increases
the number of MILPs solved for each problem. The motivation behind the OA2
algorithm is that NLPs are expensive and solving extra MILPs instead of NLPs
will decrease the running time of the algorithm. However the results show that, in
many of the instances even though the number of MILPs solved in OA2 algorithm
is less than the total number of iterations in OA1 (both the MILPs and NLPs),
the running time of OA2 is not reduced as expected. The reason is that the NLPs
of CpMp are solved in a reasonable time. Furthermore as the MILPs solved in
OA2 algorithm grows in each iteration, the running time of MILPs solved towards
the end of the algorithm increase enormously. A perfect instance showing this
situation is n=80, A1, p=16. The OA1 algorithm solves 21 MILPs and 21 NLPs
in order to converge to an optimal solution whereas OA2 solves only 29 MILPs.
Yet, OA1 performs better than OA2 for this particular instance. The running
time of the iterations solved by OA1 and OA2 algorithms are shown in Table
4.10.
The idea behind the OA3 algorithm is to decrease the number of MILPs solved
in OA2 algorithm. Since, OA2 eliminates the NLP iterations, the best assignment
for chosen facilities is not found. Hence the same facility set may appear in an
optimal solution of subsequent MILPs. In order to avoid this, after a facility
set is optimal for the second time, OA3 solves the NLP problem for the facility
set. OA3 algorithm seems to perform better than OA2 algorithm. However as
the results are interpreted, apparently OA3 performs very close to OA2 for our
instances. The reason is that in most of our instances same facility set is never
optimal for another MILP or if it is, the solution is optimal for the problem. In
the former case no NLP is solved and OA3 performs exactly the same with OA2,
in the latter case only one NLP is solved in addition to the MILPs which are
same as OA2 MILPs. Furthermore in some cases there are more than one NLPs
solved but they either increase the total number of iterations or cost too much.
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Figure 4.12: Comparison of OA2 and OA3 performances for n=40
The comparison between the OA2 and OA3 algorithms for n=40 is represented
in Figure 4.12. The horizontal line correspond to the instances as described in
Section 4.2.1 and the vertical line shows the ratio between the running time of
OA3 and OA2.
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Iteration OA2 OA1
MILP time MILP time NLP time
1 1,618 1,342 8,783
2 1,999 1,584 1,435
3 1,928 1,219 1,061
4 3,532 3,221 1,045
5 3,437 2,36 18,252
6 5,204 4,399 0,998
7 4,119 3,364 16,349
8 5,19 9,877 12,292
9 4,377 4,535 5,678
10 4,978 5,566 9,625
11 6,484 5,961 8,455
12 6,239 7,429 5,039
13 14,435 8,913 1,419
14 16,471 21,972 1,794
15 10,091 28,758 7,613
16 11,971 36,673 1,388
17 26,43 51,559 3,385
18 23,958 40,363 0,53
19 23,577 37,864 2,091
20 14,219 31,014 0,422









Table 4.10: Running time of iterations solved by OA1 and OA2 algorithms for
instance with parameters n = 80, A1, p=16
Chapter 5
Conclusion and Future Research
In this thesis, we define the generalized version of the p-median problem. This
problem defines the disutility of a client with two factors; the travel time and the
unwillingness of the client due to the congestion in the facility. With addition of
the disutility function, the problem becomes more realistic for the applications
with service time.
In order to solve this problem, three algorithms are proposed. Each one of
the algorithms is a different modification of the Outer Approximation Algorithm.
The proposed algorithms are implemented and tested for different instances. In
order to test the efficiency of the algorithms, we solved same instances with an off-
the-shelf solver, CPLEX12.1. The computational results show that, the proposed
algorithms are competitive with CPLEX12.1.
The solutions of the instances indicates that, CpMP problem assigns the
clients to facilities homogeneously. However as the p-median problem assigns each
client to the nearest facility, the total demand assigned to each facility varies a
lot.
Furthermore, the comparison of the algorithms shows that the performance of
the OA2 and OA3 algorithm decreases as the input size increases for this problem.
Therefore the OA1 algorithm is more efficient for most of the instances with large
63
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input sizes.
For the future studies, as the proposed algorithms are not problem dependent,
we may search for other problems to test the algorithms. As the results point
out that the OA1 algorithm is more efficient than the OA2 and OA3 algorithms
for large instances, we may try to find a problem that OA2 and OA3 performs
better than OA1.
Another extension for this study could be trying to improve the proposed
algorithms. As we discussed in Section 4.2.2.9, the running time of MILPs grow
enormously as the iteration number increases. Therefore removing cuts from
the MILP could be a solution to decrease the running time of MILPs. This
modification may change the efficiency of the algorithms. Hence OA2 and OA3
may perform better than OA1 algorithm.
Additionally a special improvement may be done for the OA3 algorithm. In
the proposed version of OA3, the NLP problem is solved if the same integer
solution is optimal for a second MILP. The OA3 algorithm may be improved by
changing the check condition to solve the NLP problem.
Lastly, the model could be improved and become further realistic. In CpMP
the effect of congestion in a facility is assumed to be the same for all customers
(i.e., fj(zj) is only facility dependent). However in real life this may not be the
case. An individual may have a personal problem with a facility or a personal
interest to a facility. By changing the definition of the disutility function, we may
incorporate this extension into the model.
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Appendix A
Computational Results
The computational results of our experiments are reported here. The meanings
of the column names in the tables are as follows.
• Interrupt - Shows if the algorithm is terminated by the user or not.
• Alg - Algorithm name.
• OA2/OA1 - Running Time of OA2 / Running Time of OA1
• OA3/OA1 - Running Time of OA3 / Running Time of OA1
• MILP Time - Total time spent to solve all MILPs.
• NLP Time - Total time spent to solve all NLPs.
• MILP Iter. - Number of MILP iterations.
68
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• NLP Iter. - Number of NLP iterations.
• Linear Part - Contribution of travel time to the objective function.
• Nonlinear Part - Contribution of congestion to the objective function.
• Ai* ∀i ∈ {1, . . . , 9} - A1 values scaled by 1.000.000.
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Instance CPLEX12.1 Proposed Algorithms
Running Time
A p Interrupt Gap RunningTime OA1 OA2 OA3
A1 1 0 0 0,19 4,63 2,67 2,87
A1 2 0 0 0,72 46,16 14,76 31,09
A1 4 0 0 10,25 12,20 10,00 9,94
A2 1 0 0 0,11 8,47 3,54 3,39
A2 2 0 0 0,73 36,49 11,40 13,84
A2 4 0 0 6,43 11,26 6,47 6,82
A3 1 0 0 0,11 8,78 3,23 3,53
A3 2 0 0 0,72 37,08 8,14 8,92
A3 4 0 0 3,42 16,97 12,42 12,95
A4 1 0 0 0,17 7,61 3,71 4,01
A4 2 0 0 0,28 4,60 1,86 2,22
A4 4 0 0 0,44 6,15 3,31 3,70
A5 1 0 0 0,19 6,71 4,06 4,28
A5 2 0 0 0,33 3,68 2,14 2,29
A5 4 0 0 0,37 5,66 2,47 2,50
A6 1 0 0 0,19 7,00 4,01 4,09
A6 2 0 0 0,31 6,14 3,08 3,66
A6 4 0 0 0,56 7,02 3,93 4,53
A7 1 0 0 0,09 3,99 2,51 2,96
A7 2 0 0 0,08 2,36 1,50 1,81
A7 4 0 0 0,09 3,74 2,31 2,45
A8 1 0 0 0,11 63,06 62,64 62,63
A8 2 0 0 0,09 1,36 0,84 1,05
A8 4 0 0 0,08 1,58 0,93 1,10
A9 1 0 0 0,11 4,51 3,96 4,07
A9 2 0 0 0,13 3,97 3,11 3,25
A9 4 0 0 0,17 2,47 1,79 2,25
Table A.1: Proposed Algorithms and CPLEX12.1 for n=20,  = 0.0001
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Instance CPLEX12.1 Proposed Algorithms
Running Time
A p Interrupt Gap RunningTime OA1 OA2 OA3
A1 2 0 0 15,18 70,01 120,15 122,80
A1 4 1 51,99 600 40,86 90,01 85,94
A1 8 1 52,05 600 37,66 50,22 52,79
A2 2 0 0 13,93 208,29 81,89 101,93
A2 4 1 42,67 600 47,83 60,51 64,37
A2 8 1 44,69 600 34,83 29,02 27,55
A3 2 0 0 13,92 239,65 68,25 106,71
A3 4 1 21,99 600 52,65 44,90 45,35
A3 8 1 35,53 600 27,36 24,01 25,05
A4 2 0 0 7,13 23,72 17,74 19,60
A4 4 0 0 37,07 21,11 21,21 23,85
A4 8 0 0 36,96 14,33 11,15 10,92
A5 2 0 0 6,58 54,98 20,31 19,01
A5 4 0 0 15,77 18,22 14,65 15,62
A5 8 0 0 58,98 10,40 6,80 7,62
A6 2 0 0 6,04 36,23 33,01 31,28
A6 4 0 0 38,45 29,15 23,55 27,00
A6 8 0 0 56,21 13,94 13,95 14,72
A7 2 0 0 1,2 9,05 8,76 7,57
A7 4 0 0 0,51 3,44 2,09 2,40
A7 8 0 0 0,1 4,21 2,16 2,29
A8 2 0 0 1,2 12,57 10,30 10,66
A8 4 0 0 0,53 3,40 2,08 2,53
A8 8 0 0 0,58 4,40 3,30 3,46
A9 2 0 0 1,11 8,13 7,68 7,02
A9 4 0 0 1,18 13,98 9,29 9,59
A9 8 0 0 0,62 4,28 2,60 3,03
Table A.2: Proposed Algorithms and CPLEX12.1 for n=40,  = 0.0001
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Instance CPLEX12.1 Proposed Algorithms
Running Time
A p Interrupt Gap RunningTime OA1 OA2 OA3
A1 3 1 74,01 600 103,98 519,02 522,28
A1 6 1 72,25 600 192,05 275,77 267,03
A1 12 1 61,85 600 204,99 368,92 376,55
A2 3 1 71,44 600 262,89 350,45 351,78
A2 6 1 69,17 600 193,36 223,90 215,06
A2 12 1 56,55 600 109,80 102,24 96,11
A3 3 1 67,7 600 180,75 275,30 265,90
A3 6 1 66,83 600 143,54 164,07 180,17
A3 12 1 52,37 600 120,33 83,22 74,57
A4 3 0 0 330,57 66,12 79,81 73,41
A4 6 1 16 600 42,19 47,39 44,54
A4 12 1 9,55 600 26,67 24,45 25,55
A5 3 0 0 186,69 84,12 94,38 89,92
A5 6 1 14,56 600 53,99 60,73 59,22
A5 12 1 8,17 600 25,42 24,20 23,88
A6 3 0 0 220,83 92,28 89,08 88,63
A6 6 1 13,48 600 50,43 61,59 62,60
A6 12 1 10,79 600 32,86 26,85 22,13
A7 3 0 0 4,48 10,14 6,95 7,48
A7 6 0 0 3,12 12,28 11,17 10,94
A7 12 0 0 0,94 9,23 5,28 5,22
A8 3 0 0 4,2 11,71 7,43 7,72
A8 6 0 0 6,41 27,96 15,27 16,78
A8 12 0 0 1,36 8,77 7,17 6,92
A9 3 0 0 8,7 44,56 39,74 40,29
A9 6 0 0 4,63 21,77 14,64 15,63
A9 12 0 0 2,53 14,69 11,97 12,03
Table A.3: Proposed Algorithms and CPLEX12.1 for n=60,  = 0.0001
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Instance CPLEX12.1 Proposed Algorithms
Running Time
A p Interrupt Gap RunningTime OA1 OA2 OA3
A1 4 1 81,71 1800 403,12 1474,06 1493,10
A1 8 1 75,11 1800 531,83 1195,15 1216,51
A1 16 1 64,18 1800 525,05 5255,74 2959,94
A2 4 1 79,71 1800 437,86 991,53 972,35
A2 8 1 72,18 1800 352,43 458,39 474,03
A2 16 1 58,29 1800 366,77 358,17 283,60
A3 4 1 77 1800 422,93 613,25 571,66
A3 8 1 68,58 1800 330,26 289,23 292,57
A3 16 1 54,25 1800 205,26 163,38 168,21
A4 4 1 30,33 1800 270,79 319,36 315,01
A4 8 1 24,13 1800 176,56 199,89 195,68
A4 16 1 15,55 1800 52,66 53,80 51,68
A5 4 1 28,65 1800 357,33 389,43 389,01
A5 8 1 21,94 1800 152,33 152,50 144,66
A5 16 1 17,08 1800 75,19 66,09 66,71
A6 4 1 24,9 1800 293,84 313,94 312,77
A6 8 1 23,67 1800 157,77 184,82 185,64
A6 16 1 17,46 1800 58,87 58,38 55,06
A7 4 0 0 19,06 47,04 35,58 35,97
A7 8 0 0 11,42 46,03 39,84 41,33
A7 16 0 0 3,53 19,38 11,91 14,73
A8 4 0 0 33,04 58,17 45,48 44,55
A8 8 0 0 14,31 28,43 15,69 15,54
A8 16 0 0 4,88 17,71 12,37 13,30
A9 4 0 0 16,35 45,70 38,06 40,19
A9 8 0 0 16,43 51,95 36,20 39,99
A9 16 0 0 10,23 13,87 8,34 8,28
Table A.4: Proposed Algorithms and CPLEX12.1 for n=80,  = 0.0001
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