A graph G of order nv where n ≥ 2 and v ≥ 2 is said to be weakly (n, v)-clique-partitioned if its vertex set can be decomposed in a unique way into n vertex-disjoint v-cliques. It is strongly (n, v)-clique-partitioned if in addition, the only v-cliques of G are the n cliques in the decomposition. We determine the structure of such graphs which have the largest possible number of edges.
Introduction and Motivation
In this paper we introduce and solve a problem in extremal graph theory. This concerns what we call clique-partitioned graphs, and we consider two versions of the problem. The idea for this investigation came initially from a BBC TV quiz show "Only Connect". The premise of the quiz is that the teams are required to discover (often obscure) connections between clues. Our starting point is the final round of the quiz, where each team is presented with a 4 × 4 "wall" of clues which they are required to sort into 4 sets of 4. Each of the sets of clues is linked by a common attribute, but the difficulty is increased by the inclusion of "red herring" partial links between clues. There is only one way to decompose the 16 clues into 4 sets of 4, and the problem for the teams is to discover this unique solution by avoiding the distractions of the partial matches. We give a mathematically-themed example problem in Figure 1 .
At first sight there are a number of promising links. For example, 3.14, 22/7 and 355/113 look like approximations to π. But is this a correct group? If so, should we include 3 in it? What about π itself? A few moments spent looking at the grid will reveal other potential matches. For example 1 2 (1 + i √ 3), e iπ/13 and e 1+i √ 2 are complex numbers. But should we also include −i which is purely imaginary? The numbers 1, 3, 5 and 13 all appear in the Fibonacci sequence. However the crucial feature of the grid is that there is one and only one way to decompose the 16 entries into 4 groups of 4, such that each group of 4 has some obvious link. The solution to this problem is shown at Figure 2 .
We may model this situation by means of a graph. The vertices of the graph will be the 16 clues, and two vertices will have an edge between them whenever there is a plausible link between the corresponding clues. There are two versions of the problem. In the first version, there are exactly four 4-cliques in the graph and the problem is simply to find them. In the second (harder) version, there may be other 4-cliques in the graph (corresponding to sets of four clues with a plausible link between them). However, there must be only one way to decompose the vertex set of the graph into four of these cliques. 
Figure 1: An example quiz
However, our aim in this paper is not just to consider the specific case discussed above, but to deal with the more general problem of graphs which can be decomposed into a set of n cliques each of size v, where n ≥ 2 and v ≥ 2 are integers. We formulate the problem in the language of graph theory.
Definitions. Let n ≥ 2 and v ≥ 2. Let G be a graph of order nv.
Then G is weakly (n, v)-clique-partitioned if its vertex set can be decomposed in a unique way into n vertex-disjoint v-cliques.
G is strongly (n, v)-clique-partitioned if it is weakly clique-partitioned and in addition, the only v-cliques in G are the n cliques in the decomposition.
Question 1.
What is the largest possible number of edges in a strongly (n, v)-clique-partitioned graph?
Question 2. What is the largest possible number of edges in a weakly (n, v)-clique-partitioned graph?
For both questions we prove an upper bound on the largest possible number of edges in the graph, and construct graphs which attain the upper bounds. We also determine their automorphism groups. In the case of weakly (n, v)-clique-partitioned graphs, these graphs are shown to be unique and are a generalisation of a classical result of Hetyei [3] on graphs with a unique perfect matching. Strongly (n, v)-clique-partitioned graphs with the largest possible number of edges are unique for the values n = 2 and v = 2 or 3, and we give enumeration results for some other values of (n, v). Other links to extremal graph theory are also discussed.
First, in Section 2 we deal with strongly clique-partitioned graphs, and then in Section 3 with weakly clique-partitioned graphs. We begin with a lemma which gives an upper bound on the number of edges in a strongly clique-partitioned graph.
Lemma 2.1. Let n ≥ 2 and v ≥ 2. Let G be a strongly (n, v)-clique-partitioned graph. Then the number of edges in G is at most
Proof. The graph G contains n vertex-disjoint v-cliques which contain in total n v 2 edges.
Let u be an arbitrary vertex of G. The number of edges from u to any v-clique not containing u is at most v − 2; otherwise we could form a new v-clique, contrary to the strongly cliquepartitioned property (See Figure 3) . So each of the nv vertices in G can be joined by at most v − 2 edges to each of the n − 1 cliques not containing that vertex. Thus the maximum possible total number of edges in G is
We shall say that a strongly (n, v)-clique-partitioned graph attaining this bound is maximal. It The vertex set of Γ(n, v) is the set
The adjacency rule is:
The construction is illustrated in Figure 4 for the case n = 4, v = 4. In Figure 4 (a) the v-cliques are formed by the first line of the adjacency rules. In Figure 4 (b) we add the neighbours of vertex (0, 0) in clique 1 using the second and third lines. In Figure 4 (c) we add the neighbours in clique 1 of the remaining vertices in clique 0. In Figure 4 (d) we add the neighbours of vertex (0, 0) in cliques 2 and 3, and in Figure 4 (e) we do the same for the remaining vertices in clique 0. Finally in Figure 4 (f) we complete the graph by adding the edges between cliques 1 and 2; cliques 1 and 3; and cliques 2 and 3.
Our aim is to show that the above graph is strongly (n, v)-clique-partitioned. We begin with a lemma which is a simple consequence of the adjacency relations in Γ(n, v). Proof. Let C be a v-clique in Γ(n, v). Then from Lemma 2.2, the vertices of C are
We proceed iteratively. Choose x such that i x = min{i j : 0 ≤ j ≤ v − 1}. Now consider the vertices (i x , x) and (i x+1 , x + 1). By the adjacency relations in Γ(n, v) it follows that i x = i x+1 .
Next consider the vertices (i x+1 , x + 1) = (i x , x + 1) and (i x+2 , x + 2). Again by the adjacency relations in Γ(n, v) it follows that i x = i x+2 .
The argument can now be repeated to get that all i j , j = 0, 1, . . . , v − 1 are equal, which means that C is one of the v-cliques into which the graph Γ(n, v) can be strongly clique-partitioned.
The algebraic construction of these graphs allows us to deduce some structural information about them. The graphs Γ(n, v) are clearly regular, of order nv and degree (v − 1) + (n − 1)(v − 2) = n(v − 2) + 1, as are any strongly (n, v)-clique-partitioned graphs meeting the upper bound of Lemma 2.1. In fact it turns out that the graphs Γ(n, v) are Cayley graphs of a cyclic group, and hence vertex-transitive.
Recall that a Cayley graph Cay(G, S) of a group G and inverse-closed subset S ⊆ (G \ {1}) has as vertex set the elements of G, and has edges from g to gs for every g ∈ G and s ∈ S. By a well-known result of Sabidussi [7] , a graph is a Cayley graph if and only if it admits a subgroup of automorphisms acting regularly on its vertex set. This regular subgroup is then isomorphic to the group G. A Cayley graph of a cyclic group is often called a circulant graph.
For identification purposes, in the following discussion a vertex u = (a, b) of Γ(n, v) will be said to be in clique number a and have vertex number b.
is a Cayley graph of the cyclic group of order nv.
Proof. It suffices to exhibit an automorphism of Γ(n, v) of order nv. Let σ be the cyclic permutation of the vertices of Γ(n, v) defined as follows.
Clearly σ has order nv, and maps the vertices of clique i onto those of clique i + 1 (mod n) for all i = 0, . . . , n − 1. It remains to show that σ preserves the edges between vertices in different cliques.
Let u = (a, b) be a vertex of Γ(n, v) and let X(u) be the set of non-neighbours of u in different cliques. Let u σ and X(u) σ represent the images of u and X(u) respectively under σ. To show that σ is an automorphism we must show that X(u σ ) = X(u) σ for all u.
Under the permutation σ, these sets are mapped to:
So if a = n − 1 we have:
If a = n − 1 the expression simplifies to:
We now compute X(u σ ) and show that it is equal to the above expression.
. We consider first cliques numbered 0 to a. The neighbours of u σ in clique i within this range are
So in all cases, X(u σ ) = X(u) σ and so σ is an automorphism of Γ(n, v) of order nv. Thus σ is a group of automorphisms acting regularly on the vertex set of Γ(n, v), isomorphic to the cyclic group of order nv as required.
Since Γ(n, v) is a circulant graph of order nv, its automorphism group must contain a subgroup isomorphic to the dihedral group of order 2nv. In fact our next result shows that if v ≥ 3, this is the full automorphism group.
Proof. If v = 2, then Γ(n, v) consists of a set of n vertex-disjoint edges, and the result follows immediately.
So suppose v ≥ 3. Since Γ(n, v) is vertex-transitive, we need only show that the stabiliser of an arbitrary vertex has order 2. So consider the stabiliser S of vertex (0, 0). Its non-neighbours in all other cliques are fixed setwise:
Consider an automorphism φ ∈ S. We denote the image of a vertex (i, j) under φ by (i, j) φ . Clearly (0, 1) φ = (0, j) for some j > 0, since any automorphism must preserve the cliques. In addition, the non-neighbours
There are now two cases to consider.
. Then the vertex (0, 1) is also fixed by φ since it is the only other non-neighbour of (i ′ , 1) in clique 0. Similarly, (i, 2) φ is then (i ′ , 2) so (0, 2) is fixed. Iteratively, we find that clique 0 is fixed pointwise by φ, and each (i, j) is mapped to (i ′ , j), 0 ≤ j ≤ v − 1. Now because (i, 0) has non-neighbours (i ′ , 0) and (i ′ , 1) if i < i ′ , and (i ′ , 0) and (i ′ , v − 1) if i > i ′ , the relative ordering of cliques 1, . . . , v − 1 is preserved by φ. This can only happen if the numbering of the cliques is fixed by φ, and hence φ is the trivial automorphism.
, the argument of Case 1 shows that this happens for all i. Further, for all i > 0 we have (i, 1) φ = (i ′ , 0) and by following the adjacency rules we find that
and so on. In clique 0, we must have (0, 1) φ = (0, v − 1), (0, 2) φ = (0, v −2) and so on. In this case the relative order of the cliques other than 0 is reversed by φ, so that clique 1 is mapped to clique n − 1 and so on. So as in Case 1, there is only one possibility for φ in this case.
Thus S has order 2, and so the full automorphism group Aut(Γ(n, v)) has order 2nv and hence is isomorphic to the dihedral group D 2nv .
We now deal with some specific cases, beginning with n = 2. Proof. Let G be a strongly (2, v)-clique-partitioned graph attaining the upper bound. Then by Lemma 2.1, G has v(v − 1) + v(v − 2) edges and consists of two vertex-disjoint complete graphs K v joined by v(v − 2) edges. It is therefore the complete graph K 2v from which 2v edges have been removed. Further, each vertex of the graph G has valency (v − 1) + (v − 2) = 2v − 3 and hence the 2v edges which have been removed are a union of cycles. However, if there is more than a single cycle, then it is clear that the graph would contain a further v-clique, contrary to the definition of being strongly clique-partitioned. Hence the edges removed must be a Hamiltonian cycle.
The case v = 2 can also be solved completely.
Theorem 2.7. The graph Γ(n, 2) is the unique maximal strongly (n, 2)-clique-partitioned graph, and consists of n vertex-disjoint edges.
Proof. From Lemma 2.1, a graph attaining the bound has n edges. Since the graph must contain 2n vertices, the result follows immediately.
Next we deal with the case v = 3. First we need the following definitions and lemma.
Definitions. A tournament is a digraph in which every pair of distinct vertices is joined by precisely one arc. Equivalently, a tournament is a complete graph in which every edge has a specified orientation. A tournament is acyclic if it contains no directed cycles.
It is clear that if a tournament is not acyclic then it must contain a directed 3-cycle. Suppose that a tournament contains a directed m-cycle, (a 1 , a 2 , . . . , a m ) where m ≥ 4. If the tournament contains the arc (a 3 , a 1 ) then it contains a directed 3-cycle. Otherwise it contains the arc (a 1 , a 3 ) and so contains a directed (m − 1)-cycle, (a 1 , a 3 , . . . , a m ). Repeating this argument, we see that the tournament contains a directed 3-cycle.
The following lemma is well-known, see for example [1, Theorem 7.13].
Lemma 2.8. For every n ≥ 2, there exists an acyclic tournament on n vertices which is unique up to isomorphism.
We are now in a position to prove the next theorem.
Theorem 2.9. The graph Γ(n, 3) is the unique maximal strongly (n, 3)-clique-partitioned graph.
Proof. Let G be a strongly (n, 3)-clique-partitioned graph attaining the bound. We take the vertex set of G to be the set {(i, j) : 1 ≤ i ≤ n − 1, 0 ≤ j ≤ 2} where the cliques are defined by the adjacencies (i, j) ∼ (i, k) for all i = 0, 1, . . . , n − 1 and j, k = 0, 1, 2, j = k. From Lemma 2.1, each vertex is also joined by one edge to each of the n − 1 cliques not containing that vertex. So, without loss of generality, we can assume additional adjacencies (0, j) ∼ (i, j + 2) for all i = 1, 2, . . . , n − 1 and j = 0, 1, 2.
When n = 2, there are no further adjacencies and the graph is Γ (2, 3) , the triangular prism. 
Note that possibility (b) can be written as (k, j) ∼ (i, j +2), j = 0, 1, 2. We denote possibility (a) by i → k and possibility (b) by k → i. So up to isomorphism, there are two cases to consider:
(i) 1 → 2, 2 → 3, 1 → 3, and (ii) 1 → 2, 2 → 3, 3 → 1 (which is a directed 3-cycle). Case (i) gives the graph Γ(4, 3) but case (ii) introduces further cliques, for example the vertices (1, 0), (2, 2) and (3, 1). Now let n ≥ 5. There are further adjacencies between clique i and clique k, 1 ≤ i < k ≤ n−1 and, following the same procedure as for the case n = 4, these can be determined by a tournament on the vertex set {i : 1 ≤ i ≤ n − 1}. However, in order not to introduce further cliques, the tournament must not contain a directed 3-cycle, i.e. it must be acyclic.
Thus from Lemma 2.2, a strongly (n, 3)-clique-partitioned graph (n ≥ 5) attaining the upper bound of Lemma 2.1 is unique and is the graph Γ(n, 3).
The next case to consider is n = 3 and v = 4. We have the following result. Proof. Let the vertex set of a maximal strongly (3, 4)-clique-partitioned graph be the set {(i, j) : 0 ≤ i ≤ 2, 0 ≤ j ≤ 3} where the cliques are defined by the adjacencies (i, j) ∼ (i, ℓ), 0 ≤ i ≤ 2, 0 ≤ j < ℓ ≤ 3. In order to simplify the notation we will now denote vertices (0, j), (1, j) and (2, j) by Aj, Bj and Cj respectively. Ignoring the vertices Cj and the edges incident with these vertices, the reduced graph is strongly (2, 4)-clique-partitioned and is therefore the graph Γ(2, 4).
From Theorem 2.6, the missing edges between any two cliques form an 8-cycle, and therefore the edges joining the vertices Aj and Bj also form an 8-cycle. Without loss of generality, we can assume it to be (A0, B2, A3, B1, A2, B0, A1, B3). Then, also without loss of generality, the edges joining the vertices Aj and Cj form one of the following 8-cycles.
(I) (A0, C2, A3, C1, A2, C0, A1, C3), (II) (A0, C2, A2, C1, A1, C0, A3, C3), (III) (A0, C2, A2, C1, A3, C0, A1, C3).
However, cases (II) and (III) are isomorphic under the permutation (A1 A3)(B0 B1)(B2 B3).
Thus there are only the two cases (I) and (II) to consider. It remains to determine the edges joining the vertices Bj and Cj, which again must form an 8-cycle. However, the graphs obtained from possibilities (i) and (ii), (iii) and (iv), (v) and (vi) are isomorphic under the permutation (B0 C0)(B1 C1)(B2 C2)(B3 C3). Further, possibilities (i) and (vi) are isomorphic under the permutation (A0 A1 A2 A3)(B0 B1 B2 B3)(C0 C1 C2 C3). This leaves just two possibilities, (i) and (iv), the latter of which gives rise to the graph Γ(3, 4).
Consider first case (I). It is not possible that
To show that the two strongly (3, 4)-clique-partitioned graphs obtained from these two possibilities are non-isomorphic, we calculate an appropriate invariant. Because of the structure of the graphs, it suffices to work with the 6-regular graphs determined by the edges of the three 8-cycles between the A, B and C vertices in both possibility (i) and possibility (iv). In the latter case the graph is antipodal; every pair of vertices is distance 1 or distance 2 apart, with the exception of the pairs {A0, A2}, {A1, A3}, {B0, B2}, {B1, B3}, {C0, C2}, {C1, C3}, which are distance 3 apart. In the graph obtained from possibility (i), only the pairs {A0, A2}, {A1, A3}, {B2, C0}, {B3, C1} are distance 3 apart.
Cycle
Clique formed (i) (B0, C3, B1, C1, B2, C0, B3, C2) (ii) (B0, C3, B1, C1, B2, C2, B3, C0) {A0, B2, B3, C2} (iii) (B0, C0, B1, C1, B2, C2, B3, C3) {A0, B2, B3, C2} (iv) (B0, C2, B1, C1, B2, C0, B3, C3) {A2, B0, B1, C2} (v) (B0, C3, B1, C0, B2, C1, B3, C2) {A3, B1, B2, C0} (vi) (B0, C3, B1, C2, B2, C1, B3, C0) {A1, B0, B3, C0} (vii) (B0, C0, B1, C2, B2, C1, B3, C3) (viii) (B0, C2, B1, C0, B2, C1, B3, C3) {A2, B0, B1, C2}
(ix) (B0, C3, B1, C1, B3, C0, B2, C2) {A1, B3, C0, C1} (x) (B0, C3, B1, C1, B3, C2, B2, C0) {A0, B2, B3, C2} (xi) (B0, C3, B1, C0, B3, C1, B2, C2) {A1, B3, C0, C1} (xii) (B0, C3, B1, C2, B3, C1, B2, C0) (xiii) (B0, C0, B1, C3, B3, C1, B2, C2) {A3, B1, C0, C3} (xiv) (B0, C2, B1, C3, B3, C1, B2, C0) {A2, B0, B1, C2} (xv) (B0, C0, B2, C1, B1, C3, B3, C2) {A0, B3, C2, C3} (xvi) (B0, C2, B2, C1, B1, C3, B3, C0) {A1, B0, B3, C0} (xvii) (B0, C0, B2, C1, B1, C2, B3, C3) {A0, B3, C2, C3} (xviii) (B0, C2, B2, C1, B1, C0, B3, C3) (xix) (B0, C0, B2, C2, B1, C1, B3, C3) {A2, B1, C1, C2} (xx) (B0, C2, B2, C0, B1, C1, B3, C3) {A3, B1, B2, C0} Alternatively we can use a computer package [2, 8] to determine the automorphism groups of the two strongly (3, 4)-clique-partitioned graphs obtained from the two possibilities. For possibility (i), the automorphism group is a Klein 4-group generated by the permutations (A1 A3)(B0 B1)(B2 B3)(C0 C1)(C2 C3) and (A0 A2)(B0 C3)(B1 C2)(B2 C1)(B3 C0); and for possibility (iv) it is the dihedral group of order 24, in agreement with Proposition 2.5.
Next consider case (II). It is not possible that B2 ∼ C3 since a 4-clique {A0, A3, B2, C3} would be created; nor that B0 ∼ C1 since a 4-clique {A1, A2, B0, C1} would be created. This reduces the number of possibilities for the 8-cycle on the vertices Bj and Cj to 20; 16 of which can also be eliminated because further 4-cliques are formed. In Table 1 we give a list of these possibilities, together with any cliques which occur.
We find that the graphs obtained from case (II), possibilities (i), (vii), (xii) and (xviii) are isomorphic to the graph obtained from case (I), possibility (i) by the following permutations.
Possibility Permutation (i) (A0 B1)(A1 B0)(A2 B3)(A3 B2)(C0 C2 C1) (vii) (A0 B1 C1)(A1 B0 C3 A2 B3 C0)(A3 B2 C2) (xii) (A0 C0 B3 A1 C1 B1)(A2 C2 B0)(A3 C3 B2) (xviii) (A0 C0 A2 C2 A3 C3 A1 C1)(B0 B2 B3 B1)
We come to the case n = 4 and v = 4, the original problem. An exhaustive consideration of the many cases along the lines of the proof of Theorem 2.10 is infeasible. However, by computer search we are able to enumerate the non-isomorphic graphs; there are in fact six of them. In Table 2 we show these graphs by specifying the 8-cycles of edges between cliques in the form above. Graph 1 in the table is Γ(4, 4), illustrated in Figure 7 . In this form it is easy to see that Γ(4, 4) is a circulant graph, as shown in Proposition 2.4. We may view it as a Cayley graph of Z 16 with connection set {±1, ±3, ±4, ±6, 8}. The four 4-cliques arise from the elements {±4, 8}, and the edges between cliques from the other elements in the connection set. For v = 4 and n ≥ 5, the enumeration becomes increasingly challenging. At n = 5 the computer search yields exactly 24 graphs; at n = 6 there are at least 129, and at n = 7 at least 828.
Graph Connections between cliques
Automorphism group 1 (A0, B2, A3, B1, A2, B0, A1, B3) D 32 (A0, C2, A3, C1, A2, C0, A1, C3) (B0, C2, B3, C1, B2, C0, B1, C3) (A0, D2, A3, D1, A2, D0, A1, D3) (B0, D2, B3, D1, B2, D0, B1, D3) (C0, D2, C3, D1, C2, D0, C1, D3) 2 (A0, B2, A3, B1, A2, B0, A1, B3) C2, A3 , C1, A2, C0, A1, C3) (B0, C2, B3, C1, B2, C0, B1, C3) (A0, D0, A1, D3, A3, D2, A2, D1) (B0, D0, B1, D3, B3, D2, B2, D1) (C0, D0, C1, D3, C3, D2, C2, D1) 5 (A0, B2, A3, B1, A2, B0, A1, B3) Z 2 (A0, C2, A3, C1, A2, C0, A1, C3) (B0, C1, B2, C3, B1, C0, B3, C2) (A0, D2, A3, D1, A2, D0, A1, D3) (B0, D1, B2, D3, B1, D0, B3, D2) (C0, D1, C2, D0, C3, D2, C1, D3) 6 (A0, B2, A3, B1, A2, B0, A1, B3) Z 2 × Z 2 (A0, C2, A3, C1, A2, C0, A1, C3) (B0, C1, B2, C3, B1, C0, B3, C2) (A0, D0, A1, D3, A3, D2, A2, D1) (B0, D0, B1, D1, B2, D3, B3, D2) (C0, D0, C1, D1, C2, D3, C3, D2) 
Weakly clique-partitioned graphs
To answer Question 2, we again derive a simple upper bound based on counting edges. Recall that in this version of the problem, we allow the possibility of additional v-cliques in our graph but require that the decomposition into n vertex-disjoint v-cliques be unique.
Lemma 3.1. Let n ≥ 2 and v ≥ 2. Let G be a weakly (n, v)-clique-partitioned graph. Then the number of edges in G is at most
Proof. To get an upper bound on the number of edges in G, we find a lower bound on the number of edges we must remove from a complete graph to make the weakly clique-partitioned property hold.
We know G has nv vertices and can be partitioned into n vertex-disjoint v-cliques. Let N be the number of edges removed from the complete graph K nv to obtain G.
Since there are n(n − 1)/2 pairs of cliques in the decomposition of G, if N < n(n − 1)v/2 then there must exist some pair X, Y of v-cliques in the decomposition which have fewer than v edges missing between them. So there is some x ∈ X connected to every vertex of Y , and some y ∈ Y connected to every vertex of X.
This leads to a v-clique decomposition of G including new cliques (X \ {x}) ∪ {y} and (Y \ {y}) ∪ {x}, contrary to the uniqueness of the decomposition of G. So N ≥ n(n − 1)v/2 and so an upper bound for the number of edges in G is
Again we will call a weakly clique-partitioned graph attaining this bound maximal. To show that maximal graphs exist, we define a new graph Γ ′ (n, v) with the same vertex set as before:
To define the edges of Γ ′ (n, v), we begin with the complete graph on this vertex set and remove all edges joining (i, 0) to (k, ℓ) for all i = 0, 1, . . . , n − 2, all k = i + 1, . . . , n − 1 and all ℓ = 0, 1, . . . , v − 1.
The number of edges removed from Γ ′ (n, v) is (n − 1)v + (n − 2)v + · · · + v = n(n − 1)v/2 and so the graph attains the bound of Lemma 3.1.
Notice that any two vertices with the same first coordinate remain adjacent in Γ ′ (n, v), so each set of v vertices of the form (i, j) for fixed i forms a v-clique, which we number i.
This construction is illustrated in Figure 8 for the case n = 4, v = 4. In Figure 8 (a) we remove all edges from vertex (0, 0) to vertices in cliques 1, 2, 3. In Figure 8 (b) we remove all edges from vertex (1, 0) to vertices in cliques 2, 3 and in Figure 8 (c) we remove all edges from vertex (2, 0) to vertices in clique 3. Proof. We proceed iteratively. Vertex (0, 0) is not adjacent to any vertex not in clique number 0, so any v-clique decomposition must include clique 0. This argument can be repeated for each numbered v-clique, and so there is a unique decomposition of Γ ′ (n, v) into n v-cliques as required.
In contrast with the strongly clique-partitioned case in Section 2, it turns out that these graphs are the unique weakly clique-partitioned graphs attaining the upper bound. In the case v = 2, weakly clique-partitioned graphs are precisely those which admit a unique perfect matching. The structure of edge-maximal graphs in this class was deduced by Hetyei [3] ; see also [5, Corollary 1.6] . By Hetyei's results, the graphs Γ ′ (n, 2) are the unique maximal weakly clique-partitioned graphs.
Our aim now is to extend this uniqueness result to all v ≥ 2 and all n ≥ 2. We begin with the case n = 2. Thus there is one vertex in X not adjacent to any vertex in Y , and this accounts for all v missing edges between X and Y . Thus G is isomorphic to Γ ′ (2, v).
It is immediate that if G is a weakly (n, v)-clique-partitioned graph, then any m of the n vcliques in the unique decomposition of G (1 ≤ m ≤ n) induce a weakly (m, v)-clique-partitioned subgraph of G. The above discussion then shows that if X and Y are two of the v-cliques in a maximal graph, then exactly one of the following situations must occur.
(a) There is a vertex x ∈ X not adjacent to any vertex in Y ; or (b) There is a vertex y ∈ Y not adjacent to any vertex in X. In the first situation we write X → Y ; otherwise Y → X. Where necessary, we will indicate the distinguished vertex not adjacent to the other clique by the notation X (x) → Y or Y (y) → X as appropriate. Our first result towards the extension to n ≥ 3 shows that in fact these distinguished vertices must be unique within a clique. Proof. If Z → X, then the sets {x 1 , z 2 , . . . , z v }, {y 1 , x 2 , . . . , x v } and {z 1 , y 2 , . . . , y v } form a v-clique decomposition of G.
We are now ready to state the uniqueness result. Theorem 3.6. Let n ≥ 2 and let v ≥ 2. Let G be a maximal weakly (n, v)-clique-partitioned graph. Then G is isomorphic to the graph Γ ′ (n, v).
Proof. The result follows from Theorem 3.3, Lemmas 3.4 and 3.5 and uniqueness of the acyclic tournament (Lemma 2.8).
The graphs Γ ′ (n, v) are of course far from regular. However, their structure is sufficiently tightly defined to be able to compute their automorphism group.
Proof. If X 1 , X 2 , . . . , X n are the n v-cliques in the composition of Γ ′ (n, v), then by a suitable labelling they form a chain X 1 → X 2 → · · · → X n . The distinguished vertices in X i , 1 ≤ i ≤ n − 1 have valency i(v − 1). Non-distinguished vertices in X i , 1 ≤ i ≤ n − 1 have valency i(v − 1) + (n − i)v = nv − i. Any automorphism must clearly preserve the unique clique decomposition, but no cliques can be exchanged since the distinguished vertices all have different valency. The distinguished vertices are fixed by any automorphism, but the non-distinguished vertices within any clique may be permuted freely. Clique X n has no distinguished vertex. The result follows.
Further links to extremal graph theory
Recall the following which is well-known. An n-vertex graph which does not contain any (r + 1)-vertex clique may be constructed by partitioning the set of vertices into r parts of equal or nearly equal size, and connecting two vertices by an edge whenever they belong to different parts. This is the Turán graph T (n, r). By "nearly equal size" is meant that the cardinality of any two parts differs by at most one. This graph has the largest number of edges among all K r+1 -free n-vertex graphs [9, 10] . Putting r = v and replacing n by nv, the graph T (nv, v) is regular of valency n(v − 1) and has n 2 v(v − 1)/2 edges. This is precisely the same number of edges as Γ ′ (n, v), the unique maximal weakly (n, v)-clique-partitioned graph on this parameter set. As observed in the previous section, the graphs Γ ′ (n, v) are not regular and arise in a different manner to the graphs T (nv, v). But it is not without some interest that there exist two distinct families of unique graphs on the same number of vertices with completely different properties.
Probably of more interest though in this context are maximal strongly (n, v)-clique-partitioned graphs. Clearly these graphs contain no (v+1)-clique. Let G be a maximal strongly (n, v)-cliquepartitioned graph and denote the number of edges by |G|. Finally, we note the relationship between our questions and colouring problems. It is immediate that the complement of a strongly (n, v)-clique-partitioned graph is a graph with chromatic number n, and with the property that any proper n-colouring decomposes the graph into a unique set of colour classes, each of size v. It is shown in [4, Theorem 3.3] that the circulant graph Cay(Z nv , {±1, ±2, . . . , ±(n − 1)}) is an edge-minimal uniquely n-colourable graph of order nv. Since by [4, Theorem 2.2] the colour classes of such a Cayley graph must be cosets of some subgroup of order v in Z nv , it follows that this circulant graph is unique. Therefore its complement is the unique maximal strongly (n, v)-clique partitioned circulant graph. Since by Proposition 2.4 our graph Γ(n, v) is a circulant graph, it is therefore isomorphic to the complement of the graph Cay(Z nv , {±1, ±2, . . . , ±(n − 1)}) from [4] .
