Abstract-The wireless physical-layer identification (WPLI) techniques utilize the unique features of the physical waveforms of wireless signals to identify and classify authorized devices. As the inherent physical-layer features are difficult to forge, WPLI is deemed as a promising technique for wireless security solutions. However, as of today, it still remains unclear whether the existing WPLI techniques can be applied under real-world requirements and constraints. In this paper, through both theoretical modeling and experiment validation, the reliability and the differentiability of the WPLI techniques are rigorously evaluated, especially under the constraints of the state-of-the-art wireless devices, real operation environments, as well as wireless protocols and regulations. In particular, a theoretical model is first established to systematically describe the complete procedure of the WPLI. More importantly, the proposed model is then implemented to thoroughly characterize the various WPLI techniques that utilize the spectrum features coming from the nonlinear RF front-end, under the influences from different transmitters, receivers, and wireless channels. Subsequently, the limitations of the existing WPLI techniques are revealed and evaluated in details using both the developed theoretical model and the in-lab experiments. The real-world requirements and constraints are characterized along each step in WPLI, including: 1) the signal processing at the transmitter (device to be identified); 2) the various physical-layer features that originate from circuits, antenna, and environments; 3) the signal propagation in various wireless channels; 4) the signal reception and processing at the receiver (the identifier); and 5) the fingerprint extraction and classification at the receiver.
. The logic procedure in wireless physical-layer identification.
I. INTRODUCTION

I
N WIRELESS communications, physical waveforms transmitted by any wireless device are inherently stamped with unique features in the physical layer of the communication, which can be utilized to identify impostors and classify authorized users. Such device identification solutions are defined as Wireless Physical-Layer Identification (WPLI) techniques [1] , which are meanwhile utilized in the area of Physical-layer Security [2] - [4] . While the conventional software-level device identifications (e.g., IP or MAC address) can be easily changed by malwares, the physical layer feature cannot be modified without significant effort. Therefore, the WPLI technique is deemed as a promising wireless security solution, if the physical layer features, or the so called "radio frequency fingerprints (RFFs)", are sufficiently reliable and distinguishable. The question is: are RFFs reliable and distinguishable in real and practical applications? Or more specifically, given state-of-art wireless devices and in real operation environments, can WPLI techniques reliably and uniquely identify/classify the authorized users and impostors? The objective of this paper is to answer the question.
To analyze the reliability and differentiability of RFFs, the origins of various RFFs need to be point out first. Fig. 1 illustrate the logic procedure of WPLI during the wireless communication between a transmitter (the device to be identified) and a receiver (the identifier). The RFFs can come from many points along that procedure. At the transmitter side, the RFFs are rooted in the hardware imperfections of the transmitter device [1] , which include clock jitter [5] , [6] , the DAC sampling error [7] , the mixer or local frequency synthesizer [8] , [9] , the power amplifier non-linearity [7] , [10] , [11] , device antenna [12] , modulator sub-circuit (if the analog modulation is used) [13] , among others. The RFF-stamped signals are then radiated by the transmitter antenna to the wireless channel, where another type of RFFs are added to the physical waveform, i.e., the unique multipath wireless link characteristics [2] , [14] . At the receiver (i.e., the identifier), the signals are received by the receiver antenna and processed through the analog circuits and digital processing units. Depends on their properties, different RFFs are extracted at (i) different parts of the signals, such as turn-on/off transient [9] , [15] , [16] , [17] ; data [5] , [12] , [18] , [19] , [20] , and clock [5] , [6] , and (ii) different domains, such as time [13] , frequency [12] , [15] , and wavelet domains [21] . Some works extract multiple features from different parts of signal to form a combined RFF. For instance, In [22] , carrier frequency difference, phase shift difference and second-order cyclostationary feature, amplitude of OFDM signal are exploited integratedly. Finally the extracted RFF is matched with the fingerprint database, which complete the physical-layer identification process.
According to the procedure of WPLI, the factors that can influence the reliability and differentiability of RFFs include: (i) the signal preparing procedure (e.g., modulation and shaping filter) at the transmitter before the RFF is added; (ii) the characteristics of the various hardware imperfections at the transmitter; (iii) the characteristics of the multipath wireless channel and the influence of the operation environments; (iv) the signal reception and processing procedure at the receiver; and (v) the fingerprint extraction and matching strategy at the receiver. Although the reported error rate of many existing WPLI solutions are impressive (single-digit % error rate), most existing works use oscilloscopes or spectrum analyzers as the identifier [5] , [12] , [15] , which has orders of magnitude higher sampling rate than real wireless receivers (e.g., smart phones or wireless sensors). In addition, most reported WPLI results are derived in open space with an ideal and fixed wireless channel [5] , [15] . Some works even just place the receiver right beside the transmitter [12] . In fact, practical wireless channel (especially the multipath channel, which is dominant in indoor and metropolitan environments) are highly dynamic and can dramatically distort the transmitted signals as well as the RFF. Moreover, most existing WPLI solutions require updating RFF database each time when the wireless users or obstructions move or the WPLI system is placed in a new environment. However, mobility is the fundamental requirement of most current wireless applications. It is highly impractical if the identifier has to rebuild the RFF database whenever the users move.
To address the concern on the reliability and differentiability of RFFs, the modeling and evaluation of the existing WPLI solutions under the influence of the above real-world limitations is of great importance. However, the research in this field is still very limited. There is still no clear answer on whether existing WPLI techniques can fulfill the above five criteria. In [7] and [10] , the RF-front-end-based RFF is modeled as nonlinear distortions at the transmitter. Then a hypothesis testbased theoretical model is provided to evaluate the identification accuracy. However, the impacts of receiver device and the wireless channel are not considered. Moreover, while the model provides simple and neat theoretical prediction, it cannot capture the effects of the complex procedures in signal processing procedure of the wireless communication and the fingerprint extraction/match. In [20] , the influence of the low-end wireless receiver is evaluated through experiments. However, this experiment-based work is limited to one type of devices in one channel, which lacks the universal insights. Similarly, in [15] , the stability of the identification accuracy is investigated by experiments in the wireless channel with varied distances and antenna polarizations. The specific-channel experiments also lack the applicability to other wireless environments.
Currently, to our best knowledge, there is no work that provides a systematic understanding and quantitatively evaluation of the whole WPLI procedure under the aforementioned real-world limitations. In this paper, through a comprehensive theoretical model and a series of experiments, we rigorously evaluate the reliability and differentiability of WPLI techniques according to the aforementioned five criteria. First, we develop a WPLI model that provides a systematic and mathematic description of the whole WPLI procedure. More importantly, we then implement the developed model in various WPLI systems that use the spectrum domain RFF due to the non-linear RF front-end. The performance and limitations of that WPLI system is quantitatively evaluated according to our five criteria in different settings of receiver device, wireless channel, and communication protocol. We select the spectrum domain RFF from non-linear RF front-end as the study case because it has relatively low requirement of the receiver hardware while gives very good reported performance. The influence of real-world requirements and constraints are analyzed along each step in the inter-coupled WPLI and wireless communications. We conduct in-lab experiments to validate the developed model and our findings using the off-the-shelf wireless devices. We use the MicaZ sensors as the transmitter (device to be identified) and USRP as the receiver (identifier), which are deployed in several specially designed indoor multipath fading channels. The influence of multiple factors on WPLI also are tested.
The reminder of this paper is organized as follows. The theoretical model is developed to characterize the complete WPLI procedure in Section II. This section provides general but rigorous theoretical modeling of the whole WPLI procedure, including four major segments: the signal processing and RFF stamping at the transmitter, the signal propagation along wireless channels, the signal reception and feature extraction at the receiver, and the final identification and classification. Then, in Section III, the limitations of WPLI are analyzed in details by implementing the theoretical model in various WPLI systems where the RFFs come from the RF-front-end non-linearity. The real-world requirements and constraints of the major segments modeled in previous section, are analyzed with specific application cases. Next, we further validate and discuss our findings by experiments in Section IV. The the influence of major factors emphasized in previous sections, are analyzed through a series of experiments. Finally, the paper is concluded in Section V. Moreover, the general mathematic notations used in this work are summarized in Table I at the end of this paper. II. THEORETICAL MODEL OF WPLI As the WPLI is closely coupled with wireless communications, the theoretical model of WPLI is also based on the wireless communication procedure, as shown in Fig. 2 . This section provide general but rigorous mathematical descriptions of the whole WPLI procedure.
A. Signal Processing and RFF Stamping at Transmitter
At beginning of the signal processing at the transmitter, the data source send binary bits sequence to the digital modulation block, where the sequential binary bits are first mapped to higher order and complex transmit symbols. We use m to index the sequence of the transmitted symbols so that each symbol is denoted as
, where x I m and x Q m are the in-phase and quadrature components, respectively. The duration of each symbol is determined by the expected data rate and the order of modulation scheme, which is denoted as T symbol . Ideally, T symbol should be a constant in one packet transmission. However, due to the clock-related hardware imperfection, the period/duration of each symbol can vary. As a result, the first possible RFF due to the hardware imperfection appears, which is regarded as a unique time domain feature and is defined as time interval error (TIE) [5] . We denote this feature as σ m TIE at the m th symbol. Hence, the real symbol duration of the m th symbol becomes T m = T + σ m TIE . After that the complex symbols x m is processed by the shaping filter h s (t, T m ), which gives the output b mod (x m , h s (t, T m )), where the formulation of the function b mod (·) is determined by the specific modulation scheme (we will discuss several examples in Section III). Then the digital signal moves to the digital-to-analog converter (DAC). It should be noted that b mod (x m , h s (t, T m )) is in fact a desecrate function as the digital shaping filter h s (t) only change value when the DAC generate new output. We consider that the DAC has a generation period T g , i.e., the DAC converts the value of b mod (x m , h s (t, T m )) to analog current every T g second. Then the input digital signal u[n] (indexed by n) at the DAC can be expressed as
where A is the amplitude coefficient. It should be noted that the clock-related hardware imperfection could also influence the DAC generation period T g . However, since T g is much smaller than T m (due to the high DAC sampling rate), the TIE in T g is much less significant and can be neglected. It is also worth mentioning that any specific wireless protocol (e.g., 802.11, 802.15, GSM/GPRS, etc.) defines particular modulation schemes and shaping filter, which prepare the transmitted signal with different bandwidth and power spectrum density (PSD). Those parameters can dramatically influence the significance of RFF and eventually affect the performance of WPLI. Detailed examples are discussed in Section III and IV. Ideally the DAC converts the baseband signal sequence u[n] to a time-continuous analog signal u(t). However, the real output signal y u (t) from practical DAC is combed with quantization error and integral nonlinearity (INL) [23] , which can be expressed as
where n is quantization noise, for M-bit DAC quantization with input signal dynamic range [−U, U ], the maximum quantization error δ = 2 −M U , INL is the integral nonlinearity that is also regarded as a unique feature rooted in hardware imperfection in [7] . After the DAC, the analog baseband signal is moved to passband by the mixer. Ideally the complex passband signal z(t) consists the in-phase component i (t)·cos(ω c t) and the quadrature component jq(t) · sin(ω c t), where ω c is the carrier angle frequency and i (t) = Re{y u (t)}, q(t) = I m{y u (t)}. However, in practical, the phase offset quadrature error occurs in this procedure due to the imperfection of transmitter's frequency synthesizers (local oscillators), which modifies z(t) to
where ζ is the quadrature error. In [8] and [9] the uniqueness of the mixer quadrature error is utilized as RFFs. Finally, the passband signals go through the TX front-end amplifier and filter to gain enough power for radiation. In this procedure, another important RFF is stamped, i.e., the nonlinearity of the front-end amplifier [24] , which is widely used in many recent WPLI techniques [7] , [10] , [11] , [24] . The output signal can be formulated as
where h PA (·,ã tx ) is nonlinear function of power amplifier at the transmitter (detailed examples are given in Section III); a tx is complex complex power-series, ⊗ stands for convolution computing; and h BP (t) is the bandpass filter function that is nearly ideal within the carrier bandwidth W c .
B. Signal Propagation Between TX and RX Antennas Along Wireless Channel
We consider the antennas as part of the wireless channel since both the antenna polarization and the multipath channel can be used as RFFs in WPLI. With the input signal w(t) given in (4), the intensity of the radiated EM waves by a polarized antenna is given by
where ρ h and ρ v are the direction unit vectors in the horizontal and vertical directions, respectively; F h t x (·) and F v t x (·) are the TX antenna projection functions that project the input signal w(t) to the horizontal and vertical polarization, respectively; φ h t x and φ t x are the polarization phases at both directions. In some specific wireless system, such as RFID using the spiral coil antenna, the imperfection of antenna hardware can also contribute to the RFF in WPLI [12] . Moreover, even for the simpler antennas that are widely used in contemporary wireless devices (e.g., dipole antennas and patch antennas), although the RFF does not come from antenna imperfection, the random direction of antenna can generate random polarization. Then the antenna polarization can either influence the RFFs due to other hardwares [15] or act as a new RFF (coupled with the multipath effect) [2] , [14] .
The radiated EM waves then propagate through the multipath wireless channel and finally reach the RX antenna at the receiver. As the RX antenna can be also polarized, the intensity of the EM waves at the RX antenna is also presented in both horizontal and vertical direction:
where we consider there are N p paths (including line-ofsight, reflected, diffracted, and refracted paths) connecting the transmitter and receiver; h h i and h V i are the path loss of the i th path with horizontal polarized waves and vertical polarized waves, respectively; τ i is the propagation delay of the i th path. It is obvious that the complex multipath wireless channel can arbitrarily change the amplitude, the delay, the phase of the EM waves at each single path. Consequently, the wireless channel can literally mask most, if not all, RFFs stamped at the transmitter. Hence, the channel effects on WPLI need special attention in the performance evaluation. In [1] and [15] , it has been proved that the WPLI accuracy decreases as the distance between the transmitter and receiver increases. It should be noted that the channels considered in [1] and [15] are still friendly, which is open space without significant multipath and obstructions. The practical wireless channel, especially in real indoor or metropolitan environments, could be much more hostile in keeping the RFFs from the transmitter. We will do case studies in various multipath channels in the following sections.
C. Signal Reception and Processing at Receiver
At the receiver, the RX antenna captures the EM waves (given in (6) ) and convert both the horizontal and vertical polarized components to the received signal:
where F h r x (·) −1 and F v r x (·) −1 are the RX antenna functions that capture the horizontal and vertical EM wave components, respectively; φ h r x and φ r x are the polarization phases of the RX antenna.
Similar as the transmitter, the received signal also need to pass through the RF front-end at the receiver:
where h PA (·,ã rx ) is nonlinear function of power amplifier at the receiver; and h BP (t) is the bandpass filter at the receiver, all similar to the case at the transmitter. Then the output signal from the RX front-end is convert to baseband by the receiver mixer with quadrature errors (i.e., carrier demodulation). The demodulation signal then goes through the low pass filter h LP (t) to eliminate the higher frequency components, which gives the results of
Note that the low pass filter at the receiver always have a strict cutoff to control the noise level. The gains of the passband and stop-band can significantly affect the extracted RFFs, especially the spectrum-domain RFFs. The low pass filter function h LP (t) can be modeled as
where A p and A s are the gains in the pass-band and stop-band, respectively. Finally, the received baseband signals x(t) are sampled by analog-to-digital converter (ADC) to obtain the digital signal sequences which are sent to the identification units to extract the fingerprints. The ADC output is expressed as
where n is random quantization noise, for M-bit ADC quantization and input dynamic range [−V, V ], the maximum quantization error is δ = 2 −M V . As discussed in Section I, most existing WPLI solutions utilize the high-end measurement equipment (e.g., oscilloscope and spectrum analyzer) as the receiver. The key difference between the real wireless receivers lies in the sampling rate. While the oscilloscope and spectrum analyzer can directly sample the passband (or the baseband) signal at sampling rate in the order of GHz, most practical wireless device can only sample the baseband signal at the MHz rate. Hence, in the following sections, we will quantitatively analyze the important influence of the receiver's sampling rate. It should be noted that the above signal reception and processing procedures are also subject to the influence of the hardware imperfections at the receiver's antenna, front end, mixer, and ADC. However, those hardware imperfections are known to the receiver (or the identifier). Hence, the deviation or errors introduced by those hardware imperfections at the receiver can be adjusted and corrected when RFF is extracted.
D. RFF Extraction, Identification, and Classification
At the identification unit of the receiver, the RFFs are extracted from the sampled digital signals (x[n] in (11)). The extracted feature can be expressed as
where N is the set of all sampled digital signals in this round of identification; Feature(·) is the feature extraction function. Depending on the properties of the RFF and the selected extraction strategy, the feature extraction function Feature(·) usually consists of domain change (e.g., Fourier transform, Wavelet transform, Hilbert transform, among others) and dimensionality reduction (e.g., linear discriminant analysis (LDA), principal component analysis (PCA), or simply picking us a certain parameter such as modulation errors and phase errors ). By now, the RFF S is obtained. The next step is to match the RFF with the reference fingerprint, S R to calculate the distance matching scores and make the classification or identification decisions. The performance of the classification/identification can be evaluated by the error probabilities, which can be theoretically calculated through hypothesis testing models.
1) Classification:
For N-users classification scenario, we adopt N-hypothesis testing techniques to apply to N genuine users with M N reference fingerprints in the database for each user [25] . The hypothesis H N is that the obtained signal is from the genuine user # N. Then the classification probability can be expressed by P(H i |H j ), i, j = 1, . . . , N, i = j , which is the probability that the RFF from genuine user # j is classified as the genuine user #i . Such probability can be derived based on the feature distance between the extracted testing feature vector S with the reference feature vector S R :
The testing feature vector S is matched with all the reference fingerprints and assigned to the identity with the smallest distance score. Then the classification error probability can be expressed as
where the formulation of the probability P(D i = min({D})|H j ) depends on the distribution of D i (S), which is discussed in detail in Section III. Then the average classification error rate can be derived:
2) Identification: Unlike the N-users classification, in the identification procedure, the distance scores between each authorized class is not the key metric. The whole network can be considered as a two-user hypothesis model [7] , [10] , [15] . H 1 is the hypothesis that the incoming testing fingerprint is from the genuine users while H 0 indicates that the testing fingerprint is from an unknown imposter. In another word, all the N genuine users that have reference fingerprints stored in database can be treated as a whole class. A decision threshold λ is set up based on the calculated feature distance in (29) . If the minimal distance score is larger than the threshold, the testing feature is identified as an imposter's fingerprint, i.e., H 0 , otherwise it is judged as from a genuine user H 1 , i.e., min({D})
To evaluate the accuracy of identification performance, several probability metrics can be applied [12] , [15] , including false accept rate (FAR) P(H 1 |H 0 ), false reject rate (FRR) P(H 0 |H 1 ), genuine accept rate (GAR) P(H 1 |H 1 ), and genuine reject rate (GRR) P(H 0 |H 0 ). Based on the decision rule given in (16), the above probabilities can be calculated in the same way as the classification case according to (13) and (14) . We don't further elaborate the similar formulas here. To generate a single probability metric in identification system, many work put the above error rates together in the Receiver Operating Characteristic (ROC) chart where the FRRs (or GARs) are plotted as a function of different FAR levels. The operating point in ROC, where FAR and FRR are equal, is referred to as the equal error rate (EER).
III. REAL-WORLD CONSTRAINS AND REQUIREMENTS:
ANALYSIS BY IMPLEMENTING THE WPLI MODEL
In this section, we implement the developed WPLI model in a promising and widely adopted WPLI technique [5] , [12] , [15] , [18] , i.e., the WPLI using frequency domain RFF that originates from the non-linearity of the TX front-end amplifier. We select the frequency domain RFF as the case to study after the general modeling, due to two reasons: (i) it's widely used by the state-of-the-art WPLI solutions; and (ii) it contains more information in various ways, which integrates amplitude, frequency, and phase all in a high dimensionality. In [5] , the classification results also proves it shows the best performance. We choose the nonlinearity due to RF front-end, because it's the most significant and dominant transmitter genuine effects, which can directly result in the spectral regrowth of transmitted signal, as the discussion in [10] , [11] and [26] . The real-world requirements and constraints of the key procedures in WPLI are analyzed according to this application case.
A. Modulation and Shaping Filter: Constraints of Communication Protocols and Regulation
Preparing the transmitted signal through modulation and shaping filter are the first steps in the WPLI procedure in Fig. 2 . In fact, the modulation and shaping filter are determined by the specific communication protocol to achieve the expected data rate and to keep the signal power staying within the assigned spectrum band (not interfere other wireless services). The RFF has to be stamped on the resulted signal. Hence, the regulated modulation and shaping filter become the first constraints on WPLI. As mentioned in (1), the function b mod (·) is determined by the specific modulation scheme and shaping filter. Here we implement two widely used modulation schemes: M-PSK and M-QAM. The modulation functions b mod (·) in (1) for M-PSK can be further expressed as
x m ∈ {±1, ±3, . . . , ±(M − 1)}; (17) where M is the modulation order. For M-QAM,
Similarly, we implement two widely used shaping filters, including the half-sine (HS) and root-raised-cosine (RRC) filters. The HS shaping is utilized in IEEE 802.15.4 protocols and the RRC is used in GSM cellular systems. The shaping filter function h s (t, T m ) in (1) can be further expressed as
where T m is the duration of the m th symbol and β is the rolloff factor of RRC shaping filter. After the implementing the specific modulation scheme and shaping filter, the output passband signal z(t) after the processing of the DAC and mixer along WPLI procedure in Fig. 2 can be analytically characterized. The power spectrum density (PSD) of z(t) using different modulation schemes and shaping filters can be numerically derived. We leave the conclusion of the influence of modulation scheme and shaping filter on RFFs to the next subsection where the RFF (i.e., the front-end non-linearity in this WPLI system) is added to the passband signal.
B. RF Front-End Non-Linearity:
Significance of Selected RFF According to Fig. 2 , the passband signal z(t) is amplified to gain enough radiation power at the RF front-end, where the RFF considered in this section is added to the signal. The RFF is due to the nonlinear distortion and regrowth of the spectrum at the transmitter RF front-end amplifier, which can be characterized by a complex power-series behavioral model [27] . The spectrum of output signal of the RF front-end can be modeled as
where S FE ( f ) is the output signal spectrum after the front-end; a tx = {ã n } is the set of the unique coefficients of the non-linear system;S (2n+1)(2m+1) ( f ) is the N th odd order autocorrelation spectrum of z(t); z(t) is the input passband signal; and 
Each non-linear RF front-end has a unique setã tx that constitutes the foundation of the RFF. In the theoretical modeling in this paper, we derive the coefficient setã tx by fitting the measured spectrum of the output signal of real wireless devices (MicaZ sensor nodes [28] and USRP software defined radio platform [29] ). Note that the antennas in MicaZ sensors and USRPs are simple vertical polarized antennas. Hence, they can be considered as ideal single polarized antennas without obvious imperfection. Now we can numerically check the significance of the selected RFF as well as the influence of modulation scheme and shaping filter. Fig. 3(a) -Fig. 3(d) show the PSDs of the transmitted wireless signal at the TX side with and without the RFF (front-end non-linearity), using different modulation schemes and shaping filters. The PSD without RFF is derived by our model with the ideal RF front-end. To derive the PSD with RFF, two non-linear system coefficient sets (ã tx ) are derived based on the measurements from two USRP transmitters, which have the carrier frequency f c = 2.48G H z (IEEE 802.15.4) and the fixed baseband data chip rate R b = 2Mbps. Fig. 3(a) shows the PSDs using OQPSK modulation and half-sine shaping filter. The PSDs with RFF are significantly different from the PSD without RFF. Moreover, the RFF-stamped PSDs of different devices also show obvious uniqueness, which confirms the effectiveness of the selected RFF (at least at the TX side before wireless channel). More importantly, we observe that RFF become more significant as the signal spectrum moves away from the carrier frequency. In another word, RFF is mainly added to the higher frequency segment of the baseband signal.
In Fig. 3(b) , the shaping filter is changed from half-sine to RRC. We can see that the half-sine shaping filter can result in a spectrum with more side lobes and larger bandwidth, while the RRC shaping filter strictly restrains the bandwidth and eliminates the leakage and harmonics of the side lobes. From the perspective of the communication regulation, RRC shaping filter definitely performs better in terms of eliminating the interference to other wireless service in the adjacent frequency band. However, since the RFF considered in this paper shows more uniqueness in the spectrum side lobes, the RRC also reduce the effectiveness of the RFF.
Similar effects are shown in different modulation schemes. Fig. 3(c) and Fig. 3(d) compare the PSDs using 8PSK and 16QAM modulation schemes. As the modulation order increases, the signal power is more restricted in the mail lobes and the RFF uniqueness is only observable in the small bandwidth of the main lobes. Besides the USRPs, we also take the non-linear system coefficient sets (ã tx ) from the measurements of two MicaZ sensors (OQPSK modulation and half-sine shaping filter), which show more obvious nonlinear distortions. In Fig. 3(e) , the PSDs of the two sensors are shown companying with the ideal signal without fingerprinting distortions. The results confirm that the RFFs due to non-linear front-end amplifier are more significant in the side lobes of the signal spectrum.
C. Wireless Multipath Channel: Impact of Practical Environments
As discussed in Section II-B, the complex multipath channel can dramatically change the effectiveness of RFFs from the transmitter. While the ray-tracing model given in (6) is very accurate, it lacks the theoretical insights and cannot be further abstracted. Hence, in this subsection, we utilize the widely used statistical multipath channel models, including the AWGN channel, Rayleigh channel, Rician channel, and Nakagami channel, to analyze the channel impacts. The Rayleigh model is frequently used to model multipath fading with no direct line-of-sight path. The Rician model is often used when there is one strong direct line-of-sight component and many random weaker components. The Nakagami-m model gives the best fit to land mobile and indoor-mobile multipath propagation. As the parameter m increases to infinite, the Nakagami-m channel converges to a AWGN channel. We consider the signal bandwidth is smaller than the channel coherent bandwidth [30] . As a result, the channel effects on spectrum fingerprints can be considered as a flat spectrum amplitude fading, which consists of a large scale path loss α pl and small scale multipath fading α ch [31] . Then the intensity of the EM waves at the RX antenna can be simplified as (22) where N AWGN is the channel background noise; the large scale path loss α pl in logarithm scale at distance d is given by
where α pl (d 0 ) is the path loss at the reference distance d 0 , η is the path loss exponent, X σ is a normal random variable. For the small scale channel effects, while the AWGN channel simply has the α ch = 1, the probability density function (PDF) of α ch in Rayleigh, Rican, and Nakagami-m channel are [30] :
where α is channel fading amplitude with mean-square =ᾱ 2 ; m is the Nakagami-m fading parameters which ranges from 1 2 to ∞; where n is the Nakagami-n fading parameter is related to the Rician K factor by K = n 2 ; I 0 (·) is the zeroth-order modified Bessel function of the first kind.
By applying the above channel effects on the PSDs of the radiated signal at the transmitter, Fig. 4(a) show how the signal PSD changes along a Rayleigh multipath channel. The red curve is the signal PSD at 0.1m away from the transmitter while the blue curve is the PSD 6m away from the transmitter. A very significant distortion can be observed due to the wireless channel effect. Fig. 4(b) shows the PSDs of the two MicaZ sensors 6m away from the transmitters. Compared with the PSD of the same sensors in Fig. 3(e) when the distance is 0m, we find that the side lobes of the PSDs (where the most identity information resides) are mostly ruined by channel effects. That is the reason why most WPLI systems need to update the identifiers' fingerprint database and threshold whenever the user moves or the channel condition changes. It also explains why the WPLI performance are poor over the multipath channel.
D. Sampling and FFT: Influence of Receiver Device
As modeled in Section II-C, the receiver captures/processes the wireless signal and finally derives the sampled digital signals {x[n]}. Since the WPLI technique considered in this section requires the frequency domain feature, the fast Fourier transform (FFT) is applied to the sampled digital signals, which is actually part of the feature extraction modeled in (12) . The output of the N FFT -points FFT transformation is:
where f s = 1/T s is the ADC sampling rate. The ADC sampling rate f s as well as the bandwidth of the LPF in (10) determine the bandwidth of the FFT spectrum. The FFT point number N FFT controls the frequency domain resolution. According to the FFT properties, N FFT ≥ L, where L is the length of the sampled signal. In most WPLI systems, N FFT is fixed to the length of the tested data (e.g., the signal preamble [18] ). The effects of different receiver sampling rates are illustrated in Fig. 5 , where the FFT spectrum from one of the MicaZ sensors in Fig. 4(b) are plotted with two different sampling rates. We observe that the higher sampling rate keeps more RFF identification information that mainly resides in the side lobes of the signal PSD. However, it should be also noted that the high sampling rate may also increase the noise band. If the SNR become very low in a long distance fading channel, the high sampling rate may not be a favorable option. Existing work keeps SNR high when the high-end measurement equipments are used. In the Fig. 6 , the FFT PSDs of the same signal with different FFT points are shown. It is clear that the higher FFT point number increases the frequency domain resolution. However, we don't find clear relationships between the higher FFT resolution with the better identification performance. Part of the reason is that we always keep N FFT larger than the length of sampled signal in time domain.
E. Error Rate in Classification & Identification: Final Metrics
Although the above analysis gives qualitative explanation on the real-world constraints and requirements of WPLI systems, the quantitative evaluation needs the error rates in classification or identification as the final metrics, which is theoretically derived in this subsection. Before calculating the error rates, the RFF needs to be extracted and compared with the reference RFFs.
1) Fingerprint Extraction:
As discussed at the beginning of this section, the only RFF considered in this WPLI system is the TX RF front-end non-linearity. The other hardware imperfections are considered as additional noises on top of ideal circuit while the multipath channel effects are considered as random process defined by the statistical channel models. Hence, we can rewrite the FFT result of the sampled digital signal X[k] as a function of the TX baseband signal u(t):
where X is the vector {X[k], k = 1, 2, . . .}; the channel effect is represented by the path loss α pl , the fading α ch , and the background noise (part of N), as modeled in (22); the RF front-end non-linearity at transmitter is characterized by H tx , which is determined by the a unique coefficient setã tx = {a n } of the non-linear system at the TX RF front-end described in (21), in particular:
Similarly, H rx in (26) describes the non-linearity at the receiver front-end but is considered as a known vector by the identifier. The receiver can cancel the effect of the nonlinearity at the receiver front-end before the identification or classification. The influences of all the other hardware imperfections (clock circuit, DAC, and mixer) contribute to the other part of the addictive noise N. In (26), the TX baseband signal input is represented by a diagonal matrixŨ:
whereŨ 2n+1,2m+1 has the same formulation as the passband autocorrelation spectrumS (2n+1)(2m+1) given in (21); the only difference is that the passband input z(t) is replaced with the baseband input u(t). In practical identification system, the signal receiver has the same effects on all the obtained fingerprints. However, between different receivers, the effects of RF front-end are different. The nonlinear series of receiver can be estimated, measured and corrected. In [27] , [32] and [33] , the theoretical models of nonlinear series are proposed and approximate expression are presented, which can be utilized to estimate the receiver?s nonlinear series. In [32] , the experimental approach to measure the nonlinear series using vector signal generator and oscilloscope is also given. With obtained nonlinear series of receiver, the spectral regrowth of the signal due to receiver can be compensated using various algorithms [34] - [36] . After canceling the known influence of the RX front-end non-linearity, the sampled digital signal X become the fingerprint at the receiver S:
We approximately modeledÑ as a Gaussian noise since many independent sources jointly contribute to it. The reference fingerprints of the authorized users in the database at the identifier S R can be expressed by
where α pl,R and α ch,R usually do not take effect since the reference fingerprints are obtained when the transmitter is very close to the receiver; all reference and device to be identified use the same transmitted signal packet so that they share the same knownŨ; and H tx,R is the source of the fingerprints of the reference.
2) Fingerprint Matching:
There are multiple ways to calculate the distance between the testing fingerprint S with the reference fingerprint S R . The most straightforward way is to calculate the norm of the difference of the two vectors, i.e., D(S) = ||S − S R ||. However, this method treats the difference of each frequency point equally and adds them together. In contrast, as we show in Fig. 3(a)-Fig. 3(e) , the uniqueness of the RFFs shows more significant difference at the higher frequency range of the baseband signal. Hence, a more efficient way is to assign higher weight to the frequency points where the uniqueness of the RFFs is more obvious. To this end, the Linear Discriminant Analyses (LDA) strategy is introduced [15] , [37] , which assigns different weights to different frequency points according to the information from fingerprint database.
Consistency with the previous discussion, the covered bandwidth of the extracted fingerprint vector is determined by the receiver sampling rate, i.e., BW = f s /2. The length of the fingerprint vector is determined by the FFT points i.e. L N = N FFT . The prerequisite of effective LDA is that the receiver sampling rate is high enough to keep the majority of the fingerprint information and the FFT point number is larger than the data/preamble length. Under the LDA scheme, the feature distance D i (S) between the incoming feature vector S and the i th reference feature vector S i R is given by [37] :
where W LDA is the LDA feature matrix that is derived based on the fingerprint database of the authorized users; (·) T indicate the matrix transpose; σ (·) is the standard deviation function of a vector. We do not elaborate the procedures in training the LDA feature matrix. Detailed formulas can be found in [37] .
3) Classification Error Rate:
In device classification, the testing feature vector S is matched to all the reference fingerprints {S i R , i = 1, 2, . . .} and assigned to the identity with the smallest distance score. Then the classification decision probability P(H i |H j ) can be calculated according to (14) . Without loss of generality, we consider a two-user scenario to derive the classification probabilities.
The two class classification scenario is between two genuine user, H 1 Then the average classification error rate can be derived:
where we can safely assume P(H 1 ) = P(H 2 ) = 0.5; and
Note that P(D < 0|H 2 ) can be derived in the same way. In order to compute p(S|H i ), we define L def = α pl α ch ·Ũ·H tx so that S = L +Ñ according to (27) . Then, the conditional probability density p(S|H i ) can be derived by
where pÑ is the probability density of a zero-mean Gaussian variable with a predetermined variance; p L (x|H i ) is determined by the statistical channel models given in (24) :
Note that the AWGN channel does not have multipath fading. Hence, S becomes a Gaussian variable with the same variance but different mean values, whose condition probability can be easily derived.
4) Numerical Results of Classification:
Based on (30)- (33), we can numerically evaluate the classification error rate in different channels (AWGN, Rayleigh, Nakagami m = 3, Rician K = 4) and with different receiver sampling rate (2M-8MHz). When different channel/distance is considered, we need to first determine the strategy on how to build Classification error rates over different channels with updated database. the fingerprint database. On the one hand, in most existing work [15] , the fingerprint database is updated with the new channel characteristics whenever the transmitter or receiver change location. On the other hand, we believe the frequent database update is not feasible in many wireless applications. Hence, we evaluate both strategies. Fig. 7 shows the classification error rate of different channel as a function of distance. The fingerprint database is updated at each point along the curves. Even with this infeasible strategy, we observe that the error rate increases dramatically if the transmission distance increases or the multipath channel is involved. Due to the lack of line-of-sight path, the Rayleigh channel gives the worse performance while the more friendly AWGN channel has the best performance. In Fig. 8 , we fix the reference fingerprint (measured at the very close distance, 0.1 m) and plot error curves at different distances over different channels. We observe very poor classification performance. The error rate approach 50% (i.e., loss of classification capability) within 10 m in the Rayleigh channel.
Besides the channel effect, we also evaluate the influence of the receiver sampling rate on the classification error rates. In Fig. 9 , the numerical results of average classification rates due to different sampling rate are shown. To avoid the multipath effects and also to show the trade off in sampling rates, we calculate the numerical results at 1m and 6m under AWGN channel. At the close distance, where the SNR level of the channel is high (25dB), the classification error rate decreases with the increasing of sampling rate. This is because more side-lobe information of spectrum are covered by the fingerprinting sampling bandwidth. At 6m distance, the classification performance become worse in higher sampling rate situation. The reason for this phenomena is that most side-lobe information are ruined by increased noise band when the channel SNR level is low (15dB). At some sampling rate points the more signal information involved than the noise and at other points more noise are involved. Hence the choice of the sampling rate is the trade off between the different application scenarios due to the analyses in the previous section. 
5) Identification Error Rate:
Different from the classification, authorized user/imposter detection can be considered as a two-user hypothesis model. Due to the lack of knowledge on imposters' fingerprints, we cannot know which frequency point carries more significant identification information. As a result, the LDA scheme assigns the same weights for all frequency points of the feature vectors. Then the identification simply relies on the direct difference between the incoming feature vector and the reference vector d = S − S 1 R . As previously defined, H 1 denotes the authorized users while H 0 denotes imposters. According to the decision rule in (16), the judging threshold λ needs to be determined first by finding the operational point in the ROC chart. In most existing work, λ is updated whenever the fingerprint database of authorized users is updated. However, we can also change the strategy by fixing the database and threshold after the first update. The difference between the incoming feature and the reference under H 1 can be deduced as
Similarly,
where H un is RF front-end series of the imposter (unknown to identifier). According to (34) and (35), the identification problem can be simplified as a signal detection problem: H 1 indicates that the difference vector d is a zero-mean Gaussian noise; while H 0 indicates that d is a signal under the influence of the multipath fading channel and the Gaussian noise. Then we can apply the classical energy detection model [38] that detects unknown signal over fading channels. In AWGN channels, the identification GRR can be calculated by
where Q u (..) is the generalized Marcum Q-function, γ is the SNR of difference vector d over the Gaussian noiseÑ; and λ is the judging threshold. In Rayleigh channels, the identification GRR is where μ is the time bandwidth product. And in Nakagami-m channels, identification GRR is:
where m is the Nakagami-m parameter; 1 F 1 (. . .) is the confluent hypergeometric function; α and G 1 are parts of the equations which can be find in the specific form in [38] . Finally, in Rician channels, GRR is given by
where K is the Rician factor; Q(..) = Q 1 (..) is the first-order Marcum Q-function. For all the four types of channels (AWGN, Rayleigh, Nakagami, and Rician), the FRR remains the same, which is
where (..) is the incomplete gamma function. It should be noted that the GRRs and FRRs given in (36)- (40) are all functions of the SNR γ . Here the SNR is not the ratio of the total signal over noise but the ratio of feature difference over noise. To use this theoretical tool, system designers firstly traverse the possible threshold to calculate the theoretical identification error rate for certain γ . Then the results of identification error rates can be drawn into the ROC charts. According to ROC charts of different SNR scenarios are drawn, the system designers can have a clear understanding of the performance of WPLI in the targeted application scenario. Hence, the proper threshold can be selected as the operational point. Moreover, since the feature of imposters is unknown, higher receiver sampling rate can help increase γ by involving more possible significant device differences in a wider spectrum, if the overall noise level is low. However, if the noise level is high, higher receiver sampling rate may reduce γ and harm the identification performance.
6) Numerical Results of Identification:
Based on the derived model, we calculate the theoretical error rate to evaluate the influence of the wireless channel and receiver sampling rate. Similar to the settings in the classifications, we derive Genuine Accept Rate over different channels (with updated database). the authorized user's fingerprint and judging threshold at a very close distance (0.1m). Fig. 10 shows the ROC curves of different channel types at the distance of 0.1 m. Then we choose the EER point (0.1%) on the AWGN curve as the judging threshold. In Fig. 11 , we fix the threshold and reference fingerprints. The identification GARs at different distance over different channels are plotted. We observe that if the reference fingerprint and threshold are fixed, the identification performance dramatically deteriorates as the transmission distance increases or the multipath channel model is applied. In contrast, Fig. 12 shows the identification GARs when the reference database and judging threshold get updates at each plot point. Obvious performance improvements are observed but the influence of longer transmission distance and the multipath channel is still significant.
In Fig. 13 , the numerical results of equal error rate due to different sampling rate are shown. Similarly, we calculate the numerical results at 1m and 6m under AWGN channel. At the close distance, the equal error rate decreases with the increasing of sampling rate. However, at longer distance, the performance of identification become worse with the increasing of sampling rate. Hence the choice of the sampling rate is still a trade off for identification performance under different application scenarios.
IV. EXPERIMENTAL ANALYSIS
In this section, we experimentally validate the real-world constraints of WPLI analyzed in Section III. The experimental setup and scenarios are first described. Then the influence of wireless channels, receiver sampling rates, and FFT points on the identification and classification performance of WPLI are analyzed through a series of experiments.
A. Experimental Setup and Scenarios
The experimental setup is illustrated in Fig. 14 . The transmitters (device to be identified) are 6 Micaz sensors nodes, which is a IEEE 802.15.4 compliant RF transceiver with the RF frequency band ranging from 2.4 to 2.48 GHz [28] . The modulation scheme and shaping filter used in IEEE 802.15.4 protocol are fixed, which are O-QPSK with half-sine pulse shaping filter [39] . The baseband transmitting symbol rate 1 M symbol per second. The data packet preamble is used to extract the RFF, which has a length of 32 bits all-zero data (128 symbols for either I/Q-phase signal after modulation and spread spectrum procedure). All the sensor nodes are powered by AA batteries of a same brand, which are also changed with new ones for each time of data collection. More than 10,000 data packets are captured for each transmitter to obtain reliable results. We use USRP N210 companied with SBX daughter board [29] as the receiver (identifier).
The receiver is either 1 m, 3 m, or 6 m away from the transmitters to obtain the large scale attenuation effects. Meanwhile, the receiver is placed in the middle of a circle of the metal obstacles (laptops), wooden obstacles (book shelfs), and the concrete wall, as shown in Fig. 14 . Hence, no direct line-ofsight wireless link exists and obvious multipath effects can be observed. In the experiments to validate the effects of receiver sampling rates and FFT points, we place the receiver in an in-door open space to build an AWGN-type channel so that the receiver's settings take major effects (other than the multipath channel). A laptop with MATLAB 2014b is connected to the USRP receiver. The packet preambles are extracted from data files obtained in USRP and the LDA-based identification and classification algorithms are realized in MATLAB. To extract the preambles from the data files, the variance-based threshold detection algorithm [40] is adopted. The LDA dimension κ = 5 is fixed in all experiments.
In order to analyze the influence from wireless channels, we first build fingerprint database and obtain identification threshold at very small distance (0.1 m). The classification/ identification performance is also obtained as the best case for comparison. Then we place the transmitter and receiver in the aforementioned multipath fading channel and conduct the experiment in three scenarios. In the first scenario, we update the reference database and identification threshold at each new location, which is the common strategy that existing work adopt. In the second scenario, we do not update the reference database and check the classification/identification results. The objective of this scenario is to validate whether the existing WPLI systems with a universal fingerprint database and threshold can work with mobile users or in dynamic channels. Moreover In the third scenario, we do not update the reference database but normalize the test samples from different channels and distances. The purpose is to check whether the large scale path loss is the main source of the channel effects and whether the normalization can eliminate the influence from channels.
In order to analyze the influence from the receiver sampling rate, we set two different sampling rates (i.e., 2 Ms/s and 8 Ms/s) in USRP. Fixed spectrum resolution is used when building the fingerprints database and extract fingerprints from incoming signal. The 2 Ms/s sampling rate can only cover the main lobes of the spectrum while the 8 Ms/s can recover more side lobe information, as shown in Fig. 5 . Whether the sampling rate effectively covers enough bandwidth is determined by both the hardware of the receiver and the modulation/shaping filter of the transmitter. Since the MicaZ sensors have fixed modulation scheme and shaping filter, the receiver sampling rate plays major role in our experiments. In order to check the effects of FFT point number at the receiver, the same data file is obtained with a single sampling rate in USRP receiver. However, we use the different FFT point number in feature extraction to realize the fingerprints with the same signal bandwidth but different spectrum resolution, as shown in Fig. 6 .
B. Classification Performance
In this group of the experiments, the classification performance are tested to capture the effects of channel, database updating strategy, sampling rates, and FFT point number. The sensor node #1 and #2 are used as the two genuine users to be classified. In Fig. 15(a) -Fig. 16(e) , the x-axis is the index of the test samples. The first 1000 are samples from Node #1 and the next 1000 are from Node #2. The y-axis is the minimal feature distance of each test sample. The color of each testing sample indicates the original identity of the signal: blue -Node #1 and red -Node #2. The z-axis is the classification results: there is a classification error if blue circles appear in upper level or red circles appear in lower level.
1) Initialization:
We start the roll in and the classification at the close distance (0.1m, f s = 4Ms/s, N FFT = 512). According to the results shown in Fig. 15(a) , the classification performance is exceptional where only two samples are wrongly classified, i.e., the average classification error rate P e = 0.001. 
2) Channel Effects:
We place the receiver in the aforementioned non-line-of-sight multipath channel at 6 m away from transmitter. At first, we do not update the reference database. The results are shown in Fig. 15(b) where the classification error rate P e = 0.4910, i.e., complete loss of classification capability.
Then in order to check whether the attenuation over distance (i.e., path loss) is the main impact on the performance, we eliminate the path loss effects by normalizing the test samples and redo the classification. The results are shown in Fig. 15(c) where P e = 0.4830. The feature distance scores are smaller but the classification performance is as poor as before. Hence, we can conclude that path loss is not the main source of the channel effects and the sample normalization cannot mitigate the impact.
Finally, we adopt the existing approach to update the reference database at the new location before classification. The results are shown in Fig. 15(d) where P e = 0.1388. It is obvious that the system resume part of the classification capability if the less practical database updating strategy is used. However, compared with the results at the close distance, the performance is much worse due to the multipath channel. It should be noted that the real indoor or metropolitan channel can be much worse and hostile than the short-range artificial multipath channel we build in our experiments.
3) Effects of Sampling Rate: Due to property of USRP hardware, the bandwidth of its half-band filter are set to be W = f s /2. Hence the fingerprint bandwidth BW equals to the receiver bandwidth W . The classification results can be influenced by both the two factors. We set the sampling rate as either f s = 2Ms/s or f s = 8Ms/s. To make sure the receiver effects are not merged by the channel effects, we put the receiver only 1 m away from the transmitter and there is no obstructions in between. To achieve the same spectrum fingerprinting resolution, N FFT = 256 when f s = 2Ms/s and N FFT = 1024 when f s = 8Ms/s. The classification results are shown in Fig. 16(a) and Fig. 16(b) , where the classification error rates are P e = 0.0055 and P e = 0, respectively. As the previous analyses, at high SNR scenarios, like the close distance at 1m, the higher sampling rates can involve more side-lobe information. Hence, the higher sampling rate improves the performance by involving higher frequency spectrum where the RFF is still significant. However, high sampling rate can help only when the distance is short, the SNR is high, and the RFF indeed occupy the higher frequency band. If the transmission distance is large and the SNR is low, the non-significant RFF may be merged by noise. Increasing the sampling rate can introduce more noise if the extra fingerprinting spectrum has low SNR. Hence, the optimal sampling rate need to be determined by jointly consider the channel effects, the origin of the RFF, and the regulation of the modulation scheme and shaping filter.
4) Effects of Number of FFT Points:
To test the effects of FFT point number, the receiver is again placed at a close distance at 3 m and the sampling rate is set as f s = 8Ms/s. The classification results using N FFT = 256, N FFT = 512, and N FFT = 1024 are shown in Fig. 16(c), Fig. 16(d) , and Fig. 16(e) , where the classification error rates are P e = 0.0255, P e = 0.004, and P e = 0.0035, respectively. The classification performance is improved with a large scale from 256p to 512p. There is no significant improvement on the performance with different FFT point number, if the spectral resolution is accurate enough, as between 512p and 1024p. Hence, there is no need to use ultra high FFT point number that add additional computation burden.
C. Identification Performance
In this group of the experiments, the above influence factors are analyzed again but in the identification procedure. The sensor node #5 is used as the genuine user, while the nodes #1 #4 are used as the imposters. In Fig. 17(a) -Fig. 18(e) , the x-axis is the index of the test samples. The first half of samples (1000 or 2000) are samples from genuine user #5. The rest of samples are from imposters. The y-axis is the feature distance score of each test sample. The horizontal red line is the judging threshold. The samples below the threshold are identified as genuine user, otherwise are identified as imposters. 
1) Initialization:
Similarly to the classification experiments, we start the roll in and the classification at the distance of 0.1 m in Fig. 17(a) . After obtaining the feature distance scores of all the testing samples, we choose the point, where the equal error rate EER = 0.0030 is achieved, as the judeging threshold of the identification system, i.e., λ EER = 0.655.
2) Channel Effects: Again, we place the receiver in the artificial non-line-of-sight multipath channel at 6 m away from transmitter. We fix the reference database and judging threshold. The results are shown in Fig. 17(b) where G AR = 0 and F AR = 0. Similar to the classification case, the system completely lose the identification capability.
Then we eliminate the path loss effects by normalizing the test samples. The results are shown in Fig. 17(c) where F AR = 0.0010 and G AR = 0.0305. The identification capability is still very weak. Hence, we can again conclude that the multipath channel impact cannot be mitigated by simply compensating the path loss.
Finally, we update the reference database and reset the threshold at every new location: not practical in most applications but the same as most existing WPLI solutions.
The new results are shown in Fig. 17(d) where the threshold, λ EER = 0.9900, is reset to achieve the EER = 0.3205. However, the identification performance is still much worse than the case when distance is short, which is obviously caused by the effects of multipath channel. Fig. 19 shows the ROC curve derived in the experiment with the multipath channel and 6 m distance. The theoretical ROC curves under the same SNR level derived in Section III are also plotted for comparison. We can clearly see the experimental curve has the best match with the theoretical Rayleigh ROC curve, which is consistent with expectation in the non-line-of-sight multipath channel we build in our lab.
3) Effects of Sampling Rate: To focus on the effects of the sampling rate of the receiver, we only use two transmitters, i.e., genuine user -Node #5 and imposter -Node #4. 1000 samples are taken for each device that is 1 m away from each other. When lower sampling rate are used, i.e., f s = 2Ms/s, N FFT = 256, the results are shown in Fig. 18(a) where EER = 0.008 and λ EER = 0.892. When higher sampling rate are used, i.e., f s = 8Ms/s, N FFT = 1024, the results are shown in Fig. 18(b) where EER = 0 and λ EER = 0.537. The same comments as in the classification experiment also apply here.
4) Effects of Number of FFT Points:
Finally, the identification results with different FFT point number are given in Fig. 18(c), Fig. 18(d) , and Fig. 18(e) . The data are collected at 3m, with 8 Ms/s sampling rate. The equal error rates and threshold for the each case are EER = 0.01, λ EER = 0.5150; EER = 0, λ EER = 1.129; and EER = 0.006, λ EER = 0.729. As the frequency point where the RFF is significant is not regularly distributed, the extra FFT points obtained by higher point number may either pick up the significant RFF or just add more noise.
V. CONCLUSION
In this work, we rigorously evaluate the influence of realworld constraints along every single step in the WPLI techniques, using a new theoretical model and in-lab experiments. The theoretical model provide the first systematical description on the whole WPLI procedure, which is applicable in most WPLI that based on digital wireless communications. The model is then implemented to comprehensively characterize various WPLI techniques that utilize the frequency domain RFF from the non-linear RF front-end, with different settings in transmitters, receivers, and wireless channels. From both theoretical deduction and experiment validation, we reveal several key influence factors in real-world applications, including the constraints in wireless regulation, the origins of RFFs, the multipath fading channel and mobile users, and the sophistication of the receiver device. Our results show that existing WPLI techniques is less likely to achieve acceptable accuracy in real-world operation environments with off-theshelf wireless devices, which motivate the discovery of new sources of more reliable and differentiable RFFs.
