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ON THE DIPOLE APPROXIMATION WITH ERROR ESTIMATES
LEA BOSSMANN, ROBERT GRUMMT AND MARTIN KOLB
Abstract. The dipole approximation is employed to describe interactions between atoms and
radiation. It essentially consists of neglecting the spatial variation of the external field over
the atom. Heuristically, this is justified by arguing that the wavelength is considerably larger
than the atomic length scale, which holds under usual experimental conditions. We prove the
dipole approximation in the limit of infinite wavelengths compared to the atomic length scale
and estimate the rate of convergence. Our results include N-body Coulomb potentials and
experimentally relevant electromagnetic fields such as plane waves and Laser pulses.
1. Introduction
The dipole approximation is commonly used to treat interactions between electrons confined within
atoms and external electromagnetic fields. The time evolution Uλ(t, t0) of the electronic wave
function is determined via the Schro¨dinger equation by the Hamiltonian
(1) Hλ(x, t) =
(
−i∇− 1cAλ(x, t)
)2
+ V (x),
where V denotes the atomic binding potential. Aλ is the vector potential describing an external
field with wavelength λ in Coulomb gauge (∇ · Aλ = 0) such that Aλ(x, t) =
c
ωa
(
x
λ , ωt
)
for
some function a. We use Gaussian units and put ~ = e = 1 and m = 12 . Applying the dipole
approximation means to assume that the field seen by the electron is spatially constant and that
it equals the field at the location of the nucleus – in other words, to replace Aλ(x, t) by Aλ(0, t)
in (1). This yields the approximated Hamiltonian
(2) H∞(x, t) =
(
−i∇− 1cAλ(0, t)
)2
+ V (x),
which is gauge equivalent to the Hamiltonian
(3) HD(x, t) = −∆− eEλ(0, t) · x+ V (x),
where Eλ = −
1
c∂tAλ. This Hamiltonian HD, describing the coupling of the external field to the
electric dipole moment of the electron with respect to the origin, is often used in the mathematical
as well as in the physical literature to analyse interactions of atoms with Lasers. We make the
following assumptions on the atomic potential (A1) and on the electric field (A2 – A3):
(A1) V ∈ L2loc(R
d) and V is infinitesimally −∆-bounded,
(A2) a ∈ C1(Rd+1,Rd) is independent of λ, ω, c and ∇ · a = 0,
(A3) ‖∂jt a
i(·, t)‖∞ ≤ C uniformly in t for i = 1, . . . , d, j = 0, 1 and some C <∞,
(A4)
∥∥∂jai(·, t)∥∥∞ ≤ C uniformly in t for i, j = 1, . . . , d and some C <∞.
We prove that within this framework, the dipole approximation is exact in the scaling limit
λ→∞. From both a mathematical and a physical point of view, it is reasonable to require that
ω = 2picλ remain constant, hence one must simultaneously take the limit c → ∞. We show that
in this combined limit, the time evolution Uλ(t, t0) generated by Hλ(t) converges strongly to the
time evolution U∞(t, t0) generated by H∞(t). This is established in the following theorem:
Theorem 1. Define Hλ(t) and H∞(t) as in (1) and (2). Under Assumptions (A1 – A3),
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(a) Hλ(t) and H∞(t) are self-adjoint on D(Hλ(t)) = D(H∞(t)) = H
2(Rd) and generate
a unique family of unitary evolution operators {Uλ(t, t0)}0≤t0≤t and {U∞(t, t0)}0≤t0≤t,
respectively. Uλ(t, t0) and U∞(t, t0) are strongly continuous jointly in t and t0 and leave
H2(Rd) invariant.
(b) For ψ ∈ L2(Rd) and T ≥ 0,
sup
0≤t0≤t≤T
lim
λ,c→∞
ω=2pic/λ=const.
∥∥(Uλ(t, t0)− U∞(t, t0))ψ∥∥ = 0,
where ‖ · ‖ ≡ ‖ · ‖L2(Rd).
Part (a) follows from a theorem due to Yosida [15, Chapter XIV.4]. We apply a recent version
of this theorem by Griesemer and Schmid [6, Theorem 2.1], which considerably simplifies the
assumptions needed to verify. For part (b), we express the difference between the time evolution
operators by the difference between their respective generators using Duhamel’s principle and prove
that the theorem of dominated convergence is applicable. To this end, we derive an estimate for
the kinetic energy of a wave function evolving under U∞(t, t0).
Theorem 1 establishes the strong convergence of the time evolutions in the limit of infinite
wavelengths but it fails to provide an estimate of the error term for finite λ. Such an estimate
is only sensible if the electron described by the wave function ψ has finite kinetic energy and is
initially somewhat localised around the nucleus. These requirements are met by the elements of
the domain of the quantum harmonic oscillator, D(x2) ∩ H2(Rd). We prove that this set is left
invariant by U∞(t, t0) and estimate the rate of convergence for wave functions contained therein:
Theorem 2. Under assumptions (A1 – A3),
(4) U∞(t, t0)
(
D(x2) ∩H2(Rd)
)
⊆ D(x2) ∩H2(Rd).
With the additional assumption (A4), it holds for ψ ∈ D(x2) ∩H2(Rd) that
(5)
∥∥(Uλ(t, 0)− U∞(t, 0))ψ∥∥ ≤ C(ψ, a, V )
(
1 + 1ω3
)
λ
eC
′(ψ,a,V )t
for some C,C′ depending on ψ, a and V .
As the invariance of D(x2) ∩ H2(Rd) does not seem to follow from [15] or [6], we invoke
a theorem by Kato [9, Theorem 6.1(e)] to prove (4). For (5), we show that the error term∥∥(Uλ(t, t0)− U∞(t, t0))ψ∥∥ depends essentially on the quantities 〈U∞(t, t0)ψ,x2U∞(t, t0)ψ〉 and〈
U∞(t, t0)ψ,x
4U∞(t, t0)ψ
〉
, for which we provide estimates.
It can easily be verified that the conditions (A2 – A4) on the vector potential are fulfilled by
physically relevant external fields such as continuous wave Lasers in R3,
(6) Aλ(x, t) =
c
ωE sin
(
2pi
λ kˆ · x− ωt
)
εˆ,
where kˆ is the normalized wave vector and εˆ the normalized polarization vector such that kˆ · εˆ = 0.
Also Laser pulses with for instance Gaussian shape are covered. Assumption (A1) on the atomic
potential is satisfied by atoms with N electrons as a consequence of [13, Theorem X.16]. The
space D(x2) ∩H2(Rd) contains for instance the bound states of hydrogen-like atoms.
Physically, the dipole approximation is of particular interest for proofs of ionization such as
[2, 14, 5, 10, 3], which rely on the time dependence of the Laser field. The use of the dipole
approximation in non-relativistic QED dates back at least to a paper of Pauli and Fierz [11], who
describe the motion of a charged, spatially extended particle in a force field and use the dipole
approximation for the emerging radiation. In [1], this use is justified regarding the Hamiltonians.
In [7], the authors show that in the framework of non-relativistic QED, the ionization probability is
correctly given by formal time-dependent perturbation theory to leading order in the fine structure
constant. As the dipole approximation produces merely an error of sub-leading order, their result
also justifies the dipole approximation but in a weaker sense than our Theorem 1. Here, we prove
the validity of the dipole approximation directly for the time evolution, and besides include with
Theorem 2 an estimate of the rate of the convergence.
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2. Proofs
Proof of Theorem 1. Assertion (a) is in fact well known and we include these results for complete-
ness. Due to assumptions (A1) and (A3), the operators
Wλ(x, t) :=
2i
ω a
(
x
λ , ωt
)
· ∇+ 1ω2 a
(
x
λ , ωt
)2
+ V (x),(7)
W∞(x, t) :=
2i
ω a (0, ωt) · ∇+
1
ω2a (0, ωt)
2 + V (x)(8)
are symmetric and satisfy for suitable ε, Cε > 0, where the infimum of all possible ε is zero, the
inequality
(9) ‖W (t)ψ‖ ≤ C (‖ψ‖+ ‖∇ψ‖ + ‖V ψ‖) ≤ ε ‖−∆ψ‖+ Cε ‖ψ‖
for all ψ ∈ C∞c (R
d). The operator W (t) ∈ {Wλ(t),W∞(t)} in (9) can be extended to H
2(Rd),
hence the self-adjointness of H(t) ∈ {Hλ(t), H∞(t)} on D(H(t)) = H
2(Rd) is implied by the Kato-
Rellich theorem. For the remaining part of assertion (a), we apply [6, Theorem 2.1 and Remark
2.2], i.e. we verify that the map t 7→ H(t)ψ is Lipschitz for all ψ ∈ H2(Rd). This requirement is
fulfilled because, due to assumption (A3) and as a consequence of the mean value theorem for a,
(10) ‖(H(t1)−H(t2))ψ‖ ≤ C ‖ψ‖H2(Rd) |t1 − t2|
for t1, t2 ≥ 0 and an appropriate constant C.
We proceed to assertion (b). Let us first restrict to ψ ∈ H2(Rd). In this case,
∥∥(Uλ(t, t0)− U∞(t, t0))ψ∥∥ =
∥∥∥∥∥∥−i
t∫
t0
Uλ(t, s)
(
Hλ(s)−H∞(s)
)
U∞(s, t0)ψ ds
∥∥∥∥∥∥(11)
≤ 1ω2
t∫
t0
∥∥(a( ·λ , ωs)2 − a(0, ωs)2)ψ∞s ∥∥ ds(12)
+ 2ω
t∫
t0
∥∥(a( ·λ , ωs)− a(0, ωs)) · ∇ψ∞s ∥∥ ds,(13)
where ψ∞t ≡ U∞(t, t0)ψ. The differences a(
x
λ , ωs)
2 − a(0, ωs)2 and a(xλ , ωs) − a(0, ωs) converge
pointwise to zero as λ → ∞; the limit c → ∞ is taken indirectly by keeping ω constant. Hence
it remains to show that the theorem of dominated convergence may be applied to the ds-integral
and to the norm in both (12) and (13).
In (12), this is an immediate consequence of (A3). For (13), we estimate ‖ψ∞t ‖H2(Rd) as follows:
From Step 4 in the proof of [6, Theorem 2.1] we infer that
(14) ‖ψ∞t ‖H∞(t) ≤ Ce
C′NT (t−t0) ‖ψ‖H∞(t0)
for some constants C,C′, where NT := supt∈[0,T ]
∥∥(iH∞(t)− 1)−1∥∥L2(Rd),Y . Here, Y denotes
H2(Rd) endowed with the graph norm of H∞(t0), ‖·‖H∞(t) ≡ ‖·‖ + ‖H∞(t)·‖. Since both −∆
and H∞(t) are self-adjoint on H
2(Rd), the closed graph theorem implies the equivalence of their
graph norms. This equivalence is uniform in time due to (9) and the corresponding inverse triangle
inequality for ‖H∞(t)ψ‖. Hence NT as a function of T is bounded, and consequently
(15) ‖ψ∞t ‖H2(Rd) ≤ C ‖ψ
∞
t ‖H∞(t) ≤ C1e
C2(t−t0) ‖ψ‖H2(Rd)
for some constants C1, C2. With (A3), this concludes the argument for (13). Due to the density
of H2(Rd) in L2(Rd), assertion (b) extends to ψ ∈ L2(Rd). 
Before proceeding to Theorem 2 we provide two estimates needed in the sequel:
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Lemma 3. For ϕ ∈ D(x2) ∩H2(Rd),
‖x · ∇ϕ‖2 ≤ ‖−∆ϕ‖
∥∥x2ϕ∥∥+ 2 ‖∇ϕ‖ ‖|x|ϕ‖ ,(16)
‖−∆ϕ‖2 +
∥∥x2ϕ∥∥2 ≤ ∥∥(−∆+ x2)ϕ∥∥2 + 2d ‖ϕ‖2 .(17)
Proof. Let ϕ ∈ D(x2) ∩ H2(Rd). Analogously to [12], we define for ε > 0 the multiplication
operator Fε : H
1(Rd) → H1(Rd) corresponding to Fε(x) :=
x
2
1+εx2 . Clearly, Fε is symmetric and
bounded. Using the estimates x
2
1+εx2 ≤ x
2 and |x|(1+εx2)2 ≤ |x|, we infer that∫
Rd
Fε(x)|∇ϕ(x)|
2dx = 〈−∆ϕ, Fεϕ〉 − 〈(∇Fε) · ∇ϕ, ϕ〉 ≤ ‖−∆ϕ‖
∥∥x2ϕ∥∥+ 2 ‖∇ϕ‖ ‖|x|ϕ‖(18)
is bounded uniformly in ε, and (16) follows by the theorem of monotone convergence. Analogously,
∥∥(−∆+ x2)ϕ∥∥2 = ∥∥x2ϕ∥∥2 + ‖−∆ϕ‖2 + lim
ε→0
(
〈ϕ, (−∆Fε)ϕ〉+ 2
∫
Rd
Fε(x)|∇ϕ(x)|
2dx
)
(19)
≥ ‖−∆ϕ‖
2
+
∥∥x2ϕ∥∥2 − 2d ‖ϕ‖2 .(20)

Proof of Theorem 2. We note first that −∆+x2 is self-adjoint on D(−∆+x2) = D(x2)∩H2(Rd) as
an immediate consequence of (17) by [4, Proposition 1]. We prove (4) by verifying the assumptions
of [9, Theorem 6.1], namely that for A(t) ≡ iH∞(t), X ≡ L
2(Rd) and Y ≡ (D(−∆+x2), ‖·‖−∆+x2)
(i) the family {A(t)}0≤t≤T is stable for T ≥ 0 with constants of stability M = 1 and β = 0,
i.e.
∥∥∥∏kj=1(λ+A(tj))−1
∥∥∥ ≤ λ−k for λ > 0 and any finite family 0 ≤ t1 ≤ · · · ≤ tk ≤ T ,
(ii) there is a family {S(t)}t≥0 of bijections of Y onto X with bounded inverse such that
t 7→ S(t) is continuously differentiable (Y,X), S(t)A(t)S(t)−1 = A(t) + B(t) with B(t) ∈
L(X), and t 7→ B(t) is strongly continuous,
(iii) Y ⊆ D(A(t)) such that A(t) ∈ L(Y,X) for each t and t 7→ A(t) is norm-continuous (Y,X).
The invariance (4) follows then from assertion (e) of said theorem. This idea and the the strategy
of proof are adopted from [8, Theorem 3.1].
Condition (i) is clear from the self-adjointness of H∞(t). To show (iii), we note that, as a
consequence of (17), the operator H∞(t)+x
2 is self-adjoint on Y becauseW∞(t) is infinitesimally
bounded by −∆+ x2 due to (9). By the same argument as above, the graph norms of H∞(t) +
x
2 and −∆ + x2 are equivalent, hence H∞(t) ∈ L(Y,X). With ‖ψ‖H2(Rd) ≤ C ‖ψ‖−∆+x2 for
ψ ∈ Y by (17), we conclude the continuity of t 7→ A(t) because of (10). For (ii), we define
S(t) := i(H∞(t) + x
2) + 1. S(t) are bijections with bounded inverse as 1 ∈ ρ(−i(H∞(t) + x
2)),
and t 7→ S(t) is continuously differentiable with respect to ‖·‖Y,X . Observing that
S(t)A(t)S(t)−1 = iH∞(t) + [S(t), iH∞(t)]S(t)
−1(21)
= A(t) +
(
4i
ω a (0, ωt) · x− 4x · ∇ − 2d
)
S(t)−1 ≡ A(t) +B(t),(22)
we have identified a suitable B(t). Lemma 3 implies ‖B(t)‖X ≤ C
∥∥S(t)−1∥∥
X,Y
and by the
equivalence of the graph norms,
(23)
∥∥S(t)−1ψ∥∥
−∆+x2
≤ C
(∥∥i(H∞(t) + x2)S(t)−1ψ∥∥+ ∥∥S(t)−1ψ∥∥) ≤ C ‖ψ‖
for ψ ∈ X , thus B(t) ∈ L(X). The map t 7→ B(t)ψ is continuous because of (A2) and (23) and
due to the second resolvent identity: for ψ ∈ X ,
(24) ‖(B(t1)−B(t2))ψ‖ ≤ C
(∥∥S(t1)−1ψ∥∥Y |t1 − t2|+
∥∥S(t1)−1(H∞(t1)−H∞(t2))S(t2)−1ψ∥∥)
and t 7→ H∞(t)ψ is norm-continuous according to (iii).
We proceed to the proof of the rate of convergence (5). Let ψ ∈ D(x2) ∩ H2(Rd). By (A2),
a
(
x
λ , ωt
)
is continuously differentiable and hence
(25) a
(
x
λ , ωt
)
− a (0, ωt) =
d∑
j=1
∂ja(ξ, ωt)
xj
λ , a
(
x
λ , ωt
)2
− a (0, ωt)
2
=
d∑
j=1
∂j
(
a(ξ, ωt)2
) xj
λ
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for some ξ on the line segment [0, xλ ]. With (25), (A4) and the estimate
∑d
j=1 |xj | ≤ d|x|, (12)
and (13) yield
(26)
∥∥(Uλ(t, 0)− U∞(t, 0))ψ∥∥ ≤ dC3ω2λ
t∫
0
ds
〈
ψ∞s ,x
2ψ∞s
〉 1
2 + 2dC3ωλ
t∫
0
ds

 ∫
Rd
dx|∇ψ∞s (x)|
2
x
2


1
2
,
where
(27) C3 := sup
t≥0
max
1≤i≤d
j=1,2
max
k=0,1
{∥∥∂i (a(·, t)j)∥∥∞ ,
∥∥∂kt a(·, t)∥∥∞
}
.
For the first term in (26), we derive formally, similarly to [12, Theorem 2.1],
d
dt 〈ψ
∞
t ,x
2ψ∞t 〉 = i
〈
ψ∞t , [H∞(t),x
2]ψ∞t
〉
= 4ℑ 〈ψ∞t ,x · ∇ψ
∞
t 〉 −
4
ω 〈ψ
∞
t , a (0, ωt) · xψ
∞
t 〉(28)
≤ 4 ‖∇ψ∞t ‖ ‖|x|ψ
∞
t ‖+
4
ωC3 ‖ψ‖ ‖|x|ψ
∞
t ‖(29)
≤ 4
〈
ψ∞t ,x
2ψ∞t
〉 1
2 ‖ψ‖H2(Rd) C1
(
1 + C3ω
)
eC2t,(30)
where (30) follows from (15). By monotonicity of the integral, this implies
〈
ψ∞t ,x
2ψ∞t
〉 1
2 ≤
〈
ψ,x2ψ
〉 1
2 + 2C1C2
(
1 + C3ω
)
‖ψ‖H2(Rd) e
C2t(31)
≤ C
(
1 + 1ω
)
eCt,(32)
where C ≡ C(ψ, a, V ). From now on, the constants may vary from step to step and even within
the same line. The calculation in (28) holds only formally. To make the argument rigorous, one
employs as above the operator Fε from Lemma 3 and invokes the theorem of monotone convergence.
For the second term in (26), we recall from (18) that
(33)
∫
Rd
|∇ψ∞t (x)|
2
x
2dx ≤ 2 ‖ψ∞t ‖H2(Rd)
(∥∥x2ψ∞t ∥∥+ ‖|x|ψ∞t ‖) .
Analogously to the argument following (28), we compute formally, again inspired by [12],
d
dt
〈
ψ∞t ,x
4ψ∞t
〉
= 8ℑ
〈
x
2ψ∞t ,x · ∇ψ
∞
t
〉
− 8ω
〈
x
2ψ∞t , a (0, ωt) · xψ
∞
t
〉
(34)
≤ 8 ‖x · ∇ψ∞t ‖
〈
ψ∞t ,x
4ψ∞t
〉 1
2 + 8ωC3
〈
ψ∞t ,x
2ψ∞t
〉 1
2
〈
ψ∞t ,x
4ψ∞t
〉 1
2(35)
≤ 8
〈
ψ∞t , (1 + x
4)ψ∞t
〉 3
4
(
2 ‖ψ∞t ‖
1
2
H2(Rd)
+ C3ω
〈
ψ∞t ,x
2ψ∞t
〉 1
4
)
,(36)
where we have employed the estimate x2 ≤ 1+x4 and Lemma 3. We make the argument rigorous
by means of Fε as before. Hence, with the aid of (15) and (31),
∥∥x2ψ∞t ∥∥ ≤

(‖ψ‖2 + ∥∥x2ψ∥∥2) 14 + 4
t∫
0
‖ψ∞s ‖
1
2
H2(Rd)
ds+ 2C3ω
t∫
0
‖|x|ψ∞s ‖
1
2 ds


2
(37)
≤ C
[
1 + 1ω
(
1 + 1ω
) 1
2
]2
eCt(38)
≤ C
(
1 + 1ω3
)
eCt,(39)
where we have used (15), (32) and the estimates (1+a)2 ≤ C(1+a2) and 1+a+a2+a3 ≤ C(1+a3)
for a > 0. Analogously, the insertion of (15) and (39) into (33) yields
(40)
∫
Rd
|∇ψ∞t (x)|
2
x
2dx ≤ C
(
1 + 1ω3
)
eCt.
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With (32) and (40) we obtain for (26) the upper bound
∥∥(Uλ(t, 0)− U∞(t, 0))ψ∥∥ ≤ Cω2λ
t∫
0
(
1 + 1ω
)
eCsds+ Cωλ
t∫
0
(
1 + 1ω3
) 1
2 eCsds(41)
≤ Cλ
(
1 + 1ω3
)
eCt.(42)

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