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MBB mobile broadband sˇirokopasovna brezzˇicˇna mo-
bilna omrezˇja
CNN convolutional neural network konvolucijska nevronska mrezˇa
RTT round trip time cˇas povratnega potovanja
KPI key performance indicator kljucˇni kazalnik uspesˇnosti
PH Page-Hinkley test metoda Page-Hinkley
TSC time-series classification zaznavanje cˇasovnih vrst
CD Concept drift sprememba ucˇnega koncepta

Povzetek
Naslov: Odkrivanje anomalij v racˇunalniˇskih omrezˇjih iz podatkov cˇasovnih
vrst
Avtor: Aljazˇ Verlicˇ
Brezzˇicˇna mobilna omrezˇja postajajo vse bolj popularna in s tem naraste
tudi potreba po kakovostnem nadzorovanju in odpravljanju tezˇav na taksˇnih
sistemih. Ob nepravilnem delovanju omrezˇij se spreminjajo omrezˇne meritve,
ki nam povedo, ali se je zgodil nepricˇakovan dogodek - anomalija. V diplom-
ski nalogi obravnavamo zaznavanje cˇasovnih obmocˇij, v katerih so se zgodile
anomalije. Gre za problem nadzorovanega ucˇenja, katerega ciljni oznaki sta,
ali je v dolocˇenem dogodku anomalija ali ne. Za iskanje smo uporabili dve
metodi. Z metodo spremembe ucˇnega koncepta iˇscˇemo anomalije, medtem ko
s konvolucijsko nevronsko mrezˇo zaznavamo tudi velikosti obmocˇja anoma-
lij. Slednja metoda uporablja princip klasifikacije cˇasovnih vrst (angl. Time
series classification). Iz ene cˇasovne vrste gradimo vecˇ podvrst, ki jih nato
uporabimo za vhodne atribute za konvolucijske nevronske mrezˇe. Na podat-
kih definiramo oceno za uspesˇnost napovedovanja in z njo ocenimo razlicˇne
nevronske mrezˇe. S poskusi pokazˇemo, da najprimernejˇsi model napove z
vrednostjo 73 % ocene F1.
Kljucˇne besede: omrezˇni podatki, anomalije, cˇasovne vrste, sprememba
ucˇnega koncepta, konvolucijske nevronske mrezˇe, brezzˇicˇna mobilna omrezˇja.

Abstract
Title: Discovering anomalies in computer networks from time series data
Author: Aljazˇ Verlicˇ
Mobile broadband networks are increasingly becoming more popular, thus
increasing the need for quality monitoring and troubleshooting such systems.
In the case of a malfunctioning network, the measured metrics get affected,
indicating that an unexpected event — an anomaly — has occurred. This
thesis deals with detecting time periods in which anomalies occurred. It is a
problem of supervised learning where each measurement instance is marked
as either anomalous or normal. We used two methods to search anomalies.
The Concept drift method searches for anomalies, while the convolutional
neural network also attempts to detect the size of anomaly regions. The
latter method used the principle of time series classification. From one time
series, we build several shorter series, which are then used as input attributes
for convolutional neural networks. We evaluate the methods’ ability to detect
and correctly determine the time period affected by anomalies on a real-
world MBB measurement trace. Experiments show that the most appropriate
neural network model predicts anomaly zones with a 73 % F1 score.
Keywords: network data, anomalies, time series, Concept drift, convolu-




Dandanes si ne predstavljamo zˇivljenja brez neprestane povezave do inter-
neta. Postali smo zahtevni uporabniki, vecˇino cˇasa imamo pri sebi napravo,
ki je povezana v internet in pricˇakujemo, da bomo kjerkoli in kadarkoli pre-
prosto dostopali do njega. Ker pa racˇunalniˇska omrezˇja zˇal niso popolnoma
zanesljiva, nam lahko v dolocˇenih situacijah to onemogocˇi povezavo. Vse
vecˇ je naprav in s tem tudi narasˇcˇajo mozˇnosti nezanesljivih povezav. Tre-
nutna ocena sˇtevila povezljivih naprav je 19 milijard, gre v vecˇini primerov
za naprave, ki so v internet povezane preko sˇirokopasovnih mobilnih omrezˇij
(Mobile broadband MBB) [3]. Vse bolj so popularna MBB omrezˇja, leta 2015
je bilo 30 % vsega internetnega prometa ustvarjenega zaradi mobilnih naprav
in do zacˇetka leta 2019 je to sˇtevilo naraslo na 50 % vsega prometa [8].
S pojavom novih tehnologij, kot so 5G, lahko pricˇakujemo, da bo sˇe
vecˇ naprav povezanih v MBB in s tem bodo omrezˇja bolj obremenjena in
potrebna nadzorovanja. Merjene podatke, kot so na primer obremenitev
omrezˇja, nadzirajo in analizirajo omrezˇni strokovnjaki. Strokovnjaki na po-
drocˇju
racˇunalniˇskih omrezˇij iˇscˇejo neobicˇajne vzorce v podatkih in jih podrobno
analizirajo. Ker pa je rocˇna analiza lahko dolgotrajna, obstaja potreba po
orodjih, ki bi samodejno zaznavala take neobicˇajne dogodke – anomalije.
Omrezˇne anomalije se zgodijo tedaj, ko delovanje omrezˇja odstopa od normal-
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nega pricˇakovanega obnasˇanja. To je lahko posledica vecˇ razlicˇnih dogodkov,
kot so obremenitve omrezˇja zaradi slabega vremena, nedelovanja omrezˇnih
naprav, napadov na omrezˇja (angl. Denial of service) in ostale nepricˇakovane
spremembe v omrezˇju.
V diplomskem delu bomo razvili resˇitev za iskanje obmocˇij anomalij z
uporabo podatkov cˇasovnih vrst. Strokovnaki najdena obmocˇja anomalij
lahko uporabijo za nadaljnjo analizo. Metode, ki smo jih razvili, se zanasˇajo
na oznacˇene podatke, ki prikazujejo obmocˇja anomalij in so osnova za raz-
vrstitev nadaljnjih neoznacˇenih vzorcev podatkov. Gre za tako imenovano
nadzorovano ucˇenje. Uporabili smo dva pristopa do problema: v prvem
poskusˇamo zaznati anomalije z metodo spremembe ucˇnega koncepta (angl.
Concept drift), ki zaznava nepricˇakovane spremembe v cˇasovnih vrstah, v




To diplomsko delo se osredotocˇa na zaznavanje anomalij v sˇirokopasovnih
mobilnih omrezˇjih. V tem poglavju bomo opisali sorodna dela s podrocˇja
merjenja podatkov v omrezˇjih MBB, ter definirali, kaj pomeni anomalija in
definirali osnovne lastnosti anomalij v podatkih cˇasovnih vrst.
2.1 Sorodna dela
Mobilna omrezˇja postajajo vse bolj zahtevna za nadzorovanje in indentifi-
ciranje napak v omrezˇju je s tem postala zahtevnejˇsa za omrezˇne analitike,
sˇe posebej s porastom novih tehnologij kot je 5G, ki omogocˇa hitrejˇsi pre-
nos podatkov in s tem vecˇjo obremenitev na omrezˇju [19]. Za ocenjevanje
delovanja omrezˇij MBB je treba imeti dostop do pravih meritev, ki pokazˇejo
obnasˇanje in kakovost storitev, ki se izvajajo na teh omrezˇjih. V zadnjih
letih so bili razviti sistemi, ki omogocˇajo nadzorovanje (angl. monitoring)
omrezˇij. Ti sistemi uporabljajo razlicˇne nacˇine zajemanja meritev, kot so
pasivne meritve [26], ki zgolj opazujejo omrezˇje, in aktivne meritve [5, 4],
ki uporabljajo omrezˇne protokole za posˇiljanje paketov po omrezˇju za oce-
njevanje sposobnosti omrezˇja, kot je merjenje hitrosti prenosa podatkov in
latence. Eden izmed prvih in bolj znanih sistemov za nadzorovanje omrezˇja
je odprtokodni projekt Cacti [1], ki lahko zajema aktivne in pasivne meri-
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tve, najpogosteje se uporablja za zajemanje meritev z omrezˇnim protokolom
SNMP. Aktivne meritve se izvajajo najpogosteje s pomocˇjo zunanjih naprav
ali sond, povezanih v omrezˇja MBB, na katerih se izvajajo testi. Te zuna-
nje naprave so vidne v omrezˇju kot uporabniki. Slabost aktivnega merjenja
je, da izvajanje meritev lahko vpliva na delovanje omrezˇja. Tak je primer
ponudnika OpenSignal, ki omogocˇa zaznavanje brezzˇicˇnih blizˇnjih omrezˇnih
stolpov z aplikacijo, ki periodicˇno zajema meritve omrezˇja in nato s temi
meritvami izracˇuna lokacijo omrezˇnih stolpov [6]. Evropski projekt MO-
NROE je tudi eden izmed platform, ki zajema aktivne omrezˇne meritve s
specializiranimi sondami [9]. Cilj projekta je bila vzpostavitev platforme za
obsezˇno in skalabilno zajemanje meritev MBB iz sond, na katerih potekajo
edinstveni, po meri narejeni eksperimenti. Z obsezˇnimi meritvami dobimo
razumevanje o temeljnih karakteristikah operativnih omrezˇij MBB. Prednost
uporabe specializiranih sond je zagotovljena dosegljivost, konsistentnost in
natancˇnost zajemanja podatkov in metapodatkov, kot so lokacijski podatki,
vrsta narocˇnine pri ponudniku interneta, vrsta uporabnikove opreme, mocˇ
signala in identifikacijska sˇtevilka baznega stolpa. Za analizo smo v diplom-
ski nalogi uporabili meritve iz posameznih sond projetka MONROE (vecˇ o
meritvah v poglavju 3.1).
Kljub velikim mozˇnostim storitev za nadzor brezzˇicˇnih omrezˇij je v pro-
cesu posamezne storitve sˇe vedno vkljucˇena prisotnost cˇlovesˇkega dejavnika
pri analizi podatkov. Dandanes je praksa taka, da diagnozo omrezˇja na-
redijo strokovnjaki s podrocˇja brezzˇicˇnih omrezˇij in rocˇno dolocˇijo pravila
za razvrsˇcˇanje omrezˇnih podatkov na normalne, anomalije in druge oznake
[21]. Taka praksa je ad-hoc, je lahko dolgotrajna, nenatancˇna, zato obsta-
jajo naprednejˇsi pristopi pri brezzˇicˇnih omrezˇjih, ki poskusˇajo avtomatizirati
postopek analize. Primer takega pristopa se zanasˇa na oznacˇene omrezˇne po-
datke in uporablja nadzorovano ucˇenje za zaznavanje anomalij [22]. Deluje
tako, da v prvi fazi z metodo podpornih vektorjev (SVM) iˇscˇe anomalije, v
drugi pa s povratno nevronsko mrezˇo (RNN) odkriva vedenje anomalij cˇez
cˇas. Nekateri pristopi uporabljajo kljucˇne kazalnike uspesˇnosti (KPI), kot so
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metode otezˇenega premikajocˇega povprecˇja, Holt-Winters in ocena korelacije
za gradnjo modelov strojnega ucˇenja [14, 27]. En izmed nacˇinov je tudi sis-
tem ADAM, ki zaznava anomalije z racˇunanjem Kullback-Leiber divergence
med prihajajocˇimi in prejˇsnjimi zbranimi podatki [11].
Razvijajo pa se sistemi, ki poleg zaznavanja anomalij predlagajo tudi pri-
marne vzroke za anomalije v LTE omrezˇjih (angl. root cause diagnosis) [17].
Predlagan sistem razvrsˇcˇa razlicˇne tipe anomalij v grucˇe z nenadzorovanim
ucˇenjem, ki jih kasneje identificirajo strokovnjaki. Ta sistem je specificˇno
narejen za protokol LTE.
Pri vecˇini omenjenih pristopov potrebujemo prisotnost strokovnjaka, ki
oznacˇuje podatke cˇasovnih vrst. V omenjenih raziskavah, ki uporabljajo
metodo nadzorovanega ucˇenja za razvrsˇcˇanje, so strokovnjaki oznacˇevali po-
datke cˇasovnih vrst idealno. To pomeni, da so ob dogodku anomalij oznacˇili le
tiste cˇasovne tocˇke, ki so izvor anomalij. Tako oznacˇevanje je pa neprakticˇno
in dolgotrajno za oznacˇevalca. Neprimerno oznacˇevanje pa mocˇno vpliva na
natancˇnost sistema, ki iˇscˇe anomalije. Zato je potreben sistem, ki podpira
neidealno in preprosto razvrsˇcˇanje podatkov cˇasovnih vrst za oznacˇevaleca in
sˇe vedno ucˇinkovito zaznava anomalije kljub neidealno oznacˇenim podatkom.
Tak sistem je prakticˇen za uporabo v resnicˇnem zˇivljenju, saj z nacˇinom
oznacˇevanja dosezˇemo nivo abstrakcije, kjer oznacˇevalcu ni treba razumeti
zakulisja delovanja modela za razvrsˇcˇanje in kaksˇen nacˇin oznacˇevanja je
optimalen za natancˇnost modela. Tak sistem smo razvili v sklopu diplomske
naloge. Je tudi eden izmed prvih, ki gleda na problem anomalij cˇasovnih vrst
v omrezˇjih MBB z vidika podatkovnih ved, kjer se osredotocˇamo na obliko
in definicijo anomalij, kakor tudi na pogled z vidika racˇunalniˇskih omrezˇij.
To pomeni, da koncˇni sistem lahko razsˇirimo tudi na drugo domeno, kjer
so uporabljene cˇasovne vrste. Poleg tega se sistem osredotocˇa na analizo
podatkov cˇasovnih vrst in ne na napoved prihodnosti, kakor vecˇina obstojecˇih
sistemov za zaznavanje anomalij trenutno deluje.
Analizo cˇasovnih vrst, kjer moramo posamezno cˇasovno vrsto klasificirati
kot anomalijo ali ne, lahko resˇujemo z metodo zaznavanja cˇasovnih vrst (angl.
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Time-series classification - TSC). TSC je problem, ki se ga lahko resˇuje na
vecˇ nacˇinov, eden izmed bolj znanih je z algoritmom DTW, ki deluje tako,
da iˇscˇe podobnosti med dvema cˇasovnima vrstama [20]. Slabost DTW je, da
je racˇunsko zahteven, pri daljˇsih cˇasovnih vrstah postane neucˇinkovit, tezˇko
ga je implementirati in zato ga tudi ne bomo uporabljali [25]. Algoritem
DTW tudi zahteva, da imamo definiran izgled cˇasovne vrste za posamezno
primerjavo in pri nasˇem primeru bi morali definirati cˇasovne vrste, ki so
anomalije. To se pa pri nas ne bi obneslo, saj imamo vecˇ oblik anomalij in s
tem bi morali primerjati vsako cˇasovno vrsto z vhodno cˇasovno vrsto. Zaradi
tega bi postal algoritem DTW neucˇinkovit.
Bolj primerna je uporaba CNN pri TSC, saj je CNN bolj prilagodljiv, defi-
niramo, kaj je anomalija v postopku ucˇenja in v primeru, da bi se odlocˇili ana-
lizirati drugacˇno omrezˇno meritev ali analizirati meritve pri drugih cˇasovnih
vrstah, bi to lazˇje naredili s CNN. To so zˇe prikazali v podobnem delu, kjer
se je model CNN izkazal za ucˇinkovito resˇitev [15].
2.2 Tipi anomalij
Anomalija je splosˇno poimenovanje za neko stvar, ki mocˇno odstopa od
pricˇakovanega rezultata. V statistiki je anomalija definirana kot podatkovna
tocˇka, ki se mocˇno razlikuje od ostalih podatkovnih tocˇk. Anomalije imajo
lahko razlicˇna poimenovanja, na primer napake, izjeme, defekti, sˇum, ne-
skladje in drugo. Anomalijo se dolocˇi glede na domeno v katerem je, zato
moramo bolj natancˇno definirati, kaksˇne anomalije bomo iskali v sklopu di-
plomske naloge. Eden izmed pristopov je, da anomalije razcˇlenimo na tri
tipe [12].
• Prvi tip je najpreprostejˇsi tip, kjer posamezna podatkovna instanca po-
stane anomalija, ko vrednosti atributov instance ne ustrezajo ostalim
podatkovim instancam. Tehnike zaznavanja anomalij analizirajo rela-
cije med individualno instanco in drugimi. Primer na Sliki 2.1 prikazuje
anomalije prvega tipa, ki odstopajo od ostalih vrednosti.
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Slika 2.1: Primer prvega tipa anomalije
• Drugi tip je podoben prvemu tipu z razliko dodanega konteksta. Pogoj
za ta tip so sekvencˇni oziroma prostorski podatki. Posamezne podat-
kovne instance imajo odvisnosti z blizˇnjimi/ lokalnimi podatkovnimi
instancami. Kontekst je v tem primeru dolocˇeno lokalno obmocˇje po-
datkovne instance. Pogoj za drugi tip je, da ima podatkovna instanca
dodatne atribute pri dolocˇanju anomalij. Ti atributi se imenujejo kon-
tekstni atributi in vedenjski atributi.
– Kontekstni atributi dolocˇajo polozˇaj podatkovne instance in po-
vedo blizˇino do drugih podatkovnih instanc. V primeru cˇasovnih
serij je kontekstni atribut cˇas, ki dolocˇa kontekst, v prostorskih
podatkih so lahko kontekstni podatki koordinate posamezne in-
stance.
– Vedenjski atributi so vsi atributi, ki dolocˇajo nekontekstne karak-
teristike instance.
Anomalije se dolocˇajo z vedenjskimi atributi v dolocˇenem kontekstu
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Slika 2.2: Drugi tip anomalije
(lokalno obmocˇje podatkovnih instanc). Cˇe imamo dve podatkovni in-
stanci z istimi vrednostmi vedenjskih atributov, je lahko ena izmed teh
oznacˇena kot anomalija, kjer je druga pa ne. Na Sliki 2.2 je prikazan
primer drugega tipa anomalije. Kljub temu da sta vrednosti (vedenj-
ski atribut) t1 in t2 enaki, bi vrednost t2 oznacˇili za anomalijo, ker iz
same tocˇke ne moremo razbrati, ali je anomalija, ampak nam sosednje
cˇasovne tocˇke nudijo kontekst, zaradi katerega se lahko odlocˇimo, ali je
tocˇka t2 anomalija.
Slika 2.3: Primer tretjega tipa anomalije
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Tretji tip se kot drugi tip uporablja v sekvencˇnih oziroma prostorskih podat-
kih. Anomalije se zgodijo, ko podmnozˇica zaporednih podatkov odstopa od
celotnega seta podatkov. Celotni set podatkov ima intervale podatkov, ki se
ponavljajo in ti intervali so si med seboj podobni in pride do anomalije, ko
se interval podatkov ne ujema s preostalimi intervali. Kot primer je slika 2.3,
ki prikazuje gibanje EKG signala cˇez cˇas, anomalija se zgodi, takrat ko se
ponavljajocˇ signal ne pojavi v pricˇakovanem cˇasovnem intervalu.
Za analizo v diplomski nalogi so nam na voljo podatki cˇasovnih vrst in
zato se bomo osredotocˇiti na anomalije drugega tipa. Lahko bi zaznavali tudi
tretji tip iz nasˇih podatkov, vendar nasˇi podatki opisujejo meritve, ki niso
sezonske, oziroma nimajo natancˇno definirane periodicˇnosti.
2.3 Obmocˇja anomalij
Ko omrezˇni analitiki analizirajo omrezˇne podatke, opazujejo razlicˇne defor-
macije v podatkih in take deformacije ali anomalije oznacˇijo kot obmocˇje
anomalije. Obmocˇje anomalije je cˇasovni interval v cˇasovni vrsti, v katerem
so anomalije, dogodki, ki so privedli do anomalije in blizˇnje instance, ki niso
anomalije. Kje tocˇno se zacˇne in koncˇa obmocˇje anomalije, ni popolnoma de-
finirano in tudi ni nujna informacija. Nujna informacija o tem ni potrebna,
ker vemo, da vpliva na oznacˇevanje cˇlovesˇki dejavnik, za katerega pa vemo,
da ni konsistenten in pri primeru ene anomalije ne bi vsak enako oznacˇil
obmocˇja, kjer se je ta anomalija zgodila. Zaradi nacˇina oznacˇevanja podat-
kov obstaja izziv pri gradnji modela, ki bi zajel cˇlovesˇki ucˇinek oznacˇevanja
obmocˇij anomalij. Ta izziv oznacˇevanja bomo resˇevali v diplomski nalogi.
Slika 2.4 prikazuje primer zˇe oznacˇenega obmocˇja anomalije na nasˇih
podatkih cˇasovnih vrst. Kjub temu da so anomalije tocˇke, ki imajo poviˇsane
vrednosti, predpostavimo, da bodo oznacˇili tudi ostale blizˇnje tocˇke in bo
tvorjen en interval oznacˇenih tocˇk. Tak nacˇin ima prednost pred ostalimi
nacˇini oznacˇevanja (Slika 2.5, saj omogocˇa hitro in preprosto oznacˇevanje
anomalij.
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Slika 2.4: Predpostavljeno oznacˇevanje obmocˇja anomalije
Na slikah 2.6 so vidni primeri oznacˇevanja podatkov. Prikazuje mozˇne
dogodke, ki se lahko zgodijo in kako se oznacˇujejo. Cˇeprav sta si Sliki 2.6e in
2.6b podobni po obliki in bi lahko obe oznacˇili kot anomalijo drugega tipa,
bo le slednja oznacˇena kot obmocˇje anomalije, ker vsebuje vecˇ tocˇkovnih
anomalij in je na njej potrebna bolj podrobna analiza. Isto velja za ostale
oblike anomalij, ki ne bodo oznacˇene vsakicˇ. Pri primeru 2.6c dogodek ne
bo oznacˇen, cˇe je razlika spremembe vrednosti dovolj nizka. Kdaj je razlika
spremembe vrednosti dovolj visoka, da se jo prepoznava kot anomalijo, je
naloga omrezˇnega analitika. Omrezˇni analitiki so tisti, ki odlocˇajo, kaj spada
pod anomalijo in kaj ne. Ocenjujejo cˇasovne vrste na podlagi vecˇ razlicˇnih
dejavnikov, kot so nenadne spremembe v vrednostih meritev cˇez cˇas, varianca
v cˇasovnih vrstah in neobicˇajni vzorci v podatkih, kot je lahko primer Slike
2.6b, ki prikazuje nenavaden vzorec spemembe podatkov iz enega normalnega
stanja v drugega. To ocenjevanje in oznacˇevanje omrezˇnega analitika je tudi
drugi izziv, ki ga bomo poskusˇali resˇiti v sklopu diplomske naloge.
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(d) Prehod na sˇumne podatke
(e) Tocˇkovna anomalija, taksˇnih ne oznacˇujemo
Slika 2.6: Obmocˇja anomalij in kako so oznacˇena oziroma niso. Z rdecˇo so




V tem poglavju bomo razlozˇili pristop do razlicˇnih izzivov, ki smo jih razlozˇili
v prejˇsnjem poglavju. Najprej bomo razlozˇili, kako so nasˇi podatki predsta-
vljeni, nato pa predlagali dve metodi za resˇevanje nasˇih izzivov zaznavanja.
Na koncu poglavja pojasnimo, kako bomo ocenjevali uspesˇnost teh dveh me-
tod.
3.1 Cˇasovne vrste za obdelavo
Nasˇe podatke smo dobili od evropskega projekta MONROE [9]. Cilj pro-
jekta je bila vzpostavitev platforme za izvajanje eksperimentov na 3G/4G
omrezˇjih MBB. Izvajanje eksperimentov se dogaja preko sond, ki so pove-
zane na omrezˇja MBB, torej izvajajo aktive meritve. Sonde so postavljene po
razlicˇnih krajih v Evropi, na staticˇna in premikajocˇa se mesta, kot so avto-
busi in vlaki. Sonde izvajajo razlicˇne eksperimente, kot so merjenje storitev
video/avdio streaminga, merjenje dostopnosti razlicˇnih omrezˇnih protokolov
in drugih po meri narejenih eksperimentov. Sonde izvajajo eksperimente
periodicˇno in jih shranijo v podatkovno bazo. Ob tem se shranijo razlicˇne
vrednosti in metapodatki, kot so trenutna lokacija sonde, mocˇ signala (RSSI,
RSRP, RSRQ), tip povezave (3G, LTE), identifikator trenutne povezane ba-
zne postaje in mnogo drugih indikatorjev za obnasˇanje omrezˇja.
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Slika 3.1: Porazdelitev MONROE sond po Evropi. Vir: MONROE
Eden izmed teh indikatorjev je tudi Round-Trip Time (RTT). RTT nam
pove dolzˇino cˇasa, ki je potreba, da omrezˇni paket pride od sonde do strezˇnika,
vkljucˇno s potrditvijo prejema paketa od strezˇnika do sonde. RTT je po-
membna meritev, saj z njo dolocˇamo stabilnost povezave in jo ocenjujejo
za kriticˇno meritev, ki je potrebna pri analizi raznih racˇunalniˇskih omrezˇij
[13]. Prednost meritve RTT je sˇiroka uporaba pri raznoraznih aplikacijah in
racˇunalniˇskih omrezˇjih. Meritev RTT smo uporabili za glavni podatek pri
iskanju obmocˇij anomalij.
Eksperiment je potekal na vecˇ sondah v obdobju enega meseca. Podatek
RTT iz sond se je zapisoval v podatkovno bazo na vsake 10 ms, mi smo te
podatke vzorcˇili na 1 minuto. S tem smo dobili obsezˇno podatkovno zbirko
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za analizo. Izbrali smo meritve 8 sond v enem mesecu, ki so vsebovale vse
tipicˇne oblike anomalij, in jih analizirali. Iz zbranih podatkov imamo na
razpolago tudi podatke o tem, ali je v posamezni meritvi tudi anomalija.
Te podatke smo dobili od omrezˇnih strokovnjakov, ki so rocˇno oznacˇili vse
podatke. Posamezno meritev imenujemo tudi cˇasovna tocˇka. Primer v tabeli
3.1 prikazuje podatke iz ene sonde v obdobju enega meseca. Vsaka vrstica
predstavlja enominutni eksperiment, kjer stolpec Time sluzˇi kot indeks, RTT
kot atribut in Class, ki nam pove, ali je posamezna cˇasovna tocˇka anomalija
ali ne. Vrednost Class bomo napovedovali z nasˇimi metodami.
Time RTT Class
2018-01-01 00:00:00 51.776786 0
2018-01-01 00:01:00 55.546429 0
2018-01-01 00:02:00 54.567857 1
2018-01-01 00:03:00 53.667857 1
... ... ...
2018-01-31 23:50:00 57.087500 0
Tabela 3.1: Podatki sonde za obdelavo
Pri anomalijah lahko pricˇakujemo, da niso pogoste in iz nasˇih podat-
kov je razvidno, da je priblizˇno 90 % instanc oznacˇenih kot normalnih in
10 % kot anomalije. To je velik delezˇ za anomalije, ampak je tak zaradi
nacˇina oznacˇevanja anomalij, samih anomalij je veliko manj. Zaradi neu-
ravnotezˇenosti razredov moramo tudi drugacˇe ocenjevati in testirati razvite
modele.
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3.2 Pristop z metodo spremembe ucˇnega kon-
cepta
Resˇevali bomo problem zaznavanja anomalij z metodo spremembe ucˇnega
koncepta. V nadzorovanem ucˇenju primarno predvidevamo staticˇne, nespre-
menljive odnose med vhodnimi in izhodnimi spremenljivkami. V resnicˇnosti
je pa to lahko drugacˇe in s cˇasom se lahko ti odnosi med vhodnimi in izho-
dnimi spremenljivkami nepricˇakovano spreminjajo.
Slika 3.2: Integracija metode spremembe ucˇnega koncepta pri modelih stroj-
nega ucˇenja
Nacˇin zaznavanja spreminjajocˇih odnosov v podatkih imenujemo spre-
memba ucˇnega koncepta. V strojnem ucˇenju, uporabljamo spremembo ucˇnega
koncepta za zaznavanje sprememb med vhodnimi podatki in clijnimi podatki.
Brez uporabe spremembe ucˇnega koncepta lahko model strojnega ucˇenja cˇez
cˇas postane nenatancˇen. Metoda spremembe ucˇnega koncepta deluje tako,
da spremlja funkcijo napake cˇez cˇas in ob ustrezni spremembi v vrednosti
funkcije to zazna in je to znak za prilagoditev modela strojnega ucˇenja z
novimi testnimi podatki. Delovanje in shema integracije spremembe ucˇnega
koncepta je prikazana na Sliki 3.2, kjer je prikazan odnos med posameznimi
deli strojnega ucˇenja. Na metodo spremembe ucˇnega koncepta vpliva funk-
cija napake in ob zaznani spremembi metoda zaustavi ucˇenje, ker je priˇslo do
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zaznane spremembe odnosa med vhodnimi in izhodnimi podatki. To je znak,
da moramo model strojnega ucˇenja ponovno trenirati s svezˇimi podatki.
Prednost delovanja metode spremembe ucˇnega koncepta je, da je zmozˇna
zaznavanja vecˇ vrst sprememb. Metoda je odporna tudi na anomalije prvega
tipa [16]. Taksˇno zaznavanje ustreza nasˇim zahtevam za iskanje anomalij v
omrezˇnih podatkih. V diplomskem delu smo prilagodili delovanje metode
spremembe ucˇnega koncepta za iskanje sprememb v podatkih RTT.
Obstaja vecˇ algoritmov sprememb ucˇnega koncepta. V diplomski na-
logi smo se odlocˇili za uporabo enega izmed teh, imenovanega Page-Hinkley
[23]. Page-Hinkley je ena izmed razlicˇic algoritmov kumulativne vsote (angl.
CUSUM algorithm). Izbrali smo ga, ker nudi vse osnovne stvari za zazna-
vanje sprememb in ne vsebuje dodatnih, za nas nepotrebnih funkcionalnosti,
kot je dinamicˇno prilagajanje velikosti testne mnozˇice pri strojnih modelih.
Uporaben je tudi zaradi prilagodljivosti pri izbiri parametrov, ki vplivajo na
obcˇutljivost zaznavanja.
Page-Hinkley algoritem je tehnika sekvencˇne analize in deluje tako, da gre
cˇez vse cˇasovne tocˇke neke cˇasovne vrste in pri vsaki tocˇki izracˇun, ali se je
tam verjetno zgodila sprememba (angl. drift). Algoritem hrani kumulativno
spremenljivko xT , ki narasˇcˇa oziroma pada po izracˇunu








α in δ sta dva izmed prametrov, ki vplivata na obcˇutljivost algoritma.
Anomalija se zgodi, ko vrednost xT presezˇe prag λ. λ je tudi eden izmed
parametrov, ki vpliva na hitrost zaznavanja in sˇtevilo zaznanih sprememb, z
viˇsjo vrednostjo je sprememba tudi zaznana kasneje. Slika 3.3 prikazuje pre-
mikanje kumulativne spremenljivke xT skozi cˇasovno vrsto. Ko kumulativna
vrednost dosezˇe prag, v tem primeru 100, jo poenostavimo na vrednost 0.
Page-Hinkley algoritem je bil razvit za nadzorovanje vrednosti napake, to-
rej je zaznaval napake samo takrat, ko je vrednost nenadzorovano narasˇcˇala.
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Slika 3.3: Vrednost kumulativne spremenljivke algoritma (Page-Hinkley
Sum) Page-Hinkley skozi cˇasovno vrsto
Ker se pa v nasˇih podatkih zgodi anomalija tudi takrat, ko vrednosti ne-
pricˇakovano padajo, moramo uporabiti tudi prilagojeno verzijo Page-Hinkley
za zaznavanje padajocˇih vrednosti. Definiramo Page-Hinkley za zaznavanje
padajocˇe vrednosti s kumulativno spremenljivko xTm
xTn = min(0, xT · α + (xt − xT + δ)) (3.3)
Ko absolutna vrednost xTn preraste prag λ, takrat sprozˇimo alarm.
S spreminjanjem vrednosti parametrov algoritma Page-Hinkley (PH) dosezˇemo
vecˇ razlicˇnih oblik zaznavanja. Zˇeleli bi uporabiti najprimernejˇse parame-
tre za algoritem, tako da bi cˇim bolj uspesˇno zaznavali anomalije v nasˇih
omrezˇnih podatkih. Lahko pricˇakujemo, da obstaja en najbolj ustrezen al-
goritem PH1 za zaznavanje z najboljˇsimi parametri, ampak sˇe vedno bo nekaj
anomalij, ki bodo ostale neprepoznane. Obstaja pa tudi sˇe drug algoritem
PH2, ki ima drugacˇne parametre kakor PH1 in obstaja mozˇnost, da bo PH2
zaznal nekaj anomalij, ki jih prvi algoritem ni zaznal. Ker bi zˇeleli zdruzˇiti
zazvanaja obeh ali celo vecˇ PH algoritmov, predlagamo, da vse rezultate
algoritmov zdruzˇimo v eno tabelo 3.2, kjer sˇtevilo n predstavla sˇtevilo PH
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Slika 3.4: Vrednost kumulativne spremenljivke (Page-Hinkley Sum) prila-
gojenega algoritma Page-Hinkley za zaznavanje negativnih sprememb skozi
cˇasovno vrsto
algoritmov, vsak z unikatnimi parametri.
Time PH1 . . . PHn Razred
2018-01-01 00:00:00 False . . . False 0
2018-01-01 00:01:00 False . . . False 0
2018-01-01 00:02:00 False . . . False 1
2018-01-01 00:03:00 True . . . False 1
. . . . . . . . . . . . . . .
2018-01-31 23:50:00 False . . . True 0
Tabela 3.2: Prikaz tabele izbranih Page-Hinkley algoritmov, kjer vsak stolpec
PHi predstavlja inicializiran PH algoritem z unikatnimi parametri
S preobrazbo v tabelo 3.2 sedaj resˇujemo problem zaznavanja anomalij
z nadzorovanim ucˇenjem. Ena vrstica v tabeli predstavlja vhodne podatke
za model strojnega ucˇenja in spremenljivko Razred, ki predstavlja napoved,
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ali je v posamezni cˇasovni tocˇki anomalija ali ne. Vhodni podatki so pa v
tem primeru, ali je v tisti cˇasovni tocˇki en ali vecˇ PH algoritmov napovedalo
anomalijo ali ne. Sedaj izbiramo med vecˇ znanimi algoritmi nadzorovanega
ucˇenja, kot so metoda podpornih vektorjev (angl. Support Vector Machine),
nakljucˇni gozdovi (angl. Random Forest), odlocˇitveno drevo (angl. Decision
Tree) in naivni bayes (angl. Naive Bayes).
S to resˇitvijo pricˇakujemo, da bomo resˇevali enega izmed zastavljenih izzi-
vov, in sicer zaznavanje anomalij na obmocˇjih anomalij. Model bo v primeru
zaznane anomalije oznacˇil le eno cˇasovno tocˇko, kot je prikazano na Sliki 3.4.
Ker na celotnem intervalu oznacˇimo le eno ali malo vecˇ cˇasovnih tocˇk kot
anomalije, ne bomo mogli zaznavati velikosti obmocˇja anomalije s pristopom
spremembe ucˇnega koncepta. Ena izmed neoptimalnih prilagoditev je em-
piricˇna dolocˇitev velikosti obmocˇja anomalije vsakicˇ, ko zaznamo anomalijo.
Izziv dolocˇanja velikosti obmocˇja anomalije bomo resˇevali s konvolucijsko
nevronsko mrezˇo.
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3.3 Pristop s konvolucijsko nevronsko mrezˇo
Na podrocˇju globokega ucˇenja so konvolucijske nevronske mrezˇe (angl. Con-
volutional neural networks - CNN) ena izmed najpopularnejˇsih metod resˇevanja
problemov racˇunalniˇskega vida. Cilj racˇunalniˇskega vida je omogocˇanje vizu-
alne prepoznave s pomocˇjo racˇunalniˇskih sistemov, da bi dosegli zaznavanje
kakor pri cˇloveku. Zato CNN opravlja naloge, kot so analiza slik, klasifikacija
slik, obdelava naravnega jezika in priporocˇilni sistemi. CNN postajajo vse
bolj napredne in v nekaterih primerih, kot je nevronska mrezˇa ResNet, celo
boljˇse v identifikaciji slik kot cˇlovek [18].
Ideja, da bi uporabili CNN za nasˇ problem, izhaja iz tega, da je posto-
pek iskanja anomalij vizualni in z ustrezno strukturo modela CNN lahko
zaznavamo tudi anomalije. Ko strokovnjaki iz domene racˇunalniˇskih omrezˇij
analizirajo podatke, in v njih iˇscˇejo anomalije, si pri identifikaciji pomagajo
s pripomocˇki, ki vizualizirajo podatke in s tem naredijo anomalije bolj pre-
poznavne. Cˇasovne vrste v racˇunalniˇskih omrezˇjih prikazujemo najpogosteje
z grafom, ki prikazuje na x osi cˇas, na y osi pa vrednost opazovane meritve
ob dolocˇenem cˇasu kakor na Sliki 2.4.
3.3.1 Delovanje CNN
Slika 3.5: Proces klasifikacije slike. Vir: Medium
Konvolucijska nevronska mrezˇa je algoritem globokega nadzorovanega
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ucˇenja, ki kot vhod sprejema sliko, ji zna dodeliti pomembnost in jo locˇiti
od drugih slik. Sestavljena je iz dveh delov. Prvi del je glavna lastnost CNN
in cilj je pridobivanje visokonivojskih lastnosti (angl. high-level features) iz
slik, kot je primer iskanja robov, kotov in naklonov. Prvi del je sestavljen
iz vecˇ razlicˇnih plasti, ki v kombinaciji med seboj naredijo pridobivanje la-
stnosti hitro in ucˇinkovito. Te plasti se imenujejo v osnovnem modelu CNN
konvolucijska plast, zdruzˇevalna plast, izpadna plast in splosˇcˇitvena plast.
Namen drugega dela CNN je klasifikacija pridobljenih lastnosti iz prvega
dela. Drugi del vsebuje eno ali vecˇ polnopovezanih plasti. Slika 3.5 prika-
zuje strukturo CNN omrezˇja. V podpoglavjih bomo opisali posamezno plast
in kateri parametri so pomembni pri inicializaciji, ker jih bomo izbirali v
nadaljnjih poglavjih.
Konvolucijska plast
Slika 3.6: Enodimenzionalna konvolucijska plast
Je najpomembnejˇsa plast v globoki nevronski mrezˇi, ker je njen namen
iskanje lastnosti na podatkih. Najpogosteje se omenja dvodimenzionalna
konvolucijska plast, ker se ta uporablja pri slikah. Lahko je pa tudi enodi-
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menzionalna ali vecˇdimenzionalna. Na Sliki 3.6 je prikazano delovanje eno-
dimenzionalne konvolucijske plasti, kjer s premikajocˇim se oknom ob vsakem
koraku racˇunamo skalarni produkt. Ob inicializaciji plasti dolocˇimo velikost
okna (angl. kernel size), aktivacijsko funkcijo in sˇtevilo filtrov (oken). V
vsakem oknu so ob nastanku drugacˇne vrednosti, ki vplivajo na ekstrakcijo
lastnosti.
Zdruzˇevalna plast - Pooling
Uporabljamo jo, ko zˇelimo zmanjˇsati sˇtevilo podatkov, jih zˇelimo posplosˇiti
in s tem tudi pospesˇiti procesiranje. Plast je po navadi uporabljena po kon-
voluciji, ko so lastnosti iz slik zˇe najdene in takrat lahko zmanjˇsamo velikost
matrike. Izberemo lahko poljubno velikost zmanjˇsevanja, pri primeru z eno-
dimenzionalnimi podatki, nam pri inicializaciji parameter velikosti pove, za
koliko bomo vecˇkratno zmanjˇsali podatke.
Splosˇcˇitvena plast - Flatten
Je plast, ki zdruzˇuje konvolucijski del s polnopovezano plastjo. Plast pretvori
vse tabele v enodimenzionalno tabelo, ki je primerna za vhod za polnopove-
znano plastjo.
Polnopovezana plast - Dense
Je plast, ki vsebuje nevrone in je odgovorna za klasifikacijo pri modelu CNN.
Ob inicializaciji lahko izbiramo sˇtevilo nevronov in aktivacijsko funkcijo.
Izpadna plast - Dropout
Izpadna plast je namenjena generalizaciji modela CNN in jo bolj pogosto
najdemo pri polnopovezani plasti. Preprecˇuje prekomerno prilagajanje na
testnih podatkih, in to tako, da preprecˇi aktivacijo delezˇu nakljucˇnih nevro-
nov med polnopovezanimi plastmi.
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3.3.2 Koncept zaznavanja
Slika 3.7: Izgled klasifikacije cˇasovne vrste z modelom CNN
Da bomo zaznavali anomalije z modelom CNN, moramo definirati posto-
pek klasifikacije s podatki cˇasovnih vrst. CNN se tradicionalno uporablja za
analizo slik, iz katerih izlusˇcˇi glavne lastnosti in so kasneje uporabljene za
klasifikacijo. Zˇelimo narediti tak model zaznavanja, kjer bi ob podani sliki
dobili izhod, ali slika vsebuje anomalijo ali ne. Ta slika je v nasˇem primeru
cˇasovna vrsta. Slika 3.7 prikazuje klasifikacijo. Kdaj bo pa neka cˇasovna
vrsta anomalija ali ne, bo pa natancˇno pojasnjeno v poglavju 3.3.3.
Do sedaj smo opisali, kako klasificiramo eno cˇasovno vrsto. Nasˇi podatki
pa vsebujejo vecˇ cˇasovnih vrst razlicˇnih dolzˇin in pri zaznavanju cˇasovnih vrst
vedno predpostavimo, da so cˇasovne vrste med seboj enako dolge. Zato smo
naredili metodo, kjer dolocˇimo poljubno dolzˇino posamezne cˇasovne vrste za
vhod in iz vecˇjih cˇasovnih vrst naredimo vecˇ manjˇsih podvrst. Kako bomo
razcˇlenili cˇasovne vrste na manjˇse dele in jih klasificirali, je prikazano na Sliki
3.8.
3.3.3 Predprocesiranje podatkov
Nasˇi podatki so sestavljeni tako, da vsaka vrstica predstavlja stanje ob dolocˇeni
cˇasovni enoti, pri katerem je v vsaki cˇasovni enoti zapisan podatek o atri-
butu RTT in razredu. Nasˇi zacˇetni podatki so predstavljeni kot cˇasovna
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Slika 3.8: Koncept delovanja modela CNN
vrsta D = {(xi, yi) | i = 1, . . . , N}, kjer je ena vrstica predstavljena kot
(xi, yi) in je atribut oznacˇen kot xi in vrednostna oznaka za anomalijo - ra-
zred y ∈ {0, 1}. Sˇtevilo N predstavlja sˇtevilo cˇasovnih instanc oziroma vrstic.
Zapiˇsemo cˇasovno vrsto atributov kot X = {x1, . . . , xN}.
Vrednosti atributov sluzˇijo kot vhod za model CNN, kjer je priporocˇljivo,
da je vhod normaliziran [24]. Obstaja vecˇ nacˇinov normalizacije, najpogo-




Model CNN sprejema dolocˇen vhodni format, zacˇetne podatke bomo temu
ustrezno prilagodili. Nasˇ vhodni nivo modela je 1D konvolucijska plast, ki
sprejema vhodne podatke v 2D tabeli, ki je sestavljena iz tabele atributov
in tabele velikosti opazovanega okna. V nasˇem primeru imamo eno vrsto
atributov, opazovano okno pa dolocˇimo eksperimentalno.
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Za cˇasovno sekvenco X = {x1, . . . , xN} je opazovano okno poljubno od-
rezan del cˇasovne sekvence, definirano kot S = {xi, . . . , xj}, 1 ≤ i ≤ j ≤ N .
Opazovano okno lahko uporabimo kot vhod za CNN in pri tem moramo
poskrbeti, da je velikost okna vedno enaka. Opazovano okno si lahko pred-
stavljamo kot sliko, ki jo naredimo posamezno iz cˇasovne instance, kjer zaja-
memo tudi okolico te instance. Za posamezno cˇasovno instanco z oznako yi
zˇelimo narediti tako opazovano okno, ki bo imelo vpogled v pretekle in pri-
hodnje dogodke. Primer videza opazovanega okna prikazuje slika 3.9. Velja
enacˇba
Si = {f(xj) | j ∈ [i− k, i+ k] ∩ Z} (3.5)
f(xi) =

x1 ; i < 1
xi ; 1 ≤ i ≤ N
xN ; i > N
(3.6)
Slika 3.9: Primer opazovanega okna v cˇasovni vrsti
Enacˇba nam pove, kako narediti opazovano okno, funkcija f(xi) je po-
trebna ob robnih pogojih, ki so takrat, ko smo blizˇje zacˇetku cˇasovne vr-
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ste oziroma koncu. V takih primerih moramo zapolniti preostanek opa-
zovanega okna in pri primeru S1 bo opazovano okno izgledalo kot S1 =
{x1, . . . , x1, x1, x2, . . . , xk}.
Spremenljivka k pripomore k velikosti okna, sama dolzˇina okna je velikosti
2k + 1. Ta nacˇin izdelave opazovanih oken uporabimo pri celotnem naboru
podatkov. Nasˇi podatki za obdelavo sedaj izgledajo kot
D′ = {(Si, yi) | i = 1, . . . , N} (3.7)
V podatkih za obdelavo si lahko predstavljamo delovanje opazovanega
okna kot prilagojeno verzijo pomikajocˇega se okna (angl. sliding window), ki
se uporablja v statistiki za racˇunanje premikajocˇega povprecˇja (angl. moving
average).
Zaradi nacˇina delitve podatkov na manjˇsa okna velja, da so okna Si, ki so
v blizˇini (lokalna okna), med seboj podobna. To vpliva na izbor ucˇne, valida-
cijske in testne mnozˇice. Pri delitvi podatkov ne smemo izbirati nakljucˇnih
vrstic za sestavljanje mnozˇic, saj bi priˇslo do napacˇnih rezultatov ocenjeva-
nja. Rezultati bi v tem primeru kazali visoko natancˇnost na mnogih izbranih
modelih CNN. Predstavljamo si lahko primer, kjer je Si v ucˇni mnozˇici, Si+1
pa v testni. Ker je okno Si+1 zamaknjeno le za eno cˇasovno enoto, bo verje-
tnost visoka, da bo model klasificiral pravilno, ker je imel podoben vhod na
testni mnozˇici.
Ena izmed prilagoditev, ki smo jih uporabili na cˇasovni vrsti atributov,
je umirjanje podatkov (angl. Data Smoothing). Umirjanje podatkov pomeni
manipulacijo podatkov z algoritmom, ki odstranjuje sˇum iz podatkov. Ideja
za umirjanjem podatkov je, da iz podatkov ustvarimo bolj preproste vzorce
in trende, ki se zgodijo cˇez cˇas. Uporabili smo jih, ker nasˇi podatki vsebu-
jejo sˇum in nakljucˇna odstopanja, ki predstavljajo izziv pri doseganju dobrih
rezultatov pri zaznavanju. Za umirjanje podatkov smo uporabili metodo
premikajocˇega povprecˇja (angl. moving average), ki z dolocˇeno velikostjo
premikajocˇega se okna povprecˇi vrednosti atributov. S tem zmanjˇsuje vari-
anco podatkov. Za model smo uporabili vecˇ razlicˇnih velikosti premikajocˇega
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Slika 3.10: Umirjanje podatkov z metodo moving average, kjer je n velikost
premikajocˇega okna
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se okna. Slika 3.10 prikazuje vrednosti, ki smo jih uporabili za model CNN,
viˇsja kot je vrednost premikajocˇega se okna, bolj razvidno je premikanje vre-
dnosti RTT cˇez cˇas. Vrednosti smo dolocˇili vizualno, kjer smo z najmanjˇso
vrednostjo odstranili tocˇkovne anomalije, z najviˇsjo vrednostjo pa dobili vpo-
gled premikanja povprecˇja meritve RTT cˇez cˇas. Uporabili smo vrednosti:
5, 10, 20 in 40. Vse vrednosti umirjanja podatkov smo uporabili za vhod
konvolucijske nevronske mrezˇe (Vecˇ v poglavju 4.2).
3.4 Delitev podatkov
Za pridobitev ocen uspesˇnosti modela je treba razdeliti podatke na ucˇno in
testno mnozˇico. Med postopkom iskanja najustreznejˇsih parametrov potre-
bujemo tudi validacijsko mnozˇico, ki je sestavljena iz dela ucˇne mnozˇice.
V poglavju 3.3.3 smo omenili, da pri delitvi podatkov na mnozˇice ne
smemo nakljucˇno deliti vhodov na ucˇno in testno mnozˇico, ker so si nekateri
vhodi med seboj podobni. Nakljucˇna delitev je normalna praksa v stojnem
ucˇenju, mi moramo pa poiskati drug ustrezen nacˇin delitve podatkov.
Celoten vhod si lahko predstavljamo kot mnozˇico elementov vhodnih po-
datkov sond X = {X1, . . . , Xn}, kjer je n sˇtevilo sond. Predstavljajmo si
primer, kjer imamo podatke petih sond, kjer ucˇna mnozˇica sestavlja 80 %
vseh podatkov, testna pa preostalih 20 % podatkov. Ob normalnem deljenju
je ucˇna mnozˇica sestavljena iz prvih sˇtirih sond Xu = {X1, X2, X3, X4}, te-
stna iz zadnje sonde Xt = {X5}. Ta razdelitev je lahko problematicˇna, ker se
pa sonde razlikujejo v meritvah in se lahko zgodi, da se meritve in obmocˇja
anomalij v zadnji sondi razlikujejo od ostalih sond in v takem primeru pride
do slabe ocene uspesˇnosti zaznavanja. Resˇitev za ta problem je, da podatke
razdelimo tako, da bo od vsake sonde delezˇ vhodnih podatkov v ucˇni in te-
stni mnozˇici. To storimo tako, da vhodne podatke pri vsaki sondi najprej
razdelimo, potem pa zdruzˇimo vse mnozˇice testnih in ucˇnih podatkov v eno
ucˇno in eno testno mnozˇico.
Pri koncˇni evalvaciji je treba na metodah spremembe ucˇnega koncepta
32 Aljazˇ Verlicˇ
Slika 3.11: Primer delitve podatkov s precˇnim preverjanjam na pet skupin.
Posamezen Xi predstavlja eno sondo.
in CNN vecˇkrat oceniti uspesˇnost zaznavanja na razlicˇnih vhodnih podat-
kih. Ena izmed metod, ki to omogocˇa, je K-Fold precˇno preverjanje (angl.
cross validation). Deluje tako, da razvrsti vhodne podatke v poljubno sˇtevilo
skupin, potem gre pa metoda iterativno cˇez skupine. V vsaki iteraciji po-
stane ena testna mnozˇica, druge pa zdruzˇi v ucˇno mnozˇico in preverimo
uspesˇnost napovedovanja modela. Kombiniramo metodo precˇnega prever-
janja z nacˇinom delitve vhodnih podatkov in dobimo koncˇno delitev, ki je
videti kot na Sliki 3.11.
3.5 Ocenjevanje uspesˇnosti zaznavanja
V diplomskem delu se ukvarjamo s klasifikacijo dveh razredov, bodisi je neka
cˇasovna instanca anomalija bodisi cˇasovna instanca ni anomalija. Ker po-
datki za obdelavo niso uravnotezˇeni, moramo uposˇtevati tudi ta faktor pri
izbiri nacˇina za ocenjevanje uspesˇnosti zaznavanja.
Pri problemu s klasifikacijo dveh razredov se za ocenjevanje uspesˇnosti
najpogosteje uporablja matrika zamenjav (angl. confusion matrix). Matrika
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zamenjav ima dva razreda, ki se imenujeta pozitivni in negativni razred. Pri
vsakem se racˇuna, koliko razredov je bilo pravilno ali napacˇno napovedanih.
Matrika ima zato 4 polja
• TP (angl. True positive) pove sˇtevilo pravilno napovedanih pozitivnih
razredov;
• FP (angl. False positive) pove sˇtevilo razredov, za katere je bilo napo-
vedano, da so pozitivni, so pa dejansko negativni;
• FN (angl. False negative) pove sˇtevilo razredov, za katere je bilo na-
povedano, da so negativni, so pa dejansko pozitivni;
• TN (angl. True negative) pove sˇtevilo pravilno napovedanih negativnih
razredov.
V nasˇem primeru je pozitivni razred tisti, ki je oznacˇen kot anomalija,
za negativni razred velja obratno. Standardni test za merjenje uspesˇnosti




TP + FP + FN + TN
(3.8)
Je pa ta ocena neprimerna pri podatkih z neuravnotezˇeni razredi. V nasˇih
podatkih je 90 % vseh razredov negativnih, 10 % pozitivnih in cˇe bi uporabili
naivni klasifikator, ki za vse primere napove negativni razred, bi bila tocˇnost
klasifikatorja enaka 90 %, kar je zavajajocˇa ocena.
Bolj zazˇeleni oceni sta preciznost (angl. precision), ki nam pove delezˇ
pravilno napovedanih pozitivnih razredov s sˇtevilom vseh napovedanih pozi-
tivnih razredov, in priklic (angl. recall), ki nam pove delezˇ pravilno napove-
danih pozitivnih razredov s sˇtevilom vseh resnicˇnih pozitivnih razredov. V
problemu obmocˇij anomalij ocena preciznosti pada, cˇe vse vecˇ cˇasovnih tocˇk
napovemo kot anomalije, pa cˇeprav tam niso, ocena priklica pa pada takrat,











Cilj dobre uspesˇnosti modela je maksimizacija obeh ocen, za to pa obstaja
sˇe ocena F1 (angl. F1 score), ki vzame v posˇtev obe oceni. Ocena F1 bo
zato nasˇ glavni kazalnik uspesˇnosti klasifikacijskega modela.
F1 = 2 · precision · recall
precision+ recall
(3.11)
3.5.1 Zdruzˇevanje napovedanih intervalov obmocˇij ano-
malij
Na napovedanih podatkih opravimo tudi prilagoditev, ki nam bo bolj tocˇno
napovedala ocene zaznavanja. Lahko pricˇakujemo, da v enem oznacˇenem
obmocˇju anomalije klasifikator ne bo vedno napovedal enega neprekinjenega
obmocˇja, ampak tudi vecˇ manjˇsih obmocˇjih anomalij. Zˇe ena cˇasovna tocˇka
je dovolj, da obmocˇje napovedi razdeli na dve obmocˇji. Temu se zˇelimo
izogniti in zaradi tega napovedana blizˇnja obmocˇja anomalij zdruzˇujemo v
eno obmocˇje. Cˇe je obmocˇje anomalij oddaljeno t cˇasovnih tocˇk od drugega,
jih zdruzˇimo skupaj tako, da vsem vmesnim napovedanim cˇasovnim tocˇkam
spremenimo vrednosti razreda. S to prilagoditvijo lahko pricˇakujemo viˇsjo
vrednost priklica.
3.5.2 Sˇtetje sˇtevila obmocˇij anomalij
Nasˇi podatki vsebujejo obmocˇja anomalij in kot je omenjeno v poglavju 2.3,
v obmocˇje anomalije sodijo cˇasovne tocˇke, ki so anomalije, vsebuje pa tudi
take, ki niso. Modelu CNN ne uspe vedno dobro razlocˇiti zacˇetka obmocˇja
anomalije zaradi nekonsistentnosti cˇlovesˇkega oznacˇevanja. Vzemimo primer,
ko je napovedano obmocˇje vecˇje od oznacˇenega obmocˇja anomalije, kar vpliva
na negativno oceno uspesˇnosti modela. Hkrati pa obstaja primer, kjer je
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napovedano obmocˇje anomalije na obmocˇju normalnega obnasˇanja, kar tudi
vpliva na negativno oceno. Oba primera lahko vplivata z isto mocˇjo na oceni
uspesˇnosti, pa cˇeprav je v prvem primeru le neprilagojena velikost obmocˇja,
v drugem smo pa popolnoma zgresˇili obmocˇje anomalije. Prvi primer je manj
pomemben in ga bomo ocenjevali drugacˇe.
To tezˇavo lahko odpravimo s funkcijo ocenjevanja, ki bo sˇtela sˇtevilo na-
povedanih obmocˇij anomalij, ki se ujemajo z vsaj eno cˇasovno tocˇko na po-
sameznih oznacˇenih obmocˇjih anomalij. Funkcija nam pove, koliko obmocˇij
anomalij nismo zaznali in koliko obmocˇij anomalij smo napovedali, pa cˇeprav
tam niso bili. Te podatke lahko potem uporabimo pri racˇunanju preciznosti
in priklica.
Ta funkcija ocenjevanja je pa tudi uporabna pri racˇunanju uspesˇnosti
zaznavnanja anomalij metode spremembe ucˇnega koncepta. Pri tej metodi
pricˇakujemo, ko bo zaznala anomalijo na oznacˇenem obmocˇju, bo le nekaj
cˇasovnih tocˇk oznacˇenih kot anomalija, ostale tocˇke bodo ostale oznacˇene kot
normalni promet, kar pomeni, da bi v normalnem ocenjevanju bi nizko oceno
priklica. Ta funkcija nam bo omogocˇala, da ko zaznamo eno cˇasovno tocˇko
v obmocˇju anomalije, se sˇteje, kakor da smo zaznali cel interval.
Funkcija ocenjevanja ima tudi eno slabost, za njo moramo predpostaviti,
da nasˇe metode zˇe dobro prepoznavanjo anomalije, ker je funkcija narejena
tako, da nam poda boljˇso predstavo o tem, koliko razlicˇnih obmocˇij anomalij
smo prepoznali. Na primeru naivnega klasifikatorja, ki vse cˇasovne tocˇke
napove kot tocˇke anomalij, bo rezultat ocene F1 enako 1, cˇe uporabimo to
funkcijo.
Delovanje funkcije si lahko predstavljamo kakor na Sliki 3.12, kjer bo v
matriki zamenjav namesto posameznih cˇasovnih tocˇk sˇtevilo obmocˇij anoma-
lij.
Definiramo funkcijo, ki sprejme urejen seznam velikosti k vseh napove-
danih obmocˇij (cˇasovnih vrst) anomalij Yn = [yn1, . . . , ynk] in urejen seznam
vseh oznacˇenih oziroma dejanskih obmocˇij anomalij Yo = [yo1, . . . , yom]. Posa-







for i← 1, length(Yo) do
obstaja napoved na obmocju← 0
while j ≤ length(Yn) do
if Yo(i) ∩ Yn(j) 6= {} then
TP ← TP + 1
obstaja napoved na obmocju← 1
break
else
tn ← indeks prvega elementa(Yn(j))
to ← indeks zadnjega elementa(Yo(i))
if tn > to then
break
else




if obstaja napoved na obmocju == 0 then




for i← 1, length(Yn) do
obstaja oznacba na obmocju← 0
while j ≤ length(Yo) do
if Yn(i) ∩ Yo(j) 6= {} then
obstaja oznacba na obmocju← 1
break
else
to ← indeks prvega elementa(Yo(j))
tn ← indeks zadnjega elementa(Yn(i))








if obstaja oznacba na obmocju == 0 then
FP ← FP + 1
end if
end for
return TP, FN, FP
end function
Slika 3.12: Sˇtetje obmocˇij anomalij. Pravokotniki oznacˇujejo obmocˇja na-
povedanih obmocˇij anomalij, dve napovedani obmocˇji nista bila v obmocˇju
anomalij, zato sta oznacˇena kot FP, medtem ko je eno obmocˇje delno seglo
v obmocˇje anomalije in s tem uspesˇno zaznalo to obmocˇje anomalije. Eno




V tem poglavju bomo omenili tehnicˇno ozadje pri gradnji sistema za zazna-
vanje anomalij. Povedali bomo o gradnji aplikacije za oznacˇevanje podat-
kov cˇasovnih vrst in o postopku razvoja metod spremembe ucˇnega koncepta
in CNN. Za razvoj in gradnjo aplikacije smo uporabljali programski jezik
Python in Jupyter Notebook. Za gradnjo modelov strojnega ucˇenja pri me-
todi spremembe ucˇnega koncepta smo uporabili Python knjizˇnico, imenovano
sklearn.
4.1 Spletna aplikacija za oznacˇevanje anoma-
lij na cˇasovnih vrstah
Za oznacˇevanje podatkov (razreda) je bila narejena spletna aplikacija, ki
je pripomogla k enostavnejˇsemu pregledu in oznacˇevanju obmocˇij anomalij.
Aplikacija je bila razvita z odprtokodnim Python projektom, imenovanim
Dash [2], katerega namen je prikazovanje dinamicˇnih grafov preko spleta.
Grafi, ki so prikazanih na uporabnikovem brskalniku, se spreminjajo ob po-
vratnih klicih (angl. callback) na strezˇnik, povratni klici se pa sprozˇijo ob
definiranih dogodkih, kot so klik na gumb, ob spremembi elementa na spu-




• Z Node Id lahko iz spustnega menija vseh sond uporabnik izbere tisto,
ki jo zˇeli analizirati in oznacˇevati.
• Pri spustnem meniju lahko izbere nacˇin zaznavanja anomalij - z metodo
spremembe ucˇnega koncepta ali CNN.
• Uporabnik lahko izbira med vecˇ omrezˇnimi vmesniki na sodni, kjer je
Iccid predstavlja oznako vmesnika.
• Iz spustnega menija Datum lahko uporabnik izbere datum in prikazal
mu bo graf za interval 48 ur od zˇelenega datuma.
• Ko uporabnik oznacˇi zˇeleni interval, ga lahko oznacˇi kot obmocˇje ano-
malije oziroma obmocˇje normalnega prometa po kliku na ustrezni gumb.
Na strezˇniku poteka obravnava povratnih klicev. Za vse klice je narejen
Python razred, ki ureja prejemanje podakov iz podatkovne baze, obdelavo
in posˇiljanje podatkov uporabniku. Videz spletne aplikacije je prikazan na
Sliki 4.1.
Podatki eksperimentov so shranjeni na podatkovni bazi, specializirani
za cˇasovne vrste, imenovane InfluxDB. Dostop do podatkov eksperimentov
omogocˇa odprtokodni projekt Ricercando [7], ki poenostavi dostop in vracˇa
podatke v obliki Pandas dataframe-ov. Metodo iz projekta smo razsˇirili tako,
da smo omogocˇili tudi zapisovanje na podatkovno bazo.
4.2 Prototip globoke nevronske mrezˇe
Struktura CNN je sestavljena iz vecˇ plasti. Za izgradnjo modela smo upo-
rabili Python knjizˇnico Keras, ki v zaledju uporablja knjizˇnico Tensorflow.
Keras nam omogocˇa enostavno delo z nevronskimi mrezˇami. Za prototip
CNN smo uporabili podoben model, kot so ga uporabili pri delu resˇevanja
problema TSC z nevronskimi mrezˇami [15]. Osnovni model izgleda kot na
Sliki 4.2. Na Sliki je prikazan vhod, ki vsebuje vecˇ cˇasovnih vrst - originalno
in ostale umirjene cˇasovne vrste. Za posamezen vhod smo se odlocˇili, da bo
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Slika 4.1: Spletna aplikacija za oznacˇevanje anomalij
dolzˇina cˇasovne vrste velika 240 cˇasovnih tocˇk, kar predstavlja 4 ure podat-
kov. Za to sˇtevilo smo se odlocˇili, ker smo ob pregledu oznacˇenih podatkov
opazili nacˇin oznacˇevanja obmocˇij anomalij. Obmocˇje anomalije se je zacˇelo
ponavadi manj kot 2 uri pred zacˇetkom dejanske anomalije in koncˇalo manj
kot 2 uri po koncu sumljivega dogajanja. Torej je cˇasovna vrsta 240 cˇasovnih
tocˇk dovolj, da predcˇasno napovemo zacˇetek in konec obmocˇja anomalij.
4.3 Iskanje najustreznejˇsih parametrov
Prototip modela CNN smo zˇe definirali, potrebna je bila le sˇe izbira pra-
vih parametrov v posameznih plasteh. Kombinacije vrednosti parametrov
vplivajo na uspesˇnost napovedovanja in izbiramo med najpomembnejˇsimi
parametri, ki imajo najvecˇ ucˇinka pri uspesˇnosti. To so:
• Hitrost ucˇenja;
• Sˇtevilo filtrov v posamezni konvolucijski plasti;
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• Velikost preiskovalnega okna v konvolucijski plasti;
• Sˇtevilo nevronov v posamezni polnopovezani plasti;
• Zmanjˇsevalni faktor pri zdruzˇevalni plasti;
• Delezˇ generalizacije modela z izpadnim slojem (Dropout).
Pri vsakem parametru lahko uporabimo vecˇ vrednosti, ki jih izberemo na
eksperimentalni nacˇin, drzˇimo se nacˇela, da povecˇujemo vrednost parametra
eksponentno, torej cˇe izbiramo parameter velikost filtra v konvolucijski pla-
sti, zˇelimo preveriti uspesˇnost modela pri nekaj vrednostih potence 2 (npr.
8, 16, 32). Pri vsakem parametru smo eksperimentalno dolocˇili vrednosti, ki
smo jih zˇeleli preveriti. Ker pa permutacija vseh mozˇnih naborov parame-
trov raste eksponentno in s tem tudi cˇas iskanja, moramo uporabiti metodo
nakljucˇnega iskanja parametrov (angl. Random Search Hyperparameter op-
timization) [10]. Pri nakljucˇnem iskanju izberemo podmnozˇico nabora para-
metrov in za vsak element podmnozˇice naucˇimo model in ga ocenimo. Med
vsemi ocenami izberemo tisto permutacijo parametrov, ki je dosegla najboljˇse
rezultate. Prednost tega iskanja je, da je visoka verjetnost, da najdemo opti-
malne parametre tudi pri majhni podmnozˇici nabora parametrov in prihrani
cˇas. Slabost nakljucˇnega iskanja je pa, da tezˇko dolocˇimo, katera vrednost pri
posameznem parametru najbolj vpliva na uspesˇnost napovedovanja modela.
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V tem poglavju predstavimo rezultate, ki smo jih dosegli pri iskanju obmocˇij
anomalij. V prvem delu govorimo o izbiri parametrov za Page-Hinkley algo-
ritem, izbiri hiperparametrov pri obeh metodah in nato pokazˇemo rezultate
obeh metod. V zadnjem delu obrazlozˇimo rezultate in o njih razpravljamo.
5.1 Izbira parametrov za Page-Hinkley
Za izbiro parametrov za Page-Hinkley smo empiricˇno dolocˇili zacˇetne parame-
tre λ, α in δ. Nato smo jih testirali na manjˇsi mnozˇici podatkov za testiranje
uspesˇnosti. Slika 5.1 prikazuje najpomembnejˇse rezultate, parameter δ se je
izkazal za manj pomembnega, bolj pomembna sta bila λ in α. Pri lambdi
smo opazili narasˇcˇanje ocene F1 ob izbiri manjˇse vrednosti, ampak je to
izredno vplivalo na oceno natancˇnosti, kjer je natancˇnost zacˇela padati pod
vrednost 85 %, ko je imela lambda vrednost 40 ali manj, kar je nesprejemljivo
glede na to da je razporeditev razreda 85 % normalnih cˇasovnih tocˇk in 15 %
anomalij. Iz teh rezultatov smo dolocˇili kombinacijo 30 razlicˇnih kombinacij






(a) Ocena F1 v odvisnosti od λ (b) Ocena natancˇnosti v odvisnosti
od λ
(c) Ocena F1 v odvisnosti od α (d) Ocena natancˇnosti v odvisnosti
od α
Slika 5.1: Vpliv uporabe razlicˇnih parametrov Page-Hinkley algoritma na
uspesˇnost zaznavanja
• λ: 80, 100, 150, 200, 300
• α: 0,001, 0.005, 0.01, 0.05, 0.03, 0.08
5.2 Izbira hiperparametrov
Pred koncˇnim ocenjevanjem uspesˇnosti zaznavanja anomalije je treba izbrati
tudi najbolj ustrezne parametre za posamezne algoritme klasifikacije. Pri po-
sameznem algoritmu smo uporabili nabor razlicˇnih permutacij parametrov,
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najbolˇsa permutacija parametrov je bila pa tista, ki je imela najviˇsjo oceno
F1. Pri iskanju najbolj ustreznih parametrov smo podatke razdelili na vali-
dacijsko, ki je predstavljala 20 % vseh podatkov in preostalih 80 % za ucˇno
mnozˇico. Obe mnozˇici skupaj predstavljata priblizˇno 190 tisocˇ vrstic, kar
predstavlja priblizˇno 132 dni podatkov iz sond.
5.2.1 Sprememba ucˇnega koncepta
Pri metodi spremembe ucˇnega koncepta smo uporabili vecˇ razlicˇnih algorit-
mov za klasifikacijo, in sicer si to: metoda podpornih vektorjev (angl. Su-
pport Vector Machine), nakljucˇni gozdovi (angl. Random Forest), odlocˇitveno
drevo (angl. Decision Tree), naivni bayes (angl. Naive Bayes) in algoritem
Adaboost. Po koncˇanih testih so rezultati pokazali, da so na nasˇih podatkih
najuspesˇnejˇsi algoritmi z naslednjimi parametri:
AdaBoost
• Hitrost ucˇenja: 0,1
• Sˇtevilo ocenjevalcev: 32
Naivni Bayes
• Faktor smoothing: 10−9
Nakljucˇni gozdovi
• Maksimalna globina: ∞
• Maksimalno sˇtevilo atributov: log2
• Sˇtevilo ocenjevalcev: 32
• Metoda pridobivanja informacij: Gini
48 Aljazˇ Verlicˇ
SVM
• Nacˇin racˇunanja: linarno
• C: 10
Odlocˇilno drevo
• Maksimalna globina: ∞
• Maksimalno sˇtevilo atributov: log2
• Minimalno sˇtevilo vzorcev: 4
• Metoda pridobivanja informacij: Gini
5.2.2 Konvolucijska nevronska mrezˇa
Z metodo nakljucˇnega iskanja parametrov smo izbrali iz nabora 5-tisocˇih
razlicˇnih permutacij izbrali podmnozˇico, ki vsebuje priblizˇno 1 % celotnega
nabora permutacij. Po koncˇanem testiranju smo primerjali, kako razlicˇni
parametri vplivajo na uspesˇnost zaznavanja. Slika 5.3 prikazuje najpomemb-
nejˇse parametre in kako so vplivali na oceno. Iz grafov je razvidno, da
povecˇini ni vecˇjega vpliva na uspesˇnost zaznavanja, le pri drugi konvolu-
cijski plasti naraste povprecˇna ocena F1 za 0,04, ko sˇtevilo filtrov v drugi
konvolucijski plasti naraste preko 64. Tudi pri drugi polnopovezani plasti
je razvidno, da nam v primeru izbranih 16 nevronov povprecˇna F1 pade za
0,04. Razlika 4 % je velika in je tudi utemeljitev, zakaj je vedno potrebna hi-
peroptimizacija. Pri primeru slike 5.2 nam pove, kako pomembno je izbiranje
pravih parametrov za model CNN, saj je razlika ocene F1 med najboljˇsim in
najslabsˇim je preko 20 %.
Povprecˇna ocena F1 vseh modelov je bila 0,53, kjer je najboljˇsi model
CNN imel oceno 0,62 in tega smo tudi izbrali za nadaljne ocenjevanje. Naj-
boljˇsi model je imel naslednje parametre:
• Hitrost ucˇenja: 0,001
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• Sˇtevilo filtrov v prvi konvolucijski plasti: 16
• Velikost preiskovalnega okna v prvi konvolucijski plasti: 3
• Sˇtevilo filtrov v drugi konvolucijski plasti: 64
• Velikost preiskovalnega okna v drugi konvolucijski plasti: 9
• Sˇtevilo nevronov v prvi polnopovezani plasti: 256
• Sˇtevilo nevronov v drugi polnopovezani plasti: 128
• Zmanjˇsevalni faktor pri zdruzˇevalni plasti: 4
• Generalizacija modela: Izpadna plast z delezˇem 0,4
• Aktivacijska funkcija: ReLu
• Aktivacijska funkcija izhodne plasti: Sigmoid
Slika 5.2: Razporeditev modelov za oceno F1
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(a) Prva polnopovezana plast (b) Druga polnopovezana plast
(c) Prva konvolucijska plast (d) Druga konvolucijska plast
Slika 5.3: Vpliv razlicˇnih parametrov na uspesˇnost modela CNN, posamezna tocˇka
oznacˇuje povprecˇno vrednost ocene F1 za vecˇ razlicˇnih modelov, navpicˇna linija pa
standardni odklon. Rdecˇo oznacˇene tocˇke so izbrani parametri za koncˇni model.
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5.3 Uspesˇnost napovedovanja
Po koncˇani hiperparametrizaciji smo se lotili zadnjega testiranja, ki nam
pove, kako zmozˇni so nasˇi klasifikatorji. Za razdelitev podatkov smo upo-
rabili metodo K-Fold s 5 razdelki. To pomeni, da smo pri posameznem
klasifikatorju uporabili pet razlicˇnih sestav ucˇne in testne mnozˇice, kjer ucˇna
predstavlja 80 % podatkov in testna 20 % podatkov. Poleg tega smo uporabili
tri nacˇine ocenjevanja, ki so razlozˇena v poglavju 3.5.
V tabeli 5.1 so prikazani vsi rezultati, kjer so klasifikatorji adaboost,
odlocˇilno drevo, SVM, naivni bayes in nakljucˇni gozdovi uporabljali metodo
spremembe ucˇnega koncepta. Prvi test prikazuje rezultate, ki jih nismo pri-
lagodili. Pri teh rezultatih je razvidna sposobnost zaznavanja obmocˇij ano-
malij in ne zaznavanje anomalij. Ker z metodo spremembe ucˇnega koncepta
po navadi zaznamo le eno cˇasovno tocˇko kot anomalijo v obmocˇju anomalij,
to pomeni, da preostale tocˇke ostanejo neprepoznane kot anomalije in s tem
znizˇujejo oceno priklica, kar je razvidno iz tabele. Medtem ima CNN zˇe spo-
sobnost zaznavanja obmocˇij in je to razvidno tudi iz rezultata ocene F1, kjer
je dosegel vrednost 0,63.
Pri drugem testu smo zdruzˇevali napovedane intervale, ki so bili med
seboj manj kot 15 cˇasovnih tocˇk oziroma 15 minut. Test je pokazal majhno
razliko med originalnim in tem testom, pri CNN sploh ni bilo razlike. Test
je bil osnovan za preverjanje konsistentnosti napovedanih intervalov in je bil
bolj osredotocˇen na CNN, saj tam napovedujemo tudi obmocˇja anomalij.
To, da ni bilo razlike med testoma, je dober rezultat, ker nam pove, da
se napovedana obmocˇja ne prekinjajo in s tem ne ustvarjajo vecˇ obmocˇij
anomalij.
Zadnji test pokazˇe, koliko obmocˇij anomalij smo zaznali. Iz rezultatov je
razvidno, da smo z modelom CNN zaznali veliko vecˇ intervalov od vseh kla-
sifikatorjev spremembe ucˇnega koncepta, kar nam pove, da je za zaznavanje
anomalij veliko boljˇsa metoda z modelom CNN.
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Test Klasifikator Preciznost Priklic ocena F1
Original
Adaboost 0,55 ± 0,25 0,01 ± 0,01 0,03 ± 0,02
Decision Tree 0,65 ± 0,30 0,02 ± 0,01 0,04 ± 0,02
SVM 0,55 ± 0,27 0,01 ± 0,01 0,03 ± 0,01
Naive Bayes 0,47 ± 0,22 0,10 ± 0,03 0,16 ± 0,04
Random forest 0,57 ± 0,25 0,04 ± 0,02 0,07 ± 0,03
CNN 0,71 ± 0,02 0,58 ± 0,14 0,63 ± 0,09
Zdruzˇevanje
Adaboost 0,57 ± 0,26 0,02 ± 0,01 0,03 ± 0,02
Decision Tree 0,66 ± 0,26 0,03 ± 0,01 0,06 ± 0,02
SVM 0,56 ± 0,27 0,01 ± 0,01 0,03 ± 0,02
Naive Bayes 0,49 ± 0,22 0,11 ± 0,03 0,17 ± 0,05
Random forest 0,59 ± 0,25 0,05 ± 0,02 0,09 ± 0,04
CNN 0,71 ± 0,02 0,58 ± 0,14 0,63 ± 0,09
Sˇtetje
Adaboost 0,52 ± 0,24 0,23 ± 0,11 0,27 ± 0,11
Decision Tree 0,38 ± 0,13 0,29 ± 0,08 0,37 ± 0,13
SVM 0,54 ± 0,27 0,24 ± 0,10 0,28 ± 0,10
Naive Bayes 0,34 ± 0,17 0,59 ± 0,11 0,39 ± 0,12
Random forest 0,49 ± 0,24 0,41 ± 0,13 0,39 ± 0,14
CNN 0,76 ± 0,09 0,72 ± 0,01 0,73 ± 0,09
Tabela 5.1: Ocene zaznavanja anomalij z razlicˇnimi metodami ocenjevanja
uspesˇnosti
5.4 Diskusija in nadaljne delo
Na zacˇetku diplomskega dela smo si postavili dva izziva. Prvi je bil za-
znavanje anomalij, drugi pa zaznavanje obmocˇij anomalij. Z metodo spre-
membe ucˇnega koncepta smo zˇeleli izpolniti prvi izziv. Rezultati so pokazali,
da smo z naivnim Bayesom zaznali priblizˇno 60 % vseh anomalij in 34 %
anomalij smo pravilno oznacˇili, skupaj je ocena F1 40 %. Ideja o nacˇinu
oznacˇevanja s spremembo ucˇnega koncepta se ni obnesla, tako kakor smo
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pricˇakovali. Pricˇakovali smo, da bomo z unikatnimi nastavitvami parame-
trov Page-Hinkley uspeli zajeti vse mozˇne oblike anomalij pri razlicˇnih spre-
membah vrednostih RTT. Na podlagi rezultatov predvidevamo, da obstajajo
obmocˇja anomalij, za katere ne moremo nastaviti ustreznih PH parametrov,
pa tudi cˇe obstaja ena nastavitev algoritma PH, je mozˇnost, da zaradi klasifi-
katorja ne bo priˇsel v posˇtev. Cˇe si predstavljamo primer, kjer se sprememba
zgodi zaradi majhne spremembe vrednosti RTT in je to obmocˇje oznacˇeno,
bomo lahko to obmocˇje zaznali s PH, ki ima nizko vrednost lambde. Pro-
blem bo nastal, ker bomo to nastavitev uporabili pri vecˇ zaznavanjih in ker
smo prag nastavili nizko, bo algoritem volatilen in bo zaznal anomalije, kjer
jih ni. S tem bo sluzˇil kot slab atribut za klasifikator in bi kvecˇjemu znizˇal
natancˇnost klasifikatorja.
Metoda s konvolucijsko nevronsko mrezˇo je veliko bolj primerna me-
toda za zaznavanje in oznacˇevanje obmocˇij anomalij. Ne le da model CNN
bolje zaznava anomalije kakor metoda ucˇnega koncepta, tudi sposobnosti
oznacˇevanja obmocˇij anomalij kot cˇlovesˇki strokovnjak je nevronska mrezˇa
pridobila. Ocena F1 je 0,73 dober rezultat in v primerjavi z metodo PH,
je tukaj veliko mozˇnosti za izboljˇsave in optimizacije. Cilj diplomske naloge
smo z gradnjo sistema z modelom CNN resˇili in sistem je zˇe uporaben za
implementacijo v razlicˇnih analizah in ne potrebujejo biti le omrezˇne analize.
Sistem smo razvili tako, da uporablja cˇasovne vrste in kdaj je nekaj ano-
malija, dolocˇi strokovnjak. Pri diplomski nalogi smo se osredotocˇili na mo-
bilna omrezˇja, lahko bi se pa tudi osredotocˇili na drugo domeno, kot je primer
nadzorovanja elektricˇnega omrezˇja ali nadzor cestnega prometa, kjer bi opa-
zovali vrednosti kljucˇnih kazalnikov uspesˇnosti za tisto specificˇno podrocˇje.
Ker sistem ni obcˇutljiv na razlicˇne razpone vrednosti, bi se sistem dobro
prilagodil oznacˇevanju strokovnjakov.
V diplomski nalogi smo uporabljali cˇasovne vrste iz podatkov meritev
RTT. Lahko bi uporabili sˇe druge meritve hkrati in s tem bi opravljali
drugacˇno analizo, kjer bi poleg anomalij tudi oznacˇevali spremembe v cˇasovnih
vrstah, kot so na primer zaznavanje preklopa med 3G in LTE, zaznavanje me-
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njave omrezˇnih stolpov in podobno. S tem ne bi zaznavali le anomalij, ampak
jih tudi prepoznavali. Ta nacˇin zaznavnja se imenuje analiza glavnega vzroka
za anomalije (angl. root cause analysis) in je naslednji korak pri trenutnem
vzpostavljenem sistemu.
Tudi nacˇin zaznavanja bi lahko prilagodili. V diplomskem delu smo upo-
rabili princip nadzorovanega ucˇenja za gradnjo modela CNN, ki je dobro
prepoznal anomalije. Obstaja pa vprasˇanje, ali bi zaznal tudi anomalije,
ki jih v podatkih sˇe nismo imeli in kako bi se odzval na take spremembe.
Da bi potem zaznali tudi take anomalije, bi morali nasˇ sistem preoblikovati
v sistem, ki uporablja pol nadzorovano ucˇenje (angl. semi supervised lear-
ning), kjer model ucˇimo le na normalnih podatkih in ko podamo podatke, ki
odstopajo od pricˇakovanih, je to znak za anomalijo.
Mozˇnost optimizacije tudi obstaja, trenutno smo sestavili vhod tako, da
smo s premikajocˇim se oknom cˇez cˇasovno vrsto sestavljali manjˇse cˇasovne
vrste, primerne za vhod modela CNN. Nov vhod smo naredili vsakicˇ, ko
smo se prestavili za eno cˇasovno tocˇko naprej, kar je lahko cˇasovno potratno.
Lahko bi definirali toleranco, s katero bi definirali, koliko cˇasovnih tocˇk lahko
preskocˇimo, ne da prevecˇ vpliva na rezultate ocenjenaja. Zˇe cˇe bi vsako
drugo tocˇko preskocˇili, bi s tem znamjˇsali velikost ucˇne in testne mnozˇice za
50 %. Ena izmed optimizacij je tudi preucˇitev, ali je res potrebno uporabiti
vecˇ vrednosti umirjanja podatkov pri gradnji modela ali je zgolj originalna
cˇasovna vrsta dovolj za zaznavanje anomalij.
Ker analiziramo podatke cˇasovnih vrst, lahko izboljˇsamo natancˇnost za-
znavanja z uporabo razsˇiritve na obstojecˇi mrezˇi s povratno nevronsko mrezˇo
(angl. recurrent neural network - RNN). Povratne nevronske mrezˇe so upo-
rabne pri sekvencˇnih podatkih, ker uporabljajo notranji spomin za obdelavo
sekvence vhodov in ta notranji spomin bi lahko pripomogel k odlocˇanju po-




V diplomskem delu smo uporabili dva pristopa za resˇevanje problema za-
znavanja anomalij in obmocˇij anomalij v omrezˇnih podatkih cˇasovnih vrst
s dvema pristopoma, in sicer z algoritmi spremembe ucˇnega koncepta in s
konvolucijskimi nevronskimi mrezˇami. Osredotocˇili smo se na podrocˇje mo-
bilnih omrezˇij, ga raziskali in opisali obstojecˇe resˇitve za zaznavanje anomalij,
kjer v obstojecˇih resˇitvah nismo nasˇli sistema, ki bi omogocˇal enostavno in
dinamicˇno oznacˇevanje in zaznavanje anomalij in obmocˇij anomalij.
Pokazali smo, kako pristopiti k problemu zaznavanja anomalij, kjer smo
tocˇno definirali, kaj je za nas anomalija in kaksˇne so najpogostejˇse anomalije
v mobilnih omrezˇjih. Na voljo smo imeli podatke od specializiranih sond, ki
so uporabljene pri evropskemu projektu MONROE. Ker smo imeli vecˇ sond
in nekatere sonde so imele drugacˇne anomalije kakor druge, smo pokazali
primeren nacˇin deljenja podatkov, kjer so na koncu v testni in ucˇni mnozˇici
vse mozˇne anomalije iz podatkov.
Analiza podatkov cˇasovnih vrst je vizualni postopek in zaradi tega smo
uporabili konvolucijske nevronske mrezˇe za iskanje obmocˇij anomalij, pri ka-
terih smo pokazali, kaksˇna mora biti struktura globoke nevronske mrezˇe in
kateri parametri so pomembni pri posameznih slojih. Pokazali smo, kako
morajo izgledati vhodni podatki in kako jih je primerno predprocesirati.
Pokazali smo, kako pomembna je tudi hiperparametrizacija klasifikatorjev
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in kako vpliva na uspesˇnost zaznavanja, konvolucijske nevronske mrezˇe pa so
pokazale, da s slabimi parametri lahko dobimo model, ki klasificira 20 %
slabsˇe od najprimernejˇsega modela.
Rezultati so pokazali, da sta oba pristopa sposobna zaznavati anomalije,
kjer je pristop z metodo spremembe ucˇnega koncepta omejen in ga ne moremo
razsˇiriti, pristop s konvolucijsko nevronsko mrezˇo je pa veliko bolj ucˇinkovit
in prilagodljiv za nove nadgradnje.
V diskusiji omenimo potencial konvolucijske nevronske mrezˇe in kako jo
lahko razsˇirimo, da dosezˇemo bolj natancˇno zaznavanje, in kako lahko upora-
bimo mrezˇo na drugih podrocˇjih, ki uporabljajo cˇasovne vrste. Omenili smo
tudi nekaj morebitnih nadgradenj mrezˇe in zˇelimo, da bi nasˇe ideje spod-
budile druge raziskovalce za iskanje novih anomalij. Zato so povabljeni vsi,
da si ogledajo javni repozitorij, kjer so prikazani nasˇi pristopi zaznavanja
anomalij. Repozitorij je dostopen na sledecˇi povezavi: povezava.
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