This paper presents a scalable content-based image indexing and retrieval system based on vector wavelet coefficients of color images. Highly decorrelated wavelet coefficient planes are used to acquire a search efficient feature space. The feature space is subsequently indexed using properties of all the images in the database. Therefore the feature key of an image does not only correspond to the content of the image itself but also how much the image is different from the other images being stored in the database. The search time linearly depends on the number of images similar to the query image and is independent of the database size. We show that in a database of 5000 images, query search takes less than 30 msec, on a 266 MHz Pentium II processor compared to several seconds of retrieval time in the earlier systems proposed in the literature.
INTRODUCTION
With the development of world-wide-web (www) and fast computer technology, the use of visual information has become a routine in scientific and commercial applications. Images and videos are being captured and archived in large databases and it is extremely important to develop efficient technologies to process, manipulate, and search large visual information archives. In this context, retrieving images by content has gained increasing interest. The existing content-based image indexing and retrieval (CBIR) systems deliver poor performance for large image archives. The most difficult part of the problem is to find feature spaces that represent image archives as close as possible and data structures that organize the feature space efficiently and thus speed up the search process. In addition, a feature vector has to be computationally inexpensive to facilitate query processing in real time. This paper presents a scalable approach based on the multiresolution properties of the vector wavelet [22] features and a variant of a B-tree structure for efficient indexing and online retrieval of images in the database.
The general idea of a content-based image database is that corresponding to each image-to-be-indexed a feature vector closely representing the image is stored in the database. At the time of the query, feature vector of the query image is computed and the database is searched for the matching feature vectors. All the images corresponding to the matched feature vectors are presented as a result. Most of the proposed techniques in the image indexing literature have focussed on finding robust features that may result in high similarity matches. However, the selection of the feature space and its organization in the database has been investigated as two independent problems. We believe this approach can severely hamper the ability to design scalable CBIR systems. In particular, the performance of such systems degrades significantly as the size of the archives grows. We argue that it is the right combination of the feature space and storage structures that yields viable solutions for building scalable systems. Some feature spaces are better organizable than the others are. To the best of our knowledge, very few of the existing solutions [11] [24] have addressed the problem of feature extraction and issues associated with its indexing in the database. In most of the existing systems, query response time depends on the database size. An increase in the database size linearly increases the query response time, or to keep the query time constant quality of the result is compromised. Neither of the solutions provides a good indexing system. There is apparently a need for database-size independent image indexing and querying techniques. The query time should mostly depend only on the number of images that are similar to the query image, not on the total number of images in the database. A solution to decrease the access time may be to use simple features that are suitable for efficient storage. But simple features may result in too many false matches or misses. On the other hand a complex feature vector may result in good similarity measures, but it may not be organizable efficiently in the database. The relationship between the feature complexity and the access time, and also the relationship between the feature complexity and the retrieval quality is important. Up to now these have been considered as separate problems and solutions have been sought independent of each other. But when such solutions are brought together, often the corresponding systems do not scale well. In such systems, the databases are searched in several steps to hide these incompatibilities [24] .
In this paper, we treat the feature vector and its efficient indexing as a unified problem and investigate a solution in which query response time is relatively independent of the database size and depends on the number of images similar to the query image. We exploit energy compaction properties of the vector wavelet [22] and design suitable data structures for scalable indexing and retrieval mechanisms. Our approach is based on the multiresolution energy properties of the wavelet coefficients. We believe that an indexing system is efficient if in some implicit terms the system provides information on the relationship of each image with the other images stored in the database. For example, how much different is one image compared to the others? How many different classes of images are present in the database? What are the properties of these classes in terms of the feature vector? The use of this information during query processing time will reduce the search space and expedite the query response. Therefore, instead of storing feature vector for each image separately, images that have similar features are clustered together and properties of each cluster are used to represent the corresponding images. While exploiting the multiresolution properties of the wavelet transform, we use Morton order space filling curve to reduce the dimensionality of the feature space. A full quality query search on our system takes less than 30 msec, on a Pentium II 266Mhz Windows NT platform, using a database of 5000 images, compared to several seconds of retrieval time in the earlier systems [1] [11] [24] .
The rest of the paper is organized as follows. Section 2 provides an overview of the previous work. Section 3 gives a brief introduction of the wavelet transform. Our approach for search-efficient feature spaces for indexing large color image archives is given in Section 4. Section 5 describes the indexing and query mechanisms employed in the prototype system. Experimental results are presented in Section 6. Conclusions and future work are presented in Section 7.
PREVIOUS WORK
Not long ago, image/video databases were constructed by manually annotating the visual information and query mechanisms were based on text searching algorithms [5] . Currently, two main approaches exist that avoid human interaction: indexing of images based on features from raw image data [3] [24] . The general idea of content-based image databases is that for each image a feature vector closely representing the image is stored in the database. At the time of the query, feature vector of the query image is computed and the database is searched for the matching feature vectors. All the images corresponding to the matched feature vectors are presented as a result. In this section, various academic and commercial contentbased image query systems are discussed. (By no mean this review is exhaustive.) We first present the systems that are based on the features in the raw image data. NEC ART MUSEUM [9] is one of the early content-based image indexing systems based on image edge features in the raw image domain. An edge map for each image is stored in the database. The query retrieval system accepts hand-drawn sketches as queries. Edge map of the query image is matched with every edge map stored in the database by incrementally sliding the query image in 2-d over a fixed range. Each image is scored on how well it matches the query. Finally, all the images are sorted on their scores and the first one is presented to the user as a matching image.
IBM's Query-By-Image-Content (QBIC) system [1] allows queries using multiple features based on image contents. These features include color histogram, texture, shapes, and spatial relationship of objects. Each image in the database has multiple representation, one corresponding to each feature space. The shape feature [18] contains information about the curvature, moment invariants, circularity and eccentricity. The texture feature is an extension from Tamura texture representation method [21] in which coarseness, contrast, and directionality properties of the texture are represented. The query retrieval system supports comparison of each of the features separately. Also, sequentially, each stored image is first compared against the query image and discarded if not similar.
VisualSEEK, developed by Smith and Chang [19] at Columbia University, is another example of indexing on the raw image data. In this system, images in the database are processed to extract regional color information or salient color regions. Along with color information, region sizes and spatial locations of color regions are also extracted and used as features to index images. In order to select the images matching with the query image, the color region and location information of the query image is compared against the same features of all the images in the database.
The Virage image search engine [8] utilizes color, structure, and texture information to index images. The system extracts local and global color information.
While global color represents the distribution of colors in the entire image, local color represents the color information in regions within the image and color sets are used to represent color content within each region. General shape characteristics correspond to the structure information. The indexing structure is not a part of this engine. The search engine also provides tools to compute distances among two input feature vectors. Since the Virage System has different features that come from different spaces, different measures are used for similarity in these spaces. The query starts with individually examining different spaces and then it combines the results from these spaces.
The system is also supported by a "score" data structure that eases the subsequent search by utilizing the results of the previous queries.
Carson and Ogle [2] at UC Berkeley have developed the Chabot project. The main difference between Chabot and earlier described systems is that it identifies "regions (blobs)" within the image and indexing is done at the blob level, i.e. each of the blobs is indexed separately in this system. In addition, the images are also indexed using textual annotations. Depending on the application, different attributes are used to identify the blobs. The system supports content-based querying as well as queries based on textual annotations. The query interface presents the similar blobs of different images by highlighting their boundaries with red.
An alternative to indexing images based on raw-image data is the transform-domain based indexing. The main advantage expected from a transformation is effective characterization of local image properties. Moreover, since transformations are also used to compress image data, indexing based on compressed data increases the storage efficiency and performance of the multimedia systems. Several transformations have been used in the literature including Short Window Fourier Transform (SWFT) [7] , Discrete Cosine Transform (DCT) [16] and 2-D Wavelet Transform [4] . In the following we review some of the systems based on the features in the transformed domain.
The Netra project has been developed at the University of California at Santa Barbara as a part of the UCSB Alexandria Digital Library Project [15] . A subset of Gabor filters is chosen to extract the texture feature. Each image in the database is processed using all the filters in the set and is characterized by the mean of the energy generated by each filter. Actually, each image has the number of features (mean, standard deviation) equal to the number of filters. Given a query image, all the filters are applied to the query image as well. The feature vector of the query image is compared with those of the images in the database. The selection of the filters is done adaptively. Each candidate filter is applied to all the images in the database and to an example query image. The energy of the query image is compared with the mean energy of all the images in the database. The filters providing the best results are selected and are used to construct the database.
Kuo et al. [12] have suggested the use of four features from the wavelet domain: frequency of important coefficients in each subband, luminance histogram extracted from successive quantization of wavelet coefficients, binary quantization map of the coefficients in the lowest frequency subband, and color histogram of coefficients. Each feature can be used independently or jointly with other features for the retrieval purpose.
Jacobs et.al. [11] have argued for a computationally faster Haar wavelet transform and have used a fixed number of significant coefficients (say m) from multiple resolutions as a feature vector. These coefficients are organized into six linear array data structures, each pair of arrays corresponds to a single color plane. Within each pair, if the magnitude of the coefficient is above a certain threshold, the corresponding image is listed in the plus array or minus array depending on the sign of the coefficient. Then, for each query image, the same wavelet decomposition is applied, and m important coefficients are chosen. Each important coefficient is used to index the array data structures and image lists are retrieved. The score for each target image is computed. The search algorithm is linear in the size of the database and the response on a database size of 1093 is 47.46 seconds on an SGI Indy R4400 for a 128x128 pixels query with L1 norm. This rises up to 892.60 seconds when the database size is 20558.
Wei et.al. [24] have suggested the use of Daubechies' wavelets [4] arguing that Haar wavelet does not discriminate the low and high frequency components well. The wavelet coefficients in the few lowest frequency bands and their variances are stored as feature vectors. To speedup retrieval, a two-step procedure is used that first performs a crude selection based on the variances and then refines the search for a better match. The feature vector is 768 dimensional obtained from wavelet transformed image. The search algorithm is O (nlogn) where n denotes the number of images in the database [24] . The algorithm is tested on a database of more than 10000 generalpurpose images. Using a SUN-SPARC-20 workstation, a fully specified query takes about 3.3 seconds of response time with 1.8 seconds of CPU time to select the best 100 matching images. It takes about twice as long with partially specified query.
Pentland et al. [17] have proposed semantics preserving methods to compress images and from the compressed form features are extracted to index images. The shapes of the objects are derived from Karhunen Loeve Transform and texture feature is extracted from Wold Transform, which separates "structures" and "random" texture components [13] . Table 1 summarizes the previous work in terms of the different features used in these systems. The blank entries in the table represent information not available. Some of these systems also allow combination of textual search with automatic image content-based search. With the exception of Netra and VisualSEEK, most of these systems do not support indexing and querying based on spatial information.
Analysis of Previous Work
It is also noted that most of these studies focus on the feature vector selection and neglect the indexing of the feature vectors. For example in WBIIS [24] , dimensionality of the feature vector is greater than 768. The multidimensional spatial structures are employed to index multidimensional spaces. However, for such high dimensional feature spaces even multidimensional structures fail to provide fast and scalable access. On the other hand, systems such as IBM QBIC employ sequential search in the database. In such cases, the system response depends on the size of the database. In QBIC, depending on the type of the query, the response time varies from 2 to 40 seconds in a database size of 1000 images. The indexing and retrieval methods that employ sequential search are now more impractical with the size of image databases growing to million of images. 
An indexing system is efficient if in some implicit terms the system provides information on the relationship of each image with the other images stored in the database. For example, how much different is one image compared to the others? How many different classes of images are present in the database? What are the properties of these classes in terms of the feature vector? The use of this information during query processing time will reduce the search space and expedite the query response. The most difficult part of the problem is to find feature vectors and associated data structures that represent the image as close as possible but efficient enough to speedup the search process. What feature spaces are better organizable? Is the feature space versus its organization important for designing efficient image indexing and retrieval systems? For a content-based query system to be efficient it must examine feature extraction and indexing as a unified problem. The query system should not involve complex computations to determine similar images. For the primary indexing system, we use wavelet domain representation of the images to derive the feature space. The wavelet transform is well known for its better space frequency localization properties and provides this analysis at multiple resolutions. For the sake of completeness a brief introduction to the wavelet transform is provided in the next section.
WAVELET TRANSFORM
Wavelet transformation is an atomic multi-level decomposition of a signal. It represents the input signal as a superposition of a family of basis functions called wavelets. Translating and dilating the mother wavelet corresponding to a particular basis can generate a set of basis functions. The signal is passed through a low-pass (LPF) followed by a high-pass filter (HPF). The outputs of the filters are downsampled for next level decomposition, thus allowing information from the signal to be represented at different scales. However, as shown in Figure 1 only the output of the low pass filter (LPF) is used for the next level decomposition. For inverse wavelet transform the transform coefficients are up-sampled and passed through a different set of filters. For additional details on wavelet transform we refer to [4] .
Wavelet Transform has several attractive properties that make it natural for representing signals and images. These properties include [12] Generally, a 2D discrete wavelet transform (DWT) can be calculated using either separable on non-separable basis functions. In the separable case, first row-wise (or column-wise) transformation is applied and then column-wise (or row-wise) transformation is performed. In the non-separable case, transformation is carried out in the 2-D plane. In both the cases, the process is repeated on the output of the low pass filter (column (row) filter output in the separable case) to compute the next level wavelet decomposition. In other words, DWT decomposes an image into a pyramid structure of subimages with various resolutions corresponding to different scales. Given an NxN image, a fully decomposed wavelet transformation results in 3 * log 2 N +1 subimages called subbands. The computation flow of the 2-level pyramidal decomposition due to Mallat [14] , is shown in Figure 2 . The results of its application on an example image are shown in Figure 3 . Note that output of the lowpass column filter at the second level is the thumbnail of the original image. Wavelet transform because of its space-frequency localization characteristics is preferred in many image and audio processing applications. In images, intra-image correlation, that is the probability of two neighboring pixels having the same feature (color, hue, saturation or luminance) is high. Depending on the image (signal) content, size (duration) of these correlated regions of pixels may be different. Such features are well represented in the wavelet transform domain at multiple resolutions.
In our experiments, we use orthonormal wavelet basis in which case Parseval's conservation of energy rule holds. Parseval's rule guarantees that the distance between two sequences in time-domain is the same as the distance between them in the frequency domain, i.e.,
is the wavelet expansion of the sequence x. Therefore, the energy of the signal in the time domain is the same as the energy in the frequency domain. Thus, similarity of wavelet domain coefficients implies similarity of images.
INDEXING COLOR IMAGES
In the color image domain, while dealing with multiple planes, several researchers [1] [11] [24] have utilized different color transformations such as RGB, YUV, YIQ, etc. The main idea has been to consider the indexing of color image planes as a three single dimensional problems and extend the results for single dimension to multiple dimension, considering indexing of each color plane independent of the others. For example, construct multiple indexing systems, one for each color plane (such as R,G,and B) and at the time of the query search each indexing structure separately and combine the results based on a user-specified preference. On the other hand multidimensional indexing data structures have been employed to handle all the color planes simultaneously. The performance of these approaches varies depending on the application. However, a human eye doesn't see an image and all of its colors separately. In fact it looks at the composite signal for an approximation and then looks into the detailed signals for a precise match [23] . We propose to take a similar approach for computer based indexing and retrieval of color images and propose to build a hierarchical indexing and retrieval system. Since information in multiple spaces is highly correlated, we propose to decorrelate the information across the three planes such that a single composite plane is computed that has the maximum energy compaction of all the planes. We can use the plane with the highest energy as the composite plane for primary indexing of color images. Once the search space has been reduced to a smaller subset of images, a more detailed comparison can be applied using other color planes as well. In this way the main data structure that contains a much larger set of images may still be simple and efficient thus providing a scalable search efficient engine. For detailed searches in multiple planes on a smaller subset of images, multidimensional spatial data structures are explored. A graphical illustration of this approach is shown in Figure 4 . In this paper we present only the primary indexing system (the shaded area in Figure 4 ) and the experimental prototype based on this indexing system. Since in the primary indexing system our intent is to get quick access to the approximate matches, we are using a very coarse feature at this stage with the focus that the associated feature space is indexable using efficient data structures. For this purpose, we utilize the total energy of each subband in the wavelet domain to organize images in the database. Assume that the wavelet transform of the composite image plane is available as matrix W. The sum of the coefficients E(k) represents the total energy of the subband k. We sum up the "squares" to allow significant coefficients to contribute more significantly towards the total energy, compared to the insignificant coefficients. Compared to an image with coarsegrained texture, an image with fine-grain texture will have more significant coefficients in the high frequency subbands. Using these computations we obtain an energy vector that corresponds to the texture characteristics of an image. This energy vector has at most 3 *log 2 N +1 energy components, one corresponding to each subblock, for an image of size is NxN pixels. In the rest of the paper, we shall refer to this vector as the energy signatures of the image.
Computing the Composite Image Plane
A composite image should compactly represent the information present in all the color planes of the corresponding color image. Since information across the color planes in highly correlated, we propose to use a robust decorrelation process to compute the composite plane. Recently [13] , vector-valued wavelets have been studied for decorrelating vector-valued signals not only in the time/spatial domain but also between the components in the vector. There have been other linear transformations for decorrelating the three components of a color image, such as YIQ. However, vectorvalued wavelets have two advantages over the existing methods:
A) vector-valued wavelets have better energy compaction between the components than other linear transformations; B) vector-valued wavelets treat the correlations between the components and also between the pixels together and therefore jointly and optimally decorrelate all the correlations.
Notationly vector-valued wavelets are similar to single wavelets. There are two filters: the "lowpass" filter H(w) with H(0) = I N and the "highpass" filter G(w) with G(0) = 0 N , where I N is the NxN identity matrix and 0 N is the NxN all zero matrix. The difference is that these two filters are NxN matrix polynomials, i.e. each component of the matrix is a polynomial, where N is the size of the vector. Since these filters are no longer time-invariant, the "lowpass" and "highpass" are interpreted in a different way, for further details see [22] . 
The orthogonality of the vector-valued wavelets induced from H(w) and G(w) is equivalent to the paraunitariness of their polyphase matrix ε(w). Figure 5 compares the response of a wavelet filter and vector wavelet filter on a set of highly correlated 1-D signals. It can be easily seen that vector-wavelet filters produce highly decorrelated outputs.
Since for the primary indexing of images, we are only interested in the composite signal plane, we use a computationally superior approach to compute the vector wavelets. In this approach, we set H(w) = H O (w)C and G(w) = G O (w)C where H O (w) and G O (w) are constructed from single wavelets, such as Daubechies wavelets, and C is the N by N discrete cosine transform (DCT). The vectorvalued wavelets constructed above are called DCT assisted vectorvalued wavelets. In essence it is equivalent to performing DCT on the set of pixels at location i in all the color planes, ∀ i = 1 to N 2 , and then computing the wavelet only on the DC components at locations i.
For an example color image, the energy compaction characteristics of different transformations in the wavelet domain are shown Figure 6 . In the case of RGB and YIQ, wavelet transform has been individually applied to all the three planes and in the case of Vector DCT-assisted vector wavelet has been applied to the RGB planes of the image. Clearly RGB color space decorrelated using DCT-assisted vector valued wavelets has the highest standard deviation among its planes in all the subbands. We choose the plane with the highest energies as our composite signal plane for primary indexing of images. Figure 7 shows classification of a sample set of highly correlated images using wavelet energy values in all the color planes and Figure  8 shows the same using only the highest energy plane in the DCTassisted vector-wavelet. The classifications are almost identical, in fact better in the case of vector wavelets, and encourage the use of this methodology for primary indexing of large color image archives. Using this approach readily reduces a three dimensional problem to a single dimension. The following section describes the process of indexing and database construction based on the energy features of the composite color plane.
INDEXING AND RETRIEVAL SYSTEM
Indexing deals with the insertion of feature vectors into the database and is a fundamental task in every query-by-content database system. In many applications, due to the diverse nature of queries, the feature vector may need to be constructed from multiple, mostly unrelated, features. However, when diverse features are present in a feature vector, it is very important how the feature space is organized. For example, if two vectors are compared, which parts of the feature vector should be matched, all or partial? Some features may be of higher importance than the others. What is the computational complexity of this matching? When all the features in a feature vector are assumed to be equally important, the problem reduces to computing Euclidean distance in a multidimensional space. In some other cases, different weights may be assigned to each of the features in the feature vector, and the weights and the similarity metric are determined through simulations based on certain optimization criteria. In parallel to an efficient indexing system, a query system with fast query response time is very crucial in content-based image retrieval systems. The complexity of the computations involved in query processing must be reduced as much as possible. Since in contentbased image indexing and retrieval systems images are indexed once (preprocessing stage) and queried many times over and over, we may want to allocate complex operations (if any) to the preprocessing stage.
Feature Vector Computation
Feature computation is based on the energy properties of wavelet subbands. For each image, after the wavelet transformation, the coefficients of the highest energy plane is divided into natural wavelet subbands. The first step consists of computing the local features in each subband. As mentioned in the previous section, we are using the total energy of each subband as a feature to represent the contents of the region. For each image, the energy values of different subbands are stored into an Energy Vector. Our second step consists of computing individual histograms on each element of the energy vector. In other words, considering all the images in the database, it translates to computing the histogram for each subband based on the total energy value of the subband, as shown in Figure 9 . Each histogram shows the distribution of the energies of all the images for a specific subband.
H i s t o g r a m In the third step, for each image, we assign a bucket number to each subband based on the bin occupancy in the corresponding histogram. These bucket numbers from each subband comprise the new feature vector. The bucket sizes may be fixed in advance or chosen adaptively depending on the characteristics of the images.
A careful observation of the subbands in Figure 3 reveals that there is a hierarchical relationship between different subbands. For example, LLLH subband has similar information at half the resolution that the LH subband has. We preserve this relationship in the feature vector by ordering the features in it using Morton order traversal of the subbands. Starting from the lowest frequency subband in the upperleft hand corner, image key is computed using Morton order traversal of different subbands of a wavelet-transformed image, as shown in Figure 10 . The image key, for example, 1361936, represents the image content with respect to other images in the database. Different steps involved in the indexing of images into the database are illustrated in Figure 11 .
Database Construction and Query Processing
The way image key is constructed plays an important role in the database construction. The image key consists of the bucket numbers of the regions concatenated based on the Morton order traversal of the regions. Two images are similar if their feature vectors are similar. However, due to the hierarchical relationship among the subbands the feature vector can be regarded as an ordered set of features. If two images are different in the primary region it is very likely that they will be different in the subsequent regions as well.
Since we have reduced the feature vector to a linealry ordered 1-D vector, a variant of a B-tree data structure where the height of the tree corresponds to the total number of regions can be used to build and search the database. Figure 10 : Construction of image key.
As shown in Figure 12 , the root level corresponds to the first number in the key and the second level corresponds to the second number in the key. The number of edges going out from root to the next level is equal to the number of buckets (classes/bins) in the first region. The edges going out from a node in the second level represent the classes in the second region. The leaves of the tree contain the images that have exactly the same image key. Therefore, the database allows similar images to be stored close to each other before querying. The insertion of an image into the database is performed by scanning the image key from left to right and traversing the tree down taking the corresponding edges.
Given a query image, the image key of the query image is computed using the previously calculated regional histograms. Then starting from the first bucket number in the query image key, the tree is traversed down. At the end of the traversal, when a leaf is reached all the images listed in the leaf, if any, are presented to the user in a thumbnail fashion. Depending on the traversal order used in the indexing, portions of the key can be used to vary the quality of query result. If only a partial match of the image keys is required, then the tree traversal would stop before reaching a leaf and the images represented by the subtree originating from that node down will be presented to the user. In order to further refine the query results, all the images present in a bucket can be examined using more detailed features. This part of the system is not discussed in this paper and will appear elsewhere. For additional details we refer to http://www.scapal.ece.udel.edu/
EXPERIMENTAL RESULTS
The indexing and query mechanisms proposed in Section 5 have been implemented as a prototype using Borland Delphi, an object oriented Pascal based rapid application development (RAD) tool, on Windows 95/98/NT platforms. The implementation consists of two main parts: the database administration interface and the query environment. Currently our database consists of 5000 512x512 pixels natural images. The results presented in this paper are based on indexing of features from a single composite plane. The images have been indexed using a 5-level wavelet decomposition while the number of classes in each subband was fixed to 9. The creation of the database is guided through a "Database Create Wizard" where the database administrator can specify the database filename and its path, select a feature space from a list of features to index the images, and specify different operations to be performed during indexing.
DB
The query interface provides users an environment to sketch an image or open an existing image file and query the database. It consists of two main parts: the first part allows sketching, opening, or editing an image, and the second part allows querying the database by selecting different query options and presents the results. Shown in Figure 13 , we have implemented a basic drawing environment which includes drawing tools (rectangle, ellipse, filled rectangle, straight line, free line, etc), editing tools (select, copy and paste), a color palette, different pen widths, and fill tools. The drawing tool can be used to sketch the query image or modify an existing query image. 
Performance Evaluation
In order to evaluate the performance of the content-based image indexing and retrieval (CBIR) system we introduce three parameters namely quality, efficiency, and scalability.
The quality metric is defined as the ratio of number of relevant images returned to the number of relevant images not returned. The second measure, efficiency, is defined as the ratio of the number of relevant images returned to the number of irrelevant images returned. The scalability is measured in terms of query response time. The query response time is considered scalable if it does not increase linearly or exponentially with the number of images in the database. Ideally, we would like the query response time to scale linearly with the number of images that are similar to the query image. In our indexing structure we provide logarithmic access time to any image in the database. By using B-trees we put similar images close to each other in the database and ensure, at most, logarithmic time dependency on the database size. Therefore, overall query response time will be equal to the tree traversal time + the time to read the items in the bucket associated with the leaf. Note that here we are not making any distinction between the main memory and secondary memory accesses. In a database of 5000 images, the query response time is 20msecs on a Pentium 233Mhz Intel Pentium II. We have tested the system using 500, 1000, 2000, and 5000 images. The query response time to find the best matches is around 20msecs for all databases sizes considered. Our feature vector size is proportional to the logarithm of the number of classes, and is bounded by Rlog 2 C where R is the number of regions used to index images and C is the number of classes in each region. However, based on the complexity of the features employed in most of these systems we believe that the feature computing time in our system compares fairly well. It takes about 170 msec to compute the image key for the input query image. Note that this does not include the time to compute the wavelet transform coefficients. Table 2 , column 4, compares the space requirements for storage of the feature vectors and column 6 compares the query search time.
Compared with the other systems, our implementations run several orders of magnitude faster than the fastest time reported in the literature. The time to calculate the feature vector is also important since it directly adds to the query response time. We are unable to determine this data for the existing systems from the literature. In our query search interface, a user can specify different levels of search quality to search the database. Note that it is different than the quality of the query results. It specifies how precise a match should be found. A higher value for the search quality parameter implies a closer match. For example, a search quality value of 4 implies that comparison should be made based on first 4 regions only. And a search quality of 16 (maximum number of wavelet regions used to index the images) implies that exact matches should be made, because all of the regions will be matched. Figure 15 through Figure 20 present results for different query images using different search quality values. Figure 15 Query results for query image with fine texture. Figure 16 : Quality results for a query image containing structured objects.
CONCLUSIONS AND FUTURE WORK
We have presented a vector-wavelet-based scalable approach for primary indexing of large color image archives. We have used computationally superior and highly decorrelated vector wavelet coefficients to derive the search-efficient feature spaces. We show that in a database of 5000 images, query search takes less than 30 msec, which is an order of magnitude improvement compared to several seconds of retrieval time in the earlier systems. Our implementations are highly scalable in terms of query search time that depends only on the number of images similar to the query image and is relatively independent of the database size. We have also introduced parameters to measure the quality and efficiency of indexing systems and have analyzed our query results for these parameters. The results are encouraging and provide a guidance mechanism to fine-tune the indexing system parameters.
We plan to extend this work to include feature spaces that would allow more detailed matches using all the color planes for secondary indexing of the images. We are working on extending this work to handle rotations, scaling and translation. We are also planning to design a query system that will allow more structured query types including spatial location and texture based queries. 
