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On an optimal strategy of ergodic control
(Kensuke Tanaka)
In this paper, stochastic control processes have been investigated as dynamic pro-
gramming models with an infinite horizon. Then, we want to seek for an optimal
strategy under the expected average loss criterion. It has been shown to exist an
optimal strategy under the various conditions. However, optimal strategy may not
exist under weak conditions. Under some weak condition, we introduce a modi-
fied form of the dynamic model, which we want to call as dual dynamic one. By
Fenchel’s duality theorem, we show that optimal value of the original model is equal
to one of the dual model. Moreover, we show that there exists an optimal strategy
for the dual model.
Key words: dynamic programming, optimal policy, Fenchel inequality, and Fenchel’s
duality theorem
1 D.P
D.P $(S, A, B, H_{P},, r)$
. ,
(1) $S=\{1,2,3, \cdots, i, \cdots\}$ ,
(2) $A,$ $B$ , Banach space
(3) $A(i)$ , $i\in S$ $A(i)\subseteq A$
(4) $H_{i}$ , $i\in S$ $\in L(A, B)$
(5) $P$ : $(i, H_{i}a)\in S\cross B$ $S$
(6) $r(i, a)$ , $r:S\cross Aarrow R\cup\{\infty\},$ $\not\equiv\infty$
, $\pi=(f_{1}, f_{2}, *\cdot\cdot, f_{t}, \cdots)$ , $f_{t}$ : $Sarrow A$ ,
, $f_{t},$ $t=1,2,3,$ $\cdots$ ,
, )
$\Pi$ . , $i\in S$ $\pi\in\Pi$
$I( \pi)(i)=\lim_{narrow}\sup_{\infty}|_{1}E[\pi r(S_{t,ft}(st))|S1=i]$
. , $i^{s_{t}}\}_{t}=1,2,\cdots$ , $\pi$ $S$
. , :
$(\mathrm{M}\mathrm{P})$ minimize $I(\pi)(i)$ subject to $\pi\in\Pi$ .




$\overline{I}(i)$ $i\in S$ )
Definition 2 $(\mathrm{M}\mathrm{P})$ ) $\overline{I}(i)=I(\overline{\pi})(i)$ $\overline{\pi}\in\Pi$
, $\overline{\pi}\in\Pi$ $i\in S$ .
$\overline{\pi}\in\Pi$ $i\in S$ ,
(optimal control strategy), .
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.
, $g$ : $Sarrow R\cup\{\infty\},$ $\not\equiv\infty$ , $B(S)$ , $u\in B(S)$
.
1. $T_{a}u(i)=r(i, a)+\Sigma_{j\in s^{u}}(j)p(j|i, Hia)=r(i, a)+G(H_{i}a, u)(i)$
$2$ . $Tu(i)= \inf_{a\in A(i)}\tau_{a}u(i)$
3. $r^{*}(i,p)= \sup_{a}\in A(i)[\langle a,p\rangle-r(i, a)],$ $p\in A^{*},$ $A^{*}$ $A$
4. $G^{*}(q, u)(i)=\mathrm{s}\mathrm{u}\mathrm{p}b\in B[\langle q, b\rangle-G(b, u)(i)],$ $q\in B^{*},$ $B^{*}$ $B$
5. $T_{q}^{*}u(i)=-r^{*}(i, -H_{i}^{*}q)-G*(q, u)(i),$ $H_{i}^{*}\in L(B^{*}, A^{*})$
$6$ . $T^{*}u(i)= \sup_{q\in B*q}T*u(i)$
, $a\in A,$ $q\in B^{*}$ $i\in S$ , $T_{a}u(i),$ $\tau_{q}*u(i)$
Fenchel , .
Lemma 1 $i\in S$ ,
Tu$(i)\geq T^{*}u(i)$
Proof $i\in S,$ $u\in B(S)$ , $a\in A,$ $q\in B^{*}$ , Fenchel
$T_{a}u(i)-T_{q}^{*}u(i)$ $–r(i, a)+G(H_{i}a, u)(i)+r^{*}(i, -H_{i}^{*}q)+G^{*}(q, u)(i)$
$\geq$ $\langle-H_{i^{*}}q, a\rangle+\langle q,$ $H_{\mathrm{i}}a)$
$=$ $-\langle q, H_{i}a\rangle+\langle q,$ $H_{i}a)$
$=$ $0$
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, $a\in A,$ $q\in B^{*}$ ,
$T_{a}u(i)\geq T_{q}^{*}u(i)$
, $a\in A$ $q\in B^{*}$
.
, $i\in S$ , dom $r^{*}(i, \cdot)=A_{i}^{*}\subset A^{*},$ $\mathrm{d}\mathrm{o}\mathrm{m}G^{*}(\cdot, u)(i)=B_{i}^{*}(u)\subset$
$B^{*}(u)$ , :
$\Psi_{i}$ : $A_{i}^{*}\cross B_{i}^{*}(u)arrow R\mathrm{x}A^{*}$
$\Psi_{i}(p, q)=(-r^{*}(i,p)-G^{*}(q, u)(i),$ $p+H_{i}^{*}q)$
, Fenchel – ,
.
Lemma 2 $i\in S$ $u\in B(S)$ , domr $(i, \cdot)=A_{i}\subset A(i),$ $\mathrm{d}_{\mathrm{o}\mathrm{m}G}(\cdot, u)(i)=$
$B_{i}(u)\subset B$
$\rangle$
$\theta\in \mathrm{i}\mathrm{n}\mathrm{t}(H_{i}A_{i}-B_{i}(u))\subset B,$ $\theta\in H_{i}^{*}B_{i}^{*}(u)+A_{i}^{*}\subset A^{*}$
. int . $i\in S$
, $f^{*}:$ $Sarrow B^{*}$
$T^{*}u(i)=T_{f^{*}}^{*}u(i)$
Proof $i\in S$ $u\in B(S)$ , $B^{*}$
$f^{*}(i)$ . , $T^{*}u(i)$ $T^{*}u(i)$
, $v_{n}^{*}(i)$ $p_{n}\in A_{i}^{*},$ $q_{n}\in B_{i}^{*}(u)$ :
$v_{n}^{*}(i)=-r^{*}(i, p_{n})-G^{*}(q_{n}, u)(i),$ $p_{n}=-H_{i}^{*}q_{n}$
,
$(v_{n}^{*}(i),p_{n}+H_{i}^{*}q_{n})\in\Psi_{i}(A_{\mathrm{i}}^{*}\cross B_{i}^{*}(u))$
, $r_{n}=p_{n}+H_{i}^{*}q_{n}$ , $n=1,2,$ $\cdots$ , , $r_{n}=\theta$
. , , $\epsilon>0$ , $\theta$
$B_{\epsilon}\subset B$ :
$B_{\epsilon}\subset \mathrm{i}\mathrm{n}\mathrm{t}(H_{i}A_{i^{-}}B_{i}(u))$
, $z\in B$ , $\frac{\epsilon}{||z||}z=H_{i}a-b$ $a\in A_{i},$ $b\in B_{i}(u)$
. ,
$\frac{\epsilon}{||z||}\langle z, q_{n}\rangle$ $=$ $\langle H_{\mathrm{i}}a-b, qn\rangle$
$=$ $\langle H_{\mathrm{i}}a, q_{n}\rangle-\langle b, q_{n}\rangle$
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$=$ $-\langle a, -H_{i^{*}}q_{n}\rangle-\langle b, q_{n}\rangle$
$=$ $-\langle a,p_{n}\rangle-\langle b, q_{n}\rangle$
$\geq$ $-\{r(i, a)+r^{*}(i,p_{n})\}-\{G(b, u)(i)+G^{*}(q_{n}, u)(i)\}$
$=$ $v_{n}^{*}(i)-\{r(i, a)+G(b, u)(i)\}$
. (i) $T^{*}u(i)$ , $z\in B$
$\inf_{n\geq 1}\langle z, q_{n}\rangle>-\infty$
. , $q_{n}$ * , $B^{*}$ $q^{*}$ *
J , $p_{n’}$ $p^{*}=-H_{i}^{*}q^{*}$ * .
$-r^{*},$ $-G^{*}$ *




$-r^{*}(i,p^{*})-G*(q^{*}, u)(i)\geq T^{*}u(i),$ $p^{*}+H_{i}^{*}q^{*}=\theta$
, $i\in S$ $f^{*}(i)=q^{*}\in B^{*}$ , $i\in S$
$T_{f^{*}}^{*}u(i)\geq T^{*}u(i)$




$Q=[0, \infty)\cross\{\theta\}\subset R\cross A^{*}$
.
Lemma 3 $i\in S$ $u\in B(S)$
$\theta\in \mathrm{i}\mathrm{n}\mathrm{t}(H_{i}A_{i}-B_{i}(u)),$ $\theta\in H_{i}^{*}B_{i}^{*}(u)+A_{i}^{*}$
) $i\in S$
(Tu $(i),$ $\theta$ ) $\in\Psi_{i}(A^{*}(i), B*(i))-Q$
. , $i\in S$
Tu$(i)=T^{*}u(i)$
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Proof Lemma 2 , $i\in S$
$p^{*}+H_{i}^{*}q^{*}=\theta$ $p^{*}\in A^{*},$ $q^{*}\in B^{*}$












$=$ $\inf\{r(i, a)+G(H_{i}a, w)(i)\}$
$a\in A(i)$
$g$ $w:Sarrow R$
Theorem 1 $D.P$ ) .
$i\in S$ ,
1. $\theta\in H_{i}^{*}.B_{i}^{*}(u)+A_{i}^{*},$ $\theta\in \mathrm{i}\mathrm{n}\mathrm{t}(H_{i}A_{i}-B_{i}(u))$
2. (Tu $(i),$ $\theta$ ) $\in\Psi_{i}(A_{i}^{*}, Bi*(u))-Q,$ $\forall u\in B(S)$
3.
$\lim_{narrow\infty}\frac{E_{\pi}[w(_{S_{n})|s_{1}=}+1i]}{n}=0,\forall\pi\in\Pi$
, $i\in S$ ,
inf $I(\pi)(i)=I^{*}(\pi*)(i)$
$\pi\in\Pi$
$\pi^{*}=(f^{*}, .f^{*}, \cdots, f^{*}, \cdots),$ $f^{*}:$ $Sarrow B^{*}$ .
,
$I^{*}( \pi)*(i)=\lim_{narrow\infty}\frac{1}{n}T*(n)(\pi^{*})w(i)$
) $T^{*(n)}(\pi)*w(i)=T_{f^{*}}^{*}T^{*}f^{*\cdots T}f^{*w}*(i)$ .
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, 2, 3 1, 2
$g+w(i)=Tw(i)=T_{f^{*}}^{*}w(i)$
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