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ABSTRAK 
Nama Penyususun : Rismawati 
NIM   : 60600112001 
Judul                          : Model Regresi Multivariat Terhadap Tingkat  
Kesejahteraan Kabupaten/Kota di Sulawesi Selatan 
 
Penelitian ini membahas tentang pemodelan tingkat kesejahteraan 
Kabupaten/Kota menggunakan metode regresi multivariat. Kesejahteraan 
merupakan tujuan utama dilakukannya pembangunan di setiap Kabupaten/Kota. 
Indikator kesejahteraan suatu daerah adalah pendapatan daerah, besarnya 
pertumbuhan ekonomi serta tingkat kemajuan di suatu daerah yang berasal dari 
berbagai sektor seperti pajak, retribusi, pengelolaan sumber daya alam, dana 
investasi, dana perimbangan dan dana pembangunan. Berdasarkan variabel 
tersebut, dibuat suatu model yang menunjukkan variabel penunjang kesejahteraan 
ekonomi menggunakan analisis regresi multivariat, dengan pemilihan model 
terbaik menggunakan metode KICC (Kullback‟s Information Criterion 
Corrected). Hasil analisis regresi multivariat dengan pemilihan nilai KICC 
terkecil, diketahui bahwa variabel respon Y1 (pendapatan daerah), Y2 
(pertumbuhan ekonomi) dan Y3 (tingkat kemajuan daerah) dipengaruhi oleh 
variabel prediktor X1 (pajak), X3 (dana pengelolaan sumber daya alam), X4 
(investasi) dan X5 (dana perimbangan). Berdasarkan hasil analisis, diperoleh 
model regresi multivariat pertama                              
                 , kedua                             
                  dan ketiga                             
                  . Model yang didapatkan menunjukkan hubungan antara 
variabel respon dan variabel prediktor secara simultan memiliki nilai keterkaitan 
mendekati 100%.
 
 
Kata kunci : Kesejahteraan, Analisis Regresi Multivariat, KICC, Model Regresi 
Multivariat. 
 
 
 
 
 
 
 
 
BAB I 
PENDAHULUAN 
A. Latar Belakang 
Sejahtera adalah keadaan yang baik, kondisi dimana masyarakat dalam 
keadaan makmur, sehat dan damai. Dalam kebijakan sosial, kesejahteraan 
mengarah pada pelayanan dalam memenuhi kebutuhan masyarakat.  
Kesejahteraan sosial menuntut terpenuhinya kebutuhan primer (primary needs), 
kebutuhan sekunder (secondary needs) dan kebutuhan tersier. 
Daerah yang sejahtera tidak terlepas dari faktor kesejahteraan penduduk. 
asyarakat sejahtera dikelompokkan dalam lima tingkatan. Tingkat pertama yaitu 
masyarakat pra sejahtera, yaitu masyarakat yang belum mampu memenuhi 
kebutuhan dasarnya secara minimal, seperti kebutuhan spiritual, pangan, sandang 
papan dan kesehatan. Tingkat kedua yaitu masyarakat sejahtera I, adalah 
masyarakat yang mampu memenuhi kebutuhan dasarnya secara minimal, namun 
belum dapat memenuhi kebutuhan sosial psikologisnya. Tingkat ketiga yaitu 
masyarakat sejahtera II, adalah masyarakat yang mampu memenuhi kebutuhan 
sosial-psikologisnya, tetapi belum dapat memenuhi kebutuhan pengembangannya. 
Tingkat keempat yaitu masyarakat sejahtera III, adalah masyarakat yang mampu 
memenuhi kebutuhan dasar, sosial-psikologis dan pengembangannya, namun 
belum dapat memberikan sumbangan yang teratur bagi lingkungan. Tingkat 
kelima yaitu masyarakat sejahtera III Plus, adalah masyarakat yang mampu 
memenuhi seluruh kebutuhan dasar, sosial psikologis dan pengembangan serta 
telah dapat memberikan sumbangan yang teratur dan berperan aktif dalam 
kegiatan kemasyarakatan.
1
 
Indikator kesejahteraan pada suatu daerah adalah pendapatan daerah. 
Pendapatan daerah yang berasal dari berbagai sektor seperti pajak, retribusi, 
pengelolaan sumber daya alam, dana investasi, dana perimbangan dan dana 
pambangunan yang juga mempengaruhi besarnya pertumbuhan ekonomi atau 
PDRB (Produk Domestik Regional Bruto) serta kemajuan di suatu daerah.
2
 
Ayat Al-Qur‟an yang membahas tentang kesejahteraan adalah Surah Al 
Mulk/67:15 yaitu:  
    
    
   
   
     
Terjemahannya: 
Dialah yang menjadikan bumi untuk kamu yang mudah dijelajahi, maka 
jelajahilah di segala penjurunya dan makanlah sebagian dari rezeki-Nya. 
Dan hanya kepada-Nyalah kamu (kembali setelah) dibangkitkan.
3
 
 
Maksud ayat di atas yaitu bumi rendah di bawah kaki manusia atau di 
bawah pijakan manusia. Bagaimanapun tingginya gunung, bila manusia 
mendakinya maka puncak gunung itu terletak di bawah kaki manusia juga. “Maka 
berjalanlah kamu di segala penjurunya”. Bumi yang tinggi hendaklah kamu daki, 
                                                             
1Badan Kependudukan dan Keluarga berencana Nasional (BkkbN), “Batasan dan 
Pengertian MDK”, Situs Resmi BkkbN. http://aplikasi.bkkbn.go.id/mdk/BatasanMDK.aspx (11 
Novemver 2015). 
2
 Badan Pusat Statistik Provinsi Sulawesi Selatan, Statistik Keuangan Daerah Pemerintah 
Kabupaten dan kota Provinsi Sulawesi Selatan, (Makassar: Badan Pusat Statistik Provinsi 
Sulawesi Selatan, 2015), h. 2-4. 
3
 Kementerian Agama RI, Mushaf Al-Qur‟an Tajwid dan Terjemah, (Solo: Abyan, 2014) 
h. 563. 
padang yang luas hendaklah kamu seruak, lautan yang dalam hendaklah kamu 
selami dan layari. Artinya bumi yang telah direndahkan untuk kamu itu kuasailah, 
bongkarlah rahasinya, keluarkanlah kekayaannya, galilah buminya, timbalah 
lautannya, tebanglah kayunya. “Dan makanlah daripada rezekiNya”, usahakanlah 
dengan segala daya upaya yang ada padamu dengan akal, fikiran dan kecerdasan. 
Kamu tidak boleh hanya berpangku tangan menunggu rezeki. Rezeki akan didapat 
menurut usaha dan perjuangan, dan kepadaNyalah kita akan pulang (setelah 
dibangkitkan).
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Firman  Allah yang terdapat dalam Al-Qur‟an surah al-Baqarah/2:201 
yaitu: 
 ...   
   
   
      
Terjemahannya: 
Dan diantara mereka ada orang berdoa, “Ya tuhan kami, berilah kami 
kebaikan di dunia dan kebaikan di akhirat, dan lindungilah kami dari azab 
neraka”.5 
 
Maka doa ini mengumpulkan semua kebaikan di dunia dan (mengandung 
permintaan agar) dihindarkan dari segala bentuk kejelekan. Kerana sesungguhnya 
kebaikan di dunia mencakup segala hal yang disukai dari perkara duniawi (baik 
                                                             
4
Haji Abdulmalik Abdulkarim Amrullah, Tafsir Al-Azhar Juzu‟ 29 (Singapura: Pustaka 
Nasional, t.th.), h. 7543-7544. 
5
Alfatih Terjemah Tafsir Perkata Kode Tajwid Arab (Jakarta Timur: Pustaka Alfatih, 
2002), h. 31. 
itu berupa kesejahteraan, rumah yang luas, istri yang cantik, rezeki yang lapang, 
ilmu yang bermanfaat, kendaraan yang menyenagkan, pujian yang indah dll). 
Adapun kebaikan di akhirat, yang tertingginya adalah dimasukkan ke 
dalam al-Jannah (surga) setelah sebelumnya berupa keamanan dari kengerian 
yang sangat dahsyat ketika berdiri di saat penghisaban amalan, dimudahkannya 
hisab (perhitungan amalan), dan yang selai itu dari perkara-perkara kebaikan di 
akhirat. Sedangkan keselamatan dari an-Nar (neraka), membutuhkan kemudahan 
(untuk menjalani) sebab-sebabnya di dunia, berupa (sikap) menjauhi dosa-dosa, 
dan meninggalkan syubuhat dan keharam-haraman.
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Firman Allah Swt. tentang kesejahteraan terdapat pula dalam Al-Qur‟an 
surah An-Nahl/16:97 yaitu: 
      
   
  
   
   
      
Terjemahannya: 
Barang siapa yang mengerjakan amal saleh, baik laki-laki maupun 
perempuan dalam keadaan beriman, maka sesungguhnya akan Kami 
berikan kepadanya kehidupan yang baik dan sesungguhnya Kami akan 
memberikan balasan kepada mereka dengan pahala yang lebih baik 
daripada apa yang telah mereka kerjakan.
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Adapun amalan saleh dalam Al-Qur‟an surah An-Nahl/16:97, bukanlah 
sembahyang, puasa dan haji saja, melainkan berusaha mencari penghidupan untuk 
                                                             
6
Tafsir Ibnu Katsir Jilid 1, (Bogor: Pustaka Imam Asy-Syafi‟I, 2003) h. 112. 
7
Departemen Agama RI, Al-Qur‟an dan Terjemahnya, (Bandung: CV Penerbit Jumanatul 
„Ali-Art, 2005) h. 279. 
keperluan diri, keluarga dan menolong isi Negeri, adalah masuk amalan saleh 
juga. Maka berdagang (berniaga), berkuli, makan gaji dan mendirikan bermacam-
macam perusahaan, bukanlah amalan keji, melainkan terpuji dalam agama Islam. 
Nabi Muhammad s.a.w. bersabda: “Saudagar yang lurus akan masuk ke dalam 
surga”. “Tidak ada makanan yang terlebih baik untuk dimakan seseorang, selain 
dari makanan yang diusahakannya dengan tenaganya sendiri. Sedang Nabi Daud 
a.s. memakan makanan yang diusahakannya dengan tangannya sendiri”. Nabi 
Muhammad s.a.w. sendiripun memelihara ternak (gembala kambing) dan berniaga 
ke negeri Syam.
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Pada ayat-ayat Al-Qur‟an di atas manusia diperintahkan bekerja keras, 
sehingga menjadi umat yang mampu (kuat ekonominya) dan melakukan aktivitas 
lain. Allah Swt. akan menampakkan dan memberi balasan dari setiap amal 
perbuatan yang manusia lakukan sebagaimana adanya. Semakin besar usaha 
seseorang, maka semakin besar pula balasan yang didapatkan. Itulah hubungan 
antara bekerja dan kesejahteraan. 
Penulis memilih kesejahteraan sebagai objek penelitian, karena hal yang 
sering kali diperbincangkan oleh setiap orang yaitu kehidupan masyarakat yang 
sejahtera. Besarnya pemasukan dari berbagai sektor yang mempengaruhi indikator 
ekonomi akan menentukan tingkat kesejahteraan masing-masing daerah, sehingga 
diperlukan pengontrol dan analisis yang tepat agar kompetisi setiap daerah akan 
terjalin secara sehat. Solusi permasalahan tersebut berupa model matematika yang 
dapat digunakan untuk mengontrol dan memprediksikan variabel-variabel yang 
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h. 395. 
perlu dikendalikan sebagai gambaran atas kesejahteraan Kabupaten/Kota di 
Sulawesi Selatan. Adapun model matematika yang sesuai adalah model regresi 
multivariat.  
Model regresi multivariat dianggap sesuai untuk memodelkan tingkat 
kesejahteraan Kabuten/Kota di Sulawesi Selatan karena model regresi multivariat 
memuat variabel respon lebih dari satu yang saling berkorelasi dengan satu atau 
lebih variabel prediktor. Hal tersebut, sesuai dengan konsep kesejahteraan yang 
memiliki beberapa indikator, dimana indikator kesejahteraan tersebut dipengaruhi 
oleh beberapa faktor. Pemakaian model ini, didukung oleh penelitian yang pernah 
dilakukan oleh Rosy Riskiyanti dan Ir. Sri Pingit Wulandari, M.Si. Hasil 
penelitian menunjukkan bahwa bahwa faktor-faktor yang mempengaruhi angka 
harapan hidup, angka kematian bayi, dan status gizi buruk adalah prosentase 
persalinan yang dilakukan oleh tenaga medis dan prosentase imunisasi lengkap 
yang meliputi imunisasi BCG, DPT, Polio, Campak, dan Hepatitis. Berdasarkan 
besarnya hubungan antara variabel respon dan variabel prediktor yang diperoleh, 
maka dapat dikatakan bahwa model dapat menjelaskan informasi data.
9
 
Oleh sebab itu sesuai dengan uraian di atas penulis mengajukan judul 
“Model Regresi Multivariat Terhadap Tingkat Kesejahteraan Kabupaten dan kota 
di Sulawesi Selatan”. 
 
B. Rumusan Masalah 
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Berdasarkan latar belakang, rumusan masalah dalam penelitian ini adalah 
bagaimana membentuk model regresi multivariat tingkat kesejahteraan Kabupaten 
dan Kota di Sulawesi Selatan? 
 
C. Tujuan Penelitian 
Berdasarkan rumusan masalah, adapun tujuan penelitian ini adalah untuk 
membentuk model regresi multivariat tingkat kesejahteraan Kabupaten dan Kota 
di Sulawesi Selatan. 
 
D. Manfaat Penelitian 
Manfaat penulisan pada penelitian ini adalah: 
1. Bagi penulis 
Penelitian ini digunakan sebagai tambahan informasi dan mengaplikasikan 
ilmu pengetahuan mengenai analisis regresi dan analisis multivariat dalam 
bentuk model regresi multivariat. 
2. Bagi pembaca 
Hasil penelitian ini sebagai tambahan informasi untuk pihak yang 
membutuhkan. Hasil penelitian ini juga diharapkan dapat memberi masukan 
terhadap pemerintah setempat, untuk lebih memperhatikan kesejahteraan 
daerah khususnya memperhatikan masyarakat yang menetap di daerah 
tersebut. 
3. Bagi pihak UIN Alauddin Makassar 
Hasil penelitian ini dapat digunakan sebagai sarana pengembangan wawasan 
keilmuan, khususnya di jurusan Matematika untuk mata kuliah analisis regresi 
dan analisis multivariat. 
 
 
E. Batasan Masalah 
Data yang digunakan dalam penelitian ini adalah data sekunder dari Badan 
Pusat Statistik (BPS) Provinsi Sulawesi Selatan pada tahun 2015. Data penelitian 
yang digunakan adalah pendapatan daerah, pertumbuhan ekonomi, kemajuan 
daerah, pajak daerah, retribusi daerah, dana pengelolaan sumber daya alam, dana 
investasi, dana perimbangan dan dana pembangunan. 
Tinjauan pustaka terdiri atas teori-teori yang membahas tentang analisis 
regresi, analisis regresi multivariat dan pemilihan model regresi multivariat 
terbaik menggunakan metode KICC. 
 
F. Sistematika Penulisan 
Sistematika penulisan skripsi ini dibagi menjadi tiga bagian. Berikut 
dijelaskan masing-masing bagian tugas akhir. 
1. Bagian awal skripsi 
Bagian awal skripsi terdiri dari halaman judul, halaman pengesahan, 
persembahan, motto, kata pengantar, daftar isi, daftar gambar dan daftar tabel. 
2. Bagian isi tugas akhir 
Bagian isi tugas akhir secara garis besar terdiri dari lima bab, yaitu: 
BAB I PENDAHULUAN 
Pendahuluan terdiri dari latar belakang, rumusan masalah, tujuan penelitian, 
batasan masalah, manfaat penelitian, dan sistematika panulisan. 
 
 
BAB II TINJAUAN PUSTAKA 
Tinjauan pustaka terdiri atas teori-teori yang mendukung bagian pembahasan. 
Teori tersebut antara lain membahas tentang analisis regresi, analisis 
multivariat, analisis regresi multivariat, pengujian normal multivariat, estimasi 
parameter, pengujian signifikansi model. 
BAB III METODE PENELITIAN 
Bab ini menjelaskan tentang jenis penelitian yang digunakan, jenis dan 
sumber data, variabel penelitian, definisi opersional variabel, model regresi 
multivariat yang digunakan dalam penelitian dan prosedur penelitian. 
BAB IV HASIL DAN PEMBAHASAN 
Bab ini berisi hasil penelitian dan pembahasan. 
BAB V PENUTUP 
Bab ini berisi kesimpulan dan saran. 
3. Bagian akhir tugas akhir 
Bagian akhir tugas akhir berisi daftar pustaka dan lampiran-lampiran. 
 
 
 
  
 
 
 
BAB II 
TINJAUAN PUSTAKA 
A. Konsep Kesejahteraan 
Menurut Kamus Besar Bahasa Indonesia, sejahtera adalah keadaan yang 
baik, kondisi dimana masyarakat dalam keadaan makmur, dalam keadaan sehat 
dan damai. Sejahtera dalam bidang ekonomi dihubungkan dengan keuntungan 
benda. Sedangkan kesejahteraan menurut kebijakan sosial yaitu menunjuk ke 
jangkauan pelayanan untuk memenuhi kebutuhan masyarakat. 
Definisi kesejahteraan menurut Undang-undang No. 11 Tahun 2009, 
adalah keadaan terpenuhinya segala kebutuhan masyarakat agar dapat hidup layak 
dan mampu mengembangkan diri, sehingga dapat melaksanakan fungsi sosialnya. 
Salah satu aspek penting dalam menjaga serta membina terbentuknya 
keseimbangan ekonomi adalah terpenuhinya kesejahteraan ekonomi dan 
kesejahteraan sosial. Vilvredo Pareto adalah ekonom yang berasal dari Italia,  ia 
memperkenalkan istilah pareto (Pareto Condition). Dimana dalam Kondisi Pareto 
menjelaskan tentang pengaturan suatu barang yang disusun sedemikian rupa, 
sehingga bila dibandingkan dengan pengaturan lainnya, kondisi tersebut akan 
menguntungkan salah satu pihak dan tidak merugikan pihak manapun.
10
 
 
B. Analisis Regresi 
Tahun 1877 Sir Francis Galton pertama kali mempergunakan regresi 
sebagai salah satu konsep statistik. Analisis regresi digunakan untuk 
memperkirakan nilai suatu variabel terhadap satu variabel lain yang berhubungan 
dengan variabel tersebut. Untuk membentuk suatu persamaan regresi harus 
memenuhi prinsip dasar yaitu antara variabel respon dengan variabel bebas 
memiliki sifat hubungan sebab akibat (hubungan kausalitas), baik yang 
berdasarkan pada theoretical, prior research, atau yang berdasarkan pada logical 
explaination tertentu. Analisis regresi secara umum adalah ilmu tentang 
ketergantungan satu variabel respon dengan satu atau lebih variabel bebas, yang 
bertujuan untuk mengestimasi rata-rata populasi atau nilai rata-rata variabel 
respon berdasarkan nilai variabel bebas yang diketahui. Hasil yang didapatkan 
dari analisis regresi adalah berupa koefisien regresi untuk masing-masing variabel 
bebas. Adapun koefisien diperoleh dengan cara memprediksi nilai variabel respon 
dengan suatu persamaan.
11
 
1. Regresi linear sederhana 
Analisis regresi linear sederhana membicarakan hubungan dari satu 
peubah tak bebas   terhadap satu peubah yang lain  , yang disebut peubah bebas. 
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Dalam terminology matematis,   disebut fungsi dari  , akan tetapi dalam 
statistika digunakan terminology regresi   atas  . kedua teminologi ini sama-
sama menjelaskan hubungan           , dengan    dan    konstanta, di 
mana    disebut penggalan (intercept), dan    diebut koefisien regresi (slope). 
Bentuk umum persamaan regresi linear sederhana adalah: 
                 (2.1) 
dimana: 
     nilai peubah takbebas (yang akan dimodel), 
     nilai peubah bebas (yang digunakan menaksir nilai   , 
     komponen kesalahan acak, 
    penggalan   dari garis regresi, yaitu titik tempat garis lurus memotong 
sumbu  , 
    koefisien regresi (dalam hal ini, koefisien arah garis lurus), yaitu besarnya 
kenaikan (atau penurunan) komponen deterministik   untuk setiap satu 
satuan kenaikan   (lihat gambar 2.1).12 
                                        
     
                 y                         
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                 0                                                   x 
                                         Gambar 2.1 Garis regresi linear 
 
Perhatikan bahwa pada gambar menggunakan huruf kapital untuk peubah 
X dan huruf kecil untuk nilai peubah tersebut. Pengertian koefisien regresi seperti 
ini hanya berlaku apabila x dan y menyatakan nilai peubah kuantitatif yang skala 
pengukurannya interval atau rasio. Jika ada di antara keduanya sebagai peubah 
kategori, penafsirannya akan menggunakan logika yang berbeda. Selanjutnya, kita 
menggunakan simbol alphabet Yunani    dan    untuk menyatakan berturut-turut 
penggalan y dan koefisien arah model garis lurus. Keduanya adalah parameter 
populasi dengan nilai numerik yang dapat mengamati dan mengumpulkan seluruh 
hasil pengukuran (x,y) dari populasi. Kenyataan menunjukkan bahwa pada 
umumnya hanya mengamati sebahagiaan anggota populasi sehingga regresi yang 
dibuat hanyalah sebuah model.
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Nilai-nilai    dan    dalam model            dikenal sebagai 
parameter model yang hanya dapat ditentukan jika keseluruhan nilai populasi 
(X,Y) diketahui. Dalam banyak kenyataan, hanya nilai-nilai sampel (x, y) yang 
dapat diketahui sehingga hanya penaksir    dan    yang dapat dihitung. 
 Misalkan, b0 penaksir untuk    dan b1 penaksir untuk   , dimana b0 dan b1 
dapat ditentukan dengan metode kuadrat terkecil. Metode ini memilih suatu garis 
regresi yang membuat jumlah kuadrat jarak vertikal dari titik-titik pengamatan ke 
garis regresi tersebut sekecil mungkin. Jumlah kuadrat semua simpangan ini 
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disebut jumlah kuadrat simpangan (JKS) sekitar garis regresi. Jadi, seandainya 
data                    telah terkumpul, maka harus menentukan b0 dan b1 
yang meminimumkan JKS dengan rumus berikut. 
    ∑  
 
 
   
 ∑            
 
 
   
                                   
 Jika JKS diturunkan (dalam pengertian diferensial) secara parsial terhadap 
b0 dan b1, diperoleh 
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   ∑              
 
   
                                     
Bila kedua persamaan di atas disamakan dengan nol, kemudian disusun kembali, 
maka diperoleh apa yang disebut persamaan normal sebagai berikut. 
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Jika persamaan normal tersebut diselesaikan, diperoleh rumus: 
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Jika    yang terlebih dahulu dihitung, maka    dapat dihitung dengan rumus 
    ̅     ̅, dimana  ̅ adalah nilai rata-rata data peubah   dan  ̅ adalah nilai 
rata-rata data peubah  . Rumus-rumus ini digunakan untuk menentukan koefisien 
regresi   atas  . Untuk koefisien regresi   atas  , rumus yang sama digunakan, 
akan tetapi simbol-simbol   dan   harus dipertukarkan tempatnya.14 
 
 
2. Regresi linier berganda 
Regresi linier berganda adalah pengembangan dari regresi linier 
sederhana. Jika regresi linier sederhana mempersoalkan tentang hubungan peubah 
tak bebas atau peubah kriteria (respons) dengan suatu peubah bebas 
(deterministik), maka pada regresi linier berganda mempersoalkan hubungan linier 
antara satu peubah tak bebas dengan beberapa peubah bebas. Peubah tak bebas 
dapat berupa ukuran atau kriteria keberhasilan, sedangkan peubah bebas dapat 
berupa faktor-faktor penentu keberhasilan tersebut. 
Jika banyaknya peubah bebas adalah  , maka model regresi populasi dapat 
dinyatakan dengan: 
                                                                           
               merupakan parameter yang disebut koefisien regresi parsial,   
adalah galat. 
Jika   diasumsikan  , maka diperoleh persamaan regresi linier ganda 
dari suatu populasi sebagai berikut: 
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Untuk memperoleh koefisien regresi        dan    dapat diperoleh secara 
simultan dari tiga persamaan sebagai berikut: 
∑        ∑     ∑                                                                               
 ∑      ∑     ∑  
    ∑                                                          
∑      ∑     ∑       ∑  
                                                        
 Penyelesaian persamaan 2.10, 2.11, dan 2.12 secara simultan dilakukan 
untuk menentukan besarnya        dan    sebagai koefisien persamaan regresi 
estimasi.
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C. Analisis Multivariat 
Salah satu analisis statistik yang berkaitan dengan analisis banyak variabel 
adalah analisis multivariat. Analisis ini merupakan metode statistik yang 
memungkinkan untuk melakukan penelitian terhadap lebih dari dua variabel 
secara bersamaan. Dengan menggunakan teknik analais multivariat, maka 
memungkinkan dalam menganalisis pengaruh lebih dari dua variabel terhadap 
variabel yang lain dalam waktu bersamaan. Dalam analisis statistika, terdapat 
pengelompokkan terhadap jumlah variabel yang dianalisis. Melalui 
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pengelompokkan tersebut, terbagi menjadi univariat (univariate), bivariat 
(bivariate), dan multivariat (multivariat).
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Data multivariat adalah data yang dikumpulkan dari dua atau lebih 
observasi dengan mengukur observasi tersebut dengan beberapa karakteristik. 
Selanjutnya dalam analisis dibagi menjadi dua kategori, yaitu metode dependensi 
dan interpendensi. Model pertama terdapat dua jenis variable, yaitu variable bebas 
dan respon, sedang model kedua hanya terdapat satu jenis variable, yaitu variable 
bebas. Metode dependensi terdiri atas beberapa teknik analisis, yaitu regresi 
berganda, analisis diskriminan, korelasi kanonikal dan manova. Metode 
interpendensi terdiri atas beberapa teknik analisis, yaitu analisis faktor, analisis 
kluster dan multidimensional scaling. 
Ketika seorang peneliti menggunakan sampel untuk menarik kesimpulan 
tentang karakteristik (parameter) populasi, maka peneliti harus membuat sebuah 
hipotesis. Ada dua hipotesis yang diajukan peneliti yaitu hipotesis nol (H0) dan 
hipotesis alternatif (H1). Hipotesis nol ini dianggap benar sampai akhirnya bisa 
dibuktikan salah berdasarkan data sampel. Di lain pihak hipotesis alternatif 
merupakan lawan hipotesis nol. Hipotesis alternatif harus benar ketika hipotesis 
nol mampu dibuktikan salah. 
Sebagai alat analisis statistika yang bersifat general, analisis multivariat 
terdiri dari beberapa jenis. Jenis analisis multivariat dapat dikelompokkan ke 
dalam teknik dependen (dependent technique), teknik interdependen 
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(interdependent technique), dan model struktural (structural model). Teknik 
dependen adalah teknik yang digunakan ketika variabel dependen dipengaruhi 
oleh variabel independen. Teknik interdependen adalah teknik yang digunakan 
ketika semua variabel saling berpengaruh. Sedangkan teknik struktural adalah 
teknik yang digunakan untuk menganalisis variabel dependen dan independen 
secara simultan. 
Bila di dalam analisis multivariat bisa dibedakan antara variabel dependen 
dan variabel independen maka dapat digunakan teknik dependen. Ada beberapa 
jenis analisis metode dependen di dalam analisis multivariat. Pengelompokkannya 
didasarkan oleh dua hal yaitu jumlah variabel respon dan jenis pengukuran data 
terhadap variabel respon maupun variabel bebas. Berdasarkan jumlah variabel 
respon, maka analisis multivariat dikelompokkan apakah mempunyai satu variabel 
dependen, dua variabel respon, atau beberapa variabel respon. Selanjutnya, setelah 
diketahui jumlah variabel dependen maka dilihat jenis data variabel respon 
maupun data variabel bebasnya.  
Analisis Multivariat terbagi atas beberapa jenis, diantaranya yaitu analisis 
regresi linear berganda. Metode analisis tersebut dianggap  tepat dipergunakan 
untuk masalah penelitian (research problem) melibatkan satu variabel tak bebas y 
yang dipengaruhi atau terkait dengan lebih dari satu variabel x yang metrik dan 
non metrik. Tujuan analisis ini untuk memperkirakan atau meramalkan nilai y, 
disamping itu juga untuk mengetahui besarnya pengaruh setiap variabel bebas 
yang tedapat dalam persamaannya.
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D. Analisis Regresi Multivariat 
Analisis regresi linier multivariat adalah model linier dengan q buah 
variabel respon            yang saling berkorelasi dan beberapa variabel 
prediktor            dan diasumsikan adanya hubungan ketergantungan di 
antara variabel respon. Analisis regresi linier univariat diasumsikan bahwa 
variabel respon            adalah saling bebas, sedangkan pada analisis regresi 
linier multivariat mempertimbangkan adanya hubungan ketergantungan di 
antara          . Pada analisis regresi linier multivariat pemilihan model terbaik 
merupakan hal yang penting. Hal ini dikarenakan tidak semua variabel prediktor 
berpengaruh nyata terhadap model. Pemilihan model terbaik pada analisis regresi 
linier multivariat tergantung banyaknya variabel prediktor yang terlibat dalam 
model.
19
 
Model regresi linier multivariat adalah model regresi linier dengan lebih 
dari satu variabel respon (Y) yang saling berkorelasi dan satu atau lebih variabel 
bebas (X). Misalkan terdapat variabel respon berjumlah q dan p variabel 
prediktor, maka model regresi multivariat untuk pengamatan ke-i respon ke-j 
adalah sebagai berikut: 
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                                        (2.14) 
  
                                   
dengan           dan          . Dimana     merupakan nilai amatan ke-i 
untuk variabel respon ke-j,     adalah nilai amatan ke-i untuk variabel prediktor 
ke-p. Parameter-parameter regresi yang nilainya belum diketahui dinotasikan 
dengan    , dan     yaitu residual amatan ke-i untuk variabel respon ke-j. Dengan 
model matriknya:
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Model regresi multivariat yang terdiri atas q model linear secara simultan 
dapat ditunjukkan secara matriks dalam persamaan 
                                                                     
dimana  (    )    dan    (         )     .   adalah suatu matriks parameter 
regresi dengan ukuran        , dengan estimasi  ̂             
sedangkan   yang merupakan matriks residual ditentukan oleh estimasi             
 ̂      ̂. Estimasi adalah teknik statistka untuk mengetahui parameter dalam 
populasi (rata-rata, standar deviasi, proporsi, koefisien korelasi, dst) dengan 
menggunakan statistik dalam sampel acak yang sesuai. Parameter disebut juga 
true value dan statistik disebut juga estimate value atau estimator.
21
 
Pada regresi multivariat, pengukuran yang digunakan untuk mengukur 
hubungan antar variabel respon dan prediktor yaitu Eta Square Lambda yang 
ditunjukkan oleh persamaan   
     , dengan   adalah nilai Wilk‟s Lambda, 
  
  adalah nilai keterkaitan antar variabel respon dan prediktor dengan     
  
 . Artinya, semakin mendekati 1 berarti hubungan antara variabel respon dan 
variabel prediktor semakin erat.
22
 
                                                             
21Rina Sugiarti, “Estimasi Parameter Secara Statistis (Statistical Parameter Estimation), 
h.1. 
22
Aminuddin, dkk., “Pemilihan Model Regresi Linier Multivariat Terbaik dengan Kriteria 
Mean Square Error”, Jurnal Gaussian 2, no. 1 (2013): h. 14. 
Untuk menguji kebebasan antar variabel respon dapat dilakukan uji 
Bartlett Sphericity, dengan hipotesis sebagai berikut: 
H0 : Antar variabel respon bersifat independent 
H1 : Antar variabel respon bersifat dependent 
Statistik Uji: 
       
   {    
    
 
}   | |                                                                             
dimana n adalah jumlah variabel respon dan    | | adalah nilai determinan 
matriks korelasi dari masing-masing variabel respon. Kriteria uji yang yang 
diharapkan yaitu jika        
        
   
 
 
 
      
  maka H0 diterima sehingga 
antar variabel respon bersifat independent. Jika terbukti variabel respon bersifat 
independent maka analisis dapat dilanjutkan pada tahap selanjutnya dengan 
metode multivariat, jika variabel respon bersifat dependent maka metode yang 
digunakan adalah metode univariat.
23
 
Asumsi lain yang harus dipenuhi dalam analisis regresi multivariat selain 
variabel respon yang bebas adalah variabel respon berdistribusi normal 
multivariat. Pengujian normal multivariat dilakukan dengan cara sebagai berikut: 
H0 : Data berdistribusi normal multivariat 
H1 : Data tidak berdistribudi normal multivariat 
Statistik Uji: 
  
       ̅ 
         ̅                                            
dimana 
                                                             
23Rosy Riskiyanti, Sri Pingit Wulandari, “Analisis Regresi Multivariat Berdasarkan 
Faktor-Faktor yang  Mempengaruhi Derajat Kesehatan di Provinsi Jawa Timur”; h.6. 
   : vektor pengamatan ke-i 
 ̅ : vektor rata-rata pengamatan 
   : invers matriks varian-kovarian berukuran     
Kriteria uji yang diharapkan jika diperoleh kondisi dimana nilai dari 
  
        
   
 
 
 
  terhadap lebih dari 
 
 
  sampel, maka H0 diterima sehingga data 
dikatakan berdistribusi normal multivariat. 
 
E. Pemilihan Model Terbaik 
Seiring berkembangnya ilmu pengetahuan, Hafidi dan Khadri 
memperkenalkan KICC (Kullback‟s Information Criterion Corrected), mereka 
menjelaskan tentang bagaimana kriteria koreksi AICC (Akaike Information 
Criterion Correction) dan AIC yang dikembangkan oleh Bedrick dan Tsai pada 
tahun 1994 memiliki ketetapan prediksi yang lebih rendah jika dibandingkan 
dengan KICC (Kullback‟s Information Criterion Corrected) saat diterapkan pada 
sampel kecil untuk pemilihan model regresi multivariat. 
Kriteria KICC (Kullback‟s Information Criterion Corrected) merupakan 
penyempurnaan dari kriteria AIC dan AICC, apabila AIC dan AICC 
menggunakan jarak Kullback-Leibler sebagai dasar pembentukan kriteria uji, 
maka KICC menggunakan jumlahan jarak Kullback-Leibler atau yang biasa 
disebut jarak simetris Kullback-Leibler.
24
 
      (  | ̂|   )  
           
       
  (2.18) 
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 Itta Agathya Sarah, “Kullback‟s Information Criterion Correction (KICC) Untuk 
Seleksi Model Regresi Linear Multivariat” , Yogyakarta: FMIPA-UGM, 2015. h. 2. 
dengan: 
  =              
  = jumlah variabel respon 
  = jumlah parameter 
  = jumlah data 
 ̂ = penaksir matriks varian-kovarian error 
Kriteria pemilihan model terbaik jika didapatkan nilai KICC terkecil, yang 
berarti semakin kecil nilai dari KICC (positif terkecil atau negatif terbesar)  maka 
semakin baik model yang digunakan.
25
 
 
F. Pengujian Signifikansi Model 
Uji yang dilakukan untuk mengetahui tingkat signifikansi model yaitu: 
1. Pengujian serentak 
Uji serentak dilakukan untuk mengetahui bagaimana pengaruh semua 
variabel prediktor secara bersama-sama terhadap variabel respon. Atau dengan 
kata lain, untuk menguji apakah model signifikan atau non signifikan. Jika model 
signifikan, maka model dapat digunakan untuk prediksi/peramalan, sebaliknya 
jika model nonsignifikan, maka model tidak dapat digunakan untuk 
prediksi/peramalan. 
Hipotesis: 
H0 :  ̂    ̂      ̂      ̂     (model tidak signifikan) 
H1 : paling sedikit ada satu  ̂     (model signifikan) 
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Rosy Riskiyanti, dkk., “Analisis Regresi Multivariat Berdasarkan Faktor-Faktor yang 
Mempengaruhi Derajat Kesehatan di Provinsi Jawa Timur”, FMIPA-ITS: h. 3. 
dimana        , banyak prediktor dan        , banyak variabel respon. 
Statistik Uji: 
  
| |
|   |
 
| ̂    ̂    |
|      ̅ ̅ |
    (2.19) 
  adalah nilai Wilk‟s Lambda,  ̅ adalah vektor rata-rata Y. 
Kriteria uji yang diharapkan yaitu, jika                   maka H0 
ditolak, dimana secara keseluruhan parameter tidak sama dengan nol sehingga 
model signivikan. Nilai           adalah nilai kritis untuk Wilk‟s Lambda. 
2. Pengujian parsial 
  Pengujian ini bertujuan untuk melihat pengaruh setiap variabel prediktor 
terhadap variabel-variabel respon secara parsial. 
H0 :  ̂     
(parameter regresi prediktor p terhadap respon q tidak berpengaruh 
secara signifikan) 
H1 :  ̂      
(parameter regresi prediktor p terhadap respon q berpengaruh secara 
signifikan) 
dimana          banyak prediktor dan          banyak variabel respon. 
Statistik uji: 
  
| |
|   |
 
| ̂    ̂    |
|      ̅ ̅ |
      (2.20) 
  adalah nilai Wilk‟s Lambda,  ̅ adalah vektor rata-rata Y. 
  Kriteria uji yang diharapkan yaitu, jika                    maka H0 
ditolak, dimana secara keseluruhan parameter tidak sama dengan nol sehingga 
model signifikan. Nilai            adalah nilai kritis untuk Wilk‟s Lambda.
26
 
 
G. Uji Asumsi Residual 
Dalam regresi multivariat, terdapat tiga asumsi residual yang harus 
dipenuhi yaitu identik, independen, dan bedistribusi normal. 
1. Uji asumsi residual identik 
Pengujian syarat asumsi residual identik digunakan statistik uji Box‟s M. 
Hipotesis yang digunakan sebagai berikut: 
H0 :              
H1 : minimal terdapat satu       untuk     
Statistik Uji: 
                                                                  
dengan 
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dimana: 
  = banyak kelompok 
  = bayak variabel residual 
   = matriks varian-kovarian kelompok ke-i 
   = jumlah observasi kelompok ke-i 
Kriteria uji yang diharapkan yaitu, jika         
   
  
 
 
           
  maka 
H0 diterima yang berarti matriks varian-kovarian residual adalah homogen dan 
dapat disimpulkan bahwa terjadi residual identik. 
2. Uji asumsi residual independen 
Pengujian asumsi ini dapat dilakukan menggunakan uji Bartlett Sphericity 
dengan langkah yang sama seperti pengujian kebebasan variabel respon pada 
persamaan (2.16). 
 
3. Uji asumsi residual berdistribusi normal multivariat 
Untuk menguji asumsi residual berdistribusi normal multivariat juga 
digunakan prosedur yang sama dengan pengujian asumsi residual independen 
pada persamaan (2.17). 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
BAB III 
METODOLOGI PENELITIAN 
 
A. Jenis Penelitian 
Penelitian yang dilakukan dalam penelitian ini adalah jenis penelitian 
terapan (applied research). 
 
B. Lokasi dan waktu Penelitian 
Data yang dipergunakan dalam penelitian ini dicatat pada tanggal 05 
Agustus 2016 yang bersumber dari Badan Pusat Statistik (BPS) Provinsi Sulawesi 
Selatan, yang bertempat di Jl. Haji Bau No. 6 Makassar 90125. 
 
C. Jenis Data 
Data yang dipergunakan dalam penelitian ini adalah data sekunder. 
Dimana data tersebut merupakan sumber data penelitian yang didapatkan dengan 
cara tidak langsung atau melalui perantara. Data sekunder umumnya berupa bukti, 
catatan atau laporan historis yang telah tersusun dalam arsip yang dipublikasikan 
dan tidak dipublikasikan. Data yang digunakan adalah: 
a. Data jumlah kabupaten dan kota yang ada di Sulawesi Selatan. 
b. Data jumlah pendapatan daerah kabupaten dan kota selama tahun 2015. 
 
 
 
D. Variabel Penelitian 
Terdapat dua jenis variabel yang digunakan dalam penelitian ini, yaitu 
variabel respon dan variabel prediktor. Variabel respon dalam penelitian ini 
adalah persentase total pendapatan daerah (Y1), pertumbuhan ekonomi (Y2), dan 
tingkat kemajuan daerah (Y3). Variabel prediktor dalam penelitian ini terdiri atas 
persentase penerimaan daerah dari sektor pajak (X1), retribusi (X2), pengelolaan 
sumber daya alam (X3), investasi (X4), dana perimbangan (X5), dan dana 
pembangunan (X6). 
 E. Definisi Operasional Variabel 
Tingkat kesejahteraan suatu daerah dapat dilihat dari pendapatan daerah, 
besarnya pertumbuhan ekonomi serta kemajuan daerah. Indikator kesejahteraan 
tersebut berasal dari berbagai sektor, seperti pajak, retribusi, pengelolaan sumber 
daya alam, dana investasi, dana perimbangan dan dana pambangunan.  
1. Pendapatan daerah (Y1) adalah jumlah persentase ( ) penambah kekayaan 
daerah yang diakui sebagai nilai bersih dalam periode anggaran Tahun 2015. 
2. Pertumbuhan ekonomi (Y2) adalah jumlah persentase ( ) kenaikan kapasitas 
Produk Domestik Regional Bruto (PDRB) pada Tahun 2015. 
3. Kemajuan daerah (Y3) adalah jumlah persentase ( ) anggaran belanja daerah 
yang disetor ke kas daerah dari sektor industri, pertanian, pertambangan, 
infrastruktur, perdagangan, pariwisata, transportasi, jasa, dan pendidikan pada 
Tahun 2015. 
4. Pajak (X1) adalah jumlah persentase ( ) pungutan yang dilakukan daerah 
untuk pembiayaan rumah tangga atau badan berdasarkan perundang-undangan 
pada Tahun 2015. 
5. Retribusi (X2) adalah jumlah persentase ( ) pungutan daerah sebagai 
pembayaran atas jasa atau pemberian izin tertentu yang khusus disediakan 
atau diberikan oleh pemerintah daerah untuk kepentingan pribadi atau badan 
pada Tahun 2015. 
6. Sumber daya alam (X3) adalah jumlah persentase ( ) pendapatan Iuran Hak 
Pengusaha Hutan (IHPH), provisi sumber daya alam kehutanan, dana 
reboisasi, pungutan pengusaha perikanan dan hasil perikanan, pertambangan 
gas bumi dan pertambangan panas bumi pada Tahun 2015. 
7. Investasi (X4) adalah jumlah persentase ( ) pendapatan yang berasal dari laba 
atas penyertaan modal pada perusahaan milik daerah/BUMD, perusahan milik 
pemerintah/BUMN dan perusahan milik swasta pada Tahun 2015. 
8. Dana perimbangan (X5) adalah jumlah persentase ( ) dana bagi hasil, dana 
alokasi umum dan dana alokasi khusus pada Tahun 2015. 
9. Dana pembangunan (X6) adalah jumlah persentase ( ) dana pemerintah pusat 
ke pemerintah daerah dalam rangka membantu kemandirian pemerintah 
menjalankan fungsi dan tugasnya melayani masyarakat dalam anggaran Tahun 
2015. 
 
 
 
 
F. Model Hubungan Antar Variabel 
Model hubungan antar variabel dalam penelitian ini adalah sebagai berikut: 
 
 
 
 
 
 
 
X1 
X2 
X3 
X4 
X5 
X6 
Y1 
Y2 
Y3 
 Gambar 3.1. Model hubungan antar variabel 
 
G. Prosedur Penelitian 
Prosedur penelitian yang dilakukan adalah sebagai berikut: 
1. Mengupulkan semua data yang dibutuhkan dalam penelitian. 
2. Mencari nilai rata-rata, nilai maksimum, nilai minimum, nilai median dan 
nilai modus yang disajikan dalam scatterplot untuk melihat penyebaran data 
secara visual. 
3. Membentuk model regresi multivariat dengan langkah sebagai berikut: 
a. Melakukan pengujian kebebasan antar variabel respon. 
b. Melakukan pengujian normal multivariat dari variabel respon. 
c. Mengestimasi parameter dari persamaan regresi multivariat. 
d. Melakukan pemilihan model terbaik dengan metode KICC. 
4. Melakukan pengujian model dengan langkah sebagai berikut: 
a. Melakukan pengujian signifikansi model secara serentak. 
b. Melakukan pengujian signifikansi model secara parsial. 
c. Melakukan pengujian asumsi residual identik. 
d. Melakukan uji asumsi residual independent. 
e. Melakukan uji residual berdistribusi normal multivariat. 
5. Mencari hubungan antar variabel dalam model dengan cara menentukan nilai 
Eta Square Lamda. 
6. Menginterpretasi model regresi multivariat yang didapatkan. 
      
  
 
 
 
 
 
 
 
 
 
 
 
 
BAB IV 
HASIL DAN PEMBAHASAN 
 Langkah dan upaya pemerintah dalam menjalankan otonomisasi daerah di 
tingkat Kabupaten dan Kota pada hakekatnya adalah untuk mendorong gerak roda 
pembangunan di daerah, yaitu melalui optimalisasi kinerja pemerintah daerah 
yang pada akhirnya lebih mendorong pertumbuhan perekonomian daerah menuju 
peningkatan kesejahteraan masyarakat. Dengan dikuranginya ketergantungan 
pemerintah daerah kepada pemerintah pusat terutama dalam hal pembiayaan 
pembangunan daerah, maka pemerintah daerah dituntut lebih berupaya menggali 
segala potensi sumber-sumber pendapatan asli daerah. 
A. Hasil Penelitian 
Data yang digunakan berasal dari Badan Pusat Statistik (BPS) Provinsi 
Sulawesi Selatan yang bertempat di Jl. Haji Bau no. 6, Makassar. Dalam 
penelitian ini, data yang digunakan iyalah jumlah pendapatan daerah, 
pertumbuhan ekonomi, tingkat kemajuan daerah, pajak daerah, retribusi daerah, 
sumber daya alam, investasi, dana perimbangan dan dana pembangunan pada 
tahun 2015. 
1. Data 
Data yang diambil dari Badan Pusat Statistik (BPS) Provinsi Sulawesi 
Selatan merupakan data pendapatan 24 Kabupaten dan Kota. 
Tabel 4.1 Data pendapatan Kabupaten dan Kota di Sulawesi Selatan tahun 2015 
Kabupaten/Kota Y1 
(%) 
Y2 
(%) 
Y3 
(%) 
X1 
(%) 
X2 
(%) 
X3 
(%) 
X4 
(%) 
X5 
(%) 
X6 
(%) 
Selayar 2,83 9,18 8,81 0,35 1,53 2,57 6,22 3,40 4,20 
Bulukumba 4,76 8,21 5,66 1,89 2,20 1,45 1,17 4,72 0,63 
Bantaeng 2,67 7,92 6,64 0,48 4,43 1,12 3,26 3,07 0,55 
Jeneponto 3,59 7,71 6,53 0,85 6,05 2,25 3,94 3,93 0,72 
Takalar 3,55 9,00 8,41 1,17 1,98 1,12 4,97 3,71 4,85 
Gowa 5,24 6,94 6,80 4,55 6,93 0,57 2,25 5,20 0,69 
Sinjai 3,31 6,98 7,54 0,64 2,08 1,32 4,24 3,34 4,27 
Maros 4,46 5,23 8,58 4,72 9,47 1,27 5,09 4,36 0,69 
Pangkep 4,37 10,16 7,98 5,04 6,09 1,29 7,75 4,47 5,69 
Kabupaten/Kota Y1 
(%) 
Y2 
(%) 
Y3 
(%) 
X1 
(%) 
X2 
(%) 
X3 
(%) 
X4 
(%) 
X5 
(%) 
X6 
(%) 
Barru 3,08 6,64 6,32 0,64 2,08 1,32 4,24 3,34 4,27 
Bone 6,54 8,92 8,30 2,37 2,42 1,92 1,83 6,48 8,56 
Soppeng 3,60 6,76 5,10 0,71 1,55 0,89 5,32 3,92 5,16 
Wajo 4,59 9,15 7,05 1,60 3,47 17,60 6,76 5,07 6,07 
Sidrap 4,02 7,76 7,92 1,97 7,55 1,61 3,68 3,82 5,03 
Pinrang 4,08 8,11 8,24 0,97 0,72 0,48 4,91 4,31 5,73 
Enrekang 3,14 5,88 6,90 0,45 3,11 1,58 3,96 3,56 4,61 
Luwu 3,99 8,73 7,26 0,84 4,57 3,00 2,79 4,29 5,47 
Tator 3,17 6,56 6,85 0,37 8,13 1,25 1,74 3,49 4,47 
Luwu Timur 4,36 8,47 6,85 5,82 1,21 47,23 9,79 3,94 4,14 
Luwu Utara 3,91 8,47 6,67 0,82 2,53 4,43 0,88 4,14 5,27 
Toraja Utara 291 7,54 7,69 0,74 1,47 1,13 1,83 3,33 4,13 
Makassar 12,05 7,39 7,44 60,43 18,61 1,12 10,44 7,72 10,50 
Pare-Pare 2,86 6,09 6,28 1,41 2,07 0,79 2,58 2,87 3,77 
Palopo 2,90 6,66 6,48 1,18 0,81 1,34 2,15 3,17 4,17 
 
2. Statistik Deskriptif 
Dalam penelitian ini statistik deskriptif yang digunakan adalah nilai rata-
rata, nilai maksimum, nilai minimum, nilai median, dan nilai modus. Selain itu 
data akan disajikan dalam bentuk scatterplot untuk melihat penyebaran data 
secara visual. Adapun data yang digunakan merupakan data yang diterbitkan oleh 
Badan Pusat Statistik Provinsi Sulawesi Selatan. 
Tabel 4.2 berikut adalah statistik deskriptif untuk variabel respon. Variabel 
respon dalam penelitian ini adalah persentase total pendapatan daerah (Y1), 
pertumbuhan ekonomi (Y2), dan tingkat kemajuan daerah (Y3) yang terdapat pada 
Tabel 4.1. 
Tabel 4.2 Statistik deskriptif variabel respon 
Variabel Rata-Rata Minimal Maksimal Median Modus 
Y1 
Y2 
Y3 
4,1658 
7,6858 
7,1791 
2,67 
5,23 
5,10 
12,05 
10,16 
8,81 
3,755 
7,735 
6,975 
- 
8,47 
6,85 
   
Tabel 4.2 menunjukkan bahwa variabel yang memiliki nilai rata-rata 
tertinggi adalah Y2 dan variabel yang memiliki nilai rata-rata terendah adalah Y1. 
Hal tersebut berarti bahwa pertumbuhan ekonomi memiliki pengaruh paling besar 
terhadap tingkat kesejahteraan Kabupaten dan Kota di Sulawesi Selatan. 
Variabel Y1 memiliki nilai rata-rata sebesar       , median sebesar       
dengan nilai minimal sebesar      dan maksimal sebesar      . Variabel Y2 
memiliki nilai rata-rata sebesar        dengan median sebesar       dan modus 
sebesar     . Oleh karena nilai rata-rata lebih kecil dari nilai median, dan median 
lebih kecil dari modus, maka untuk variabel Y2 memiliki kecondongan data ke 
arah kiri (condong negatif). Variabel  Y3 memiliki nilai rata-rata sebesar        
dengan median sebesar       dan modus sebesar     . Oleh karena nilai rata-rata 
lebih besar dari nilai median, dan median lebih besar dari modus, maka untuk 
variabel Y3 memiliki kecondongan data ke arah kanan (condong positif). 
Tabel 4.3 adalah statistik deskriptif untuk variabel prediktor. Variabel  
prediktor dalam penelitian ini terdiri atas persentase penerimaan daerah dari 
sektor pajak (X1), retribusi (X2), pengelolaan sumber daya alam (X3), investasi 
(X4), dana perimbangan (X5) dan dana pembangunan (X6) yang terdapat pada 
Tabel 4.1. 
 
Tabel 4.3 Statistik deskriptif variabel prediktor 
Variabel Rata-Rata Minimal Maksimal Median Modus 
 X1 4,1670 0,35 60,43 1,07 0,64 
 X2 4,1654 0,72 18,61 2,47 - 
 X3 4,1666 0,48 47,23 1,33 1,12 
 X4 4,1658 0,88 10,44 3,81 1,83 
 X5 4,1658 2,87 7,72 3,925 - 
 X6 4,1658 0,55 10,50 4,37 0,69 
 
Variabel X1 mempunyai nilai rata-rata sebesar        dengan median 
sebesar      dan modus sebesar     . Oleh karena nilai rata-rata lebih besar dari 
nilai median, dan median lebih besar dari modus, maka untuk variabel X1 
memiliki kecondongan data ke arah kanan (condong positif). Variabel X2 
memiliki nilai rata-rata sebesar       , median sebesar      dengan nilai 
minimal sebesar      dan maksimal sebesar      . Variabel X3 mempunyai nilai 
rata-rata sebesar        dengan median sebesar      dan modus sebesar     . 
Oleh karena nilai rata-rata lebih besar dari nilai median, dan median lebih besar 
dari modus, maka untuk variabel X3 memiliki kecondongan data ke arah kanan 
(condong positif).  
Variabel X4 memiliki nilai rata-rata sebesar        dengan median 
sebesar      dan modus sebesar     . Oleh karena nilai rata-rata lebih besar dari 
nilai median, dan median lebih besar dari modus, maka untuk variabel X4 
memiliki kecondongan data ke arah kanan (condong positif). Variabel X5 
memiliki nilai rata-rata sebesar       , median sebesar       dengan nilai 
minimal sebesar      dan maksimal sebesar     . Variabel X6 memiliki nilai rata-
rata sebesar        dengan median sebesar      dan modus sebesar     . Oleh 
karena nilai rata-rata lebih besar dari nilai modus, maka untuk variabel X6 
memiliki kecondongan data ke arah kanan (condong positif). 
 Data variabel respon dan variabel prediktor juga disajikan dalam 
Scatterplot. Tujuan dari penyajian Scatterplot adalah untuk melihat sebaran data 
secara visual dari variabel respon dan prediktor  keseluruhan. 
 
Gambar 4.1. Scatterplot antara variabel Y1 dengan variabel X1, X2, X3, X4, X5 
dan X6 
 
Berdasarkan Scatterplot pada Gambar 4.1, dapat diketahui bahwa data 
variabel respon Y1 dengan keseluruhan variabel prediktor cenderung menyebar 
dan tidak membentuk pola tertentu, seperti lingkaran atau kurva sehingga data 
dikatakan linear. 
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Gambar 4.2. Scatterplot antara variabel Y2 dengan variabel X1, X2, X3, X4, X5 
dan X6 
 
Berdasarkan Scatterplot pada Gambar 4.2, dapat diketahui bahwa data 
variabel respon Y2 dengan keseluruhan variabel prediktor cenderung menyebar 
dan tidak membentuk pola tertentu seperti lingkaran atau kurva, sehingga data 
dikatakan linear. 
 
Gambar 4.3. Scatterplot antara variabel Y3 dengan variabel X1, X2, X3, X4, X5 
dan X6 
 
 Berdasarkan Scatterplot pada Gambar 4.3, dapat diketahui bahwa data 
variabel respon Y3 dengan keseluruhan variabel prediktor cenderung menyebar 
dan tidak membentuk pola tertentu seperti lingkaran atau kurva, sehingga data 
dikatakan linear. 
6050403020100
10
9
8
7
6
5
X-Data
Y
2
X1
X2
X3
X4
X5
X6
Variable
Scatterplot of Y2 vs X1, X2, X3, X4, X5, X6
6050403020100
9
8
7
6
5
X-Data
Y
3
X1
X2
X3
X4
X5
X6
Variable
Scatterplot of Y3 vs X1, X2, X3, X4, X5, X6
 3. Pembentukan Model Regresi Mutivariat 
Pembentukan model regresi multivariat dilakukan dengan langkah sebagai 
berikut: 
a. Pengujian kebebasan antar variabel respon 
Pengujian kebebasan antar variabel respon dilakukan karena adanya 
hubungan ketergantungan di antara variabel respon. Jika dapat dibuktikan  
variabel respon bersifat independent maka analisis dapat dilanjutkan untuk 
langkah selanjutnya dengan metode multivariat, jika variabel respon bersifat 
dependent maka metode yang digunakan adalah metode univariat. Uji yang 
digunakan untuk mengetahui kebebasan antar variabel respon adalah uji Bartlett 
Sphericity, dengan hipotesis sebagai berikut: 
H0 : Antar variabel respon bersifat independent 
H1 : Antar variabel respon bersifat dependent 
Statistik uji: 
       
   (    
    
 
)   | | 
  (     
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  (   
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 Berdasarkan hasil yang diperoleh dari uji Bartlett Sphericity, dapat 
diketahui bahwa        
        
  (            ) maka gagal menolak H0 
sehinggga antar variabel respon bersifat independent atau bebas.  
b. Distribusi normal multivariat dari variabel respon 
Pemeriksaan distribusi normal multivariat dapat dilakukan dengan cara 
membuat q-q plot dari nilai   
 . Jika hasil q-q plot nilai   
  untuk variabel respon 
menunjukkan ada lebih     yang memiliki nilai   
       
  maka keputusan 
adalah gagal menolak H0. Q-q plot didapatkan dari pengujian menggunakan 
software SPSS. 
H0 : Data berdistribusi normal multivariat 
H1 : Data tidak berdistribusi normal multivariat 
Berdasarkan hasil pengujian yang dilakukan, maka didapatkan q-q plot 
sebagai berikut, 
 
Gambar 4.4. Scatterplot antara   
  dengan chi square variabel respon 
 
pada Gambar 4.4, dapat diketahui bahwa titik-titiknya hampir mengikuti garis 
normal, sehingga dapat dikatakan bahwa secara visual data berdistribusi normal 
multivariat.  
Berdasarkan Tabel 4.4. Nilai   
  variabel respon didapatkan dari pengujian 
menggunakan software SPSS, dan diperoleh kondisi dimana   
        
        
terhadap    pengamatan atau          dari    pengamatan. Berdasarkan hal 
tersebut, maka gagal menolak H0 sehingga data dikatakan berdistribusi normal 
multivariat. 
 
 
Tabel 4.4. Statistik uji untuk   
  variabel respon 
    
      
  
1 3,5158 13 1,7700 
2 3,6447 14 0,6655 
3 0,4910 15 1,2775 
4 0,5451 16 2,2541 
5 2,2021 17 0,7825 
6 0,4245 18 0,8638 
7 0,7060 19 0,7691 
8 9,2646 20 1,0506 
9 4,1992 21 0,3948 
10 1,1942 22 0,2020 
11 1,8684 23 2,0448 
12 4,9080 24 0,9620 
 
c. Estimasi parameter regresi multivariat 
Persamaan (2.14)                                merupakan model 
regresi multivariat,   adalah suatu matriks parameter regresi dengan ukuran 
       , dengan estimasi  ̂            . Sebelum melakukan estimasi 
parameter  ̂, terlebih dahulu membentuk  matriks        dan         . 
Berikut adalah matriks Y yang berukuran    , dimana   adalah jumlah 
variabel respon dan   adalah jumlah variabel prediktor. 
 



































48,666,690,2
28,609,686,2
44,739,705,12
69,754,791,2
67,647,891,3
41,800,955,3
53,671,759,3
64,692,767,2
66,521,876,4
81,818,983,2
324 Y
 
Berikut adalah matriks X yang berukuran        , dimana   adalah 
jumlah variabel respon dan   adalah jumlah variabel prediktor. 
 



































17,417,315,234,181,018,11
77,387,258,279,007,241,11
50,1072,744,1012,161,1843,601
13,433,383,113,147,174,01
27,514,488,043,452,282,01
85,471,397,412,198,117,11
72,093,394,325,205,685,01
55,007,326,312,143,448,01
63,072,417,145,120,289,11
20,440,322,657,253,135,01
1624 X
 
 Langkah pertama dalam melakukan estimasi parameter  ̂ adalah 
mengoperasikan matriks    . Dimana matriks    adalah sebagai berikut: 
(4.1) 
(4.2) 























17,477,350,1013,427,585,472,055,063,020,4
17,387,272,733,314,471,393,307,372,440,3
15,258,244,1083,188,097,494,326,317,122,6
34,179,012,113,143,412,125,212,145,157,2
81,007,261,1847,152,298,105,643,420,253,1
18,141,143,6074,082,017,185,048,085,135,0
1111111111







TX  
sehingga diperoleh matriks berikut: 























5642,04531,04775,04471,04782,07811,01000,0
4531,04476,04405,04206,04818,06382,01004,0
4775,04405,05676,07029,05072,08245,01000,0
4471,04206,07029,06141,22591,04154,01000,0
4782,04818,05072,02591,07832,02981,11000,0
7811,06382,08245,04154,02981,17800,31000,0
1000,01004,01000,01000,01000,01000,00240,0
XXT  
 Setelah didapatkan matriks (4.4), maka langkah kedua yaitu 
mengoperasikan matriks         
 
|   |
          sehingga didapatkan hasil 
sebagai berikut: 
 































0122,01035,00037,00006,00039,00010,00064,0
0135,00962,00105,00019,00084,00039,03311,0
0037,00105,00172,00024,00021,00018,00743,0
0006,00019,00024,00008,00009,00001,00075,0
0039,00084,00021,00009,00095,00021,00069,0
0010,00039,00018,00001,00021,00014,00305,0
0064,03311,00743,00075,00069,00305,05803,1
1
XXT  
 Langkah ketiga adalah mengoperasikan matriks     sehingga didapatkan 
hasil berikut: 
(4.4) 
(4.3) 
(4.4) 
(4.5) 























7519,7307367,7914485,479
3372,7257747,7782000,463
4221,7306521,7860491,470
1846,7022430,8354535,428
7842,7309099,7495783,546
9180,7397849,7560663,899
3000,1724600,1849800,99
YXT  
 Langkah keempat adalah mengoperasikan matriks (   )
  
    sehingga 
didapatkan hasil berikut: 
 






























0725,01053,00089,0
2091,06160,00305,1
1853,02028,00211,0
0288,00050,00063,0
0518,00948,00146,0
0510,00549,00835,0
3478,54695,43344,0
1
YXXXT T  [ ̂   ̂   ̂ ]  
Setelah menyelesaikan estimasi parameter  , maka akan didapatkan hasil 
sebagai berikut: 
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Estimasi parameter  ̂  ,  ̂  ,  ̂  ,  ̂  ,  ̂  ,  ̂  , dan  ̂   berturut-turut 
merupakan nilai amatan ke- , ke- , ke- , ke- , ke- , ke- , dan nilai amatan ke-  
untuk variabel respon   . Estimasi parameter  ̂  ,  ̂  ,  ̂  ,  ̂  ,  ̂  ,  ̂  , dan  ̂   
berturut-turut merupakan nilai amatan ke- , ke- , ke- , ke- , ke- , ke- , dan nilai 
(4.6) 
(4.7) 
(4.8) 
amatan ke-  untuk variabel respon   . Adapun untuk estimasi parameter  ̂  ,  ̂  , 
 ̂  ,  ̂  ,  ̂  ,  ̂  , dan  ̂   berturut-turut merupakan nilai amatan ke- , ke- , ke-
 , ke- , ke- , ke- , dan nilai amatan ke-  untuk variabel respon   . Modelnya 
adalah sebagai berikut: 
 ̂   ̂    ̂       ̂       ̂       ̂       ̂       ̂      
 ̂   ̂    ̂       ̂       ̂       ̂       ̂       ̂      
 ̂   ̂    ̂       ̂       ̂       ̂       ̂       ̂      
Berdasarkan model di atas maka nilai parameter   dapat dimasukkan ke 
dalam  model regresi multivariat yang berasal dari matriks (4.7) sehingga  
didapatkan model sebagai berikut: 
 
 
6543211 0089,00305,10211,00063,00146,00835,03344,0 XXXXXXY   
6543212 1053,06160,02028,00050,00948,00549,04695,4 XXXXXXY   
6543213 0725,02091,01853,00288,00518,00510,03478,5 XXXXXXY   
 
d. Pemilihan model terbaik dengan metode KICC (Kullback‟s Information 
Criterion Corrected) 
Untuk mendapatkan model regresi multivariat terbaik, dilakukan 
pemilihan model dengan metode KICC. Kriteria pemilihan model terbaik jika 
didapatkan nilai KICC terkecil, yang berarti semakin kecil (positif terkecil atau 
negatif terbesar) nilai dari KICC maka semakin baik model yang digunakan. Nilai 
KICC didapatkan dari persamaan (2.18), 
      (  | ̂|   )  
           
       
 
 Menghitung nilai KICC variabel X1 
Langkah pertama adalah menghitung nilai   dengan rumus sebagai berikut: 
               
                
    
nilai   yang telah didapatkan digunakan juga untuk menghitung nilai KICC 
variabel yang lain. 
       (  |
               
               
               
|   )  
              
        
 
      |      |              
                        
          
 Menghitung nilai KICC variabel X1,X3,X4 dan X5 
       (  |
                   
                   
                     
|   )  
              
        
 
      |      |              
                        
         
 Menghitung nilai KICC variabel X1,X2,X3,X4,X5 dan X6 
       (  |
                   
                   
                     
|   )  
              
        
 
      |      |              
                        
         
untuk perhitungan nilai KICC variabel prediktor lain selengkapnya dapat 
dilihat pada lampiran. Adapaun pada Tabel 4.4 merupakan nilai KICC dari 
keseluruhan variabel prediktor. 
Tabel 4.5. Nilai KICC variabel prediktor 
No Prediktor KICC No Prediktor KICC 
  
  
  
  
  
  
  
  
  
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
       
       
       
       
       
       
       
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
        
         
         
        
         
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
       
       
       
       
       
       
       
       
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
           
           
           
           
           
         
         
         
         
         
         
         
         
         
        
         
        
         
        
        
         
        
        
         
         
         
         
         
        
         
        
        
        
No Prediktor KICC No Prediktor KICC 
   
   
   
   
   
       
       
       
       
       
         
         
        
         
         
   
   
           
             
          
        
 
Berdasarkan Tabel 4.4, dipilih model ke-48 sebagai model terbaik karena 
memiliki nilai KICC terkecil sebesar         untuk variabel prediktor 
penerimaan daerah sektor pajak (X1), pengelolaan sumber daya alam (X3), 
investasi (X4), dan dana perimbangan (X5). 
 
4. Pengujian Model Regresi Multivariat 
Dalam analisis regresi multivariat terdapat pengujian parameter dan 
pengujian asumsi residual yang harus dilakukan. Pengujian parameter 
berhubungan dengan signifikansi model yang diuji secara serentak dan parsial. 
Adapun pengujian asumsi residual bertujuan untuk memenuhi syarat model 
regresi multivariat, dimana residual bersifat identik, independent, dan berdistribusi 
normal multivariat. 
a. Uji asumsi residual identik 
Pengujian asumsi residual identik menggunakan uji Box‟s M. Kriteria uji 
yang diharapkan adalah         
   
  
 
 
           
 . 
Hipotesis: 
H0 :            
(matriks varian kovarian residual homogen) 
H1 : minimal ada satu       untuk     
(matriks varian kovarian residual heterogen) 
Statistik uji: 
              
                        
         
      
   
     
 
 
           
        
          
         
Oleh karena         
 , maka gagal menolak H0 yang berarti matriks 
varian kovarian residual adalah homogen dan dapat disimpulkan residual identik. 
b. Uji asumsi residual independent 
Untuk pengujian asumsi residual independent digunakan uji Barlett 
Sphericity. 
Hipotesis: 
H0 : Residual data bersifat independent 
H1 : Residual data bersifat dependent 
Statistik uji: 
       
   (    
    
 
)   | | 
  (     
        
 
)   |
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  (   
  
 
)           
                     
        
      
        
        
Berdasarkan hasil yang diperoleh dari uji Bartlett Sphericity, dapat 
diketahui bahwa        
        
                 maka gagal menolak H0 
sehinggga residual data bersifat independent atau bebas. 
c. Uji asumsi residual berdistribusi normal multivariat 
Pengujian residual berdistribusi normal multivariat dilakukan dengan 
prosedur yang sama dengan pengujian variabel respon berdistribusi normal 
multivariat. 
Hipotesis: 
H0 : Residual berdistribusi normal multivariat 
H1 : Residual tidak berdistribusi normal multivariat 
      
   
  
 
 
         
Tabel 4.6. Statistik uji untuk   
  residual 
    
      
  
1 3,0717 13 0,6438 
2 2,5465 14 0,4860 
3 2,0679 15 1,2015 
4 1,1891 16 3,2668 
5 2,0264 17 1,0731 
6 0,1632 18 0,2443 
7 1,6052 19 0,0922 
8 7,0922 20 1,2227 
9 3,2185 21 1,4570 
10 1,6572 22 0,0085 
    
      
  
11 1,1268 23 0,7837 
12 9,4898 24 0,2658 
 
Berdasarkan Tabel 4.6 diperoleh kondisi dimana   
        
        
terhadap 18 pengamatan atau 75%  dari 24 pengamatan. Berdasarkan hal tersebut, 
maka gagal menolak H0 sehingga dapat disimpulkan bahwa residual berdistribusi 
normal multivariat. 
Residual berdistribusi normal multivariat juga dapat diketahui dari  q-q 
plot pada Gambar 4.5, dapat dilihat bahwa titik-titiknya hampir mengikuti garis 
normal, sehingga dapat dikatakan bahwa secara visual residual berdistribusi 
normal multivariat.  
 
Gambar 4.5. Scatterplot antara   
  dengan chi square residual 
 
 
 
 
 
 
 
d. Pengujian signifikansi model secara serentak 
Pengujian model secara serentak dilakukan untuk mengetahui apakah 
secara keseluruhan parameter signifikan dalam model, digunakan uji Wilk‟s 
Lambda. 
Hipotesis: 
H0 :  ̂    ̂    ̂      ̂     (model tidak signifikan) 
H1 : paling sedikit terdapat satu  ̂     (model signifikan) 
dimana               dan        . 
Statistik uji pada persamman (2.18) 
       
| |
|   |
 
|     ̂    |
|      ̅ ̅ |
 
 
|
|
                   
                    
                   
                   
                  
                  
|
|
 
        
Didapatkan nilai         adalah       , kemudian dibandingkan dengan 
nilai tabel Wilk‟s Lambda              yaitu      . Karena nilai         
            (            ), maka berhasil menolak H0 sehingga dihasilkan 
paling sedikit terdapat satu parameter yang signifikan terhadap model (variabel 
prediktor berpengaruh secara signifikan terhadap model).  
 
 
 
e. Pengujian signifikansi model secara parsial 
Pengujian model secara parsial bertujuan untuk melihat pengaruh 
signifikan setiap variabel prediktor terhadap variabel-variabel respon secara 
parsial. Pengujian parsial dilakukan dengan menggunakan software SPSS. 
Hipotesis: 
H0 :  ̂      
(parameter regresi prediktor   terhadap respon   tidak berpengaruh 
secara signifikan) 
H1 :  ̂      
(parameter regresi prediktor   terhadap respon   berpengaruh secara 
signifikan) 
dimana                dan        . 
Statistik uji yang digunakan adalah Wilk‟s Lambda, hasil disajikan pada 
tabel di bawah ini. 
Tabel 4.7. Nilai uji signifikansi secara parsial 
Prediktor Wilk‟s lambda P_value 
X1 0,154 
0,000 
X3 0,913 
0,603 
X4 0,721 
0,082 
X5 0,098 
0,000 
 
Berdasarkan Tabel 4.7 diatas, diketahui bahwa nilai variabel prediktor X1 
sebesar      , kemudian dibandingkan dengan nilai tabel dari Wilk‟s Lambda 
            yaitu      . Oleh karena                     maka berhasil menolak 
H0, sehingga variabel prediktor X1 berpengaruh signifikan terhadap variabel 
respon Y1, Y2 dan Y3 secara parsial. 
Adapun pengujian parsial untuk variabel prediktor lain, dapat dilihat pada 
Tabel 4.5 dengan kesimpulan bahwa variabel prediktor X1 dan X5 berpengaruh 
secara signifikan terhadap variabel-variabel respon secara parsial, sedangkan 
variabel prediktor X3 dan X4 tidak berpengaruh signifikan terhadap variabel 
respon secara parsial karena memiliki nilai                    . 
 
5. Hubungan antar Variabel dalam Model 
Setelah model regresi multivariat memenuhi pengujian-pengujian yang 
dilakukan sebelumnya, maka langkah selanjunya adalah mengukur hubungan 
antar variabel respon dan prediktor dalam model. Pada regresi multivariat, ukuran 
yang digunakan untuk mengukur hubungan antara variabel respon dan prediktor 
adalah Eta Square Lambda yang dinyatakan sebagai berikut: 
  
            
          
        
        
Nilai   
         ini dapat dikatakan bahwa variabel prediktor mampu 
menjelaskan 97,29% data pada variabel respon, sedangkan 2,71% dijelaskan oleh 
variabel-variabel prediktor lain yang tidak diteliti, sehingga semua variabel yang 
terdapat dalam model berpengaruh untuk mengukur kesejahteraan Kabupaten dan 
Kota di Sulawesi Selatan 
B. Pembahasan 
Berdasarkan analisis regresi multivariat, maka didapatkan model regresi 
multivariat terhadap kesejahteraan Kabupaten dan Kota di Sulawesi Selatan yang 
diukur dari faktor pendapatan dan ekonomi daerah sebagai berikut: 
54311 0305,10211,00063,00835,03344,0 XXXXY   
54312 6160,02028,00050,00549,04695,4 XXXXY   
54313 2091,01853,00288,00510,03478,5 XXXXY   
 Pada model    nilai konstan menunjukkan nilai sebesar        , artinya 
jika nilai variabel prediktor nol, maka nilai variabel respon berkurang sebesar 
      . Dalam hal ini jika jumlah pajak (X1), sumber daya alam (X3), investasi 
(X4) dan dana perimbangan (X5) bernilai nol, maka jumlah pendapatan daerah 
akan berkurang sebanyak       . Nilai koefisien untuk variabel X1 sebesar 
       dan bertanda positif, hal tersebut menunjukkan bahwa pajak memiliki 
hubungan yang berbading lurus dengan jumlah pendapatan daerah. Setiap 
kenaikan jumlah pajak satu satuan, maka jumlah pendapatan daerah akan naik 
sebesar       . Nilai koefisien untuk variabel X3 sebesar        dan bertanda 
positif, hal tersebut menunjukkan bahwa sumber daya alam memiliki hubungan 
yang berbanding lurus dengan jumlah pendapatan daerah. Setiap kenaikan jumlah 
sumber daya alam satu satuan maka jumlah pendapatan daerah akan naik sebesar 
      . Nilai koefisien untuk variabel X4 sebesar        dan bertanda negaif, hal 
tersebut menunjukkan bahwa investasi memiliki hubungan yang berbanding 
terbalik dengan jumlah pendapatan daerah. Setiap kenaikan investasi satu satuan, 
maka jumlah pendapatan daerah akan turun sebesar       . Nilai koefisien untuk 
variabel X5 sebesar        dan bertanda positif, hal tersebut menunjukkan bahwa 
dana perimbangan memiliki hubungan yang berbanding lurus dengan jumlah 
pendapatan daerah. Setiap kenaikan jumlah dana perimbangan satu satuan maka 
jumlah pendapatan daerah akan naik sebesar       . 
Pada model    nilai konstan menunjukkan nilai sebesar      , artinya jika 
nilai variabel prediktor tidak mengalami penambahan atau pengurangan, maka 
nilai variabel respon sebesar nilai konstanta yaitu      . Dalam hal ini jika 
jumlah pajak (X1), sumber daya alam (X3), investasi (X4) dan dana perimbangan 
(X5) tidak mengalami penambahan atau pengurangan, maka jumlah pertumbuhan 
ekonomi sebesar nilai konstanta yaitu      . Nilai koefisien untuk variabel X1 
sebesar        dan bertanda negaif, hal tersebut menunjukkan bahwa pajak 
memiliki hubungan yang berbanding terbalik dengan jumlah pertumbuhan 
ekonomi. Setiap kenaikan pajak satu satuan, maka jumlah pertumbuhan ekonomi 
akan turun sebesar       . Nilai koefisien untuk variabel X3 sebesar        dan 
bertanda negaif, hal tersebut menunjukkan bahwa sumber daya alam memiliki 
hubungan yang berbanding terbalik dengan jumlah pertumbuhan ekonomi. Setiap 
kenaikan sumber daya alam satu satuan, maka jumlah pertumbuhan ekonomi akan 
turun sebesar       . Nilai koefisien untuk variabel X4 sebesar        dan 
bertanda positif, hal tersebut menunjukkan bahwa investasi memiliki hubungan 
yang berbanding lurus dengan jumlah pertumbuhan ekonomi. Setiap kenaikan 
jumlah investasi satu satuan maka jumlah pertumbuhan ekonomi akan naik 
sebesar       . Nilai koefisien untuk variabel X5 sebesar        dan bertanda 
positif, hal tersebut menunjukkan bahwa dana perimbangan memiliki hubungan 
yang berbanding lurus dengan jumlah pertumbuhan ekonomi. Setiap kenaikan 
jumlah dana perimbangan satu satuan maka jumlah pertumbuhan ekonomi akan 
naik sebesar       . 
 Pada model    nilai konstan menunjukkan nilai sebesar       , artinya 
jika nilai variabel prediktor tidak mengalami penambahan atau pengurangan, 
maka nilai variabel respon sebesar nilai konstanta yaitu       . Dalam hal ini jika 
jumlah pajak (X1), sumber daya alam (X3), investasi (X4) dan dana perimbangan 
(X5) tidak mengalami penambahan atau pengurangan, maka tingkat kemajuan 
daerah sebesar nilai konstanta yaitu       . Nilai koefisien untuk variabel X1 
sebesar        dan bertanda negaif, hal tersebut menunjukkan bahwa pajak 
memiliki hubungan yang berbanding terbalik dengan jumlah tingkat kemajuan 
daerah. Setiap kenaikan pajak satu satuan, maka jumlah tingkat kemajuan daerah 
akan turun sebesar       . Nilai koefisien untuk variabel X3 sebesar        dan 
bertanda negaif, hal tersebut menunjukkan bahwa sumber daya alam memiliki 
hubungan yang berbanding terbalik dengan jumlah tingkat kemajuan daerah. 
Setiap kenaikan sumber daya alam satu satuan, maka jumlah tingkat kemajuan 
daerah akan turun sebesar       . Nilai koefisien untuk variabel X4 sebesar 
       dan bertanda positif, hal tersebut menunjukkan bahwa investasi memiliki 
hubungan yang berbanding lurus dengan jumlah tingkat kemajuan daerah. Setiap 
kenaikan jumlah investasi satu satuan maka jumlah tingkat kemajuan daerah akan 
naik sebesar       . Nilai koefisien untuk variabel X5 sebesar        dan 
bertanda positif, hal tersebut menunjukkan bahwa dana perimbangan memiliki 
hubungan yang berbanding lurus dengan jumlah tingkat kemajuan daerah. Setiap 
kenaikan jumlah dana perimbangan satu satuan maka jumlah tingkat kemajuan 
daerah akan naik sebesar       . 
 Pengujian signifikansi model secara serentak dilakukan dengan 
menggunakan uji Wilk‟s Lambda. Kriteria uji yang diinginkan adalah         
      . Dari hasil analisis didapatkan nilai                kemudian 
dibandingkan dengan nilai tabel Wilk‟s Lambda                  . Karena  
              , sehingga dihasilkan paling sedikit terdapat satu parameter yang 
signifikan secara serentak terhadap model (variabel prediktor berpengaruh secara 
signifikan terhadap model). 
Pengujian signifikansi model secara parsial dilakukan dengan 
menggunakan uji Wilk‟s Lambda. Kriteria uji yang diinginkan adalah         
      . Dari hasil analisis didapatkan bahwa nilai                untuk variabel 
prediktor X1 dan X5, sehingga dapat disimpulkan bahwa variabel prediktor X1 dan 
X5 signifikan terhadap variabel-variabel respon secara parsial. Sedangkan variabel 
prediktor X3 dan X4 tidak signifikan terhadap variabel-variabel respon secara 
parsial karena memiliki nilai               . 
 
 
 
 
 
 
BAB V 
PENUTUP 
A. Kesimpulan 
 Berdasarkan hasil analisis dan pembahasan yang dilakukan, maka dapat 
disimpulkan bahwa model regresi multivariat terhadap tingkat kesejahteraan 
Kabupaten dan Kota di Sulawesi Selatan adalah 
                                                
                                               
                                               
dimana variabel respon Y1 adalah pendapatan asli daerah, Y2 adalah pertumbuhan 
ekonomi daerah dan Y3 adalah tingkat kemajuan daerah. Untuk variabel prediktor 
X1 adalah penerimaan pajak, X3 adalah penerimaan dana sumber daya alam, X4 
adalah penerimaan dana investasi dan X5 adalah penerimaan dana perimbangan. 
 
B. Saran 
Saran untuk penelitian selanjutnya yaitu, sebaiknya peneliti meneliti 
variabel-variabel prediktor yang mungkin mempengaruhi pendapatan daerah, 
pertumbuhan ekonomi dan tingkat kemajuan daerah yang belum sempat diteliti 
dalam penelitian ini. 
Adapun saran untuk pemerintah Kabupaten dan Kota Provinsi Sulawesi 
Selatan, sebaiknya melakukan upaya khusus untuk membantu daerah yang relatif 
tertinggal atau memiliki  keuangan yang rendah untuk meningkatkan kemampuan 
daerahnya. 
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