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Abstract
The bondage number b(G) of a graph G is the cardinality of a smallest set of edges whose removal
from G results in a graph with a domination number greater than the domination number of G. In this
paper, we show that the bondage number of the Cartesian product Cn ×C4 of two cycles Cn (n4)
and C4 is equal to 4, i.e., b(Cn × C4)= 4 for any n4.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let G=(V (G),E(G))be aﬁnite and simple graph.Thedegree, neighborhood and closed
neighborhood of a vertex x of G are denoted by dG(x), NG(x) and NG[x], respectively. A
set D of vertices of G is a dominating set if NG(x) ∩ D = ∅ for each vertex x ∈ V − D.
The domination number of a graph G, denoted by (G), is the minimum cardinality of a
dominating set ofG.A dominating setDwith |D|=(G) is called aminimumdominating set.
TheCartesian productG×H of graphsG andH is the graph with vertex set V (G)×V (H)
in which (a, x)(b, y) ∈ E(G × H) if and only if x = y and ab ∈ E(G), or a = b and
xy ∈ E(H).
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As a measurement of the stability of the domination number of a graph under edge
removal, Fink et al. [4] introduced the bondage number b(G) as follows: The bondage
number of G is the cardinality of a smallest set of edges whose removal from G results in
a graph with a domination number greater than (G). Dunbar et al. [2] surveyed results on
the bondage number. Moreover, one can ﬁnd a kind of motivation of the studying of the
bondage number.
Notice that there are so many results on the domination number of graphs in Haynes
et al. [9] and its references. But, comparing with this, there are only few results on the
bondage number of a graph. Moreover, the exact computation of the bondage number is
known for very few classes of graphs. Fink et al. [4] computed the exact value of the bondage
number of cycles, paths and complete multipartite graphs and showed that b(T )2 for any
tree T. Hartnell and Rall [5] characterize trees with bondage number 2.
In this paper, we compute the bondage number of the Cartesian product Cn ×C4 of two
cycles C4 and Cn (n4) as follows:
Main theorem: For any n4, b(Cn × C4)= 4.
2. Proof of the main theorem
Let {vij |(i, j) ∈ Zn×Z4} be the vertex set ofG=Cn×C4 so that the subgraph induced
byHi={vi1, vi2, vi3, vi4} is isomorphic to the cycleC4 for each 1 in and that induced
by Vj = {v1j , v2j , . . . , vnj } is isomorphic to the cycle Cn for each 1j4. An edge e
in G will be called a horizontal or vertical edge depending on whether it belongs to the
induced subgraph 〈Hi〉 or 〈Vj 〉. The cycles 〈Hi〉 and 〈Vj 〉 are also called horizontal and
vertical, respectively.
The proof will be completed by a sequence of lemmas.
Lemma 1 (Klavzar and Seifter [8]). (Cn × C4)= n, n3.
Lemma 2. (Pn × C4)= n, n2.
Proof. LetD={vi1 | i ∈ Zn is even}∪{vi3 | i ∈ Zn is odd}. Then,D is a dominating set of
Pn×C4, and (Pn×C4)n.When n=2, (P2×C4)> 1.When n3, (Pn×C4)(Cn×
C4)= n. So (Pn × C4)= n. 
Lemma 3. If e1, e2 ∈ E(Pn×C4), n2, are adjacent i.e., they have a common end-vertex,
then (Pn × C4 − {e1, e2})= n.
Proof. It sufﬁces to show that (Pn × C4 − {e1, e2}) contains a dominating set of size n
because (Pn × C4 − {e1, e2})(Pn × C4). We distinguish the following three cases.
Case 1: e1, e2 are both vertical.
Without any loss of generality, one may assume e1, e2 ∈ E(〈V1〉). Let
D = {vi2 | i ∈ Zn is odd} ∪ {vi4 | i ∈ Zn is even}.
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Then D is a minimum dominating set of Pn×C4 − {e1, e2}. So (Pn×C4 − {e1, e2})= n.
Case 2: e1, e2 are both horizontal.
One may assume e1 = v11v12, e2 = v12v13. Then
D = {vi4 | i ∈ Zn is odd} ∪ {vi2 | i ∈ Zn is even}
is a minimum dominating set of Pn × C4 − {e1, e2}. So (Pn × C4 − {e1, e2})= n.
Case 3: One of e1 and e2 is horizontal and the other is vertical.
Let e1 = v11v12, e2 = v11v21. Then
D = {vi4 | i ∈ Zn is odd} ∪ {vi2 | i ∈ Zn is even}
is a minimum dominating set of Pn×C4− {e1, e2}, and (Pn×C4− {e1, e2})= n. All the
other cases can be dealt with by similar arguments. 
Lemma 4. If e1 is a vertical edge and e2 is a horizontal edge of Pn × C4 for n2, then
(Pn × C4 − {e1, e2})= n.
Proof. We assume e1 ∈ E(〈V1〉). Let
D1 = {vi2 | i ∈ Zn is odd} ∪ {vi4 | i ∈ Zn is even},
D2 = {vi4 | i ∈ Zn is odd} ∪ {vi2 | i ∈ Zn is even}.
Then, eitherD1 orD2 is a minimum dominating set of Pn×C4−{e1, e2}. So (Pn×C4−
{e1, e2})= n. 
Lemma 5. For any n4, b(Cn × C4)4.
Proof. Let D be a minimum dominating set of Cn × C4 − v14 such that the cardinality of
I = {i |Hi ∩D = ∅, 1 in} is maximum. Let
Q= {u |u ∈ D,u is adjacent to at least one vertex of D}
∪ {u |u ∈ V (Cn × C4)− (D ∪ {v14}),
u is adjacent to at least two vertices of D},
D =D ∩ (⋃i=1Hi ), and letQ =Q ∩ (
⋃
i=1Hi ), = 2, . . . , n.
We ﬁrst prove that |Q| |D| − 2 by induction on . It is clear if = 2. Assuming for all
m− 1 (mn), |Q| |D| − 2, we prove that |Qm| |Dm| − 2.
Case 1: |Dm| = |Dm−1|.
It is clear that |Qm| |Dm| − 2.
Case 2: |Dm| = |Dm−1| + 1.
We claim thatD∩Hm−1 = ∅. Otherwise, sinceD dominates vertices inHm−1 and since
Hm contains only one vertex inD, it must be |D∩Hm−2|=3. It implies that there exists a
minimum dominating setD′ such that |I ′| = |{i |Hi ∩D′ = ∅, 1 im}|> |I |, a contra-
diction. If |D ∩Hm−1|2, then N [Dm −Dm−1] ∩N [Dm−1] = ∅, and |Qm| |Qm−1| +
1 |Dm| − 2. If |D ∩Hm−1| = 1, we assume D ∩Hm−1 = {x1},D ∩Hm = {x2}. When
d(x1, x2)2, we have easily |Qm| |Qm−1|+1 |Dm|−2.When d(x1, x2)=3, take a ver-
tex x0 inD∩Hm−2. If d(x1, x0)=3, then d(x0, x2)=2, so |Qm| |Qm−1|+1 |Dm|−2.
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If d(x1, x0)2 and |D ∩ Hm−3| = 1, then N [x0] ∩ N [x1]2, |Qm−1| |Qm−2| + 2
and |Qm| |Qm−1| |Qm−2| + 2(|Dm−2| − 2) + 2 = |Dm| − 2. If d(x1, x0)2 and
|D∩Hm−3|2, then |Qm| |Qm−4|+(|Dm|−|Dm−4|) |Dm−4|−2+(|Dm|−|Dm−4|)=
|Dm| − 2.
Case 3: |Dm| |Dm−1| + 2.
In this case, we have
|Qm| |Qm−1| + (|Dm| − |Dm−1|) |Dm−1| − 2+ (|Dm| − |Dm−1|)= |Dm| − 2.
So |Q| |D| − 2. We claim that (Cn×C4−Ev14)= n+ 1, where Ev14 is the set of edges
incident with v14. Otherwise, (Cn×C4− v14)= n− 1. But for any minimum dominating
setD ofCn×C4−v14,D can dominate at most 5|D|−|Q|5(n−1)−(n−1−2)=4n−2
vertices of Cn × C4 − v14, a contradiction. So (Cn × C4 − Ev14)= n+ 1> (Cn × C4),
and b(Cn × C4)4. 
To ﬁnish the proof of the main theorem, it is necessary to show that b(Cn × C4)4,
which will be discussed in two cases separately; n= 4 and n5 in the following lemmas.
Lemma 6. b(C4 × C4)4.
Proof. It sufﬁces to show that (C4×C4−{e1, e2, e3})=4 for any three edges e1, e2, e3 ∈
E(C4 × C4). According to the number of horizontal edges, it divides into three cases.
Case 1: None of e1, e2, e3 is horizontal.
There is a vertical cycle 〈Vj 〉 such that at most one of {e1, e2, e3} belongs to E(〈Vj ∪
Vj+2〉). Say j = 1. Then, D = {v11, v23, v31, v43} is a minimum dominating set of
C4 × C4 − {e1, e2, e3}. So (C4 × C4 − {e1, e2, e3})= 4.
Case 2: Only one of e1, e2, e3 is horizontal.
Let e1 be horizontal and let e2, e3 be vertical. Then there is a vertical cycle 〈Vj 〉
such that at most one of {e2, e3} belongs to E(〈Vj ∪Vj+2〉). Say j = 1. Then either
D1 = {v11, v23, v31, v43} or D2 = {v13, v21, v33, v41} is a minimum dominating set of
C4 × C4 − {e1, e2, e3}. So (C4 × C4 − {e1, e2, e3})= 4.
Case 3: At least two of e1, e2, e3 are horizontal.
By interchanging the vertical cycles with the horizontal ones with the symmetry of
C4 × C4, it belongs to case 1 or 2. 
Lemma 7. For any n5, b(Cn × C4)4.
Proof. As the proof of Lemma 6, we show that for any three edges e1, e2, e3 ∈ E(Cn×C4),
(Cn × C4 − {e1, e2, e3})= n in the following four cases.
Case 1: None of e1, e2, e3 is horizontal.
As before, one can assume that at most one of {e1, e2, e3} belongs toE(〈V1 ∪V3〉). Let
D1 = {vi1 | i ∈ Zn is odd} ∪ {vi3 | i ∈ Zn is even},
D2 = {vi1 | i ∈ Zn is even} ∪ {vi3 | i ∈ Zn is odd}.
Then, either D1 or D2 is a minimum dominating set of Cn × C4 − {e1, e2, e3}. So (Cn ×
C4 − {e1, e2, e3})= (Cn × C4).
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Case 2: Only one of e1, e2, e3 is horizontal.
One can assume that e1, e2 are vertical and e3 is a horizontal. Let e1 ∈ E(〈Vi1〉), e2 ∈
E(〈Vi2〉). When i2 − i1 ≡ 0 (mod2), one may assume that e1 ∈ E(〈V1〉), e2 ∈ E(〈V3〉).
Let
D1 = {vi2 | i ∈ Zn is odd} ∪ {vi4 | i ∈ Zn is even},
D2 = {vi2 | i ∈ Zn is even} ∪ {vi4 | i ∈ Zn is odd}.
Then, either D1 or D2 is a minimum dominating set of Cn × C4 − {e1, e2, e3}. So (Cn ×
C4−{e1, e2, e3})= (Cn×C4).When i2− i1 ≡ 1 (mod2), we divide V (Cn×C4) into two
partsV1, V2 such that 〈V1〉C4×P2, 〈V2〉C4×Pn−2 andE(〈V1〉) contains at most one of
{e1, e2} and e3 ∈ E(〈V2〉). By Lemma 4, (〈V1〉−{e1, e2, e3})=2, (〈V2〉−{e1, e2, e3})=
n− 2. So (Cn × C4 − {e1, e2, e3})= n.
Case 3: Two of e1, e2, e3 are horizontal.
Let e1 be vertical and let e2, e3 be two horizontal. We divide our discussion of e2, e3 into
three subcases according to their adjacency or on their horizontal level.
Case 3.1: There exists an integer i such that e2, e3 ∈ E(〈Hi〉) and e2, e3 have no common
end-vertex.
Without any loss of generality, one may assume e2 = v11v12, e3 = v13v14 ∈ E(H1),
e1 ∈ E(〈V1〉). If e1, e2 have a common end-vertex, then we assume e1 = v11v21. Let
D1 = {v14, v22} ∪ {vi3 | i ∈ Zn is odd, i3} ∪ {vi1 | i ∈ Zn is even, i3},
D2 = {v14, v22} ∪ {vi3 | i ∈ Zn is even, i3} ∪ {vi1 | i ∈ Zn is odd, i3}.
Then, either D1 or D2 is a minimum dominating set of Cn × C4 − {e1, e2, e3}. So (Cn ×
C4 − {e1, e2, e3})= (Cn × C4). When e1, e2 have no common end-vertex, let
D1 = {v13, v21} ∪ {vi2 | i ∈ Zn is odd, i3} ∪ {vi4 | i ∈ Zn is even, i3},
D2 = {v13, v21} ∪ {vi2 | i ∈ Zn is even, i3} ∪ {vi4 | i ∈ Zn is odd, i3}.
Then, eitherD1 orD2 is the minimum dominating set of Cn×C4−{e1, e2, e3}. So (Cn×
C4 − {e1, e2, e3})= (Cn × C4).
Case 3.2: There exists an integer i such that e2, e3 ∈ E(Hi ) and e2, e3 have a common
end-vertex.
We divide V (Cn×C4) into two parts V1, V2 such that 〈V1〉C4×P2, 〈V2〉C4×Pn−2
and e2, e3 ∈ E(〈V1〉), e1 /∈E(〈V1〉) . By Lemmas 3 and 4, (〈V1〉 − {e2, e3})= 2, (〈V2〉 −
{e1})= n− 2. So (Cn × C4 − {e1, e2, e3})= n.
Case 3.3: There is no integer i such that e2, e3 ∈ E(Hi ).
We divideV (Cn×C4) into two partsV1, V2 such thatE(〈V1〉)C4×P2, E(〈V2〉)C4×
Pn−2 and 〈V1〉 contains e2, 〈V2〉 contains e3. By Lemmas 3 and 4, (〈V1〉 − {e1, e2}) =
2, (〈V2〉 − {e1, e3})= n− 2. So (Cn × C4 − {e1, e2, e3})= n.
Case 4: All of e1, e2, e3 are horizontal.
One may assume e1 ∈ E(Hi1), e2 ∈ E(Hi2), e3 ∈ E(Hi3), i1 i2 i3.
Case 4.1: All of i1, i2, i3 are distinct, but i2 − i12, i3 − i22, i3 − i1 = n− 1.
We divide V (Cn×C4) into three parts V1, V2, V3 such that 〈V1〉C4×P1 , 〈V2〉C4×
P2 , 〈V3〉C4 × P3 , and e1 ∈ E(〈V1〉), e2 ∈ E(〈V2〉), e3 ∈ E(〈V3〉), i2 (i = 1, 2, 3),
1 + 2 + 3 = n. By Lemma 4, (〈V1〉 − e1)= 1, (〈V2〉 − e2)= 2, (〈V3〉 − e3)= 3.
So (Cn × C4 − {e1, e2, e3})= n.
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Case 4.2: At least two of i1, i2, i3 are equal.
Assume i1= i2. When e1, e2 have a common end-vertex and i1= i2= i3, by a similarity,
one can say i1 = i2 = i3 = 1, e1 = v11v12, e2 = v12v13, e3 = v13v14. Let
D1 = {v11, v23} ∪ {vi4 | i ∈ Zn is odd, i3} ∪ {vi,2 | i ∈ Zn is even, i3},
D2 = {v11, v23} ∪ {vi4 | i ∈ Zn is even, i3} ∪ {vi2 | i ∈ Zn is odd, i3}.
Then, either D1 or D2 is a minimum dominating set of Cn × C4 − {e1, e2, e3}. So (Cn ×
C4 − {e1, e2, e3}) = n. If i3 = i2, we divide V (Cn × C4) into two parts V1, V2 such that
〈V1〉C4 × P2, 〈V2〉C4 × Pn−2 and e1, e2 ∈ E(〈V1〉), e3 ∈ E(〈V2〉). By Lemmas 3 and
4, (〈V1〉 − {e1, e2})= 2, (〈V2〉 − {e3})= n− 2. So (Cn ×C4 − {e1, e2, e3})= n. When
e1, e2 have no common end-vertex, one can assume i1= i2= 1, e1= v11v12, e2= v13v14. If
i3 − i1 = 1 (or i3 − i1 = n− 1), except for the isomorphism cases, we only need to discuss
two cases: e3 = v21v22, or e3 = v22v23. When e3 = v21v22 or e3 = v22v23, let
D1 = {v12, v24} ∪ {vi1 | i ∈ Zn is odd, i3} ∪ {vi3 | i ∈ Zn is even, i3},
D2 = {v12, v24} ∪ {vi1 | i ∈ Zn is even, i3} ∪ {vi3 | i ∈ Zn is odd, i3}.
Then, eitherD1 orD2 is aminimumdominating set ofCn×C4−{e1, e2, e2}. So (Cn×C4−
{e1, e2, e2})=n. If i3−i1 = 1, i3−i1 = n−1 andn6,we divideV (Cn×C4) into two parts
V1, V2 such that 〈V1〉P4 × C4, 〈V2〉Pn−4 × C4, e1, e2 ∈ E(〈V1〉),H2 ∪Hn ⊆ V1
and e3 ∈ E(〈V2〉). It is easy to show that (〈V1〉 − {e1, e2})= 4. Combined with Lemma 4,
we have (Cn×C4−{e1, e2, e3})=n. If i3− i1 = 1, i3− i1 = n−1, and n=5, except for
the isomorphism cases, one can divide it into two cases, e3= v32v33 or e3= v33v34. In both
cases,D= {v12, v24, v31, v43, v51} is a minimum dominating set of Cn×C4− {e1, e2, e3}.
So (Cn × C4 − {e1, e2, e3})= n.
Case 4.3:All of i1, i2, i3 are distinct, but |ij − ik|= 1 for some 1j = k3 or i3− i1=
n− 1.
One can assume e1 = v11v12. Except for the isomorphism cases, one can divide it into
the following cases.
Case 4.3.1: e2 = v22v23 or e2 = v23v24.
We divide V (Cn×C4) into two parts V1, V2 such that 〈V1〉P2×C4, 〈V2〉Pn−2×C4
and e1, e2 ∈ E(〈V1〉), e3 ∈ E(〈V2〉). One can easily see that S1={v13, v21} is a dominating
set of 〈V1〉 − {e1, e2}. Combined with Lemma 4, (Cn × C4 − {e1, e2, e3})= n.
Case 4.3.2: e2 = v21v22.
When n6, we divide V (Cn × C4) into two parts V1, V2 such that 〈V1〉
P4 × C4, 〈V2〉Pn−4 × C4 and e1, e2 ∈ E(〈V1〉), e3 ∈ E(〈V2〉). It is easy to show that
(〈V1〉 − {e1, e2})= 4. Combined with Lemma 4, we have (Cn × C4 − {e1, e2, e3})= n.
When n = 5, it is enough to examine the following cases: e3 = v31v32, e3 = v32v33, e3 =
v33v34, e3=v41v42, e3=v42v43, or e3=v43v44.When e3=v31v32, e3=v41v42, or e3=v42v43,
D= {v13, v21, v32, v44, v52} is a minimum dominating set of Cn×C4− {e1, e2, e3}. When
e3 = v32v33 or e3 = v33v34, D = {v11, v23, v31, v44, v52} is a minimum dominating set of
Cn×C4−{e1, e2, e3}. When e3= v43v44,D={v12, v21, v33, v41, v54} is a minimum dom-
inating set of Cn × C4 − {e1, e2, e3}. So (Cn × C4 − {e1, e2, e3})= (Cn × C4). In each
of the above cases, (Cn × C4 − {e1, e2, e3})= (Cn × C4). Then b(Cn × C4)4. 
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