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The altitude on the hypotenuse of any right triangle divides it into two triangles that are each similar to it. A parallelogram
whose adjacent sides are in the ratio
√
2 : 1 can be divided into two congruent parallelograms similar to it. Scherer [2] has
given an example of a hexagon, which he calls the Golden Bee and which is defined up to similarity, that can be divided into
two Golden Bees. This hexagon also appeared in [1, Fig.10.4.3] where it is attributed to Robert Ammann (see [4]). In each of
these examples (depicted in Fig. 1), there is only one way to divide the polygon into two polygons that are similar to it.
A polygon P is an irreptile if it can be divided into a finite number of smaller polygons each of which is similar to P . If P
can be divided in this way into n constituent pieces, then it is said to be an n-irreptile. Thus, all the aforementioned examples
are 2-irreptiles.
Scherer [2] conjectures that, apart from these examples, there are no other 2-irreptiles. In [3], he partially proves this
conjecture by showing that it is true for all n-gons for which n ≤ 6.1
The purpose of this paper is to prove the full conjecture.
Theorem. Each 2-irreptile is similar to a polygon depicted in Fig. 1.
For the record, a polygon is always understood to be simple; that is, it is a bounded subset of the plane such that it is the
closure of its interior, its interior is simply connected, and its boundary is the union of finitely many straight line segments.
1. Preliminaries
We will be considering graphs, and for us a graph G will be presented as a triple (V (G), E(G), I(G)), where V (G) is the
set of its vertices, E(G) is the set of its edges and I(G) ⊆ V (G) × E(G) is the incidence relation. Given an n-gon P , we will
often confound P with an n-cycle in which V (P) is the set of vertices of P, E(P) is the set of its edges and I(P) is the usual
membership relation.
Now suppose that C is an n-gon that is divided into two n-gons A and B (with no assumptions about similarities). Consider
the graph G = (V , E, I), where V = V (A) ∪ V (B) ∪ V (C), E = E(A) ∪ E(B) ∪ E(C) and I = I(A) ∪ I(B) ∪ I(C). For example,
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1 This is not completely accurate. Scherer considers only polygons P that can be divided into two noncongruent polygons each of which is similar to P .
Therefore, he does not include the parallelogram and the isosceles right triangle in his list.
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Fig. 1. Some 2-irreptiles.
if C is the Golden Bee divided as in Fig. 1, then |V | = 9 and |E| = 12. We wish to distinguish three sets of edges of G, namely
E(A), E(B) and O, where O is the set of outer edges (that is, those edges in E that share a segment of positive length with
the perimeter of C). We then consider the quadruple (G, E(A), E(B),O) and denote it by G(C, A, B). We will refer to such a
G(C, A, B) as an n-labeled graph. Thus, G(C, A, B) is a graph in which three sets of edges are distinguished. (We might think
of those edges in E(A) as being labeled ‘‘A’’ or ‘‘left’’ or colored red and those in E(B) as being labeled ‘‘B’’ or ‘‘right’’ or colored
blue.) Then, for each n ≥ 3, there is the question of how many different (up to isomorphism) such labeled graphs there are
that arise in this way. This question is very easily answered by inspection. If D(n) is this number, then the answer is that
D(n) =

1 if n = 3,
4 if n = 4,
3 if n ≥ 5 is odd,
7 if n ≥ 6 is even.
Given a labeled graph G(C, A, B), we can form its flip G(C, B, A). If we consider two labeled graphs to be the same when
they are flips of each other, then the number of different (up to isomorphism and flips) n-labeled graphs is
D′(n) =

1 if n = 3,
3 if n = 4,
2 if n ≥ 5 is odd,
5 if n ≥ 6 is even.
These are all displayed in Fig. 2 in which we understand C to be the outside polygon, A to be the left inside polygon and B to
be the right one. Wewill say, for example, thatG(C, A, B) has type IV if it is isomorphic to the figure marked IV. IfG(C, A, B)
is isomorphic to the flip of the figure marked IV, we will say that it has type IV′. Notice, for example, that types IV and IV′are
different whereas types VII and VII′ are the same. For graphs of type I, III or IV, n is even and n ≥ 4; for type II, n is odd and
n ≥ 3; for type V, n is odd and n ≥ 5; and for type VI or VII, n is even and n ≥ 6.
The only purpose of n-labeled graphs is to formalize the notion of type. Thus, if C, A, B, C ′, A′, B′ are n-gons, where C is
divided into A and B and C ′ into A′ and B′, then G(C, A, B) and G(C ′, A′, B′) are isomorphic iff their types in Fig. 2 are the
same. Thus, we can unambiguously refer to the type of a labeled graph.
If P is a polygon and e ∈ E(P), then we let |e| be the length of e. If P,Q are polygons and f : P −→ Q is a similarity,
then we will think of f as also being a graph isomorphism having the additional features that there is a real x > 0 such
that |f (e)| = x|e| for every e ∈ E(P) and that f preserves angles. (This feature of preserving angles will not be considered
until Section 3.) Given a labeled graph G(C, A, B), we say that ⟨f , g⟩ is an isomorphism pair for G(C, A, B) if f : C −→ A and
g : C −→ B are isomorphisms. If f : C −→ A and g : C −→ B are similarities, then ⟨f , g⟩ is a similarity pair. Thus, we
are interested in proving that the labeled graphs depicted in Fig. 1 are the only ones having similarity pairs. We will prove
a somewhat more general result as Theorem 2.1.
Consider an n-labeled graph G(C, A, B). We will say that an edge c is a sink if e ∈ E(C) \ (E(A) ∪ E(B)). (The choice of
this term will soon be justified.) There are at most two sinks: if G has type I, IV, VI or VII, then there are exactly two sinks;
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Fig. 2. Seven labeled graphs.
if G has type II or V, there is exactly one sink; and if G has type III, there are none. Let T be the disjoint union of E(A) and
E(B) together with all sinks. In other words, T is the set of edges ofG except that if e ∈ E(A)∩ E(B), then e appears twice in
T . We let T (C), T (A), T (B) be those edges in T that are edges of C, A, B respectively. Note that the cardinality of T is 2n plus
the number of sinks.
Next, we will define the associated digraph (T ,→). For this, we will also have to consider an isomorphism pair ⟨f , g⟩.
Define the relation→ on T as follows: if e, c ∈ T , then e → c if either f (c) = e or g(c) = e. We will say that (T ,→) is the
associated digraph. All associated digraphs (T ,→) have the following properties:
• For every e ∈ T , there is at most one c ∈ T such that e → c.
• For every c ∈ T , c is a sink iff there is no e ∈ T such that c → e.
Refer to Fig. 3 for an example of an associated digraph. The left side of Fig. 3 depicts a Golden Bee C that is divided
into the left Golden Bee A and the right Golden Bee B. The edges are labeled in accordance with the convention that will
be introduced later in Fig. 4. We let the isomorphism pair ⟨f , g⟩ be the unique similarity pair where f (ci) = a1+i and
g(ci) = b2−i. (Subscripts are to be considered modulo n.) Then, the associated digraph is depicted in the right side of Fig. 3.
The digraph in Fig. 3 is acyclic; that is, there do not exist e0, e1, . . . , ek ∈ T such that e0 → e1 → · · · → ek → e0. It
is possible for an associated digraph not to be acyclic; however, if ⟨f , g⟩ is a similarity pair, then the associated digraph is
acyclic. This follows just from the fact whenever e → c ∈ E(C), then |e| < |c|.
Proposition 1.1. If G is a labeled graph having a similarity pair, then G has type I, II, IV or IV′.
Proof. SinceG is a labeled graph, then, without loss of generality, we can suppose thatG has one of the seven types depicted
in Fig. 2. Let ⟨f , g⟩ be a similarity pair and let (T ,→) be the associated digraph.G cannot have type III since otherwise there
would be no sinks and then (T ,→)would not be acyclic. IfG has type V, VI or VII, let c be a sink such that |c| ≥ |d| for each
sink d. Then there is a unique e that properly contains c , and there are e0, e1, . . . , ek such that e = e0 → e1 → · · · → ek
and ek is a sink. Then, |e| ≤ |ek| ≤ |c| < |e|, a contradiction. Thus, G has type I, II or IV. 
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Fig. 3. The Golden Bee and its associated digraph.
Fig. 4. Types I, II, IV, and IV′ .
Some conventions. Hence, fromnowon,we need only consider labeled graphs having type I, II, IV or IV′. LetG = G(C, A, B)
be such an n-labeled graph. If G has type I, IV or IV′, then n is even and we let n = 2m; if G has type II, then n is odd and we
let n = 2m− 1. In either case,m ≥ 2.
We will use the notation suggested by Fig. 4. In particular, the edges of C in clockwise order are c1, c2, . . . , cn, the edges
of A are a1, a2, . . . , an, and the edges of B are b1, b2, . . . , bn, also in clockwise order. Observe that
a2 = c2, a3 = c3, . . . , am = cm, (1)
bn−m+2 = cn−m+2, bn−m+3 = cn−m+3, . . . , bn = cn, (2)
and
an−m+2 = bm, an−m+3 = bm−1, . . . , an = b2. (3)
Instead of requiring that ⟨f , g⟩ be a similarity pair, we will require a weaker condition. For this, we will need the notion
of a length function λ, which is a function that assigns a positive real number to each edge of G such that
λ(c1) = λ(a1)+ λ(b1); (4)
if G has type I, then
λ(cm+1) = λ(am+1)+ λ(bm+1); (5)
if G has type IV, then
λ(am+1) = λ(bm+1)+ λ(cm+1); (6)
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and if G has type IV′, then
λ(bm+1) = λ(am+1)+ λ(cm+1). (7)
Trivially, the usual length function e → |e| is a length function. Putting (5)–(7) together with the obvious cm+1 = bm+1 when
G has type II yields the inequality
λ(cm+1) ≤ λ(am+1)+ λ(bm+1), (8)
which holds in general and which will frequently be used without specific reference. Given a length function λ, we say that
an isomorphism pair ⟨f , g⟩ is a λ-similarity pair if there are x, y such that
x2 + y2 = 1 and 0 < x, y < 1, (9)
and if c is an edge of C , then
λ(f (c)) = xλ(c) and λ(g(c)) = yλ(c). (10)
Clearly, if λ is the usual length function and ⟨f , g⟩ is a similarity pair, then ⟨f , g⟩ is a λ-similarity pair.
We will not distinguish two length functions that are constant multiples of each other. Thus, we typically consider only
length functions λ that are normalized—that is, such that λ(c1) = 1.
Inversions. Suppose G is an n-labeled graph having type I. Then there is an automorphism of G induced by the function
i → m + 2 − i(mod n), which we will call the inversion of G. If λ is a length function, then inversion acting on λ produces
another length function λ, which we call its inversion. If λ is normalized, then most likely λ is not: we let λ∗ = λ/λ(cm+1)
be the normalized inversion of λ.
2. The main theorem
Our objective in this section is to characterize those n-labeled graphs G having type I, II, IV or IV′and their normalized
length functions λ that have λ-similarity pairs. We will generally ignore the n = 3 case, but we note that if n = 3, then
it is routine to see that the only examples are the right triangles of Fig. 1 with the usual length function. In this section we
will show that each n-labeled graph G having type II, IV or IV′ has a unique normalized length function λ for which there is
a λ-similarity pair, and if G has type I, then in general there are 2 such normalized length functions, which are normalized
inversions of each other.
Let G be an n-labeled graph having type I, II, IV or IV′, where n ≥ 3.
Example 1. Suppose G has type I. Let x = √2/2. Let λ1 be the length function such that
λ1(ci) =
x
i−1 if 1 ≤ i ≤ m
xm−2 if i = m+ 1
xn+1−i ifm+ 2 ≤ i ≤ n,
λ1(ai) =
x
i−1 if 2 ≤ i ≤ m+ 1
xm−1 if i = m+ 2
xn+3−i ifm+ 3 ≤ i ≤ n+ 1,
λ1(bi) =
x
i+1 if 1 ≤ i ≤ m− 1
xm−1 if i = m
xn+1−i ifm+ 1 ≤ i ≤ n.
Let λ∗1 be the normalized inversion of λ1. Clearly, λ1 = λ∗1 iff n = 4.
Example 2. Suppose G has type II. Let x = √2/2. Let λ2 be the length function such that
λ2(ci) =

xi−1 if 1 ≤ i ≤ m
xn+1−i ifm+ 1 ≤ i ≤ n,
λ2(ai) =

xi−1 if 2 ≤ i ≤ m+ 1
xn+3−i ifm+ 2 ≤ i ≤ n+ 1,
λ2(bi) =

xi+1 if 1 ≤ i ≤ m− 1
xn+1−i ifm ≤ i ≤ n.
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Example 3. Suppose G has type IV. Let x be such that x4 + x2 − 1 = 0 and 0 < x < 1. Thus, x is the same as in Fig. 1. Let λ4
be the length function such that
λ4(ci) =

xi−1 if 1 ≤ i ≤ m
xn+3−i ifm+ 1 ≤ i ≤ n,
λ4(ai) =

xi−1 if 2 ≤ i ≤ m+ 1
xn+5−i ifm+ 2 ≤ i ≤ n+ 1,
λ4(bi) =

xi+3 if 2 ≤ i ≤ m+ 1
xn+3−i ifm+ 2 ≤ i ≤ n+ 1.
Suppose G has type IV′. Let λ′4 be the length function on G obtained from λ4 on the flip of G.
It is easy to see that the length functions in these examples actually are normalized length functions. These examples
generalize examples from Fig. 1. In the case that n = 3 in Example 2, λ2 gives the isosceles right triangle in Fig. 1. If n = 4
in Example 1, then λ1 and λ∗1 give the parallelogram in Fig. 1. If n = 6 in Example 3, then λ4 gives the Golden Bee.
Further notation and terminology. Consider an n-labeled graphG = G(C, A, B) having type I, II, IV or IV′, and suppose that
⟨f , g⟩ is an isomorphism pair. Each of f , g can have one of two orientations. If there is k such that f (ci) = ak+i for all i, then
f is orientation-preserving; if there is k such that f (ci) = ak−i for all i, then f is orientation-reversing. In either case, k is the
parameter for f . We will reserve the letters k, ℓ to be used for the parameters for f , g , respectively.
If G has type I and ⟨f , g⟩ is an isomorphism pair for G, then the inversion of G acting on ⟨f , g⟩ produces another
isomorphism pair ⟨f ∗, g∗⟩. Observe that f ∗, g∗ have the same orientation as f , g , respectively. Let k∗, ℓ∗ be the parameters
for f ∗, g∗. If f is orientation-preserving, then k+ k∗ = n; and if f is orientation-reversing, then k+ k∗ = 4. The analogs hold
for g and ℓ. If λ is a length function of G, λ∗ is its inversion, and ⟨f , g⟩ is a λ-similarity pair, then ⟨f ∗, g∗⟩ is a λ∗-similarity
pair.
We can nowdescribe all theλ-similarity pairs ⟨f , g⟩ for each of the length functionsλ1, λ∗1, λ2, λ4, λ′4. Since the similarity
pairs for λ∗1 and λ
′
4 are easily obtained from those of λ1 and λ4 by taking flips and inversions, respectively, we only consider
λ1, λ2 and λ4. Probably the easiest way to go about finding them is to observe that if λ = λ1, λ2, λ4, then λ(c1) = 1 and
λ(ci) < 1 for all i ≠ 1 (except for n = 4), so λ is maximized on C at c1. Also, λ is maximized on A at a2 and if λ ∈ {λ1, λ2},
then it is maximized on B at bn and if λ = λ4, at b1. Thus, f (c1) = a2, g(c1) = bn if λ ∈ {λ1, λ2}, and g(c1) = b1 if λ = λ4.
Then we see that in both Examples 1 and 2, f can be either orientation-preserving with k = 1 or orientation-reversing with
k = 3, and g can be either orientation-preserving with ℓ = n − 1 or orientation-reversing with ℓ = 1. (In Example 1 with
n = 4 there are others: f can be orientation-preserving with k = 3 or orientation-reversing with k = 1, and analogously
for g and ℓ.) In Example 3 if G has type IV, then f must be orientation-preserving with k = 1, and g must be orientation-
reversing with ℓ = 2. Observe that ifG is an example from Fig. 1 (other than the non-isosceles right triangles), then each of
the λ-similarity pairs just described is actually a similarity pair.
Theorem 2.1. Suppose n ≥ 4,G = G(C, A, B) is an n-labeled graph having type I, II, IV or IV′, and λ is a normalized length
function. If G has a λ-similarity pair, then λ ∈ {λ1, λ∗1, λ2, λ4, λ′4}.
We continue with the conventions already imposed. Thus, we have a λ-similarity pair ⟨f , g⟩with parameters k, ℓ, where
1 ≤ k, ℓ ≤ n. We also have the associated digraph (T ,→), which clearly is acyclic. Furthermore, for each e ∈ T there is at
most one c such that e → c. We say that c is a source if there is no e such that e → c. Hence, if c is not a source, then there
are exactly two e such that e → c. Thus, if e ∈ T , then:
• e is a sink iff e ∈ T (C) \ (T (A) ∪ T (B));
• e is a source iff e ∈ (T (A) ∪ T (B)) \ T (C).
We define⇒ on T so that e ⇒ c iff there are e0, e1, . . . , er such that e = e0 → e1 → · · · → er = c. Clearly, (T ,⇒) is a
partially ordered set such that for each e ∈ T , the set {c ∈ T : e ⇒ c} is linearly ordered by⇒. Then (T ,⇒) is a tree or the
disjoint union of two trees whose roots are precisely the sinks and whose leaves are precisely the sources.
Suppose that e ⇒ c , where e is not a sink but c is. Then there is a positive integer r and there are h1, h2, . . . , hr ∈ {f , g}
such that hrhr−1 · · · h2h1(c) = e. (The r and h1, h2, . . . , hr are uniquely determined.) Observe that hr = f iff e ∈ T (A), and
hr = g iff e ∈ T (B). Let p = |{i : hi = f }| and q = |{i : hi = g}|. Then λ(e) = xpyqλ(c). We will call the pair (p, q) the
multiplicity of e. Observe that if (p, q) is the multiplicity of e, then if e ∉ T (B), then p ≥ 1, and if e ∉ T (A), then q ≥ 1.
The proof of Theorem2.1will be divided into cases that depend on the orientations of f and g . A priori, there are four cases
to consider. However, by taking flips, we can dispensewith one of the two cases inwhich f and g have opposite orientations.
Thus, it suffices to consider just the three cases.
Notice that if f (say) is orientation-preserving, then k ≠ n as otherwise we would have that f (c2) = a2 = c2, which is a
contradiction.
Case 1. Both f and g are orientation-preserving. Thus, 1 ≤ k, ℓ < n, and f (ci) = ak+i and g(ci) = bℓ+i for all i.
This case will be divided into a number of subcases that depend on which of the relations a1, b1, am+1, bm+1 ⇒ c1, cm+1
hold. A priori, there are 16 such possible subcases. However, by taking flips, we can reduce this number to 10, and then by
consolidating some of these, we will further reduce this to 7 subcases.
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Case 1.1. a1 ⇒ c1 and b1 ⇒ c1.
Let (p, q) be the multiplicity of a1 and (r, s) the multiplicity of b1. Thus, p, s ≥ 1 and λ(a1) = xpyq and λ(b1) = xrys.
Suppose that p ≥ 2 and s ≥ 2. If p > 2, s > 2, q > 0 or r > 0, then we have that
1 = λ(a1)+ λ(b1) < x2 + y2 = 1,
which is a contradiction. Thus p = s = 2 and q = r = 0, so the multiplicity of a1 is (2, 0). But then, a1 = f 2(c1), fromwhich
it easily follows that 2k = n and then k = m. Thus, G does not have type II, so cm+1 is a sink. But also, f (cm+1) = a1 so that
a1 ⇒ cm+1, contradicting that a1 ⇒ c1.
Thus, it must be that p = 1 or s = 1. By taking a flip if needed, we assume that p = 1. Then, a1 = fgq(c1). Clearly,
q ≥ 1, else k = n. Since f (cn+1−k) = a1, it must be that cn+1−k = gq(c1) and, therefore, bn+1−k = cn+1−k, so that n− m+ 2
≤ n+1−k ≤ n and then 1 ≤ k ≤ m−1. Also, g(c1) = bℓ+1 = cℓ+1, so that n−m+1 ≤ ℓ ≤ n−1. Since a1 hasmultiplicity
(1, q), it then follows that k = q(n− ℓ).
We next show by contradiction that q = 1. Suppose q ≥ 2. Then n− ℓ < k and b1 = gfgq−1(c1). Thus, λ(a1) = λ(b1) =
xyq, so that
1 = λ(a1)+ λ(b1) = xyq + xyq = 2xyq < 2xy,
contradicting (9).
Therefore, q = 1 and k = n − ℓ and then both a1, b1 have multiplicity (1, 1). In fact, k = 1 and ℓ = n − 1. For, if
1 < k ≤ m− 1 and n−m+ 1 ≤ ℓ < n− 1, then fg(c2) = c2, which is a contradiction. Thus, k = 1 and ℓ = n− 1.
We will show that G has either type I or type II and that λ = λ1 or λ = λ2. Since a1 = fg(c1) and b1 = gf (c1), we
get that λ(a1) = λ(b1) = xy. From (4), 2xy = 1 and then from (9), x = y =
√
2/2. If n is even, then f (cm+1) = am+2
and g(cm+1) = bm, both of which are sources, so that e ⇒ c1 for all edges e except for e = cm+1, am+2, bm. Of course, if
n is odd, then e ⇒ c1 for all e. It is now easy to evaluate λ(e) for all e. In particular, am+1 = f m(c1) and, if n is even, then
bm+1 = gm(c1), so λ(am+1) = xm = ym = λ(bm+1). Therefore, G does not have type IV (as then λ(bm+1) < λ(am+1)) or
IV′(as then λ(am+1) < λ(bm+1)), so it has type I or II. For either type, it is easy to determine exactly what λ is and to see that
λ = λ1 if G has type I and that λ = λ2 if G has type II.
This completes Case 1.1.
Remark. If G has type II, then c1 is the only sink and, therefore, a1 ⇒ c1 and b1 ⇒ c1. Thus, we will assume for the rest of
Case 1 that G has type I, IV or IV′ and that n = 2m. Thus, both c1 and cm+1 are sinks.
Case 1.2. am+1 ⇒ cm+1 and bm+1 ⇒ cm+1.
G cannot have type IV since am+1 ⇒ cm+1, and it cannot have type IV′ since bm+1 ⇒ cm+1. Therefore,G has type I, so we
can take an inversion of G and then apply Case 1.1 to get that λ = λ∗1 .
Remark. Because of Case 1.1, we can assume for the rest of Case 1 that a1 ⇒ cm+1 or b1 ⇒ cm+1. By taking flips, if necessary,
we will assume, without loss of generality, that a1 ⇒ cm+1.
Also, for the rest of Case 1, we can assume that either 1 ≤ k, ℓ ≤ m or m ≤ k, ℓ < n. For, if 1 ≤ k < m < ℓ < n, then
f (cm+1) = am+1+k and g(cm+1) = b1+ℓ−m, both of which are sources different from a1, so a1 ⇒ cm+1 cannot be realized.
Similarly, if 1 ≤ ℓ < m < k < n, then f (c1) = a1+k and g(c1) = b1+ℓ, both of which are sources different from am+1 and
bm+1, so neither am+1 ⇒ c1 nor bm+1 ⇒ c1 can be realized, and then Case 1.2 applies.
Case 1.3. a1 ⇒ cm+1, b1 ⇒ cm+1, am+1 ⇒ c1 and bm+1 ⇒ c1.
First, we prove that k ≠ m. For a contradiction, assume that k = m. If ℓ = m, then fg(c2) = c2, a contradiction. If 1 ≤ ℓ
< m, then f (c1) = am+1 and g(c1) = bℓ+1, both of which are sources different from bm+1, so bm+1 ⇒ c1 cannot be realized.
Ifm < ℓ < n, then f (cm+1) = a1 and g(cm+1) = bm+ℓ+1, both of which are sources different from b1, so b1 ⇒ cm+1 cannot
be realized. Thus, k ≠ m. By taking a flip, we see that also ℓ ≠ m.
Thus, we have that either 1 ≤ k, ℓ < m orm < k, ℓ < n.
Suppose that 1 ≤ k, ℓ < m. It is easy to see that
λ(a1) ≤ xyλ(cm+1), λ(b1) ≤ y2λ(cm+1), λ(am+1) ≤ x2λ(c1), λ(bm+1) ≤ xyλ(c1).
At least one of the first two of the above inequalities must be strict. For, if not, then we would have that k+ ℓ = m from the
first equality and ℓ = m/2 from the second, thereby implying that k = m/2. If m ≥ 4, then fg2f (c2) = c2, a contradiction.
Ifm = 2, then it easily follows that x = y = √2/2, yielding that G has type I and λ = λ1.
Thus,
1 = λ(a1)+ λ(b1) < xyλ(cm+1)+ y2λ(cm+1)
≤ (xy+ y2)λ(am+1)+ λ(bm+1) ≤ (xy+ y2)(x2 + xy),
contradicting (9).
By taking a flip, we see that m < k, ℓ < n is also impossible (unless n = 4 and λ = λ1), so the proof of Case 1.3 is
complete.
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Case 1.4. a1 ⇒ cm+1, b1 ⇒ cm+1, am+1 ⇒ cm+1 and bm+1 ⇒ c1.
First, we see that k ≠ m, for otherwise am+1 = f (c1), contradicting that am+1 ⇒ cm+1.
Next, we prove that ℓ ≠ m. For a contradiction, assume that ℓ = m.
Suppose k = 1. Then, f (cm+1) = am+2 and g(cm+1) = b1, both being sources different from a1. Thus, a1 ⇒ cm+1 cannot
be realized.
Suppose k = n − 1. First, assume that m = 2. Then, f (c1) = a4 = b2 = g2f (c3) so that x = xy2λ(c3) and
λ(c3) > 1/y. Also, b1 = g(c3), so that λ(b1) = yλ(c3) > 1, which is impossible. Thus, we can assume that m ≥ 3.
Since fgf m−2(cm+1) = am+2 = bm = g2f (cm+1), we get that xm−1yλ(cm+1) = xy2λ(cm+1), so that y = xm−2. Since
f (c1) = an = b2 = g2f m−1(cm+1), we get that x = xm−1y2λ(cm+1), so λ(cm+1) = x2−my−2 = x6−3m. Since b1 = g(cm+1), we
get that λ(b1) = yλ(cm+1) = x4−2m. By (9), x4−2m < 1, which is impossible ifm ≥ 2.
Thus, we have that 2 ≤ k ≤ n − 2. Clearly, m ≥ 3, as otherwise k = ℓ = 2 and fg(c2) = c2. If ai has type (r, s), then
i ≡ rk+ 1(mod m). Thus, by considering i = 2, we see that k is relatively prime tom. Then it follows that
λ(a1) ≤ xmyλ(cm+1), λ(b1) = yλ(cm+1), λ(am+1) ≤ xmyλ(cm+1), λ(bm+1) = yλ(c1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x3yλ(cm+1)+ y
and
1 = λ(a1)+ λ(b1) ≤ x3yλ(cm+1)+ yλ(cm+1).
Eliminating λ(cm+1) from these two inequalities yields 1 ≤ x3y+ x3y2 + y2, contradicting (9).
We have proved that k ≠ m ≠ ℓ, so that either 1 ≤ k, ℓ < m orm < k, ℓ < n.
Suppose that 1 ≤ k, ℓ < m. It is easy to see that
λ(a1) ≤ xyλ(cm+1), λ(b1) ≤ y2λ(cm+1), λ(am+1) ≤ x2yλ(cm+1), λ(bm+1) ≤ xyλ(c1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x2yλ(cm+1)+ xy
and
1 = λ(a1)+ λ(b1) ≤ xyλ(cm+1)+ y2λ(cm+1).
Eliminating λ(cm+1) from these two inequalities yields 1 ≤ x2y+ x2y2 + xy3, contradicting (9).
Next, suppose thatm < k, ℓ < n. It is easy to see that
λ(a1) ≤ x2λ(cm+1), λ(b1) ≤ xyλ(cm+1), λ(am+1) ≤ x2yλ(cm+1), λ(bm+1) ≤ y2λ(c1),
so that
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x2yλ(cm+1)+ y2
and
1 = λ(a1)+ λ(b1) ≤ x2λ(cm+1)+ xyλ(cm+1).
Eliminating λ(cm+1) from these two inequalities again yields 1 ≤ x2y + x2y2 + xy3, contradicting (9) and completing
Case 1.4.
Case 1.5. a1 ⇒ cm+1, b1 ⇒ c1, am+1 ⇒ c1 and bm+1 ⇒ cm+1.
First, we see that ℓ ≠ m, for otherwise bm+1 = g(c1), contradicting that bm+1 ⇒ cm+1.
Next, we prove that k ≠ m. For a contradiction, assume that k = m.
Suppose ℓ = 1. Then, f (c1) = am+1 and g(c1) = b2, both being sources different from b1. Thus, b1 ⇒ c1 cannot be
realized.
Suppose ℓ = n− 1. Then, f (cm+1) = a1 and g(cm+1) = bm, both being sources different from bm+1. Thus, bm+1 ⇒ cm+1
cannot be realized.
Thus, we have that 2 ≤ ℓ ≤ n − 2. Clearly, m ≥ 3, as otherwise k = ℓ = 2 and fg(c2) = c2. If bi has multiplicity (p, q),
then i ≡ qℓ+ 1(mod m). Thus, by considering i = m+ 2, we see that ℓ is relatively prime tom. Then it follows that
λ(a1) = xλ(cm+1), λ(b1) ≤ xymλ(c1), λ(am+1) = xλ(c1), λ(bm+1) ≤ xymλ(cm+1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x+ xy3λ(cm+1)
and
1 = λ(a1)+ λ(b1) ≤ xλ(cm+1)+ xy3.
Eliminating λ(cm+1) from these two inequalities yields 1 ≤ xy3 + x, contradicting (9).
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Thus, we have that either 1 ≤ k, ℓ < m orm < k, ℓ < n.
Suppose that 1 ≤ k, ℓ < m. It is easy to see that
λ(a1) ≤ xyλ(cm+1), λ(b1) ≤ xy2λ(c1), λ(am+1) ≤ x2λ(c1), λ(bm+1) ≤ xy2λ(cm+1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x2 + xy2λ(cm+1)
and
1 = λ(a1)+ λ(b1) ≤ xyλ(cm+1)+ xy2.
Eliminating λ(cm+1) from these two inequalities yields (1− xy2)2 ≤ x3y, contradicting (9).
Next, suppose thatm < k, ℓ < n. It is easy to see that
λ(a1) ≤ x2λ(cm+1), λ(b1) ≤ xy2λ(c1), λ(am+1) ≤ xyλ(c1), λ(bm+1) ≤ xy2λ(cm+1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ xy+ xy2λ(cm+1)
and
1 = λ(a1)+ λ(b1) ≤ x2λ(cm+1)+ xy2.
Eliminating λ(cm+1) from these two inequalities again yields (1− xy2)2 ≤ x3y, contradicting (9) and completing Case 1.5.
Case 1.6. a1 ⇒ cm+1, b1 ⇒ c1, am+1 ⇒ cm+1 and bm+1 ⇒ c1.
First, we see that k ≠ m, for otherwise am+1 = f (c1), contradicting that am+1 ⇒ cm+1. Also, ℓ ≠ m, as otherwise
b1 = g(cm+1), contradicting that b1 ⇒ c1. Thus, we have that either 1 ≤ k, ℓ < m orm < k, ℓ < n.
Suppose that 1 ≤ k, ℓ < m. It is easy to see that
λ(a1) ≤ xyλ(cm+1), λ(b1) ≤ xy2λ(c1), λ(am+1) ≤ x2yλ(cm+1), λ(bm+1) ≤ xyλ(c1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x2yλ(cm+1)+ xy
and
1 = λ(a1)+ λ(b1) ≤ xyλ(cm+1)+ xy2.
Eliminating λ(cm+1) from these two inequalities yields (1− x2y)(1− xy2) ≤ x2y2, contradicting (9).
Next, suppose thatm < k, ℓ < n. It is easy to see that
λ(a1) ≤ x2λ(cm+1), λ(b1) ≤ xy2λ(c1), λ(am+1) ≤ x2yλ(cm+1), λ(bm+1) ≤ y2λ(c1).
Then,
λ(cm+1) ≤ λ(am+1)+ λ(bm+1) ≤ x2yλ(cm+1)+ y2
and
1 = λ(a1)+ λ(b1) ≤ x2λ(cm+1)+ xy2
from which it follows that
(1− x2y)λ(cm+1) ≤ y2 and 1− xy2 ≤ x2λ(cm+1).
Eliminating λ(cm+1) from these two inequalities yields (1 − x2y)(1 − xy2) ≤ x2y2, contradicting (9) and completing
Case 1.6.
Case 1.7. a1 ⇒ cm+1, b1 ⇒ c1, am+1 ⇒ c1 and bm+1 ⇒ c1.
First, we see that ℓ ≠ m, for otherwise b1 = g(cm+1), contradicting that b1 ⇒ c1.
Next, we prove that k ≠ m. For a contradiction, assume that k = m.
Suppose ℓ = 1. Then, f (c1) = am+1 and g(c1) = b2, both being sources different from b1. Thus, b1 ⇒ c1 cannot be
realized.
Suppose ℓ = n− 1. We obtain λ(cm+1) = x2ym−2 because g(cm+1) = bm = am+2 = f 2gm−1(c1). Then, 1 = λ(a1)+λ(b1)
= λ(f (cm+1))+ λ(gfgm−1(c1)) = xλ(cm+1)+ xym = x3ym−2 + xym < x2 + y2 = 1, a contradiction.
Thus, we have that 2 ≤ ℓ ≤ n − 2. Clearly, m ≥ 3, as otherwise k = ℓ = 2 and fg(c2) = c2. If bi has multiplicity (p, q),
then i ≡ qℓ+ 1(mod m). Thus, by considering i = m+ 2, we see that ℓ is relatively prime tom. It follows that
λ(a1) = xλ(cm+1), λ(b1) ≤ xymλ(c1), λ(am+1) = xλ(c1), λ(bm+1) ≤ xymλ(c1).
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Then,
1 = λ(a1)+ λ(b1) ≤ xλ(cm+1)+ xy3 ≤ x

λ(am+1)+ λ(bm+1)
+ xy3
≤ x2 + x2y3 + xy3,
contradicting (9).
We have proved that k ≠ m ≠ ℓ, so that either 1 ≤ k, ℓ < m orm < k, ℓ < n.
Suppose that 1 ≤ k, ℓ < m. It is easy to see that
λ(a1) ≤ xyλ(cm+1), λ(b1) ≤ xy2λ(c1), λ(am+1) ≤ x2λ(c1), λ(bm+1) ≤ xyλ(c1),
so that
1 = λ(a1)+ λ(b1) ≤ xyλ(cm+1)+ xy2
≤ xyλ(am+1)+ λ(bm+1)+ xy2 ≤ x3y+ x2y2 + xy2,
contradicting (9).
Next, suppose thatm < k, ℓ < n. It is easy to see that
λ(a1) ≤ x2λ(cm+1), λ(b1) ≤ xy2λ(c1), λ(am+1) ≤ xyλ(c1), λ(bm+1) ≤ y2λ(c1),
so that
1 = λ(a1)+ λ(b1) ≤ x2λ(cm+1)+ xy2
≤ x2λ(am+1)+ λ(bm+1)+ xy2 ≤ x3y+ x2y2 + xy2,
again contradicting (9) and completing Case 1.7.
Cases 1.1–1.7 exhaust all possibilities (up to flips) for Case 1, which is now complete.
In the remaining cases, we assume that not both f and g are orientation-preserving, so, without loss of generality, we
will assume that g is orientation-reversing. Thus, 1 ≤ ℓ ≤ n and g(ci) = bℓ−i for all i. We will show that ℓ ∈ {1, 2, 3} and,
if n is odd, then ℓ ∈ {1, 2}.
Assume that n = 2m is even. If 4 ≤ ℓ = 2j ≤ n, then g(cm+j) = cm+j; and, if 5 ≤ ℓ = 2j+ 1 < n, then g2(cm+j) = cm+j.
No matter the parity of ℓ, we get a contradiction thereby showing that ℓ ∈ {1, 2, 3}.
Assume that n = 2m−1 is odd, so thatG has type II. If 4 ≤ ℓ = 2j < n, then g2(cm+j) = cm+j; and, if 3 ≤ ℓ = 2j+1 ≤ n,
then g(cm+j) = cm+j. Again, either parity of ℓ yields a contradiction, so ℓ ∈ {1, 2}.
By taking flips, we see that the analogous conclusions hold for an orientation-reversing f ; that is, k ∈ {1, 2, 3} and, if n is
odd, then k ∈ {2, 3}.
Case 2. f is orientation-preserving and g is orientation-reversing. Thus, 1 ≤ k < n and ℓ ∈ {1, 2, 3}, and then f (ci) = ak+i
and g(ci) = bℓ−i for all i.
Case 2.1. G has type II and ℓ = 1. We consider three subcases.
k = 1: Since f (cn−1) = an = b2 = g(cn−1), we get that x = y =
√
2/2. Using that e ⇒ c1 for all e, it is easy to determine
exactly what λ is and that λ = λ2.
2 ≤ k ≤ m: Since g2(c1) = b1, then λ(b1) = y2λ(c1). If k = m, then f 2g(c1) = a1 and if k < m, then fgfg(c1) = a1. Either
way, λ(a1) < x2, so that 1 = λ(a1)+ λ(b1) < (x2 + y2)λ(c1) = λ(c1), a contradiction.
m < k < n: Then g2(c1) = b1, f (c1) = a1+k, fg(c1) = ak, all of which are sources different from a1, so it is impossible to
realize a1 ⇒ c1.
Case 2.2. G has type II and ℓ = 2. We consider three subcases.
k = 1: Since f (cm) = am+1 = bm = g2(cm), we have that xλ(cm) = y2λ(cm) and then x = y2. On the other hand,
fgf 2(c1) = an = b2 = g2f (c1) and then x3y = y2, so that x3 = y, contradicting (9).
2 ≤ k ≤ m: Then, gfgf (cn) = cn, a contradiction.
m < k < n: Then, f (c1) = ak+1 and g(c1) = b1, both of which are sources different from a1, so a1 ⇒ c1 cannot be
realized.
Remark. Thus, we will assume for the rest of Case 2 that G has type I, IV or IV′ and that n = 2m.
Case 2.3. ℓ = 2 and n is even. We consider four subcases.
k = 1: Since g(cm+1) = bm+1, we get that λ(bm+1) < λ(cm+1), so G cannot have type IV′.
Suppose G has type I. Then we derive a contradiction as follows. Since am+1 = f m(c1), we get that λ(am+1) = xm. Since
f (cm+1) = am+2 = bm = g2f m−1(c1), we get that λ(cm+1) = y2xm−2. Then, λ(bm+1) = y3xm−2 since g(cm+1) = bm+1. Thus,
y2xm−2 = λ(cm+1) = λ(am+1)+ λ(bm+1) = xm + y3xm−2 implying that y2 = x2 + y3, which contradicts (9).
Next, suppose thatGhas type IV. Thenweget the samevalues forλ(am+1), λ(bm+1), λ(cm+1) as in the previous paragraph,
so we get that xm = λ(am+1) = λ(bm+1)+ λ(cm+1) = y3xm−2 + y2xm−2. Then, 1− y2 = x2 = y3 + y2, so that y = 1/ϕ and
x2 = y. It is now easy to see that λ(ai) = xi−1 for 2 ≤ i ≤ m+ 1. Ifm+ 2 ≤ i ≤ n, then λ(bi) = λ(g(cn−i+2)) = yxn−i+1 =
xn+3−i. If 2 ≤ i ≤ m, then λ(bi) = λ(g(cn−i+2)) = yxi+1 = xi+3. We can now determine exactly what λ is and see that it is λ4.
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2 ≤ k ≤ m: Then fgfg(c2) = c2, a contradiction.
m+ 1 ≤ k ≤ n− 2: Then fgfg(cm) = cm, a contradiction.
k = n − 1: Since a1 = f (c2), b1 = g(c1) and f (c1) = an = b2 = g2(c2), we have that λ(a1) = xλ(c2), λ(b1) = y and
x = y2λ(c2). From the last equation, λ(c2) = x/y2, and then 1 = λ(a1)+ λ(b1) = x2/y2 + y, contradicting (9).
Case 2.4. ℓ = 1 and n is even. We consider five subcases.
k = 1: Since f (cm+1) = am+2 = bm = g(cm+1), so that x = y =
√
2/2. It is easy to see that λ(ai) = xi−1 if
2 ≤ i ≤ m+ 1. Then it easily follows that λ(bi) = xn−iy if m+ 1 ≤ i ≤ n and that λ(bi) = xi−1y2 for 1 ≤ i ≤ m− 1. Thus
λ(am+1) = λ(bm+1) = xm and then G does not have type IV or IV′, so it has type I. It is now easy to determine exactly what
λ is and to see that λ = λ1.
k = 2: First, suppose n = 4. Since b1 = g2(c1), we get that λ(b1) = y2 and then λ(a1) = x2. Since a4 = f 2g(c1), we get
that λ(b2) = λ(a4) = x2y. We now calculate λ(c3) in twoways: λ(c3) = x since f (c3) = a1, and λ(c3) = x2 since g(c3) = b2.
Then, x = x2, contradicting (9).
Next suppose that n > 4. Since a1 = fgfg(c1) and b1 = g2(c1), we have that λ(a1) = x2y2 and λ(b1) = y2. Then,
1 = λ(a1)+ λ(b1) = x2y2 + y2, contradicting (9).
3 ≤ k ≤ m: Then fgfg(c2) = c2, a contradiction.
k = m + 1: First, suppose n = 4. Then g(c1) = b4 = c4 and g(c4) = b1, so λ(b4) = y and λ(b1) = y2. Then (9) implies
that λ(a1) = x2. Since f (c2) = a1, f (c3) = a2 = c2 and g(c3) = b2, we get that λ(c2) = x, λ(c3) = 1 and λ(b2) = y.
Also, f (c4) = a3 and g(c2) = b3, so λ(a3) = xy and λ(b3) = xy. Then (5) implies that 2xy = 1, which then gives that
x = y = √2/2. Thus λ = λ1.
Next, suppose that n > 4. Since g(cm+1) = bm and f (c1) = am+2, we get that x = λ(am+2) = λ(bm) = yλ(cm+1) and
λ(cm+1) = x/y. Since f 2gf (cm+1) = a1, then λ(a1) = x3yλ(cm+1) = x4; and since g2(c1) = b1, then λ(b1) = y2. Thus,
1 = λ(a1)+ λ(b1) = x4 + y2, contradicting (9).
m + 2 ≤ k ≤ n − 1: Since a1 = f (cn−k+1), b1 = g2(c1) and f (c1) = ak+1 = bn−k+1 = g2(cn−k+1), we
have that λ(a1) = xλ(cn−k+1), λ(b1) = y2 and x = y2λ(cn−k+1). From the last equation, λ(cn−k+1) = x/y2, and then
1 = λ(a1)+ λ(b1) = x2/y2 + y2, contradicting (9).
Case 2.5. ℓ = 3 and n is even. If G has type I, then we can apply Case 2.4 to the inversion of G and to λ∗ to conclude that
λ = λ∗1 . Thus, in the remaining six subcases, it is to be tacitly understood that G has type IV or IV′.
k = 1: First, suppose that n = 4. Since f (c3) = a4 = b2 = g(c1), we get that λ(c3) = y/x. Since fg(c3) = a1 and
gf (c1) = b1, we get that λ(a1) = y2 and λ(b1) = xy, implying that x = y and then λ(c3) = 1. But a3 = f 2(c1) and
b3 = g2(c3), so that λ(a3) = x2 = λ(b3), contradicting that G has type IV or IV′.
Next, suppose that n ≥ 6. Since a1 = fgf 2(c1) and b1 = gf (c1), we have that λ(a1) = x3y and λ(b1) = xy. Then,
1 = λ(a1)+ λ(b1) = x3y+ xy, contradicting (9).
k = 2: First, suppose n = 4. We have λ(a3) = x since a3 = f (c1). Since f 2g(c3) = a4 = b2 = g(c1), we get λ(c3) = 1/x2.
Since b3 = g2(c3), we get λ(b3) = y2/x2. If λ(a3) = λ(b3) + λ(c3), then x3 = y2 + 1, and if λ(b3) = λ(a3) + λ(c3), then
y2 = x3 + 1. Either way, (9) is contradicted, so G cannot have type IV or IV′.
Next, suppose n = 6. Since a1 = fg(c4) and f (c4) = a6 = b2 = g(c1), we get that λ(a1) = y2. Since b1 = gfgf (c1), we
get that λ(b1) = x2y2. Then, 1 = λ(a1)+ λ(b1) = y2 + x2y2, contradicting (9).
Finally, suppose n > 6. Since a1 = fgf 2gf (c1) and b1 = gfgf (c1), we have that λ(a1) = x4y2 and λ(b1) = x2y2. Then
1 = λ(a1)+ λ(b1) = x4y2 + x2y2, contradicting (9).
3 ≤ k ≤ m: Then fgfg(c3) = c3, a contradiction.
m ≤ k ≤ n− 3: Then fgfg(cm) = cm, a contradiction.
k = n− 2: If n = 4, then this is the k = 2 case already considered.
Suppose that n ≥ 6. Since am+1 = fgfg(cm+1), then λ(am+1) = x2y2λ(cm+1) < λ(cm+1), soG does not have type IV. Since
bm+1 = g2(cm+1), then λ(bm+1) = y2λ(cm+1) < λ(cm+1), so G does not have type IV′.
k = n − 1: Since f (c1) = an = b2 = g(c1), we get that x = y =
√
2/2. Since am+1 = f (cm+2) and bm+1 = g(cm+2), we
get that λ(am+1) = xλ(cm+2) = yλ(cm+2) = λ(bm+1). Therefore, G cannot have type IV or IV′. This completes Case 2.
Case 3. Both f and g are orientation-reversing. Then k, ℓ ∈ {1, 2, 3}, so a priori, there are 9 possibilities for (k, ℓ). Observe
that a flip changes (k, ℓ) into (4− ℓ, 4− k). Thus, by taking flips, we need only consider the following six subcases.
(k, ℓ) = (3, 1): If n = 4, then f (c3) = a4 = b2 = g(c3), so that x = y. If n > 4, then f 2g(c1) = an = b2 = g2f (c1) so
that x2y = xy2. Thus, for any n, we get that x = y = √2/2. We continue inductively to get λ(ai) = xi−1 = λ(bn+2−i) for
2 ≤ i ≤ m + 1. If n is even, we get that λ(am+1) = λ(bm+1), so G does not have type IV or IV′. Thus, G has type I or II. For
either type, it is easy to determine exactly what λ is and to see that λ = λ1 if G has type I and that λ = λ2 if G has type II.
(k, ℓ) = (1, 1): If n ≥ 5, then fg(c2) = c2, a contradiction. Suppose n = 4. Then, a1 = fg(c1) and b1 = g2(c1),
so λ(a1) = xy and λ(b1) = x2. Then, 1 = λ(a1) + λ(b1) = xy + x2, so (9) implies that x = y =
√
2/2. Also,
f (c1) = a4 = b2 = g(c3), so λ(c3) = x/y = 1. Now, one easily computes that λ = λ1.
(k, ℓ) = (2, 3): By the discussion immediately preceding Case 2, G does not have type II since ℓ = 3. Also, G does not
have type IV since f (cm+1) = am+1, and G does not have type IV′ since g2(cm+1) = bm+1. Thus, G has type I and then
λ(cm+1) = λ(am+1)+ λ(bm+1) = (x+ y2)λ(cm+1), so x+ y2 = 1, contradicting (9).
(k, ℓ) = (1, 3): Since ℓ = 3,G does not have type II. Since f (c1) = an = b2 = g(c1), we get x = y =
√
2/2. Since
am+1 = f 2(cm+1) and bm+1 = g2(cm+1), we get that λ(am+1) = x2λ(cm+1) = y2λ(cm+1) = λ(bm+1), soG does not have type
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IV or IV′. Thus, G has type I. We can now take an inversion of G and then apply the (k, ℓ) = (3, 1) subcase to obtain that
λ = λ∗1 .
(k, ℓ) = (2, 1): Since f (c1) = a1 and g2(c1) = b1, we get that 1 = λ(a1)+ λ(b1) = x+ y2, contradicting (9).
(k, ℓ) = (2, 2): Then, fg(c2) = c2, a contradiction.
This completes Case 3 and the proof of Theorem 2.1.
3. Characterizing 2-irreptiles
In this short section, we deduce the theorem in the introduction from Theorem 2.1.
Suppose that C is an n-gon that is divided into A and B, each of which is similar to C . If n = 3, then, as previously noted,
C is a right triangle. Now assume that n ≥ 4. Then, G = G(C, A, B) is an n-labeled graph which, we can assume, has type I,
II or IV. Without loss of generality, we assume that |c1| = 1. Thus, the usual length function is one of the normalized length
functions as described in Examples 1–3. If n = 4, then G has type I and C is a 4-gon with opposite sides of equal length, so
it is a parallelogram as in Fig. 1.
Let C1, C2, . . . , Cn be the vertices of C so that Ci is the point at which edges ci−1, ci intersect. Let γi be the angle at Ci.
Similarly, let Ai and Bi be the points at which ai−1, ai and bi−1, bi, respectively, meet, and let αi, βi be the angles of A, B at the
vertices Ai, Bi, respectively. Let ⟨f , g⟩ be a similarity pair.
G has type II and n ≥ 5: Either f is order-preserving and k = 1 or f is order-reversing and k = 3. In the first case,
f (cm) = am+1 and f (cm+1) = am+2, and in the second case f (cm) = am+2 and f (cm+1) = am+1. Either way, we get that
f (Cm+1) = Am+2, soαm+2 = γm+1. Similarly (or by taking a flip), we get thatβm = γm+1, soαm+2 = βm. Butαm+2+βm = 2π ,
so αm+2 = π , which is impossible.
G has type I and n ≥ 6: Recall that f is order-preserving and k = 1 or f is order-reversing and k = 3. Similarly, g is
order-preserving and ℓ = n− 1 or g is order-reversing and ℓ = 1.
Suppose k = 1 and ℓ = n− 1. Then, f (Ci) = Ai+1 = Ci+1 for 1 ≤ i ≤ m, and g(Ci) = Bi−1 = Ci−1 form+ 3 ≤ i ≤ n+ 2.
Thus, γ1 = γ2 = · · · = γn. But then, αn = β3. But αn + β3 = 2π , so αn = π , which is impossible.
Suppose k = 1 and ℓ = 1. Then, f (Cn−1) = An and g(Cn−1) = B3, so that αn = γn−1 = β3. But αn + β3 = 2π , so αn = π ,
which is impossible.
Suppose that k = 3 and ℓ = 1. Then f (C3) = A1, g2(C3) = B3, g(Cn) = B2 and f 2(Cn) = An, so that α1 = γ3 = β3 and
β2 = γn = αn. But then π = α1 + β2 = β3 + αn = 2π , a contradiction.
Suppose that k = 3 and ℓ = n− 1. By flipping, this reduces to k = ℓ = 1.
G has type IV and n ≥ 6: Then f is order-preserving with k = 1 and g is order-reversing with ℓ = 2. Thus,
f (Ci) = Ai+1 = Ci+1 for 1 ≤ i ≤ m and g(Ci) = B3−i = C3−i for 2 ≤ i ≤ m, so that γi = γi+1 = γ3−i for 1 ≤ i ≤ m. Thus, all
the γi’s are equal except possibly for γm+2. And then all the αi’s are equal except possibly αm+3, all the βi’s are equal except
possibly βm+1, and, moreover, they are all equal to each other. In particular, α1 = β2. Since, α1 + β2 = π , we get that all
these angles are π/2.
If n > 6, then αn = β3 = π/2; however, αn + β3 = 2π , a contradiction.
Finally, let n = 6. Then, γ5 = π + β5 = 3π/2. Since γi = π/2 if i ≠ 5, we get that C is the Golden Bee.
Acknowledgement
Two earlier versions of this paper contained many errors that were detected by an anonymous referee to whom I am
very grateful. The referee’s reports were extraordinarily detailed, thorough and useful. They greatly influenced this version
of the paper.
References
[1] Branko Grünbaum, G.C. Shephard, Tilings and Patterns, in: A Series of Books in the Mathematical Sciences, W.H. Freeman, New York, 1989.
[2] Karl Scherer, A Puzzling Journey to the Reptiles and Related Animals, Privately Published, 1987.
[3] Karl Scherer, Proof of Uniqueness for a Unique Problem, 2000. http://karl.kiwi.gen.nz/prgold2.html.
[4] Marjorie Senechal, The mysterious Mr. Ammann, Math. Intelligencer 26 (2004) 10–21.
