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This thesis studies the properties of finite automata recognizing sets of real
vectors encoded in positional notation using an integer base. We consider
both general infinite-word automata, and the restricted class of weak de-
terministic automata, used, in particular, as symbolic data structures for
representing the sets of vectors definable in the first order additive theory
of real and integer numbers.
In previous work, it has been established that all sets definable in the
additive theory of reals and integers can be handled by weak determinis-
tic automata regardless of the chosen numeration base. In this thesis, we
address the reciprocal property, proving that the sets of vectors that are
simultaneously recognizable in all bases, by either weak deterministic or
Muller automata, are those definable in the additive theory of reals and
integers.
Precisely, for weak deterministic automata, we establish that the sets of
real vectors simultaneously recognizable in two multiplicatively independent
bases are necessarily definable in the additive theory of reals and integers.
For general automata, we show that the multiplicative independence is not
sufficient, and we prove that, in this context, the sets of real vectors that
are recognizable in two bases that do not share the same set of prime factors
are exactly those definable in the additive theory of reals and integers.
Those results lead to a precise characterization of the sets of real vectors
that are recognizable in multiple bases, and provide a theoretical justification
to the use of weak automata as symbolic representations of sets.
As additional contribution, we also obtain valuable insight into the inter-
nal structure of automata recognizing sets of vectors definable in the additive
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Computers take a more and more important role in everyday life. A huge
range of applications depends on computer programs, and their errors often
lead to catastrophic effects. To avoid these consequences, it is fundamental
for developers to detect software bugs. This has prompted the development
of automated verification methods of computer systems.
A first step for verifying systems algorithmically consists in building an
abstract model of the system that has to be analyzed [CGP00]. In this work,
we consider models that are composed of a finite-state machine extended
with variables. Mathematically, those models are composed of states, each
of them characterizing a control location of the system, combined with a
value for each variable. If the set of control locations is L and the system
contains n variables whose respective domains are D1, D2, . . . , Dn, then a
state is an element of L × D1 × D2 × · · · × Dn and can thus be seen as a
vector of values. In addition, a set of initial states is defined, as well as
a reachability relation defining the ways to arrive at a state from another
one. The modelization of concurrent systems can be reduced to the same
formalism : The set of locations L becomes a set of tuples of locations, and
the reachability relation has to cover all possible interleavings.
We want to verify that the system satisfies safety properties, i.e., that
some correctness properties are satisfied for each of its reachable states.
For this purpose, a usual technique is to compute the set of reachable
states of the system, which can be done by performing a state-space explo-
ration [Wes78, Hol88]. Classically, such an exploration is done by starting
from the initial state of the program, and adding new states to the set of
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reachable states using the reachability relation, until reaching a fixpoint,
which is eventually the case when there are finitely many states.
However, when the state space is too large, this technique is not applica-
ble in practice since the number of states that have to be explored becomes
huge, and so is the time needed to perform those verifications. The situation
is the same when dealing with infinite-state systems, e.g., when unbounded
integer variables are used, or when we introduce real variables in the model
for representing the continuous flow of time of real-time systems. To solve
this problem, a possible approach is to handle sets of states symbolically
instead of explicitly [McM93]. We then have to test the safety properties
on sets of states instead of individual ones, and, to detect that a fixpoint
has been reached, a convenient solution consists in testing inclusion of the
reached set of states in the previous one.
When we restrict to applications relying on integer variables (i.e., with
respective domains equal to Z) on which linear operations are performed,
the sets that need to be represented share a common particular structure,
combining essentially linear constraints and discrete periodicities [Boi98]. If
we use real variables in addition to integer ones, i.e., when each domain Di is
either Z of R, then the structure of those sets also contains linear continuous
constraints.
Verification tools adapted to mixed integer and real programs whose op-
erations are linear thus have to be based on data structures suited for the
representation of such sets. Those data structures must have several prop-
erties. First, they need to be expressive enough, i.e., the sets of real and
integer variables combining linear constraints and discrete periodicities have
to be representable. Next, in order to be able to carry out state-space ex-
ploration, classical Boolean operations like union, intersection, complement,
Cartesian product, . . . , must be efficiently computable on the represented
sets, as well as inclusion and emptiness tests. Finally, the representation
should use only a reasonable amount of memory.
Several symbolic representation systems are currently known. A widely
used solution is to represent sets as arithmetic formulas [CH78, Pug92,
BHZ08]. An important drawback of this method is that simplifying a for-
mula into a minimal form is not easy to carry out, and so are the operations
consisting in testing if two formulas are equivalent, or in testing inclusion
between sets represented by formulas. It follows that a simple set built
from a long sequence of operations, which is usually the case in verification
applications, is generally represented in a needlessly complicated form.
A completely different approach consists in representing sets by finite
automata, which are finite-state machines able to recognize sets of words.
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To represent sets of integer numbers with an automaton, one considers
a numeration base r ∈ N>1, and defines an encoding relation that maps
positionally numbers to words on the alphabet {0, 1, . . . , r − 1}. This en-
coding can easily be extended to represent integer vectors with a fixed
dimension by words. If the language of the encodings of a set S ⊆ Zn
is regular, then it is accepted by a finite automaton which recognizes S.
It is known for a long time that this representation system permits to
represent all the sets definable in the first-order theory 〈Z,+, <, Vr〉, i.e.,
Presburger arithmetic [Pre29] extended with a base-dependent predicate
Vr(x, y) that is true if and only if y is the highest integer power of r di-
viding x [Bu¨c62, Bru85, BHMV94, WB95, Boi98, Lat05]. Intuitively, the
sets definable in Presburger arithmetic are those that can be expressed as
a finite combination of linear constraints and periodicities. This method is
thus well adapted to those sets. One of its advantages is that performing
set operations reduces to carry out the similar operations on languages, for
which there exist easy-to-implement and efficient algorithms [HMU01]. In
addition, since some forms of finite automata admit a canonical minimal
form [Hop71], this method provides a simple canonical representation of
sets.
The properties of this representation scheme have been intensively stud-
ied. In particular, the well-known Cobham’s and Semenov’s theorems state
that if a set S ⊆ Zn is simultaneously recognizable in two bases r, s ∈
N>1 that are multiplicatively independent , i.e., such that rp 6= sq for all
p, q ∈ N>0, then S is definable in the additive theory of integers 〈Z,+, <〉
without use of any base-dependent predicate [Cob69, Sem77]. It follows
that such a set is recognizable in every base. Cobham’s and Semenov’s
theorems have been generalized in several ways. Among others, one can
cite [Vil92, Fab94, Be`s97, PB97, Han98, Be`s00, Dur02, AB08, Dur08].
For representing sets definable in mixed integer and real arithmetic, and
since a real number has generally an infinite expansion, one can move to
infinite-word encodings and ω-regular languages [BBR97]. In this setting,
the base-r encodings of numbers and vectors take the form of infinite words
over the alphabet {0, 1, . . . , r − 1, ?}, where “?” is a separator symbol used
for distinguishing their integer and fractional parts. The sets recognizable
in base r are those definable in 〈R,Z,+, <,Xr〉, i.e., the first-order addi-
tive theory of mixed integer and real variables extended with a predicate
Xr(x, u, k) that is true if and only if there exists a base-r encoding of x such
that the digit at the position specified by u is equal to k [BRW98]. Similarly,
the article [JS01] gives a geometrical characterization of the subsets of [0, 1]n
recognizable in a given base.
Nevertheless, a practical limitation of this approach is the high computa-
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tional cost of some operations involving infinite-word automata, in particular
language complementation [Var07]. However, it has been shown [BJW05]
that a restricted form of automata, weak deterministic ones, actually suf-
fices for handling the sets definable in 〈R,Z,+, <〉. This theory is the addi-
tive first-order theory of mixed integer and real variables, and it is known
that one of its syntactic extensions admits a quantifier elimination proce-
dure [Wei99]. Weak automata can be manipulated with essentially the same
cost as finite-word ones [Wil93], which alleviates the problem and leads to
an effective representation of the sets of 〈R,Z,+, <〉.
Unfortunately, representing real vectors by automata still presents sev-
eral drawbacks. For example, the sets defined by linear constraints with
large coefficients are often represented in a rather inefficient way. It is thus
important to deeply understand the properties of the representation of sets
of real vectors by automata, in order to be able to improve its efficiency. In
this thesis, we give, among others, a characterization of the sets S ⊆ Rn si-
multaneously recognizable in multiple bases, either by general infinite-word
automata (i.e., not necessarily weak), or by weak deterministic ones.
1.2 Contributions
The first aim of this thesis consists in extending Cobham’s and Semenov’s
theorems to sets of real vectors by precisely characterizing the sets that are
recognizable by infinite-word automata in multiple bases.
We consider the case, relevant for practical applications, of weak deter-
ministic automata. For this kind of automata, we prove that Cobham’s and
Semenov’s theorems can be extended, i.e., that a set of real vectors is simul-
taneously recognizable by weak deterministic automata in two multiplica-
tively independent bases if and only if this set is definable in 〈R,Z,+, <〉.
This thesis also studies the sets recognized by general infinite-word au-
tomata. We establish that there exists a set of real numbers recogniz-
able in two multiplicatively independent bases, but that is not definable
in 〈R,Z,+, <〉. This shows that Cobham’s and Semenov’s theorems do not
directly generalize to general infinite-word automata recognizing sets of real
vectors. Hence, it was necessary to find an additional criterion on the bases
in which a set has to be recognizable for being definable in 〈R,Z,+, <〉.
This criterion turned out to be the following : Those bases have to admit
different sets of prime factors.
We thus establish that a set S ⊆ Rn is simultaneously recognizable in
two bases that do not share the same set of prime factors if and only if S is
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definable in 〈R,Z,+, <〉. As a corollary, such a set must then be recognizable
by a weak deterministic automaton.
Since recognizability in two multiplicatively dependent bases is equiva-
lent to recognizability in only one of them, those results provide a complete
characterization of the sets that are recognizable in multiple bases by weak
deterministic automata or by general infinite word automata. They also
lead to a theoretical justification to the use of weak deterministic automata,
by showing that the sets recognizable by general infinite-word automata in
every encoding base are exactly the same as the ones recognizable by weak
deterministic automata in every base.
As an additional contribution, we document precisely the internal struc-
ture of automata recognizing sets of vectors definable in 〈R,Z,+, <〉. This
documentation has been exploited in order to improve the efficiency of the
decision procedure for that arithmetic [BBD10].
Most of those contributions have first been published in [BB07, BBB08,
BB09, BBL09, BBB10].
1.3 Outline
Chapter 2 introduces preliminary notions about numbers, vectors, words,
automata and encodings.
In Chapter 3, we establish topological links between sets of vectors and
sets of words, we present weak deterministic automata, and we prove some
related expressiveness properties.
The problem of characterizing the sets of real vectors that are simulta-
neously recognized in multiple bases, either by weak deterministic automata
or by general ones, is introduced in Chapter 4. This chapter also provides a
reduction of this problem.
Chapters 5 and 6 respectively solve this problem for one-dimensional sets
and for multi-dimensional ones.
In Chapter 7, we use the results of Chapters 5 and 6 to characterize
the internal structure of sets of real vectors that are recognized in multiple
bases.




In this chapter, we recall preliminary notions about the representation of
numbers and vectors by finite automata. After setting notation for sets of
numbers and vectors, and recalling some background of logics, we introduce
words, automata, encodings and their properties, and automata recognizing
set of vectors. We assume that the reader is familiar with elementary set
theory.
2.1 Sets of numbers
2.1.1 Numbers and vectors
The notations N, Z, Q and R respectively represent the sets of natural num-
bers {0, 1, 2, . . .}, integer numbers {. . . ,−2,−1, 0, 1, 2, . . .}, rational numbers{
p
q
| p ∈ Z ∧ q ∈ N>0
}
, and real numbers (containing
√
2, pi, . . . ).
If S ∈ {N,Z,Q,R}, # ∈ {>,≥, <,≤, 6=}, and x ∈ R, then the notation
S#x is used to represent the set {y ∈ S | y#x}.
Example 2.1 The set of strictly positive integers is denoted by N>0. 
For numbers x, y ∈ R,
• the notation [x, y] (resp. [x, y[, ]x, y], ]x, y[) is used for representing
the set {z ∈ R | x ≤ z ≤ y} (resp. {z ∈ R | x ≤ z < y}, {z ∈ R | x <
z ≤ y}, {z ∈ R | x < z < y});
7
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• ]−∞, x] (resp. ]−∞, x[, [x,∞[, ]x,∞]) denotes the set {z ∈ R | z ≤ x}
(resp. {z ∈ R | z < x}, {z ∈ R | z ≥ x}, {z ∈ R | z > x});
• |x| denotes the absolute value of x;
• bxc denotes the greatest integer z ∈ Z such that z ≤ x;
• dxe denotes the smallest integer z ∈ Z such that z ≥ x.
For x, y ∈ Z and n ∈ N>0, the notation x ≡n y is used to specify that
x and y are congruent modulo n, i.e., that n divides the number x − y.
Similarly, x 6≡n y denotes the fact that x and y are not congruent modulo
n.
If n ∈ N>0 is a dimension and S is a set, then Sn = S × S . . .× S︸ ︷︷ ︸
n
denotes
the set of n-dimensional vectors with components in S.
When the dimension n is clear from context, we sometimes use the sym-
bol ~0 as a shorthand for (0, 0, . . . , 0︸ ︷︷ ︸
n
).
If ~v, ~v′ ∈ Sn are vectors, and i ∈ {1, 2, . . . , n} is the index of a component,
then ~v[i] denotes the ith component of ~v, and ~v~v′ represents the scalar





If m,n ∈ N>0 are dimensions and if D ⊆ R is a domain, then Dm×n is
the set of matrices with m rows and n columns, with components in D. Let
M ∈ Rm×n, and S ⊆ Rn. The set MS is defined by MS = {M~x | ~x ∈ S}.




v1 0 · · · 0





0 0 · · · vn
 .
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Let S ⊆ Rn. The affine hull of S, denoted aff(S) is
aff(S) = {~x ∈ Rn | (∃k ∈ N0)
(∃ ~x1, ~x2, . . . , ~xk ∈ S)










S is said to be an affine space if S = aff(S). Each affine space S is the trans-
lation of a vector space; the dimension of this vector space is the dimension
of S, and is denoted dim(S).
2.2 Arithmetic theories
In this section, we introduce some logical arithmetic theories that will be
used throughout this thesis. We describe those arithmetic theories by struc-
tures of first-order logic.
The structures we consider are characterized by domains Di, constants
in the domain
⋃
iDi, and relations Ri of given arities over
⋃
iDi. Formulas
are built from variables (each of these variables is associated with a domain
Di), constants and relations, and are closed under finite Boolean combi-
nations, existential and universal quantifications. If ϕ is a formula, and if
{x1, x2, . . . , xn} is the set of variables in ϕ that are not quantified, then one
can attribute a validity value to ϕ(x1, x2, . . . , xn) by fixing to the variables
x1, x2, . . . , xn values of
⋃
iDi, and by applying the usual semantic rules. If
S = {(x1, x2, . . . , xn) ∈ (
⋃
iDi)
n | ϕ(x1, x2, . . . , xn)}, then S is said to be
definable by ϕ.
2.2.1 Presburger arithmetic and additive theory of integers
Presburger arithmetic is defined by the structure 〈N,+〉 [Pre29]. The symbol
“+” denotes the ternary relation +(x, y, z) containing the tuples (x, y, z) ∈
N3 such that x + y = z. For convenience, we write in the sequel x + y = z
instead of +(x, y, z).
Example 2.2 The set {(x, y) ∈ N2 | x ≤ y} is definable in Presburger
arithmetic by the formula (∃z ∈ N)(x + z = y). Remark that the relation
x = y is definable by x + 0 = y. The set {(x, y) ∈ N2 | x < y} is also
definable.
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For a given n ∈ N>2, the relation x = x1 + x2 + . . .+ xn is definable by
(∃y1 ∈ N)(∃y2 ∈ N) . . . (∃yn−2 ∈ N)(x = x1 + y1∧ y1 = x2 + y2∧ . . .∧ yn−2 =
xn−1 + xn).
Each constant c ∈ N is definable in Presburger arithmetic. Indeed, the
constant 0 is defined by {x ∈ N | x + x = x}, the constant 1 is defined by
{x ∈ N | x > 0∧(∀y ∈ N)(y > 0⇒ y ≥ x)}, and the constant n (with n ≥ 1)
is defined by {x ∈ N | x = 1 + 1 + . . .+ 1︸ ︷︷ ︸
n
}.
The set of natural numbers that are multiples of a constant n is definable
by the formula {x ∈ N | (∃y ∈ N)(x = ny)}, where ny is an abbreviation for
y + y + . . .+ y︸ ︷︷ ︸
n
. 
It is proved in [GS66] that the sets definable in Presburger arithmetic
coincide with the semilinear sets, defined as followed.
Definition 2.3 Let n ∈ N>0 be a dimension. A set S ⊆ Nn is linear if




ci ~xi | c1, c2, . . . , cm ∈ N}.
A set S ⊆ Nn is semilinear if it can be expressed as a finite union of
linear sets. 
Theorem 2.4 ([GS66]) Let n ∈ N>0 be a dimension. A set S ⊆ Nn is
semilinear if and only if it is definable in 〈N,+〉.
In particular, the one-dimensional sets S ⊆ N that are definable in Pres-
burger arithmetic are exactly the ultimately periodic sets, i.e., the sets that
differ from a periodic subset of N only by a finite set. More formally, we
have the following corollary.
Corollary 2.5 A set S ⊆ N is definable in 〈N,+〉 if and only if there exists
k ∈ N>0 such that
(∀x ∈ N≥k)(x ∈ S ⇔ x+ k ∈ S).
Presburger arithmetic can be directly extended to the additive theory of
integers 〈Z,+, <〉. The sets definable in that theory can also be characterized
with an adapted notion of semilinear sets :
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Definition 2.6 Let n ∈ N>0 be a dimension. A set S ⊆ Zn is linear if there




ci ~xi | c1, c2, . . . , cm ∈ N}.
A set S ⊆ Zn is semilinear if it can be expressed as a finite union of
linear sets. 
2.2.2 Additive theory of reals
The additive theory of reals is defined by the structure 〈R,+, <, 1〉.
This theory admits the elimination of quantifiers [FR75]. Hence, the sets
that are definable in 〈R,+, <, 1〉 are exactly the sets that can be expressed as
finite Boolean combinations of linear constraints with rational coefficients.
As a consequence, the one-dimensional sets S ⊆ R that are definable in
〈R,+, <, 1〉 are exactly the finite unions of intervals with rational boundaries,
as noticed in [Wei99].
2.2.3 Additive theory of reals and integers
In this thesis, the additive theory of reals and integers will be used inten-
sively : It is the theory of the structure 〈R,Z,+, <〉. This theory thus
contains two domains (R and Z), which implies that each (possibly quanti-
fied) variable is either real or integer. The quantifiers that are available for
building formulas are (∀x ∈ Z), (∃x ∈ Z), (∀x ∈ R) and (∃x ∈ R).
In the following example, extracted from [BJW05], we consider a set
definable in 〈R,Z,+, <〉.
Example 2.7 The set depicted in Figure 2.1, representing a periodic tiling
of triangles, is definable in 〈R,Z,+, <〉. Indeed, it can be defined by the
formula
{(x1, x2) ∈ R2 |(∃x3, x4 ∈ R)(∃x5, x6 ∈ Z)
(x1 = x3 + 2x5 ∧ x2 = x4 + 2x6∧
x3 ≥ 0 ∧ x4 ≤ 1 ∧ x4 ≥ x3)}.






Figure 2.1: Set definable in the additive theory of reals and integers.
Remark that any set definable in 〈R,+, <, 1〉 is definable in 〈R,Z,+, <〉
as well.
2.3 Words and automata
In this section, we give basic definitions and facts about finite and infinite
words, and about different kinds of automata recognizing sets of such words.
2.3.1 Words and languages
An alphabet Σ is a finite set of symbols.
Definition 2.8 A word defined over an alphabet Σ is a (finite or infinite)
sequence of symbols of Σ.
The length of a finite word w, denoted by |w|, is the number of symbols
it contains. The unique finite word w of length |w| = 0 is the empty word,
denoted ε.
Given a finite word w1 and a (possibly infinite) word w2, the word w1w2
denotes the concatenation of w1 and w2, in that order. 
A set of words defined over a given alphabet is called a language.
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Definition 2.9 Let Σ be a given alphabet. A finite-word language (resp.
infinite-word language, or ω-language) is a (possibly infinite) set of finite
words (resp. infinite words) over Σ. 
Languages can be combined together :
Definition 2.10 The concatenation of a finite-word language L1 with a
(possibly infinite-word) language L2 is the language L1L2 = {w1w2 | w1 ∈
L1 ∧ w2 ∈ L2}.
The iterative closure (or Kleene’s closure) of a finite-word language L is
the language L∗ = {w | (∃k ∈ N)(∃w1, w2, . . . , wk ∈ L)(w = w1w2 . . . wk)}.
The abbreviation L+ stands for the language LL∗.
An operator similar to Kleene’s closure exists for generating infinite lan-
guages : If L is a finite-word language, then Lω = {w0w1w2 . . . | (∀i ∈
N)(wi ∈ L ∧ wi 6= ε)}. 
As formalized in the next definition, each infinite word w is either aperi-
odic, or ultimately periodic. Particular ultimately periodic words are purely
periodic ones.
Definition 2.11 Let Σ be an alphabet, and w ∈ Σω be an infinite word over
Σ. If there exist w1, w2 ∈ Σ∗ such that w2 6= ε and w = w1wω2 , then w is
ultimately periodic. If w1 can be set to the empty word ε, then w is purely
periodic. Otherwise, w is aperiodic. 
2.3.2 Automata
Automata are finite-state machines that are able to recognize (possibly infi-
nite) sets of words. There exist several kinds of automata, each of them rec-
ognizing words of a given nature, and having a particular expressive power.
They have been studied for a long time [Kle56, RS59, Bu¨c60, Bu¨c62, McN66].
In this section, we introduce automata adapted to finite and infinite words.
Automata on finite words
Definition 2.12 A (possibly non-deterministic) finite automaton on finite
words is, syntactically, a quintuple
(Q,Σ,∆, q0, F ),
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where
• Q is a finite set of states;
• Σ is an alphabet;
• ∆ ⊆ Q× Σ∗ ×Q is a transition relation;
• q0 ∈ Q is an initial state;
• F ⊆ Q is a set of accepting states.

In the previous definition, we restrict ourselves, but without loss of gen-
erality, to consider a unique initial state q0 instead of a set of initial states.
For states q, q′ ∈ Q and a word w ∈ Σ∗, we write (q, w, q′) ∈ ∆∗ if and
only if there exist a number k ∈ N, words w1, w2, . . . , wk ∈ Σ∗ and states
q1, q2, . . . , qk−1 such that w = w1w2 . . . wk and
{(q, w1, q1), (q1, w2, q2), (q2, w3, q3), . . . , (qk−1, wk, q′)} ⊆ ∆.
Intuitively, a finite automaton is deterministic if the reading of a word
from a given state is unique, i.e., if, for every q ∈ Q and w ∈ Σ∗, there
exists at most one state q′ ∈ Q such that (q, w, q′) ∈ ∆∗. In the sequel, for
technical reasons, we use a syntactic restriction of deterministic automata.
Formally, deterministic automata are defined as follows.
Definition 2.13 A finite automaton on finite words A = (Q,Σ,∆, q0, F ) is
said to be deterministic if, for each (q, w, q′) ∈ ∆, the following two condi-
tions hold :
• |w| = 1, and
• (∀(q1, w′, q2) ∈ ∆)((q1 = q ∧ w′ = w)⇒ q2 = q′).

In other words, the transition relation ∆ of a deterministic finite automa-
ton A = (Q,Σ,∆, q0, F ) can be expressed as a partial transition function
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δ : Q× Σ→ Q such that, for each q, q′ ∈ Q and σ ∈ Σ, (q, σ, q′) ∈ ∆ if and
only if δ(q, σ) = q′.
From the transition function of a deterministic finite automaton, one can
extend its definition, moving its domain from single symbols to words.
Definition 2.14 Let A = (Q,Σ, δ, q0, F ) be a deterministic finite automa-
ton on finite words. The function δ∗ : Q × Σ∗ → Q is defined in the fol-
lowing way : For q ∈ Q and w = σ0σ1 . . . σk−1, where σi ∈ Σ for each
i ∈ {0, 1, . . . , k − 1}, we have
δ∗(q, w) = q′
if and only if
δ(. . . δ(δ(q, σ0), σ1) . . . , σk−1) = q′.

A word w is accepted by a finite automaton on finite words A if there
exists a path in A labeled by w, ending in an accepting state.
Definition 2.15 A word w ∈ Σ∗ is accepted by a finite automaton on finite
words A = (Q,Σ,∆, q0, F ) if there exist n ∈ N, w1, w2, . . . , wn ∈ Σ∗ and
q1, q2, . . . , qn ∈ Q such that w = w1w2 . . . wn, qn ∈ F and, for each i ∈
{1, 2, . . . , n}, (qi−1, w, qi) ∈ ∆. 
Definition 2.16 The language accepted by a finite automaton on finite
words A is the set of words accepted by A, and is denoted by L(A). 
Example 2.17 Let L be the language of words, built on the alphabet {a, b},
that contain an odd number of symbols a. The language L is accepted by the
finite automaton ({1, 2}, {a, b},∆, 1, {2}), where ∆ is the set of transitions
{(1, a, 2), (1, b, 1), (2, a, 1), (2, b, 2)}.
Alternatively, this automaton is represented by the graph depicted in Fig-
ure 2.2. Circles denote states, arrows denote transitions, the initial status
of State 1 is expressed with the incoming arrow, and the accepting state is
denoted by a double-circle. 






Figure 2.2: Automaton accepting the set of finite words on the alphabet
{a, b} that contain an odd number of symbols a.
Automata on infinite words
Finite automata on finite words can be adapted to recognize sets of infinite
words. A classical set of such automata are Bu¨chi automata, and share the
syntax of finite automata on finite words.
Definition 2.18 A (possibly non-deterministic) Bu¨chi automaton is, syn-
tactically, a quintuple
(Q,Σ,∆, q0, F ),
where Q is a finite set of states, Σ is an alphabet, ∆ ⊆ Q × Σ∗ × Q is a
transition relation, q0 ∈ Q is an initial state, and F ⊆ Q is a set of accepting
states. 
Similarly to automata on finite words, the transition relation ∆ can be
extended to ∆∗.
An infinite word w is accepted by a Bu¨chi automaton A if there exists a
path in A labeled by w, and that visits infinitely often accepting states.
Definition 2.19 An infinite word w ∈ Σω is accepted by a Bu¨chi automa-
ton A = (Q,Σ,∆, q0, F ) if there exist w1, w2, . . . ∈ Σ∗ and q1, q2, . . . ∈ Q
such that w = w1w2 . . ., for each i ∈ N>0, (qi−1, wi, qi) ∈ ∆, and, for an
infinite number of values i ∈ N, qi ∈ F . 
Definition 2.20 The language accepted by a Bu¨chi automaton A is the set
of infinite words accepted by A, and is denoted by L(A). 
Example 2.21 Let L be the ω-language built on the alphabet {a, b} of the
words that end either with aω, or with bω. The language L is accepted









Figure 2.3: Automaton accepting the set of infinite words on the alphabet
{a, b} that end either with aω or with bω.
by the Bu¨chi automaton ({1, 2, 3}, {a, b},∆, 1, {2, 3}), where ∆ is the set of
transitions
{(1, a, 1), (1, b, 1), (1, a, 2), (1, b, 3), (2, a, 2), (3, b, 3)}.
Figure 2.3 contains the graph representation of this automaton. 
The following two theorems are proved in [PP04], and state that the
languages accepted by Bu¨chi automata are completely determined by their
ultimately periodic words.
Theorem 2.22 ([PP04]) Let L be a non-empty language. If L is accepted
by a Bu¨chi automaton, then L contains at least one ultimately periodic word.
Theorem 2.23 ([PP04]) Let L1 and L2 be languages accepted by Bu¨chi
automata. The languages L1 and L2 are equal if and only if they contain
the same ultimately periodic words.
It is known that the expressive power of (possibly non-deterministic)
Bu¨chi automata is strictly more important than the expressive power of de-
terministic ones. For example, it can be shown that the language of the
words built on the alphabet {a, b} and containing only finitely many occur-
rences of the symbol a is accepted by a non-deterministic Bu¨chi automaton,
but cannot be accepted by a deterministic one [Saf88].
However, there exists a class of deterministic infinite-word automata,
known as Muller automata, and that shares the expressive power of non-de-
terministic Bu¨chi automata. This class is obtained by using several sets of
accepting states, instead of only one, and by adapting the notion of accepted
word.
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Definition 2.24 A (deterministic) Muller automaton is, syntactically, a
quintuple
(Q,Σ, δ, q0, F ),
where
• Q is a finite set of states;
• Σ is an alphabet;
• δ : Q× Σ→ Q is a partial transition function;
• q0 ∈ Q is an initial state;
• F ⊆ 2Q is a set of sets of accepting states (2Q denotes the powerset
of Q, i.e., its set of subsets).

The function δ can be extended to a function δ∗, reading words instead
of single symbols.
For a word w to be accepted by a Muller automaton, the set of states
visited infinitely often during the reading of w has to be exactly a set in F .
Definition 2.25 A word w ∈ Σω is accepted by a Muller automaton A =
(Q,Σ, δ, q0, F ) if there exist σ1, σ2, . . . ∈ Σ and q1, q2, . . . ∈ Q such that
w = w1w2 . . ., for each i ∈ N>0, δ(qi−1, σi) = qi, and the set S of states that
occur infinitely many times in the sequence q1, q2, . . ., is such that S ∈ F . 
The following theorem is due to McNaughton.
Theorem 2.26 ([McN66, PP04]) An ω-language L is accepted by a (pos-
sibly non-deterministic) Bu¨chi automaton if and only if it is accepted by a
Muller automaton.
The notion of co-Bu¨chi automata will also be useful. The syntax of such
automata is exactly the one of Bu¨chi automata, but their accepting condition
specifies that accepting runs visit only finitely often accepting states, instead
of infinitely often.
Definition 2.27 A word w ∈ Σω is accepted by a co-Bu¨chi automaton
A = (Q,Σ,∆, q0, F ) if there exist w1, w2, . . . ∈ Σ∗ and q1, q2, . . . ∈ Q such
that w = w1w2 . . ., (qi−1, w, qi) ∈ ∆ for each i ∈ N>0, and qi ∈ F only for a
finite number of values i ∈ N. 
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2.3.3 Algorithms
A large set of operations can be applied to languages accepted by automata.
Theorem 2.28 ([HMU01]) Let
A1 = (Q,Σ,∆, q0, F )
and
A2 = (Q′,Σ,∆′, q′0, F ′)
be two finite automata on finite words, defined on the same alphabet Σ, and
let L1 and L2 be the languages respectively accepted by A1 and A2. There
exist algorithms for computing automata accepting the languages L1 ∪ L2,
L1 ∩ L2, L1 × L2 and L1 \ L2.
Intuitively, the algorithms of Theorem 2.28 compute a product automaton of
A1 and A2. In this automaton, the states are composed of pairs (q1, q2), with
q1 ∈ Q and q2 ∈ Q′. The transition relation and the accepting condition
need to be adapted according to the operation that is achieved.
Definition 2.29 Let Σ = Σ1 × Σ2 × · · · × Σn, with n ∈ N>1.
Let ~σ = (σ1, σ2, . . . , σn) ∈ Σ. The projection of ~σ on each component
except the ith (i ∈ {1, 2, . . . , n}) is ~σ| 6=i = (σ1, . . . , σi−1, σi+1, . . . , σn). 
Definition 2.30 Let Σ = Σ1 × Σ2 × · · · × Σn, with n ∈ N>1.
Let w ∈ Σ∗. If w = ~σ1 ~σ2 . . . ~σk, then the projection of w on each com-
ponent except the ith is w|6=i = ~σ1| 6=i ~σ2| 6=i . . . ~σk|6=i.
Let L ⊆ Σ∗. The projection of L on each component except the ith
(i ∈ {1, 2, . . . , n}) is defined as the set
L| 6=i = {w ∈ (Σ1 × · · · × Σi−1 × Σi+1 × · · · × Σn)∗ | (∃w′ ∈ L)(w = w′| 6=i)}.

Given a finite automaton on finite words A, a (possibly non-determi-
nistic) finite automaton accepting the projection of the accepted language
of A can be obtained by removing the ith component from the transition’s
labels of A. The following theorem formalizes the existence of an algorithm
performing that operation.
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Theorem 2.31 ([HMU01]) Let A = (Q,Σ1 × Σ2 × · · · × Σn,∆, q0, F ) be
a finite automaton on finite words, and let i ∈ {1, 2, . . . , n}. There exists an
algorithm that computes an automaton accepting the projection L(A)| 6=i of
the language accepted by A on each on its components, except the ith.
As noticed in the following definition and theorem, deterministic finite
automata on finite words admit canonical minimal forms.
Definition 2.32 Let A = (Q,Σ,∆, q0, F ) be a deterministic finite automa-
ton on finite words, and let L be the language accepted by A. The au-
tomaton A is minimal if and only if for each deterministic finite automaton
A′ = (Q′,Σ,∆′, q′0, F ′) accepting L, we have |Q| ≤ |Q′|. 
Theorem 2.33 ([Hop71]) Let A be a deterministic finite automaton on
finite words. A minimal deterministic finite automaton accepting the same
language as A always exists, and is unique up to isomorphism. Moreover,
there exists an algorithm that computes it.
Given a non-deterministic finite automaton A on finite words, it is pos-
sible to compute a deterministic finite automaton A′ accepting the same
language : The basic idea is that each state of A′ corresponds to a subset of
the states of A. The states of A′ are then aimed at memorizing the possible
sets of states in which A could be at a given instant of its execution.
Theorem 2.34 ([HMU01]) A finite-word language is accepted by a finite
automaton if and only if it is accepted by a deterministic finite automaton.
Moreover, this deterministic automaton is computable in time O(2n), where
n is the number of states of the non-deterministic automaton.
Some results also exist for Bu¨chi automata.
Theorem 2.35 ([Bu¨c62]) Let
A1 = (Q,Σ,∆, q0, F )
and
A2 = (Q′,Σ,∆′, q′0, F ′)
be two Bu¨chi automata, defined on the same alphabet Σ, and let L1 and L2
be the languages accepted respectively by A1 and A2. There exist algorithms
for computing Bu¨chi automata accepting the languages L1 ∪ L2, L1 ∩ L2,
L1 × L2 and L1 \ L2.
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Similarly to the case of automata on finite-words, the algorithms cited
in Theorem 2.35 intuitively perform a product construction of the automata
A1 and A2 and adapt the transition relation and the accepting condition of
the resulting automaton. However, the case L1 \L2 is practically highly non
trivial.
Definition 2.36 Let Σ = Σ1 × Σ2 × · · · × Σn, with n ∈ N>1.
Let w ∈ Σω. If w = ~σ1 ~σ2 . . ., then the projection of w on each component
except the ith is w|6=i = ~σ1|6=i ~σ2|6=i . . ..
Let L ⊆ Σω. The projection of L on each components except the ith
(i ∈ {1, 2, . . . , n}) is defined as the set
L|6=i = {w ∈ (Σ1 × · · · × Σi−1 × Σi+1 × · · · × Σn)ω | (∃w′ ∈ L)(w = w′|6=i)}.

It is possible to compute a Bu¨chi automaton accepting the projection
of the language accepted by another Bu¨chi automaton A by, intuitively,
removing the ith components from the labels of the transitions of A.
Theorem 2.37 ([Bu¨c62]) Let A = (Q,Σ1 × Σ2 × · · · × Σn,∆, q0, F ) be
a Bu¨chi automaton, and let i ∈ {1, 2, . . . , n}. There exists an algorithm
that computes a Bu¨chi automaton accepting the projection L(A)|6=i of the
language accepted by A on each on its components, except the ith.
Contrary to finite-word automata, Bu¨chi automata do not generally have
neither deterministic versions, nor minimized canonical ones [Saf88, Sta83].
Note that the problem of complementing Bu¨chi automata is solvable,
as a consequence of Theorem 2.35, but is known to be much more difficult
than the corresponding problem for finite-word automata : There do not
exist constructions that are usable in practice. The article [Var07] presents
a survey of this problem.
Finally, let us mention that co-Bu¨chi automata can always be deter-
minized. The worst-case complexity of the determinization is very similar
to the same problem for finite-word automata.
Theorem 2.38 ([KV97, MH84]) An infinite-word language is accepted
by a co-Bu¨chi automaton if and only if it is accepted by a deterministic
co-Bu¨chi automaton. Moreover, this deterministic automaton is computable
in time O(2n), where n is the number of states of the non-deterministic
automaton.
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2.4 Words representing real vectors
We have seen in the previous section that automata recognize sets of words.
In order to make them represent sets of vectors, one thus needs to encode
such vectors into words. This is the subject of the current section, in which
we will also study the properties of the encodings of numbers by words.
2.4.1 Encodings of integers and vectors of integers
Let r ∈ N>1 be a numeration base. The alphabet Σr is defined as Σr =
{0, 1, . . . , r − 1}, and each of its symbols is called a digit .
Using the classical positional encoding in base r, each natural number
n ∈ N can be encoded by a word w of sufficiently large length p ∈ N>0, that
is composed of digits in Σr. The word w = σp−1σp−2 . . . σ0, where σi ∈ Σr






The digits σp−1 and σ0 are respectively called the most significant and the
least significant digits of w.
By using the r-complement scheme, this encoding can be generalized in
order to represent signed integer numbers : The encodings of z ∈ Z<0 are
formed by the last p digits of the encodings of rp + z. The length p of z
is not fixed but has to be large enough for −rp−1 ≤ z < rp−1 to hold. As
a consequence, the most significant digit of an encoding is equal to 0 for
positive integers and to r − 1 for negative ones.
Formally, an encoding can be decoded using the following definition.
Definition 2.39 Let r ∈ N>1 be a base. A word w = σp−1σp−2 . . . σ0,
with p ∈ N>0, σp−1 ∈ {0, r − 1} and σi ∈ {0, 1, . . . , r − 1} for each i ∈







0 if σp−1 = 0;
−rp−1 otherwise .
If a word w ∈ {0, r−1}{0, 1, . . . , r−1}∗ is a r-encoding of the integer z ∈ Z,
then we write z = 〈w〉r, and we say that w encodes z in base r. 
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Algorithm 1 encodeInteger(z ∈ Z, r ∈ N>1)
1: negative← (z < 0)
2: if negative then
3: p← 1
4: while z < −rp−1 do
5: p← p+ 1
6: end while
7: z ← z + rp
8: end if
9: enc← ε
10: while z > 0 do
11: σ ← z mod r
12: enc← σ enc
13: z ← bz/rc
14: end while
15: if ¬(negative) then
16: enc← 0 enc
17: end if
18: return enc
It follows from Definition 2.39 that the first digit of an encoding, called
its sign digit , can be repeated without altering the number that is encoded,
as expressed in the following theorem.
Theorem 2.40 Let r ∈ N>1 be a base, let σ ∈ {0, r − 1} and let w ∈
{0, 1, . . . , r − 1}∗. It holds that 〈σw〉r = 〈σσw〉r.
Proof If σ = 0, then the conclusion directly follows from Definition 2.39.
On the other hand, if σ = r − 1, and if w = σ|w|−1σ|w|−2 . . . σ0, then, by
Definition 2.39,




i = 〈(r − 1)w〉r.

Algorithm 1 computes the encoding encodeInteger(z ∈ Z, r ∈ N>1) of
z in base r that has the smallest possible length.
This encoding scheme can be extended to vectors of Zn, where n ∈ N>0
is a given dimension. This extension can be achieved by extending the
used alphabet : Each symbol will represent a tuple of digits, instead of a
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single one. The digits of the components of a vector ~v ∈ Zn are then read
synchronously, provided that the encodings of the components of ~v share
the same length. This is always possible, since the most significant digit of
an encoding w of a number z ∈ Z can be repeated without altering the fact
that w encodes z, as shown in Theorem 2.40.
The encoding of vectors of integers is formalized in the following defini-
tion.
Definition 2.41 Let n ∈ N>0 be a dimension, and r ∈ N>1 be a base.
A word w = ~σp−1 ~σp−2 . . . ~σ0, with p ∈ N>0, ~σp−1 ∈ {0, r − 1}n and ~σi ∈
{0, 1, . . . , r − 1}n for each i ∈ {0, 1, . . . , p − 2} is a r-encoding of a vector
~z ∈ Zn if and only if, for each j ∈ {1, 2, . . . , n}, we have
〈 ~σp−1[j] ~σp−2[j] . . . ~σ0[j]〉r = ~z[j].
The notation 〈w〉r,n = ~z is used to mean that w is a r-encoding of ~z. 







is a 3-encoding of the vector (3, 2,−9). 
Remark that the alphabet used for encoding vectors has a size rn, which
becomes problematic when n is not restricted to have small values. A solu-
tion consists in serializing the encodings, by reading successively the digits
of the components [Boi98, WB00].
Example 2.43 The word 002100020 is a serialized 3-encoding of the vector
(3, 2,−9). 
In this thesis, we only consider encodings that are not serialized (i.e.,
that are synchronized), but our results can be adapted to serialized ones.
2.4.2 Encodings of reals and vectors of reals
Since real numbers have generally an infinite expansion in base r, one cannot
encode them positionally using only a finite sequence of digits. We will
instead use infinite words.
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Each real number x can (non necessarily uniquely) be decomposed into
x = xI + xF , where xI ∈ Z and xF ∈ [0, 1]. Using this decomposition, the
word w = wI ? wF encodes the number x, where wI is an encoding of xI
(i.e., 〈wI〉r = xI), and wF is an infinite word that encodes xF . The special
symbol ? in w is just aimed at separating the encodings of xI and xF .
This leads to the following definition.
Definition 2.44 Let r ∈ N>1 be a base. A word w = σp−1σp−2 . . . σ0 ?
σ′1σ′2 . . ., with p ∈ N>0, σp−1 ∈ {0, r − 1}, σi ∈ {0, 1, . . . , r − 1} for each
i ∈ {0, 1, . . . , p − 2}, and σ′i ∈ {0, 1, . . . , r − 1} for each i ∈ N>0 is a r-











0 if σp−1 = 0;
−rp−1 otherwise .
If a word w ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ ? {0, 1, . . . , r − 1}ω is a r-encoding
of x ∈ R, then we write x = 〈w〉r, and we say that w encodes x in base r.







For a r-encoding w = w1 ? w2 of a real number x, the finite word w1 is
called the integer part of w, and w2 its fractional part .
It is important to notice that there exist numbers that admit distinct
encodings, but with the same integer part length.
Example 2.46 The number
1
2
admits the languages of 10-encodings 0+?50ω
and 0+ ? 49ω. 
This fact is formalized in the following two theorems : The first one deals
with numbers x ∈ [0, 1]; the second one with arbitrary numbers x ∈ R.
Theorem 2.47 ([Eil74]) Let r ∈ N>1 be a base, and x ∈ [0, 1] be a frac-
tional number. The number x admits a r-encoding w = 0 ? w′, where
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w′ ∈ {0, 1, . . . , r − 1}ω. If the word w′ is not unique, and if the integer
part of w is fixed to 0, then x admits exactly two r-encodings
wH = 0 ? w
′′d0ω
and
wL = 0 ? w
′′(d− 1)(r − 1)ω,
with w′′ ∈ {0, 1 . . . , r − 1}∗ and d ∈ {1, 2, . . . , r − 1}.
When dealing with real numbers with a non-zero integer part, Theo-
rem 2.47 is directly extended into the following one.
Theorem 2.48 Let r ∈ N>1 be a base, and x ∈ R be a real number. The
number x admits a r-encoding w = σw′ ? w′′, such that σ ∈ {0, r − 1},
w′ ∈ {0, 1, . . . , r − 1}∗, w′′ ∈ {0, 1, . . . , r − 1}ω, and σ is not a prefix of w′.
The language σ+w′ ? w′′ is a subset of the language Lx of encodings of x. If
Lx 6= σ+w′ ? w′′, then either
• x = 0 and
Lx = 0
+ ? 0ω ∪ (r − 1)+ ? (r − 1)ω, or
• x ∈ Z6=0 and
Lx = σ
′+w′′′σ′′0n ? 0ω ∪ σ′+w′′′(σ′′ − 1)(r − 1)n ? (r − 1)ω,
for some n ∈ N, σ′ ∈ {0, r − 1}, w′′′ ∈ {0, 1, . . . , r − 1}∗ and σ′′ ∈
{1, 2, . . . , r − 1}, or
• x ∈ R \ Z and
Lx = σ
′+w′′′ ? w′′′′σ′′0ω ∪ σ′+w′′′ ? w′′′′(σ′′ − 1)(r − 1)ω,
for some σ′ ∈ {0, r − 1}, w′′′, w′′′′ ∈ {0, 1, . . . , r − 1}∗ and σ′′ ∈
{1, 2, . . . , r − 1}.
The r-encodings that end with 0ω are said to be high, and the ones
ending with (r − 1)ω are said to be low . If, for a given length of integer
parts, a number x admits two r-encodings (ending respectively with 0ω and
(r−1)ω as a consequence of Theorem 2.48), then such encodings are said to
be dual .
Algorithm 2 computes an arbitrarily large prefix encodeReal(x ∈ R, r ∈
N>1, p ∈ N) of an encoding of x in base r that has bxc as integer part,
encoded with the smallest possible amount of digits, and x−bxc as fractional
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Algorithm 2 encodeReal(x ∈ R, r ∈ N>1, p ∈ N)
1: enc← encodeInteger(x− bxc)
2: enc← enc ?
3: x← x− bxc
4: while p ≥ 0 do
5: σ ← brxc
6: enc← enc σ
7: x← rx− brxc
8: p← p− 1
9: end while
10: return enc
part. If x admits dual encodings, then the high one will be chosen. The
argument p specifies the required length of the prefix of the fractional part.
This encoding system generalizes to vectors ~x ∈ Rn of dimension n ∈
N>0. As in the case of integers, the idea is to encode each component
separately into a word, in such a way that these words share the same
integer-part length. One thus obtains a vector of encodings in which the
separator symbol ? occurs at the same position in each component. The
word encoding ~x reads those components one symbol at a time. Since the
separators ? are simultaneously read, the tuple ?n can be replaced by a single
symbol ?. One thus obtains an encoding of ~x as a single word wI ? xF over
the alphabet {0, 1, . . . , r−1}n∪{?}, as expressed in the following definition.
Definition 2.49 Let n ∈ N>0 be a dimension, and r ∈ N>1 be a base.
A word w = ~σp−1 ~σp−2 . . . ~σ0 ? ~σ′1 ~σ′2 . . ., with p ∈ N>0, ~σp−1 ∈ {0, r − 1}n,
~σi ∈ {0, 1, . . . , r−1}n for each i ∈ {0, 1, . . . , p−2}, and ~σ′i ∈ {0, 1, . . . , r−1}n
for each i ∈ N>0, is a r-encoding of a vector ~x ∈ Rn if and only if, for each
j ∈ {1, 2, . . . , n}, we have
〈 ~σp−1[j] ~σp−2[j] . . . ~σ0[j] ? ~σ′1[j] ~σ′2[j] . . .〉r = ~x[j].
The notation 〈w〉r,n = ~x is used to mean that w is a r-encoding of ~x. 












is a 3-encoding of the vector (3, 2,−26
3
). 
28 Chapter 2. Basic notions
2.4.3 Properties of encodings
Properties of encodings of real numbers have been studied for a long time. In
this section, adapted from [HW85], we recall results linking reals, rationals,
and periodic encodings.
The first theorem is aimed at showing that each ultimately periodic
encoding, in the sense of Definition 2.11, encodes a rational number.
Theorem 2.51 Let r ∈ N>1 be a base, and w ∈ {0, r−1}{0, 1, . . . , r−1}∗ ?
{0, 1, . . . , r−1}ω be a r-encoding. If w is ultimately periodic, then 〈w〉r ∈ Q.
Proof Since w is ultimately periodic, there exist w1 ∈ {0, r−1}{0, 1, . . . , r−





r|w2|〈w〉r = 〈w1w2 ? wω2 〉r,
r|w2|+|w3|〈w〉r = 〈w1w2w3 ? wω3 〉r.
Hence,
〈w〉r = 〈w1w2w3 ? w
ω
3 〉r − 〈w1w2 ? wω3 〉r
r|w2|(r|w3| − 1) . (2.1)
By Definition 2.44, we have 〈w1w2w3 ?wω3 〉r = 〈w1w2w3〉r+〈0?wω3 〉r, as well
as 〈w1w2 ? wω3 〉r = 〈w1w2〉r + 〈0 ? wω3 〉r. Equation 2.1 can then be rewritten
as
〈w〉r = 〈w1w2w3〉r − 〈w1w2〉r
r|w2|(r|w3| − 1) .
The conclusion follows since the numerator and the denominator of this
fraction are both integers. 
The converse of Theorem 2.51 will be tackled by decomposing the prob-
lem into three cases, depending on the value of the base r ∈ N>1. This
decomposition will give us strong properties about the respective lengths of
the period of the encoding, and of the prefix leading to the first occurrence
of the period.
The first case handles the situation where the prime factors of the de-
nominator of a rational x ∈ Q are also prime factors of the base r.
Theorem 2.52 Let r ∈ N>1 be a base, and let {q1, q2, . . . , qn} be the set of
prime factors of r. Suppose that r = qi11 q
i2
2 . . . q
in
n . Let x ∈ Q be such that




, p ∈ Z6=0, q ∈ N>0, and gcd(|p|, q) = 1. If there exist j1, j2, . . . , jn ∈
N such that q = qj11 q
j2
2 . . . q
jn
n , then there exists a r-encoding w ∈ {0, r −
1}{0, 1, . . . , r−1}∗?{0, 1, . . . , r−1}ω such that w ends with 0ω. Furthermore,
the smallest finite word w2 such that w = w1 ? w20















is the smallest one such that rmx ∈ Z. 
Before considering other situations, let us show that, reciprocally, each




where q is a product of factors of the base r.
Theorem 2.53 Let r ∈ N>1 be a base, let S = {q1, q2, . . . , qn} be the set of
prime factors of r, and let x ∈ R. If x admits a r-encoding ending with 0ω,
then there exist p ∈ Z6=0, q ∈ N>0 such that x = p
q
, gcd(|p|, q) = 1 and the
set the prime factors of q is included in S.
Proof Since x admits an encoding ending with 0ω, there exist finite words
w1 ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ and w2 ∈ {0, 1, . . . , r − 1}∗ such that x =





The conclusion follows by reducing this fraction. 
By combining Theorems 2.52 and 2.53, we obtain the following result.
Corollary 2.54 Let r ∈ N>1 be a base, let {q1, q2, . . . , qn} be the set of






2 . . . q
in
n
| p ∈ Z, i1, i2, . . . , in ∈ N
}
.
A number x ∈ R belongs to S if and only if x admits a r-encoding ending
with 0ω.
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Next, we consider rationals with denominators that are relatively prime
with the base r.
The following lemma, which is a classical result of number theory, will
be useful.
Lemma 2.55 ([HW85]) Let m,n ∈ N be two relatively prime numbers.
There exists k ∈ N>0 such that nk ≡m 1.
Theorem 2.56 Let r ∈ N>1 be a base, and let x ∈ Q be such that x = p
q
,
p ∈ Z6=0, q ∈ N>0, and gcd(|p|, q) = 1. If gcd(q, r) = 1, then there exist an
encoding w ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ ? {0, 1, . . . , r − 1}ω and two finite
words w1, w2 6= ε such that w = w1 ? wω2 and 〈w〉r = x. Moreover, the
smallest such w2 cannot be equal to 0, and has a length equal to the smallest
k ∈ N>0 such that rk ≡q 1.
Proof By Lemma 2.55, and since r and q are relatively prime numbers,
there exists k ∈ N>0 such that rk ≡q 1. Suppose that k has its smallest
possible value, i.e., that for all k′ ∈ N>0 such that k′ < k, we have rk′ 6≡q 1.











Since mp ∈ Z, the fractional parts of x and rkx are identical. By the en-
coding scheme, we then have that the encoding of x given by Algorithm 2,
called with a sufficiently large expected precision, ends with a purely peri-
odic fractional part, with period of length k. Moreover, the period cannot
be equal to 0k, since this encoding would then end with 0ω, which would
contradict Corollary 2.54.
It remains to show that this length is the smallest possible one. By
contradiction, suppose that there exist w1 ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ and
w2 ∈ {0, 1, . . . , r − 1}+ such that |w2| < k and
x = 〈w1 ? wω2 〉r.
We also have




r|w2| − 1 .
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Since x is equal to the reduced fraction
p
q
, the denominator q divides r|w2|−1.
That leads to a contradiction since k is the smallest number such that rk ≡q
1. 
Finally, we will consider rationals such that the sets of prime factors of
the denominators of their reduced fractions contain at the same time factors
of the base r and numbers that are relatively prime with r.
Theorem 2.57 Let r ∈ N>1 be a base, and let {q1, q2, . . . , qn} be the set of
prime factors of r. Suppose that r = qi11 q
i2
2 . . . q
in









q = qj11 q
j2
2 . . . q
jn
n Q
with gcd(Q, r) = 1, then the smallest words w1, w2 such that
• w1 ∈ {0, 1, . . . , r − 1}∗,
• w2 ∈ {0, 1, . . . , r − 1}+,
• there exists w ∈ {0, r − 1}{0, 1, . . . , r − 1}∗, and









|w2| is the smallest k ∈ N>0 such that rk ≡Q 1.













where p′ ∈ Z. By the division algorithm, the number p′ can be expressed as
p′ = p1Q+ p2,
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where p1 ∈ Z, p2 ∈ N, 0 < p2 < Q and gcd(p2, Q) = 1. We have




Since p1 ∈ Z and gcd(p2, Q) = 1, then, by Theorem 2.56, there exist w ∈
{0, r − 1}{0, 1, . . . , r − 1}∗ and w′ ∈ {0, 1, . . . , r − 1}+ such that
rmx = 〈w ? (w′)ω〉r
and |w′| is the smallest k ∈ N>0 such that rk ≡Q 1. Moreover, w′ has the
smallest possible length.
The conclusion follows by remarking that an encoding of x can be ob-
tained from w ? (w′)ω by shifting the separator ? leftwise by m positions.

Theorems 2.52, 2.56 and 2.57 cover all possible rationals. A corollary is
then the following.
Corollary 2.58 Let r ∈ N>1 be a base, and x ∈ Q be a rational number.
There exists a ultimately periodic r-encoding w ∈ {0, r−1}{0, 1, . . . , r−1}∗?
{0, 1, . . . , r − 1}ω such that 〈w〉r = x.
Finally, Theorem 2.51 and Corollary 2.58 lead to the following corollary.
Corollary 2.59 Let r ∈ N>1 be a base, and let x ∈ R. The number x
admits a ultimately periodic r-encoding if and only if x ∈ Q.
Taking into account Definition 2.49, this result can directly be extended
to the following one.
Corollary 2.60 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and let
~x ∈ Rn. The vector ~x admits a ultimately periodic r-encoding if and only if
~x ∈ Qn.
2.5 Automata recognizing sets of vectors
We have seen that vectors of integers or of reals can be encoded as words.
Automata are thus able to represent languages of encodings, i.e., sets of
vectors of numbers.
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2.5.1 Definitions
Numbers admit infinitely many encodings. In particular, by Theorem 2.40,
their sign digits can be repeated at will. Moreover, Theorem 2.48 expresses
that, for some real numbers, there exist distinct encodings with the same
integer part length. To represent sets of vectors by languages of words,
we thus have to choose the encodings that will form those languages. A
natural choice consists in keeping all encodings. With this technique, some
operations on sets, like conjunctions and disjunctions, directly correspond
to operations on languages accepted by automata, for which simple and
efficient algorithms generally exist. Another advantage of using automata
to represent sets of vectors is that some classes of automata can be mini-
mized into a canonical form. Hence, the equality test of sets represented by
automata can be efficiently implemented.
Definition 2.61 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
S ⊆ Zn be a set of vectors of integers. A Number Decision Diagram (NDD)
recognizing S in base r is a finite automaton on finite words A such that
L(A) = {w ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ | 〈w〉r,n ∈ S}.
The set S is said to be r-recognizable, and A recognizes S in base r. 
Definition 2.62 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
S ⊆ Rn be a set of vectors of reals. A Real Vector Automaton (RVA)
recognizing S in base r is a Bu¨chi automaton A such that
L(A) ={w ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ ? ({0, 1, . . . , r − 1}n)ω |
〈w〉r,n ∈ S}.
The set S is said to be r-recognizable, and A recognizes S in base r.
When using Muller automata instead of Bu¨chi ones, which can be done
without loss of generality by Theorem 2.26, then we obtain Muller RVA. 
2.5.2 Expressiveness
In this section, we study logical characterizations of the r-recognizable sets
of vectors of integers, and of the r-recognizable sets of vectors of reals.
The main results are that those sets are exactly the sets definable in base-
dependent extensions of Presburger arithmetic, and of the additive theory
of reals and integer, introduced in Sections 2.2.1 and 2.2.3.
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The following two theorems characterize the r-recognizable sets of integer
vectors. Actually, those theorems were originally proved for sets of natural
numbers, but can trivially be generalized to sets of integer vectors.
Theorem 2.63 ([Bu¨c62, Bru85, BHMV94]) Let n ∈ N>0 be a dimen-
sion and r ∈ N>1 be a base. A set S ⊆ Zn is r-recognizable if and only if it
is definable in the structure
〈Z,+, <, Vr〉,
where Vr(x, u) is defined as the predicate that holds if and only if u is the
greatest power of r that divides x if it exists, and 0 otherwise.
Theorem 2.64 ([BHMV94]) Let n ∈ N>0 be a dimension, r ∈ N>1 be a
base, ` ∈ N>0, and S ⊆ Zn. The set S is r-recognizable if and only if it is
r`-recognizable.
The intuition behind this result is the following : A r-encoding can be
obtained from a r`-encoding by simply replacing its digits by sequences of `
digits. The reading of a transition in a NDD recognizing a set S in base r`
thus corresponds to the reading of ` transitions in a NDD recognizing S in
base r, and conversely.
Similar results hold for sets of real vectors.
Theorem 2.65 ([BRW98]) Let n ∈ N>0 be a dimension and r ∈ N>1 be
a base. A set S ⊆ Rn is r-recognizable if and only if it is definable in the
structure
〈R,Z,+, <,Xr〉,
where Xr(x, u, k) is the predicate that holds if and only if u is an integer
power of the base r, and there exists an encoding of x such that the digit
at the position specified by u, i.e. at the position logr(u) with respect to the
symbol ?, is equal to k, where k ∈ {0, 1, . . . , r − 1}.
The idea behind the proof of Theorem 2.65, presented in [BRW98], is
that, given a RVA A, each of its states can be encoded by a symbol in a
finite alphabet. Hence, each execution of A can be represented by an infinite
word, which can be seen as an encoding of a vector of reals. One then shows
that it is possible to build a formula of 〈R,Z,+, <,Xr〉 that specifies that a
given execution accepts an encoding of a real number.














Figure 2.4: RVA representing the set of integer powers of a base r ∈ N>1.
Let Vr(x, u) be the generalization to R2 of the predicate defined in The-
orem 2.63. It has been shown [Bru06] that the structure 〈R,Z,+, <,Xr〉 is
equivalent to the structure 〈R,Z,+, <, Vr〉, in the sense that each formula
definable in 〈R,Z,+, <,Xr〉 is definable in 〈R,Z,+, <, Vr〉, and reciprocally.
The theories 〈R,Z,+, <,Xr〉 and 〈R,Z,+, <, Vr〉 are strictly more ex-
pressive than the additive theory of reals and integers 〈R,Z,+, <〉. Indeed,
in particular, they make it possible to define sets including non-linear peri-
odicities. For instance, the set Pr of integer powers of the base r is defined
in 〈R,Z,+, <,Xr〉 by the formula
{x ∈ R | Xr(0, x, 0)}.
Alternatively, Pr is recognized in base r by the automaton depicted in Fig-
ure 2.4.
The following theorem states that the expressiveness of RVA is not af-
fected when the base r is replaced by one of its powers r`, with ` ∈ N>0. Its
proof establishes that the predicate Xr(x, u, k) can be expressed in terms
of Xr`(x, u, k), and reciprocally. Indeed, intuitively, testing the value of the
digit at a given position in an encoding in base r` can be reduced to the test
of ` digits in base r, and conversely.
Theorem 2.66 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, ` ∈ N>0,
and S ⊆ Rn. The set S is r-recognizable if and only if it is r`-recognizable.
Proof By Theorem 2.65, it suffices to establish that the structures
〈R,Z,+, <,Xr〉
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and
〈R,Z,+, <,Xr`〉
are equivalent. This can be achieved by showing that the sets {(x, u, k) ∈
R3 | Xr`(x, u, k)} and {(x, u, k) ∈ R3 | Xr(x, u, k)} are respectively definable
in the structures 〈R,Z,+, <,Xr〉 and 〈R,Z,+, <,Xr`〉.
First, in order to express the predicateXr(x, u, k) in terms ofXr`(x, u, k),
one needs to consider the possible positions of u with respect to the greatest
power of r` lower than or equal to u, since u is not necessarily a power of
r`. Formally,














Expressing Xr`(x, u, k) in terms of Xr(x, u, k) is more tricky, due to dual
encodings, and requires to define three additional auxiliary predicates.
• Gr(x, u) is true if and only if x 6= 0, x admits dual encodings, and u
is the greatest integer power of r such that there exist two encodings
of w in which the digits at the position specified by u are different. It
can be defined by
{(x, u) ∈ R2 | Gr(x, u)} =








((u′ > u ∧Xr(x, u′, k′) ∧Xr(x, u′, l′))⇒
k′ = l′))}.
• XHr (x, u, k) is true if and only if Xr(x, u, k) is true and either if x does
not admit dual encodings, or if k is the digit at the position specified














Figure 2.5: RVA representing in a base r ∈ N>1 the set of integer powers of
r`, with ` ∈ N>0.
by u of a high encoding of x. It can be defined by
{(x, u, k) ∈ R3 | XHr (x, u, k)} =
{(x, u, k) ∈ R3 |
Xr(x, u, k) ∧ ((x = 0 ∧ k = 0)∨
(x 6= 0 ∧ (∀u ∈ R)(¬Gr(x, u)))∨
(∃u′ ∈ R)(Gr(x, u′)∧
((u > u′) ∨ (u = u′ ∧Xr(x, u, k − 1)) ∨ (u < u′ ∧ k = 0))))}.
• XLr (x, u, k) is true if and only if Xr(x, u, k) is true and either if x does
not admit dual encodings, or if k is the digit at the position specified
by u of a low encoding of x. It can be defined by
{(x, u, k) ∈ R3 | XLr (x, u, k)} =
{(x, u, k) ∈ R3 |
Xr(x, u, k) ∧ ((x = 0 ∧ k = r − 1)∨
(x 6= 0 ∧ (∀u ∈ R)(¬Gr(x, u)))∨
(∃u′ ∈ R)(Gr(x, u′)∧
((u > u′) ∨ (u = u′ ∧Xr(x, u, k + 1)) ∨ (u < u′ ∧ k = r − 1))))}.
• Pr`(u) is true if and only if u is an integer power of r`. By Theo-
rem 2.65, it is definable in 〈R,Z,+, <,Xr〉 since it is recognized by the
RVA given in Figure 2.5.
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In the definitions of XHr (x, u, k) and X
L
r (x, u, k), the number 0 is handled
as a particular case, since it is the only number x that admits dual encoding
but is such that Gr(x, u) is false for each possible value of u.
For k ∈ {0, 1, . . . , r`− 1}, let k`−1k`−2 . . . k0 denote its r-encoding of size
` (with k`−1, k`−2, . . . , k0 ∈ {0, 1, . . . , r − 1}).
The predicate Xr`(x, u, k) can now be expressed in terms of Xr :{














Using the following definition, Theorem 2.66 admits an important corol-
lary.
Definition 2.67 Two numbers r, s ∈ N>1 are multiplicatively independent
if and only if rp 6= sq for all p, q ∈ N>0. 
Corollary 2.68 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be multiplicatively
dependent bases, and S ⊆ Rn. The set S is r-recognizable if and only if it
is s-recognizable.
Proof By Definition 2.67, there exist p, q ∈ N>0 such that rp = sq.
By Theorem 2.66, S is r-recognizable if and only if it is rp-recognizable.
Using a second time this theorem, and since rp = sq, this condition holds if
and only if S is s-recognizable. 
To conclude this section, the following theorem states that if two r-
recognizable subsets of Rn coincide over Qn, then they are equal.
Theorem 2.69 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
S1, S2 ⊆ Rn be two r-recognizable sets. If S1 ∩Qn = S2 ∩Qn, then S1 = S2.
Proof This is an immediate consequence of Theorem 2.23 and Corolla-
ry 2.60. 
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2.5.3 Algorithms
The algorithms cited in Section 2.3.3 can be adapted to perform set op-
erations on RVA. The only differences rely in the fact that the automata
obtained from those operations have to accept all the encodings of the vec-
tors they represent.
Let n1, n2 ∈ N>0 be dimensions, r ∈ N>1 be a base, and A1,A2 be RVA
respectively representing sets S1 ⊆ Rn1 and S2 ⊆ Rn2 .
If n1 = n2, then RVA representing the union S1 ∪ S2, the intersection
S1∩S2 and the difference S1 \S2 can be obtained by computing respectively
the union, the intersection and the difference of the Bu¨chi automata A1 and
A2, without any adaptation of the algorithms.
To build an automaton representing the Cartesian product S1 × S2, the
algorithm given in Section 2.3.3 has to map the transitions labeled by (?, ?)
into one transition labeled by ?. Transitions labeled by (σ, ?), or by (?, σ′),
where σ ∈ {0, 1, . . . , r− 1}n1 and σ′ ∈ {0, 1, . . . , r− 1}n2 have to be deleted.
The projection of a set of vectors S ⊆ Rn on each of their components
except the ith (i ∈ {1, 2, . . . , n}) is defined by
S|6=i = {(x1, . . . , xi−1, xi+1, . . . , xn) ∈ Rn−1 |
(∃xi ∈ R)((x1, . . . , xi−1, xi, xi+1, . . . , xn) ∈ S)}.
By using the algorithm on languages, and by defining that the projection of
the symbol ? is itself, one obtains a language that may not accept all the
encodings of the vectors it represents.
Example 2.70 The language of 2-encodings of the set S = {(0, 2)} ⊂ R2 is
(0, 0)+(0, 1)(0, 0) ? (0, 0)ω ∪ (0, 0)+(0, 1) ? (0, 1)ω∪
(1, 0)+(1, 1)(1, 0) ? (1, 0)ω ∪ (1, 0)+(1, 1) ? (1, 1)ω,
and the projection of this language that eliminates the second component is
equal to
0+00 ? 0ω ∪ 0+0 ? 0ω ∪ 1+11 ? 1ω ∪ 1+1 ? 1ω = 0+0 ? 0ω ∪ 1+1 ? 1ω,
which does not contain the encodings 0 ? 0ω and 1 ? 1ω. 
A solution exists for tackling this problem, and consists in considering all
vectors of digits ~a ∈ {0, r − 1}n and in detecting, with an exploration that
begins at the initial state of the automaton, the states that are reachable
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by the reading of words ~ai, with i ∈ N>0. Then, for each reached state s,
one adds the transition (q0,~a, s), where q0 is the initial state of the automa-
ton [Boi98]. When using serialized encodings, there exists a more efficient
algorithm [BL04].
To conclude this section, let us mention that there exists an efficient
way, given a dimension n ∈ N>0, a vector ~a ∈ Zn and a number b ∈ Z, for
building a RVA representing the set {~x ∈ Rn | ~a~x ≤ b}. This algorithm is
presented in [BRW98].
2.5.4 Cobham’s and Semenov’s theorems
This section gives the characterization, due to Cobham for the one-dimen-
sional case and to Semenov for the multi-dimensional case, of the sets of
integer vectors that are simultaneously recognizable in several bases. This
characterization was originally developed for sets of non-negative integer
vectors, but can be directly generalized to integer vectors.
Theorem 2.71 ([Cob69]) Let r, s ∈ N>1 be multiplicatively independent
bases, and let S ⊆ N (resp. S ⊆ Z). The set S is simultaneously r- and
s-recognizable if and only if S is definable in 〈N,+〉 (resp. in 〈Z,+, <〉).
Theorem 2.72 ([Sem77]) Let r, s ∈ N>1 be multiplicatively independent
bases, and let S ⊆ Nn (resp. S ⊆ Zn). The set S is simultaneously r- and
s-recognizable if and only if S is definable in 〈N,+〉 (resp. in 〈Z,+, <〉).
The possible subsets S ⊆ Zn can thus be classified into three distinct
groups. A set S is either
• not r-recognizable for any r ∈ N>1,
• r- and s-recognizable for multiplicatively independent bases r, s ∈ Z>1.
By Theorems 2.71, 2.72 and 2.63, such sets are recognizable in every
base r ∈ N>1,
• or recognizable only in multiplicatively dependent bases. Indeed, a
corollary of Theorem 2.64 states that, given two bases r, s ∈ N>1 that
are multiplicatively dependent, a set S ⊆ Zn is r-recognizable if and
only if it is s-recognizable [BHMV94].
Chapter 3
Weak deterministic automata
The first objective of this chapter is to present weak deterministic automata,
which is a particular subclass of Bu¨chi automata, for which there exist effi-
cient manipulation algorithms. The languages accepted by those automata
admit a topological characterization that can be connected to the topology
of the sets that are represented. Some links between weak deterministic
automata and topology of sets of vectors were established in [BJW05]. As
original contributions, we prove additional links, needed in the next chap-
ters, and we demonstrate closure properties of the sets recognizable by weak
deterministic automata.
Before introducing weak deterministic automata, we begin by giving
some notions of topology.
3.1 Topologies of ω-words and real vectors
In this section, we recall some notions about topology, which is a useful tool
for reasoning about the properties of sets of words and numbers [PP04].
3.1.1 General concepts
Given a set S, either of words or of numbers, a distance d(x, y) defined on
this set induces a metric topology on the subsets of S.
Definition 3.1 Let S be a set. A function d : S2 → R≥0 is a distance on
S if the three following conditions hold :
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• (∀x, y ∈ S)(d(x, y) = 0⇔ x = y);
• (∀x, y ∈ S)(d(x, y) = d(y, x));
• (∀x, y, z ∈ S)(d(x, z) ≤ d(x, y) + d(y, z)).

Definition 3.2 Let S be a set, and d be a distance on S. A neighborhood
of a point x ∈ S with respect to ε ∈ R>0 is the set
Nε(x) = {y ∈ S | d(x, y) < ε}.

Definition 3.3 Let S be a set, and d be a distance on S. A set S′ ⊆ S is
said to be open with respect to d if for all x ∈ S′, there exists ε ∈ R>0 such
that Nε(x) ⊆ S′. 
Definition 3.4 Let S be a set, and d be a distance on S. A set S′ ⊆ S is
said to be closed with respect to d if its complement with respect to S, i.e.,
S \ S′, is open. 
Theorem 3.5 Let S be a set, and d be a distance on S. A set S′ ⊆ S
is closed with respect to d if and only if S′ contains the limits of all its
converging sequences of elements.
Given a domain and a distance defined on this domain, the following
notations will be used :
• F is the class of closed sets;
• G is the class of open sets;
• Fσ is the class of countable unions of closed sets;
• Gδ is the class of countable intersections of open sets.
Other classes can be defined from these notations : The class B(F ) =
B(G) contains the finite Boolean combinations of open and closed sets,
whereas Fσ ∩ Gδ is the class of sets that can be expressed as countable
unions of closed sets as well as countable intersections of open sets.








Figure 3.1: First levels of the Borel hierarchy in a metric topology.
Those classes of sets form the first levels of the Borel hierarchy. In
a metric topology, this hierarchy states that F and G are subclasses of
B(F ) = B(G), which is itself a subclass of Fσ ∩ Gδ. The first levels of the
Borel hierarchy are schematized in Figure 3.1, taken from [BJW05], where
an arrow between classes indicates proper inclusion.
The following two theorems will be useful.
Theorem 3.6 Let S1, S2 be two sets. If S1, S2 both belong to Gδ, then
S1 ∪ S2 belongs to Gδ.
Proof The sets S1 and S2 are both in the topological class Gδ. That means

















Without loss of generality, those two countable intersections can be sup-
posed decreasing, i.e., for each i ∈ N, Gi+1 ⊆ Gi. Indeed, one can, if
necessary, take intersections, because the finite intersections of open sets
are open.
Under this assumption, let us prove that




which will be sufficient since the unions of open sets are open.
Let x ∈ S1 ∪ S2. One either has x ∈ Gi for each i ∈ N, or x ∈ G′i for
each i ∈ N. Hence, x ∈ ⋂i∈N(Gi ∪G′i).
On the other hand, let x ∈ ⋂i∈N(Gi∪G′i). For an infinite subset N ⊆ N,







i are decreasing, belonging to an infinite
number of Gi (or G
′
i) is equivalent to belonging to all of them. It follows
that x ∈ S1 or x ∈ S2. 
Theorem 3.7 Let S be a set, and S1, S2 be subsets of S. If S1 and S2 both
belong to Fσ, then S1 ∩ S2 belongs to Fσ.
Proof The sets S1 and S2 both belong to Fσ. By duality, their complements
S \ S1 and S \ S2 are in Gδ. By Theorem 3.6, the union (S \ S1) ∪ (S \ S2)
is also in Gδ. Hence, by duality, the set S1 ∩ S2 belongs to Fσ. 
3.1.2 Topology of infinite words
Definition 3.8 Let Σ be an alphabet. The distance between infinite words




| common(w,w′)|+ 1 if w 6= w
′
0 if w = w′,
where | common(w,w′)| denotes the length of the longest common prefix of
w and w′. 
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This distance induces a topology on Σω.
Example 3.9 On the alphabet {0, 1, . . . , 9, ?}, we have
• d(0438 ? 394(23)ω, 93 ? 290ω) = 1;




The notion of dense oscillating sequence property will be useful in the
sequel.
Definition 3.10 ([BJW05]) Let Σ be an alphabet, and L ⊆ Σω be an ω-
language. The language L satisfies the dense oscillating sequence property
if,
w1, w2, w3, . . . ∈ Σω
being infinite words, and
ε1, ε2, ε3, . . . ∈ R>0
being positive values, one has that
∃w1∀ε1∃w2∀ε2∃w3∀ε3 . . .
such that d(wi, wi+1) ≤ εi for all i ∈ N>0, wi ∈ L for all odd i, and wi /∈ L
for all even i. 
3.1.3 Topology of real vectors
The classical Euclidean distance will be used as distance between real vec-
tors.
Definition 3.11 Let n ∈ N>0 be a dimension. The (Euclidean) distance
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In the topology of the sets of real vectors induced by the Euclidean
distance, a notion of dense oscillating property can be defined in the same
way as for infinite words.
Definition 3.12 Let n ∈ N>0 be a dimension, and S ⊆ Rn be a set of real
vectors. The set S satisfies the dense oscillating sequence property if,
~x1, ~x2, ~x3, . . . ∈ Rn
being real vectors and
ε1, ε2, ε3, . . . ∈ R>0
being positive values, one has that
∃ ~x1∀ε1∃ ~x2∀ε2∃ ~x3∀ε3 . . .
such that d(~xi, ~xi+1) ≤ εi for all i ∈ N>0, ~xi ∈ S for all odd i, and ~xi /∈ S
for all even i. 
The following theorems give closure properties of the class Fσ ∩ Gδ of
the topology of real vectors.
Theorem 3.13 Let n ∈ N>0 be a dimension, and S1, S2 ⊆ Rn. If the sets
S1 and S2 both belong to Fσ ∩Gδ, then S1 ∪ S2 belongs to Fσ ∩Gδ as well.
Proof First, the sets S1 and S2 both belong to Fσ. Their union is thus
a union of two countable unions of closed sets, which is itself a countable
union of closed sets, i.e., a Fσ set. Next, the sets S1 and S2 both belong to
Gδ. By Theorem 3.6, their union is a Gδ set. 
Theorem 3.14 Let n ∈ N>0 be a dimension, and S1, S2 ⊆ Rn. If the sets
S1 and S2 both belong to Fσ ∩Gδ, then S1 ∩ S2 belongs to Fσ ∩Gδ as well.
Proof First, the sets S1 and S2 both belong to Fσ. By Theorem 3.7, their
intersection is a Fσ set. Next, the sets S1 and S2 both belong to Gδ. Their
intersection is thus an intersection of two countable intersections of open
sets, which is itself a countable intersection of open sets, i.e., a Gδ set. 
Theorem 3.15 Let n ∈ N>0 be a dimension, and S ∈ Rn. If the set S
belongs to Fσ ∩Gδ, then its complement Rn \ S belongs to Fσ ∩Gδ as well.
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Proof The set S belongs to Fσ (resp. Gδ). It follows by duality that its
complement Rn \ S belongs to Gδ (resp. Fσ). 
Theorem 3.16 Let n ∈ N>0 be a dimension, and S1, S2 ⊆ Rn. If the sets
S1 and S2 both belong to Fσ ∩Gδ, then S1 \ S2 belongs to Fσ ∩Gδ as well.
Proof Since S1 \ S2 = S1 ∩ (Rn \ S2), this theorem directly follows from
Theorems 3.14 and 3.15. 
Theorem 3.17 Let n ∈ N>0 be a dimension, S ⊆ Rn, C ∈ Qn×n such that
det(C) 6= 0, and ~a ∈ Qn. If S belongs to Fσ∩Gδ, then the set CS+~a belongs
to Fσ ∩Gδ as well.
Proof Since C is non-singular, the operation ~x 7→ C~x + ~a is bijective. In
addition, it is continuous, as well as its inverse. Hence, it preserves open
and closed sets [Bou71].
On the one hand, S ∈ Fσ, i.e, S =
⋃
i∈N Fi, where Fi is closed for each
i ∈ N. It follows that CS + ~a = ⋃i∈N(CFi + ~a) is also a Fσ set.
On the other hand, S ∈ Gδ. By duality, its complement Rn \ S is in Fσ.
Thus, C(Rn \ S) + ~a ∈ Fσ, and CS + ~a ∈ Gδ. 
Theorem 3.18 Let n,m ∈ N>0 be dimensions, and S ⊆ Rn. If the set S is
open (resp. closed), then the set S × Rm is open (resp. closed) as well.
Proof Suppose that S is open. Let ~x ∈ S × Rm. By definition, there exist
~y ∈ S and ~z ∈ Rm such that ~x = (~y, ~z). Since S is open, there exists
ε ∈ R>0 such that Nε(~y) ⊆ S. The neighborhood Nε(~x) of ~x is such that
Nε(~x) ⊆ S × Rm. Hence, the set S × Rm is open.
Now, suppose that S is closed, i.e., that its complement Rn \ S is open.
We have S × Rm = Rn+m \ ((Rn \ S) × Rm). Since Rn \ S is open, and by
the first part of the proof, the set S×Rm is the complement of an open set,
i.e., a closed set. 
Theorem 3.19 Let n,m ∈ N>0 be dimensions, S1 ⊆ Rn, and S2 ⊆ Rm. If
the sets S1 and S2 both belong to Fσ∩Gδ, then the Cartesian product S1×S2
belongs to Fσ ∩Gδ as well.
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Proof Since the sets S1 and S2 both belong to Fσ and to Gδ, there exist





























By Theorem 3.18, the sets Fi × Rm and F ′i × Rm are closed for each
i ∈ N. Similarly, Gi × Rm and G′i × Rn are open for each i ∈ N. It follows
that
S1 × Rm =
⋃
i∈N





Rn × S2 =
⋃
i∈N




are two sets that belong to the class Fσ ∩Gδ.
Since S1 × S2 = (S1 ×Rm) ∩ (Rn × S2), the conclusion follows by Theo-
rem 3.14. 
Although projection does not generally preserve Fσ ∩Gδ sets, it is some-
times possible to extract a Fσ ∩Gδ set from a set of larger dimension. This
operation is described by the following theorem.
Theorem 3.20 Let n,m ∈ N>0 be dimensions, ~a ∈ Rm and S ⊆ Rn. If the
set S × {~a} belongs to Fσ ∩Gδ, then S belongs to Fσ ∩Gδ as well.
Proof Let f be the projection function f : S × {~a} → S : (~x,~a) 7→ ~x.
On the one hand, S × {~a} ∈ Fσ, i.e., S × {~a} =
⋃
i∈N Fi, where Fi is
closed for each i ∈ N. We have S = ⋃i∈N f(Fi). It is proved in [Mun75] that
if Y is a compact space, then the projection X × Y 7→ Y preserves closed
sets. Since {~a} is compact, the sets f(Fi) are closed. Hence, S is Fσ.
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On the other hand, S × {~a} ∈ Gδ, i.e., S × {~a} =
⋂
i∈NGi, where Gi is
open for each i ∈ N. For ~x ∈ Rn, we successively have
x ∈ f(S × {~a})









Hence, S = f(S×{~a}) = ⋂i∈N f(Gi). Since the projections of open sets are
always open [Bou71], the set S is Gδ. 
3.1.4 Links between topologies
In this section, links between the topologies of real vectors and infinite words
will be emphasized. The notations Fσ, Gδ and Fσ ∩Gδ (respectively Fσ, Gδ
and Fσ ∩ Gδ) will be used when dealing with the topology of infinite words
(respectively with the topology of real vectors).
Theorem 3.21 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and L ⊆
({0, 1, . . . , r− 1}n ∪ {?})ω be a language. If L belongs to Fσ, then the set of
real vectors that have at least one r-encoding in L belongs to Fσ.
Proof For i1 ∈ N, let Wi1 be the language of r-encodings with integer parts
composed of a tuple of sign digits followed by i1 tuples of digits, i.e.,
Wi1 = {0, r − 1}n({0, 1, . . . , r − 1}n)i1 ? ({0, 1, . . . , r − 1}n ∪ {?})ω.
By Definitions 3.3 and 3.8, the sets Wi1 are open for all i1 ∈ N.






where each Fi2 is closed.





is a sublanguage of L such that the language of valid encodings it contains
is exactly the language of valid encodings that belong to L. When i1 and i2
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are fixed, the set Wi1 ∩ Fi2 is the intersection of a closed and an open set;
hence, the Borel hierarchy (see Figure 3.1, page 43) states that it belongs
to Fσ and is thus a countable union of closed sets:




For each of these closed sets Li1,i2,i3 , let us define Si1,i2,i3 ⊆ Rn as the
set of vectors that have at least one r-encoding in Li1,i2,i3 .
The set Si1,i2,i3 is closed for every i1, i2, i3 ∈ N. Indeed, suppose by
contradiction that Si1,i2,i3 is not closed for a given triplet (i1, i2, i3) ∈ N3.
By Theorem 3.5, there exists a converging sequence
( ~vk)k∈N
of points ~vk ∈ Si1,i2,i3 whose limit ~v does not belong to Si1,i2,i3 . If at least one
component ~v[i] (with i ∈ {1, 2, . . . , n}) admits dual r-encodings, then the
corresponding sequence (~vk[i])k∈N may approach ~v[i] by alternating between
smaller and greater points than ~v[i], which would imply that the sequence of
words encoding it would not converge. We will bypass this problem : Since
the sequence ( ~vk)k∈N is infinite, and since it does not contain its limit ~v,
there exists at least a vector ~a ∈ {−1, 1}n such that the set
(~a{ ~vk − ~v | k ∈ N}) ∩ (R>0)n
is infinite. Let us consider such a vector ~a, and let
J = {j ∈ N | ~a(~vj − ~x) ∈ (R>0)n}.
The sequence (~vj)j∈J is a converging infinite subsequence of ( ~vk)k∈N that
approaches ~v following the combination of sign digits defined by ~a. Each of
the vectors of Si1,i2,i3 has at least one r-encoding in Wi1∩Fi2 . Since the valid
encodings inWi1∩Fi2 have the same integer part length, the sequence (~vj)j∈J
is mapped to a converging sequence of words encoding those points. Since
Li1,i2,i3 is closed, it contains, by Theorem 3.5, the limit of its converging
sequences; hence, the limit ~v of the sequence (~vj)j∈J has a r-encoding in
Li1,i2,i3 , which leads to a contradiction since this limit would be an element
of Si1,i2,i3 .




of closed sets in Rn, and thus belongs to Fσ. 
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Theorem 3.22 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and let
S ⊆ Rn. The set S belongs to Fσ ∩ Gδ if and only if the language of r-
encodings
{w ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ ? ({0, 1, . . . , r − 1}n)ω | 〈w〉r,n ∈ S}
belongs to Fσ ∩Gδ.
Proof Let L be the language of r-encodings of S, i.e.,
{w ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ ? ({0, 1, . . . , r − 1}n)ω | 〈w〉r,n ∈ S}.
It is known [BJW05] that if the set S ⊆ Rn belongs to Fσ ∩ Gδ, then L
belongs to Fσ ∩Gδ.
If L belongs to Fσ ∩ Gδ, then it belongs in particular to Fσ. By Theo-
rem 3.21, S then belongs to Fσ. On the other hand, L belongs to Gδ, hence
L is a countable intersection of open sets. It follows that the complement of
L with respect to ({0, 1, . . . , r − 1}n ∪ {?})ω, denoted by L′, is a countable
union of complements of open sets, i.e., a countable union of closed sets. The
language L′ thus belongs to Fσ. By Theorem 3.21, the set of real vectors
that have a r-encoding in L′ belongs to Fσ, which implies that S belongs to
Gδ. 
3.2 Weak automata
As discussed in Section 2.5.3, applying basic set-theory operators to RVA
reduces to carrying out the same operations on their accepted languages.
Practically, this is somehow problematic, since operations like set comple-
mentation are typically costly and tricky to implement on infinite-word au-
tomata, as noticed in Section 2.3.3.
In order to bypass this problem, it has been shown that the full expressive
power of Bu¨chi automata is not needed for representing the subsets of Rn,
with n ∈ N>0, that are definable in the theory 〈R,Z,+, <〉. Indeed, we will
see in this section that such sets can be represented by a particular subclass
of Bu¨chi automata, weak deterministic automata. Those automata can be
manipulated essentially in the same way as finite-word ones [Wil93].
3.2.1 Definition and link with topology
The following definition introduces the notion of weak automata.
52 Chapter 3. Weak deterministic automata
Definition 3.23 Let A = (Q,Σ,∆, q0, F ) be a Bu¨chi automaton. The au-
tomaton A is said to be weak if its set of states Q can be partitioned into
disjoint subsets Q1, Q2, . . . , Qm, where
• each Qi contains either accepting or non-accepting states, i.e., either
Qi ⊆ F , or Qi ∩ F = ∅, and
• there exists a partial order ≤ on the sets Q1, Q2, . . . , Qm such that for
every transition (q, w, q′) ∈ ∆, with q ∈ Qi, q′ ∈ Qj, and w ∈ Σ∗, we
have Qj ≤ Qi.

Remark that, in Definition 3.23, the partition {Q1, Q2, . . . , Qm} can al-
ways be chosen as being the decomposition of the transition graph of the
automaton into its strongly connected components. The states contained in
each strongly connected component of a weak automaton are thus always
either accepting or non-accepting.
The languages accepted by weak automata have a particular character-
istic. They can be represented both by Bu¨chi and co-Bu¨chi automata (such
automata are defined at page 18), which can be justified as follows : The lan-
guage accepted by weak automaton (Q,Σ,∆, q0, F ) is exactly the language
accepted by the co-Bu¨chi automaton (Q,Σ,∆, q0, Q \ F ). Indeed, each exe-
cution eventually stays within a single strongly connected component Qi in
which all states are either accepting or non-accepting.
As a consequence, weak automata can be determinized into deterministic
co-Bu¨chi automata, since they inherit this property from Theorem 2.38,
which holds for co-Bu¨chi automata.
The following two results will permit to show that weak deterministic
automata accept exactly the ω-languages accepted by Bu¨chi automata that
belong to the topological class Fσ ∩Gδ.
Theorem 3.24 ([Lan69]) The languages accepted by deterministic Bu¨chi
automata are exactly the ω-languages accepted by Bu¨chi automata that belong
to the topological class Gδ.
By duality, Theorem 3.24 admits the following corollary.
Corollary 3.25 The languages accepted by deterministic co-Bu¨chi automa-
ta are exactly the ω-languages accepted by Bu¨chi automata that belong to the
topological class Fσ.
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The next theorem is a consequence of Theorem 3.24 and of Corolla-
ry 3.25.
Theorem 3.26 ([SW74, Sta83, MS97]) The languages accepted by weak
deterministic automata are exactly the ω-languages accepted by Bu¨chi au-
tomata that belong to the topological class Fσ ∩Gδ.
3.2.2 Algorithms
Like finite-word automata, an advantage of weak deterministic automata is
that they admit a canonical form.
Theorem 3.27 ([Sta83, MS97]) Each weak deterministic automaton ad-
mits a minimal form that is unique up to isomorphism.
Furthermore, this normal form can efficiently be obtained.
Theorem 3.28 ([Lo¨d01]) The minimal form associated to a weak deter-
ministic automaton is computable in time O(n log n), where n is the number
of states of the automaton.
3.2.3 Expressiveness properties
In this section, we study the properties of the subsets of Rn that are rec-
ognizable by weak deterministic Bu¨chi automata, and we give a sufficient
condition for establishing that a set cannot be recognized by such an au-
tomaton.
Recall that the notation Fσ ∩Gδ (resp. Fσ ∩Gδ) is used for the topology
of infinite words (resp. the topology of real vectors).
Definition 3.29 Let n ∈ N>0 be a dimension and r ∈ N>1 be a base. A
set S ⊆ Rn is said to be weakly r-recognizable if and only if the set of r-
encodings of the elements of S is recognizable by a weak deterministic Bu¨chi
automaton. Such an automaton is said to be a weak deterministic RVA
recognizing S. 
The following theorem links Theorems 3.22 and 3.26.
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Theorem 3.30 Let n ∈ N>0 be a dimension and r ∈ N>1 be a base. A
set S ⊆ Rn is weakly r-recognizable if and only if it is r-recognizable, and it
belongs to the topological class Fσ ∩ Gδ.
Proof By Theorem 3.26, the language of r-encodings of S is weakly r-
recognizable if and only if it is r-recognizable, and it belongs to Fσ ∩ Gδ.
By Theorem 3.22, the last condition is equivalent to the membership of S
to Fσ ∩ Gδ. 
Theorem 3.30 admits the following corollary, since it has been shown
that all sets definable in 〈R,Z,+, <〉 belong to the class Fσ ∩ Gδ [BJW05].
Theorem 3.31 ([BJW05]) Let n ∈ N>0 be a dimension, and S ⊆ Rn be
a set definable in the first-order theory 〈R,Z,+, <〉. The set S is weakly
r-recognizable, for every base r ∈ N>1.
The following theorems introduce some operations and transformations
that preserve the weak recognizable nature of sets.
Theorem 3.32 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, ` ∈ N>0,
and S ⊆ Rn. The set S is weakly r-recognizable if and only if it is weakly
r`-recognizable.
Proof If S is weakly r-recognizable (resp. weakly r`-recognizable), then,
by Theorem 3.30, the set S belongs to the class Fσ ∩ Gδ. By Theorem 3.22,
the language of r`-encodings (resp. r-encodings) of S belongs the the class
Fσ∩Gδ. Moreover, this language is accepted by a Bu¨chi automaton as a con-
sequence of Theorem 2.66. The conclusion then follows from Theorem 3.30.

This theorem has the following corollary.
Corollary 3.33 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be multiplicatively
dependent bases, and S ⊆ Rn. The set S is weakly r-recognizable if and only
if it is weakly s-recognizable.
Proof By Definition 2.67, there exist p, q ∈ N>0 such that rp = sq.
By Theorem 3.32, S is weakly r-recognizable if and only if it is weakly
rp-recognizable. Using a second time this theorem, and since rp = sq, this
condition holds if and only if S is weakly s-recognizable. 
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Theorem 3.34 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
S1, S2 ⊆ Rn. If S1 and S2 are both weakly r-recognizable, then the sets
S1 ∪ S2, S1 ∩ S2, S1 \ S2 and S1 × S2 are weakly r-recognizable as well.
Proof The sets S1 ∪ S2, S1 ∩ S2, S1 \ S2 and S1 × S2 are r-recognizable by
Theorem 2.65.
By Theorem 3.30, the sets S1 and S2 both belong to the class Fσ ∩ Gδ,
and so are the sets S1 ∪ S2, S1 ∩ S2, S1 \ S2 and S1 × S2 by Theorems 3.13,
3.14, 3.16 and 3.19.
By Theorem 3.30, they are weakly r-recognizable. 
Theorem 3.35 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, C ∈ Qn×n
be such that det(C) 6= 0, ~a ∈ Qn, and S ⊆ Rn. If the set S is weakly
r-recognizable, then the set CS + ~a is weakly r-recognizable as well.
Proof The set CS + ~a is r-recognizable by Theorem 2.65.
By Theorems 3.30 and 3.17, it also belongs to the class Fσ ∩ Gδ.
By Theorem 3.30, it is weakly r-recognizable. 
Theorem 3.36 Let n,m ∈ N>0 be dimensions, r ∈ N>1 be a base, ~a ∈ Rm
and S ⊆ Rn. If the set S × {~a} is weakly r-recognizable, then S is weakly
r-recognizable as well.
Proof The set S is r-recognizable by Theorem 2.65.
By Theorems 3.30 and 3.20, it also belongs to the class Fσ ∩ Gδ.
By Theorem 3.30, is is weakly r-recognizable. 
In the remaining of this section, we exploit the notion of dense oscillating
sequence property to prove that the subsets of R satisfying this property are
not weakly recognizable. We will use the following theorem, that deals with
languages instead of sets.
Theorem 3.37 ([BJW05]) Let L be an ω-language accepted by a Bu¨chi
automaton. If L satisfies the dense oscillating sequence property, then L
cannot be accepted by a weak deterministic automaton.
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Now, we move to one-dimensional sets S ⊆ R.
Theorem 3.38 Let r ∈ N>1 be a base. The r-recognizable sets S ⊆ R that
satisfy the dense oscillating sequence property are not weakly r-recognizable.
Proof Consider a r-recognizable set S ⊆ R satisfying the dense oscillating
sequence property (in the sense of Definition 3.12). By Theorem 3.37, it is
sufficient to establish that the language
L = {w ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ ? {0, 1, . . . , r − 1}ω | 〈w〉r ∈ S}
satisfies the dense oscillating sequence property as well (in the sense of Def-
inition 3.10).
Recall that, by Theorem 2.48, each real number admits multiple encod-
ings. First, the sign digit of an encoding can be repeated at will. Second, for
a given length of integer part (assumed to be sufficiently large), a number
admits either one or two (dual) encodings.
Let S1, S2 ⊆ R be sets of numbers such that S1 ∩ S2 = ∅. Consider any
number x1 ∈ S1 for which there exist arbitrarily close numbers in S2.
For an encoding w, let |w|I be the length of the integer part of w.
There exists an encoding w1 of x1 for which there exist arbitrarily close
encodings w2 of numbers x2 ∈ S2, including the dual encodings with the
same integer part length as w1, if any. Indeed, if w1 does not admit dual
encodings, then the encodings of numbers that are arbitrarily close to x1,
with an integer part length equal to |w1|I , are all arbitrarily close to w1.
Otherwise, we choose w1 as being a high (resp. low) encoding if there exist
arbitrarily close numbers x2 ∈ S2 greater (resp. smaller) than x1. One can
then choose, among those numbers x2, numbers that are arbitrarily close to
x1 and such that all their encodings w2 such that |w2|I = |w1|I are arbitrarily
close to w1.
Formally, we have
(x1 ∈ S1 ∧ (∀ε ∈ R>0)(∃x2 ∈ S2)(d(x1, x2) < ε))
⇒ (∃w1 ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ ? {0, 1, . . . , r − 1}ω)
(〈w1〉r = x1 ∧ (∀ε′ ∈ R>0)(∃x2 ∈ S2)
((∃w2 ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ ? {0, 1, . . . , r − 1}ω)
(〈w2〉r = x2 ∧ |w1|I = |w2|I)
∧
(∀w2 ∈ {0, r − 1}{0, 1, . . . , r − 1}∗ ? {0, 1, . . . , r − 1}ω)
(〈w2〉r = x2 ∧ |w1|I = |w2|I ⇒ d(w1, w2) < ε′))).
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By hypothesis, there exists x1 ∈ S such that
∀ε1∃x2∀ε2∃x3∀ε3 . . . ,
d(xi, xi+1) ≤ εi for all i ∈ N>0, xi ∈ S for all odd i, and xi /∈ S for all even
i. We choose S1 = S, and define S2 as the subset of R \ S whose elements
x2 satisfy
∀ε2∃x3∀ε3∃x4∀ε4 . . . ,
d(xi, xi+1) ≤ εi for all i ∈ N>1, xi ∈ S for all odd i, and xi /∈ S for all even
i.
By the previous property, there exists an encoding w1 of x1 such that
for arbitrarily small ε′ ∈ R>0, there exists an element x2 ∈ S2 whose all
encodings w2 satisfy d(w1, w2) < ε
′, provided that |w2|I = |w1|I . Moreover,
there exists at least one such encoding w2. By applying a similar reasoning
to x2, x3, x4, . . ., one obtains
∃w1∀ε′1∃w2∀ε′2∃w3∀ε′3 . . . ,
d(wi, wi+1) ≤ ε′i for all i ∈ N>0, wi ∈ L for all odd i, and wi /∈ L for all





bases : From Rn to [0, 1]n
In Chapters 2 and 3, we introduced general notions about the representation
of vectors of reals by automata, and we gave related general results.
From now on, we will tackle the problem of extending the Cobham’s and
Semenov’s theorems, introduced in Section 2.5.4, to automata recognizing
real numbers and vectors.
4.1 Objectives
Our main objective will thus consist in characterizing precisely the condi-
tions under which a set S ⊆ Rn is recognizable, or weakly recognizable, in
multiple bases.
Precisely, we will in particular prove the following two statements :
1. Let n ∈ N>0 be a dimension, r, s ∈ N>1 be multiplicatively inde-
pendent bases, and S ⊆ Rn be a set of real vectors. The set S is
simultaneously weakly r- and weakly s-recognizable if and only if S is
definable in 〈R,Z,+, <〉.
2. Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases that do not share the
same set of prime factors, and S ⊆ Rn be a set of real vectors. The set
S is simultaneously r- and s-recognizable if and only if S is definable
in 〈R,Z,+, <〉.
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For the second case, we will show in addition that considering bases
with different sets of prime factors is essential. Indeed, we will provide
an example of a set S ⊆ R that is recognizable in two multiplicatively
independent bases, but not definable in 〈R,Z,+, <〉. This will lead to a
complete characterization of the sets of real vectors recognizable in multiple
bases.
Since, by Theorem 3.31 [BJW05], the sets definable in 〈R,Z,+, <〉 are
weakly recognizable (and thus also recognizable) in all bases r ∈ N>1, it
remains to prove the following results :
1. Let n ∈ N>0 be a dimension, r, s ∈ N>1 be multiplicatively indepen-
dent bases, and S ⊆ Rn be a set of real vectors. If S is simultaneously
weakly r- and weakly s-recognizable, then S is definable in 〈R,Z,+, <〉.
2. Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases that do not share
the same set of prime factors, and S ⊆ Rn be a set of real vectors.
If S is simultaneously r- and s-recognizable, then S is definable in
〈R,Z,+, <〉.
In the next section, we show that these problems can be reduced to
simpler ones.
4.2 Reduction to the case of fractional parts
We consider sets S ⊆ Rn that are simultaneously recognizable, or weakly
recognizable, in two bases r and s that are multiplicatively independent.
This section is aimed at reducing this problem, by restricting the domain
Rn to the n-cube [0, 1]n.
4.2.1 Decomposition
Before manipulating automata, we begin by general considerations about
sets of vectors of reals.
For a set S ⊆ Rn and a vector ~ı ∈ Zn, let us define the set F (S,~ı) of
vectors of fractional parts that can be added to the vector ~ı to obtain an
element of S.
Definition 4.1 Let n ∈ N>0 be a dimension, S ⊆ Rn, and ~ı ∈ Zn. The set
F (S,~ı) is defined by F (S,~ı) = {~x ∈ [0, 1]n |~ı+ ~x ∈ S}. 
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Equivalently, the set F (S,~ı) is equal to
F (S,~ı) = (S ∩ {~ı+ [0, 1]n})−~ı = (S −~ı) ∩ [0, 1]n.
Remark that, for a set S ⊆ Rn and a vector ~x ∈ S, there could exist
several vectors ~ı ∈ Zn such that ~x ∈~ı+ F (S,~ı).
Example 4.2 For the set S = {5}, we have 5 ∈ 4 + F ({5}, 4) = 4 + {1}
and 5 ∈ 5 + F ({5}, 5) = 5 + {0}. 
Each set S ⊆ Rn can be built from its associated sets F (S,~ı), as expressed
in the following lemma.





Proof This lemma directly follows from Definition 4.1. 
Given a set S ⊆ Rn, the set Zn can be decomposed into equivalent classes
such that two vectors ~ı1, ~ı2 ∈ Zn are in the same equivalence class if and
only if their associated sets F (S, ~ı1) and F (S, ~ı2) are identical. The following
definition formalizes this decomposition.
Definition 4.4 Let n ∈ N>0 be a dimension, S ⊆ Rn, and ~ı ∈ Zn. The set
I(S,~ı) is defined by
I(S,~ı) = {~i′ ∈ Zn | F (S,~ı) = F (S,~i′)}.

The equivalence class that contains a vector ~ı ∈ Zn is the class I(S,~ı).
The union expressed in Lemma 4.3 can be adapted into a (finite or infinite)
union, in terms of the sets I(S,~ı), according to the following lemma.




(SI + SF ),
where
D(S) = {(I(~ı), F (S,~ı)) ⊆ Zn × [0, 1]n |~ı ∈ Zn ∧ F (S,~ı) 6= ∅}.
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Proof This lemma directly follows from Lemma 4.3 and Definition 4.4. 
Note that all the sets SI and SF belonging to the union expressed in
Lemma 4.5 are non-empty, and that each set S ⊆ Rn is decomposed uniquely
into that union.
The following two examples are aimed at illustrating this decomposition.






, depicted in Figure 4.1, is the set
of numbers x ∈ R that are the sum of an even integer (resp. an odd inte-






). It thus admits the following
decomposition :







This decomposition is illustrated in Figure 4.2. 
Example 4.7 The set S ⊆ R2 defined by the periodic tiling of Example 2.7
admits the following decomposition :
D(S) = {((2Z× 2Z), {(x1, x2) ∈ [0, 1]n | x2 ≥ x1}),
(((2Z+ 1)× 2Z), ({1} × [0, 1]) ∪ {(0, 1)}),
((2Z× (2Z+ 1)), ([0, 1]× {0}) ∪ {(0, 1)}),
(((2Z+ 1)× (2Z+ 1)), {(0, 0), (1, 0), (1, 1)})}.
This decomposition is illustrated in Figure 4.3. 




∪ ((2Z+ 1)× 2Z) +
1
1
∪ (2Z× (2Z+ 1)) +
1
1








Figure 4.3: Decomposition of a periodic tiling in R2.
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Assume that a set S ⊆ Rn is either r-recognizable, or weakly r-recogni-
zable, and let A be a (possibly weak deterministic) RVA recognizing it. We
now show that the decomposition, expressed in Lemma 4.5, of S into integer
and fractional parts, is strongly related to the languages accepted in A from
the states that are destinations of transitions labeled by the separator ?.
To simplify the technical developments, we assume that the manipulated
automata have a deterministic transition relation : Instead of dealing with
Bu¨chi automata and RVA, we use Muller automata, introduced in Defini-
tion 2.24, and Muller RVA. We can make this assumption without loss of
generality since, by Theorem 2.26, Bu¨chi and Muller automata share the
same expressive power. In the case of weak recognizability, we continue to
use weak deterministic automata.
We first show that it is possible to map the Muller (resp. weak determin-
istic) automaton A into an Muller (resp. weak deterministic) automaton A′
having the following properties : A′ accepts the same language as A, each
state q of A′ is useful, in the sense that there exists an accepting path visit-
ing q, and the states that are destinations of transitions labeled by ? accept
languages that are pairwise different.
Definition 4.8 Let A = (Q,Σ, δ, q0, F ) be either a weak deterministic au-
tomaton, or a Muller automaton, and let q ∈ Q. The language L(q) of the
suffixes, accepted from q, of words of L(A) is defined by
L(q) = {w | (∃w′ ∈ Σ∗)(δ∗(q0, w′) = q ∧ w′w ∈ L(A))}.

Lemma 4.9 Let n ∈ N>0 be a dimension, and r ∈ N>1 be a base. Let A be
a Muller (resp. weak deterministic) RVA. If L(A) 6= ∅, then there exists a
Muller (resp. weak deterministic) RVA
A′ = (Q,Σ, δ, q0, F )
such that three following conditions hold :
• L(A) = L(A′);
• for each q ∈ Q, we have L(q) 6= ∅;
• let Q? = {q ∈ Q | (∃q′ ∈ Q)(δ(q′, ?) = q)}. For each pair of distinct
states q, q′ ∈ Q?, we have L(q) 6= L(q′).
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Proof First, let A′ be a copy of A where the states q ∈ Q such that L(q) = ∅
have been removed from Q.
Second, since A′ is a RVA, it only accepts words of the form w ∈ {0, r−
1}n({0, 1, . . . , r − 1}n)∗ ? ({0, 1, . . . , r − 1}n)ω. Hence, there are no cycles
following a transition labeled by the symbol ?. If Q′ ⊆ Q? is a (maximal)
subset of states such that for each pair of states q, q′ ∈ Q′ we have L(q) =
L(q′), then let q1 ∈ Q′ be an arbitrary state of this subset. For each q2 ∈ Q′
such that q1 6= q2, it suffices to modify the transition function δ in order
to have δ(q′2, ?) = q1, where q′2 is the unique state such that δ(q′2, ?) =
q2. Since L(q) = L(q
′) for all q, q′ ∈ Q′ and since A′ has a deterministic
transition relation, those operations do not alter the language accepted by
A. Moreover, they can be repeated for each such subset Q′ ⊆ Q?. By doing
so, we get a RVA A′′ satisfying the expected conditions. 
The following lemma gives links between the sets F (S,~ı) and the states
that are destinations of transitions labeled by ?.
Lemma 4.10 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and A =
(Q,Σ, δ, q0, F ) be either a weak deterministic RVA, or a Muller RVA, recog-
nizing a non-empty set S ⊆ Rn in base r. Suppose that
• for each q ∈ Q, we have L(q) 6= ∅;
• let Q? = {q ∈ Q | (∃q′ ∈ Q)(δ(q′, ?) = q)}. For each pair of distinct
states q, q′ ∈ Q?, we have L(q) 6= L(q′).
The following two properties hold :
1. Let q ∈ Q?, and let w ∈ {0, r−1}n({0, 1, . . . , r−1}n)∗ be a r-encoding
such that δ∗(q0, w?) = q. We have F (S, 〈w〉r,n) = {〈~0 ? w′〉r,n | w′ ∈
L(q)}.
2. Let w1, w2 ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ be two r-encodings such
that F (S, 〈w1〉r,n) and F (S, 〈w2〉r,n) are both non-empty. We have
F (S, 〈w1〉r,n) 6= F (S, 〈w2〉r,n) if and only if δ∗(q0, w1?) 6= δ∗(q0, w2?).
Proof We prove the two parts separately.
1. One the one hand, let ~x in F (S, 〈w〉r,n). We have ~x ∈ [0, 1]n. Since,
by definition, each RVA accepts all the encodings of the vectors it
represents, A accepts at least a word w′ = w?w2 such that 〈~0?w2〉r,n =
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~x. Since A has a deterministic transition relation, the reading of w2 in
A starts at the state q. Hence, ~x belongs to {〈~0 ? w′〉r,n | w′ ∈ L(q)}.
On the other hand, let ~x be an element of {〈~0 ? w′〉r,n | w′ ∈ L(q)}.
We fix such a word w′. Since q = δ∗(q0, w?), we know that the word
w ?w′ is accepted by A, that is, 〈w ?w′〉r,n = 〈w〉r,n + ~x belongs to S.
It follows that ~x belongs to F (S, 〈w〉r,n).
2. Let q1 = δ
∗(q0, w1?) and q2 = δ∗(q0, w2?).
If F (S, 〈w1〉r,n) 6= F (S, 〈w1〉r,n), then, by the first part, we have
{〈~0 ? w′〉r,n | w′ ∈ L(q1)} 6= {〈~0 ? w′〉r,n | w′ ∈ L(q2)}.
Hence, q1 6= q2.
Now, we suppose q1 6= q2. By hypothesis, we have L(q1) 6= L(q2).
Without loss of generality, let w ∈ L(q1) \L(q2). By the first part, we
have to prove that
{〈~0 ? w′〉r,n | w′ ∈ L(q1)} 6= {〈~0 ? w′〉r,n | w′ ∈ L(q2)}.
For this purpose, we will prove that
〈~0 ? w〉r,n /∈ {〈~0 ? w′〉r,n | w′ ∈ L(q2)}.
By contradiction, suppose that (∃w′′ ∈ L(q2))(〈~0?w′′〉r,n = 〈~0?w〉r,n).
Since A has a deterministic transition relation, we have w2?w′′ ∈ L(A)
and w2 ? w
′ /∈ L(A). This is not possible, since A accepts all the
encodings of the vectors it represents.

Lemma 4.10 admits the following corollary, which gives another way to
express the decomposition D(S).
Corollary 4.11 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
A = (Q,Σ, δ, q0, F ) be either a weak deterministic RVA, or a Muller RVA,
recognizing a non-empty set S ⊆ Rn in base r. Suppose that
• for each q ∈ Q, we have L(q) 6= ∅;
• let Q? = {q ∈ Q | (∃q′ ∈ Q)(δ(q′, ?) = q)}. For each pair of distinct
states q, q′ ∈ Q?, we have L(q) 6= L(q′).
For each set (I, F ) ∈ D(S), there exists exactly one state q ∈ Q? such that
F = {〈~0 ? w〉r,n | w ∈ L(q)}.
4.2. Reduction to the case of fractional parts 67
Proof This corollary directly follows from the definition of D(S), introduced
in Lemma 4.5, and from Lemma 4.10. 
Since Corollary 4.11 holds whatever the representation base r is, we
conclude that the size of the set Q? is independent from the representation
base. Hence, we have the following result :
Corollary 4.12 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
A = (Q,Σ, δ, q0, F ) be either a weak deterministic RVA, or a Muller RVA,
recognizing a non-empty set S ⊆ Rn in base r. Suppose that
• for each q ∈ Q, we have L(q) 6= ∅;
• let Q? = {q ∈ Q | (∃q′ ∈ Q)(δ(q′, ?) = q)}. For each pair of distinct
states q, q′ ∈ Q?, we have L(q) 6= L(q′).
The size of the set Q? only depends on the set S.
Proof This is a direct corollary of Corollary 4.11. 
We are now able to prove the main result of this section.
Theorem 4.13 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and A be
either a weak deterministic RVA, or a Muller RVA, recognizing a set S ⊆ Rn






where m ∈ N and, for each i ∈ {1, 2, . . . ,m},
• the set SIi ⊆ Zn is recognizable by a NDD in every base in which S is
recognizable;
• the set SFi ⊆ [0, 1]n is (resp. weakly) recognizable in every base in
which S is (resp. weakly) recognizable.
Proof If S = ∅, then the proof is immediate.




(SI + SF ).
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Let r′ ∈ N>1 be a base. Suppose that S is (resp. weakly) r′-recognizable.
By Lemma 4.9, there exists a Muller RVA (resp. a weak deterministic RVA)
A′ = (Q,Σ, δ, q0, F ) such that the following three conditions hold :
• A′ recognizes S in base r′;
• for each q ∈ Q, we have L(q) 6= ∅;
• let Q? = {q ∈ Q | (∃q′ ∈ Q)(δ(q′, ?) = q)}. For each pair of distinct
states q, q′ ∈ Q?, we have L(q) 6= L(q′).




({〈w1〉r′,n | δ∗(q0, w1?) = q}, {〈~0 ? w2}r′,n | w2 ∈ L(q)}).




(SI + SF ),








where there exists a one-to-one mapping b : {1, 2, . . . ,m} → Q?, and, for
each i ∈ {1, 2, . . . ,m},
SIi = {〈w1〉r′,n | δ∗(q0, w1?) = b(i)}
and
SFi = {〈~0 ? w2〉r′,n | w2 ∈ L(b(i))}.
For each i ∈ {1, 2, . . . ,m}, the set SIi is recognizable by a NDD in base r′.
Indeed, a NDD recognizing it can be built from A′ by marking as accepting
states the states that belong to {q ∈ Q | δ(q, ?) = b(i)}.
Finally, for each i ∈ {1, 2, . . . ,m}, the set SFi is recognizable by a (resp.
weak) RVA in base r′. Indeed, if w ∈ {0, r′ − 1}n({0, 1, . . . , r′ − 1}n)∗ is an
arbitrary word such that δ∗(q0, w?) = b(i), then we have
SFi = (S − 〈w〉r′,n) ∩ [0, 1]n
since A′ is deterministic. It follows from Theorem 2.65 (resp. Theorems 3.34
and 3.35) that SFi is (resp weakly) r
′-recognizable. 
The following example illustrates Theorem 4.13.































, introduced in Example 4.6
and depicted in Figure 4.1.
Weak deterministic RVA A = (Q,Σ, δ, q0, F ) and A′ = (Q′,Σ, δ′, q′0, F ′)
representing it in bases 2 and 3 are respectively shown in Figures 4.4 and 4.5.
We have







In this decomposition, the sets of integers are 2Z and 2Z+1. We can remark
that
2Z = {〈w〉2 | δ∗(q0, w?) = q1} = {〈w〉3 | δ′∗(q′0, w?) = q3},
and that
2Z+ 1 = {〈w〉2 | δ∗(q0, w?) = q2} = {〈w〉3 | δ′∗(q′0, w?) = q4}.
Similarly, the sets of fractional parts that are in D(S) are ]0, 1] and [0, 1/3[,
and we have
]0, 1] = {〈0 ? w〉2 | w ∈ L(q1)} = {〈0 ? w〉3 | w ∈ L(q3)},





























= {〈0 ? w〉2 | w ∈ L(q2)} = {〈0 ? w〉3 | w ∈ L(q4)}.

4.2.2 Reduction
The previous section was aimed at proving that each set represented by a
(possibly weak deterministic) RVA admits a finite decomposition into integer
and fractional parts such that this decomposition does not depend on the
representation base. We now use this property, expressed in Theorem 4.13,
for reducing the problems discussed in Section 4.1.
Theorem 4.15 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases that do
not share the same set of prime factors, and S ⊆ Rn be simultaneously r-
and s-recognizable. If the following property holds :
For each set S′ ⊆ [0, 1]n simultaneously r- and s-recognizable, S′
is definable in 〈R,+, <, 1〉,
then S is definable in 〈R,Z,+, <〉.






where m ∈ N and, for each i ∈ {1, 2, . . . ,m},
• the set SIi ⊆ Zn is recognizable by NDDs in base r and s;
• the set SFi ⊆ [0, 1]n is recognizable by RVA in base r and s.
By Cobham’s and Semenov’s theorems (Theorems 2.71 and 2.72), the
set SIi is definable in 〈Z,+, <〉 for each i ∈ {1, 2, . . . ,m}.
By hypothesis, and for each i ∈ {1, 2, . . . ,m}, the set SFi is definable in
〈R,Z,+, <〉.
Hence, since the union is finite, the set S is definable in 〈R,Z,+, <〉. 
72 Chapter 4. Recognizability in multiple bases : From Rn to [0, 1]n
Theorem 4.16 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be multiplicatively
independent bases, and S ⊆ Rn be simultaneously weakly r- and weakly s-
recognizable. If the following property holds :
For each set S′ ⊆ [0, 1]n simultaneously weakly r- and weakly
s-recognizable, S′ is definable in 〈R,+, <, 1〉,
then S is definable in 〈R,Z,+, <〉.
Proof The proof is identical to the proof of Theorem 4.15. 
In both Theorems 4.15 and 4.16, we reduced the problem of establishing
that S is definable in 〈R,Z,+, <〉 to the problem of establishing the defin-
ability of the sets SFi in 〈R,+, <, 1〉. Since we have SFi ⊆ [0, 1]n for all i, the
problems have thus been reduced from the domain R to the n-cube [0, 1]n.
Of course, Theorems 4.15 and 4.16 also hold when the sets S′ are defin-
able in 〈R,Z,+, <〉, but we will be more precise and we will show that the
two properties expressed in Theorems 4.15 and 4.16 hold, i.e.,
1. Let n ∈ N>0 be a dimension, r, s ∈ N>1 be multiplicatively indepen-
dent bases, and S ⊆ [0, 1]n. If S is simultaneously weakly r- and
weakly s-recognizable, then S is definable in 〈R,+, <, 1〉.
2. Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases that do not share
the same set of prime factors, and S ⊆ [0, 1]n. If S is simultaneously
r- and s-recognizable, then S is definable in 〈R,+, <, 1〉.
These problems are addressed in the two following chapters, first in the




In this chapter, we precisely characterize the (one-dimensional) subsets of R
that are recognizable, either by weak deterministic RVA or by Muller RVA,
in multiple bases.
We prove the following claim, stating that if a subset of R is simul-
taneously recognizable by weak deterministic RVA in two multiplicatively
independent bases, then this set is definable in 〈R,Z,+, <〉.
Claim 5.1 Let r, s ∈ N>1 be multiplicatively independent bases, and let
S ⊆ R. If S is simultaneously weakly r- and weakly s-recognizable, then S
is definable in 〈R,Z,+, <〉.
Since, by Corollary 3.33, recognizability in two multiplicatively dependent
bases is equivalent to recognizability in only one of them, this result provides
a complete characterization of the sets that are recognizable in multiple bases
by weak deterministic RVA.
Then, we move to subsets of R recognizable by Muller RVA. We establish
that, for every pair r, s of bases that share the same set of prime factors,
there exists a set of real numbers simultaneously r- and s-recognizable, but
not definable in 〈R,Z,+, <〉. Formally, we establish Claim 5.2.
Claim 5.2 Let r, s ∈ N>1 be two bases that share the same set of prime
factors. There exists a set S ⊆ R that is both r- and s-recognizable, and that
is not definable in 〈R,Z,+, <〉.
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This shows that there does not exist a direct generalization of Cobham’s
theorem to Muller RVA.
Finally, we prove Claim 5.3, i.e., that if a set S ⊆ R is simultaneously
recognizable in two bases that do not share the same set of prime factors,
then S is definable in 〈R,Z,+, <〉.
Claim 5.3 Let r, s ∈ N>1 be bases with different sets of prime factors, and
let S ⊆ R. If S is simultaneously r- and s-recognizable, then S is definable
in 〈R,Z,+, <〉.
5.2 Reduction of the problems
In this section, we introduce, with respect to a set S ⊆ R, the notion of
boundary points of S. These points share a common topological character-
istic : In every arbitrary small neighborhood close to them, there exist at
least one point of S and one point of the complement R \ S of S. We show
that if a r-recognizable set S admits finitely many boundary points, then it
is definable in 〈R,Z,+, <〉.
Formally, boundary points are defined in the following way, where the
notation Nε(x) for the neighborhood of x ∈ R with respect to ε ∈ R>0, is
reused from Definition 3.2, with the distance d(x, y) = |x− y|.
Definition 5.4 Let S ⊆ R and let x ∈ R. The point x is a boundary point
of S if and only if for all ε ∈ R>0, we have
Nε(x) ∩ S 6= ∅
as well as
Nε(x) ∩ (R \ S) 6= ∅.

The set B(S) of boundary points of a set S can then be defined as follows.
Definition 5.5 Let S ⊆ R. The set B(S) of boundary points of S is
B(S) = {x ∈ R | (∀ε ∈ R>0)((Nε(x) ∩ S 6= ∅) ∧ (Nε(x) ∩ (R \ S) 6= ∅))}.

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The following lemma proves that if r is a base and S is a r-recognizable
set, then the set of boundary points of S is also r-recognizable.
Lemma 5.6 Let r ∈ N>1 be a base, and S ⊆ R. If S is r-recognizable, then
the set B(S) is r-recognizable as well.
Proof Since S is r-recognizable, it is definable in 〈R,Z,+, <,Xr〉 by Theo-
rem 2.65. By the same theorem, the set B(S) is r-recognizable if and only
if it is definable in 〈R,Z,+, <,Xr〉. It is actually the case, since a formula
defining B(S) in this theory is
{x ∈ R | (∀ε ∈ R>0)(∃y, z ∈ R)(y ∈ FS ∧ z /∈ FS ∧ |x− y| < ε∧ |x− z| < ε)},
where FS is a formula defining S in 〈R,Z,+, <,Xr〉. 
We can now prove that if a set has the properties of being r-recognizable
and admitting a finite number of boundary points, then it is definable in the
theory 〈R,Z,+, <〉.
Theorem 5.7 Let r ∈ N>1 be a base, and S ⊆ R. If S is r-recognizable,
and if the set B(S) is finite, then S is definable in 〈R,+, <, 1〉.
Proof Since the set B(S), i.e., the set of boundary points of S, is finite,
the set S can be decomposed into a finite union of intervals such that the
extremities of these intervals are the elements of B(S). Formally, if B(S) =
∅, then S is either equal to R or to ∅. Otherwise, if B(S) 6= ∅, then suppose
that B(S) = {x1, x2, . . . , x|B(S)|}, with x1 < x2 < . . . < x|B(S)|, and let I(S)
be the set of intervals with boundaries in B(S), i.e.,
I(S) = {]−∞, x1[, {x1}, ]x1, x2[, {x2}, . . . , {x|B(S)|}, ]x|B(S)|,+∞[}.





By Lemma 5.6, B(S) is r-recognizable. Since B(S) is finite, one can
find, for each point x ∈ B(S), two rational numbers a, b ∈ Q such that
B(S) ∩ [a, b] = {x}. By Theorem 2.65, the set {x} is then r-recognizable.
By Theorem 2.22, the number x admits one ultimately periodic encoding.
It follows by Theorem 2.51 that x is rational.
The set S can thus be expressed as a finite union of intervals with rational
extremities. Hence, it is definable in 〈R,+, <, 1〉. 
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Theorem 5.7 is useful since it provides a reduction of the problem of
establishing Claims 5.1 and 5.3 : In order to prove that S, simultaneously
recognizable in two different bases, is definable in the theory 〈R,+, <, 1〉,
it suffices to show that S only admits a finite number of boundary points.
This reduction will be used in the following sections : We will suppose that
such a set admits infinitely many boundary points, and we will show that
this assumption leads to a contradiction.
5.3 Product-stability properties
In this section, we focus on subsets of [0, 1] that are simultaneously recog-
nizable in two bases, either by weak deterministic or by Muller automata.
As discussed in Section 5.2, we suppose in addition that the sets we consider
admit infinitely many boundary points.
Under these hypotheses, we exhibit the existence of a set S ⊆ [0, 1]
that inherits those properties, and that presents additional product-stability
properties which will be useful later. Intuitively, we show that the set S is,
in a given way, invariant under the multiplication by the values of the bases
in which S is recognizable.
The next lemma will be useful. It gives a strong link between the repe-
tition of a subword in an encoding and the values of these encodings.
Lemma 5.8 Let r ∈ N>1 be a base, w1 ∈ {0, r−1}{0, 1, . . . , r−1}∗, w2, w3 ∈
{0, 1, . . . , r − 1}∗, and w4 ∈ {0, 1, . . . , r − 1}ω. For each k ∈ N, we have :












Proof First, note that if
〈w1 ? w2w4〉r # 〈w1 ? w2w3w4〉r,
with # ∈ {<,=, >}, then
〈0 ? w4〉r # 〈0 ? w3w4〉r.
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Indeed, we have




− 〈w1w2 ? w4〉r
r|w2|
=
〈w1w2〉r + 〈0 ? w3w4〉r
r|w2|
− 〈w1w2〉r + 〈0 ? w4〉r
r|w2|
=
〈0 ? w3w4〉r − 〈0 ? w4〉r
r|w2|
,
which implies, since r|w2| > 0, that the signs of the values 〈w1 ?w2w3w4〉r −
〈w1 ? w2w4〉r and 〈0 ? w3w4〉r − 〈0 ? w4〉r are identical.
Using this fact, and remarking that













3〉r + 〈0 ? w4〉r
r|w2|+k|w3|
=
〈0 ? w3w4〉r − 〈0 ? w4〉r
r|w2|+k|w3|
,
the same argument holds for concluding. 
First, we consider a set S ⊆ [0, 1] that is both r- and s- recognizable, or
both weakly r- and weakly s-recognizable, for bases r, s ∈ N>1. We use the
structure of an automaton recognizing in base r its set of boundary points
to extract a converging sequence of boundary points, and then to build a
set S′ that admits a sequence of boundary points that converges to 0.
Lemma 5.9 Let r, s ∈ N>1 be bases, and S ⊆ [0, 1] be a set that is both
(resp. weakly) r- and s-recognizable and that has infinitely many bound-
ary points. There exists a set S′ ⊆ [0, 1] that is both (resp. weakly) r-
and s-recognizable and that admits an infinite sequence of boundary points
converging to 0.
Proof Since weakly r-recognizability implies r-recognizability, the set S is
r-recognizable. By Lemma 5.6, the set B(S) of its boundary points is also
r-recognizable. Suppose that A = (Q,Σ, δ, q0, F ) is a (deterministic) Muller
RVA recognizing it. By assumption, the set B(S) ⊆ [0, 1] is infinite. Hence,
the language L1 ⊆ {0, 1, . . . , r − 1}ω defined by
L1 = L(δ
∗(q0, 0?))









Figure 5.1: Illustration of Lemma 5.9 (1).
contains infinitely many infinite words.
Recall that a word w is accepted by the Muller automaton A if there
exists a set F ′ ∈ F equal to the set of states visited infinitely many times
by the path reading w in A. Since L1 is infinite, there exists a set F ′ ∈ F
such that infinitely many words of L1 have F
′ as the set of states appearing
infinitely many times during their reading from the state δ∗(q0, 0?) in A.
If F ′ contains more than one cycle visiting all the states of F ′, i.e., if
there exist labels v, w ∈ {0, 1, . . . , r − 1}+ and a state q ∈ F ′ such that v is
not a prefix of w, w is not a prefix of v, the set of states visited by the reading
of v (resp. w) from q in A are both equal to F ′, and δ∗(q, v) = δ∗(q, w) = q,
then all the words of the language
0 ? uv∗wω,
where u is a word such that δ∗(q0, 0 ? u) = q, are accepted by A. This
situation is illustrated in Figure 5.1.
Otherwise, since L1 is infinite, there exist states q ∈ F ′, q′ /∈ F ′ and
words u, v, t, w ∈ {0, 1, . . . , r− 1}∗ such that v 6= ε, w 6= ε, δ∗(q0, 0 ? u) = q′,
δ∗(q′, v) = q′, δ∗(q′, t) = q, δ∗(q, w) = q, and the set of states visited by the
reading of w from q in A is equal to F ′. Hence, all the words in the infinite
language
0 ? uv∗twω
are accepted by A, as shown if Figure 5.2.
In both cases, we thus extracted from A a language
L2 = 0 ? uv
∗twω,
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Figure 5.2: Illustration of Lemma 5.9 (2).
where u, t are words of {0, 1, . . . , r−1}∗, v, w are words of {0, 1, . . . , r−1}+,
and 0 ? utwω 6= 0 ? uvtwω. Since both these two words end in wω, they
cannot be dual encodings of the same number and, using Lemma 5.8, the
boundary points encoded by the elements of L2 are distinct.
We then define
y = 〈0 ? uvω〉r
and, for each k ∈ N>0,
yk = 〈0 ? uvktwω〉r.
By Theorem 2.51, the numbers y, y1, y2, y3, . . . are rationals.
The sequence y1, y2, y3, . . . ∈ Qω forms an infinite sequence of distinct
boundary points of S, converging to y ∈ Q.
If we have yk > y for infinitely many k, then we define
S′ = (S − y) ∩ [0, 1].
Otherwise, we define
S′ = (−S + y) ∩ [0, 1].
From Theorems 2.65 and 3.35, the set S′ is both (resp. weakly) r- and
s-recognizable. Moreover, this set admits an infinite sequence of distinct
boundary points that converges to 0. 
Lemma 5.9 exhibits the existence of a r- and s-recognizable set S′ that
admits an infinite sequence of boundary points that converges to 0. From
these characteristics, the next lemma is aimed at deriving properties of the
languages representing S′ in base r and s.
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Figure 5.3: Illustration of Lemma 5.10.
Lemma 5.10 Let r ∈ N>1 be a base, and S ⊆ [0, 1] be a set that is r-
recognizable and that admits an infinite sequence of boundary points that
converges to 0. There exist numbers p1 ∈ N and p2 ∈ N>0 such that, for all
w ∈ {0, 1, . . . , r − 1}ω, we have
〈0 ? 0p1w〉r ∈ S ⇔ 〈0 ? 0p1+p2w〉r ∈ S.
Proof Since S is r-recognizable, there exists a Muller RVA
A = (Q,Σ, δ, q0, F )
recognizing S in base r. Since A has finitely many states, the path pi of A
reading 0ω from the state δ∗(q0, 0?) visits two times the same state q ∈ Q :
Let 0p2 , with p2 ∈ N>0, be a word such that δ∗(q, 0p2) = q. Since the state
q is visited by the path pi, there exists a word 0p1 , with p1 ∈ N, such that
δ∗(0?0p1) = q. Hence, the path pi0 of A reading 0?0ω is composed of a prefix
labeled by 0?, followed by a finite path of length p1, and finally followed by
a cycle of length p2, as illustrated in Figure 5.3.
It follows that a word of the form 0 ? 0p1w, with w ∈ {0, 1, . . . , r − 1}ω,
is accepted by A if and only if the word 0 ? 0p10p2w = 0 ? 0p1+p2 is accepted
as well. Since A recognizes the r-encodings of S, we have 〈0 ? 0p1w〉r ∈ S if
and only if 〈0 ? 0p1+p2w〉r ∈ S. 
In the proof of Lemma 5.10, we discovered, in the automaton A, the
existence of a cycle rooted in q and labeled by a non-empty sequence 0p2 .
Intuitively, if the state reached after the reading of 0? in A is q, then the
accepted words are not influenced by the insertion of p2 zero digits in the
front of their encodings. Since the insertion of the digit 0 in a r-encoding of
the form 0?w, in such a way that this encoding becomes 0?0w, is equivalent
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to dividing the value of the number it represents by r, inserting those p2
zero digits amounts to dividing the values of the represented numbers by
rp2 . In this case, the represented set is thus, in some sense, invariant by the
multiplication of rp2 , which leads to the following definition.
Definition 5.11 Let D ⊆ R be a domain, and let f ∈ R>0. A set S ⊆ D
is f -product-stable in the domain D if and only if for all x ∈ D such that
fx ∈ D, we have
x ∈ S ⇔ fx ∈ S.

We will follow this intuitive idea to build, from a r- and s-recognizable
set S admitting an infinite sequence of boundary points converging to 0, a set
being product-stable with respect to two values that respectively depend on
the bases r and s. Furthermore, this new set will inherit the properties of S.
The properties of product-stability in both bases r and s will be intensively
used in the remaining of this chapter.
Lemma 5.12 Let S ⊆ [0, 1] be a set that admits an infinite sequence of
boundary points converging to 0, and let v ∈ R>0. The set vS ∩ [0, 1] also
admits an infinite sequence of boundary points converging to 0.
Proof First, remark that if x is a boundary point of S, then vx is a boundary
point of vS.
Since S admits an infinite sequence of distinct boundary points con-
verging to 0, its subsequence containing the boundary points x such that
x
v
∈ ]0, 1[ is still infinite and the points vx are boundary points of vS∩ [0, 1].

Theorem 5.13 Let r, s ∈ N>1 be bases, and S ⊆ [0, 1] be a set that is
both (resp. weakly) r- and s-recognizable and that admits an infinite se-
quence of boundary points converging to 0. There exist i, j ∈ N>0, and a
set S′ ⊆ [0, 1] that is both (resp. weakly) r- and s-recognizable, both ri- and
sj-product-stable in [0, 1], and that admits an infinite sequence of boundary
points converging to 0.
Proof Let Ar and As be (resp. weak) RVA recognizing S in the respective
bases r and s. By Lemma 5.10, there exist p1,r, p1,s ∈ N, and p2,r, p2,s ∈ N>0
such that
〈0 ? 0p1,rw〉r ∈ S ⇔ 〈0 ? 0p1,r+p2,rw〉r ∈ S
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and
〈0 ? 0p1,sw〉s ∈ S ⇔ 〈0 ? 0p1,s+p2,sw〉s ∈ S.
Let S1 be the set
S1 = r
p1,rS ∩ [0, 1].
This set has the following properties :
• S1 admits an infinite sequence of boundary points converging to 0. This
is a consequence of the definition of S1 and of Lemma 5.12.
• By Theorems 2.65 and 3.35, S1 is both (resp. weakly) r- and s-reco-
gnizable.
• S1 is rp2,r-product-stable in [0, 1]. Indeed, for all x ∈ [0, 1], we have
x ∈ S1
⇔ (∃w ∈ {0, 1, . . . , r − 1}ω)(x = 〈0 ? w〉r ∧ 〈0 ? w〉r ∈ S1)
⇔ (∃w ∈ {0, 1, . . . , r − 1}ω)(x = 〈0 ? w〉r ∧ 〈0 ? w〉r
rp1,r
∈ S)
⇔ (∃w ∈ {0, 1, . . . , r − 1}ω)(x = 〈0 ? w〉r ∧ 〈0 ? 0p1,rw〉r ∈ S)
⇔ (∃w ∈ {0, 1, . . . , r − 1}ω)(x = 〈0 ? w〉r ∧ 〈0 ? 0p1,r+p2,rw〉r ∈ S)








Now, we define S2 as the set
S2 = s
p1,sS1 ∩ [0, 1].
S2 also has also several recognizability and product-stability properties, and
admits an infinite sequence of boundary points converging to 0 :
• By Lemma 5.12, the set S2 inherits from S1 the fact that it admits an
infinite sequence of boundary points converging to 0.
• By Theorems 2.65 and 3.35, S2 is both (resp. weakly) r- and s-reco-
gnizable.
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• S2 is sp2,s-product-stable in [0, 1]. For proving this property, recall that
S2 = r
p1,rsp1,sS ∩ [0, 1].
Hence, the set S2 can alternatively be obtained by first defining
S3 = s
p1,sS ∩ [0, 1],
which is both (resp. weakly) r- and s-recognizable by Theorems 2.65
and 3.35. Then, one has
S2 = r
p1,rS3 ∩ [0, 1].
By a similar reasoning in base s, we get that S2 is s
p2,s-product-stable
in [0, 1].






Since, by Theorems 2.66 and 3.32, (resp. weakly) r-recognizability is
equivalent to (resp. weakly) r`-recognizability (for all ` ∈ N>0), the bases r
and s can be replaced by r′ = ri and s′ = sj . Hence, we have the following
corollary.
Corollary 5.14 Let r, s ∈ N>1 be bases, and S ⊆ [0, 1] be a set that is both
(resp. weakly) r- and s-recognizable and that admits an infinite sequence of
boundary points converging to 0. There exist powers r′ = ri, s′ = sj of r
and s, with i, j ∈ N>0, and a set S′ ⊆ [0, 1] that is both (resp. weakly) r′-
and s′-recognizable, both r′- and s′-product-stable in [0, 1], and that admits
an infinite sequence of boundary points converging to 0.
Lemma 5.9 and Corollary 5.14 can now be combined to produce the main
theorem of this section : Under the hypothesis of r- and s-recognizability of
a set S, as well as the infiniteness of its set of boundary points, we infer the
existence of a r′- and s′-recognizable set S′ which is r′- and s′-product-stable,
and that admits infinitely many boundary points.
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Theorem 5.15 Let r, s ∈ N>1 be multiplicatively independent bases, and
S ⊆ [0, 1] be a set that is both (resp. weakly) r- and s- recognizable and
that admits infinitely many boundary points. There exist powers r′ = ri,
s′ = sj of r and s, with i, j ∈ N>0, and a set S′ ⊆ [0, 1] that is both (resp.
weakly) r′- and s′-recognizable, both r′- and s′-product-stable in [0, 1], and
that admits infinitely many boundary points.
Proof This is a direct consequence of Lemma 5.9 and Corollary 5.14. 
5.4 Generalization of Cobham’s theorem to weak
deterministic RVA
In this section, we use the observations of Section 5.3, as well as the reduction
presented in Section 5.2, for proving that a set that is simultaneously weakly
recognizable in two multiplicatively independent bases r and s is necessarily
definable in the theory 〈R,Z,+, <〉. The multiplicatively independence of
the bases r and s will obviously be crucial in our arguments, since, by
Corollary 3.33, a set is weakly recognizable in two multiplicatively dependent
bases if and only if it is weakly recognizable in only one of them.
We begin by some technical lemmas. The first of them states that two
bases r and s are multiplicatively independent if and only if logs r is irra-
tional.
Lemma 5.16 Two numbers r, s ∈ N>1 are multiplicatively independent if
and only if logs r ∈ R \Q.
Proof By definition, the numbers r and s multiplicatively independent if
and only if (∀i, j ∈ N>0)(ri 6= sj). This is true if and only if (∀i, j ∈
N>0)(r 6= s
j




is, if and only if logs r is negative or irrational.
But, since r and s are strictly greater than 1, we have logs r > 0. Hence,
r and s are multiplicatively independent if and only if logs r ∈ R \Q. 
Now, let us prove that, for a given irrational number x ∈ R \ Q and a
real number y ∈ [0, 1], there exists a multiple mx of x, with m ∈ Z, such
that its fractional part mx− bmxc is arbitrarily close to y. In other words,
we will establish that the set of fractional parts of the multiples of x is
dense in [0, 1]. Actually, this is a consequence of Kronecker’s approximation
theorem [HW85], but we give here a direct proof.
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Lemma 5.17 Let x ∈ R \ Q, and y ∈ R. For every ε ∈ R>0, there exists
m ∈ Z such that
(mx+ y)− bmx+ yc < ε.
Proof The set
S = {mx+ y − bmx+ yc | m ∈ Z}
represents the set of fractional parts of the numbers mx + y, with m ∈ Z.
Hence, it is a subset of [0, 1].
Moreover, S is infinite. Indeed, otherwise, there would exist m1,m2 ∈ Z
such that m1 6= m2 and the fractional parts of (m1x+ y) and (m2x+ y) are
identical. Hence, the number (m1x + y) − (m2x + y) would be an integer




which contradicts the fact that x is irrational.
For each ε ∈ R>0, one can thus extract two values m1,m2 ∈ Z such that
0 < ((m1x+ y)− bm1x+ yc)− ((m2x+ y)− bm2x+ yc) < ε.
Let m′ = m1 −m2. We then have
0 < m′x− bm′xc < ε. (5.1)
We have to prove that there exists m ∈ Z such that the fractional part
of mx+ y, i.e., (mx+ y)− bmx+ yc, is strictly smaller than ε. Hence, the
integer part of y does not have matter. Let yF = y−byc. It thus suffices to
prove that there exists an integer m ∈ Z such that
(mx+ yF )− bmx+ yF c < ε.
For every k ∈ N such that k(m′x−bm′xc) < 1, we have, by Equation 5.1,
0 < km′x− bkm′xc < kε,









yF − (km′x− bkm′xc) < ε.






Figure 5.4: Illustration of Lemma 5.17.
We conclude by choosing
m = −km′.

The next lemma is aimed at proving that, when r and s are two multi-
plicatively independent bases, any open interval of R>0 contains some num-
ber of the form
ri
sj
, with i, j ∈ N>0. The proof is inspired from [Per90].
Lemma 5.18 Let r, s ∈ N>1 be two multiplicatively independent numbers,
and let x, ε ∈ R>0. There exist i, j ∈ N>0 such that























It remains to prove that there exist i, j ∈ N>0 such that
logs(x) < i logs r − j < logs(x) + ε′,
which can be rewritten as
j < i logs r − logs(x) < j + ε′.
Since r and s are multiplicatively independent, logs r is irrational by
Lemma 5.16.
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The conclusion directly follows from Lemma 5.17. 
We are now able to tackle the generalization of Cobham’s theorem for
weak deterministic automata.
Theorem 5.19 Let r, s ∈ N>1 be multiplicatively independent bases, and
S ⊆ [0, 1]. If S is simultaneously weakly r- and weakly s-recognizable, then
S is definable in 〈R,+, <, 1〉.
Proof By Theorem 5.7, it suffices to prove that the set B(S) of boundary
points of S is finite.
By contradiction, suppose that B(S) is infinite.
By Theorem 5.15, there exist powers r′ = ri, s′ = sj of r and s, with
i, j ∈ N>0, and a set S′ ⊆ [0, 1] that is both weakly r′- and weakly s′-
recognizable, both r′- and s′-product-stable in [0, 1], and such that B(S′) is
infinite.
Remark that the bases r′ and s′ are multiplicatively independent : Oth-
erwise, we would have r′i′ = s′j′ for some i′, j′ ∈ N>0, that is, rii′ = sjj′ ;
hence, r and s would be multiplicatively dependent.
Since S′ is both r′- and s′-product-stable in [0, 1] and S′ admits infinitely
many boundary points, there exist x, y ∈ ]0, 1] such that x ∈ S′ and y /∈
S′. Moreover, for every i′′, j′′ ∈ Z such that r′i′′s′j′′x ∈ ]0, 1], we have
r′i′′s′j′′x ∈ S′. Similarly, for every i′′, j′′ ∈ Z such that r′i′′s′j′′y ∈ ]0, 1], we
have r′i′′s′j′′y /∈ S′.
Let z be an arbitrary point in the open interval ]0, 1[, and let ε ∈ R>0
be such that z − ε > 0 and z + ε < 1.












which can be rewritten as
z − ε < r
i′′′
sj′′′
α < z + ε.
By the definition of ε, we thus have
0 < z − ε < r
i′′′
sj′′′
α < z + ε < 1.
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Hence, every neighborhood Nε(x) of x contains one point of S
′ as well
as one from [0, 1] \ S′. This property implies that S′ satisfies the dense os-
cillating sequence property introduced in Definition 3.12, and therefore, by
Theorem 3.38, cannot be recognized by a weak deterministic RVA. This is a
contradiction with the fact that S′ is weakly r′- (and weakly s′-) recogniz-
able. Hence, S is definable in 〈R,+, <, 1〉. 
By combining Theorem 5.19 with Theorem 4.16, we move from the do-
main [0, 1] to the full domain R, and we get a proof of Claim 5.1.
Theorem 5.20 Let r, s ∈ N>1 be multiplicatively independent bases, and
S ⊆ R. If S is simultaneously weakly r- and weakly s-recognizable, then S
is definable in 〈R,Z,+, <〉.
Proof This is a direct corollary of Theorems 4.16 and 5.19. 
5.5 Counter-example for Muller RVA
We now show that Theorem 5.20 does not directly generalize to non-weak
recognizability. Indeed, a set can be recognizable in two multiplicatively
independent bases without being definable in 〈R,Z,+, <〉. This property is
established in the following theorem.
In this theorem, restating Claim 5.2, we consider bases sharing the same
set of prime factors. Remark that there exist multiplicatively independent
bases having this property : For instance, the bases 6 and 12 are multiplica-
tively independent and share the same set of prime factors.
Theorem 5.21 Let r, s ∈ N>1 be two bases that share the same set of prime
factors. There exists a set S ⊆ R that is both r- and s-recognizable, and that
is not definable in 〈R,Z,+, <〉.
Proof Let {f1, f2, . . . , fn} be the set of prime factors of r and s. A counter-






2 . . . f
in
n
| p ∈ Z, i1, i2, . . . , in ∈ N
}
.
By Corollary 2.54, and whatever the base t ∈ {r, s} is, the set S is
encoded by the language
Lt = {0, t− 1}{0, 1, . . . , t− 1}∗ ? {0, 1, . . . , t− 1}∗(0ω ∪ (t− 1)ω),
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0, t− 1 ?
0
0, 1, . . . , t− 1
t− 1
0
1, . . . , t− 2
1, . . . , t− 2
0






Figure 5.5: Muller RVA, with acceptance condition {{4}, {5}}, accepting
the language {0, t− 1}{0, 1, . . . , t− 1}∗ ? {0, 1, . . . , t− 1}∗(0ω ∪ (t− 1)ω).
i.e., the set S contains the numbers that admit dual encodings.
The language Lt is accepted by the Muller automaton depicted in Fig-
ure 5.5, where the acceptance condition is {{4}, {5}}. Hence, S is both r-
and s-recognizable.
Suppose, by contradiction, that S is definable in 〈R,Z,+, <〉. Then, it
is weakly t-recognizable in any base t ∈ {r, s} thanks to Theorem 3.31. By
Theorem 3.38 and since S satisfies the dense oscillating sequence property,
this leads to a contradiction. 
5.6 Bases with different sets of prime factors and
sum-stability properties
In this section, we consider two bases r, s ∈ N>1 that do not share the
same set of prime factors. Since this property implies that r and s are
multiplicatively independent, we know by Theorem 5.20 that any subset
of R that is simultaneously weakly r- and weakly s-recognizable must be
definable in 〈R,Z,+, <〉.
Our goal is to show that a subset of R that is both r- and s-recognizable is
necessarily definable in 〈R,Z,+, <〉. Recall that, as shown is Section 5.5, this
result does not extend to pairs of bases that are multiplicatively independent
but that share the same sets of prime factors.
In the same way as we did for weak recognizability, we will use Theo-
rems 4.15 and 5.7, and suppose the existence of a set S ⊆ [0, 1] being both r-
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and s- recognizable and admitting infinitely many boundary points. Start-
ing from this hypothesis, we will show that there exists a set S′ ⊆ R having
in addition product-stability properties, as well as sum-stability ones (this
notion will be formally defined in the sequel). Next, we will exploit those
properties to obtain strong results about the structure of the set of numbers
t for which S′ is t-sum-stable.
These results will be used in Section 5.7 for showing that such a set
cannot exist, i.e., by Theorems 4.15 and 5.7, that each set S simultaneously
r- and s-recognizable is necessarily definable in 〈R,Z,+, <〉.
We thus consider two bases r, s ∈ N>1 with different sets of prime fac-
tors, and a set S ⊆ [0, 1] that is both r- and s-recognizable, and that admits
infinitely many boundary points. We begin by reusing the results of Sec-
tion 5.3. By Theorem 5.15, which is valid for weak recognizability and also
for recognizability, there exist bases r′, s′ ∈ N>1 with different sets of prime
factors (actually, r′ and s′ are respectively powers of r and s), and a set
S′ ⊆ [0, 1] that is both r′- and s′-recognizable, both r′- and s′-product-stable
in [0, 1], and that admits infinitely many boundary points.
We thus suppose that such a set S′ exists. Our first strategy consists
in exploiting Cobham’s theorem so as to derive additional properties of this
set.
The initial step is to build a set that coincides with S′ over [0, 1], shares
the same recognizability and product-stability properties, and contains num-
bers with non-trivial integer parts. For this purpose, we begin by proving
the following lemma, expressing that, if a set S ⊆ [0, 1] is r-recognizable,
then the set {rkx | x ∈ S ∧ k ∈ N} is r-recognizable as well.
Lemma 5.22 Let r ∈ N>1 be a base, and S ⊆ [0, 1] be a r-recognizable set.
The set S′ = {rkx | x ∈ S ∧ k ∈ N} is r-recognizable as well.
Proof Since S is r-recognizable, it is accepted by a (possibly non-determi-
nistic) Bu¨chi RVA
A = (Q,Σ,∆, q0, F ),
whose transitions are supposed to have labels of lengths not greater than
1. This assumption can be done without loss of generality since, for each
transition (q, w, q′) such that |w| > 1, one can add |w| − 1 new states
q1, q2, . . . , q|w|−1 and replace (q, w′, q′) by the sequence of transitions
(q, σ1, q1), (q1, σ2, q2), (q2, σ3, q3), . . . , (q|w|−1, σ|w|, q′),
where σ1, σ2, . . . , σ|w| ∈ Σ are such that w = σ1σ2 . . . σ|w|.
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Let Q0 ⊂ Q be the set of states of A that are reached by the reading of
a word of 0+?, i.e.,
Q0 = {q ∈ Q | (∃k ∈ N>0)((q0, 0k?, q) ∈ ∆∗)},
let Q1 ⊂ Q be the set of states that can be reached, non necessarily directly,
from the states in Q0, i.e.,
Q1 = {q ∈ Q | (∃k ∈ N>0)(∃w ∈ {0, 1, . . . , r − 1}∗)((q0, 0k ? w, q) ∈ ∆∗)},
and let Q2 ⊂ Q be the set of states that are reached by the reading of a
word of 0∗ from a state of Q0, i.e.,
Q2 = {q ∈ Q | (∃q′ ∈ Q0)(∃k ∈ N)((q′, 0k, q) ∈ ∆∗)}.
A non-deterministic Bu¨chi RVA A′ representing S′ can intuitively be
built from A by delaying arbitrarily the reading of the symbol ?. This
construction can be achieved by copying the set of states Q1 and, from each
state of the copy, creating an outgoing transition labeled by ?, leading to
the corresponding state of the original copy. The automaton A′ is composed
of those two copies of Q1, and of two additional states that are aimed at
ensuring that valid encodings are read.
Furthermore, due to the necessity of handling dual encodings, if 0 ∈ S
(resp. 1 ∈ S), then the languages 0+10∗ ? 0ω (resp. (r− 1)+ ? (r− 1)ω) have
to be accepted by A′.
Following this idea, we get
A′ = (Q′,Σ,∆′, s1, F ′),
where
• Q′ = (Q1 × {1, 2}) ∪ {s1, s2} ∪Q3 ∪Q4 (s1 and s2 are new states);
• if 0 ∈ S (resp. 0 /∈ S), then Q3 = {s3, s4}, where s3 and s4 are new
states (resp. Q3 = ∅);
• if 1 ∈ S (resp. 1 /∈ S), then Q4 = {s5, s6}, where s5 and s6 are new
states (resp. Q4 = ∅);
• ∆′ = ∆1 ∪∆2 ∪∆3;
• if 0 ∈ S (resp. 0 /∈ S), then
∆2 = {(s1, r − 1, s3), (s3, r − 1, s3), (s3, ?, s4), (s4, r − 1, s4)}
(resp. ∆2 = ∅);
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• if 1 ∈ S (resp. 1 /∈ S), then
∆3 = {(s2, 1, s5), (s5, 0, s5), (s5, ?, s6), (s6, 0, s6)}
(resp. ∆3 = ∅);
• ∆1 is defined by












{((q, 1), ?, (q, 2))};
• F ′ = ((F ∩Q1)× {2}) ∪ F1 ∪ F2;
• if 0 ∈ S (resp. 0 /∈ S), then F1 = {s4} (resp. F1 = ∅);
• if 1 ∈ S (resp. 1 /∈ S), then F2 = {s6} (resp. F2 = ∅).
This construction is illustrated in Figure 5.6.
Since, for words w1 ∈ {0, 1, . . . , r − 1}∗, w2 ∈ {0, 1, . . . , r − 1}ω, and a
symbol σ ∈ {0, 1, . . . , r − 1}, we have
r〈0w1 ? σw2〉r = 〈0w1σ ? w2〉r,
the automaton A′ accepts r-encodings of the set S′ = {rkx | x ∈ S∧k ∈ N}.
Moreover, thanks to the states s2, s3, s4, s5, s6 and their outgoing transitions,
it accepts all their encodings. Hence S′ is r-recognizable. 
Using Lemma 5.22, we now are able to prove the initial step of this
section.
Lemma 5.23 Let r, s ∈ N>1 be bases with different sets of prime factors,
and S ⊆ [0, 1] be a set that is both r- and s-recognizable, both r- and s-
product-stable in [0, 1], and that admits infinitely many boundary points.
There exists a set S′ ⊆ R≥0 that is both r- and s-recognizable, both r- and
s-product-stable in R≥0, and that admits infinitely many boundary points.
Proof Let S′ = {rkx | x ∈ S ∧ k ∈ N}.


































Figure 5.6: Construction of Lemma 5.22.
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This set is clearly r-product-stable in R≥0. Indeed, let v ∈ R≥0. We
have v ∈ S′ if and only if (∃v′ ∈ S)(∃k ∈ N)(v = rkv′). Hence, v ∈ S′ if and
only if rv = rk+1v′ ∈ S′, by definition of S′.
By Lemma 5.22, S′ is r-recognizable.
We have S′ ∩ [0, 1] = S. Indeed, on the one hand, let x ∈ S′ ∩ [0, 1].
We have (∃k ∈ N)(∃x′ ∈ S)(x = rkx′). Since S ⊆ [0, 1] is r-product-stable
in [0, 1], we have x = rkx′ ∈ S. On the other hand, let x ∈ S. We have
x ∈ S′ ∩ [0, 1] since x = r0x. As a corollary, the set S′ admits infinitely
many boundary points.
Remark that we have S′ = {risjx | x ∈ S ∧ i, j ∈ Z} : On the one hand,
S′ is trivially included in {risjx | x ∈ S ∧ i, j ∈ Z}. On the other hand,
let x′ ∈ {risjx | x ∈ S ∧ i, j ∈ Z}. There thus exist x′′ ∈ S and i, j ∈ Z
such that x′ = risjx′′. Let k ∈ N be sufficiently large to have i− k < 0 and
ri−ksjx′′ ∈ [0, 1]. Since S is r-product-stable in [0, 1], we have ri−kx′′ ∈ S.
By the s-product-stability of S in [0, 1], we thus also have ri−ksjx′′ ∈ S.
Hence, we get x′ ∈ S′ since x′ can be expressed as x′ = rkri−ksjx′′.
The set S′ can therefore be expressed as S′ = {skx | x ∈ S ∧ k ∈ N}.
By the same reasoning as in base r, this set is s-recognizable, as well as
s-product-stable in R≥0. 
The next step consists in starting from the set S′ ⊆ R≥0 we obtained in
Lemma 5.23, and building a set being, in some sense, invariant by transla-
tion. Precisely, we will show the existence of a set which is 1-sum-stable in
R>0. This notion is introduced in the next definition.
Definition 5.24 Let D ⊆ R be a domain, and let t ∈ R. A set S ⊆ D is
t-sum-stable in the domain D if and only if for all x ∈ D such that x+t ∈ D,
we have
x ∈ S ⇔ x+ t ∈ S.

Lemma 5.25 Let r, s ∈ N>1 be bases with different sets of prime factors,
and S ⊆ [0, 1] be a set that is both r- and s-recognizable, both r- and s-
product-stable in [0, 1], and that admits infinitely many boundary points.
There exists a set S′ ⊆ R>0 that is both r- and s-recognizable, both r- and s-
product-stable in R>0, 1-sum-stable in R>0, and that admits infinitely many
boundary points.
Proof By Lemma 5.23, there exists a set S′ ⊆ R≥0 that is both r- and s-
recognizable, both r- and s-product-stable in R≥0, and that admits infinitely
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many boundary points.
Let S′′ = S′\{0}. This set is r- and s-product-stable in R>0, and admits
infinitely many boundary points. Moreover, by Theorem 2.65, S′′ is both r-
and s-recognizable.







where m ∈ N and, for each i ∈ {1, 2, . . . ,m}, the set SIi ⊆ Z is both r- and s-
recognizable by NDDs, and the set SFi ⊆ [0, 1] is both r- and s-recognizable.
Since S′′ is a subset of R>0, the sets SIi can, without loss of generality,
be supposed to be subsets of N instead of Z. By Theorem 2.71, for each
i ∈ {1, 2, . . . ,m}, the set SIi is definable in 〈N,+〉. Since, by Corollary 2.5,
such a set is ultimately periodic, there exists ki ∈ N>0 for which
(∀x ∈ N≥ki)(x ∈ SIi ⇔ x+ ki ∈ SIi ).
By defining k = lcmi∈{1,2,...,m} ki, we obtain
(∀x ∈ R≥k)(x ∈ S′′ ⇔ x+ k ∈ S′′).






(∀x ∈ R≥1)(x ∈ S′′′ ⇔ x+ 1 ∈ S′′′). (5.2)
Let us show that S′′′ satisfies the expected properties.
By Theorem 2.65, S′′′ is both r- and s- recognizable.
S′′′ is r- and s-product-stable in R>0. Indeed, let t ∈ {r, s}, and x ∈ R>0
We have x ∈ S′′′ ⇔ kx ∈ S′′ ⇔ tkx ∈ S′′ ⇔ tx ∈ S′′′.
S′′′ is 1-sum-stable in R>0. Indeed, for every x ∈ R≥1, we have x ∈
S′′′ ⇔ x+ 1 ∈ S′′′. For x ∈ ]0, 1[, let k′ ∈ N such that rk′x ≥ 1. Since S′′′ is
r-product-stable, and by Equation 5.2, we have
x ∈ S′′′ ⇔ rk′x ∈ S′′′ ⇔ rk′x+ 1 + 1 + . . .+ 1︸ ︷︷ ︸
rk′
∈ S′′′ ⇔ x+ 1 ∈ S′′′.
Finally, S′′′ admits infinitely many boundary points, since this property
holds for S′′. 
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In the final steps of this section, we consider a set S ⊆ R>0 that satisfies
the properties expressed in Lemma 5.25, i.e., a set S ⊆ R>0 that is both r-
and s-recognizable, both r- and s-product-stable in R>0 and 1-sum-stable
in R>0, and we proceed by characterizing the numbers t ∈ R for which S
is t-sum-stable in R>0. The hypothesis on the prime factors of r and s is
explicitly used in the sequel.
Definition 5.26 Let D ⊆ R be a domain, and let S ⊆ D. The set of
numbers t ∈ R such that S is t-sum-stable in D is denoted by TD(S). 
Lemma 5.27 Let r ∈ N>1 be a base, and S ⊆ R>0 be a r-recognizable set.
The set TR>0(S) is r-recognizable as well.
Proof Since S is r-recognizable, it is definable in 〈R,Z,+, <,Xr〉 by Theo-
rem 2.65. Since TR>0(S) can be defined by
TR>0(S) = {t ∈ R |(∀x ∈ R)
((x > 0 ∧ x+ t > 0)⇒ (x ∈ S ⇔ x+ t ∈ S))},
it is definable in 〈R,Z,+, <,Xr〉 as well, and is therefore r-recognizable. 
Lemma 5.28 Let S ⊆ R>0. For every t, u ∈ TR>0(S) and a ∈ Z, we have
at ∈ TR>0(S) and t+ u ∈ TR>0(S).
Proof If t ∈ TR>0(S), then t can be added to (resp. subtracted from)
x ∈ R>0, without modifying the fact that x ∈ S or x /∈ S, as far as x+ t > 0
(resp. x − t > 0). This operation can be repeated an arbitrary number of
times a.
Let t, u ∈ TR>0(S). If either t, u ∈ R>0 or t, u ∈ R<0, then t+ u belongs
trivially to TR>0(S). If x ∈ R>0, t ∈ R>0, u ∈ R<0, and x + t + u ∈ R>0,
then we have x ∈ S ⇔ x + t ∈ S ⇔ (x + t) + u ∈ S. Similarly, if x ∈ R>0,
t ∈ R<0, u ∈ R>0, and x+ t+ u ∈ R>0, then we have x ∈ S ⇔ x+ u ∈ S ⇔
(x+ u)− t ∈ S. 
Lemma 5.29 Let S ⊆ R>0 be a 1-sum-stable set in R>0, and a ∈ Z. We
have a ∈ TR>0(S).
Proof Since S is 1-sum-stable is R>0, we have 1 ∈ TR>0(S). The conclusion
follows by Lemma 5.28. 
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Lemma 5.30 Let r ∈ N>1 be a base, and S ⊆ R>0 be a r-product-stable set
in R>0. The set TR>0(S) is r-product-stable in R.
Proof Let x ∈ R. We have to prove that x ∈ TR>0(S) if and only if
rx ∈ TR>0(S).
On the one hand, suppose that x ∈ TR>0(S), and let x′ ∈ R>0 such that
x′+ rx ∈ R>0. Since x
′ + rx
r
∈ R>0, since S is r-product-stable in R>0 and
since x ∈ TR>0(S), we have
x′ ∈ S ⇔ x
′
r
∈ S ⇔ x
′
r
+ x ∈ S ⇔ x′ + rx ∈ S.
Hence, rx ∈ TR>0(S).
Similarly, on the other hand, suppose that rx ∈ TR>0(S), and let x′ ∈
R>0 such that x′+x ∈ R>0. Since r(x′+x) ∈ R>0, since S is r-product-stable
in S, and since rx ∈ TR>0(S), we have
x′ ∈ S ⇔ rx′ ∈ S ⇔ rx′ + rx ∈ S ⇔ x′ + x ∈ S.
Hence, x ∈ TR>0(S). 
Lemma 5.31 Let r ∈ N>1 be a base, and S ⊆ R>0 be a set that is r-
product-stable in R>0 and 1-sum-stable in R>0. For every k ∈ Z, we have
rk ∈ TR>0(S).
Proof Since S is 1-sum-stable in R>0, we have 1 ∈ TR>0(S). The conclusion
follows by Lemma 5.30. 
Intuitively, being able to add or subtract rk from a number x ∈ R, for
any k, makes it possible to change in an arbitrary way finitely many digits in
its r-encodings, without influencing the fact that x belongs or not to S. Our
next step will be to show that this property can be extended to all digits of
r-encodings.
Lemma 5.32 Let r, s ∈ N>1 be bases with different sets of prime factors,
and S ⊆ R>0 be a set that is both r- and s-recognizable, both r- and s-
product-stable in R>0, and 1-sum-stable in R>0. There exist l,m ∈ N>0
such that, for every k ∈ N>0, we have
m
rlk − 1 ∈ TR>0(S).
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Proof Suppose, without loss of generality, that there exists a prime factor
of s that does not divide r (if it is not the case, then it suffices to swap the
bases r and s). Formally, let {q1, q2, . . . , qn} be the set of prime factors of
r. We suppose that there exist j1, j2, . . . , jn ∈ N such that
s = qj11 q
j2
2 . . . q
jn
n Q,
with Q ∈ N≥2 and gcd(Q, r) = 1.




∈ TR>0(S) for all k ∈ N.
By Theorems 2.56 and 2.57, the length |vk| of the smallest word vk ∈
{0, 1, . . . , r − 1}+ such that there exist uk ∈ {0, 1, . . . , r − 1}∗ and 1
sk
=
〈0?ukvωk 〉r, is the smallest integer |vk| ∈ N>0 such that r|vk| ≡Qk 1. In other
words, |vk| is the smallest integer such that r|vk| − 1 is a multiple of Qk.
Since Q ≥ 2, it follows that the lengths |vk| are unbounded with respect to
k. Hence, the set TR>0(S) contains rational numbers with infinitely many
distinct ultimate periods.
By Lemma 5.27, TR>0(S) is r-recognizable. Hence, there exists a Muller
RVA A = (Q,Σ, δ, q0, F ) recognizing TR>0(S) in base r. Suppose that
F = {F1, F2, . . . , F|F |}. Since an infinite number of encodings of ratio-
nals ending with distinct periods are accepted by A, there exists a subset
Fi ∈ F , with i ∈ {1, 2, . . . , |F |}, such that an infinite number of paths
reading such encodings in A end up in exactly Fi. In particular, there
exist u1, u2 ∈ {0, r − 1}{0, 1, . . . , r − 1}∗, v1, v2 ∈ {0, 1, . . . , r − 1}∗, and
w1, w2 ∈ {0, 1, . . . , r − 1}+ such that wω1 is not a suffix of wω2 , both words
u1 ? v1w
ω
1 and u2 ? v2w
ω
2 are accepted by A, and the paths pi1 and pi2 of A
reading them end up in exactly Fi.
There then exists a word w′1 ∈ {0, 1, . . . , r − 1}∗ such that the set of
states visited by pi1 after the reading of u1 ? v1w
′
1 is exactly Fi. There also
exist symbols σ0, σ1, σ2, . . . ∈ {0, 1, . . . , r − 1} such that
u1 ? v1w
ω
1 = u1 ? v1w
′
1(σ0σ1 . . . σ|w1|−1)
ω,
where σ0σ1 . . . σ|w1|−1 is a cyclic permutation of w1, i.e., there exists s ∈
{0, 1, . . . , |w1| − 1} such that w1 = σsσs+1 . . . σ|w1|−1σ0σ1 . . . σs−1.
Let q be an arbitrary state of Fi. At each time the path pi visits q after the
reading of u1 ? v1w
′
1, the symbol read directly after this visit corresponds
to a position of the word σ0σ1 . . . σ|w1|−1. Since there are finitely many
such positions, and since q is visited infinitely many times by pi, there exist
two distinct occurrences of q in pi, located after the reading of u1 ? v1w
′
1,
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and such that the symbols read directly after the visits of these respective
occurrences of pi correspond to identical positions in σ0σ1 . . . σ|w1|−1. Hence,
by the deterministic nature of A, the path pi ends up cycling between these
occurrences of q, and u1 ? v1w
ω
1 ends with (w
′′
1)
ω, where w′′1 is the word that
is read between these occurrences. Moreover, the set of states visited by pi
between them is exactly the set Fi.
A similar reasoning holds for the word u2?v2w
ω
2 , and we get that the path
pi2 ends with a cycle rooted in q, labeled with a word w
′′
2 ∈ {0, 1, . . . , r−1}+.
The periods w′′1 and w′′2 can be repeated arbitrarily, hence, by reading
|w′′2 | times the word w′′1 , and |w′′1 | times the word w′′2 , we can assume without
loss of generality that |w′′1 | = |w′′2 |. Moreover, we can assume without loss
of generality that 〈0w′′1〉r > 〈0w′′2〉r, otherwise wω1 would be a suffix of wω2 .
Besides, there exist v ∈ {0, r−1}{0, 1, . . . , r−1}∗ and w ∈ {0, 1, . . . , r−1}∗
such that the path reading v ? w ends in q. From the structure of A, it
follows that for every k ∈ N, the word v ? w((w′′1)kw′′2)ω is accepted by A.
For each k ∈ N, we thus have






dk = 〈0 ? ((w′′1)kw′′2)ω〉r. (5.3)
By Lemma 5.28, we have
dk + 〈vw〉r ∈ TR>0(S).
Using one more time this lemma, we get
dk ∈ TR>0(S).
We have
rl(k+1)dk = 〈0(w′′1)kw′′2 ? ((w′′1)kw′′2)ω〉r, (5.4)
where l = |w′′1 | = |w′′2 |.
Combining (5.3) and (5.4), we get
dk =
〈0(w′′1)kw′′2〉r
rl(k+1) − 1 .
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rl(k+1) − 1 +
〈0w′′1〉r
rl − 1 .
The next step will consist in getting rid of the second term of this ex-
pression. By Lemma 5.29, we have 〈0w′′1〉r ∈ TR>0(S). By Lemma 5.28, we
then have for all k ∈ N
(rl − 1)dk − 〈0w′′1〉r =
m
rl(k+1) − 1 ∈ TR>0(S),
where m = (rl−1)(〈0w′′2〉r−〈0w′′1〉r) is such that m ∈ N>0. For all k ∈ N>0,
we thus have
m
rlk − 1 ∈ TR>0(S).

We can now prove the final result of this section.
Theorem 5.33 Let r, s ∈ N>1 be bases with different sets of prime factors,
and S ⊆ R>0 be a set that is both r- and s-recognizable, both r- and s-product-
stable in R>0, 1-sum-stable in R>0, and that admits infinitely many boundary
points. There exists a set S′ ⊆ R>0 that is both r- and s-recognizable, that
admits infinitely many boundary points, and such that TR>0(S
′) = R.
Proof By Lemma 5.32, there exist l,m ∈ N>0 such that, for every k ∈ N>0,
we have
m





First, remark that S′ admits infinitely many boundary points, and that,
since S is both r- and s-recognizable, Theorem 2.65 implies that S′ is both





TR>0(S). Indeed, on the one hand, suppose that
x ∈ TR>0(S′) and let us show that mx ∈ TR>0(S). Let x′ ∈ R>0 such that
x′ +mx ∈ R>0. Since x
′ +mx
m
∈ R>0, and since x ∈ TR>0(S′), we have
x′ ∈ S ⇔ x
′
m
∈ S′ ⇔ x
′
m
+ x ∈ S′ ⇔ x′ +mx ∈ S.
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Hence, mx ∈ TR>0(S). Similarly, on the other hand, suppose that x ∈
TR>0(S), and let us show that
x
m




∈ R>0. Since m(x′ + x
m
) ∈ R>0, and since x ∈ TR>0(S), we have






∈ TR>0(S′). We then have
1
rlk − 1 ∈ TR>0(S
′) for all k ∈ N>0. (5.5)
Lemma 5.31 implies that we have
1
rk
∈ TR>0(S) for all k ∈ N>0. By
Lemma 5.28, we thus have
m
rk
∈ TR>0(S). Hence, we have
1
rk
∈ TR>0(S′) for all k ∈ N>0. (5.6)
By Lemma 5.30, TR>0(S) is r-product-stable in R. Hence, TR>0(S′) is
r-product-stable in R as well. Indeed, let x ∈ R. We have
x ∈ TR>0(S′)⇔ mx ∈ TR>0(S)⇔ rmx ∈ TR>0(S)⇔ rx ∈ TR>0(S′).
By Lemma 5.27, TR>0(S) is r-recognizable. Hence, TR>0(S
′) is r-reco-
gnizable as well by Theorem 2.65. By Theorem 2.69, it is then sufficient to
establish that TR>0(S
′) ∩Q = Q.
Let x ∈ Q. It follows from Corollary 2.59 that this number has a r-
encoding of the form v ? wuω, where v ∈ {0, r − 1}{0, 1, . . . , r − 1}∗, w ∈
{0, 1, . . . , r − 1}∗, and u ∈ {0, 1, . . . , r − 1}+. By defining u′ = ul, we have
|u′| = l|u|, and
x = 〈v ? w(u′)ω〉r.
Hence, we have
r|w|x = 〈vw ? (u′)ω〉r, (5.7)
and
r|w|+|u
′|x = 〈vwu′ ? (u′)ω〉r. (5.8)
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r|u′|〈vw〉r + 〈0u′〉r − 〈vw〉r
r|w|(r|u′| − 1)
=







r|w|(r|u′| − 1) .




By Equation 5.5, since TR>0(S
′) is r-product-stable in R, and since |u′| =
l|u|, we have
1
r|w|(r|u′| − 1) ∈ TR>0(S
′).
We also have 〈0u′〉r
r|w|(r|u′| − 1) ∈ TR>0(S
′)
by Lemma 5.28.
By Lemma 5.28, we thus have x ∈ TR>0(S′). Since x was an arbitrary
rational number, we have TR>0(S
′) ∩Q = Q. 
5.7 Generalization of Cobham’s theorem to Muller
RVA
The results obtained in Sections 5.2, 5.3 and 5.6 can now be combined to
obtain a generalization of Cobham’s theorem to Muller RVA. The following
theorem holds for subsets of [0, 1] simultaneously recognizable in two bases
that have different sets of prime factors.
Theorem 5.34 Let r, s ∈ N>1 be bases with different sets of prime factors,
and let S ⊆ [0, 1]. If S is simultaneously r- and s-recognizable, then S is
definable in 〈R,+, <, 1〉.
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Proof We know by Theorem 5.7 that if the set B(S), containing the bound-
ary points of S, is finite, then S is definable in 〈R,+, <, 1〉. Let us prove
that it is the case.
By contradiction, suppose that B(S) is infinite, i.e., that S admits in-
finitely many boundary points.
Since bases with different sets of prime factors are necessarily multiplica-
tively independent, Theorem 5.15 holds, and implies the existence of powers
r′ = ri, s′ = sj , with i, j ∈ N>0, and of a set S′ ⊆ [0, 1] that is both r′-
and s′-recognizable, both r′- and s′-product-stable in [0, 1], and that admits
infinitely many boundary points.
Remark that the base r′ (resp. s′) has the same set of prime factors as
r (resp. s). Hence, r′ and s′ have different sets of prime factors.
By Lemma 5.25, there exists a set S′′ ⊆ R>0 that is both r′- and s′-
recognizable, both r′- and s′-product-stable in R>0, 1-sum-stable in R>0,
and that admits infinitely many boundary points.
Using Theorem 5.33 applied to S′′, we obtain a set S′′′ ⊆ R>0 that is
both r- and s-recognizable, that admits infinitely many boundary points,
and such that the set of numbers t for which S′′′ is t-sum stable in R>0, i.e.,
TR>0(S
′′′), is equal to R.
Since S′′′ admits infinitely many boundary points, it contains at least
one element x ∈ R>0. Let x′ ∈ R>0 be an arbitrary point. We have x′−x ∈
TR>0(S
′′′). Hence, by the definition of TR>0(S′′′), we have x + (x′ − x) =
x′ ∈ S′′′, which implies S′′′ = R>0. This is a contradiction with the fact that
S′′′ admits infinitely many boundary points. Hence, the assumption stating
that B(S) is infinite is false. As a consequence, S is definable in 〈R,+, <, 1〉.

Claim 5.3 then follows, since the domain including the set S of Theo-
rem 5.34 can be extended to R by using Theorem 4.15.
Theorem 5.35 Let r, s ∈ N>1 be bases with different sets of prime factors,
and let S ⊆ R. If S is simultaneously r- and s-recognizable, then S is
definable in 〈R,Z,+, <〉.
Proof This is a direct corollary of Theorems 4.15 and 5.34. 
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5.8 Summary
In this chapter, we studied the one-dimensional sets simultaneously recog-
nizable by Muller RVA, or by weak deterministic RVA, in multiple bases,
and we obtained a complete characterization of such sets. In this section,
we recall this characterization.
Let r, s ∈ N>1 be two bases, and let S ⊆ R be a one-dimensional set of
reals.
• If r and s are multiplicatively dependent, then, by Corollary 3.33, S
is weakly r-recognizable if and only if it is weakly s-recognizable.
• If r and s are multiplicatively independent, and if S is simultaneously
weakly r- and weakly s-recognizable, then, by Theorem 5.20, S is
definable in 〈R,Z,+, <〉.
This characterization is similar to the one known for the integer do-
main [Cob69, BHMV94].
For Muller automata, or, equivalently, (possibly non deterministic) Bu¨-
chi automata, we have demonstrated that multiplicatively independence of
the bases is not a strong enough condition. Precisely, we have the following
characterization :
• If r and s are multiplicatively dependent, then, by Corollary 2.68, S
is r-recognizable if and only if it is s-recognizable.
• If r and s are multiplicatively independent, but share the same set of
prime factors, then, by Theorem 5.21, there exists a set S ⊆ R that is
both r- and s-recognizable, and that is not definable in 〈R,Z,+, <〉.
• If r and s are multiplicatively independent and, in addition, have dif-
ferent sets of prime factors, then, by Theorem 5.35, S is definable in
〈R,Z,+, <〉.
As a consequence, we have thus established that the sets of real num-
bers that are recognized by infinite-word automata in all encoding bases are
exactly those that are recognizable by weak deterministic automata in all
encoding bases. This result brings us a theoretical justification to the use
of weak deterministic automata for representing sets of reals and integer
numbers : If recognizability by automata has to be achieved regardless of
the representation base, then the representable sets are exactly those that




In Chapter 5, we established that a necessary and sufficient condition for
a one-dimensional set S ⊆ R to be definable in the theory 〈R,Z,+, <〉
is that S is simultaneously recognized by weak deterministic RVA in two
multiplicatively independent bases. When dealing with general RVA, we
also proved that this condition does not hold anymore; in this case, the
bases must have different sets of prime factors.
In this chapter, we generalize these results to multi-dimensional sets, i.e.,
to subsets of Rn, with n ∈ N>0, and we naturally consider the same condi-
tions on the bases in which a set S is recognizable, or weakly recognizable.
Precisely, the aim of this chapter is to prove the following claim.
Claim 6.1 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases with different
sets of prime factors (resp. multiplicatively independent bases), and S ⊆ Rn.
If S is (resp. weakly) r- and (resp. weakly) s-recognizable, then S is definable
in 〈R,Z,+, <〉.
By Theorems 4.15 and 4.16, it suffices to establish that the subsets of
[0, 1]n that have those properties are definable in 〈R,+, <, 1〉, that is, to
prove the next claim.
Claim 6.2 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases with different
sets of prime factors (resp. multiplicatively independent bases), and S ⊆
[0, 1]n. If S is (resp. weakly) r- and (resp. weakly) s-recognizable, then S is
definable in 〈R,+, <, 1〉.
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An identical proof of Claim 6.2 will handle both cases of recognizabil-
ity, and of weakly recognizability. Its sketch is illustrated in Figure 6.11,
page 134.
6.2 Induction
In order to establish Claim 6.2, we proceed by induction. The base case,
n = 1, has been solved in the previous chapter. It thus remains to prove the
inductive case, i.e.,
Claim 6.3 Let n ∈ N>1 be a dimension, r, s ∈ N>1 be bases with different
sets of prime factors (resp. multiplicatively independent bases), and let S ⊆
[0, 1]n be a both (resp. weakly) r- and (resp. weakly) s-recognizable set. If,
for all m ∈ {1, 2, . . . , n− 1}, and for each set S′ ⊆ [0, 1]m that is both (resp.
weakly) r- and (resp. weakly) s-recognizable, S′ is definable in 〈R,+, <, 1〉,
then S is definable in 〈R,+, <, 1〉.
In the next section, we reduce these problems to simpler ones.
6.3 Product-stable sets
In order to be able to prove that the recognizability of a subset of [0, 1]n in
multiple bases leads to its definability in 〈R,+, <, 1〉, we need to establish
a link between the arithmetical properties of this set, and the structure of
automata recognizing it. Those arithmetical properties will consist in gener-
alizations of product-stability ones, introduced in Section 5.3 when dealing
with one-dimensional sets. We will reduce the problem of establishing the
definability of a set S ⊆ [0, 1]n in 〈R,+, <, 1〉 to the same problem for sets
that have the characteristic of being product-stable.
Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and S ⊆ [0, 1]n be
a set recognized in base r either by a Muller, or by a weak deterministic
RVA. Let A = (Q,Σ, δ, q0, F ) be such an automaton, and q ∈ Q. Recall
that L(q) denotes the language accepted from q in A. Similarly, if q is a
state reachable from δ∗(q0, w?), with w ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗,
then S(q) denotes the set of vectors encoded by ~0 ? L(q), as formalized in
the following definition.
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Definition 6.4 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and S ⊆
[0, 1]n be a set recognized by an automaton A = (Q,Σ, δ, q0, F ) that is either
weak deterministic, or a Muller automaton. Let q ∈ Q be such that there
exist w1 ∈ {0, r−1}n({0, 1, . . . , r−1}n)∗, w2 ∈ ({0, 1, . . . , r−1}n)∗ such that
δ∗(q0, w1 ? w2) is defined and equal to q. The set S(q) ⊆ [0, 1]n is defined by
S(q) = {〈~0 ? w〉r,n | w ∈ L(q)}.

The next lemma states that the sets S(q) are (resp. weakly) recognizable
in all bases in which S is (resp. weakly) recognizable.
Lemma 6.5 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases, and S ⊆
[0, 1]n be a set recognized by a Muller (resp. weak deterministic) RVA
A = (Q,Σ, δ, q0, F ) in base r. Let q ∈ Q be a state such that there exist
w1 ∈ {0, r− 1}n({0, 1, . . . , r− 1}n)∗ and w2 ∈ ({0, 1, . . . , r− 1}n)∗ such that
δ∗(q0, w1?w2) is defined and equal to q. If S is (resp. weakly) s-recognizable,
then S(q) is (resp. weakly) s-recognizable as well.
Proof Recall that A has a deterministic transition relation. Hence, the
language L(q) can be expressed as









From this relation and Theorem 2.65 (resp. Theorem 3.35), we obtain that
S(q) is (resp. weakly) recognizable in all bases for which S is (resp. weakly)
recognizable. 
Let us introduce a notion of product-stability, now adapted for subsets
of [0, 1]n.
Definition 6.6 Let n ∈ N>0 be a dimension, ~v ∈ [0, 1]n ∩ Qn be a pivot,
and f ∈ R≥1 be a factor. A set S ⊆ [0, 1]n is f -product-stable with respect
to the pivot ~v if and only if
(∀~x ∈ [0, 1]n − ~v)
(
~x ∈ S − ~v ⇔ 1
f



















-product-stable set with respect to ~v.
Intuitively, that a set is f -product-stable with respect to the pivot ~v
means that the set does not change when it is magnified by the zoom factor
f around the pivot ~v. Figure 6.1 illustrates the notion of product-stability.
The next lemma states that this property is preserved by transformations
of the form ~x 7→ C~x + ~a, with C ∈ Qn×n and ~a ∈ Qn, provided that
(C[0, 1]n + ~a) ⊆ [0, 1]n, and the new pivot ~v′ = C~v + ~a belongs to [0, 1]n.
Lemma 6.7 Let n ∈ N>0 be a dimension, ~v ∈ [0, 1]n ∩ Qn be a pivot,
f ∈ R≥1 be a factor, S ⊆ [0, 1]n be a f -product-stable set with respect to ~v,
C ∈ Qn×n, and ~a ∈ Qn. If C[0, 1]n + ~a ⊆ [0, 1]n and C~v + ~a ∈ [0, 1]n, then
CS + ~a is f -product-stable with respect to C~v + ~a.
Proof Suppose C[0, 1]n +~a ⊆ [0, 1]n and C~v+~a ∈ [0, 1]n. Let us prove that
CS + ~a is f -product-stable with respect to C~v + ~a, i.e., that
(∀~x ∈ [0, 1]n − (C~v + ~a))
(
~x ∈ C(S − ~v)⇔ 1
f
~x ∈ C(S − ~v)
)
,
since we have CS + ~a− (C~v + ~a) = C(S − ~v).
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Let ~x ∈ [0, 1]n − (C~v + ~a). We successively have
~x ∈ C(S − ~v)
⇔ (∃~x′ ∈ S − ~v)(~x = C~x′)




~x′ ∈ S − ~v ∧ ~x = C~x′
)














~x ∈ C(S − ~v).

In the following lemma, we give the expected link between the structure
of automata recognizing sets of real vectors, and the notion of product-
stability : We establish that if a state q, reachable after a transition labeled
by ?, is the origin of a cycle, then the set S(q) is product-stable.
Lemma 6.8 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and S ⊆
[0, 1]n be a set recognized by a Muller (resp. weak deterministic) RVA
A = (Q,Σ, δ, q0, F ) in base r. Let q ∈ Q be a state such that there exist
w1 ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ and w2 ∈ ({0, 1, . . . , r − 1}n)∗ such
that δ∗(q0, w1 ? w2) is defined and equal to q. If, in addition, there exists
w ∈ ({0, 1, . . . , r − 1}n)+ such that δ∗(q, w) = q, then S(q) is r|w|-product-
stable with respect to the pivot 〈~0 ? wω〉r,n.
Proof Since δ∗(q, w) = q, we have w′ ∈ L(q)⇔ ww′ ∈ L(q). It follows that




Remark that the transformation ~x 7→ 〈
~0w〉r,n + ~x
r|w|
admits the fixed point
〈~0 ? wω〉r,n ∈ [0, 1]n. Translating S(q) so as to move this fixed point onto ~0,
we get
~x ∈ S(q)− 〈~0 ? wω〉r,n
⇔ ~x ∈ [0, 1]n − 〈~0 ? wω〉r,n ∧




〈~0 ? wω〉r,n + 〈~0w〉r,n
r|w|
= 〈~0 ? wω〉r,n, Equation 6.1 becomes
~x ∈ S(q)− 〈~0 ? wω〉r,n
⇔ ~x ∈ [0, 1]n − 〈~0 ? wω〉r,n ∧ ~x
r|w|
+ 〈~0 ? wω〉r,n ∈ S(q).
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Hence, we have
~x ∈ S(q)− 〈~0 ? wω〉r,n
⇔ ~x ∈ [0, 1]n − 〈~0 ? wω〉r,n ∧ ~x
r|w|
∈ S(q)− 〈~0 ? wω〉r,n,
which matches with Definition 6.6. It follows that S(q) is r|w|-product-stable
with respect to the pivot 〈~0 ? wω〉r,n. 
In summary, if A recognizes the set S ⊆ [0, 1]n in base r, then each
reachable state q of the fractional part of A recognizes a set S(q) ⊆ [0, 1]n
that is (resp. weakly) recognizable in all bases for which S is (resp. weakly)
recognizable. Furthermore, if the transition relation admits a cycle labeled
by w ∈ ({0, 1, . . . , r − 1}n)+ and rooted at q, then the set S(q) is r|w|-
product-stable with respect to the pivot 〈~0 ? wω〉r,n.
In the next step, we show that any recognizable set can be decomposed
into a combination of product-stable sets that can be considered individually.
Lemma 6.9 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and S ⊆ [0, 1]n
be a set (resp. weakly) r-recognizable. There exist k ∈ N, ~ı1, ~ı2, . . . , ~ık ∈ Nn,
`1, `2, . . . , `k ∈ N>0, ~v1, ~v2, . . . ~vk ∈ [0, 1]n ∩ Qn, and S1, S2, . . . , Sk ⊆ [0, 1]n
such that, for each j ∈ {1, 2, . . . , k}, Sj is r`j -product-stable with respect to
the pivot ~vj and is (resp. weakly) recognizable in all bases in which S is







Proof Let A = (Q,Σ, δ, q0, F ) be a Muller (resp. weak deterministic) RVA
recognizing S in base r.
Let Q1 be the set of states q of A reachable from δ∗(q0,~0?) and that are
origin of at least one cycle, i.e.,
Q1 = {q ∈ Q | (∃w1 ∈ ({0, 1, . . . , r − 1}n)∗)(∃w2 ∈ ({0, 1, . . . , r − 1}n)+)
(δ∗(q0,~0 ? w1) = q = δ∗(q, w2))}.
Since S is a subset of [0, 1]n, and RVA accept all the encodings of the
vectors they represent, each vector ~x ∈ S admits at least one r-encoding
having ~0? as prefix; hence, there exists an accepting path pi~x of A, reading
an encoding ~0 ? w such that 〈~0 ? w〉r,n = ~x, and eventually visiting a state
in Q1.













Figure 6.2: Illustration of Lemma 6.9.
Let L be the language of words w ∈ ({0, 1, . . . , r − 1}n)∗ labeling finite
paths pi with origin δ∗(q0,~0?) and destination q ∈ Q1 such that q′ /∈ Q1 for
every state q′ distinct from q visited by pi, and there is only one occurrence
of q in pi. The situation is illustrated in Figure 6.2.
For each word w ∈ L, let qw ∈ Q1 be the state δ∗(q0,~0 ? w). A admits a
cycle rooted at qw. Hence, by Lemma 6.8, and thanks to Theorem 2.51, there
exist ~vw ∈ Qn ∩ [0, 1]n and `w ∈ N>0 such that S(qw) is r`w -product-stable
with respect to the pivot ~vw. By Lemma 6.5, S(qw) is (resp. weakly) rec-








Since L is finite, the conclusion follows. 
Lemma 6.9 provides an argument for reducing the problem of proving
Claim 6.3 : It suffices to establish that this claim holds for subsets of [0, 1]n
that are r`-product-stable (` ∈ N>0) with respect to a pivot ~v ∈ [0, 1]n∩Qn,
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i.e., to prove the following claim.
Claim 6.10 Let n ∈ N>1 be a dimension, and r, s ∈ N>1 be bases with
different sets of prime factors (resp. multiplicatively independent bases), and
let S ⊆ [0, 1]n be a both (resp. weakly) r- and (resp. weakly) s-recognizable
set. Suppose that there exist ` ∈ N>0 and ~v ∈ [0, 1]n ∩Qn such that S is r`-
product-stable with respect to the pivot ~v. If, for all m ∈ {1, 2, . . . , n−1}, and
for each set S′ ⊆ [0, 1]m that is both (resp. weakly) r- and (resp. weakly) s-
recognizable, S′ is definable in 〈R,+, <, 1〉, then S is definable in 〈R,+, <, 1〉.
The following theorem is aimed at formalizing that reduction by proving
that the r`-product-stability of Claim 6.10 is unnecessary. In other words,
we prove that Claim 6.10 implies Claim 6.3.
Theorem 6.11 Claim 6.10 implies Claim 6.3.
Proof Assume that Claim 6.10 holds. Let S be a set satisfying the hy-
pothesis of Claim 6.3. S is (resp. weakly) r-recognizable. Hence, by
Lemma 6.9, there exist k ∈ N, ~ı1, ~ı2, . . . , ~ık ∈ Nn, `1, `2, . . . , `k ∈ N>0,
~v1, ~v2, . . . ~vk ∈ [0, 1]n ∩ Qn, and S1, S2, . . . , Sk ⊆ [0, 1]n such that, for each
j ∈ {1, 2, . . . , k}, Sj is r`j -product-stable with respect to the pivot ~vj and








The sets Sj satisfy the hypothesis of Claim 6.10. It follows that they are






is definable in 〈R,+, <, 1〉 as well. 
In the remaining of this chapter, we prove that Claim 6.10 holds.
6.4 Multiple product stabilities
We consider a set S ⊆ [0, 1]n that is either r- and s-recognizable in two bases
r and s that do not share the same set of prime factors, or weakly r- and
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weakly s-recognizable in two multiplicatively independent bases r and s. As
discussed in Section 6.3, we suppose that S is r`-product-stable with respect
to a pivot ~v ∈ [0, 1]n∩Qn, with ` ∈ N>0. Moreover, we make the assumption
that for all m ∈ {1, 2, . . . , n−1}, each set S′ ⊆ [0, 1]m that is either r- and s-
recognizable, in the case of general recognizability, or weakly r- and weakly
s- recognizable, in the case of weak recognizability, is necessarily definable
in 〈R,+, <, 1〉.
The goal of the current section, as well as the following one, will be to
establish that these hypotheses imply that S is definable in 〈R,+, <, 1〉.
In this section, we prove that the (resp. weakly) s-recognizability of S
implies that, in addition to being r`-product-stable by hypothesis, S is s`
′
-
product-stable as well, for some `′ ∈ N>0. We first consider the case where
S is r`-product-stable with respect to the pivot ~0.
Lemma 6.12 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases, and S ⊆
[0, 1]n be a set that is both (resp. weakly) r- and s-recognizable. Suppose
that there exists ` ∈ N>0 such that S is r`-product-stable with respect to the
pivot ~0. There exists `′ ∈ N>0 such that S is s`′-product-stable with respect
to the pivot ~0.
Proof Let A = (Q,Σ, δ, q0, F ) be a Muller RVA recognizing S in base s. We
assume, without loss of generality, that A has a complete transition relation.
Since A has finitely many states, the path reading ~0?~0ω is ultimately cycling,
i.e, there exist q ∈ Q, m ∈ N and `′ ∈ N>0 such that δ∗(q0,~0 ? ~0m) = q =
δ∗(q,~0`′). Figure 6.3 illustrates this property.
By Definition 6.4 and since w ∈ L(q) ⇔ ~0`′w ∈ L(q), we have, for all
~x ∈ [0, 1]n, ~x ∈ S(q)⇔ ~x
s`′
∈ S(q). It follows that S(q) is s`′-product-stable
with respect to the pivot ~0.
Let ~x ∈ [0, 1]n. We have
~x ∈ S(q) ⇔ (∃w ∈ ({0, 1, . . . , s− 1}n)ω)




Using this relation and the r`-product-stability hypothesis on S, one can
establish that the set S(q) is r`-product-stable as well. Indeed, let ~x ∈ [0, 1]n.













Figure 6.3: Illustration of Lemma 6.12.
6.4. Multiple product stabilities 115
We have












~x ∈ [0, 1]n.
The set S(q) is thus both r`- and s`
′
-product-stable, with respect to the
same pivot ~0. Let us show that these properties imply that S itself is both
r`- and s`
′
-product-stable with respect to ~0. By hypothesis, S is r`-product-
stable with respect to ~0. Let ~x be an arbitrary vector of [0, 1]n, and let k ∈ N
be large enough to have r`k ≥ sm. We thus have s
m
r`k
≤ 1 and s
m
r`k
~x ∈ [0, 1]n,
and we get






~x ∈ S(q). (6.2)
Since S(q) is s`
′
-product-stable with respect to ~0, we obtain
sm
r`k









~x ∈ S. (6.3)
By combining Equations 6.2 and 6.3, the s`
′
-product-stability of S with
respect to the pivot ~0 follows. 
We now consider the general case where S is r`-product-stable with re-
spect to a pivot ~v ∈ [0, 1]n ∩Qn. The proof of the following lemma decom-
poses the set S according to the 2n possible positions of vectors in [0, 1]n
with respect to ~v, in order to apply Lemma 6.12.
Lemma 6.13 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases, and S ⊆
[0, 1]n be a set that is both (resp. weakly) r- and s-recognizable. Suppose that
there exist ` ∈ N>0 and ~v ∈ [0, 1]n ∩Qn such that S is r`-product-stable with
respect to the pivot ~v. There exists `′ ∈ N>0 such that S is s`′-product-stable
with respect to the pivot ~v.









Figure 6.4: Sets D~v,~a, with ~a ∈ {−1, 1}2.
Proof We consider the pivot ~v. For each vector ~a ∈ {−1, 1}n, let M~a be the
matrix
M~a = diag(~a),
and D~v,~a be the set
D~v,~a = (~v +M~a(R≥0)n) ∩ [0, 1]n.
The n-cube [0, 1]n is equal to the union of the sets D~v,~a. More precisely,
each set D~v,~a is a Cartesian product of intervals
D~v,~a = I1 × I2 × · · · × In,
where for all i ∈ {1, 2, . . . , n},
Ii =
{
[0, ~v[i]] if ~a[i] = −1;
[~v[i], 1] if ~a[i] = 1.
Figure 6.4 illustrates the decomposition of [0, 1]n into the sets D~v,~a in the
case n = 2.
Let A~v be the set of vectors ~a ∈ {−1, 1}n such that D~v,~a has a non-zero
volume, i.e., such that f~a(~v[i]) > 0 for all i ∈ {1, 2, . . . , n}, where f~a(~v[i])
denotes the length of the interval Ii, that is,
f~a(~v[i]) =
{
~v[i] if ~a[i] = −1;
1− ~v[i] if ~a[i] = 1.
We have ⋃
~a∈A~v
D~v,~a = [0, 1]
n, (6.4)







D~v,(−1,−1) − ~v D~v,(1,−1) − ~v
Figure 6.5: Sets D~v,~a − ~v, with ~a ∈ {−1, 1}2.
since each set D~v,~a that has a zero volume is included into at least one
set with non-zero volume. Indeed, let ~a /∈ A, and suppose that D~v,~a =
I1 × I2 × · · · × In. We have
D~v,~a ⊆ I ′1 × I ′2 × · · · × I ′n,
where, for all i ∈ {1, 2, . . . , n}, I ′i is defined by
I ′i =
{
[0, 1] if Ii = {0} or I1 = {1};
Ii otherwise.
For each ~a ∈ A, the set M~a(D~v,~a − ~v) takes the form of the Cartesian
product [0, f~a(~v[1])]× [0, f~a(~v[2])]×· · ·× [0, f~a(~v[n])], as shown in Figures 6.5
and 6.6 that respectively depict the sets D~v,~a − ~v and M~a(D~v,~a − ~v). Since
~a ∈ A, we have f~a(~v[i]) > 0 for each i ∈ {1, 2, . . . , n} and we can thus
map the elements of D~a onto [0, 1]














For each ~a ∈ A, we now study the properties of the set
S~v,~a = C~v,~aM~a((S ∩D~v,~a)− ~v).

















Figure 6.6: Sets M~a(D~v,~a − ~v), with ~a ∈ {−1, 1}2.
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• Since D~v,~a is a Cartesian product of intervals with rational bound-
aries, it is definable in 〈R,Z,+, <〉 and is then weakly r- and weakly
s-recognizable by Theorem 3.31. Hence, from Theorems 2.65, 3.34
and 3.35, and since the matrices C~v,~a and M~a are non-singular, the set
S~v,~a is (resp. weakly) r- and s-recognizable.
• S~v,~a is r`-product-stable with respect to the pivot ~0. Indeed, let ~x ∈
[0, 1]n. We have
~x ∈ S~v,~a ⇔ ~x ∈ C~v,~aM~a((S ∩D~v,~a)− ~v)
⇔ M−1~a C−1~v,~a~x ∈ (S ∩D~v,~a)− ~v.
Since S is r`-product-stable with respect to ~v and since M−1~a C
−1
~v,~a~x ∈
[0, 1]n, we get












• Thanks to the two previous properties, Lemma 6.12 can be applied on
S~v,~a. Hence, there exists `
′
~v,~a ∈ N>0 such that S~v,~a is s`
′
~v,~a-product-
stable with respect to the pivot ~0.
A corollary of the s`
′
~v,~a-product-stability of S~v,~a with respect to the pivot
~0 is that S ∩D~v,~a is r`
′
~v,~a-product-stable with respect to the pivot ~v. Indeed,
let ~x ∈ [0, 1]n − ~v. We successively have
















which implies that S is s`
′
-product-stable with respect to ~v, where `′ =
lcm~a∈A(`′~v,~a). 
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6.5 Exploiting multiple product stabilities
In the previous section, we established than any (resp. weakly) r- and s-
recognizable subset of [0, 1]n such that S is r`-product-stable (` ∈ N>0)
with respect to a pivot ~v ∈ [0, 1]n ∩ Qn is, in addition, s`′-product-stable
(`′ ∈ N>0) with respect to the same pivot ~v.
Recall that our inductive hypotheses state that r and s are bases with
different sets of prime factors (resp. multiplicatively independent bases),
and that the simultaneously (resp. weakly) r- and s-recognizable sets S′ ⊆
[0, 1]m, with m ∈ {1, 2, . . . , n − 1}, are definable in 〈R,+, <, 1〉. In this
section, we combine those hypotheses with the results of the previous section
for proving that the sets S ⊆ [0, 1]n that are r`-product stable, with ` ∈ N>0,
as well as simultaneously r- and s-recognizable, are definable in 〈R,+, <, 1〉.
Let ~v and ~x be two distinct vectors in [0, 1]n ∩ Qn. The set h~v(~x) is
defined as the line segment containing ~x, and whose extremities are ~v and a
point of a face of the n-cube [0, 1]n, as formalized in the following definition.
Definition 6.14 Let n ∈ N>0 be a dimension, and ~v, ~x ∈ [0, 1]n ∩ Qn be
such that ~v 6= ~x. The set h~v(~x) is
h~v(~x) = {~v + λ(~x− ~v) ∈ [0, 1]n | λ ∈ R>0}.

This definition implies that ~v /∈ h~v(~x). In the case n = 2, and for
particular values ~v and ~x, the set h~v(~x) is depicted in Figure 6.7.
The next lemma is aimed at establishing that, for all distinct vectors ~v, ~x
in [0, 1]n ∩Qn, the set h~v(~x) is definable in 〈R,+, <, 1〉.
Lemma 6.15 Let n ∈ N>0 be a dimension, and ~v, ~x ∈ [0, 1]n ∩Qn be such
that ~v 6= ~x. The set h~v(~x) is definable in 〈R,+, <, 1〉.
Proof Let l~v(~x) be the line {~v+ λ(~x−~v) | λ ∈ R}, and let {i1, i2, . . . , ik} ⊆
{1, 2, . . . , n} be the set of indexes such that i ∈ {i1, i2, . . . , ik} if and only
if ~x[i] 6= ~v[i]. The line l~v(~x) can be expressed as the intersection of linear












{~x′ ∈ Rn | ~x′[i] = ~v[i]}
∩{









Note that the coefficients of these equalities are rationals.
The set h~v(~x) is the intersection of l~v(~x) and the Cartesian product of
intervals
I1 × I2 × · · · × In,
where, for all i ∈ {1, 2, . . . , n},
Ii =
{
[0, ~v[i]] if ~x[i] ≤ ~v[i];
[~v[i], 1] otherwise,
from which the point ~v has to be removed.
Remark that the set I1×I2×· · ·×In can be expressed as a finite Boolean
combination of linear inequalities with rational coefficients. Indeed, for each
i ∈ {1, 2, . . . , n}, let
Si = {~x′ ∈ Rn | 0 ≤ ~x′[i] ≤ ~v[i]}
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if ~x[i] ≤ ~v[i] and
Si = {~x′ ∈ Rn | ~v[i] ≤ ~x′[i] ≤ 1}
otherwise. We have





h~v(~x) = (l~v(~x) ∩ (I1 × I2 · · · × In)) \ {~v},
the set h~v(~x) is a finite Boolean combination of linear constraints with ra-
tional coefficients, which implies that h~v(~x) is definable in 〈R,+, <, 1〉. 
We now prove the following lemma, stating that, under the above hy-
potheses, each set h~v(~x), with ~x 6= ~v, is either included in S or in [0, 1]n \S.
Lemma 6.16 Let n ∈ N>1 be a dimension, and r, s ∈ N>1 be bases that do
not share the same set of prime factors (resp. multiplicatively independent
bases). Let S ⊆ [0, 1]n be a set that is both (resp. weakly) r- and (resp.
weakly) s-recognizable. Suppose that there exist ` ∈ N>0 and ~v ∈ [0, 1]n∩Qn
such that S is r`-product-stable with respect to the pivot ~v. Suppose that,
for all m ∈ {1, 2, . . . , n− 1}, and for each set S′ ⊆ [0, 1]m that is both (resp.
weakly) r- and (resp. weakly) s-recognizable, S′ is definable in 〈R,+, <, 1〉.
For each ~x ∈ [0, 1]n ∩ Qn such that ~x 6= ~v, we have either h~v(~x) ⊆ S, or
h~v(~x) ∩ S = ∅.
Proof By Lemma 6.13, there exists `′ ∈ N>0 such that S is s`′-product-
stable with respect to the pivot ~v.
Consider ~x ∈ [0, 1]n ∩ Qn such that ~x 6= ~v. By Lemma 6.15, the set
h~v(~x) is definable in 〈R,+, <, 1〉. As a consequence of Theorem 3.31, is thus
weakly recognizable in all bases. From Theorems 2.65 and 3.34, it follows
that the set
S′ = S ∩ h~v(~x)
is (resp. weakly) r- and (resp. weakly) s-recognizable. Besides, S′ is both r`
and s`
′
-product-stable with respect to the pivot ~v; indeed, let ~x′ ∈ [0, 1]n−~v
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and (t, `′′) ∈ {(r, `), (s, `′)}. Since S is itself t`′′-product-stable, we have
~x′ ∈ (S ∩ h~v(~x))− ~v
⇔ ~x′ ∈ S − ~v ∧ ~x′ ∈ h~v(~x)− ~v
⇔ 1
t`′′
~x′ ∈ S − ~v ∧ ~x′ ∈ {λ(~x− ~v) ∈ [0, 1]n − ~v | λ ∈ R>0}
⇔ 1
t`′′
~x′ ∈ S − ~v ∧ 1
t`′′
~x′ ∈ {λ(~x− ~v) ∈ [0, 1]n − ~v | λ ∈ R>0}
⇔ 1
t`′′
~x′ ∈ (S ∩ h~v(~x))− ~v.
Let C ∈ Qn×n be the matrix whose inverse is
C−1 = [ (~x− ~v) ~v1 ~v2 · · · ~vn−1 ],
where ~v1, ~v2, . . . , ~vn−1 ∈ Qn are such that the vectors (~x−~v), ~v1, ~v2, . . . , ~vn−1
are linearly independent. For instance, ~v1, ~v2, . . . , ~vn−1 can be chosen by
selecting, among {(1, 0, . . . , 0), (0, 1, . . . , 0), (0, 0, . . . , 1)}, n− 1 vectors that
are linearly independent with ~x−~v. These n−1 vectors necessarily exist since
the vectors {(1, 0, . . . , 0), (0, 1, . . . , 0), (0, 0, . . . , 1)} are linearly independent
and since the vector ~x − ~v 6= ~0 is linearly dependent with at most one of
them.
We have C−1(1, 0, . . . , 0) = ~x−~v. Hence, for all λ ∈ R, we have λC(~x−
~v) = (λ, 0, . . . , 0). Since for all ~x′ ∈ h~v(~x) we have C(~x′ − ~v) = C((~v +
λ(~x − ~v)) − ~v), with λ ∈ R>0, we also have C(~x′ − ~v) = C(λ(~x − ~v)) =
(λ, 0, . . . , 0), which is illustrated in Figure 6.8, that depicts the set C(h~v(~x)−
~v) in dimension 2. Note that ~0 /∈ C(h~v(~x)− ~v) since ~v /∈ h~v(~x).
By Theorems 2.65, 3.34 and 3.35, the set
S′′ = C(S′ − ~v) ∩ [0, 1]n
is (resp. weakly) r- and (resp. weakly) s-recognizable. Moreover, S′′ is
both r`- and s`
′
-product-stable with respect to the pivot ~0 since, for all
~x′ ∈ [0, 1]n, we have
~x′ ∈ S′′ ⇔ ~x′ ∈ C(S′ − ~v) ∩ [0, 1]n
⇔ (∃ ~x′′ ∈ S′ − ~v)(~x′ = C ~x′′ ∧ ~x′ ∈ [0, 1]n).
For all (t, `′′) ∈ {(r, `), (s, `′)}, the set S′ is t`′′-product-stable with respect
to ~v. Hence, we obtain










Figure 6.8: Set C(h~v(~x)− ~v), in dimension 2.
Note that the set S′′ can be decomposed into
S′′ = S′′′ × {0}n−1,
with S′′′ ⊆ [0, 1]. Applying Theorem 2.65 (resp. Theorem 3.36), the set
S′′′ is (resp. weakly) r- and (resp. weakly) s-recognizable. Since S′′′ is of
dimension 1 < n, our hypotheses state that it is definable in the theory
〈R,+, <, 1〉. In other words, S′′′ is equal to a finite union of intervals with
rational boundaries, as discussed in Section 2.2.2.
In addition, we know that S′′′ is both r`- and s`′-product-stable with
respect to the pivot 0. Since r and s are multiplicatively independent, r`
and s`
′
are multiplicatively independent as well. By Lemma 5.18, the set{
r`i
s`′j
| i, j ∈ N>0
}
is dense in R>0. It follows that if 1 ∈ S′′′ then S′′′ = ]0, 1] and if 1 /∈ S′′′,
then S′′′ = ∅.
To conclude, it remains to prove that S′ = S ∩ h~v(~x) is either empty, or
equal to h~v(~x). Let ~x′ ∈ [0, 1]n. For all k ∈ N, we have
~x′ ∈ S′
⇔ ~x′ − ~v ∈ S′ − ~v
⇔ 1
r`k







∈ C(S′ − ~v).
6.5. Exploiting multiple product stabilities 125
















⇔ 1 ∈ S′′′.
Since S′′′ is either equal to ]0, 1] or to ∅, the conclusion follows. 
Intuitively, Lemma 6.16 hints at the fact that the set S has a conical
structure. We formalize this property by the following definition.
Definition 6.17 Let n ∈ N>0 be a dimension. A set S ⊆ [0, 1]n is a
bounded conical set of apex ~v ∈ [0, 1]n if and only if for all ~x ∈ [0, 1]n, f ∈
]0, 1], we have
~x ∈ S ⇔ ~v + f(~x− ~v) ∈ S.

In other words, a bounded conical set is entirely determined by its apex,
and its intersection with the faces of the n-cube [0, 1]n. It follows that, in
order to establish that S is definable in 〈R,+, <, 1〉, it roughly suffices to
show that this intersection is definable in the same theory, and that S is a
bounded conical set.
The notion of face of the n-cube [0, 1]n is defined as follows.
Definition 6.18 Let n ∈ N>0 be a dimension, let λ ∈ {0, 1} and let i ∈
{1, 2, . . . , n}. The face Fλ,i of the n-cube [0, 1]n is defined by
Fλ,i = {~x ∈ [0, 1]n | ~x[i] = λ}.

The sets Fλ,i are depicted in Figure 6.9 in the case n = 2.
The next lemma establishes that, under the conditions of Lemma 6.16,
the intersection of S with the faces of the n-cube [0, 1]n is definable in
〈R,+, <, 1〉.










Figure 6.9: Faces of [0, 1]2.
Lemma 6.19 Let n ∈ N>1 be a dimension, and r, s ∈ N>1 be bases that do
not share the same set of prime factors (resp. multiplicatively independent
bases). Let S ⊆ [0, 1]n be a set that is both (resp. weakly) r- and (resp.
weakly) s-recognizable. Suppose that there exist ` ∈ N>0 and ~v ∈ [0, 1]n∩Qn
such that S is r`-product-stable with respect to the pivot ~v. Suppose that,
for all m ∈ {1, 2, . . . , n− 1}, and for each set S′ ⊆ [0, 1]m that is both (resp.
weakly) r- and (resp. weakly) s-recognizable, S′ is definable in 〈R,+, <, 1〉.
For every i ∈ {1, 2, . . . , n} and λ ∈ {0, 1}, the set S ∩ Fλ,i is definable in
〈R,+, <, 1〉.
Proof Let i ∈ {1, 2, . . . , n} and λ ∈ {0, 1}.
We first build the permutation matrix C ∈ {0, 1}n×n such that C~x =
(~x[1], . . . , ~x[i− 1], ~x[i+ 1], . . . , x[n], x[i]) for any ~x ∈ Rn. Formally, C is the
matrix
[ ~v1 ~v2 · · · ~vn ],
where, for all j ∈ {1, 2, . . . , n},
~vj =

(0, . . . , 0︸ ︷︷ ︸
j−1
, 1, 0, . . . , 0︸ ︷︷ ︸
n−j
) if j < i;
(0, . . . , 0︸ ︷︷ ︸
n−1
, 1) if j = i;
(0, . . . , 0︸ ︷︷ ︸
j−2
, 1, 0, . . . , 0︸ ︷︷ ︸
n−j+1
) if j > i.
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The set Fλ,i is clearly definable in 〈R,+, <, 1〉. By Theorem 3.31, it is
thus weakly r- and weakly s-recognizable. It follows from Theorem 2.65
(resp. Theorems 3.34 and 3.35) that the set
S′ = C(S ∩ Fλ,i)
is (resp weakly) r- and (resp. weakly) s-recognizable as well.
Moreover, we have S′ = S′′×{λ}, with S′′ ⊆ [0, 1]n−1. By Theorem 2.65
(resp. Theorem 3.36), the set S′′ is (resp. weakly) r- and (resp. weakly)
s-recognizable as well. Since S′′ is of dimension n − 1, the assumptions of
the lemma imply that it is definable in 〈R,+, <, 1〉.
Since C−1 exists and belongs to {0, 1}n×n, it then follows that the set
S ∩ Fλ,i = C−1S′ = C−1(S′′ × {λ})
is definable in 〈R,+, <, 1〉 as well. 
We now address the problem of establishing that Lemmas 6.16 and 6.19
imply that the set S is itself definable in 〈R,+, <, 1〉. For this purpose, we
will prove that S coincides with a bounded conical set, in the sense of Def-
inition 6.17, that is definable in 〈R,+, <, 1〉. Our proof requires additional
lemmas that show that any subset of Rn−1 definable in 〈R,+, <, 1〉 can be
extended into a cone in dimension n, without influencing its definability in
〈R,+, <, 1〉. The operation consisting in mapping a subset of Rn−1 onto a
cone in Rn is formally described by the following definition.
Definition 6.20 Let n ∈ N>1 be a dimension, let S ⊆ Rn−1, let i ∈
{1, 2, . . . , n}, let λ ∈ Q, and let ~v ∈ Qn. The set Cone(S, i, λ,~v) ⊆ [0, 1]n is
defined by
Cone(S, i, λ,~v) =
{~x ∈ Rn | (∃f ∈ ]0, 1])(∃~x′ ∈ S)
(~x = f((~x′[1], . . . , ~x′[i− 1], λ, ~x′[i], . . . , ~x′[n− 1])− ~v) + ~v)}.

Figure 6.10 illustrates Definition 6.20 in the case n = 2.
In the following lemma, we consider a set S described by a linear con-
straint with rational coefficients, and, in the particular case ~v = ~0 and λ 6= 0,
we prove that the set Cone(S, i, λ,~v) is an intersection of two linear con-
straints with rational coefficients. The proof is adapted from a construction
of Chernikova’s algorithm [LV92].









Figure 6.10: Example of set Cone(S, i, λ,~v), in dimension 2.
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Lemma 6.21 Let n ∈ N>1 be a dimension, let ~a ∈ Qn−1, let b ∈ Q, let
i ∈ {1, 2, . . . , n}, and let λ ∈ Q6=0. Let S be the set {~x ∈ Rn−1 | ~a~x ≤ b}.
There exists ~a′ ∈ Qn such that
Cone(S, i, λ,~0) = {~x ∈ Rn | ~a′~x ≤ 0}
∩
{ {~x ∈ Rn | 0 < ~x[i] ≤ λ} if λ > 0;
{~x ∈ Rn | λ ≤ ~x[i] < 0} if λ < 0.
Proof Let ~a′ =
(
~a[1], . . . ,~a[i− 1],− b
λ
,~a[i], . . . ,~a[n− 1]
)
. Let us prove that
the vector ~a′ is the expected vector.
On the one hand, let ~x ∈ Cone(S, i, λ, 0). By Definition 6.20, there exist
f ∈ ]0, 1] and ~x′ ∈ Rn−1 such that
~x = f(~x′[1], . . . , ~x′[i− 1], λ, ~x′[i], . . . , ~x′[n− 1])
and ~a~x′ ≤ b. We then have
~a′~x = ~a~x′ − b
λ
λ ≤ b− b = 0.
Moreover, since ~x[i] = fλ and f ∈ ]0, 1], we have 0 < ~x[i] ≤ λ (resp.
λ ≤ ~x[i] < 0) if λ > 0 (resp. λ < 0).
On the other hand, let ~x ∈ Rn such that ~a′~x ≤ 0 and 0 < ~x[i] ≤ λ
(resp. λ ≤ ~x[i] < 0) if λ > 0 (resp. λ < 0). Let ~x′ = λ
~x[i]
~x, and let
~x′′ = (~x′[1], . . . , ~x′[i− 1], ~x′[i+ 1], . . . ~x′[n]). We thus have








( ~x′′[1], . . . , ~x′′[i − 1], λ, ~x′′[i], . . . , ~x′′[n − 1]), and ~x[i]
λ
∈ ]0, 1],
we then get ~x ∈ Cone(S, i, λ,~0). 
Thanks to the previous lemma, we can now prove that the definability
in 〈R,+, <, 1〉 of a set S ⊆ [0, 1]n implies the definability in the same theory
of the set Cone(S, i, λ,~0).
Lemma 6.22 Let n ∈ N>1 be a dimension, let S ⊆ Rn−1 be a set that is
definable in 〈R,+, <, 1〉, let i ∈ {1, 2, . . . , n}, and let λ ∈ Q6=0. The set
Cone(S, i, λ,~0) is definable in 〈R,+, <, 1〉 as well.
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Proof As noticed in Section 2.2.2, the theory 〈R,+, <, 1〉 admits the elim-
ination of quantifiers [FR75]. Hence, the set S can be expressed as a finite
Boolean combination B of linear constraints with rational coefficients. It
follows from Lemma 6.21 that, for each of the sets S′ represented by these
constraints, the set Cone(S′, i, λ,~0) is an intersection of three linear con-
straints with rational coefficients. Since the set Cone(S, i, λ,~0) is equal to
the Boolean combination B applied to the sets Cone(S′, i, λ,~0), where the
complement operations have to be considered with respect to the set
{~x ∈ Rn | 0 < ~x[i] ≤ λ}
if λ > 0 and to the set
{~x ∈ Rn | λ ≤ ~x[i] < 0}
if λ < 0, we have that the set Cone(S, i, λ,~0) is itself a finite Boolean combi-
nation of linear constraints with rational coefficients. Hence, it is definable
in the theory 〈R,+, <, 1〉. 
Lemma 6.22 can be generalized for handling vectors ~v ∈ Q, provided
that the value of their ith components are not equal to λ.
Lemma 6.23 Let n ∈ N>1 be a dimension, let S ⊆ [0, 1]n−1 be a set that is
definable in 〈R,+, <, 1〉, let i ∈ {1, 2, . . . , n}, let ~v ∈ Qn, and let λ ∈ Q6=~v[i].
The set Cone(S, i, λ,~v) is definable in 〈R,+, <, 1〉 as well.
Proof Since S is definable in 〈R,+, <, 1〉, the set S − ~v is definable in
〈R,+, <, 1〉 as well. We have
Cone(S, i, λ,~v)− ~v = Cone(S − ~v, i, λ− ~v[i], 0),
which is definable in 〈R,+, <, 1〉 by Lemma 6.22. It follows that the set
Cone(S, i, λ,~v) is definable in 〈R,+, <, 1〉. 
Thanks to Lemmas 6.16, 6.19 and 6.23, we are now able to prove the
main result of this section, i.e., that a set S satisfying the hypotheses of
Lemmas 6.16 and 6.19 is necessarily definable in 〈R,+, <, 1〉. In other words,
we can restate Claim 6.10 as a theorem.
Theorem 6.24 Let n ∈ N>1 be a dimension, and r, s ∈ N>1 be bases that do
not share the same set of prime factors (resp. multiplicatively independent
bases). Let S ⊆ [0, 1]n be a set that is both (resp. weakly) r- and (resp.
weakly) s-recognizable. Suppose that there exist ` ∈ N>0 and ~v ∈ [0, 1]n∩Qn
such that S is r`-product-stable with respect to the pivot ~v. Suppose that,
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for all m ∈ {1, 2, . . . , n− 1}, and for each set S′ ⊆ [0, 1]m that is both (resp.
weakly) r- and (resp. weakly) s-recognizable, S′ is definable in 〈R,+, <, 1〉.
The set S is a bounded conical set definable in 〈R,+, <, 1〉.
Proof Given a set S′ ⊆ Rn, an index i ∈ {1, 2, . . . , n} and a value λ ∈ R,
we denote by Section(S′, i, λ) the set
{~x ∈ Rn−1 | (~x[1], . . . , ~x[i− 1], λ, ~x[i], . . . , ~x[n− 1]) ∈ S′}.






Cone(Section((S ∩ Fλ,i), i, λ), i, λ,~v) (6.5)
∪
{ {~v} if ~v ∈ S;
∅ otherwise.
If follows from Lemma 6.16 that S′ ∩Qn = S ∩Qn. It then follows from
Theorem 2.69 that
S′ = S.
Hence, it remains to establish that S′ is definable in 〈R,+, <, 1〉.
By Lemma 6.19, the set S ∩ Fλ,i is definable in 〈R,+, <, 1〉 for all λ ∈
{0, 1} and i ∈ {1, 2, . . . , n}. It follows that the set Section((S ∩ Fλ,i), i, λ) is
definable in 〈R,+, <, 1〉 as well.
Let i ∈ {1, 2, . . . , n} and λ ∈ {0, 1}.
If ~v[i] 6= λ, then the set Cone(Section((S ∩ Fλ,i), i, λ), i, λ,~v) is definable
in 〈R,+, <, 1〉 by Lemma 6.23. Otherwise, it follows from Definition 6.20
and from Lemma 6.16 that Cone(Section((S ∩ Fλ,i), i, λ), i, λ,~v) = S ∩ Fλ,i,
which is definable in 〈R,+, <, 1〉.
As a consequence, each element of the union (6.5) is definable in the
theory 〈R,+, <, 1〉. The same result holds for the set {~v} since ~v ∈ Qn. The
set S′ is thus a finite union of sets definable in 〈R,+, <, 1〉. Hence, it is
definable in that theory. Moreover, since S′ is a union of bounded conical
sets (of apexes ~v), it is itself a bounded conical set (of apex ~v). 
Taking into account the reduction provided in Theorem 6.11, we know
that the r`-product-stability hypothesis of Theorem 6.24 is not needed.
Hence, we have the following immediate corollary, stating that Claim 6.3
is true.
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Corollary 6.25 Let n ∈ N>1 be a dimension, r, s ∈ N>1 be bases with
different sets of prime factors (resp. multiplicatively independent bases),
and S ⊆ [0, 1]n be a set that is both (resp. weakly) r- and (resp. weakly) s-
recognizable. If, for all m ∈ {1, 2, . . . , n−1} and for each set S′ ⊆ [0, 1]m that
is both (resp. weakly) r- and (resp. weakly) s-recognizable, S′ is definable in
〈R,+, <, 1〉, then S is definable in 〈R,+, <, 1〉.
6.6 Generalizations of Semenov’s theorem to RVA
In this section, we combine the results of Sections 6.3 and 6.5 to establish
generalizations of Semenov’s theorem to weak deterministic RVA and Muller
RVA.
In the following theorem, restating Claim 6.2, we consider subsets of
[0, 1]n that are simultaneously (resp. weakly) r- and s-recognizable, where
r and s are bases with different sets of prime factors (resp. multiplicatively
independent bases).
Theorem 6.26 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases with
different sets of prime factors (resp. multiplicatively independent bases),
and S ⊆ [0, 1]n. If S is simultaneously (resp. weakly) r- and (resp. weakly)
s-recognizable, then S is definable in 〈R,+, <, 1〉.
Proof The proof is by induction on the dimension n.
By Theorems 5.19 and 5.34, the base case n = 1 holds. Moreover, the
inductive case holds by Corollary 6.25. 
Thanks to the reduction developed in Chapter 4, we can now prove
Claim 6.1, that considers subsets of Rn instead of subsets of [0, 1]n.
Theorem 6.27 Let n ∈ N>0 be a dimension, r, s ∈ N>1 be bases with
different sets of prime factors (resp. multiplicatively independent bases),
and S ⊆ Rn. If S is simultaneously (resp. weakly) r- and (resp. weakly)
s-recognizable, then S is definable in 〈R,Z,+, <〉.




The main theorem of this chapter, i.e, Theorem 6.27, leads to a complete
characterization of the multi-dimensional sets simultaneously recognizable
by Muller RVA (or by weak deterministic RVA) in multiple bases. In this
section, we give the details of this characterization, extending the results of
Section 5.8.
Let n ∈ N>0 be a dimension, let r, s ∈ N>1 be two bases, and let S ⊆ Rn.
• If r and s are multiplicatively dependent, then, by Corollary 3.33, S
is weakly r-recognizable if and only if it is weakly s-recognizable.
• If r and s are multiplicatively independent, and if S is simultaneously
weakly r- and weakly s-recognizable, then, by Theorem 6.27, S is
definable in 〈R,Z,+, <〉.
When moving from weak recognizability to (full) recognizability, we have
the following results :
• If r and s are multiplicatively dependent, then, by Corollary 2.68, S
is r-recognizable if and only if it is s-recognizable.
• If r and s are multiplicatively independent, but share the same set of
prime factors, then, by Theorem 5.21, there exists a set S ⊆ R that is
both r- and s-recognizable, and that is not definable in 〈R,Z,+, <〉.
• If r and s are multiplicatively independent and have different sets of
prime factors, then by Theorem 6.27, S is definable in 〈R,Z,+, <〉.
Figure 6.11 schematically synthesizes the approach we followed to prove
these results.
134 Chapter 6. Multi-dimensional sets
S ⊆ [0, 1]n :
{
(resp. weakly) r- and (resp. weakly) s-recognizable
r`-product-stable with respect to ~v
S′ ⊆ [0, 1]n : (resp. weakly) r- and (resp. weakly) s-recognizable
S′′ ⊆ Rn : (resp. weakly) r- and (resp. weakly) s-recognizable
S′′ is definable in 〈R,Z,+, <〉
(Section 6.4)
Induction hypothesis
S is definable in 〈R,+, <, 1〉
(Section 6.5)
(Section 6.6)




-product-stable with respect to ~v
Figure 6.11: Summary of the results of Chapter 6.
Chapter 7
Internal structure of RVA
In Chapters 5 and 6, we have established that, for any n ∈ N>0, the subsets
of Rn that are either recognizable, or weakly recognizable, in two sufficiently
different bases, are exactly the sets definable in the theory 〈R,Z,+, <〉.
Moreover, it turned out that the recognizability, or weak recognizability, of
a subset of [0, 1]n in two sufficiently different bases implies its definability in
the theory 〈R,+, <, 1〉. Taking into account the results of Chapter 4, we get
the following characterization of the theory 〈R,Z,+, <〉. This characteriza-
tion was also obtained in [BFL08].
Theorem 7.1 Let n ∈ N>0 be a dimension, and S ⊆ Rn. The set S is







where m ∈ N and, for each i ∈ {1, 2, . . . ,m},
• the set SIi ⊆ Zn is definable in 〈Z,+, <〉;
• the set SFi ⊆ [0, 1]n is definable in 〈R,+, <, 1〉.
Proof If S is definable in 〈R,Z,+, <〉, then it is weakly r-recognizable for
each base r ∈ N>1, by Theorem 3.31. In particular, there exist multiplica-
tively independent bases r1, r2 ∈ N>1 such that S is both weakly r1- and
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where m ∈ N and, for each i ∈ {1, 2, . . . ,m}, the set SIi ⊆ Zn is both r1-
and r2-recognizable (by NDDs), and the set S
F
i ⊆ [0, 1]n is both weakly r1-
and weakly r2-recognizable. By Theorem 2.72, the sets S
I
i are definable in
〈Z,+, <〉. In the same way, as a consequence of Theorem 6.26, the sets SFi
are definable in 〈R,+, <, 1〉.
The other direction of the proof is immediate : Since each set SIi (resp.
SFi ) is definable in 〈Z,+, <〉 (resp. 〈R,+, <, 1〉), the set (SIi +SFi ) is definable






In this chapter, using the results obtained in the previous chapters, we
characterize the internal structure of a large class of weak deterministic RVA
recognizing sets definable in 〈R,+, <, 1〉. Similar results are already known
for NDDs recognizing sets definable in 〈Z,+, <〉 [Ler05, Lat05].
Thanks to Theorem 7.1 as well as the discussions of Chapter 4, this
characterization leads then to a full documentation of the structure of most
of the weak deterministic RVA recognizing sets definable in 〈R,Z,+, <〉.
We will thus characterize the internal structure of automata recognizing
sets S ⊆ Rn definable in 〈R,+, <, 1〉. However, we will limit ourselves to a
“good” class of sets, in a sense that will be defined later.
The motivation behind this work is the following : Our aim is to be
able to benefit from the advantages of RVA, which mainly reside in their
easy algorithmic manipulation and their canonicity, while managing to avoid
some of their drawbacks. Precisely, we would like to deeply understand the
structure of automata to identify parts of the transition relation of RVA that
could be represented implicitly rather than by large sets of states.
7.1 Polyhedra
In this chapter, as mentioned, we focus on the sets S ⊆ Rn definable in
〈R,+, <, 1〉. As noticed in Section 2.2.2, the theory 〈R,+, <, 1〉 admits the
elimination of quantifiers. As a consequence, a set S ⊆ Rn is definable in
〈R,+, <, 1〉 if and only if it can be expressed as a finite Boolean combina-
tion of linear constraints with rational coefficients. Such a set is called a
polyhedron.
Definition 7.2 Let n ∈ N>0 be a dimension, and S ⊆ Rn. The set S is
a polyhedron if and only if there exist m ∈ N, ~a1, ~a2, . . . , ~am ∈ Zn and
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b1, b2, . . . , bm ∈ Z such that S is a finite Boolean combination of the sets
{~x ∈ Rn | ~ai~x ≤ bi},
where i ranges over the set {1, 2, . . . ,m}. 
Thanks to existing procedures for eliminate the quantifiers of the formu-
las defining sets of 〈R,+, <, 1〉, we have the following immediate result :
Theorem 7.3 ([FR75]) Let n ∈ N>0 be a dimension, and S ⊆ Rn. The
set S is a polyhedron if and only if it is definable in 〈R,+, <, 1〉.
Remark that polyhedra are in general neither closed nor convex. Actu-
ally, the class of polyhedra that we have just defined coincides with the class
of Nef Polyhedra introduced in [Nef78, Bie95, GV04], which is defined as the
subsets of Rn that can be obtained by a finite sequence of complement and
intersection set operations over linear half-spaces [GV04]. The remaining of
this section is adapted from [Nef78, Bie95, GHH+03, GV04] and introduces
definitions and basic properties of polyhedra.
Example 7.4 Figure 7.1 represents a 2-dimensional polyhedron S. It con-
tains three vertices (A ∈ S and B,C /∈ S), three edges (a, c ⊆ S and
b ⊆ (R2 \ S)), the interior I ⊆ S and the exterior E ⊆ (R2 \ S). 
The following definition generalizes Definition 6.17 : It now considers
subsets of Rn instead of subsets of [0, 1]n.
Definition 7.5 Let n ∈ N>0 be a dimension. A set S ⊆ Rn is a conical set
of apex ~v ∈ Rn if and only if for all ~x ∈ Rn, f ∈ R>0, we have
~x ∈ S ⇔ ~v + f(~x− ~v) ∈ S.

The apexes of conical sets form affine spaces, as proved in the following
theorem.
Theorem 7.6 Let n ∈ N>0 be a dimension, and S ⊆ Rn be a conical set.
There exist m ∈ N, ~v, ~u1, ~u2, . . . , ~um ∈ Rn such that the set of apexes of S is
the affine space
{~v + λ1 ~u1 + λ2 ~u2 + . . .+ λm ~um | λ1, λ2, . . . , λm ∈ R}.












Figure 7.1: Example of a polyhedron in R2.
Proof It is sufficient to prove that, if ~v1, ~v2 ∈ Rn are two distinct apexes of
S, then each point on the line L = {µ~v1 + (1 − µ)~v2 | µ ∈ R}, containing
~v1 and ~v2, is also an apex of S. This can be achieved by showing that S is
invariant under any translation parallel to L, i.e., that
~x ∈ S ⇔ ~x+ µ(~v1 − ~v2) ∈ S
for all ~x ∈ Rn and µ ∈ R. Without loss of generality, we can restrict ourselves
to the values µ ∈ R≥0, since the apexes ~v1 and ~v2 can be exchanged if needed.
Let ~x ∈ Rn be an arbitrary vector, and consider an arbitrary value
µ ∈ R≥0. We define






Since S is a conical set of apex ~v1, we have
~x ∈ S ⇔ ~v1 + f(~x− ~v1) ∈ S. (7.1)
Exploiting the conical structure of S with respect to the apex ~v2, we also
get
~x′ ∈ S ⇔ ~v2 + f(~x′ − ~v2) ∈ S. (7.2)
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By replacing ~x′ by ~x+ µ(~v1 − ~v2) and µ by 1− f
f
, we deduce





(~v1 − ~v2)− ~v2
)
+ ~v2
= ~v1 + f(~x− ~v1).
Combining Equations 7.1 and 7.2 finally yields ~x ∈ S ⇔ ~x′ ∈ S. 
Pyramids are defined as the sets S ⊆ Rn that satisfy both Definitions 7.2
and 7.5.
Definition 7.7 Let n ∈ N>0 be a dimension. A set S ⊆ Rn is a pyramid if
and only if S is a conical polyhedron. 
Thanks to Theorem 7.6, we know that each pyramid is conical with
respect to an affine space of apexes. The dimension of a pyramid is defined
as the dimension of this affine space.
Definition 7.8 Let n ∈ N>0 be a dimension, and S ⊆ Rn be a pyramid.
Let S′ ⊆ Rn be the set of vectors ~x ∈ Rn such that S is a conical set of apex
~x. The dimension of S, denoted dim(S), is defined by dim(S′). 
Example 7.9 The polyhedron depicted in Figure 7.1 is not a pyramid be-
cause it is not a conical set.
However, the polyhedron of Figure 7.2 is a pyramid. The sets of points
~x ∈ Rn such that this polyhedron is conical with respect to ~x only contains
the point (1, 1). Hence, its dimension is 0. 
When dealing with sets S ⊆ [0, 1]n, we need the concept of bounded
pyramid, whose definition uses the bounded conical sets, introduced in Def-
inition 6.17.
Definition 7.10 Let n ∈ N>0 be a dimension. A set S ⊆ [0, 1]n is a
bounded pyramid if and only if S is simultaneously a polyhedron and a
bounded conical set. 
For bounded pyramids, we can define an adapted notion of dimension.







Figure 7.2: Example of a pyramid in R2.
Definition 7.11 Let n ∈ N>0 be a dimension, and S ⊆ Rn be a bounded
pyramid. Let S′ ⊆ Rn be the set of vectors ~x ∈ Rn such that S is a bounded
conical set of apex ~x. The dimension of S, denoted dim(S), is defined by
dim(aff(S′)). 
A property of polyhedra is the following : Given a polyhedron S and
a point ~x ∈ Rn, there exists a neighborhood Nε(~x), with ε ∈ R>0 and
with respect to Euclidean distance, such that, for all neighborhoods Nε′(~x)
included in Nε(x), the sets S ∩Nε(x) and S ∩Nε′(x) are equal up to some
zoom factor. In the following definition, we use this property to introduce
the notion of local adjoined pyramid.
Definition 7.12 Let n ∈ N>0 be a dimension, S ⊆ Rn be a polyhedron, and
~x ∈ Rn. Let ε ∈ R>0 be such that, for all ε′ ∈ ]0, ε], the pyramids
PS(~x) = ~x+ {λ((S ∩Nε′(~x))− ~x) | λ ∈ R>0}
are identical. The set PS(~x) is called the local adjoined pyramid of S in ~x.

Example 7.13 The possible local adjoined pyramids of the polyhedron of




















. . . . . .
...
Figure 7.3: Local adjoined pyramids of the polyhedron of Figure 7.1.
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When fixing a polyhedron S, the points ~x ∈ Rn can be classified into
components of S : Two points ~x, ~y belong to the same component if and
only if their local adjoined pyramids are equal.
Definition 7.14 Let n ∈ N>0 be a dimension, S ⊆ Rn be a polyhedron, and
~x, ~y ∈ Rn. We have ~x ∼S ~y if and only if PS(~x) = PS(~y). The equivalence
classes of the relation ∼S define the components of S. 
Example 7.15 In the polyhedron represented in Figure 7.1, there are eight
components : The three vertices A,B,C, the three edges a, b, c, the interior
I and the exterior E. 
The components of a polyhedron S satisfy some properties [Nef78, Bie95,
GV04]. In particular, it has been proved that they are finite in number. The
dimension of a component is defined in the following way.
Definition 7.16 Let n ∈ N>0 be a dimension, S ⊆ Rn be a polyhedron, and
C ⊆ Rn be a component of S. If ~x is an element of C, then the dimension
of C is the dimension of the affine space forming the set of points ~x′ ∈ Rn
such that PS(~x) is conical with respect to ~x′. 
Given a polyhedron, its components are linked by an incidence relation,
as formalized in the next definition.
Definition 7.17 Let n ∈ N>0 be a dimension, S ⊆ Rn be a polyhedron, and
C1, C2 ⊆ Rn be distinct components of S. The component C1 is incident to
the component C2, which is denoted C1 ≺ C2, if and only if C1 is a subset
of the closure of C2, i.e., a subset of the union of C2 and the set of its limit
points. 
Example 7.18 In the polyhedron of Figure 7.1, we have A ≺ c ≺ I and
A 6≺ C. 
To conclude this section, the following lemma gives a link between the
components of a polyhedron and the set of linear inequations from which it
is defined.
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Lemma 7.19 Let n ∈ N>0 be a dimension, and S ⊆ Rn be a polyhedron.
Suppose that there exist m ∈ N, ~a1, ~a2, . . . , ~am ∈ Zn and b1, b2, . . . , bm ∈ Z
such that S is a finite Boolean combination of the sets {~x ∈ Rn | ~ai~x ≤ bi},
where i ranges over the set {1, 2, . . . ,m}. Let ~x ∈ Rn be an arbitrary vector,
S′ = ~x + PS(~x), and S′′ ⊆ Rn be the affine space of vectors ~x′ such that S′




{~x ∈ Rn | ~ai~x = bi}
and dim(S′) = dim(S′′) = dim(
⋂
i∈I{~x ∈ Rn | ~ai~x = bi}).
Proof If dim(S′) = n, then S′ = S′′ = Rn, which corresponds to the
intersection of zero sets.
Otherwise, a non-empty subset I ⊆ {1, 2, . . . ,m} satisfying the expected
conditions necessarily exists since S is a finite Boolean combination of the
sets {~x ∈ Rn | ~ai~x ≤ bi}. 
7.2 Suitable polyhedra
In Chapter 2, and in particular in Theorem 2.48, we mentioned that, given
a base r ∈ N>1, there sometimes exist distinct r-encodings, but sharing
the same integer part and encoding the same real number; such encod-
ings are called dual encodings. Dual encodings are useful in theory since,
when dealing with languages containing all the encodings of the numbers
they represent, operations on the represented sets can generally directly be
implemented by the corresponding well-known algorithms on infinite-word
automata, as observed in Section 2.5.3.
However, as a drawback behind the use of dual encodings, the structures
of automata are sometimes more complex than necessary.
Example 7.20 A weak deterministic RVA recognizing the set {~x ∈ R2 |
~x[1] − ~x[2] = 0} in base 2 is represented in Figure 7.4. In this automaton,
all the encodings labeled by paths ending cycling in States 6 and 7 have dual
encodings ending cycling in State 5. 
In this section, we define a class of r-suitable polyhedra, with respect to
a base r ∈ N>1. The RVA representing those polyhedra in base r have in
general a more simple transition graph than general polyhedra; for instance,




















Figure 7.4: RVA representing the set {~x ∈ R2 | ~x[1]− ~x[2] = 0}.
we will see that the polyhedron introduced in Example 7.20 is not 2-suitable.
The internal structure of RVA recognizing r-suitable polyhedra will then be
documented in the next section.
Definition 7.21 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
S ⊆ Rn be a polyhedron. The polyhedron S is r-suitable if and only if
• there exist m ∈ N, ~a1, ~a2, . . . , ~am ∈ Zn and b1, b2, . . . , bm ∈ Z;
• S is a finite Boolean combination of the sets {~x ∈ Rn | ~ai~x ≤ bi},
where i ranges over the set {1, 2, . . . ,m};




{~x ∈ Rn | ~ai~x = bi},
and let dI be the dimension of the affine space SI , i.e., dI = dim(SI).
For all I ⊆ {1, 2, . . . ,m}, ~ı ∈ Zn and k ∈ Z, if
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then dim(aff(SI,~ı,k)) = dI .

Intuitively speaking, a polyhedron is r-suitable if, for all weak determin-
istic RVA r-recognizing the sets SI introduced in Definition 7.21, the states
q of their fractional parts are such that the dimensions of the affine hulls of
the sets S(q) are equal to the dimension of the affine space SI .
For instance, we give in the following example a polyhedron that is not
2-suitable.
Example 7.22 Let S be the two-dimensional polyhedron
S = {~x ∈ R2 | ~x[1]− ~x[2] ≤ 0}.
It is itself a set of the form {~x ∈ R2 | ~a~x ≤ b}. Let S′ = {~x ∈ R2 | ~x[1] −
~x[2] = 0}, and S′′ = S′ ∩
(
(1, 0) + [0, 1]n
2
)







but dim(aff(S′′)) = 0 whereas dim(S′) = 1. Hence, S is not 2-suitable. Fig-
ure 7.4, introduced in Example 7.20, depicts the minimal weak deterministic
RVA recognizing S′ in base 2. Let q be the state 7 of this automaton. We
have S(q) = {(0, 1)}, and dim(aff(S(q))) = 0. 
The following example provides a 2-suitable polyhedron.
Example 7.23 Let S be the two dimensional polyhedron
S = {~x ∈ R2 | 3.~x[1]− 3.~y[1] = 1}.
S is a 2-suitable polyhedron. The minimal weak deterministic RVA recog-
nizing S is base 2 is depicted in Figure 7.5. 
7.3 Internal structure of RVA recognizing the r-
suitable polyhedra
In this section, we focus on the r-suitable polyhedra, with r ∈ N>1, and we
give insight into the structure of the fractional parts of weak deterministic
RVA recognizing them. Additionally, we show that the polyhedra that are
not r-suitable have in general a more complex structure.
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(0, 0), (1, 1)
?
(0, 1)






(0, 0), (1, 1)
(1, 0)
(1, 0) (0, 0), (1, 1)
Figure 7.5: RVA representing the set {~x ∈ R2 | 3.~x[1]− 3.~x[2] = 1}.
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In the following theorem, we consider the states q belonging to non-trivial
strongly connected components of the fractional part of RVA recognizing
polyhedra. We establish that each set S(q) is a bounded pyramid. The
theorem holds even for polyhedra that are not r-suitable, and uses the results
of Chapter 6.
Theorem 7.24 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and
S ⊆ Rn be a polyhedron recognized by a weak deterministic RVA A =
(Q,Σ, δ, q0, F ) in base r. Let q ∈ Q be a state such that there exist w1 ∈
{0, r − 1}n({0, 1, . . . , r − 1}n)∗ and w2 ∈ ({0, 1, . . . , r − 1}n)∗ such that
δ∗(q0, w1 ?w2) is defined and equal to q. If q belongs to a non-trivial strongly
connected component of A, then S(q) is a bounded pyramid.
Proof If S(q) = ∅, then the result is immediate.
Otherwise, it suffices to establish that S(q) is simultaneously a polyhe-
dron and a bounded conical set.
Since S is a polyhedron, it is definable in 〈R,+, <, 1〉. By Theorem 3.31,
S is weakly s-recognizable, for every base s ∈ N>1. In particular, there
exists a base s ∈ N>1 such that r and s are multiplicatively independent
and S is weakly s-recognizable. Applying Lemma 6.5, we deduce that S(q)
is simultaneously weakly r- and weakly s-recognizable. It then follows from
Theorem 6.26 that S(q) is definable in 〈R,+, <, 1〉. Hence, it is a polyhedron.
Since q belongs to a non-trivial strongly connected component of A,
there exists w ∈ ({0, 1, . . . , r − 1}n)+ such that δ∗(q, w) = q. Hence, by
Lemma 6.8, S(q) is r|w|-product-stable with respect to the pivot 〈~0 ?wω〉r,n.
By Theorems 6.24 and 6.26, S(q) is a bounded conical set. 
We now move to r-suitable polyhedra. Let A be a weak determinis-
tic RVA recognizing such a polyhedron. In the next theorem, we consider
states q, q′ that belong to non-trivial strongly connected components of
the fractional part of A and such that q′ is reachable from q. By Theo-
rem 7.24, the sets S(q) and S(q′) are bounded pyramids. Here, we prove
dim(S(q)) ≤ dim(S(q′)).
Theorem 7.25 Let n ∈ N>0 be a dimension, r ∈ N>1 be a base, and S ⊆
Rn be a r-suitable polyhedron recognized by a weak deterministic RVA A =
(Q,Σ, δ, q0, F ) in base r. Let q, q
′ ∈ Q be states that belong to non-trivial
strongly connected components of A and such that there exist w1 ∈ {0, r −
1}n({0, 1, . . . , r−1}n)∗ and w2, w3 ∈ ({0, 1, . . . , r−1}n)∗ such that δ∗(q0, w1?
w2) = q and δ
∗(q, w3) = q′. We have dim(S(q)) ≤ dim(S(q′)).
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Proof Let m ∈ N, ~a1, ~a2, . . . , ~am ∈ Zn and b1, b2, . . . , bm ∈ Z provided
by Definition 7.21 applied to S. These values exist since S is a r-suitable
polyhedron.
By Theorem 7.24, S(q) and S(q′) are both bounded pyramids.
By the deterministic nature of A, we have the following equalities :
S ∩
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Let ~x ∈ [0, 1]n such that S(q′) is a bounded conical set of apex ~x, and
let








〈w1w2w3〉r,n + [0, 1]n
r|w2|+|w3|
and thus also




〈w1w2〉r,n + [0, 1]n
r|w2|
.
Let S′ = ~x′+PS(~x′), and S′′ ⊆ Rn be the affine space of vectors ~x′′ such that
S′ is a conical set of apex ~x′′. By Lemma 7.19, there exists I ⊆ {1, 2, . . . ,m}
such that
S′′ ⊆ SI




{~x ∈ Rn | ~ai~x = bi}.
If S(q) is a bounded conical set of apex 〈~0 ?w3~0ω〉r,n + ~x
r|w3|
, then, since
S′ = ~x′ + PS(~x) and by definition of the local adjoined pyramid PS(~x), we
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In this case, it follows that dim(S(q)) = dim(S(q′)) = dim(SI).
Otherwise, the set S(q) is conical, but 〈~0?w3~0ω〉r,n+ ~x
r|w3|
does not belong
to its set of apexes. Let ~x′′ be an apex of S(q). The component of S to
which ~x′ belongs is necessarily incident to the component of 〈w1 ?w2~0ω〉r,n+
~x
r|w2|



























Theorems 7.24 and 7.25 provide a relatively precise description of the
structure of the fractional parts of weak deterministic RVA recognizing r-
suitable polyhedra. States q belonging to non-trivial strongly connected
components have the following property : S(q) is a bounded pyramid. More-
over, in the graph of the RVA, if a state q′ is reachable from a state q, and
if q and q′ are both in strongly connected components, then dim(S(q)) ≤
dim(S(q′)). Additionally, the readings of the encodings of the apexes of
S(q) end in a strongly connected component whose states q′′ are such that
dim(S(q′′)) = dim(S(q)).
When dealing with non-necessarily r-suitable polyhedra, this property
generally does not hold and weak deterministic RVA recognizing such poly-
hedra can have a more complicated structure.
Example 7.26 Consider the RVA introduced in Example 7.20 and depicted
in Figure 7.4. This RVA recognizes the set S = {~x ∈ R2 | ~x[1] − ~x[2] ≤
0}. Let q and q′ be respectively States 5 and 6 in Figure 7.4. We have
dim(S(q)) = 1 and dim(S(q′)) = 0. 
7.4 Towards a characterization of the r-suitable
polyhedra
The results of the previous section consist in a documentation of the internal
structure of automata recognizing r-suitable polyhedra, which where defined
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in Section 7.2. However, this definition is quite heavy, and it could be useful
to have a more algebraic characterization of those polyhedra. That is the
subject of this section. Precisely, we will establish a characterization of the
polyhedra having the property to be r-suitable (n − 1)-planes, i.e., of the
r-suitable sets of the form {~x ∈ Rn | ~a~x = b}, with ~a ∈ Zn, ~a 6= ~0 and b ∈
Z. Additionally, by a counter-example, we show that this characterization
cannot be simply extended to general r-suitable polyhedra.
Let A = (Q,Σ, δ, q0, F ) be a weak deterministic RVA recognizing a r-
suitable (n − 1)-plane. For each state q of the fractional part of A, the set
S(q) is a conical set since we have
S ∩
(




= 〈w1 ? w2~0ω〉r,n + S(q)
r|w2|
,
where w1 ? w2 ∈ {0, r − 1}n({0, 1, . . . , r − 1}n)∗ ? ({0, 1, . . . , n − 1}n)∗ is a
word that leads to q from the initial state q0 of A, i.e., δ∗(q0, w1 ? w2) =
q. Moreover, by definition of the r-suitable polyhedra, if S(q) 6= ∅, then
dim(S(q)) = n− 1.
Let S = {~x ∈ Rn | ~a~x = b}, with ~a ∈ Zn and b ∈ Z. If ~a[j] = 0 for
some j ∈ {1, 2, . . . , n}, then the possible values of ~x[j] are arbitrary. In the
following lemma, we use this property to establish that, in this case, the set
S is r-suitable if and only if the set
S′ = {~x ∈ Rn−1 | ~a′~x = b},
where ~a′ = (~a[1],~a[2], . . . ,~a[j − 1],~a[j + 1], . . . ,~a[n]), is r-suitable as well.
Lemma 7.27 Let n ∈ N>1 be a dimension, r ∈ N>1 be a base, ~a ∈ Zn and
b ∈ Z such that ~a[j] = 0 for a given j ∈ {1, 2, . . . , n}. The set
S = {~x ∈ Rn | ~a~x = b}
is r-suitable if and only if the set
S′ = {~x ∈ Rn−1 | ~a′~x = b},
where ~a′ = (~a[1],~a[2], . . . ,~a[j − 1],~a[j + 1], . . . ,~a[n]), is r-suitable.
Proof If ~a = 0, then we either have S = Rn or S = ∅. In this case, the set
S′ is respectively equal to Rn−1 or to ∅. The lemma thus trivially holds.











= n − 1. It suffices to
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prove that this condition is equivalent to the fact that S′∩
(








~i′ + [0, 1]n
rk
))
= n− 2, where
~i′ = (~ı[1],~ı[2], . . . ,~ı[j − 1],~ı[j + 1], . . . ,~ı[n]).
This is actually the case, since
~x ∈ S′ ∩
(










for each α ∈ R. 
Note that if n = 1, then a (n − 1)-plane can only be a singleton {x},
with x ∈ Q, which is necessarily r-suitable.
Thanks to Lemma 7.27, the problem of characterizing the r-suitable
(n−1)-planes is reduced to the same problem for sets that can be expressed
as {~x ∈ Rn | ~a~x = b}, with ~a[i] 6= 0 for all i ∈ {1, 2, . . . , n}.
We first establish that such (n − 1)-planes, with n ∈ N>1, are not r-






We establish the two parts of this condition separately.
Lemma 7.28 Let n ∈ N>1 be a dimension, r ∈ N>1 be a base, ~a ∈ (Z6=0)n,
b ∈ Z and S = {~x ∈ Rn | ~a~x = b}. If S is not r-suitable, then there exist






Proof Since S is not r-suitable, there exist ~ı ∈ Zn and k ∈ Z such that





The set S ∩ S′ does not contain an element of the interior of the n-cube
S′ since, otherwise, aff(S ∩ S′) would be of dimension n − 1. Hence, the
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intersection is on the faces of S′. It follows that, since S is a (n− 1)-plane,
S ∩ S′ contains a vertex of S′, i.e., there exists ~ ∈ {0, 1}n such that
~ı+ ~
rk
∈ S ∩ S′.
The conclusion follows since ~v can be defined by ~v =~ı+ ~. 
Lemma 7.29 Let n ∈ N>1 be a dimension, r ∈ N>1 be a base, ~a ∈ (Z6=0)n,






= b, then S is not r-suitable.
Proof By contradiction, suppose that S is r-suitable.
For each i ∈ {1, 2, . . . , n}, let Si be the set
Si =
~v − (0, . . . , 0︸ ︷︷ ︸
i−1









∈ Si for each i ∈ {1, 2, . . . , n}. Moreover, by definition, this
vector belongs to S. Since S is r-suitable, we have dim(aff(S ∩ Si)) = n− 1
for each i ∈ {1, 2, . . . , n}. Since ~a[i] 6= 0 for all i, the intersections S ∩ Si
have elements in all the interiors of the n-cubes Si. Hence, since S is an
affine space, we have S = Rn. This is a contradiction with the fact that
~a ∈ (Z6=0)n. Hence, S is not r-suitable. 
Combining Lemmas 7.28 and 7.29, we immediately get the following
corollary :
Corollary 7.30 Let n ∈ N>1 be a dimension, r ∈ N>1 be a base, ~a ∈






= b if and only if S is not r-suitable.
Corollary 7.30 will now be used to get an algebraic characterization of
the r-suitable (n− 1)-planes.
We need the following classical result of number theory.
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Theorem 7.31 (Be´zout’s identity) Let n ∈ N>0 and a1, a2, . . . , an ∈





We also need the following lemma :
Lemma 7.32 Let c ∈ Z, n ∈ N>0 and a1, a2, . . . , an ∈ Z6=0. If there exist




then there exists m ∈ Z such that c = m. gcd(a1, a2, . . . , an).
Proof By definition, the number gcd(a1, a2, . . . , an) divides ai for each i ∈




with λi ∈ Z for all i ∈ {1, 2, . . . , n}. In particular, gcd(a1, a2, . . . , an) divides
c. 
We are now able to establish the main result of this section.
Theorem 7.33 Let n ∈ N>1 be a dimension, r ∈ N>1 be a base, ~a ∈ (Z6=0)n,
b ∈ Z and S = {~x ∈ Rn | ~a~x = b}. Let d ∈ N>0 be the denominator of the
reduced fraction of
b
gcd(~a[1],~a[2], . . . ,~a[n])
.
The set S is not r-suitable if and only if d is a product of prime factors of
r.
Proof Suppose that S is not r-suitable. By Lemma 7.28, there exist ~v ∈ Zn





= b. We thus have
brk = ~a~v.
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It then follows from Lemma 7.32 that there exists m ∈ Z such that
brk = m. gcd(~a[1],~a[2], . . . ,~a[n]).
Hence, we have
b





The denominator d of the reduced form of this fraction is necessarily a
product of prime factors of r.
Reciprocally, suppose that d is a product of prime factors of r, and let
~a′ ∈ Zn be the vector satisfying
~a′ =
~a
gcd(~a[1],~a[2], . . . ,~a[n])
.
We have gcd(~a′[1], ~a′[2], . . . , ~a′[n]). By Theorem 7.31, there exists ~u ∈ Zn




gcd(~a[1],~a[2], . . . ,~a[n])
)
~a = b.
It follows that the vector
b
gcd(~a[1],~a[2], . . . ,~a[n])
~u belongs to S. By hypoth-
esis, the denominator d of the reduced form of
b
gcd(~a[1],~a[2], . . . ,~a[n])
is a
product r1r2 . . . rp of prime factors r1, r2, . . . , rp of r, with p ∈ N. Multiply-






we deduce that there exist ~v ∈ Zn and k ∈ Z such that ~v
rk
∈ S. Hence, by
Lemma 7.29, S is not r-suitable. 
Together, Lemma 7.27 and Theorems 7.33 provide an algebraic charac-
terization of the r-suitable sets of the form {~x ∈ Rn | ~a~x = b}, with ~a ∈ Zn
and b ∈ Z.
Moreover, we know, by Definition 7.21, that the r-suitable polyhedra S
are strongly related to the intersections of sets {~x ∈ Rn | ~ai~x = bi}, where
S is a finite Boolean combination of the sets {~x ∈ Rn | ~ai~x ≤ bi}. We could
thus imagine that it could be easily possible to obtain a characterization
of such sets S by considering individually the sets {~x ∈ Rn | ~ai~x = bi}.


































Figure 7.6: RVA representing the set {~x ∈ R3 | 3.~x[1]− 3.~x[2] = 1}.
Example 7.34 By Theorem 7.33, the sets
S = {~x ∈ R3 | 3.~x[1]− 3.~x[2] = 1}
and
S′ = {~x ∈ R2 | 3.~x[1] + 3.~x[3] = 1}
are both 2-suitable. RVA recognizing S and S′ in base 2 are respectively
represented in Figures 7.6 and 7.7. However, their intersection S∩S′ is not
2-suitable. A RVA recognizing S ∩ S′ is given in Figure 7.8. In this RVA,
we can observe that for any state q ∈ {10, 11, 12, 13}, dim(S(q)) = 0. 
7.5 Summary
In this chapter, we began, in Section 7.1, by introducing polyhedra and
giving related general results.
Next, in Section 7.2, we defined, with respect to a base r ∈ N>1, the no-
tion of r-suitable polyhedra. These polyhedra form a large class of polyhedra
with associated RVA that have a more simple structure than RVA recogniz-
ing general polyhedra. Indeed, RVA recognizing not r-suitable polyhedra
can contain redundant structures that arise from the necessity of handling
all encodings of the vectors that have to be recognized.
Using the results of the previous chapters, the internal structure of RVA
recognizing the r-suitable polyhedra was documented in Section 7.3. Let A













































































Figure 7.8: RVA representing the set {~x ∈ R2 | 3.~x[1]− 3.~x[2] = 1∧ 3.~x[1] +
3.~x[3] = 1}.
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be such a RVA. Precisely, we obtained two main results. First, we estab-
lished that the sets of vectors whose encodings are accepted from non-trivial
strongly connected components of the fractional part of A are bounded pyra-
mids. Second, we proved that for any pair q, q′ of states of the fractional
part of A, if q′ is reachable from q, and if S and S′ are respectively the set of
apexes of the bounded pyramids accepted from q and q′, then the dimension
of S is smaller or equal than the dimension of S′.
Finally, we gave the first steps of an algebraic characterization of the
r-suitable polyhedra. We focused on the sets S of the form S = {~x ∈ Rn |
~a~x = b}, where ~a ∈ Zn and b ∈ Z. We showed that we can, without loss of
generality, only consider the vectors ~a ∈ (Z6=0)n and we remarked that if the
dimension n is equal to 1, then those sets are all r-suitable. We established
the following characterization : A set S = {~x ∈ Rn | ~a~x = b}, where
n ∈ N>1, ~a ∈ (Z6=0)n and b ∈ Z, is r-suitable if and only if the denominator
of the reduced fraction of
b
gcd(~a[1],~a[2], . . . ,~a[n])
has at least one prime factor not belonging to the set of prime factors of the
base r ∈ N>1. We also noticed, by a counter-example, that this characteri-





The main contribution of this thesis is a characterization of the subsets of Rn
that can be recognized by finite automata in multiple integer bases. When
a set of vectors is recognized in two sufficiently different bases, we have
established that this set is necessarily definable in the first-order additive
theory of real and integer variables 〈R,Z,+, <〉.
In the case of weak deterministic automata, used in actual implementa-
tions of symbolic representation systems [LASH, FAST, LIRA], we proved
that the condition on the bases is the multiplicative independence. Since
we established that recognizability in multiplicatively dependent bases is
equivalent to recognizability in only one of them, we have thus obtained a
complete characterization of the sets of real vectors recognized in multiple
bases, similar to the one known for the domain Zn [Cob69, Sem77].
For general automata, i.e., Muller or (possibly non-deterministic) Bu¨chi
ones, it turned out that the multiplicative independence of the bases is not
a strong enough condition; we indeed provided, as a counter-example, a
set simultaneously recognizable in two multiplicatively independent bases,
but not definable in 〈R,Z,+, <〉. In this case, we have demonstrated that
the condition having to be satisfied by the bases to force definability of the
represented sets in 〈R,Z,+, <〉, is that the bases must have different sets of
prime factors.
Several original developments have been achieved for proving those re-
sults. In particular, we established expressiveness properties of weak and
general automata recognizing sets of vectors. We also provided reductions
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of those problems, from the domain Rn to the domain [0, 1]n. Another con-
tribution is the introduction of the notions of product- and sum-stability,
aimed at connecting structural properties of automata with arithmetical
properties of the sets they represent.
As a corollary of our results, it is now established that for every subset
S of Rn that is recognizable in all bases r ∈ N>1, the set S is necessarily
definable in 〈R,Z,+, <〉, which implies that it can be recognized by a weak
deterministic automaton. In addition to the practical advantages of these
automata, this brings a theoretical justification to their use for representing
sets of integer and real vectors : If recognizability by automata has to be
achieved regardless of the representation base, then the representable sets
are exactly those that can be recognized by weak deterministic automata in
every base.
The proofs of those main results lead in particular to two additional
contributions.
The first one is a characterization of the sets definable in the theory
〈R,Z,+, <〉 : They are exactly the sets that can be expressed as finite
unions of sets having the form SI + SF , where SI ⊆ Zn is definable in
〈Z,+, <〉, i.e, in Presburger arithmetic, and where SF ⊆ [0, 1]n is definable
in 〈R,+, <, 1〉, i.e., the additive theory of reals without multiplication.
The other additional contribution is a precise insight into the structure
of weak deterministic automata recognizing a large class of sets definable in
the theory 〈R,+, <, 1〉. In the paper [BBD10], the knowledge of this struc-
ture has been exploited for developing a more efficient symbolic representa-
tion system suited for the sets definable in 〈R,+, <, 1〉. In particular, this
new representation system avoids the unnecessarily large size of automata
representing linear constraints with large coefficients; indeed, intuitively, it
replaces some components of automata of large size by implicit algebraic
descriptions, while keeping a canonical representation.
8.2 Relations with other work
This thesis is centered around automata recognizing sets of real vectors that
are encoded positionally in an integer base. Other ways to encode numbers
into words have been studied for a long time. For non-negative integer
numbers, we can refer to [BM89, Fro92, Sha94, Lor95, BH97, Hol98, Fro01].
The recognizability properties of encodings obtained using such numeration
systems have inspired a lot of research. A general class of systems for which
the set N is recognizable is the class of abstract numeration systems [Rig01,
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Cha09]. For real numbers, other generalized numeration systems also exist,
e.g., the β-numeration [Re´n57, Par60, BS05]. The main difference with
our approach is that our motivations are related to practical applications :
We are looking for representation systems that can be used in practice for
actual applications, in algorithmic and expressiveness perspectives, rather
than more theoretical systems.
We have provided extensions of Cobham’s and Semenov’s theorems to
automata recognizing sets of real vectors. It is worth mentioning that these
famous theorems have been generalized in many other ways and in various
contexts, e.g., [Vil92, Fab94, Be`s97, PB97, Han98, Be`s00, Dur02, AB08,
Dur08]. In the same way as we did in Chapter 5, Kronecker’s approximation
theorem is often used in work related to Cobham’s theorem. However, due
to the particular nature of the problems we considered, most of the ideas of
this thesis are original.
Another extension of Cobham’s theorem can be found in the article
[AB11], and is strongly related with the results of Chapter 5. This arti-
cle does not consider any automata-based representation of sets, but rather
deals with the notion of r-self-similarity, which can be connected with prop-
erties about the states of our RVA. It gives a link between the sets that are
both r- and s-self-similar, where r and s are multiplicatively independent,
and the form of the set that is represented. However, it only focuses on the
one-dimensional sets that are compact; by contrast, our results do not have
these limitations.
Automata recognizing sets of vectors of numbers encoded positionally in
an integer base have inspired several results that can be related to this thesis.
Procedures for synthesizing a formula from a NDD, thus representing a set
of vectors of integers, exist [Ler05, Lat05]. Other work were interested to
give bounds on the size of automata representing sets definable in 〈Z,+, <〉
and 〈R,+, <, 1〉 [Kla08, Kla10], and are of real interest for analyzing the
complexity of the relying decision procedures. We did not consider those
problems in this thesis. Let us note that some procedures for performing
complex operations on arithmetic automata are available. For instance, the
paper [CLW09] provides an algorithm for computing a RVA recognizing the
convex hull of a set represented by a NDD.
Work on the expressiveness of RVA appears in other publications. RVA
were introduced in the paper [BBR97], and, one year later, their expressive-
ness, with respect to a given base r, was characterized in [BRW98]. The pa-
per [JS01] also established expressiveness properties with respect to a base,
but in a more geometrical perspective. In this work, closure properties of the
sets that can be recognized are demonstrated, as well as results expressing
that some classes of sets cannot be recognized, whatever the representation
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base is. Later, the article [BJW05] established that the sets definable in
〈R,Z,+, <〉 are all recognizable by weak deterministic RVA, regardless of
the encoding base r ∈ N>1. Part of the results of this thesis can be seen
as the proof of the reciprocal property : Thanks to our results, we know
that the sets that are recognizable in all bases, either by weak determinis-
tic automata, or by general ones, are exactly the sets that are definable in
〈R,Z,+, <〉.
The result giving a characterization of the theory 〈R,Z,+, <〉 in terms
of 〈Z,+, <〉 and 〈R,+, <, 1〉, obtained in the beginning of Chapter 7, is
related to the paper [Wei99], in which a similar characterization is given,
but holding only for one-dimensional sets.
Work aimed at improving the efficiency of arithmetic decision procedures
based on RVA was developed in [EK08]. In this article, the authors iden-
tify redundant structures in RVA, introduce the notion of don’t care words
permitting to define smaller automata representing sets of 〈R,Z,+, <〉, and
give adapted algorithms for manipulating such automata.
Finally, as mentioned in the previous section, our results have prompted,
in [BBD10], the development of a new representation system, based on RVA,
and able to represent the sets definable in 〈R,+, <, 1〉. A similar represen-
tation system has been developed in [GHH+03, HK05], but is limited to the
handling of three-dimensional sets. Our results give underlying theoretical
bases of both representation systems.
8.3 Perspectives
As explained in the introduction of this thesis, our motivation of studying
the properties of RVA rely in the development of tools aimed at verifying
computer systems. In this perspective, research subjects concerning finite
automata representing arithmetic sets are still abundant.
For exploiting the information contained in RVA, it is sometimes useful
to be able to convert this information into other types of representations. A
potential subject consists in the development of algorithms able to synthesize
formulas representing the sets recognized by RVA, in the same way as the
procedures provided in [Ler05, Lat05] for NDDs.
It should be possible to extend the results of our Chapter 7 in several
ways. For instance, a promising direction is to try to get a characterization
of the number of states of automata recognizing the sets of 〈R,+, <, 1〉, in
a more precise way than the results of [Kla10], as well as an even precise
8.3. Perspectives 163
documentation of the structure of such automata. Also in Chapter 7, we
introduced the notion of r-suitable sets and we established the first steps of
an algebraic characterization of these sets. This result could be extended to
get a full characterization of the r-suitable sets.
In Chapter 5 and 6, we connected the structure of parts of RVA with
arithmetical properties to deduce characteristics of the represented sets, for
instance with the help of the notion of product-stable sets. A great chal-
lenge would be to try to apply similar techniques to automata recognizing
integer vectors, that could perhaps lead to simpler proofs of Cobham’s and
Semenov’s theorems.
We mentioned that a representation system based on RVA, but repre-
senting the sets in a more concise way, was developed in [BBD10]. It is
called Implicit Real Vector Automata (IRVA). Future research is needed to
get a really efficient representation. For instance, in our potential applica-
tions, it is important to be able to compute projections of the represented
sets; a research direction consists thus in the development of algorithms
for projecting and determinizing sets represented by IRVA. Improving the
conciseness of IRVA is also challenging. Finally, in some applications, it is
useful to manage periodic sets. A long term work could then be to extend
IRVA to represent sets definable in 〈R,Z,+, <〉, which can involve naturally
periodicities, instead of sets of 〈R,+, <, 1〉.
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