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Introducció a la probabilitat 
La teoria de la probabilitat ens proporciona la base per a la inferència estadística. El concepte de 
probabilitat està molt arrelat a la nostra cultura i d'exemples en podem trobar pertot arreu: "dos de cada 
vint cites prèvies no acudeixen a una determinada consulta d'infermeria", “tinc un 70% de possibilitats 
d'aprovar l'examen“,“la probabilitat de pluja demà és del 95%”, etc. S'acostuma a mesurar la probabilitat 
d'un succés amb un número entre zero i un, de manera que com més probable siga el succés més pròxima 
al número u serà la probabilitat. 
Abans de donar una definició formal de probabilitat, comentarem alguns conceptes previs: 
 
Experiment aleatori 
Qualsevol experiència que pot donar lloc a diferents resultats i de la qual no és possible conèixer, abans 
d'efectuar-se l'experiència, el resultat que es produirà. 
 
Espai mostral ( ) 
És el conjunt format pels possibles resultats de l'experiment aleatori. Cadascun dels elements d'aquest 
conjunt s'anomena succés elemental. 
 
Succés (A,B,...) 
És qualsevol subconjunt de l'espai mostral. 
 
Exemple 1 
Experiment: "gènere dels tres fills/es d'una família" 
 ={HHH, HHD, HDH, DHH, DDH, DHD, HDD, DDD} 
A=”dues filles”={DDH, DHD, HDD} 
B=”dos o més fills”={HHD, HDH, DHH} 
C=”cap filla”={HHH} 
 
Exemple 2 
Experiment: “grup sanguini d'una persona” 
 ={grup A, grup B, grup AB, grup 0} 
D=”no presenta el grup A”={grup B, grup AB, grup 0} 
 
Exemple 3 
Experiment: “En un grup de 20 persones, quantes presenten una determinada característica?" 
 ={0, 1, 2, ,.., 20} 
E=”menys de quatre”={0, 1, 2, 3} 
F=”entre dotze i setze”={12, 13, 14, 15, 16} 
 
Exemple 4 
Experiment: “Pes d’una persona” 
 =”qualsevol valor positiu”=    ;0
A=”la persona pesa 70 o més kg”=    ;70
B=”la persona pesa menys de 80 kg”=  80;0  
 
Exemple 5 
Experiment= “Ingressos urgents en un servei un cert dia” 
 ={0, 1, 2, 3, 4...} 
A=”menys de 4 ingressos”={0, 1, 2, 3} 
B= “entre 2 i 5 ingressos” ={2, 3, 4, 5} 
 
Succés cert o succés segur ( ) 
És el mateix espai mostral, ja que aquest inclou segur el succés que finalment ocorrerà. 
 
Succés impossible: ( ) 
És el que no conté cap dels successos elementals de l’espai mostral i, per tant, mai no podrà ocórrer. 
 
Quan ocorre un succés aleatori? 
Un succés aleatori ocorre si el resultat de l'experiment és igual a un dels elements del succés aleatori. 
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Unió de dos successos A i B ( ) BA
És un nou succés que conté els successos elementals d'A i B. 
 
Exemple 6 
Amb les dades de l'exemple 1 
BA ={HHH, HHD, HDH, DHH, DDH, DHD, HDD} 
 
 
Intersecció de dos successos A i B ( ) BA
És un succés que conté els successos elementals comuns a A i a B. 
 
 
Exemple 7 
Amb les dades de l'exemple 1 
DC  ={HHH} 
 
Successos incompatibles, disjunts o mútuament excloents 
Són aquells que no tenen elements comuns, és a dir, no poden ocórrer a la vegada i per tant la seua 
intersecció és el conjunt buit 
Exemple 8 
Amb les dades de l'exemple 3 
 FE  i per tant els successos E i F són mútuament excloents 
 
Família de successos mútuament excloents  kiiA 1  
És la formada per un conjunt de successos de manera que qualsevol parella de successos de la família té 
intersecció buida, és a dir, els successos de la parella elegida són incompatibles. 
 
ji   si  ji AA  
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Complementari o contrari d'un succés A ( ) cAA;
_
És un succés que conté els successos elementals de l'espai mostral que no es troben en A, és a dir, el 
succés que ocorre quan no ocorre A. 
 
 
 
Exemple 9 
Amb les dades de l'exemple 3 
cAA _ ={0, 1, 2, 3, ..., 11, 17, 18, 19, 20) 
 
 
 
Família completa de successos    kiiA 1
És una família mútuament excloent en la qual la unió de tots el successos és el succés cert. 
 
ji   si  ji AA    


k
i
iA
1
 
 
 
Exemple 9 
Siga un espai mostral ={a, b, c, d, e, f ,g, h, i} 
Els successos aleatoris: A={a, f ,g, h, i}; B={b, d} i C={c, e} constitueixen una família completa perquè són 
mútuament excloents ( ) CBCABA  i la unió de tots ells és el succés segur (  CBA ). 
 
 
Probabilitat. Definició i propietats elementals 
Hi ha diverses definicions de probabilitat (clàssica, freqüencialista, subjectiva). La més usada és la 
definició clàssica proposada per Laplace el segle XVIII. 
 
Probabilitat clàssica o a priori 
La probabilitat d'un succés A és igual al nombre de successos elementals continguts en A (casos favorables) 
dividit pel nombre de possibles resultats de l'experiment (casos possibles): 
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possibles  casos de  º
      º
)(
n
favorablescasosden
Ap   
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Aquesta definició parteix del supòsit que l’espai mostral és finit i que tots els resultats de l'experiment són 
igualment possibles, i per tant no sempre és aplicable. Quan ho és, la probabilitat és una mesura exacta i 
no hi ha necessitat de recollir dades ni de realitzar l'experiment. 
 
Exemple 10 
L’experiment consisteix a llançar dues monedes. L’espai mostral serà  ={CC; C+; +C; ++} i, si les 
monedes són correctes, cal pensar així mentre no ens diguen el contrari, els quatre possibles resultats 
són igualment possibles i es pot fer ús de la fórmula de Laplace. Així, si A=”obtenim una cara”={C+; +C} 
5,0
4
2
)( Ap  
 
Exemple 11 
Si llancem dos daus no carregats a la vegada l’espai mostral format pels 36 possibles resultats que es 
poden obtenir serà: 
 ={(1,1),(1,2),(1,3),(1,4),(1,5),(1,6),(2,1),(2,2),(2,3),(2,4),(2,5),(2,6),(3,1),(3,2),(3,3),(3,4),(3,5),(3,6),(
4,1),(4,2),(4,3),(4,4),(4,5),(4,6),(5,1),(5,2),(5,3),(5,4),(5,5),(5,6),(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)}. 
Com que els daus no estan carregats tots els resultats són igualment possibles i per tant la probabilitat 
del succés A={la suma obtinguda és menor que 4}={(1,1),(1,2),(1,3),(2,1)} serà: 
9
1
36
4
)( Ap  
 
Probabilitat freqüencialista o a posteriori 
Si repetim un experiment un gran nombre de vegades, , i el succés A ocorre  vegades, la probabilitat 
del succés A serà molt pròxima a la proporció d'ocurrències de A: 
n k
n
k
Ap )(  
Aquesta definició ens dóna una aproximació a la probabilitat d'un succés i sols és aplicable quan un 
experiment pot ser repetit  vegades en idèntiques condicions. n
 
 
Probabilitat subjectiva 
La probabilitat d'un succés A és una mesura de la confiança que una persona té sobre l'ocurrència del 
succés. Aquesta definició sempre es pot aplicar i es basa en la informació que hi ha sobre el succés i la 
capacitat de la persona per quantificar-la correctament. 
 
 
Independentment de la definició elegida i de l’experiment estudiat, definir la probabilitat d’un succés 
consisteix a assignar-li un número entre 0 i 1. Per assignar aquest número hi ha regles i condicions que les 
probabilitats han de verificar. Així la definició formal de la probabilitat es basarà en un conjunt d’axiomes 
(axioma: propietat que admetem sense demostració com a evident per ella mateixa). 
 
Definició (formal) de probabilitat  
La probabilitat, p , és una funció que verifica els següents axiomes: 
1. Per qualsevol succés , , A 0)( Ap
2. per al succés cert ,  1)( p  
3. Si A i B són dos successos disjunts, BA , llavors )()()( BpApBAp   
 
 
Propietats 
Aquests axiomes ens permeten establir les següents propietats: 
1. 0)( p  
2. Si A està inclòs en B ( BA  ), llavors )()( BpAp   
3. La probabilitat d’un succés és sempre major o igual que 0 i menor o igual a 1, 1)(  0  Ap
4.  )(1)( ApAp c 
5. )(  )()()( BApBpApBAp 
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Important 
ccc BABA  )(  
ccc BABA  )(  
 
 
 
Exemple 12 
El Registre de Malalts Renals de la Comunitat Valenciana classifica els malalts d'acord amb el tipus de 
tractament rebut i la província de residència. Si elegim un dels malalts aleatòriament calculem les 
probabilitats dels successos: 
 
 HD HDDM DPCA TRAS TOTAL 
Alacant (AL) 381 2 25 92 500 
València (V) 882 13 38 271 1.204 
Castelló (CS) 162 3 1 41 207 
TOTAL 1.425 18 64 404 1.911 
HD: hemodiàlisi; HDDM: hemodiàlisi domiciliària 
DPCA: diàlisi peritoneal contínua ambulatòria; TRAS: trasplantament 
 
Si escollim aleatòriament un malalt: 
1911
500
)( ALp  
1911
1425
)( HDp  
1911
381
)(  HDALp  
1911
1425
1)(1)(  HDpHDp c  

1911
381
)( HDALpHDHDAL
1911
1425
)( HDp  
1911
1544
1911
381
1911
1425
1911
500
)()()()(  HDALpHDpALpHDALp  
)]([))(1())(1()()()()()]([ cccccccc HDALpHDpALpHDALpHDpALpHDALpHDALp   
1911
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1911
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1)
1911
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1()
1911
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1()
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1()]([  cHDALp  
 
 
Probabilitat condicionada 
La probabilitat d'un succés  si sabem que un altre succés  ha ocorregut, l’anomenarem probabilitat 
del succés  condicionada al succés , , i la definim com 
A B
A B )|( BAp
)(
)(
)|(
Bp
BAp
BAp
  
 
Successos independents 
La probabilitat condicionada ens permet definir la probabilitat del succés intersecció com: 
)()|()( BpBApBAp   
 
En el cas que l'ocurrència del succés  no modifique la probabilitat del succés , ( ), direm 
que  i B  són successos independents i es complirà sempre 
B A )()|( ApBAp 
A
)()()( BpApBAp   
Important 
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Si els successos  i B  són independents també ho són les parelles de successos ,  i , i 
per tant: 
A );( BAc );( cc BA );( cBA
Probabilitat -6 
 
)()()( BpApBAp cc   
)()()( cccc BpApBAp   
)()()( cc BpApBAp   
 
Exemple 13 
Amb les dades de l’exemple 12, si escollim aleatòriament un malalt: 
Probabilitat d’“haver sigut trasplantat”: 
2114,0
1911
404
)( TRASp  
Probabilitat d’”haver sigut trasplantat, sabent que viu a València”: 
2251,0
1204
271
1911
1204
1911
271
)(
)(
)|( 
Vp
VTRASp
VTRASp  
Probabilitat “que visca a València, sabent que és un trasplantat”: 
6707,0
404
271
1911
404
1911
271
)(
)(
)|( 
TRASp
TRASVp
TRASVp  
Com que , podem dir que els successos “haver sigut trasplantat” i “viure a València” no 
són independents. 
)()( VpTRASp 
 
 
Família de successos mútuament independents  kiiA 1  
El concepte d'independència pot generalitzar-se a una família de successos. Una família de successos és 
mútuament independent si, elegida qualsevol subfamília, la probabilitat de la intersecció de tots els 
successos de la subfamília pot expressar-se com el producte de les probabilitats d'aquests successos: 
k
 
Si ,   miiA 1 km 



  )(...)()()()( 321
11
mi
m
i ApApApApApAp   
 
 
Teorema de la probabilitat total 
Si tenim un succés  i una partició de l’espai mostral B  kiiA , amb   0iAp  per qualsevol dels successos 
de la partició, es verifica sempre: 
    k ii ApABpBp
1
)()|(  
 iiA k  és una partició de l’espai mostral  i 


 
k
iAp
1
ji   si  ji AA  
 
Exemple 14 
Al laboratori d’un hospital i per a una determinada tècnica d’anàlisi de sang hi ha 3 coulters de tipus A, 2 
de tipus B i 5 de tipus C. Se sap que el coulter de tipus A dóna valors erronis en el 10% dels casos, el de 
tipus B en el 15% dels casos i el de tipus C tan sols en el 2% dels casos. Si arriba al laboratori una mostra 
de sang a la qual s’ha d’aplicar aquesta tècnica i el responsable del laboratori elegeix a l’atzar un dels 
coulters, la probabilitat d’obtenir un resultat erroni serà:  
 
A=”elecció d’un coulter de tipus A”  
10
3Ap  
B=”elecció d’un coulter de tipus B”  
10
2Bp  
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C=”elecció d’un coulter de tipus C”  
10
5Cp  
Probabilitat -7 
 
 CBA  
E=”resultat erroni”     1,0| AEp   15,0| BEp     02,0| CEp  
               07,002,05,02,015,03,01,0|||  CpCEpBpBEpApAEpEp  
 
 
Teorema de Bayes 
Si tenim un succés B  amb probabilitat major que zero (   0Bp ) i una partició de l’espai mostral  kiiA , 
amb  per qualsevol dels successos de la partició, es verifica sempre:   0iAp
 
     

k
ii
iiii
i
ApABp
ApABp
Bp
ApABp
BAp
1
)()|(
)()|()()|(
|  
 
 
Demostració 
      

Bp
ABp
Bp
BAp
BAp iii
)()(
|  Bp
ApABp ii )()|(   per la definició de probabilitat condicionada 
i per al càlcul del denominador apliquem el teorema de la probabilitat total. 
 
Exemple 15 
En les tres regions d'un país (R1, R2 i R3) es va declarar una epidèmia de còlera. En R1 va haver-hi un 25% 
de contagis, en R2 un 8% i en R3 un 14%. D'altra banda el 10% de la població del país viu en R1 i el 40% en 
R2. Calculeu la probabilitat que un habitant del país que ha sigut contagiat visca en la R3. 
   1,01 Rp     4,02 Rp     5,03 Rp  
C=”contagi”     25,01| RCp   08,02| RCp     14,03| RCp  
             5,014,04,008,01,025,033|22|11|  RpRCpRpRCppRRCpCp  
 
    5512,05,014,04,008,01,025,0
5,014,0)3()3|(
|3 

Cp
RpRCp
CRp  
 
 
Test diagnòstic 
Els tests diagnòstics són una aplicació del teorema de Bayes i es basen en el següent: suposem que la 
prova exacta per a diagnosticar una certa malaltia és invasiva o costosa. Llavors es planeja substituir-la 
per una altra d'aplicació més convenient encara que falle algunes vegades. La primera prova es denomina 
Gold Estàndard i la segona test diagnòstic de la malaltia.  
Així, una persona pot estar malalta ( ) o sa ( S ) i el test diagnòstic que se li aplica pot donar un resultat 
positiu 
M  , cosa que suposaria l'assumpció de la malaltia, o negatiu   , cosa que suposaria l'assumpció 
de l’absència de malaltia. 
 
Tota la casuística pot resumir-se amb una taula de doble entrada: 
 
 M  S  total 
  1n  2n  N  
- 3n  4n  N  
total EN  SN  N  
 
1n : núm. de persones malaltes amb test positiu 
2n : núm. de persones sanes amb test positiu: “falsos positius” 
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3n : núm. de persones malaltes amb test negatiu: “falsos negatius” 
Probabilitat -8 
 
4n : núm. de persones sanes amb test negatiu 
31 nnNM  : núm. de persones malalts 
42 nnNS  : núm. de persones sanes 
21 nnN  : núm. de persones amb test positiu 
43 nnN  : núm. de persones amb test negatiu 
MS NNNNN   : núm. total de persones 
 
Per avaluar la bondat o precisió del test diagnòstic existeixen diferents indicadors: 
 
Sensibilitat del test [ ] S
És la probabilitat que el test done positiu en una persona que se sap que està malalta. Mesura la capacitat 
del test per identificar persones malaltes. 
MN
n
malaltpS 1)|(   
Especificitat del test [ ]: E
És la probabilitat que el test done negatiu en una persona que se sap que està sana. Mesura la capacitat 
del test per identificar persones sanes. 
SN
n
saPE 4)|(   
Probabilitat d’encertar 
N
nnA 41   
 
Valor predictiu positiu [VPP ] 
És la probabilitat d’estar malalt, si aplicat el test el resultat és positiu: 


N
n
malaltpVPP 1)|(  
Valor predictiu negatiu[VPN ] 
És la probabilitat d’estar sa, si aplicat el test el resultat és negatiu: 
VPN  p(sa |) n4
N
 
 
Important 
Si i apliquem el teorema de Bayes, obtenim: pmalaltp )(
     pEpS
pS
p
pS
malaltpVPP 


11)(
|  
    
    pSpE
pE
p
pE
sapVPN 


11
1
)(
1
)|(  
 
 
Exemple 16 
S’aplica una prova diagnòstica per diagnosticar certa malaltia a un grup de 150 pacients amb els següents 
resultats: 
 
 M  S  total 
  5 20 25 
- 15 110 125 
total 20 130 150 
 
Sensibilitat 
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25,0
20
5
)|( 1 
MN
n
malaltpS  
Probabilitat -9 
 
 
Especificitat 
85,0
130
110
)|( 4 
SN
n
saPE  
Probabilitat d’encertar 
77,0
150
110441 
N
nn
A  
Noteu que la probabilitat d’encertar pot resultar enganyosa, ja que depèn de la prevalença de la malaltia 
en la població estudiada. 
 
Exemple 17 
Un test diagnòstic dissenyat per detectar certa malaltia té una sensibilitat igual a 0,97 i dóna positiu en 
el 5% dels casos quan s'aplica a una persona que no patix la malaltia. Si inicialment es pensa que la 
probabilitat d'estar malalt és 0,8, determineu com es modifica dita probabilitat per a una persona a la 
qual s’aplica el test i el resultat és  positiu. 
 
L’enunciat ens diu que: 
97,0)|(  malaltp  
p( | sa)  0, 05  
80,0)( malaltp  
i ens demana 
VPPmalaltP )|(  
Si apliquem el teorema de Bayes 
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  9873,0
)()|()()|(
)()|(
)(
)()|(
| 


sapsapmalaltpmalaltp
malaltpmalaltp
p
malaltpmalaltp
malaltpVPP  
