Abstract-In the present paper, a new approach is proposed to assess the clear-sky direct normal irradiance (DNI) in real time. This approach combines an existing empirical model, proposed by Ineichen and Perez in 2002, with a new methodology for the computation of atmospheric turbidity. This methodology takes advantage of the fact that changes in atmospheric turbidity are relatively small throughout the day in comparison to changes in DNI, even when the sky is free of clouds. We considered data from two experimental sites (Golden, in the USA, and Perpignan, in France) and compared the proposed approach with several combinations of empirical models and ways of computing atmospheric turbidity. A polynomial of the cosine of the solar zenith angle has also been included in the comparative study. In both sites, our approach outperforms the other approaches. It has proven to be well adapted to the real-time assessment of the clear-sky DNI, in particular when the Sun is occulted by clouds during less than eight consecutive hours.
I. INTRODUCTION
In a context of sustainable development, solar technologies like concentrating solar power (CSP) are becoming an important source of renewable energy in countries like Spain and USA and can potentially be used at a very large scale in many other countries. One of the most challenging topics is to improve the solar resource assessment and forecasting in order to optimize the operational strategies of the plants. In CSP plants, electricity generation is directly impacted by the availability and variability of the solar resource and, more specifically, by direct normal irradiance (DNI). In addition, having access to forecasted values of DNI could contribute to lower the cost related to grid integration. DNI can be defined as the direct irradiance received on a plane normal to the Sun [1] and can be split into two multiplicative terms (Eq. (1)):
where I cs is the clear-sky DNI and k c is the clearness index.
Regarding the clear-sky DNI, on which the present paper focuses, models are divided into two categories: radiative transfer models and empirical models [2] , [3] , [4] . In radiative transfer models, the clear-sky DNI is usually derived from the Beer-Lambert law (Eq. (2)):
where I 0 is the extraterrestrial solar irradiance, m is the relative optical air mass and τ is the optical depth of the atmosphere. Although radiative transfer models often produce better estimates of the clear-sky DNI than empirical models, they need input data that might be not available at any time.
As a result, radiative transfer models are not suitable for realtime applications. Regarding empirical models, several levels of complexity can be distinguished. One can first mention an eight-order polynomial of the cosine of the solar zenith angle [5] , [6] . These past few years, several studies have been dedicated to developing more efficient models [7] , [8] , [9] . Basically, they use atmospheric turbidity, which can be determined from broadband beam radiation measurements, as an additional input [10] . However, in these models, information about the state of the atmosphere is not available in real time and is generally derived from mean values or approximations provided by solar energy services like the SoDa service [11] . Because atmospheric turbidity can be quite variable over the days, accuracy of the models can be unsatisfactory, especially for high solar zenith angles. The main purpose of the present paper is to propose a new and efficient approach to assess in real time the clear-sky DNI. This approach combines an existing empirical model with a new methodology for the computation of atmospheric turbidity. This methodology relies on a persistence of atmospheric turbidity at short notice and takes advantage of the fact that changes in this quantity are relatively small throughout the day in comparison to changes in DNI, even when the sky is free of clouds. So, atmospheric turbidity is computed using the last detected clear-sky DNI measurement. Data from two experimental sites (Golden, in the USA, and Perpignan, in France) have been used to compare the proposed approach with several combinations of empirical clear-sky DNI models and ways of computing atmospheric turbidity. The abovementioned polynomial of the cosine of the solar zenith angle has also been included in the comparative study.
II. REAL-TIME ASSESSMENT OF THE CLEAR-SKY DNI
In this section are presented the selected empirical models as well as the approaches included in the comparative study.
A. Selected empirical models
Three empirical clear-sky DNI models have been selected. The first one is the polynomial of the cosine of the solar zenith Ineichen and Perez
angle. It is defined in the following way (Eq. (3)):
where z is the solar zenith angle. The coefficients {a n } 0 n N can be obtained by using the least-squares method. The second model, developed by the ESRA, is given by Eq. (4):
where m p is the relative optical air mass corrected by the altitude of the site, and δ cda is the optical thickness of a waterand aerosol-free atmosphere (a clean and dry atmosphere) and T LI is the atmospheric turbidity coefficient revised by Ineichen and Perez [10] . It can be easily obtained by using clear-sky DNI measurements (see Subsection IV-A for details). The third model, from Ineichen and Perez [10] , is given by Eq. (5):
where b is a function of the altitude of the considered site. Table I summarizes all the approaches included in the comparative study. For the polynomial model given by Eq. (3), we varied its degree from one to eight. Regarding the empirical models given by Eqs. (4) and (5), several inputs have been tested depending on the way atmospheric turbidity is computed. These inputs can be:
B. Approaches included in the comparative study
-the yearly ( T LI y ), monthly ( T LI m ) or daily ( T LI d ) mean value of atmospheric turbidity; -the mean value of atmospheric turbidity during the previous day ( T LI d−1 ); -the last trustable value of atmospheric turbidity (T LI (t )).
See Section IV-A for an overview of the methodology proposed for the computation of this value.
III. EXPERIMENTAL DATA
To evaluate the accuracy of these approaches, we used one year of data from two experimental sites. The first database comes from the Measurement and Instrumentation Data Center (MIDC). The MIDC makes available irradiance and meteorological data from more than thirty stations in the United States. In the present study, we focused on data from the BMS (Baseline Measurement System) station which is located near Golden (Colorado), at the NREL (National Renewable Energy Laboratory) [12] . This station is situated on a high plain (altitude is about 1800 m), near mountains reaching about 3000 m elevation. The second database is derived from measurements realized in Perpignan, at the PROMES-CNRS laboratory. This station is located in Southern France, approximately 20 km west of the Mediterranean sea. Winter is mild and summer is hot and dry. In addition, there is a lot of wind, often resulting in a cloudless sky. The main characteristics of these two sites are presented in Table II . Note that the DNI measurements have been obtained using different devices: the NREL uses a pyrheliometer, whereas the PROMES-CNRS laboratory uses a rotating shadowband irradiometer (Fig. 1) . The typical uncertainties are about ±2% for the pyrheliometer and ±5% for the RSI [13] . However, they are clearly higher at both sunrise and sunset, i.e. when DNI is relatively low. Other data like the air mass or solar angles have been directly extracted from the database (NREL) or computed (PROMES-CNRS).
Depending on the location, the dynamics of direct normal irradiance as well as the fluctuations one can observe in J a n atmospheric turbidity are rather different. During the twelvemonth periods we considered (see Table II ), about 850 h and 700 h of clear-sky DNI data have been detected in Golden and Perpignan, respectively. Note that, with the exception of January and February in Perpignan, the number of clear-sky DNI data involved in the computation of T LI is higher than 2000, which is enough to obtain representative monthly mean values of atmospheric turbidity (Fig. 2) . One can also observe that this quantity is higher in summer than in winter, in both sites. Overall, atmospheric turbidity is higher in Perpignan, probably because of a higher concentration in particles than in Golden (remember that the BMS station elevation is about 1800 m whereas Perpignan is more or less at sea level).
IV. METHODOLOGY FOR THE COMPUTATION OF ATMOSPHERIC TURBIDITY

A. Principle
To assess in real time the clear-sky DNI (Î cs3,5 (t)), we developed a methodology for the computation of atmospheric turbidity T LI (t). This methodology is mainly based on atmospheric turbidity behaviour and takes advantage of the fact that changes in atmospheric turbidity are relatively small throughout the day in comparison to changes in DNI.
As an example, let us consider that, at a given time t , we are in a clear-sky situation. Then I cs (t ) = I(t ) and the last trustable atmospheric turbidity T LI (t ) can be computed as follows (Eq. (6)):
Later, at t = t + Δt, if a new DNI measurement is realized with an unknown situation of the sky, the atmospheric turbidity cannot be deduced. However, a variable CT LI (t) (hereafter called coefficient of turbidity) can be computed using Eq. (7):
Once CT LI (t) is computed, two cases are possible:
T LI (t ) and CT LI (t) > T LI (t ). The first one corresponds to an atmosphere clearest at a given time t than at time t . As a result, the new situation is also considered as clear sky: I cs (t) = I(t). This deduction is true because, unlike the Kasten modified Linke turbidity expression, the atmospheric turbidity expression given by Ineichen and Perez (T LI ), is air mass independent (Fig. 3) .
The second case is more complex because the atmosphere can be polluted during the interval Δt (by an increase of aerosol content, for example) but it may still be a clearsky situation. A study based on the speed of the atmosphere opacification is thus required.
B. Opacification speed of the atmosphere
To determine the sky condition when CT LI (t) > T LI (t ), it is necessary to evaluate the maximum possible increase of T LI in the considered site during a given period. This value is computed as follows (Eq. (8)):
The value v LI corresponds to the speed at which atmospheric turbidity changes between t and t . As a result, if the speed v LI is inferior to a maximum speed, called v max LI , the corresponding situation is considered as a clear sky (Eq. (9)):
Note that when a clear-sky situation is detected, t is automatically updated and no latency is introduced between the DNI acquisition and the decision of the algorithm: the operator knows the situation of the sky in real time. To estimate the maximum opacification speed of the atmosphere, we used a bank of clear-sky data manually collected for the two sites. From these data, it is possible to compute the atmospheric turbidity and to deduce the speed at which atmospheric turbidity changes between two instants t 1 and t 2 , with t 2 > t 1 (Eq. (10)):
From all possible couples of t 1 and t 2 , the maximum opacification speed of the atmosphere can be obtained. Because of the high number of clear-sky data available in both sites, the number of combinations for the v LI computation is very high. As a result, the study focused on couples verifying t 2 −t 1 < 10 days and T LI (t 2 ) > T LI (t 1 ). The second condition means that only atmospheric turbidity increases are analysed. Indeed, a decrease of atmospheric turbidity (T LI (t) T LI (t )) directly corresponds to a clear-sky situation. Now, we have available a database consisting in differences in atmospheric turbidity ΔT LI , with their corresponding time differences Δt. In order to obtain a representative limit for changes in atmospheric turbidity, the 95th percentile of ΔT LI , called ΔT One can observe a good correlation between ΔT
95
LI and Δt, when Δt is less than 3 h ( 10 4 s). This trend has been obtained taking into account 10 7 couples of atmospheric turbidity values in each experimental site. Statistically, an upper limit for changes at short notice in atmospheric turbidity can be observed. It corresponds to the maximum opacification speed of the atmosphere. However, the correlation between ΔT 95 LI and Δt is lost when Δt < 3 h. Finally, a maximum threshold is reached when Δt exceeds an entire day. From these observations, one can define a threshold in order to classify atmospheric turbidity increases: they can be caused by modifications in the atmosphere or by the presence of clouds. For Δt lower than 3 h, a linear relationship can be observed in log-log scale between ΔT 
When the duration between two clear-sky situations increases, the correlation between ΔT
LI and Δt is reduced. As a result, to avoid considering a high increase in atmospheric turbidity, a threshold ΔT max LI has been defined. It corresponds to the maximum acceptable difference between T LI (t ) and CT LI (t). All the different thresholds described above are schematically presented in Fig. 5 .
Note that a maximum value T max LI is added in the computation. It allows the clear-sky situations and cloudy situations to be differentiated, whatever the atmosphere behavior. In addition, a minimum value T min LI has also been added in the computation in order to avoid cases derived from wrong data acquisitions (e.g. I > I 0 ). To sum up, a new measurement is related to a clear-sky situation when CT LI (t) ∈ Ω, with Ω defined as the blue area on Fig. 5 . The different values of the parameters used by the algorithm, for the Golden and Perpignan sites are listed in Table III 
V. RESULTS AND DISCUSSION
The accuracy of all the tested approaches has been assessed by means of both the mean absolute error (MAE) and root mean square error (RMSE) (Eqs. (14) and (15)):
where xy refers to the notation used in Table I , I cs corresponds to the measured clear-sky DNI andÎ cs to the estimated value. 
VI. CONCLUSION
In the present paper, a new approach to the real-time assessement of the clear-sky direct normal irradiance is proposed. It combines an existing empirical model with a new methodology for the computation of atmospheric turbidity. We have decided to use the empirical model developed by Ineichen and Perez in 2002 due to its low dependence on air mass. Indeed, T LI is relatively stable throughout the day. Note that it is also well adapted to real-time applications. The main contribution of the present work lies in the way atmospheric turbidity is computed and updated in real time. We took advantage of the fact that, in case of clear-sky conditions, changes in atmospheric turbidity are relatively small throughout the day in comparison to changes in DNI, even when the sky is free of clouds. So, atmospheric turbidity is computed using the last detected clear-sky DNI measurement.
We have considered data from two experimental sites (Golden, in the USA, and Perpignan, in France), during one entire year, and compared our approach with several combinations of empirical models and ways of computing atmospheric turbidity. Note that the proposed approach offers unsurpassed accuracy when the Sun is occulted by clouds during less than eight consecutive hours. These satisfactory results make it suitable for real-time applications. As a result, it has just been implemented at the 50 MW CSP plant of Palma del Rio II (Palma del Rio, Spain) and will be validated on-site. T LI (t ) See Fig. 6 See Fig. 7 See Fig. 6 See Fig. 7 
