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Preliminaries.
More background material is in [6, §0] . All mappings in this paper are regular, i.e., everywhere defined.
Let X be a complex space. The reduction of X is Jf red , and we denote (1.1) redim(X) = dim(* red ).
Let π: E -> X be a complex vector bundle over the space X. We denote, also by "X", the zero section of E.
Let φ: E -» F be a linear map of vector bundles over X. Then Φ~\X) = Ker φ is a linear fibre space over X cf [5] (1.6).
Note. The variety Ker(φ) is smooth at e precisely when φ meets the zero section of F transversely from e.
(1.1.2) DEFINITION. Let π: E -» X be a vector bundle over X. A local projection on E is a map where U is a neighbourhood of x E X, π~\U) -U X C b , and v is the corresponding natural projection.
I omit the elementary proofs of the following four lemmas.
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(1.2) LEMMA. Let φ: E -* F be a map of vector bundles over X, and suppose that φ(e) E X.
Then φ meets the zero section, X, of F transversely from e <=» v o φ is a submersion for a local projection, p, on F near φ(e).
(1.3) LEMMA. Let φ: E -> F and ψ: G -* F be maps of vector bundles over X. Suppose that φ(e) = ψ(g).
Then φ and ψ meet transversely, from e and g, respectively <=* the map φ Θ (-ψ): E® G -* F meets X transversely from (e, g).
(1. 4 
) LEMMA (i). Le/ φ: E -> F be a map of vector bundles over X. Then φ.X^X is an isomorphism.
( Ker/*= l(x,w) E X X C" = w'
ii) Let E ->F-*G be an exact sequence of vector bundles over X. Then φ(E)
Let A be the m X (m + n) matrix which is the Jacobean of the equations describing Ker/* in X X C". Then It is easy to compute that the differential of/' has constant rank 1.
( 
Proof. Let a be the local embedding dimension of 7, and apply the lemma to a copies of the map /. D Let Z be a complex algebraic homogeneous space with algebraic group G. The evaluation map
is necessarily algebraic (cf [3] , Proposition 7).
Let X and Y be Zariski locally closed smooth subvarieties of Z. The main tool that we use is the family of intersections For simplicity, we assume that Z, G, X and Y are connected. Let dim Z = r, dim G -N, dim X = « and dim 7 = r -5. Let
be the corank of Y g at x. Then Y g is smooth at x (i.e. X meets g -1 (7) transversely at x) precisely when cork x (7 g ) = 0. Each smooth Y g has pure dimension n -s. Moreover Let (1.11) If E is spanned by sections {s θ9 ... 9 s a } 9 it follows that E is /c-ample precisely when the map P(E*) ->P α defined by {s θ9 ... 9 s a } has maximal fibre dimension at most k.
Let Z and G be as in (1.8), and let e be the identity element of G. We denote, also by "φ", the map (2.1) φ Let 7 be a smooth sub variety of Z, and TV 7 the normal bundle of Y in Z. Then, S Όχ9 ... 9 S ΌN induce sections which span NY, and is the map that they define. If Y is compact, then NY is /c-ample precisely when (2.2) φ y has fibre dimensions at most k.
Group Actions, Let Z be a complex algebraic homogeneous space, as in (1.8). The action of G on Z induces an action of G on Γ*Z, through linear maps, and hence an algebraic action
be the orbit decomposition of the action (2.3). Each orbit O p is an irreducible, Zariski locally closed, smooth sub variety of P(Γ*Z). The natural projection P(Γ*Z) -> Z is G-equivariant. Since the action of G on Z is transitive, there is a 1-1 correspondence between orbits of G in P(Γ*Z) and orbits of G z in P(7?Z), where G z is the isotropy group of an element z E Z.
Let Y be a Zariski locally closed, smooth subvariety of Z. Then, P(N*Y) C P(Γ*Z), and we define
In particular, let d p -d^ -dimension of the pth orbit of the action of the isotropy group G z on P(7?Z).
It is easily seen that
3. Rigged spaces. This paper is concerned, ostensibly, with Grassmannians and quadrics. In this section, we define a class of homogeneous spaces, rigged spaces, which includes the above two families. For simplicity, in the remainder of the paper, we will be assuming that the ambient homogeneous space, Z, is rigged, although it will be clear that many of the results are true under less stringent hypotheses.
(3.1) DEFINITION. Let Z be a complex algebraic homogeneous space with connected group G. We say that Z is rigged if (i) The universal covering map of G is algebraic. As is well-known, this is equivalent to π^G) being finite, and this is the case when G is semisimple. (iv') The isotropy group of an element a of O m is equal to the isotropy group of φ(a) with respect to the co-adjoint action of G on P(Γ e *(G)).
(
We discuss, now, briefly, why Grassmannians and quadrics are rigged, and mention only that P r \P* is rigged where P* is a linear projective fc-subspace of P r , and the group G is {g G PGL(r, C): g(P*) = P*}.
Grassmannians. Let Z = Gr(/, C τ+/ ) be the Grassmann manifold of C 9 s in C τ+t . The group G is the projective linear group PGL(τ + t -1, C). The universal cover of G is the algebraic projection Consider now the map
Here, T?G is identified with sl(τ + /, C), i 2 is the inclusion E 2 -» C τ+r and 77 Z is the projection C τ+ ' -»,F Z . From this, one sees that rkα = rkφ(α). Let, now, A = φ(a) have rank p. Then φ'\A) ^{zGZ: im^ CzĈ Gr(ί -ρ,C τ+ί~2p ). In particular, φ is 1-1 on O m .
Finally, let C τ+r~p be a codimension p subspace of C τ+r , and put
Quadrics. Let Z = S r C P r+1 be the r-dimensional quadric. The group G is the projectivization of the special complex orthogonal group P(SO(r + 2, C)) and has a finite fundamental group (of order 2 for r odd and order 4 for r even). is well-defined and an isomorphism of varieties.
As for the top two rows of Figure (4.2. 3), the map μ:IXG-^Zisa submersion and η -μ~\Y). Thus, by a dimension count, the codifferential of μ induces an isomorphism jU*:μ-1 (iV*y) -> JV*τj.
The composition a o μ* is just "the partial of μ with respect to x" viz. g*. This fills in the top row of Figure (4.2. 3), inducing, also, the isomorphism μ*: & -> Ker(α).
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To complete the proof of the lemma, the two left columns of Figure  ( 
> G X P(T e *G)
U
P(T*G)
Thus, redim(imφg) < iV -1. But, Y is compact and NY fc-ample, so the fibres of φ γ are at most /^-dimensional. The same is true of φ s , and it follows that redim(P(S))<iV-1 + k. D To determine an upper bound, let X be any locally closed smooth subvariety of Z, and construct the space S for X and Y. Define a map (cf. (4.1.2))
θ: P(S) -» P(N*X) X P(N*Y),
For each p,
Thus, O^S^ μ~\N*Y) C q-\T*X)
The top row of (4. is a closed subvariety of η.
) so that S -U β2£l S β , and for each k U βΞϊA; § α is a closed subvariety of §. The space Sj possesses a natural variety structure, as defined in [6] , (3.3) . (The same is true of all the S α , but we will not be using them.) Let Δ = /?( §>) be the discriminant of the family, i.e., Δ = {g E G: Y g is singular}.
The hypotheses on X and Y ensure that p is proper, so that Δ is a proper closed algebraic subvariety of G.
Fix a base point o6G\A, and let be the monodromy group associated to the fibre bundle
We define the invariant cycles Thus, dim(Δ\Z))<JV-2.
The restricted mapping is a bijection of sets, as is easily seen from (4.1.3). In fact, it is an isomorphism of varieties. This is a local calculation using the special coordinates of [6] Lemma (3.3). From Proposition (4.7) it, now, follows that S 1 is smooth (iV -1 dimensional) at each point over D.
Fix, now, a point g E D.
As in [6] 
1). Then
, 0 ker = van, the monodromy acts transitively, up to sign, on the set of vanishing cycles, and van is irreducible under the monodromy action.
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There is a corresponding conclusion in cohomology.
Proof. The proof is essentially the same as that of [6] (6.1). In the latter, replace "P" by "Z" and [6] Theorem (3.5) by Theorem (5.2) of this paper.
We need, now, only two lemmas to modify the proof of [6] (6.1)ii.
Let v: G λ -> G be the universal cover of G, which is an algebraic map (3.1i Proof. We show, in fact, that van" 1 C im. Since π { (G ι ) = 0, the monodromy subgroup, 91L But inv 1 = im, as in [6] , (6.1)iii.
• 6. Concluding remarks. The question in [6] §7 asks whether there is a smooth hypersurface Y in Gr(2,4) such that P(N*Y) is contained in the lower dimensional orbit of rank 1 vectors. According to Proposition (6.5) this is impossible, since NY is necessarily ample. Actually, Andrew Sommese had answered the above question using a line bundle argument, and this was encouragement enough to work out a general solution.
Note added in proof. In Definition 3.1, condition (ii) may be replaced by the weaker condition "The action of G on P(Γ*Z) has an open orbit, 0 m " i.e. one need not require that there be finitely many orbits. In "Finding the nondegenerate quadratic singularities", Proc. Symp. Pure Math., 40 (1982), the author indicates why this is so.
