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We present experimental observations of coherent spin-population oscillations in a cold thermal,
Bose gas of spin-1 23Na atoms. The population oscillations in a multi-spatial-mode thermal gas
have the same behavior as those observed in a single-spatial-mode antiferromagnetic spinor Bose
Einstein condensate. We demonstrate this by showing that the two situations are described by the
same dynamical equations, with a factor of two change in the spin-dependent interaction coefficient,
which results from the change to particles with distinguishable momentum states in the thermal
gas. We compare this theory to the measured spin population evolution after times up to a few
hundreds of ms, finding quantitative agreement with the amplitude and period. We also measure
the damping time of the oscillations as a function of magnetic field.
Although Bose-Einstein condensates (BECs) are often
thought of for sensitive measurements, their spatial co-
herence is not always necessary. Thermal atomic colli-
sions are often mistakenly thought to be incoherent but,
while keeping track of the spatial coherence is difficult,
coherence can sometimes more easily be followed in the
internal degrees of freedom. Thus, cold thermal clouds
are often just as sensitive for use in spin measurements.
In this work, we demonstrate collisionally-driven coher-
ent spin population oscillations that can be interpreted
as zero-momentum spin waves in a cold thermal cloud
of spin-1 atoms. Such oscillations were previously only
seen in the context of BECs [1–5] and two-atom, single-
spatial-mode systems [6, 7]. The spin oscillations that
we observe in a highly multi-spatial-mode thermal gas
are remarkable in that they can be described by a theory
that is independent of the spatial degrees of freedom.
Well-known examples of thermal spin systems that pre-
serve internal spin states include optically-pumped dilute
gases used for magnetometry [8] and spin-polarized noble
gas imaging [9]. The spin polarization can be maintained
even while the gas is trapped in glass cells, or by living tis-
sues like lungs. Hydrogen masers are based on interrogat-
ing the free precession of a spin superposition of a thermal
gas in a glass cell. Less well-known, collisionally-driven
spin-wave effects were predicted in 1982 [10, 11], and ob-
servations of such effects were reported soon thereafter in
low-temperature spin-polarized hydrogen [12]. Bosonic
and fermionic alkali pseudo-spin-1/2 systems have also
been studied [13–15], and spin domain formation has
been observed in these systems [16–18]. Due to the spin-
dependent interaction that is absent in the pseudo-spin-
1/2 system, a spin-1 gas is predicted to have additional
interesting coherent collisional (spinor) dynamics which
give rise to spin waves or population oscillations [19, 20].
The dynamics of spinor BECs have been widely in-
vestigated in spin-1 Na and Rb gases, as reviewed in
Refs. [21, 22]. Rb in the F = 1 state is ferromag-
netic (spin-aligned collisions having the lowest energy),
whereas Na is considered antiferromagnetic. Both of
these systems display interesting population dynamics in
spinor BECs [1, 2]. Condensed spin systems with F = 2
and F = 3 have also been studied [23, 24]. Single-spatial-
mode BEC systems can be modeled analytically [25, 26]
and the system can undergo regular oscillations such as
those seen in Fig. 1(a). Figure 1a also shows that when
even a few spatial modes are excited in the cloud the
regular oscillations break down. In an extended BEC in-
teractions lead to the formation of spin domains [27–29].
Here we present experimental observations of coherent
spin-population oscillations in a thermal spin-1 Bose gas.
Figure 1b shows such coherent oscillations driven by spin-
mixing collisions, which are surprisingly similar to those
seen in a spinor BEC. In fact, we find good agreement
with predictions from the same dynamical equations as
satisfied by a single-mode spinor BEC, even though in a
thermal gas many thousands of spatial modes are popu-
lated. In the BEC, the spin-dependent interaction energy
for each added particle is smaller than Planck’s constant
times the trap frequency, so that the formation of spin do-
mains is suppressed, the spatial degree of freedom stays
single-mode, and it factors out of the problem. In the
thermal gas we have a case where the thermalizing (spin-
independent) collision rate is much smaller than the trap
oscillation rate, but larger than the spin-dependent col-
lision rate. This preserves the spatial and velocity dis-
tributions and prevents the build up of any correlations
between spin and spatial modes. The average density
stays constant in time, and the spatial degree of freedom
factors out.
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FIG. 1. (Color online) (a) Spin population oscillations of a
spin-1 Na spinor BEC. The fractional mF = 0 population is
shown as a function of time. The black circles represent a
single-mode BEC with initial relative phase θ = pi and mag-
netic field B = 37 µT. Here, θ = θ1 + θ−1 − 2θ0, and θi is
the phase of spin component i. The blue triangles correspond
to a multi-spatial-mode BEC (≤5 modes) with initial θ = pi
and B = 42 µT. The solid curve is a sine wave fit to the data.
The dashed line is a guide to the eye. (b) Fractional mF = 0
spin population of a cloud of thermal spin-1 Na atoms as a
function of time with sinusoidal fits shown as solid lines. The
solid (open) triangles are for an initial condition of θ = pi (0)
and B = 11 µT (21 µT). Note the very different time scales.
We demonstrate this reduction to a spin-only descrip-
tion by deriving a Boltzmann transport equation under
conditions of a time-independent solution in momentum
and space and showing that the resulting spin density
satisfies the same equations as for a single spatial mode
with a modified spin-dependent interaction coefficient.
The spin-dependent interaction coefficient c2 must be re-
placed by 2c2; the change is the distinguishable-particle
factor of two that appears for the thermal case [30].
We start with the second-quantized Hamiltonian de-
scribing atoms in a magnetic field B and trapping poten-
tial V (r) [31, 32],
H =
∫
dr
[
ψˆ†a
(
− h¯
2
2m
∇2 + V (r) + qS2z
)
ψˆa (1)
+
c0
2
ψˆ†aψˆ
†
b ψˆaψˆb +
c2
2
ψˆ†aψˆ
†
cSab · Scdψˆbψˆd
]
,
where the ψˆa(r) are bosonic field operators for spin pro-
jection a in the interaction picture that incorporates
the linear Zeeman effect. m is the atomic mass, h¯ is
Planck’s constant divided by 2pi, qS2z is the quadratic
Zeeman interaction with q = γB2, and γ/h = 27.7
kHz/(mT)2 for Na. S = (Sx, Sy, Sz) is a vector of ma-
trices, where the Sα are the spin-one matrices. We use
the convention of summing over repeated indices. The
interaction parameters c0 and c2 can be expressed in
terms of the s-wave scattering lengths a0 and a2 for
two colliding atoms with total molecular angular mo-
mentum 0 and 2, i. e., c0 = 4pih¯
2(a0 + 2a2)/(3m) and
c2 = 4pih¯
2(a2 − a0)/(3m). The Hamiltonian conserves
the total atom number and magnetization. 23Na is anti-
ferromagnetic with c2 > 0. Only s-wave collisions need
to be considered here as barrier heights for other partial
waves are much higher than our typical thermal ener-
gies. In fact, for a spin-1 system Bose symmetry would
also prevent p-wave collisions from contributing to spinor
oscillations. Hyperfine-changing collisions to the F = 2
state are also not energetically allowed.
A kinetic theory for a thermal gas of spinor bosons with
no condensate component can be developed by assuming
〈ψˆa〉 = 0 for all a and assuming that the spatial and
momentum distributions are time-independent. To this
end, we introduce the Wigner density operator [33]
fˆab(r,p) =
∫
dr′e−ip·r
′/h¯ψˆ†b(r− r′/2)ψˆa(r + r′/2). (2)
A Boltzmann transport equation can be derived by com-
puting the Heisenberg equations of motion of fˆab us-
ing Eq. (1), taking the expectation value with the ini-
tial state, defining fab(r,p, t) ≡ 〈eiHt/h¯fˆab(r,p)e−iHt/h¯〉,
and applying the Hartree-Fock approximation. Following
this procedure, one arrives at the equation
∂tf+
p
m
·∇rf−∇rV ·∇pf+ i
h¯
[f,M ]+
1
2
{∇pf,∇rM} = 0,
(3)
where f is the matrix with components fab and curly and
square brackets denote anticommutators and commuta-
tors, respectively. In this equation, we have introduced
the position-dependent matrix
M(r) = c0Tr(n) + c0n+ c2Tr(Sαn)Sα + c2SαnSα + qS
2
z ,
(4)
with the spin position-density matrix n(r, t) ≡∫
dpf(r,p, t)/(2pih¯)3 and the repeated index α is
summed over x, y, and z. This transport equation was
obtained previously in [19, 20] and details of its deriva-
tion can be found there. We do not include the collision
integral, which has the role of describing damping.
We search for solutions of Eq. (3), making the ansatz
fab(r,p, t) = e
−[p2/(2m)+V (r)]/(kT )σab(t)/Z, (5)
under the assumption that the momentum and spatial
profiles of the gas have a Boltzmann distribution with
temperature T , and the dynamics of the spinor degrees
3of freedom are contained in σab(t). Here, k is the Boltz-
mann constant, Z is chosen such that Tr(σ(t)) = 1 and∫
dpdrTr[f(r,p, t)]/(2pih¯)3 = N , where N is the total
atom number. Upon inserting Eq. (5) into Eq. (3) and
integrating over position and momentum, the equations
of motion reduce to ih¯∂tσ = [σ,MTG] where
MTG = 2c2n¯Tr(Sαn)Sα + qS
2
z (6)
and n¯ =
∫
dr[Tr(n(r))]2/N [34].
While this formalism can treat mixed-state spin den-
sities, we only prepare pure spin states (although mixed
spatial states) in the experiment. Such states remain
pure under our equations of motion and the spin den-
sity can be written as σab =
√
ρa exp(−iθa)√ρb exp(iθb)
, where ρa and θa are the population and phase of spin
component a.
For comparison, we consider the mean-field dynamics
in a single-spatial-mode BEC without any thermal com-
ponent [26]. It is given by
ih¯∂tφ = c2n¯(φ
†Sαφ)Sαφ+ qS
2
zφ, (7)
where φ = (φ1, φ0, φ−1)
T is the vector order parameter of
the condensate, which is normalized to
∑
a |φa|2 = 1. To
make a connection with the thermal case, we introduce
the matrix τab = φ
∗
aφb. It is straightforward to compute
the equation of motion ih¯∂tτ = [τ,MBEC] where
MBEC = c2n¯Tr(Sαn)Sα + qS
2
z . (8)
By comparing with Eq. (6), one sees that the dynam-
ics of the thermal gas can be obtained from the BEC
case by simply doubling the spin-interaction coefficient
c2. Reference [26] shows that, by taking into account the
conservation laws, the system can be described by two
real variables, ρ0 and θ = θ+1 + θ−1 − 2θ0. In addition,
they derive expressions for the period and amplitude of
these oscillations as a function of c2n¯, the magnetic field,
and the initial state.
Our experimental apparatus consists of a 1070 nm
crossed-optical-dipole trap loaded with Na atoms in the
F = 1 hyperfine ground state. We prepare approximately
9× 104 thermal atoms with a temperature of ≈ 1 µK af-
ter a brief period of optical molasses and 6.25 s of forced
evaporation [2]. A weak magnetic field gradient is applied
during the evaporation to polarize the atoms into either
the mF = −1 ormF = 0 sublevel. After the evaporation,
the magnetic field is changed adiabatically to a uniform
field that splits magnetic sublevels by 1 MHz. Microwave
sweeps are used to selectively transfer any atoms remain-
ing in the unwanted magnetic sublevels to the F = 2
manifold, where they are pushed out of the trap with
light pulses resonant on the S1/2(F = 2) to P3/2(F
′ = 3)
transition. The magnetic field is then changed adiabat-
ically to the desired value for the spin evolution experi-
ment. The measured mean trap frequency of the crossed
dipole trap is ≈490 Hz for thermal atoms, while after
evaporating to a pure BEC it is ≈140 Hz. The typical
density of the thermal sample is n¯ = 5 × 1012 cm−3. The
temperature is about 100 nK above the critical temper-
ature for BEC in our system.
Once atoms are prepared in either the pure mF = 0
or mF = −1 state, we transfer the atoms to a coherent
superposition spin state using a short radio frequency
(RF) pulse. These states evolve differently during the
resonant RF pulse. In both cases the population distri-
bution in the final superposition state is ρ0 ≈ 0.5 and
ρ+1 = ρ−1 ≈ 0.25 but the relative phase θ is different.
Cold (or BEC) atoms that are prepared in the mF = 0
state have an initial relative phase of θ = pi, whereas when
the atoms start in the mF = −1 sublevel the prepared
phase is θ = 0. These phases result in different behav-
ior for the amplitude and frequency of the population
oscillations [26], as well as the damping.
After the RF pulse the initial superposition is allowed
to evolve for a variable amount of time, after which the
population in the mF=0 state is detected by adiabati-
cally sweeping a microwave field over the F = 1 to F = 2
transition, and detecting the F = 2 state atoms by ab-
sorption imaging on the F = 2 to F ′ = 3 transition.
We observe clear oscillations in the mF = 0 spin pop-
ulation for the thermal gas for different magnetic fields
and initial phases. An example is shown in Fig. 1(b).
The oscillations are damped on the time scales shown in
Figs. 2(b) and 3(b).
We make sinusoidal fits to the oscillations and extract
the amplitudes and frequencies as functions of the mag-
netic field. These data are then fit using the theory of
Ref. [26], replacing c2 with 2c2 for our thermal gas, and
using the total atom number and initial population frac-
tion in mF = 0, which was measured separately. The
parameter c2n¯ is found from the fit. The data and fits
are shown in Figs. 2 and 3, and the fits are consistent
with the data within the uncertainties, which are one
standard deviation from the sinusoidal fits.
For an initial θ = 0 the oscillation amplitude peaks
and the period diverges. This happens when the dif-
ference in collisional energies matches the difference in
quadratic Zeeman energies (q = 2c2n) for the oscillating
states. This occurs at ≈14.5 µT, as shown in Fig. 2(a).
Because of the sharp, resonant behavior the fit is sensi-
tive to the value of c2. From the fit in Fig. 2, we ob-
tain c2n¯/h = 2.62(2) Hz with the measured density of
n¯ = 4.9(2)× 1012 cm−3. We find c2/h = 5.3(2)× 10−13
Hz cm3, which agrees within the error with the theoret-
ical value of c2/h = 5.5(4) × 10−13 Hz cm3 [35]. The
uncertainty is one standard deviation and only reflects
statistical uncertainty.
A thermal gas with an initial phase of θ = pi, shown
in Fig. 3, exhibits quite different behavior. The ampli-
tude has a maximum at zero magnetic field and goes to
zero at large fields. The period diverges at zero field.
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FIG. 2. (Color online) (a) Amplitude, (b) period (black
points), and damping time (blue triangles) of the spin-
population oscillations of thermal atoms that are prepared in
themF = −1 state (initial θ = 0) as functions of the magnetic
field. The solid curves are predictions from the single-mode
theory (see text) with the initial fraction in mF = 0 set to
the measured mean of ρ0 = 0.45. The theory curve would go
to zero at zero field in panel (a) if ρ0 = 0.5.
Above 40 µT the oscillation amplitude cannot be dis-
cerned above the experimental noise level. Fitting the
data we find c2 = 5.4(8)× 10−13 Hz cm3, consistent with
the result from Fig. 2, but with a much larger uncertainty.
We have followed the population oscillations in some
cases over tens of periods. At longer times we observe am-
plitude damping of the oscillations, as well as a change
of the mean number of atoms in the m = 0 state. The
total atom number is observed to be constant over the
time scale of the measurements. In Figs. 2(b) and 3(b)
we plot, in addition to the oscillation period, the damp-
ing time of the oscillation amplitude, obtained by fitting
to a damped sine wave plus a decaying baseline. Uncer-
tainties in the damping times are one standard deviation
of the mean, from 3 - 5 measurements. The damping
times are approximately equal for θ = 0 or pi above 15
µT, but diverge at low fields and differ by more than a
factor of two below 10 µT. Although we do not under-
stand the damping mechanism at this time, it is perhaps
not surprising that it should vary, given that the spin
dynamics vary dramatically with θ here as well. A theo-
retical model of spin damping in Ref. [19] predicts a time
scale proportional to (c2)
2 that is one order of magni-
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FIG. 3. (Color online) (a) Amplitude, (b) period (black
points), and damping time (blue triangles) of spin-population
oscillations of thermal atoms that are prepared in themF = 0
state (initial θ = pi) as functions of the magnetic field. Solid
curves are predictions of the amplitude and period from the
single-mode theory (see text) with the initial mF = 0 fraction
set to the measured mean ρ0 = 0.52.
tude slower than we observe. This discrepancy might be
a limitation of the linearization around thermal equilib-
rium of the spatial distribution in the collisional integral
and contributions from terms proportional to c0c2 and/or
(c0)
2 might be responsible for the change. It is also pos-
sible that uncontrolled experimental issues such as field
gradients contribute.
In conclusion, we report the first observations of coher-
ent spin-mixing collisions in a thermal spin-1 Bose gas.
We show that this multi-mode thermal gas obeys a the-
oretical model that displays the same separation of the
spatial and spin degrees of freedom as for a BEC in the
single-mode regime. The crucial difference is that the in-
teraction strength c2 is replaced by 2c2 for the thermal
case. The measured population oscillations agree well
with theory. Fits to the data return a value of c2/h in
good agreement with that of previous predictions [35]. In
addition, the damping of the oscillations is found to vary
with the initial conditions and magnetic field, but to be
an order of magnitude faster than predicted. We are cur-
rently investigating spin-1 BEC/thermal-atom mixtures,
which promise to reveal information about spin-locking
between the thermal and Bose-condensed components, as
seen in [36]. Finally, while Heisenberg-limited interfer-
5ometry with non-classical spin-matter-waves using BECs
has been suggested [37], our results suggest that such ex-
periments based on the spin degree of freedom [38] could
also be performed with a cold thermal gas.
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