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had remained obscure. The recent work in zebrafish tion of excitatory and inhibitory inputs to direction-
selective simple cells in cat visual cortex. Their mostsuggests that cadherin-23 is a major component of the
tip-link, the filament that links neighboring stereocilia surprising finding is that inhibition shows the same
preferred direction as excitation.and pulls the channel open when the stereocilia move.
Complementary studies in the mouse strongly support
this conclusion and further validate the work in zebrafish Theexistence of direction-selective cortical neuronshas
(Siemens et al., 2004). been known since 1959, when David Hubel (1959) de-
Identification of the mechanically gated channel at scribed them in the visual cortex of alert cats, yet almost
the heart of the transduction complex has also benefited half a century later themechanism for direction selectiv-
tremendously from zebrafish. Recently, TRPA1 was put ity in the cortex remains a mystery. Priebe and Ferster’s
forward as an excellent candidate for this long sought paper (Priebe and Ferster, 2005 [this issue of Neuron])
after channel (Corey et al., 2004). One of the key experi- does not propose amechanism—anovelty for this litera-
ments in this paper was to knock down zebrafish TRPA1 ture—but it does provide such a large increment in our
usingmorpholinos, followedbydye labeling and electro- understanding of the synaptic organization of direction-
physiological analysis of the hair cells. These studies selective simple cells that a deeper understanding of
strongly support the notion that TRPA1 is required for the mechanism cannot be far behind.
mechanotransduction in zebrafish. Although the situa- Ferster’s lab has addressed a number of fundamental
tion is complicated slightly by the presence of NompC, questions in vision using the heroic approach of re-
a second TRP family member also required for hair cell cording visual cortical neurons intracellularly in vivo. In
function in zebrafish (Sidi et al., 2003), it is clear from this study they isolated excitatory and inhibitory con-
these two studies that TRP family members are central ductances by recording voltage responses intracellu-
players in the transduction apparatus. A more complete larly while injecting current of different amplitudes into
understanding of mammalian transduction awaits the the cell; conductances were calculated by constructing
development of mouse models. Fortunately for the im- I-V curves in current clamp mode from the change in
patient among us, zebrafish are likely to continue to membrane potential at each point in time, at a series
provide us with tantalizing new insights into hair cell of potentials.
differentiation and function. The study’s most counterintuitive finding is that maxi-
mum depolarizing currents and maximum hyperpolariz-
ing currents were elicited by gratings moving in theLisa V. Goodrich
same, preferred, direction. That is, for a cell that pre-Department of Neurobiology
ferred rightward moving gratings the largest inhibitoryHarvard Medical School
conductance modulation was also in response to220 Longwood Avenue
rightward stimulus motion, as was the largest excitatoryBoston, Massachusetts 02115
conductancemodulation. This is surprisingbecause you
might expect a rightward preferring cell to be excitedSelected Reading
by rightward stimuli and inhibited by the opposite, or
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Vollrath, M.A., Amalfitano, A., Cheung, E.L., Derfler, B.H., Duggan, in complementary parts of the receptive field, so that
A., et al. (2004). Nature 432, 723–730.
maximum excitation occurred at the same time as mini-
Ghysen, A., and Dambly-Chaudiere, C. (2004). Curr. Opin. Neurobiol. mum inhibition, and vice versa. This result does not
14, 67–73.
mean that the cells providing synaptic inputs to direc-
Grant, K.A., Raible, D.W., and Piotrowski, T. (2005). Neuron 45, this
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indeed, the inputs are most likely not directional. TheLopez-Schier, H., Starr, C.J., Kappler, J.A., Kollmar, R., and Huds-
fact that maximum inhibition was elicited by preferred-peth, A.J. (2004). Dev. Cell 7, 401–412.
direction stimuli mitigates against models for the gener-Sidi, S., Friedrich, R.W., and Nicolson, T. (2003). Science 301, 96–99.
ation of direction selectivity that invoke null-directionSiemens, J., Lillo, C., Dumont, R.A., Reynolds, A., Williams, D.S.,
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Priebe and Ferster also found that the synaptic cur-Sollner, C., Rauch, G.J., Siemens, J., Geisler, R., Schuster, S.C.,
rents were less strongly direction selective than wasMuller, U., and Nicolson, T. (2004). Nature 428, 955–959.
spiking, consistent with a larger picture emerging from
DOI 10.1016/j.neuron.2004.12.027 this lab that spike threshold rather than off-optimum
inhibition sharpens tuning for a number of parameters:
orientation tuning, direction selectivity, and the spatial
segregation of ON and OFF subfields (Ferster, 1986;
Jagadeesh et al., 1993; Priebe et al., 2004). Thus, theDirectional Inhibition: general principle is that threshold can significantly
A New Slant on an sharpen the tuning of the spike output compared to the
synaptic inputs, a function often attributed to intracorti-Old Question
cal circuits.
Several years ago, Ferster reported a similarly unex-
pected result in orientation selectivity—that maximum
inhibitory currents in simple and complex cells wereIn this issue of Neuron, Priebe and Ferster describe
the direction selectivity and spatiotemporal organiza- elicited by stimuli of cells’ preferred orientation, not by
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orthogonally oriented stimuli. This result, vigorously dis-
puted at the time, seemed to contradict extracellular
studies on orientation selectivity that had shown sup-
pressive effects from nonoptimal orientations, i.e.,
cross-orientation inhibition. The resolution has emerged
that the initial step in generating orientation selectivity
in simple cells, the step Ferster studied, looks exactly
like the model proposed by Hubel and Wiesel (1962)—
that orientation selectivity is first generated by combin-
ing geniculate inputs aligned in visual space along the
cell’s preferred orientation, with ON and OFF inputs
aligned in parallel, but spatially segregated. Hubel and
Wiesel further hypothesized that simple cells might be
organized in a push-pull fashion, that is, ON excitation
and OFF inhibition colocalized and interdigitating with
OFF excitation and ON inhibition. Therefore, the orienta-
tion tuning of the inhibitory inputs would derive from
the fact that the bands of inhibitory inputs are aligned
parallel to, and therefore at the same orientation as, the
excitatory inputs.
In their paper in this issue, Priebe and Ferster find
that directional simple cells similarly exhibit a push-pull
organization of excitation and inhibition, but the subre-
gions are also slanted in space-time; thus, the direction
selectivity of the inhibition arises from the space-time
slant of the complementary bandsofONandOFF excita-
tion and inhibition, not from direction selectivity of the
inputs themselves. Several previous studies (McLean and
Palmer, 1989;DeAngelis et al., 1993; Conwayand Living-
stone, 2003; De Valois et al., 2000) using extracellular
Figure 1. Comparison of Priebe and Ferster’s Data with Three Mod-recording demonstrated space-time slant of the subre-
els for Direction Selectivitygions of directional simple cells in both cat and primate;
(Top row) dVm/dt for one directional simple cell in response to whitehowever, this intracellular study is the first time that the
(left) or black (stimuli) as a function of time after stimulus onset (fromexcitatory and inhibitory currents responsible for such
Priebe and Ferster, Figure 6). The next three rows show how such
space-time slanted receptive fields have been revealed space-time maps might arise. The first two panels in each row show
(Figure 1, top row). These results invite a fresh look at the combined excitatory (red) and inhibitory (blue) nondirectional
the question of how direction selectivity and the space- inputs that are combined to form a direction-selective cell. The
responses of such a directional cell to white and black stimuli aretime slant of directional simple cells originate.
indicated in the third and fourth panels in each row.Before space-time slant was observed physiologically
in directional cells, its existence was predicted on theo-
fromanOFF region into anON region elicits a synergisticretical grounds: because a moving stimulus forms a
summation between the rebound discharge to the stim-slant in space-time, an idealmotion detector should also
be slanted in space-time (Adelson and Bergen, 1985; ulus leaving the OFF region and the excitatory response
to the stimulus entering the ON region. This model wasWatson and Ahumada, 1985). It was suggested that
space-time slant could be generated by combining non- rejected because it predicted opposite preferred direc-
tions of motion for light and dark stimuli (Figure 1, thirdslanted receptive fields that were spatially and tempo-
rally offset (Figure 1, second row); in particular, it was row), but I suggest it may have been discarded prema-
turely. The “white” map in the top row of Figure 1, fromshown that receptive fields with the same slant, and
therefore the same directionality, for both light and dark Priebe and Ferster, does predict a longer-latency re-
sponse at position “a” compared to position “b,” butstimuli could be achieved by combining simple cell-like
inputs with multiple subregions, offset a quarter of a the delay at position “a” is because the response really
is an OFF discharge. Moreover, it is not clear that Priebecycle both spatially and temporally. Shortly afterward,
several physiological studies (DeAngelis et al., 1993; and Ferster’s cell in the top row would have shown the
same preferred direction to a black bar as to a whiteMcLean and Palmer, 1989) showed directional simple
cells with receptive field structures that were indeed bar—a black stimulus would give an OFF discharge at
position “b” and a faster response at position “a” andslanted in space-time, conforming remarkably closely
to the smooth slant predicted by the model. therefore should respond better to a black bar moving
rightward than leftward. Priebe and Ferster only testedHowever, the newmaps obtained by Priebe and Fers-
ter do not form smooth slanted slabs; they are more directionality to gratings, not to bars, and the direction
indices were relatively low. A cell that showed oppositestep-like, as were themapswe generated from extracel-
lular recordings in macaque V1 (Conway and Living- preferred directions to light and dark stimuli might still
be directional to gratings if therewere a slight imbalancestone, 2003). Such step-like maps are reminiscent of an
earlier model for direction selectivity proposed by Hubel between the directionality or responsiveness to white
and black stimuli.and Wiesel (1959): that movement of a white stimulus
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By inspection of the maps in the top row, the re- cell would automatically generate matching timing dif-
sponses at position “b” to either black or white stimuli ferences in corresponding ON and OFF and excitatory
are slightly slower than the responses at “a.” If we take and inhibitory inputs, explaining one of the most striking
the Hubel-Wiesel model and delay one of the inputs by results in the Priebe and Ferster study—the spatiotem-
a few milliseconds (Figure 1, bottom row) we get space- poral correspondence among these different inputs.
time maps in which the white-stimulus excitation shows
space-time slant but the black-stimulus excitation does Margaret S. Livingstone
not, resulting in a cell that should prefer leftward moving Department of Neurobiology
white bars aswell as leftwardmovinggratings andwould Harvard Medical School
be nondirectional orweakly rightward preferring to black 220 Longwood Avenue
bars. This model is less aesthetic than the Energy model Boston, Massachusetts 02115
because it does not show the same direction selectivity
to both light anddark stimuli, but itmaybemore realistic; Selected Reading
indeed,Conway and I found thatmany directional simple
Adelson, E.H., and Bergen, J.R. (1985). J. Opt. Soc. Am. A. 2,cells in macaque V1 were direction selective to only one
284–299.sign of contrast (Conway and Livingstone, 2003).
Conway, B.R., and Livingstone, M.S. (2003). J. Neurophysiol. 89,Priebe andFerster observed balancedpush-pull orga-
2726–2742.nization throughout the entire space-time extent of the
De Valois, R.L., Cottaris, N.P., Mahon, L.E., Elfar, S.D., and Wilson,receptive fields. To achieve this, the Energy model dia-
J.A. (2000). Vision Res. 40, 3685–3702.grammed in Figure 1 requires at least four simple cell
DeAngelis, G.C., Ohzawa, I., and Freeman, R.D. (1993). J. Neuro-inputs—two excitatory inputs and two complementary
physiol. 69, 1091–1117.inhibitory inputs. But directional simple cells receive di-
Ferster, D. (1986). J. Neurosci. 6, 1284–1301.rect geniculate inputs and do not lose their direction
Ferster, D., Chung, S., and Wheat, H. (1996). Nature 380, 249–252.selectivity when cortical responses are suppressed (Ja-
Hubel, D.H. (1959). J. Physiol. 147, 226–238.gadeesh et al., 1993; Ferster et al., 1996), indicating that
Hubel, D.H., and Wiesel, T.N. (1959). J. Physiol. 148, 574–591.the spatiotemporal arrangement of geniculate inputs
Hubel, D.H., and Wiesel, T.N. (1962). J. Physiol. 160, 106–154.alone is sufficient to generate directionality. To achieve
a push-pull organization for the Energy model shown Jagadeesh, B., Wheat, H.S., and Ferster, D. (1993). Science 262,
1901–1904.using geniculate inputs would require eight geniculate-
Livingstone, M.S. (1998). Neuron 20, 509–526.like inputs—four excitatory inputs, two fast and two
slow, and four matching inhibitory inputs driven by ge- McLean, J., and Palmer, L.A. (1989). Vision Res. 29, 675–679.
niculate inputs. One advantage of the model in the bot- Priebe, N.J., and Ferster, D. (2005). Neuron 45, this issue, 133–145.
tom row is that it is simpler to wire up, requiring only two Priebe, N.J., Mechler, F., Carandini, M., and Ferster, D. (2004). Nat.
excitatory geniculate inputs and two inhibitory inputs Neurosci. 7, 1113–1122.
driven by geniculate inputs. Another feature is that the Saul, A.B., and Humphrey, A.L. (1992). J. Neurophysiol. 68, 1190–
1208.timing differences required are smaller.
The mystery remains why one subregion would be Watson, A.B., and Ahumada, A.J., Jr. (1985). J. Opt. Soc. Am. A.
2, 322–341.delayed relative to the other. It has been suggested that
the lagged and nonlagged cells of the geniculate might
DOI 10.1016/j.neuron.2004.12.029provide inputs with the necessary timing differences to
generate the space-time slant in the Energy model (Saul
and Humphrey, 1992). But lagged cells would not look
like the slower input in the bottom row because lagged
cells are not temporally biphasic. Another possibility is Role of Rhythms inthat the envelope of the slower inhibitory inputs might
Facilitating Short-Term Memorybe skewed toward the null side of the receptive field
compared to the faster excitatory inputs (Livingstone,
1998). Priebe and Ferster looked at the overall spatial
distribution of excitation and inhibition, but they did not
Working memory tasks have been associated with theaccount for the increased baseline level of response
appearance of elevated single unit activity (SUA) inarising from the continuous presentation of stimuli, so
primate studies, and oscillatory activity in the EEG ortheir calculation (inset below Figures 7A and 7B of their
the local field potential (LFP) in humans. The study bytext) shows essentially no spatial distribution of either
Leeet al. in this issueofNeuronprovidesnovel insightsexcitatory or inhibitory inputs, which does not make
regarding the relationship between SUA and LFPsense. A calculation of the envelope of the summed
rhythmicity in V4 during working memory tasks.excitatory inputs compared to the envelope of the
summed inhibitory inputs could address this idea. An-
We routinely remember information for short periods, forother possibility is that the timing differences needed
example, memorizing a string of numbers while placingto generate space-time slant do not arise from inputs
a call. This rapid, short-term memorization of a smallwith different temporal properties but are determined
number of items is called short-termorworkingmemory.by the cortical cell itself, say, by its morphology. Differ-
A typical working memory experiment consists of fiveences in dendritic threshold or differences in distance
stages. The task begins with an eye fixation period,from the cell body could produce the required small
timing differences. Putting this onus on the postsynaptic followed by the presentation of a “sample” stimulus.
