Abstract-The problem of optimal node density maximizing the Neyman-Pearson detection error exponent subject to a constraint on average (per node) energy consumption is analyzed. The spatial correlation among the sensor measurements is incorporated through a Gauss-Markov random field (GMRF) model with Euclidean nearest-neighbor dependency graph. A constant density deployment of sensors under the uniform or Poisson distribution is assumed. It is shown that the optimal node density crucially depends on the ratio between the measurement variances under the two hypotheses and displays a threshold behavior. Below the threshold value of the variance ratio, the optimal node density tends to infinity under any feasible average energy constraint. On the other hand, when the variance ratio is above the threshold, the optimal node density is the minimum value at which it is feasible to process and deliver the likelihood ratio (sufficient statistic) of the sensor measurements to the fusion center. In this regime of the variance ratio, an upper bound on the optimal node density based on a proposed 2-approximation fusion scheme and a lower bound based on the minimum spanning tree are established. Under an alternative formulation where the energy consumption per unit area is constrained, the optimal node density is shown to be strictly finite for all values of the variance ratio and bounds on this optimal node density are provided.
Optimal Node Density for Detection in Energy-Constrained Random Networks Animashree Anandkumar, Student Member, IEEE, Lang Tong, Fellow, IEEE, and Ananthram Swami, Fellow, IEEE Abstract-The problem of optimal node density maximizing the Neyman-Pearson detection error exponent subject to a constraint on average (per node) energy consumption is analyzed. The spatial correlation among the sensor measurements is incorporated through a Gauss-Markov random field (GMRF) model with Euclidean nearest-neighbor dependency graph. A constant density deployment of sensors under the uniform or Poisson distribution is assumed. It is shown that the optimal node density crucially depends on the ratio between the measurement variances under the two hypotheses and displays a threshold behavior. Below the threshold value of the variance ratio, the optimal node density tends to infinity under any feasible average energy constraint. On the other hand, when the variance ratio is above the threshold, the optimal node density is the minimum value at which it is feasible to process and deliver the likelihood ratio (sufficient statistic) of the sensor measurements to the fusion center. In this regime of the variance ratio, an upper bound on the optimal node density based on a proposed 2-approximation fusion scheme and a lower bound based on the minimum spanning tree are established. Under an alternative formulation where the energy consumption per unit area is constrained, the optimal node density is shown to be strictly finite for all values of the variance ratio and bounds on this optimal node density are provided.
Index Terms-Distributed detection, error exponent, GaussMarkov random fields (GMRF), routing, sensor networks.
I. INTRODUCTION
W E consider the problem of distributed detection with a network of sensors that take measurements from one of the two unknown simple hypotheses, and . Under the alternative hypothesis , sensors observe a Gauss-Markov random field (GMRF), and, hence, have statistically correlated samples, which in practice indicates the presence of a phenomenon of interest. Under the null hypothesis , on the other hand, the sensors observe statistically independent measurements. Sensors deliver their measurement data to a fusion center where a test is made to determine the underlying hypothesis. We impose a constraint on the energy consumption of the fusion process, consisting of multihop routing with in-network processing. Such a fusion process can result in considerable energy savings and is in contrast to classical routing, where no processing occurs at any intermediate nodes between the source and the destination. Classical distributed detection often makes the so-called conditional i.i.d. assumption in which observations at different sensors are statistically independent and identically distributed conditioned on each hypothesis. Such an assumption effectively decouples detection performance from energy constraints: the number of sensor measurements used for data fusion (along with optimal sensor quantization and fusion rules) determines the detection performance whereas the energy consumed in data fusion is determined by the locations of the sensors involved. Typically, one prefers to collect data from sensors near the fusion center, which implies that sensors should be densely deployed.
On the other hand, when sensor measurements are correlated, the locations of the sensors affect not only the energy consumption but also the correlation structure of the measurements. Densely deployed sensors tend to have highly correlated measurements, which may either be beneficial or detrimental to detection efficiency.
In this paper, we consider the optimization of sensor density of a multihop sensor network in the context of energy-constrained distributed detection. For large sensor networks, it is unrealistic to optimize individual sensor locations. It is then natural to consider random deployment of sensors where the sensor density becomes the key design parameter. Optimizing sensor density is not only important for sensor deployment but also gives a simple decentralized sensor transmission strategy by deciding to transmit under independent coin flips.
To characterize the detection performance, we consider the Neyman-Pearson (NP) error exponent . Our objective is to find an optimal node density that maximizes the detection error exponent , under a constraint on the average (per node) energy consumption , when the number of nodes goes to infinity.
(1)
We address the following questions: does an optimal node density exist? And if so, what is its value? Is it one of the extremes, viz., zero or infinity? This is an important question, since if the optimal node density is either zero or infinity, then we can 1053-587X/$25.00 © 2008 IEEE simply place the nodes in as small or large an observation area as possible.
II. RELATED WORK
In many realistic scenarios, sensor measurements are correlated, and our framework takes this into account. In general, spatial signals are acausal in contrast to temporal signals. In the literature, the two are usually distinguished by referring to acausal signals as random fields and to causal signals as random processes. Various assumptions on spatial correlation have been made in the literature. Joint-Gaussian distributions and distancebased correlation function have been widely assumed due to their simplicity [4] - [7] . Alternatively, diffusion-based models [8] and joint-entropy based models [9] have also been employed. All these models can be incorporated under the Markov random fields (MRF) framework. Markov random fields, also known as conditional autoregressions, were introduced by Besag [10] , [11] . The use of the MRF model for spatial data in sensor networks is relatively new ( e.g., [12] ), although it is widely used in image processing [13] and geo-statistics [14] .
Detection of a GMRF is related to the detection of a GaussMarkov random process (GMRP), which is a classical problem [15] . There is an extensive literature on the large-deviations approach to the analysis of detection of GMRP, e.g., [16] and [17] . However, GMRP is not easily applicable to random placement of nodes in planar and higher dimensional spaces. Hence, we employ the model of a GMRF for randomly placed sensors on the Euclidean plane.
We are interested in routing spatially correlated data for optimal detection and hence, there can be data fusion en route to the fusion center. Such in-network processing algorithms for computing certain aggregate functions are dealt in the surveys [18] , [19] . These data-aggregation schemes, however, are applicable for optimal detection, only for conditionally independent data. An overview of routing in wireless networks can be found in [20] . The literature considering the tradeoff between detection performance and routing energy consumption is less extensive. In [21] - [23] , energy-efficient detection is considered under various formulations. However, they all assume that the measurements are conditionally independent. Detection of one-dimensional GMRP is considered in [24] and [25] . A specific link cost for detection, based on the Chernoff information, is proposed in [24] . In [25] , a energy-density constraint is imposed, i.e., energy per unit distance is fixed, and a finite sensor density is shown to be optimal. But these works assume a one-dimensional model, not applicable when the nodes are on a plane. In [26] , nonparametric target detection is studied; binary decisions are fused locally by a majority rule before transmission to a fusion center. However, no guarantee is provided on the energy savings obtained. In [27] , a decision-theoretic approach to local inference of a Markov random field with single-bit communication is considered and the network topology is predefined by a directed acyclic graph.
In [28] - [30] , we consider minimum-energy fusion and energy-detection tradeoff for general Markov-random field dependencies and arbitrary node placements. We show a Steiner tree construction for the optimal scheme and a preliminary version of this work focusing on nearest-neighbor dependency appears in [3] . In contrast, an alternative formulation is considered in this paper with random point sets, which enables us to explicitly characterize scaling laws, as the number of nodes goes to infinity, for both the detection performance and the average energy consumption for data fusion, and derive optimal node density using these results. An abbreviated version of some results of this paper appears in [1] . In this paper, we provide additional results on lower and upper bounds for the optimal density under per-node energy constraint. We also consider an alternative formulation where the energy consumption per unit area is instead constrained.
III. OVERVIEW OF RESULTS AND APPROACH
Given a per-node energy budget for data fusion, we aim to find the sensor density that optimizes the detection performance. Assuming that all the nodes have the same measurement variance under each hypothesis , we define the variance ratio as (2) The main results demonstrate the presence of a threshold effect on the variance ratio . As shown in Fig. 2 , when is below a threshold , the optimal density is unbounded, and thus it is optimal to concentrate sensors near the fusion center. Moreover, this result is independent of the energy constraint implying that imposing an energy constraint does not degrade detection performance. On the other hand, when is above the threshold and no energy constraint is imposed, the optimal density tends to zero [ Fig. 2(a) ], which in practice, implies that it is optimal to disperse sensors in the largest possible area. In this regime of , imposing an energy constraint leads to a strictly finite optimal density and we provide bounds on this optimal value [ Fig. 2(b) ].
We give a closed-form expression for the threshold on the variance ratio which decides the behavior of the optimal density. The threshold is independent of the energy constraint. Moreover, somewhat surprisingly, it depends on the correlation structure only through the limiting correlation of two sensors as their separation distance vanishes.
We also investigate the use of an energy density constraint where the total energy consumption in a given area is constrained instead of the average energy at each node. We show that an optimal node density under this formulation exists, and is strictly finite for all values of the variance ratio . This is in sharp contrast to the threshold behavior under a per-node energy constraint. We prove analytical bounds for the optimal density when the variance ratio . A brief comment on the approach adopted is in order. Our approach relies on the characterization of detection error exponent and energy consumption for data fusion when the sensors are randomly deployed with constant density. Note that in general, both the error exponent and the energy consumption are indeed governed by the entire correlation structure. But we prove that for a Markov random field model these quantities are only dependent on the "local" correlation behavior. The key technique is the law of large numbers (LLN) for functionals on random graphs, recently obtained by Yukich and Penrose [31] .
In essence, the LLN states that the limit of a global functional on a random graph tends to a "local" effect around the origin under some conditions. Using the LLN, we have derived a closed-form expression for the detection error exponent in [2] .
In this paper, we use the LLN to derive scaling laws for energy consumption involved in data fusion for detection. Finding the optimal fusion scheme with minimum energy consumption is intractable. We have shown that this is equivalent to a Steiner tree, and, hence, is NP-hard for any arbitrary node placement [28] , [29] . Here, we analyze data fusion of a Markov random field (DFMRF), a 2-approximate fusion scheme, i.e., with energy consumption no more than twice that of the optimal scheme. This analysis is significant on its own because the DFMRF fusion scheme is implementable in practice and results in significant savings in energy consumption. In this paper, we strengthen the approximation guarantee of the DFMRF scheme for random node placement from 2 to a constant that depends on the channel path-loss exponent using the LLN. In the process, we also prove that the DFMRF fusion scheme has a constant asymptotic average energy consumption, in contrast to the classical approach of sending all the raw data to the fusion center on shortest paths, which has an almost linear scaling, as depicted in Fig. 5 . Finally, we employ this scaling result as a vehicle to provide bounds on the optimal node density when the variance ratio is above threshold , as seen in Fig. 2 
(b).
Our paper is organized as follows. The system model is explained in Section IV. The detection problem is specified in Section V and minimum energy routing in Section VI. Asymptotic analysis of routing energy and detection performance is provided in Section VII. Results on optimal density are in Section VIII and numerical analysis in Section VIII-D. The energy-density formulation is dealt in Section IX. Section X concludes the paper.
IV. SYSTEM MODEL An undirected graph is a tuple
where is the vertex set and is the edge set. Let be the random variable denoting the Euclidean edge-length of . The neighborhood function of a node is the set of all other nodes having an edge with it. For a directed graph, we denote the edges by , where the direction of the edge is from to .
For the matrix , denotes the element in the th row and th column and its determinant. For two sets and , let .
A. GMRF
A GMRF, in addition to being a Gaussian random field, satisfies special conditional independence properties. A simple example is the first-order autoregressive process, where the conditional independence of the observations is based on causality. However, a spatial random field has a far richer set of conditional independencies, requiring a more general definition [32, p. 21] .
Definition 1 (GMRF): Given a point set , is a GMRF with an (undirected) dependency graph if is a Gaussian random field, and , and are conditionally independent given observations at all other nodes if and are not neighbors (3) where denotes conditional independence and .
B. Network and Energy Model
We assume that the energy consumed by a node can be represented by the sum of a constant processing energy and the transmission energy 1 [33] . For details, see [3] . The energy required for the transmission of a real number from to is denoted by . We assume that (4) where is a constant, is the internode distance, and is the channel path-loss exponent. Further, we assume that the processing energy at every node is constant and independent of the number of transmissions from the node. Hence, it can be ignored in the optimization framework for average per-node energy.
The set of transmissions within a node set can be represented as a digraph . Note that this transmission digraph is different from the dependency graph of the signal field. Let denote the total transmission energy given by (5) where is the Euclidean edge length. We require that , the unit-disk graph, defined as the set of edges between any two nodes within an unit Euclidean distance of each other. We further require to deliver the log-likelihood ratio (LLR) to the fusion center to ensure optimal detection, which is explained in detail in Section V.
V. HYPOTHESIS-TESTING PROBLEM
Let be a set of nodes on the plane and let be the random vector of observation samples (6) The hypothesis-testing problem is (7) where the covariance matrix of a GMRF depends on the configuration of nodes in . See Fig. 1(b) and (c).
The optimal decision-rule under the Neyman-Pearson formulation is a threshold test based on the LLR. Let be the conditional PDF of the observations given the point set under hypothesis , for , 1. Then, the LLR is given by (8) In order to conduct optimal detection at the fusion center, it suffices to deliver the LLR to the fusion center and raw data is not needed. Such data fusion schemes are outlined in Section VI.
A. Covariance Matrix of GMRF
We make an additional assumption on the structure of the covariance matrix of the GMRF under viz., that the nodes have the same measurement variance for any node configuration , i.e.
We denote the ratio between the variances under the alternative and the null hypothesis at each node by
We also assume that under , the amount of correlation between the neighbors 2 , of the dependency graph is specified by an arbitrary function , which has the Euclidean edge length as its argument. From (9), we have
The correlation function is required to satisfy some regularity conditions. We assume that (11) and that is a monotonically decreasing convex function of the edge length. This is a reasonable assumption, since the amount of correlation usually decays as nodes become farther apart. Moreover, partial correlation or arises due to signal imperfections. Note that this has the same effect on correlation as imposing an exclusion region on how near two nodes can be placed. Some examples of the correlation functions, satisfying our assumptions, are Note that we do not assume the presence of additive Gaussian measurement noise in the signal model, as considered in the literature before. This is because with the additive noise, the resulting GMRF no longer has a sparse dependency graph. As an alternative formulation, we model imperfect measurements by assuming partially correlated nodes.
B. Nearest-Neighbor Graph
Typically, spatial interactions are based on proximity, where the choice of edges is determined by the local point configuration according to some specified rule [34] . With a regular lattice structure (e.g., in image processing, Ising model), a fixed set of neighbors can be specified in a straightforward manner [35] . However, the situation is more complicated for arbitrarily placed nodes. In this paper, we assume the dependency graph to be the nearest-neighbor graph (NNG), which is the simplest proximity graph. The nearest-neighbor function of a node , is defined as (12) where is the Euclidean distance. The nearest-neighbor (undirected) graph is formally given by (13)
C. Expression for LLR
We incorporate (9)-(10) on the covariance matrix in the theorem below to obtain the LLR in (8) for detection.
Theorem 1 (LLR):
Under (9)- (10), the log-likelihood ratio in (8) for the hypothesis-testing problem in (7), given point set , is shown in (14) at the bottom of the page, where is the Euclidean edge length of . Theorem 1 gives a closed-form expression for the log-likelihood ratio, in terms of the edges of the nearest-neighbor dependency graph of the GMRF. Note in (14) , the cross terms are only between the neighbors of the dependency graph, which is exploited to yield explicit data-fusion scheme [3] , summarized in Section VI. Note that (14) contains two kinds of terms. The edge potentials, denoted by , that depend on a pair of observations, are given by (15) and the node potentials , depending on a single observation, are given by (16) Hence, the LLR can be written in a compact form (17) VI. MINIMUM ENERGY ROUTING The aim of optimal minimum energy data fusion for detection is to ensure the delivery of the LLR, given by (17) , to the designated fusion center while minimizing the total energy consumption. First consider the special case when the measurements are independent conditioned under either hypothesis. In this case, the LLR in (17) is just the sum of the node potentials and all the edge potentials are zero. The minimum-energy routing in this case is given by the directed minimum spanning tree (DMST), with the directions toward the fusion center. See Fig. 3(a) . The sum function can be calculated hierarchically along the DMST, starting at the leaves and ending at the fusion center. This special case of independent measurements in fact, turns out to be a lower bound for energy consumption of any data fusion scheme.
Lemma 1 (Lower Bound for ): The minimum energy consumption for a data fusion scheme that delivers the LLR in (17) to the fusion center is at least the total energy consumption along the minimum spanning tree, i.e.
The lower bound is achieved iff. the sensor data are independent, conditioned on either hypotheses. Hence, the presence of correlation increases routing costs since the log-likelihood ratio in (17) is more complicated. In [28] , we show that incorporating correlation makes minimum energy routing a NP-hard problem and, hence, we have to focus on approximation algorithms. We employ a 2-approximation routing algorithm called the DFMRF, proposed in [3] , and we restate its approximation guarantee here.
Lemma 2 (Approx. Ratio for DFMRF): DFMRF is a 2-approximation algorithm for any arbitrary node placement. Hence, for any arbitrary node placement, the energy consumption of the DFMRF scheme is at most twice that of the optimal fusion scheme. Since we consider random point sets here, the approximation ratio can be improved by analyzing the asymptotic energy consumption and we undertake it in Section VII.
The DFMRF scheme proceeds in two stages. In the first stage, sensor measurements are transmitted along the edges of the NNG. This ensures that the edge potentials in (17) are computed at various nodes (called the aggregators). In the next stage, the computed values are summed up along the edges of the pruned minimum spanning tree (MST), where pruning refers to the removal of leaves. Details about the DFMRF scheme can be found in [3] . A schematic of the DFMRF scheme is shown in Fig. 3(b) . (14) From (4), the total energy consumption of the DFMRF scheme can be expressed as (20) where represents the leaves of the MST.
VII. ASYMPTOTIC ANALYSIS
It is intractable to analytically evaluate energy consumption or detection performance for an arbitrary node set. Therefore, we assume that the nodes are placed randomly, according to a point process defined on expanding regions, formally defined below. The number of nodes goes to infinity, with fixed node density [ Fig. 1(a) , satisfies the following properties: 1) for any set with area , the number of points in is Poisson distributed with mean , 2) for any and with area , conditioned on number of points in , the point process on is a binomial process. Such a random node placement allows us to employ the LLN for graph functionals, briefly described here.
A. LLN for Graph Functionals
The LLN for functionals on graphs enables us to evaluate the error exponent and applies to graphs which are random in the sense that the vertex set is a marked random point set. LLN on graphs is based on the so-called objective method. Steele [37] coined this term for a philosophy whereby, loosely speaking, one describes the limiting behavior of functionals on finite point sets of binomial process in terms of related functionals defined on infinite Poisson point sets. Penrose and Yukich [31] , [34] , [38] introduced a concept of stabilizing functionals and use the objective method to establish a strong law of large numbers for graph functionals [31, p. 287 ]. The result is illustrated in Fig. 4 , where the limit of empirical average of the edge functionals of a stabilizing graph is the expectation over the sum of only the edge functionals of the origin, with the points drawn from an infinite Poisson process. Hence, the LLN states that the limit is a localized effect around the origin. The LLN is valid for stabilizing graphs, where the local behavior of the graph in a bounded region is unaffected by points beyond a finite (but random) distance from that region. The NNG is one such stabilizing graph with translation and scale-invariance [34, Lemma 6.1] and we focus on NNG dependency in this paper.
B. Average Energy for DFMRF
We now analyze the average energy consumption for the DFMRF scheme. The average energy for DFMRF under the binomial or Poisson process can be quantified using the LLN for graph functionals [31] .
Theorem 2 (Optimal Average Energy):
The asymptotic average energy consumption for the DFMRF scheme and for fusion along the minimum spanning tree (MST) are given by (21) (22) where and are constants, independent of , and is the channel path-loss coefficient in (4). Hence, the optimal average energy consumption for data fusion satisfies the bounds (23) This implies that the approximation ratio of the DFMRF under random node placement is improved to . Proof: The limit in (22) is proven in [38] . To evaluate the limit in (21), we use the expression in (20) . We note that the power-weighted edges of the NNG, MST, and the leaves of MST are all stabilizing graph functionals [38] . Therefore, the LLN for graph functionals holds and we have (21) . For approximation ratio, we have The constants and are the same for both the binomial and the Poisson process, and are evaluated through simulations. For a 500-node network, we obtained , , and
. Similarly, for the lower bound , which is based on the MST, analysis and simulation results are available in [39] .
In Fig. 5 , we plot simulation results comparing the average energy consumption of the DFMRF scheme and the lower bound , based on the average energy consumption for fusion along the MST. We also plot the energy consumption for the classical approach using shortest paths to route all the raw data and we see that it does not have a constant-factor scaling. In fact, as the number of nodes grows the average energy consumption for shortest-path routing grows almost linearly. Hence, collecting all the raw data from a large network with energy constrained nodes is not feasible and our fusion scheme DFMRF is applicable in such scenarios.
C. Detection Error Exponent
In this section, we characterize the detection error exponent for the hypothesis testing problem in (7) . Under the NeymanPearson criterion, for a fixed Type-I error bound, the exponent of the Type-II error is independent of the type-I error bound [17] , and is given by (24) In the following theorem, we restate the closed form for the error exponent, derived 3 in [2] , in terms of the variables and functions defined here. (25) (26) (27) (28) where is the correlation function. Let denote the Rayleigh random variable with variance and let be the area of the union of two unit-radii circles with centers unit distance apart, given by (29) Theorem 3 (Expression for ): For a GMRF on NNG with correlation function , with the nodes drawn from the binomial 3 The expression given in [2] is in a different form, but reduces to (30) .
or the Poisson process with node density and region area , the error exponent for Neyman-Pearson detection is (30) where is the expectation over the random variable . Proof: An intermediate expression for derived in [2] is given by (31) We then employ the special law of large numbers for graph functionals [31] to obtain (30) . Details can be found in [2] .
Note that in (30) , the expectation term captures the correlation structure of the GMRF and the remaining terms represent the detection error exponent for two i.i.d. Gaussian processes with variance ratio , i.e. (32) where the error exponent when the measurements are conditionally i.i.d., and is given by (33) Hence, the effect of correlation on the error exponent is quantified in a compact form. It can be easily verified that the expectation term is zero, when (no correlation). It is easy to see that is independent of the node density . Hence, the issue of optimal node density for error exponent arises only in the presence of correlation. Moreover, intuitively, as we vary node density , the edge lengths in the resulting NNG scale by the factor , on an average. Hence, we see that this factor appears in the expectation term in (32) .
VIII. OPTIMAL NODE DENSITY
Recall that our objective is to find an optimal node density maximizing the detection error exponent under a constraint on the average energy consumption of data fusion.
We have so far derived a closed-form expression for the error exponent [short form for in (30) ] and bounds for optimal average energy consumption in (23) . In this section, we exploit these expressions to derive the optimal node density.
Before proceeding to the actual derivations, it is useful to consider a special case, viz., when both the hypotheses have the same measurement variance and there is no energy constraint . Since there is no correlation under , the two hypotheses can be distinguished only by the presence of correlation under . Correlation is maximized when all the nodes are clustered close to one another, since correlation decays with distance. Hence, the optimal density should be infinite. We prove that this is indeed true and also characterize the optimal density for general and energy constraint . To this end, we first characterize the set of feasible node densities which can support data fusion under the given energy constraint .
A. Feasible Node Density Set
In order to incorporate the energy constraint , we need to find a feasible set of node densities for minimum energy routing that satisfies the average energy constraint and delivers the LLR to the fusion center, (34) When the density goes to infinity, the optimal average energy consumption for routing goes to zero This is derived from the bounds on in (23) . Hence, the energy constraint is satisfied at infinite density or in other words, for defined in (34) . Hence, whenever is nonempty, it is of the form (35) where is defined as the minimum node density under the energy constraint at which it is feasible to perform data fusion. However, as discussed in Section VI, finding the minimum energy scheme is NP-hard. Hence, finding an expression for is analytically intractable. We instead provide bounds on using (23).
We first consider feasible node density for DFMRF scheme. From (21) , imposing the energy constraint translates to a constraint on under the DFMRF (36) Similarly, from (22) , imposing the constraint for data fusion along the edges of the MST leads (37) From the bounds on optimal average energy in (23), we have bounds on the feasible set of node densities for the minimum energy scheme (38) From the definition of in (35), we have
Hence, although we are unable to evaluate , we have bounds that are easily evaluated.
B. Infinite Node Density
We first analyze the error exponent , when the node density goes to infinity. This will provide insights for finding the optimal density. As , we have where depends on only through , and
In the theorem below, we prove that the presence of correlation can either improve or degrade the error exponent, depending on the variance ratio . We establish a threshold on that determines the transition.
Lemma 3 (Behavior at Infinite Density ): At , the correlation term in (40) is positive, if the variance ratio is below a threshold value ,
For a fixed , the threshold is (42) and . Proof: From (40) and . Hence, we obtain a somewhat surprising result that at infinite node density, the effect of correlation on error exponent is different based on the variance ratio and is determined by a threshold on . For values of below the threshold , the presence of correlation improves the error exponent in (41a). On other hand, above the threshold , the presence of correlation degrades the error exponent in (41b). Moreover, at infinite density since the internode distances go to zero, the correlation function is given by , and, hence, the threshold in (41) is only a function of .
Although the results in Lemma 3 are valid only at infinite density, we can utilize them to compare with the other extreme scenario when the density . In this case, the error exponent , i.e., the conditionally i.i.d. case. From Lemma 3, we can conclude that below the threshold , it is better to cluster the nodes close to one another rather than place them as far as possible . On the other hand, above the threshold, the opposite is true. Hence, the results for infinite node density in Lemma 3 provide guidelines on the effect of correlation on the error exponent. In Section VIII-C, we will generalize these results to prove that the optimal node density displays a threshold behavior.
C. Threshold Behavior of Optimal Density
In this section, we provide the results for optimal density. From (35), we can rewrite density optimization in (1) as (43) where for the last equality, we use the fact that is independent of in (32) .
To analyze the behavior of the expectation term in (43), we first focus on the function in (26) given by (44) Since and , we have . In the lemma below, we provide results on the behavior of .
Lemma 4 (Behavior of ):
The function in (44) with satisfies (45a) (45b)
Proof: See Appendix A. Hence, the function attains its maximum only at one of the boundary points for . The particular boundary point is determined by a threshold on , as seen in (45) and also depends only on , the limiting correlation. When the point sets are drawn from binomial or Poisson processes, and are the edge-lengths of NNG, consider the edge functional From (30) and (31), we have (46) Hence, we can use the result on the maximum of function in Lemma 4 to find the corresponding optimal density maximizing the expectation term in (43). In the theorem below, we provide such a result on the optimal density and show that its behavior is determined only by the thresholds and on .
Theorem 4 (Result on ):
The optimal density in (43) that maximizes the error exponent, under feasible average energy constraint , is given by (47) where the threshold is given by (42), and
where is defined in (35) , and satisfies bounds in (39) , and
where is the correlation function as the internode distance goes to zero. Also, when the energy constraint is infinite , we have , and the result in (48) is improved to (50)
Proof: See Appendix B. The above theorem states that when the variance ratio is below the threshold , for any feasible energy constraint , optimality is attained at infinite density. On the other hand, above another threshold , the minimum feasible node density which supports data fusion under constraint attains the optimal value.
In the special case, when there is infinite energy , we have
. In this case, we prove that optimal value is zero even in the gap region between the two thresholds and . Numerical investigation suggests that under any finite energy constraint, the optimal density is even in the gap region between the two thresholds and . Also interestingly, the thresholds and depend on correlation only through the limiting value . This is because of the behavior of the function , elucidated in Lemma 4. We also note that as , the thresholds . Hence, when we approach full correlation as the internode distance goes to zero, the optimal node density tends towards infinity for all values of .
D. Numerical Analysis
In this section, we plot the error exponent and optimal node density for a specific correlation function namely the exponential-correlation function,
Using Theorem 3 , we numerically evaluate through Monte Carlo runs. In (30) , the error exponent is an implicit function of the correlation coefficient , through the correlation function . We plot the effects of correlation coefficient and limiting correlation on in Fig. 6 . In Fig. 6(a) , we plot the error exponent at and , for different values of correlation coefficient . We notice that a more correlated GMRF or the one with smaller , has a higher exponent at low value of , whereas the situation is reversed at high . Also, when the variance ratio is large enough, appears to increase linearly with (in dB), and the correlation coefficient and the limiting correlation appear to have little effect, as expected from Theorem 3. In Fig. 6(b) , we plot the exponent at constant correlation coefficient for different values of the limiting correlation . Also note, reduces to the independent case. We notice a similar behavior as the correlation coefficient in Fig. 6(a) . A higher value of results in a higher exponent at low , but not at high .
In Fig. 7 , we fix the correlation coefficient in (51), and plot the expectations of functions , and against . In Fig. 7(a) and (b) , the value of is below and above the threshold . We observe that the behavior at is different in the two plots. Note that the functions and are independent of , but affects their scaling in . In Fig. 8(a) and (b), we numerically evaluate the optimal for different values of and variance ratio . It is convenient to plot the results in terms of , since the optimal is infinite when is below the threshold . We observe the threshold behavior at , as predicted in Theorem 4: when , we have and for , in Fig. 8(a) and (b), optimality is mostly attained at the other extreme point . This is consistent with Theorem 4.
E. Sensitivity Analysis
In Theorem 4, we proved the result on the optimal density .
In this section, we analyze the extent to which the error exponent is dependent on . This enables us to gauge the usefulness of finding . To this end, we define (52) which is the fraction of contribution coming from correlation to the error exponent in (32) , and, hence, it is the part influenced by . Note, and . Lemma 5 (Sensitivity of to ): At , the fraction of contribution from correlation to the error exponent is maximum (53) Also, in the large-regime (54) Hence, node density greatly influences detection performance at . Intuitively, this is because at , the two hypotheses can only be distinguished through the presence of correlation under . We also see that it decays to zero as . Hence, the error exponent is insensitive to changes in density at high . In Fig. 8(c) , we plot as a function of .
IX. ENERGY-DENSITY CONSTRAINT
We now analyze the optimal node density under a different formulation. Instead of having fixed number of nodes placed in varying areas under a given constant node density, in this section, we fix areas of deployment according to a constant node density and then, let . This means that we now have the flexibility of placing few powerful nodes or many cheaper nodes in a given area. On the other hand, earlier we had the option of choosing the area of deployment for a fixed number of nodes.
Under this formulation, the processing energy at each node needs to be incorporated. We impose an energy density constraint (55) where is the total (routing + processing) energy consumption in area . Hence, we impose a constraint on the energy consumption per unit area, instead of a constraint on the average energy consumption per node, as in (1) .
The error exponent with respect to total energy is (56)
The optimal density under the energy-density constraint is (57) subject to the energy-density constraint in (55). Note that the error exponent with respect to the total energy can be expressed as (58) where is the error exponent with respect to number of nodes and is the average energy per node, dealt in the previous sections. Similarly, the energy density constraint simplifies to (59) since is the number of nodes and the approximation consists of ignoring the integer requirement for the number of nodes. We again define for this setup to be the set of the feasible node densities under minimum energy routing (60)
In the theorem below, we show the finiteness of . We note that this result is on lines of the results in [25] for a one-dimensional GMRP.
Theorem 5 (Finite ): The optimal density in (57) exists whenever the set in (60) is nonempty and is additionally finite if the per-node processing energy .
Proof: Note that a compact set possesses a finite extremum point. To show that is a compact set, we first note that is a closed set. To show the bounded property, note that Hence, the constraint in (59) is violated as and, hence, cannot be in . Hence, is closed and bounded, i.e., compact. This implies that is finite. In the above theorem, note that for the feasible set to be nonempty, the constraint has to be sufficiently large. In other words, we need a large enough energy density to support energy consumption involved in processing and routing of measurements.
We observe that there is no threshold effect when there is a energy-density constraint and the optimal node density is always finite. This is in sharp contrast with the results in the previous section, where under the per-node energy constraint, can be unbounded depending on the regime of . This is because here, the energy-density constraint limits the energy consumption in a given area thereby making infinite density infeasible. This implies that cannot be unbounded. In the theorem below, we provide bounds for when the variance ratio , based on the monotonicity of the error exponent in this regime.
Theorem 6 (Optimal ): Let be the largest (positive real) root of the equation (61) where and are the energy-scaling constants in (23) . If the per-node processing energy , the variance ratio and the constraint is such that both and exist then the optimal satisfies (62)
Proof: On the lines of the arguments in the previous section, it can be shown that is increasing in for . From (23) , is decreasing in . Hence, the exponent in (56) is increasing in . From the energy-density constraint in (59) and Theorem 5, the feasible set is bounded. From the bounds on in (23) , if the largest real roots of (61), for exist, then the maximum value in is bounded by these roots.
Hence, in Theorem 6, we obtain bounds on the optimal density under energy-density formulation. We prove this by first showing that the error exponent is increasing with when the variance ratio , as seen in Fig. 9 . This implies that is the largest feasible density under constraint that supports the energy consumption for data fusion. In the end, we provide the bounds in (62) on this largest feasible density through the bounds for average energy consumption in (23) . Although we analytically prove the bounds in (62) only when the variance ratio , the behavior of the error exponent in Fig. 9 suggests that the bound in (62) may be valid for all values of .
X. CONCLUSION
The tradeoff between the energy consumption in data fusion and the resulting detection performance at the fusion center is an important problem in the context of sensor networks. In this paper, we incorporated correlation between the measurements through the Gauss-Markov random field model. We characterized the density of node deployment that maximizes the detection error exponent subject to a constraint on the average energy consumption. The measurement variance is crucial in determining whether the optimal node density is limited by the fusion energy constraint and displays a threshold behavior. We derived the threshold analytically and verified it with simulations.
The results on the optimal density are possible due to exploitation of the Markovian structure, in deriving the error exponent and the fusion schemes. While acknowledging the limitations of its validity, we have made an attempt to characterize detection-energy tradeoffs for correlated measurements in two (and higher) dimensional spaces, which to the best of our knowledge, has not been dealt before.
Alternative formulations, not dealt in this paper, include selection of nodes with "useful" data [30] , and incorporating node and link failures. We have also not considered the issue of quantization of measurements, a difficult problem even for conditionally i.i.d. measurements and the recent works in [40] , [41] have considered it for tree and tandem network topologies. Another issue not addressed is that of the latency involved for the decision to be made at the fusion center. Extension of this work to incorporate more general dependencies among sensor measurements is currently under investigation. , where is the edge-length in unit area and is independent of . Hence, is nonincreasing in and the limit is also nonincreasing in . Hence
APPENDIX

Proof of Lemma 4:
