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Abstract
A qubit, a unit of quantum information, is essentially any quantum mechanical two-level system which
can be coherently controlled. Still, to be used for computation, it has to fulfill criteria. Qubits, regardless
of the system in which they are realized, suffer from decoherence. This leads to loss of the information
stored in the qubit. The upper bound of the time scale on which decoherence happens is set by the spin
relaxation time.
In this thesis I studied a two-level system consisting of a Zeeman-split hole spin confined in a quantum
dot formed in a Ge hut wire. Such Ge hut wires have emerged as a promising material system for
the realization of spin qubits, due to the combination of two significant properties: long spin coherence
time as expected for group IV semiconductors due to the low hyperfine interaction and a strong valence
band spin-orbit coupling. Here, I present how to fabricate quantum dot devices suitable for electrical
transport measurements. Coupled quantum dot devices allowed the realization of a charge sensor,
which is electrostatically and tunnel coupled to a quantum dot. By integrating the charge sensor into a
radio-frequency reflectometry setup, I performed for the first time single-shot readout measurements of
hole spins and extracted the hole spin relaxation times in Ge hut wires.
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11 Introduction
1.1 Motivation
Quest for qubits
Living in the era of information technology, we experience a high demand for increased computational
speed and miniaturization of the computers’ processors hearts - the transistors. Industry has followed
Moore’s law successfully, but further shrinking of the devices may hit soon against a "wall". Channel
lengths comparable with the wavelength of electrons bring quantum rules in play. In classical computers
information is stored in bits, which take the discrete values 0 and 1. Because of superposition, a
quantum state is a linear combination of 0 and 1 and it can form a quantum bit - the so-called qubit. Such
qubits can be used for the realization of a quantum computer which is predicted to outperform classical
ones in specific tasks [1, 2]. Quantum computers and their properties are not only interesting for basic
science, but might have many practical advantages over the classical ones. They could help us design
new materials more efficiently (room temperature superconductors, fertilizers), enable rapid searches in
unstructured databases, help in identification of genetic diseases, solve complex optimization problems
(weather and financial market forecasting) and, finally, improve cryptography and internet security [3,
4].
Nowadays, quantum computers are an object of an intensive experimental and theoretical research. In
the last few years big companies like IBM, Microsoft, Google and Intel showed interest and are now
supporting research in the field of quantum computation. Even though first devices are currently being
produced, they cannot be used for anything that a standard PC can do almost trivially. The development
of these devices is still part of fundamental research.
But what is actually a qubit? A qubit is essentially a two-level system which can be realized in diffe-
rent systems and ways. Among the most prominent ones are the polarization state of a photon [5],
2energy levels in trapped atoms [6, 7], an-harmonic levels in superconducting circuits [8] or confined
spins [9].
What are the criteria a useful qubit needs to satisfy? In 2000 DiVincenzo formulated five requirements
for the physical implementation of quantum computation. One needs to have (i) a scalable physical
system with well characterised qubits, (ii) a possibility to initialize the qubit state, (iii) a possibility to read
out the qubit state, (iv) decoherence times long enough to do substantial amount of qubit operations,
(v) a universal set of quantum gates [10]. For implementing quantum communication, i.e transmis-
sion of intact qubits from place to place, two additional requirements have to be met. (vi) stationary
qubits (qubits for reliable local computation) and flying qubits (qubits that are readily transmitted from
place to place) have to be interconvertable and (vii) flying qubits have to be faithfully transmitted bet-
ween specified locations. The central challenge in actually building quantum computers is maintaining
the simultaneous abilities to control quantum systems, to measure them, and to preserve their strong
isolation from uncontrolled parts of their environment. Furthermore, quantum error correction is essen-
tial if one is to achieve fault-tolerant quantum computation that can deal not only with noise on stored
quantum information, but also with faulty quantum gates, faulty quantum preparation and faulty mea-
surements [11, 12]. A high quality factor, the ratio between the qubit dephasing (defined in the next
chapter), and manipulation time TΦ/Tπ, is vital for accomplishing it.
From the scalability point of view, solid state qubits, especially spin qubits, have a big advantage. The
nanofabrication techniques are very similar to those of the microelectronics industry which allows inte-
grating multiple qubits in millimetre size chips.
Spin qubits
One of the most famous proposals for realizing a qubit in a solid state system is the one by Loss and
DiVincenzo [9]. There, a spin of a particle confined in a quantum dot is used as a qubit. Depending on
the type of the two-level system creating the qubit, we distinguish between spin 1/2 (single spin) qubits
[13], singlet-triplet qubits [14] and exchange-only qubits [15]. In addition, spins can be confined also by
using the attractive potential of individual impurities like nitrogen vacancy centres in diamond [16–18] or
phosphorus donors in silicon [19–21].
Investigated mainly in the III-V material systems until 2010, spin qubits had rather short dephasing ti-
mes (TΦ=10 ns, [14]), predominantly due to the hyperfine interaction arising from the non-zero nuclear
spins. Silicon, however, together with other group IV elements, has only one isotope having nuclear
spin different from zero. Furthermore, it can be isotopicaly purified [22] and thus provide longer re-
laxation and dephasing times [20, 23–25]. Indeed, switching materials showed a big improvement in
both the dephasing times (TΦ=160µs, [20]) and quality factor. The highest quality factor reported up to
3now (TΦ/Tπ = 680, [26]) is achieved using a micrometre-sized cobalt ferromagnet to create a magnetic
field gradient in order to manipulate electrically the electron spins confined in 28Si. However, such an
approach could be problematic in terms of scale-up. These micromagnets are necessary because the
low spin-orbit interaction prevents fast electrical manipulation of isolated electron spins in the first place.
Alternatively, a qubit can as well be encoded in a hole spin. The strong spin-orbit interaction of holes,
especially in germanium, grants the possibility for fast all-electric spin manipulation [27–29].
Hole spin qubits
Despite the predicted great properties for fast, long-lived qubit realization, the spin dynamics in Si or
Ge hole systems has not been studied much. Experimental work has been done on Ge/Si core-shell
nanowires, giving relaxation times T1 of 0.6 ms [30] and dephasing times TΦ of 0.18µs for a singlet-
triplet qubit [31]. Very recently, a hole spin qubit has been demonstrated in a nanowire field-effect
transistor created in natural Si [32]. Even with all-electric manipulation, it showed a rather low quality
factor, TΦ/Tπ being only 4.3, presumably due to the heavy-hole light-hole mixing and the hyperfine
interaction still existing in non purified samples.
On the other hand, quantum dots formed in Ge hut wires create an appealing platform for building quan-
tum devices with rich physics and technological potential. The confined hole wave function is almost of
purely heavy-hole character [33], which can lead to long spin coherence times [34]. Furthermore, they
are monolithically grown on Si, without the use of any catalyst, allowing the use of CMOS compatible
processes for the device fabrication [35]. Very recently the first hole spin qubit formed in Ge hut wires
grown with natural Ge has been demonstrated and a quality factor of 18 has been reported [36].
Spin qubits and DiVincenzo criteria
Experiments with spin 1/2 qubits show that they fulfill the DiVincenzo criteria. A scalable system with
well characterized qubits is achieved by trapping single charges in (usually) gate-defined quantum dots
[9]. The initialization of the state can be done by the deterministic loading of the spin ground state [23].
The qubit state readout is done by spin-to-charge conversion, essentially in a single-shot manner and
a universal set of quantum gates is given by single-spin Rabi oscillations and a Ramsey-like rotation
experiment [37–39]. Coherence times much longer than the gate-operation time can be achieved in 28Si
[26]. Furthermore, first steps have been made towards long-distance spin-spin coupling in Si [40, 41],
important for implementing long distance quantum entanglement.
41.2 Thesis outline
The majority of the work presented in this thesis is done on self-assembled Ge hut wires. In short, we
demonstrated charge sensing and for the first time single-shot spin readout measurements for holes.
After I introduce the system and give the needed theoretical background, I will describe the fabrication
of the devices suitable for spin relaxation measurements, which essentially need a charge sensor. Due
to the strong spin-orbit coupling, which in general leads to shorter relaxation times, we integrated the
charge sensor into a radio-frequency reflectometry setup. Big part of this thesis deals with the characte-
rization of the devices ultimately used for spin readout measurements. Finally, I will present spin readout
experiments and the obtained hole spin relaxation times. However, to tell the story from the beginning, I
will also describe fabrication and initial measurements on other self-assembled nanostructures. These
efforts finally led to the devices suitable for hole spin relaxation measurements.
52 Self-assembled SiGe nanostructures
2.1 Growth of SiGe self-assembled nanostructures
The work presented here is done on self-assembled SiGe nanostructures, created via the Stranski -
Krastanov (SK) growth mode [42]. They are grown by the molecular beam epitaxy (MBE) technique, an
epitaxy method used for the deposition of thin crystalline films under ultra-high vacuum (UHV) conditi-
ons. With this technique, the material flow and the temperature can be controlled very accurately, which
results in a defect-free growth [33]. In our case, Ge, a material with a larger lattice constant (5.66 Å),
is deposited on a Si substrate (normally a commercial Si(001) wafer), a material with a smaller lattice
constant (5.43 Å). This lattice mismatch between Ge and Si causes a build-up of strain in the growing
film. In the SK growth mode, the Ge lattice initially tries to adjust to the Si lattice below, but after the epi-
taxial growth of a few monolayers of Ge, islands form as a result of the competition between the strain
energy release and the surface energy increase. The first islands appearing during the growth are hut
clusters, which then evolve into pyramids with square base, larger multifaceted domes and dislocated
islands called superdomes [43]. The type of the grown islands and their density depends on the growth
temperatures and the amount of deposited material. Furthermore, in 2012 it was shown that annealing
of hut clusters can lead to the formation of 1D nanowires (hut wires) [35, 44]. If one wants to use such
nanostructures for making devices, a few nanometre (2-4 nm) thick Si cap has to be grown as well, as
it prevents formation of Ge oxide. Both Si and Ge are oxidizing, but GeO2 is soluble in water and hence
requires additional passivation, while SiO2 is easily and controllably removed with etching processes. A
schematic of the evolution of the growth of Ge islands on Si and the strain relaxation taking place during
the formation of a 3D island are shown in Figure 2.1.
6Si
Ge
First layer - 
wetting layer
Elastic strain 
relaxation
Figure 2.1: Principle of the SK growth mode. The Si lattice is shown in yellow, while the Ge lattice in pink. After the
wetting layer is formed, the stored elastic strain in the growing film relaxes through the formation of islands.
Dome islands and hut wires
All the fabrication and experiments presented here were performed on dome islands (Figure 2.2 (a)) and
hut wires (HWs) (Figure 2.2 (b)). They were grown at JKU Linz, by Martin Glaser (dome islands) and
Hannes Watzinger (HWs). The dome islands have a size of about 80 nm x 80 nm x 20 nm. Their aspect
ratio, which is defined by the ratio of the island height versus the square root of the island’s base area,
is ≈0.25. HWs, on the other hand, have a rectangular base area with an average width of about 20 nm,
height of about 2 nm and typically grow up to 1µm, resulting in a much lower aspect ratio of ≈0.04. This
is the reason why HWs have stronger confinement potential in the [001] direction and strain than dome
islands or typical core/shell type nanowires [45]. Additionally, HWs grow only in two crystallographic
orientations, (100) and (010). Both type of nanostructures can be grown on pre-patterned substrates
(Figure 2.2 (c)), which makes them suitable for building complex devices [46–48].
2μm1μm1μm
a) b) c)
Figure 2.2: (a) SEM image of dome islands. (b) SEM image of hut wires. (c) SEM image of dome islands grown on
pre-patterned substrates.
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Figure 2.3: (a) Scheme of a dome with a simplified compositional cross-section. (b) corresponding conduction
band (CB) and valence band (VB) alignment scheme, where EG(Si) is the Si band-gap, EF the Fermi energy and
ΨH represents the hole wave function.
2.2 Band structure and its properties
Heavy and light holes
Due to the type-II band alignment in Si-Ge-Si, in the described structures a confinement potential for
holes is created [49]. Holes have an orbital angular momentum quantum number l = 1, with three
possible projections, or magnetic quantum numbers: m = −1, 0, 1. Taking the spin into account makes
the valence band 6-fold degenerate. With spin-orbit interaction included, the total angular momentum is
J = 32 or J =
1
2 . The total angular momentum J =
3
2 is associated with the so-called heavy-hole (HH)
and light-hole (LH) band. Projections m = ± 32 correspond to HH states, m = ± 12 to LH states. The total
angular momentum J = 12 is associated with the so-called split-off band. The energy separation of the
split-off band from the HH-LH bands (∆SO) gives the strength of the spin-orbit interaction. In bulk, HH
and LH bands are degenerate, but this degeneracy can be lifted by strain and confinement; the larger
the strain and confinement, the larger the HH-LH band splitting. In quantum wells, band dispersions
depend on the direction of a wave vector k⃗. Furthermore, the coupling between the bands leads to
anticrossing behaviour. A simplified band diagram of holes in a quantum well is shown in Figure 2.4,
for a confinement potential in the z-direction (or for tensile strain along the z-direction). Confinement
in 0D systems (often described with the particle in a box picture) results in the formation of bound
states. Hole waves with wave vectors + k and - k will form a standing wave, which represents a 0D
eigenstate Ψn of the system, with eigenenergy En. For the lowest energy, the wave function will be
predominantly HH-like, but as the energy increases, the hole eigenstates will acquire more and more
LH character.
Not only the angular momentum of a HH and a LH is different, but also their effective masses. They are
8given by the following formulas:
m∗HH ≈
1
γ1 − 2γ2 , m
∗
LH ≈
1
γ1 + 2γ2
, (2.1)
in the z-direction and
m∗HH ≈
1
γ1 + γ2
, m∗LH ≈
1
γ1 − γ2 , (2.2)
in the x,y-directions, where γ1, γ2 are Luttinger parameters [50]. Since γ1 > γ2 (for Ge, γ1 = 13.38,
γ2 = 4.24 [51]) and both are positive in most diamond- and zinc-blende-type semiconductors, for the
direction of motion perpendicular to the confinement potential ’heavy’ holes will have lower effective
mass than ’light’ holes. Thus, in order to avoid misinterpretations it might be actually better to describe
the bands by the projection of their total angular momentum.
E
Δ
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Δ
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k , k
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LH
SO
Figure 2.4: Simplified, qualitative band diagram of holes in a quantum well. The energy is denoted with E and the
in-plane wave vectors with kx and ky. The HH and a LH branches are separated by ∆z due to the presence of
strain and confinement. The HH have lower energy at k⃗=0, but their energy rises more rapidly with k⃗ so the HH
branch approaches the LH branch. Coupling between them leads to anticrossing behaviour. The split-off band
appears as a result of the SO interaction in the valence band, quantified by ∆SO.
2.2.1 Spin properties
The spin interacts with the environment through the spin-orbit (SO) interaction and the hyperfine (HF)
interaction. These interactions can destroy information stored in the spin. We distinguish two processes
contributing to it: dephasing (happening on a time scale TΦ) and relaxation (happening on a time scale
T1). The latter happens when a spin relaxes from any prepared state to the ground state and energy
is dissipated into environment. The former corresponds to the loss of information stored in the phase
9of the qubit’s eigenstate. During the dephasing process energy is conserved. The combination of both
leads to the qubit decoherence, associated with a time scale T2. It can be shown [52] that
1
T2
=
1
2T1
+
1
TΦ
. (2.3)
Spin-orbit interaction
The SO interaction is a relativistic interaction of a particle’s spin with its motion inside a potential. It
couples the orbital motion of a particle to its spin degree of freedom via electric fields, which transform
into an effective magnetic field when observed from the particle’s perspective. These electric fields can
originate either from the bulk inversion asymmetry (Dresselhaus SO interaction), or from the structural
inversion asymmetry (Rashba SO interaction) [53]. The above mentioned coupling can be understood
as an effective Zeeman energy and can mix states with opposite spins, which leads to spin relaxation.
In fact, the SO interaction is the dominating mechanism in spin relaxation [54,55] and it scales with the
atomic number of the atom.
The Hamiltonian for the SO interaction is given by
HSO =
~
4c2m2
(
∇⃗V⃗ × p⃗
)
σ⃗, (2.4)
where σ⃗ are the Pauli spin matrices [51]. The SO interaction in atomic physics is usually expressed in
terms of angular momentum L⃗ and the spin S⃗ as
HSO = λL⃗S⃗, (2.5)
where the constant λ is referred to as the SO coupling.
For holes, the spin and the orbital degrees of freedom are in general strongly intermixed, which occurs
primarily due to the SO splitting of the valance band. Additionaly, holes in Ge HWs are expected to
exhibit very strong SO interaction, due to the direct Rashba SO interaction [56].
Hyperfine interaction
Although a strong SO interaction can reduce the hole spin relaxation time, for pure HH states the
dephasing time should be enhanced. From 2.3 it follows that in the case when TΦ is long enough, the
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upper limit for the coherence time T2 is given by the relaxation time T1. A longer dephasing time would
thus allow more operations on a qubit before it completely decoheres.
The net magnetic field originating from the host nuclei fluctuates around its average value as a result
of the redistribution of the nuclear spin polarization due to dipolar coupling or through virtual excitations
[57]. As a consequence, it always points in a different direction, decreasing the qubit dephasing time.
Nevertheless, there are cases when the unwanted net magnetic field points in a perpendicular direction
and its influence can be reduced, as it will be shown it the following short analysis.
The hyperfine interaction Hamiltonian can be split into three terms:
HHF =
Ze2gegnucl
4memnuclc2
⎛⎜⎜⎝8π3 S⃗ · I⃗δ(r⃗)  
1st term
+
1
r3
⎡⎣3(rˆ · S⃗)(rˆ · I⃗)− S⃗ · I⃗  
2nd term
+ J⃗ · I⃗
3rd term
⎤⎦
⎞⎟⎟⎠ , (2.6)
where the first term is the Fermi contact interaction, the second is a dipole-dipole interaction and the
third is the coupling of the angular momentum to the nuclear spin. For a system with holes, which
have p symmetry, the contact term vanishes, already reducing the influence of the hyperfine interaction.
However, the other two terms can stil contribute significantly [34]. In case of purely HH states, the
hyperfine interaction is of Ising type and can be written as [58]:
HHF =
N∑
k
AkSzI
z
k , (2.7)
where Ak is the coupling of the HH to the k th nucleus, Sz is the hole spin operator, and Izk is the z
component of the k th nuclear spin operator I⃗k. An alternative description of the effect of the nuclei on
the hole spin is to treat the ensemble of nuclear spins as an apparent magnetic field B⃗N , called the
Overhauser field. The hyperfine interaction can be then written as
HHF = gµBB⃗N · S⃗. (2.8)
For HH, B⃗N = BN zˆ, i.e. the Overhauser field points in one certain direction. When we know the
direction of the Overhauser field, we can apply the external magnetic field B0 which creates the spin
qubit in a certain orientation which can then reduce the effect of the hyperfine interaction, as can be
seen below.
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In the case when the Overhauser field is perpendicular to the applied external magnetic field B0, the
Zeeman splitting E⊥Z = gµBBtot is
E⊥Z =
√
(gµBBN )2 + (gµBB0)2 = gµBB0
√
1 +
(
gµBBN
gµBB0
)2
. (2.9)
.
Since BN << B0 we can use the Taylor expansion of
√
1 + x2 to get:
E⊥Z ≈ gµBB0 +
gµBB
2
N
2B0
, (2.10)
so the fluctuation in the Zeeman splitting due to the Overhauser field ∆E⊥Z is
∆E⊥Z =
gµBB
2
N
2B0
(2.11)
.
When the Overhauser field is parallel to the applied external magnetic field B0 the total Zeeman splitting
is:
E
∥
Z = gµB(BN +B0) (2.12)
and the fluctuation is:
∆E
∥
Z = gµBBN . (2.13)
As BN << B0, the fluctuating Zeeman splitting ∆E⊥Z is much smaller than ∆E
∥
Z . That means that
the qubit coherence for a system with purely HH states can be longer preserved if the applied external
magnetic field is perpendicular to the nuclear Overhauser field. As for Ge HWs it has been shown that
the lowest energy states consist almost exclusively (> 99 %) of HH states [33], this might be a promising
way of how to increase the coherence of the hole qubit even without isotopical purification.
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3 Basics of transport in quantum dots
3.1 Transport in single quantum dots
Besides in self-assembled semiconductor nanostructures, there are many other ways to realize QDs in
different materials, for instance in one dimensional carbon nanotubes [59] or in two dimensional hole
(electron) gases [60]. Regardless of its origin, in quantum electronics a QD can be understood as a
box filled with charge carriers and coupled via tunnel barriers to source and drain reservoirs, with which
charge carriers can be exchanged (Figure 3.1). The tunnel barrier is often understood as a resistor and
a capacitor connected in parallel. Usually an additional tuning knob is added, a capacitively coupled
gate electrode. This type of double tunnel-junction devices with a gate terminal are known as single-
hole/electron transistors (SHTs/SETs).
dot drain
gate
source
source
dot
gate
V
SD IVG
drain
a) b)
Figure 3.1: (a) Schematic picture of a quantum dot. The QD is connected to source and drain reservoirs via tunnel
barriers, allowing the current through the device I to be measured in response to a bias voltage VSD and a gate
voltage VG. (b) Classical electric circuit diagram representation of a single QD.
On a nanoscale, adding just one carrier from the leads to the dot results in a huge change of the
electrostatic energy, called charging energy, EC , which has to be paid for every charge carrier added to
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the dot. Besides that, due to the confinement of charge carriers in all three spatial dimensions, energy
levels in QDs show a discrete energy spectrum.
The spatial confinement of carriers in a QD leading to the discrete spectrum takes place when their de
Broglie wavelength is comparable to the size of the dot:
λ =
h√
2m∗kBT
, (3.1)
where h is the Planck constant, m∗ the effective mass, kB the Boltzmann constant and T temperature.
For typical effective masses (m∗ = 0.067m0 - 1m0), formula 3.1 gives sizes of about 10 nm for room
temperature and hundreds of nm at 4 K, meaning that we have to use either very low temperatures
or a very small QD. Though 10 nm QDs can be routinely fabricated nowadays, there is an additional
constrain: the broadening of the Fermi distribution of the leads contacting the QD.
In order that the quantized levels in QDs can be observed, the thermal energy of carriers must be lower
than the energy level separation:
kBT ≪ ∆E ∼ 1
L2
, (3.2)
where L is the dimension of a QD. For typical QD dimensions of few hundreds of nm, this gives energy
level separations of few tens of µeV, implying that the use of cryogenic temperatures is necessary.
The charge states in QDs can be described with a capacitance model [61]. In this description the
interaction effects of the charges between each other and with the gate electrodes are represented by a
capacitance matrix which relates the induced charge on each of the electrodes to the potential change
Vj :
Qi =
n∑
j=0
CijVj +Q
(0)
i . (3.3)
Here Cij are the elements of the capacitance matrix describing the arrangement of conductors, Qi
denotes the charge that is induced on the electrostatic potentials Vj on the gates and in the source
and drain contacts and the charges Q(0)i are the charges that reside on the gates and on the dot if all
voltages are zero. If we denote the QD with index i = 0, equation 3.3 can be written as
Q0 =
n∑
j=0
C0jVj +Q
(0)
0 =
n∑
j=1
C0jVj + C00V0 +Q
(0)
0 , (3.4)
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where C00 is the self-capacitance of the QD. Due to overall charge neutrality Cij obey the relation∑n
i=0 Cij = 0 and C00 is therefore given by:
C00 ≡ −
n∑
j=0
C0j . (3.5)
In this model, the total energy of a dot with N charges is
U(N) =
N∑
n=1
ε(0)n +
e2N2
2C00
+ |e|N
n∑
i=1
C0i
C00
(Vi − V (0)i ), (3.6)
where ε(0) is the energy of a discrete single-particle quantum level. The energy required to add a single
charge to the QD is called the electrochemical potential and it is defined as
µ(N) ≡ U(N)− U(N − 1). (3.7)
In this model it is equal to
µ(N) = ε
(0)
N +
e2
C00
(N − 1
2
) + |e|
n∑
i=1
C0i
C00
(Vi − V (0)i ). (3.8)
The first term in this expression is the chemical potential needed to add the Nth charge to the QD. The
second one is the charging energy term and the last one, gate voltage dependent, is the electrostatic
potential.
The electrochemical potentials of the transitions between successive ground states are spaced by the
so-called addition energy:
Eadd = µ(N + 1)− µ(N) = EC +∆ε. (3.9)
It consists of a purely electrostatic part - the charging energy (EC = e2/C00) - plus the energy spacing
between two discrete quantum levels (∆ϵ).
How charges move through a quantum device is strongly dependent on the energy scales. Internal
energy scales, fixed by the confinement potential, need to be compared to the external ones (kBT and
eVSD). The relevant internal energy scales include the already mentioned charging energy EC and the
level spacing ∆ε, the level broadening hΓ and the Kondo temperature TK [62]. Figure 3.2 schematically
shows different transport regimes for different energy scales.
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Figure 3.2: Different transport regimes as a function of the external energy scales kBT and eVSD. The transitions
between regimes take place on the order of the internal energy scales EC , ∆ε, hΓ and TK . Adapted from [62].
Tunnelling processes
In order that electrical transport can take place, the addition energy has to be overcome by an external
voltage - a bias voltage. If this condition is not met, the QD is in the so-called Coulomb blockade: the
number of charge carriers in the dot remains constant and no current flows through the dot. When EC ≫
eVSD, we speak about sequential tunnelling processes. In this case the wave function phase is partially
randomized by the scattering events that occur in the double barrier structure. Coulomb blockade can
be also lifted by changing the voltage applied to the gate electrode, an electrode capacitively coupled
to the dot, which shifts the electrochemical potentials in the dot with respect to the source and drain
reservoirs.
For a QD filled with holes, which is our case, and for eVSD ≪ ∆ε, if the electrochemical potential µ(N)
lies below the bias window (Figure 3.3 (a)), the hole number on the dot is N-1. That number stays
constant and the measured current is equal to zero (Figure 3.3 (c)). By increasing the gate voltage, the
electrochemical potential µ(N) can be brought in the bias window and transport can take place (Figure
3.3 (b)). Only one hole is tunnelling from the source onto the dot; the next one can tunnel onto the dot
only after the first one has tunnelled to the drain. This single-hole cycle is manifested as a current peak
(Figure 3.3 (c)). It is called Coulomb peak and the tunnelling process is called sequential single-level
tunnelling process.
In the regime where ∆ε ≪ eVSD ≪ EC the bias window is so large that also transport through exci-
ted states can take place. Additional levels in the bias window make more paths for hole tunnelling
through the dot available (Figure 3.4 (a)). In this case we speak about sequential multi-level tunnelling
process.
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Figure 3.3: Schematics of the electrochemical potential levels of a QD in the sequential single-level tunnelling
process regime. Occupied levels are indicated with solid black circles. (a) Case when no electrochemical potential
in the dot falls within the bias window eVSD. The number of holes occupying the QD is N-1. (b) After changing the
gate voltage VG, the µ(N) can be positioned in the bias window and the sequential single-hole tunnelling can take
place. (c) Cartoon of the current through the QD as a function of VG.
Usually, the current or the differential conductance is measured while sweeping the bias voltage for a
series of different values of the gate voltage. Like this a stability diagram with characteristic shapes
called Coulomb diamonds is obtained. Such a measurement is shown schematically in Figure 3.4 (b).
In each diamond the current is equal to zero and the number of carriers is constant. The height of the
diamonds is equal to the addition energy. From such a stability diagram also the energy of the excited
states can be directly read out. If the state in a QD is strongly coupled to the contacts, higher-order
transport processes where the transferred charge goes from the initial to the final state via a virtual state,
become apparent in the Coulomb blocked region. These processes are called cotunnelling processes
and they give rise to current inside the Coulomb diamond [63].
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Figure 3.4: (a) Schematics of the electrochemical potential levels of a QD in the sequential multi-level tunnelling
process regime. The level in blue corresponds to a transition involving an excited state. (b) Cartoon of a conduc-
tance measurement with VSD and VG swept. The edges of the diamond shaped regions correspond to the onset of
current and N denotes number of holes in the QD. An additional line represents an excited state.
Coherent and Kondo regime
When VSD ≪ hΓ ≪ ∆ε, tunnelling is coherent, since under this condition there is no scattering during
the process and thus the phase of the wave function at each point in space is continuous in time.
Finally, when VSD, kBT ≪ TK , the Kondo regime occurs, where second-order charge transitions other
than cotunnelling start to play a role in the transport processes. When the number of charges confined
in a QD is odd, one charge stays unpaired (in case of typical even-odd filling of the (spin) states) and
the localized state has a net magnetic moment. This manifests as a zero-bias resonance inside the
Coulomb diamond for odd number of confined charges [64,65].
3.2 Transport in coupled quantum dots
The next logical step after studying individual QDs is to study systems with more than one dot. Two
or more individual QDs can be mutually coupled if they are fabricated close to each other. Usually two
contributions to the coupling have to be considered: capacitive and tunnel coupling. The former arises
from the electrostatic interaction between the charges of neighbouring dots, which leads to a mutual
influence on the energy spectra. The latter may occur between neighbouring QDs leading to a splitting
of resonant energy levels. Two coupled QDs are referred to as double quantum dots (DQDs).
Coupled QDs can be as well modelled as a network of tunnel resistors and capacitors. Figure 3.5 shows
schematically different arrangements of two QDs. They may be either connected in series (Figure 3.5
(a)) or in parallel (Figure 3.5 (b) and (c)), between a source and a drain contact. Gate electrodes 1 and
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2 allow us to control the number of charges in the two QDs. Due to the fact that all gates and dots are
in close proximity to each other, the cross-capacitances cannot be neglected. That means that gate 1
will also act on dot 2, and gate 2 will tune dot 1.
dot 1
dot 2
source
drain
gate 1
gate 2
source
source
source
drain
drain
drain
dot 1 dot 1
dot 2 dot 2
gate 1 gate 1
gate 2 gate 2
a) b) c)
Figure 3.5: Schematic arrangement of typical DQD structures. (a) Two dots connected in series and placed between
a source and a drain contact. (b) Two dots connected in parallel between the same pair of source and drain contacts.
(c) Two dots connected in parallel with each dot having a separate pair of source and drain contacts.
In order to obtain the total energy of the DQD system within the capacitance model, we add to the
total electrostatic energy of the two QDs the quantization energies of the levels in the two dots and
neglect the tunnel coupling between them [61]. The total energy of the coupled system is the sum of
the energies of the individual dots plus an electrostatic coupling energy:
U(K,N) =
K∑
n=1
ε(1)n +
e2K2
2C1
∑ − eK
n∑
j=2
α1jVj  
QD1
+
N∑
n=1
ε(2)n +
e2N2
2C2
∑ − eN
n∑
j=2
α2jVj  
QD2
+
e2KN
CM  
interaction
,
(3.10)
where K and N are the number of charges in the QD1 and the QD2, respectively, α1j , α2j are the lever
arms of the gates which transform the addition energy to gate voltages, CM is the mutual capacitance
and
C∑ 1 = C11
(
1− C21C12
C11C22
)
C∑ 2 = C22
(
1− C21C12
C11C22
)
Comparing with the total energy of a single QD in 3.6, we see that the total energy of the coupled
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system is the sum of the energies of the individual dots plus an electrostatic coupling energy (interaction)
containing the product of numbers of charges on each individual dot and the mutual capacitance CM .
The electrochemical potential for QD1 with K charges, when QD2 is occupied with N charges, is given
by:
µ
(1)
K (N) = ε
(1)
K +
e2
C1
∑ (K − 12) + |e|
n∑
j=2
α1jVj +
e2
CM
N (3.11)
That means that if we do tunnelling spectroscopy of the µ(1)N1 , the electrochemical potentials of the
QD1 depend on the charge state of QD2. An additional electron in QD2 shifts the whole ladder of
electrochemical potentials in QD1 up in energy. In turn, the same is true for the spectrum of QD2.
The charge stability diagram, the plot of the current through the DQD versus two gate voltages, is shown
in Figure 3.6, for three different interdot couplings. In case of very weak interdot coupling (CM ≈0;
Figure 3.6 (a)), we have two independent QDs and each can be tuned with its gate electrode individually.
Vertical (horizontal) lines are the Coulomb peaks of QD1(2). In a more realistic regime, where one would
actually operate a DQD system, 0 < Cm < C1(2), we see two main differences in the stability diagram.
First, the Coulomb peaks are slanted, with the slopes given by the ratios of the lever arms of the two
gates acting on the two dots. Their finite slope is due to the fact that VG2(1) also couples to QD1(2)
and continuously moves the electrochemical potentials. Second, every time when an additional charge
is added to the QD1, the shift in the electrochemical potential of QD2 causes the discontinuities in the
Coulomb peaks of QD2. This can be easily understood if we think that an added charge is acting like an
additional gate which is shifting our resonance condition for transport. In order to have current flowing
through the device, we have to readjust the gate voltage.
These slanted Coulomb peaks, together with the breaks, form a recognizable DQD transport pattern: a
honeycomb. In each hexagon the number of charges is fixed ((K, N) notations in Figure 3.6). The six
corners of each hexagon are called triple points, because at these points, three charge states coexist
(black points in Figure 3.6 (a) and (b)). Triple points are particularly important for QDs connected in
series because these are the only points in parameter space where a charge can be transported from
source to drain resonantly.
Finally, for a very large coupling a DQD behaves as a single QD, which can be tuned with two gates.
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Figure 3.6: Charge stability diagram of a DQD with three different interdot couplings CM for VSD≈0. (K, N) denotes
the hole occupation in the two dots. (a) Uncoupled dots (b) Intermediate coupling regime. (c) Strong coupling
regime.
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4 Fabrication and measurement techniques
There are two main approaches in fabrication of QD devices suitable for transport measurements: (i) a
top-down approach and (ii) a bottom-up approach. The former is typically used in fabrication of devices
in two dimensional electron or hole gases, where the QD is created by depleting locally the gas with
metallic electrodes. In the case of self-assembled nanostructures, a bottom-up approach is used.
4.1 Fabrication of single-hole transistors
The first devices which I fabricated were single-hole transistors (SHTs), based on dome islands (Figure
4.1 (a)), with a goal to find a good recipe for more complicated devices.
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QD  
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dielectric
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a) b)
Figure 4.1: (a) Scheme of an SHT based on a dome island. (b) Scheme of a coupled quantum dots device with
two nearby dome islands.
The fabrication process greatly depends on the available equipment. For the initial set of devices, a
Leo Supra 35 electron beam lithography system was used. The system had certain limitations when
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it came to writing speed and stage control. That resulted in a quite tedious fabrication process which
I will refer to as random approach. The second set of devices were fabricated with the new electron
beam lithography system E-line. This simplified the whole fabrication process, which I will call direct
approach.
substrate substrate substrate substrate
resist resistresist
1. e-beam
    or light
2. after development 3. metal evaporation 4. after lift-off
Figure 4.2: Fabrication processes for defining metallic electrodes: spin coating and lithography, development, metal
deposition and lift-off.
4.1.1 Fabrication of single-hole transistors out of dome islands with the random
approach
The idea behind this approach was to contact stochastically a dome island with the two electrodes. For
that, several fabrication steps are needed, which I will briefly describe here. Typical device design and
SEM images are shown in Figure 4.3 (a)-(e). All relevant fabrication parameters are given in Appendix
A, Table A.1.
• Cutting the samples and defining the write fields
The nanostructures are grown on a 4” intrinsic Si(001) wafer, which is cut in smaller pieces of a few
cm2 with a diamond saw. The first step is to define 4 write fields, each of them with 16 electrodes
that shrink until they frame an area of 250x250µm2 with a set of alignment crosses (Figure 4.3
(a)). This step is done with optical lithography (Karl Suess Mask Aligner MJB3). Usually, before
the development a rinse in chlorobenzene is performed, which results in the formation of a resist
profile called undercut, which makes the lift-off process easier. The development step is followed
by metal deposition (see Figure 4.2). For this step typically a Cr/Au 10/65 nm combination is used.
After lift-off, individual 5 mm x 5 mm samples are cut, again with the diamond saw.
• Defining the source and the drain electrodes
In the first electron beam lithography step, a big number of source and drain contacts is defined in
each of the 4 write fields (Figure 4.3 (b)). The gap between the source and the drain electrode is
maximally 80 nm, otherwise the probability that a dome island would be stochastically contacted
approaches zero. To ensure a clean gap, a double layer of PMMA (Poly(methyl methacrylate))
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electron beam lithography resist is used. In this bilayer technique the PMMA on top is less sensi-
tive than the PMMA on the bottom. As a consequence, it is less developed than the bottom layer,
which results in an undercut. Additionally, different doses for beam exposure are used, which
results in different sizes of gaps, making the design robust to beam current fluctuations.
• Metal deposition and lift-off
Before the deposition, a 10 sec BOE (buffered oxide etch) dip is performed. Initially, Ti/Au 10/25
contacts were used, but they were giving extremely low yield of working devices, presumably due
to the small work function of this metal combination. Pt, due to its large work function, has proven
to be much better, giving good contacts and a yield of almost 100%.
• Imaging and drawing a complete design
After the lift-off, the sample is imaged with a scanning electron microscope (SEM), in order to
check which source-drain pairs contacted a dome island (Figure 4.3 (d)). The design for the gate
electrode and the electrodes connecting the source and drain to the larger connections made by
optical lithography is drawn in the dedicated software accordingly (Figure 4.3 (e)).
• Defining the electrodes connecting the source and drain to the larger connections which were
previously made by optical lithography
• metal deposition and lift-off
• Defining the gate electrode
• Metal deposition and lift-off
The metal deposition is preceded by an atomic layer deposition (ALD) of few nanometres (6-8) of
an oxide, normally HfO2 (also called hafnia) or Al2O3 (also called alumina). Here a top or a side
gate electrode is used (Figure 4.3 (f)).
The random approach is very limiting when it comes to devices which have more than three electro-
des or are built out of more than one nanostructure. Besides statistics, another big problem was the
alignment precision between two sequential steps in the fabrication process. Alignment before each
e-beam exposure was done manually and that drastically reduced the yield of devices suitable for me-
asurement.
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Figure 4.3: Device design and SEM images of an SHT fabricated with the random approach. (a) Alignment crosses
and 4 times 16 electrodes which frame 4 write fields. (b) Zoom into one of the four write fields. The pairs of
source and drain electrodes to be defined with the e-beam lithography are visible. Different colours are denoting
different doses for beam exposure which lead to different sizes of gaps, making the design robust to beam current
fluctuations. (c) Further zoom into the pairs of electrodes. Each of the pairs is labelled with a number used later for
distinguishing them. (d) SEM image of a source-drain pair with a dome island located in-between. (e) Picture of the
completed design of a write field showing the source and drain connections (blue) to the electrodes and the gate
(green). (f) SEM image of a completed device, showing the source and drain electrodes and the gate electrode on
top of them. An island can be seen under the gate. The thin hafnia layer is not visible here.
4.1.2 Fabrication of single-hole transistors out of dome islands with direct ap-
proach
When we switched to the E-line electron beam lithography system, equipped with a laser interferome-
ter stage, a new pattern generator and a new software, the whole fabrication process got simplified.
There was no need any more for an optical lithography step, since the beam currents could be chosen
much higher and even big structures could be written with e-beam lithography. The laser interferometer
stage enabled an alignment precision of 10 nm, the crucial improvement which made all the fabrication
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processes described in this thesis, concerning the e-beam lithography, much more reproducible.
An additional key difference here is that after SEM imaging in the E-line system, the SEM images are
automatically incorporated and aligned in a dedicated E-line software. Then the desired design for the
e-beam lithography is directly drawn. The rest of the fabrication process is similar as that of section
4.1.1 and it is described in detail in Table A.2.
4.1.3 Single-hole transistor - magnetotransport spectroscopy
For checking which combination of metals for source, drain and gate electrodes and which oxide leads
to good devices and in order to optimize the whole fabrication recipe, a substantial number of three ter-
minal devices was fabricated and characterized at 4 K. On few selected devices detailed measurements
at lower temperature (250 mK) were performed.
A characteristic conductance plot of one such device is shown in Figure 4.4 (a). In another device, the
strong coupling regime between a QD and the leads could be achieved with Pt contacts. This allowed
us to measure the Kondo effect [64] (Figure 4.4 (b)). We performed spectroscopy measurements for
three different directions of the external magnetic field: perpendicular (labelled as Bx) and parallel
to the growth plane (labelled as By and Bz). The extracted values g-factors of gx=1.8, gy=1.1, gz=1
(Figures 4.4 (c) and (d)) are in agreement with the already shown g-factor anisotropy in SiGe dome
islands [66].
4.2 Fabrication of coupled quantum dots out of dome islands
After establishing a good recipe for the reproducible fabrication of SHTs, we moved towards the fabri-
cation of capacitively coupled individual QDs. The goal was to use one of the dots as a charge sensor
(see Section 5.1) for the second one.
The device consists of two capacitively QDs, each contacted with source, drain and side gate electrodes
and few nm of an insulator between source/drain electrodes and the gate electrode (Figure 4.1 (b)).
Each QD with its electrodes, when observed isolated, is simply behaving as an SHT. The fabrication
process can as well be split in two different approaches, a random and a direct. As before, the latter has
a significant advantage, but for completeness (and to demonstrate the fabrication difficulties) the former
will as well be described.
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Figure 4.4: (a) Typical current measurement of a Ge dome island contacted with Ti/Au leads. The current through
the device is measured while sweeping the bias voltage VSD and stepping the gate voltage VG. Steps in the current
(black arrow) indicate that there is a transport channel through the excited states as well. The many-holes regime
is evident from the same size of diamonds, a consequence of charge screening and smaller energy difference
between consecutive states. (b) Current versus bias voltage line trace for a gate voltage value indicated with the
dashed vertical line in (a). A step in the current value due to the transport through an excited state can be seen.
(c) Part of a diamond plot with a zero bias peak inside a diamond, arising from the Kondo effect, measured for
another device. The differential conductance is measured while sweeping the bias voltage VSD and stepping the
gate voltage VG. (d) Splitting of the Kondo peak for a magnetic field parallel to the growth plane. The differential
conductance is measured for a fixed gate voltage while sweeping the bias voltage VSD and stepping the magnetic
field in the direction parallel to the growth plane. (e) Splitting of the Kondo peak for a magnetic field perpendicular
to the growth plane. The differential conductance is measured for a fixed gate voltage while sweeping the bias
voltage VSD and stepping the magnetic field in the direction perpendicular to the growth plane.
4.2.1 Fabrication of coupled quantum dots out of dome islands/superdomes
with the random approach
Completely random approach
In contrast to the random approach described in Section 4.1.1, the goal here was to contact stochasti-
cally not one, but two domes. Since the two SHTs should be within few tens of nm from each other and
not screened by the electrodes, a "V" shape for the source and the drain electrodes was chosen (Figure
4.5 (a)). Pairs of double "V" shapes were written on the four write fields, together with the additional set
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of four fine alignment markers around them. These markers would be later used to position the gate
electrode precisely. Besides rather low chances of randomly contacting two nearby domes, imaging of
the completed devices revealed a big problem in the alignment of the electrodes. Since the alignment
was done manually (see Figure 4.5 (b)), the gate electrodes were often misplaced.
100nm
a) b) c)
500nm500nm
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gate
gate
superdome
source drain
dome
Figure 4.5: Device design and SEM images of a charge sensor with domes, random approach. (a) Picture showing
the design of one "double V" unit with four alignment markers. Such a unit is repeatedly written within one write
field. (b) SEM image of such "double V" unit with randomly contacted dome/superdome. Such high resolution
images with all four fine alignment crosses are incorporated in the design software. (c) SEM image of a completed
device with two SHTs, one with a dome (lower part), and the second with a superdome (upper part; to be used as
a charge sensor for the dome device). To avoid screening effects side gates are fabricated (placed on top of the
source and the drain pairs). The lighter area on the SEM image shows the hafnia layer.
Semirandom approach
In order to increase the yield of fabricated devices, a "semirandom" approach was tested. Conveniently,
superdomes are bigger in size and they could be contacted directly even with the outdated e-beam
system. Instead of writing pairs of "double V"-s, only single "V"-s were written, aiming at randomly
contacting a dome island. In a second step a superdome was contacted deterministically (see Figure
4.6). Sometimes also a floating gate, which should act as an interdot antenna, was added, in order to
enhance the capacitive coupling between the two QDs.
Obviously, random and semirandom ways of fabrication have many disadvantages. One has to be lucky
to catch two domes between source and drain electrodes, with no other dome islands in-between, or
just one but exactly where there is a superdome nearby. Often the placement of the electrodes is far
from perfect, due to the manual image incorporation and alignment errors. However, several things have
been learnt from the fabrication on such devices. As expected, when either the QD dome island or the
QD sensor are covered with the gate electrode there is a screening effect and the sensor is decoupled
from the QD to be sensed. To overcome this, side gates or partial side gates can be fabricated (Figure
4.5 (c)), which have experimentally proven to tune the QD as good as the top gates, when placed within
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Figure 4.6: Device design and an SEM image of a charge sensor with domes in the semirandom approach. (a)
Picture showing the SEM image incorporated in the design software. A contacted dome island together with four
fine alignment crosses (light pink) can be distinguished. The nearby superdome would act as a charge sensor. It is
contacted deterministically in a subsequent step (blue). The hafnia layer is shown in yellow, gates in red . (b) SEM
image of a partially finished device; in this device the dome is randomly contacted with source and drain electrodes
and the superdome is contacted deterministically.
few nm from the island. Besides, it could not be demonstrated that a floating gate helps in the capacitive
coupling between the two QDs.
4.2.2 Fabrication of coupled quantum dots out of dome islands with direct ap-
proach
As discussed, the direct approach reduces the number of fabrication steps and at the same time allows
us not to depend on luck, but to choose a pair of islands on our own and define the electrodes with a
great precision. The steps are the same as for fabricating an SHT (described in Section 4.1.2).
In Figure 4.7 SEM images of devices fabricated with the direct approach after different steps are
shown.
100 nm 100 nm 100 nm
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Figure 4.7: SEM images of charge sensing devices with two nearby dome islands after different steps of fabrication.
(a) Two nearby dome islands with source and drain electrodes. (b) Two nearby dome islands with source, drain and
side-gate electrodes. (c) Two nearby dome islands with source, drain, side-gate electrodes and a floating gate.
Although the fabrication of these devices does not seem much more complicated than the fabrication of
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a conventional SHT, it has proven to be challenging having both individual SHTs working with a similar
quality. In parallel with fabrication of coupled QDs based on the dome islands, we started to work on
devices based on HWs. HWs devices, described in the next Chapter, are easier to fabricate and show
more reproducible transport data.
4.3 Measurement techniques
4.3.1 Low-temperature setups
As already mentioned in the introductory part of this thesis, in order to study quantum phenomena,
cryogenic temperatures are needed. The experiments described in this thesis were performed in dif-
ferent cryostats. For initial characterisations a home-made 4 K dip-stick was used, where the sample
was cooled down to the temperature of liquid 4He simply by immersion. A temperature of 1.2 K could
be obtained by pumping on 4He. Even lower temperature, 250 mK, could be reached with a 3He based
cryostat by pumping on 3He. We used an Oxford Instruments HelioxVL, equipped with a vector magnet
of 9 T in the z-direction and 3 T in the x-direction. Finally, temperatures of tens of mK could be reached
in a dilution refrigerator, a system which uses the spontaneous phase separation of a mixture of 4He
and 3He. The experiments described in Chapter 6 were carried out in a CF-CS81-1400-MAG dilution
refrigerator from Leiden Cryogenics, and the experiments described in Chapter 7 in a LD-250 EO dilu-
tion refrigerator from BlueFors Cryogenics. Both fridges are cryogen-free and are equipped with a 9-3
vector magnet.
The fully fabricated sample has to be electrically connected with the measurement setup. Initially we
were using commercial chip-carriers, which could be attached to the cold finger of a 4 K dip-stick or a
3He cryostat. The sample was glued on a chip carrier and the electrodes defined on the sample were
connected with the chip carrier with thin Al wires (this was done with a wedge bonder). The lack of a
common ground plane caused our devices to explode very easily. Soon we switched to home designed
DC printed circuit boards (PCBs), including also a ground plane. This protected the bonded sample
from the electrostatic discharge. Additionally, all our PCBs had RC filters, necessary for reducing the
high frequency noise. The PCB was connected to the measurement setup via a Micro-D connector. The
first PCBs were developed at JKU Linz by Raimund Kirchschlager and Josip Kukucˇka and improved at
IST Austria by Josip Kukucˇka with the help of Thomas Adletzberger.
For the DC electronic measurements we used a battery-powered low-noise electronics developed at the
TU Delft. This electronics was optically isolated from the measurement computer and used a ground
separate from the ground of the power grid in order to minimize the noise level. All DC lines were
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filtered at two stages: once at room temperature (pi filters in the TU Delft electronics) and once at low
temperature (RC filters on the PCBs). Additionally, both dilution fridges had one more set of LC filters
on the mixing chamber.
For resolving less pronounced features, we used a lock-in amplifier (Stanford Research Systems SR830
or Zurich Instruments UHFLI). To overcome the problem of a too low bandwidth to measure dynamic
properties of a quantum system, we switched to a radio-frequency (RF) reflectometry readout.
4.3.2 Reflectometry
RF reflectometry is a readout technique where an RF signal is sent to a resonant circuit composed of
the QD device and a matching circuit and the amplitude or phase of the reflected signal is measured
[67–70]. If in a QD device the change of some external parameter (for instance a gate voltage) leads
to a change in its active resistance or reactive load (typically capacitive), the resonance of the circuit is
affected, resulting in a change of magnitude and phase of the reflected signal. The ratio between the
reflected (ur(t)) and the incident signal (ui(t)) is given by the reflection coefficient Γ:
ur = Γui. (4.1)
Γ is defined as
Γ =
Z − Z0
Z + Z0
, (4.2)
where Z0 is the characteristic impedance of the RF line (50Ω) and Z is the impedance of a resonant
circuit (see figure 4.8). The modification of the device parameter will lead to a very significant change in
Γ only if an impedance matching condition is achieved.
We can illustrate the importance of the impedance matching with a simple example. Our devices usually
have impedances of hundreds of kΩ when they are not in the Coulomb blockade. Let us take Z1 =
500 kΩ when the device is not in the Coulomb blockade and Z2 = 10MΩ, when the device is in the
Coulomb blockade and calculate the reflection coefficients from equation 4.2. From equation 4.2 we
have
Γ1 =
500kΩ− 50Ω
500kΩ+ 50Ω
≈ 1
Γ2 =
10MΩ− 50Ω
10MΩ+ 50Ω
≈ 1
(4.3)
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With reflectometry we would like to detect changes in the device impedance:
∆ur(t) = ur2(t)− ur1(t) = (Γ2 − Γ1)ui(t), (4.4)
but regardless of the change in the sample impedance, ∆ur(t) ≈ 0. On the other hand, if the impedance
of the device is transformed to values close to 50Ω with the help of the matching circuit (see Figure 4.8),
the difference between the reflection coefficients becomes sufficient to see and measure the difference
between ur1(t) and ur2(t).
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Figure 4.8: Basic scheme of ohmic reflectometry. The resonant circuit consists (green frame) of the SHT device
(red frame) and the matching circuit (blue frame). The SHT is represented with a parallel combination of CD and
RD. The matching circuit formed with an inductor L and a capacitance C is connected to the source contact.
In this measurement technique, an RF wave is constantly sent towards the device. Its power, hence, the
amplitude, should be several times lower than the energy level spacing in the quantum dot, otherwise
we lose the information due to the thermal broadening. The incoming signal is therefore attenuated on
several stages of the dilution refrigerator (see Figure 6.2). The reflected signal is amplified first at the
3 K plate with a low-noise cryogenic amplifier, and then once more at room temperature.
For carrying out RF measurements, a different, RF PCB was used (see Figure 4.9(c)). The resonant
circuit initially consisted of the SHT and a LC matching circuit. The capacitance was simply the parasitic
capacitance Cpar, which came from the various parts of the PCB and bonding wires. The inductance
L was chosen in such a way that the typically large resistance (100-500 kΩ) of the SHT was transfor-
med to nearly Z0. In order to achieve a better matching condition and, consequently, higher sensitivity,
we tested several different generations of RF PCBs, each of them having different components. Typi-
cally, each board had 4 different inductors, allowing measurements with four different matching circuits.
Instead of having only an uncontrollable parasitic capacitance as a part of the matching circuit, for the
experiments described in Chapter 7, variable capacitors (varactors) were added, in order to tune in-situ
the matching condition [70]. Except RC filters for DC lines, the RF PCB was also incorporating the bias
tees for the reflectometry and the fast gate lines. Component types and values are given in Appendix
B.
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There are several reasons why to choose reflectometry over current measurements. A reflectometry
based system eliminates low-frequency disturbances, it is sensitive to both capacitive and resistive
changes of a device (a current measurement is only sensitive to resistance changes) and does not
require a current flow through the device. The latter allows a measurement of an isolated system, such
as double-dot system, as well as measurements when the current signal is below the noise level.
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Figure 4.9: (a)-(b) Photos showing parts of the dilution refrigerator probe highlighting some of the elements (fast
gates and reflectometry cables, direction coupler, attenuators and cryogenic amplifier). (c) Picture showing a PCB
connected to the probe. Besides having a fast readout, for successful spin manipulation it is as well necessary to
manipulate the system fast enough. For that purpose six fast gate lines for bringing the signal from an arbitrary
wave generator AWG5014C to the gates of the device were installed. The DC lines are connected via a Micro-D
connector, the six fast gates and the reflectometry matching circuit via SMP connectors. The probe has been wired
by Thomas Adletzberger. (d) Picture showing a sample mounted on a PCB and bonded with Al bonding wires.
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5 Charge sensing in Ge hut wires
5.1 Charge sensing techniques
Charge sensing is a method to detect changes in the number of QD charges with a nearby electrometer,
a charge sensor, which needs to be very sensitive to its electrostatic environment. With this technique
the dot can be probed non-invasively in the sense that no current needs to be sent through it. Additio-
nally, a charge sensor is essential for spin-to-charge conversion, described in the next Chapter.
Typically, the charge sensor is fabricated in the vicinity of a QD device, and it is capacitively coupled
to it. For achieving a good sensitivity, a charge sensor should show very abrupt change in current or
conductance when varying the gate voltage. Most commonly used charge sensors are quantum point
contacts (QPCs) [71] and SHTs [72] .
In case the charge sensor is a QPC, its conductance is very sensitive to the electrostatic environment
when operated at the transition between two quantized conductance plateaus [73]. Similarly, if a QD
is used as a charge sensor, its conductance is very sensitive at the flank of a Coulomb peak [72]. In
both cases, a nearby charge displacement results in a large current/conductance change of the sensor.
Whether to choose a QPC or an SHT as a charge sensor depends on the device. A QPC is easier to
fabricate and it is less sensitive to the charge noise since the transition between quantized conductance
plateaus has an almost constant slope over a wide range of electrostatic potential [73]. However, it can
suffer from a back action since some current is always flowing through it. In contrast, an SHT can be
completely switched off while a qubit operation is performed. To allow operation at high frequencies
(≈100 MHz) where the 1/f noise due to background charge motion is negligible, SETs as well as QPCs
have been integrated in RF circuits [67,74,75].
The sensitivity of the detection scheme can be quantified by the charge-transfer signal ∆q/e, where 1 e
Parts of this Chapter are published in Nano Letters 17, 5706 - 5710 (2017)
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is equivalent to the spacing between adjacent current peaks. In 2009, Morello et. al. [76] suggested
to use a charge sensor, which is not only capacitively but also tunnel coupled to the spin qubit. In
that case the QD hosting a qubit and the charge sensor are so close that the charge transfer signal is
significantly increased. Additionally, the charge sensor can then as well act as a charge reservoir for the
qubit, therefore simplifying the fabrication. In 2010 such a structure was implemented for a single-shot
readout experiment of an electron spin in an individual donor in silicon. The observed high charge-
transfer signals opened the path for fast and high-fidelity single-shot readout measurements of electron
spins in Si donors [23,77].
5.2 DC charge sensing in Ge hut wires
Inspired by the work on donors in Si, we realized a charge sensor for a QD formed in a Ge HW in a
similar way. We chose HWs which are laying perpendicular to each other, in a T-like shape (Figure
5.1 (a), (b)), since measurements showed that, next to the expected electrostatic coupling between two
hut wires, there is also a charge tunnel transfer between them, due to the leakage of the hole wave
function through the SiGe substrate [78]. Even though the two HWs are not in the direct contact, there
is a current of 10 nA flowing between them, due to the tunnelling of holes from one to another wire
(Figure 5.1 (c)), already for an applied bias higher than ±75 mV. Current through the Si substrate is
not observed between two metal contacts at these bias voltages when no HWs are located in-between
them.
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Figure 5.1: (a) Atomic force microscopy image showing a T-like Ge HW structure.(b) SEM micrograph of two non-
touching perpendicular HWs, where each is contacted with only one electrode. (c) Current through the structure
shown in (b) versus VSD.
The devices used for the charge sensing experiment were fabricated out of the above mentioned T-like
structures. The schematic of a device is shown in Figure 5.2 (a). The upper wire, contacted with source,
drain and gate electrodes, acts as a single-hole transistor (SHT) and it is used both as a charge sensor
and as a reservoir for holes. In the other wire, contacted only with a gate electrode, we create a QD that
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can host a spin qubit. This QD is formed presumably between the gate and the end of the wire; its hole
occupation is to be determined with the SHT sensor coupled to it. Usually, the gap between a source
and a drain electrode is between 80 nm and 100 nm, while the perpendicular wire is covered fully with
the gate except for a few tens of nm. The fabrication of the devices mainly follows the standard, direct
approach procedure, as described in Section 4.1.2. For source and drain electrodes a combination of
Pd and Al contacts were used (Pd 10 nm, Al 28 nm). All relevant parameters are given in Appendix A,
Table A.3.
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Figure 5.2: (a) Schematic of the charge sensor device used in this work. The two perpendicular HWs are shown
in dark gray and the estimated position of the formed QDs in the wires in light gray. The source and drain contacts
of the sensor - SHT - are shown in dark green and the gates of the sensor and the QD are shown in orange. (b)
False color scanning electron micrograph of a device similar to those measured. (c) Schematic showing the ladder
of electrochemical potentials of a capacitive and tunnel coupled QD-sensor system for the two cases of the dot
occupancy, K and K+1.
In this configuration, the SHT sensor and the QD form a parallel DQD. As discussed in Section 3.2, for
two coupled QDs, the electrochemical potential of one QD depends on the charge state of the other.
This can be seen in Figure 5.2 (c), where the ladder of electrochemical potentials of the sensor is
illustrated for two different QD charge configurations, K and K+1 [76]. Every time the condition for hole
tunnelling from the QD to the SHT is satisfied, this tunnelling event will leave the dot with fewer holes,
which will thus shift the electrochemical potentials of the SHT causing a break in the SHT Coulomb peak.
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In order to return to the same SHT Coulomb peak the gate voltage of the sensor needs to be adapted.
A stability diagram with characteristic shifts is shown in Figure 5.3 (b). The charge-transfer signal is
very pronounced and equal to 30% (see Figure 5.3 (c)) and observable thus even at a temperature of
1.5 K.
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Figure 5.3: (a) Current versus VSD and VG diagram of the sensor dot, at a temperature of 1.5 K. (b) Stability diagram
obtained by sweeping the gate of the QD versus the gate of the charge sensor, at VSD = -40µV. Every time when
the number of holes in the dot changes, the Coulomb peak of the SHT breaks and shifts. (c) Zoom-in into the
stability diagram, showing the discontinuity of a Coulomb peak. The dashed lines with the green (solid) double
arrow are indicating the break in the Coulomb peak of the SHT while the white (dashed) double arrow indicates the
Coulomb-peak spacing.
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6 Hole tunnelling times in Ge hut wires
Single-shot readout of a single electron spin using the energy-selective readout technique described in
the following paragraphs has been first demonstrated in gate defined GaAs/AlGaAs QDs [79]. Later on,
a similar scheme was used in order to measure the spin relaxation times for electrons in Si [23]. Up
to now, single-shot spin readout measurements for holes had not been realized. Presumably because
the shorter relaxation times due to the strong spin-orbit interaction made the experiment challenging.
To get around this obstacle, we integrated the charge sensor in a reflectometry setup. Such a setup
allowed high bandwidths, which, due to the short hole tunnelling times, was a necessity for a successful
spin measurement.
6.1 Spin-to-charge conversion and importance of single-shot me-
asurements
To extract the spin relaxation time, the individual spin state has to be measured. Because of the tiny
magnetic moment associated with the spin it is very challenging to measure it directly. However, by
correlating the spin states to different charge states and subsequently measuring the charge of the
dot, the spin state can be determined. This way, the measurement of a single spin is replaced by the
measurement of a single charge. This can be done with the help of a charge sensor, which is a much
easier task [79]. For measuring individual events a so-called single-shot measurement is necessary.
The single-shot mode is important as it satisfies the DiVincenzo readout criterion and it allows the
determination of the readout fidelity.
Single-shot readout of the spin state becomes possible when the relaxation time of the hole spin occurs
on a longer time scale than needed to observe hole tunnelling. Hole tunnelling can be observed in
Parts of this Chapter are published in Nano Letters 17, 5706 - 5710 (2017)
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real time if the bandwidth of the charge detection exceeds the tunnel rate and when the signal from a
single-hole charge tunnelling event exceeds the noise level, which is bandwidth dependent [80].
One way of achieving spin-to-charge conversion is by exploiting the energy difference of the spin states.
In this energy-selective readout the spin levels are positioned around the electrochemical potential of
the reservoir, such that a hole can tunnel off the dot from the spin excited state (ES), whereas tunnelling
from the ground state (GS) is energetically forbidden. Therefore if the charge measurement shows that
a hole tunnels off the dot, the state was the excited state, while if no hole tunnels the state was the
ground state (Figure 6.1) [80].
μ
res
GS
ES
μ
res
GS
ES
Figure 6.1: Electrochemical potential diagram depicting spin-to-charge conversion based on the energy-selective
readout scheme. The GS corresponds to a spin-down, while the ES to a spin-up hole.
6.2 Hole tunnelling times in Ge hut wires
In order to investigate whether the charge sensor described in Chapter 5 is suitable for spin readout
experiments, it was integrated into a resonant RF circuit and a reflectometry readout was performed.
Additionally, the gates of the devices were connected to an arbitrary waveform generator (AWG), allo-
wing fast gating. The resonant RF circuit consisted of a 2200 nH inductor and the parasitic capacitance
to the ground. From the measured resonant frequency of 114.5 MHz, which for an LC resonant circuit
is equal to
f =
1
2π
√
LC
, (6.1)
a parasitic capacitance of ≈0.9 pF could be extracted. The scheme for the RF reflectometry and fast
gating setup is shown in Figure 6.2, and the PCB details are given in Appendix B, Table B.1. Figure
6.3 (a) shows a stability diagram similar to that shown in Chapter 5, Figure 5.3. In contrast to the
DC charge measurements shown in Figure 5.3, here the measured quantity is the amplitude of the
reflected RF signal, integrated over approximately 10 ms, and the measurement was performed at a
base temperature of about 30 mK.
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Figure 6.2: Simplified measurement circuit. The source of the charge sensor is connected to the matching circuit
formed with an inductor L and the parasitic capacitance Cp to ground. The RF signal is sent to the sample from an
ultra-high frequency lock-in (UHFLI) amplifier; it is attenuated at various dilution refrigerator stages. The reflected
signal is amplified at two stages before the readout. Both gates of the device are connected to an AWG, which is
used for applying short voltage pulses. The filtering of the DC lines is not shown.
6.2.1 Calibrating the pulsing sequence
In order to learn how our system behaves when applying the pulses on the gates, various introductory
measurements were performed. First, a continuous pulsing sequence on the sensor gate was applied,
while the gate voltage was swept. The waveform and duration of the pulse are shown in Figure 6.4. In
order to eliminate the DC component of the applied pulse, which causes a warming up of the dilution
fridge, the AWG output voltage was set in such a way that it had a mean value equal to zero.
Since the applied sequence is much faster than the gate sweep (tens of microseconds compared to
hundreds of milliseconds), each Coulomb peak of the sensor appears as it was split in two and is
shifted. In Figure 6.4 the blue peak is a Coulomb peak of the sensor when there is no sequence
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Figure 6.3: (a) Stability diagram, measured in reflection at a temperature of 30 mK. The power of the RF signal
on the lock-in output was -35 dBm, the low-pass filter bandwidth 100 Hz and VSD 80µV. (b) Zoom-in of a stability
diagram. The green rhombus (star) indicates the loading (unloading) position and the black line the direction of
pulsing.
applied. The two green peaks are seen when the continuous, asymmetric sequence was applied on
the sensor gate. The different distance of the green peaks from the blue one comes from the different
pulse amplitudes and the difference in height from the different pulse durations. If a continuous pulsing
sequence is applied in the positive direction, a peak will shift in the negative direction (effectively, the
gate voltage has to be readjusted to compensate the pulse voltage).
In a second step, the diagonal pulsing was tested. Since both the gate of the dot and that of the sensor
are influencing the ladder of electrochemical potentials of the SHT, the Coulomb peaks in the stabi-
lity diagram are running under a certain angle. For the experiments it is important to apply pulses in
the correct direction - along one Coulomb peak. This ensures that with the pulses we tune only the
electrochemical potential of the QD, while the electrochemical potential of the SHT is constant. Additio-
nally, without the diagonal pulsing one might easily end up in a different configuration of electrochemical
potentials than expected.
To test this, we applied a simple, continuous pulse sequence to the gates of the device. The sequence
consisted of two stages, the first one with an amplitude of 1000 mV, lasting 0.3 ms, and the second one
with 0 mV, lasting 0.7 ms. First we applied the sequence to the sensor gate (Figure 6.5 (b)). When
we compare it with the stability diagram when no sequence is applied (Figure 6.5 (a)), we can again
see the split Coulomb peaks. The same occurs if we apply the same sequence to the QD gate (Figure
6.5 (c)). The diagonal pulsing is achieved by applying the sequence both on the dot and on the gate
simultaneously, but with a different sign. The voltage pulse amplitude also needs to be adjusted; the
factor in the voltage amplitude ratio for the sensor and the QD gate can be estimated from the slope of
the Coulomb peak. Successful diagonal pulsing is shown in Figures 6.5 (d), (e). The applied amplitudes
are -2500 mV to the QD gate and +3000 mV to the sensor gate, both for 0.3 ms. The amplitudes are on
purpose chosen larger in order to see the result clearer. The ratio of 0.83 between the two amplitudes
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Figure 6.4: Current vs gate voltage showing a Coulomb peak of a charge sensor with (blue) and without (green)
pulse sequence applied. The pulse sequence is schematically shown above the graph. To eliminate the DC
component, the original pulse (black) was transformed (red) so that the pulse had a mean value equal to zero
(dashed black line), resulting in a split and shifted peak.
is obtained from ∆VG (QD)/∆VG (sensor), and can be read out from the reference stability diagram
(Figure 6.5 (a)). Finally, Figure 6.5 (e) shows the diagonal pulsing in the other direction (for +2500 mV
to the QD gate and -3000 mV to the sensor gate).
As a reminder, since we are dealing with holes, applying a pulse with the negative amplitude will leave
the QD with more holes. Since the applied signal from the AWG is attenuated on the various stages
of the dilution fridge, for these experiments an output voltage of 1000 mV corresponds to 4 mV arriving
to the gates (see Figure 6.2, with the difference that here 30dB attenuators at the AWG outputs were
used).
6.2.2 Real time detection of tunnelling events
For real time detection of tunnelling events between the QD and the sensor fast pulsing was used; a
three-stage voltage pulse was applied to the gates of the device. The reference point for pulsing (0 mV)
is at the position of the green star in Figure 6.3 (b). The way we were eliminating the DC component
while calibrating the diagonal pulsing sequence could not be applied here, because it was moving our
reference point. Here, after each three-stage voltage pulse we waited long enough before repeating it,
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Figure 6.5: (a) Reference stability diagram without applying the pulsing sequence. (b) Stability diagram with the
pulsing sequence applied to the sensor gate. (c) Stability diagram with the pulsing sequence applied to the QD
gate. (d) Stability diagram when the sequence for the diagonal pulsing is applied. (e) Same as in (d), but with
inverting the sings of the applied pulses. As a result the Coulomb peak moves in the opposite direction.
which resulted in the DC component tending to zero.
The pulse was applied along the upper part of the break in the Coulomb peak of the SHT shown in
Figure 6.3 (b) (black solid line). Each stage of the pulse lasted for 500µs. With the first stage of the
pulse a hole is loaded into the dot (left part in Figure 6.6 (a); green rhombus in Figures 6.6 (b)), and with
the last stage a hole is unloaded (right part in Figure 6.6 (a), green star in Figures 6.6 (b)); the reflection
amplitude shows a minimum value when the hole is loaded into the QD and a maximum value when it is
localized in the SHT. In between those two stages of pulses an additional one is applied aiming to align
the electrochemical potentials of the QD (µQD) and the SHT (µSHT ) (middle part in Figure 6.6 (a)). The
voltage amplitude of this middle part of the pulse was varied in each of the 100 pulse sequences which
were applied. The schematic of the applied pulse is shown in Figure 6.6 (b) and the reflected signal
from the sensor in Figure 6.6 (c). When the electrochemical potentials between the QD and the SHT
are aligned, continuous exchange of holes between the QD and the sensor can take place. This can
be indeed observed in Figure 6.6 (c) for dot gate voltage levels between 2127µV and 2418 µV. The line
trace shown in Figure 6.6 (c), taken at the position of the green dashed line in Figure 6.6 (b), shows
indeed several tunnelling events during the align stage. The small and unequal peak heights of the
tunnelling events are due to the limited bandwidth of the used setup, combined with different tunnel-in
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and tunnel-out times. The same measurement was repeated with a higher bandwidth (Figures 6.6 (d)
and 6.6 (f)). Although the peak heights of the tunnelling events are now higher, they are still unequal.
Further increase of the bandwidth was not possible, due to the low signal-to-noise ratio (SNR). The
effect of the limited bandwidth is described in detail in one of the next sections.
6.2.3 Hole tunnelling times measurements
Due to the limited setup bandwidth, the extraction of the hole tunnelling times cannot be achieved from
an experiment similar to that described in Figure 6.6. In order to circumvent the problem of the slow
rise time an experiment was devised in which the information of a tunnelling event was encoded in a
signal of a much longer duration than the rise time. A three-stage voltage pulse was now applied along
the lower part of the break in the Coulomb peak (black dashed line in Figure 6.7(a)) in order to load
(pink hexagon in Figure 6.7 (a)) and unload (pink triangle in Figure 6.7 (a)) a hole into/from the dot.
Again each stage of the pulse lasted for 500µs. The shape of the applied pulse is shown in the inset in
Figure 6.7 (b), with pink triangles labelling the position when a hole is unloaded from the QD and a pink
hexagon labelling the position when a hole is loaded into the dot.
A 30 kHz bandwidth single-shot reflection amplitude measurement of the sensor during the three-part
pulse is shown in Figure 6.7 (b). During the first stage of the applied voltage pulse, when a hole is
removed from the dot (pink triangle in Figure 6.7 (a)), the reflected signal is at its minimum. With the
second, negative voltage pulse stage, a hole is loaded into the dot (pink hexagon in Figure 6.7 (a)); the
reflected signal from the sensor reaches its maximum. Finally, the hole is again removed from the dot in
the last stage of the pulse and the reflected signal returns to its minimum. The green dashed (red solid)
line indicates the starting edge of the second (third) part of the pulse. 1000 such measurements were
performed and the delay times (t1 and t2) were extracted. A hole was considered to have tunnelled into
(out of) the QD if the reflected signal was higher (lower) than a certain threshold value of the reflection
amplitude.
The extracted times for measurement bandwidths of 30 kHz are shown in the histogram plots, in Figure
6.7 (c) for tunnelling into the dot and in Figure 6.7 (d) for tunnelling out of the dot. From the exponential
fit a tunnelling-in time of ≈6µs and a tunnelling-out time of ≈4µs was determined for thresholds equal
to 0 and −7.5× 10−5, respectively. Different thresholds are chosen in order to largely avoid false counts
coming from noise peaks surpassing the threshold value. It was set as high as possible for the tunnel-in
and as low as possible for the tunnel-out time. However, it was found that the tunnelling times depend
only slightly on the chosen threshold; they are always between 2-10µs.
It seems, at a fist glance, that with a low-pass filter bandwidth of 30 kHz we are only able to measure rise
times of ≈ 0.35/30 kHz =12µs (see Appendix C), hence faster tunnelling times should not be detected.
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Figure 6.6: (a) Scheme showing the alignment of the electrochemical potentials of the dot and the sensor for three
different conditions. In the left part a hole is loaded in the dot (L); in the middle the resonant tunnelling condition
is achieved by aligning the electrochemical potentials (A) and on the right side a hole is unloaded from the dot
(U). (b) Schematic showing the shape of the applied three-stage pulse. (c)-(d) Reflection amplitude of the sensor
versus the relative voltage applied to the dot gate ∆ in the align stage (A) and time t. The relative voltage ∆= 0
corresponds to the load voltage. Loading and unloading of the hole is labelled with a green rhombus and a green
star, respectively. The power of the RF signal on the lock-in output was -35 dBm, the low-pass filter bandwidth
20 kHz for (c), 50 kHz for (d) and VSD 80µV. (e)-(f) Single-shot reflectometry trace corresponding to the position of
the green dashed line in (c) and (d), respectively, where the condition for resonant tunnelling is met. In the second
stage of the pulse (500µs < t < 1000µs) several hole tunnelling events can be observed, indicated by black arrows.
However, the above described experiment allows us to circumvent the bandwidth limitation. In Section
6.2.4 it will be shown that the small bandwidth leads just to a shift of the histogram. Since the tunnelling
49
V  (dot) (mV)
G
V
 (
s
e
n
s
o
r)
 (
m
V
)
G
-3
x10
6.0
5.8
5.6
5.4
2144 2146 2148
2134
2138
2142
2146
Reﬂection (A.U.)
a)
-4
x10
400 800 1200
0.5
0
-0.5
-1
t (μs)
t
1
t
2
R
e
ﬂ
e
c
ti
o
n
 (
A
.U
.)
V
p
u
ls
e
 (
d
o
t)
U
L 
U
b)
N
u
m
b
e
r 
o
f 
e
v
e
n
ts
20
40
60
80
t  (μs)
in
0
0
bandwidth = 30kHz
threshold = 0
t  ≈ 6μs
in
10 20 30 40 50
c)
10 20 30 40 50
20
40
60
80
t  (μs)
out
N
u
m
b
e
r 
o
f 
e
v
e
n
ts
0
0
bandwidth = 30kHz
-5
threshold = -7.5x10
t  ≈ 4μs
out
d)
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histograms are attributed to the Gaussian noise distribution.
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times are extracted from the exponential fit, they are not influenced by such a shift.
Tunnelling time measurements for different bandwidths, loading levels and Coulomb peak bre-
aks
The same measurement and analysis were repeated for higher bandwidths, along the same Coulomb
peak break (Figure 6.7 (a)). Figures 6.8 (a)-(c) show the comparison of the reflection amplitudes for
bandwidths of 30 kHz, 50 kHz and 100 kHz, respectively. Similarly, figures 6.9 (a)-(b), (c)-(d) and (e)-(f)
show the comparison of tunnelling-in and tunnelling-out times for bandwidths of 30 kHz, 50 kHz and
100 kHz, respectively. The extracted tunnelling in and out times (see Figure 6.9 insets) for bandwidths
of 50 kHz and 100 kHz are in the same range as those extracted for the bandwidth of 30 kHz. Compa-
ring Figures 6.8(a)-(c), one can see that the measurements taken with higher bandwidths have lower
SNR, as expected. That is the reason why we performed more measurements of this type with lower
bandwidths, since it gives cleaner measurements and the only consequence is that the histograms are
shifted on the x-axis, but this is not influencing the exponential fit.
Furthermore, we repeated similar measurements for two additional levels, +1 mV and +2 mV relative to
the loading level of Figure 6.9 (see Figure 6.10). Different loading levels could influence the tunnelling
times, since the difference between the two electrochemical potentials (one of the QD and one of the
SHT) is varied. The measurements were taken at the same Coulomb peak break as the previous
measurements, with 30 kHz bandwidth. The histograms are shown in Figure 6.11 and the extracted
tunnelling times are given as an inset in each graph. Once more, we see no difference within the
experimental error. However, additional experiments should be performed before concluding whether
the loading depth influences the tunnelling times.
Finally, in order to check if there is a back-action mechanism involved when loading and unloading the
QD, the same experiment was repeated once more, but this time along the upper part of the Coulomb
peak break (see Figure 6.3 (b)), where the SHT is off during the tunnelling event. The extracted tun-
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Figure 6.9: Histograms of the delay times for loading and unloading the dot for (a)-(b) 30 kHz bandwidth; (c)-(d)
50 kHz bandwidth; (e)-(f) 100 kHz bandwidth, respectively.
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Figure 6.11: Histograms of the delay times for loading ((a) and (c)) and unloading ((b) and (d)) the dot for the
additional different loading levels. The extracted tunnelling times are given as an inset in each graph. The bandwidth
of the measurements was 50 kHz.
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Figure 6.12: Histograms of the delay times for loading (a) and unloading (b) the dot, taken at the upper part of the
Coulomb peak break (see Figure 6.3 (b)), taken with a bandwidth of 50 kHz. The extracted tunnelling times are
given as an inset in each graph.
nelling in and out times are still in line with the ones from the other measurements (see inset of Figure
6.12).
In conclusion, the demonstrated charge sensing in Ge HWs based on a capacitive and tunnel coupling
mechanism, together with the implemented RF reflectometry readout enabled the detection of single-
hole tunnelling events. The extracted short hole tunnelling times of a few microseconds allowed more
advanced spin readout experiments, which will be presented in the next chapter.
6.2.4 Demonstration of the validity of the performed experiment
Effect of the finite rise time of the low pass filter on the extracted tunnelling times
We made a simple simulation of our experiment in order to explain the possibility to measure tunnel
events on a microsecond time scale even if the low pass filter rise time is several times longer. The
setup of the simulated experiment is shown in Figure 6.13.
A square waveform 1 (see Figure 6.13) with the amplitude of 0.2 mV was generated and sent out from
the 1st channel of the AWG; it corresponds to the pulse applied in order to load a hole inside the QD.
A similar square waveform 2 (see Figure 6.13) was generated from the second channel of the AWG,
with delay times of 5µs and 7µs and is used to simulate the response of the sensor after a hole has
tunnelled into the QD. This second waveform was fed to the IF port of an RF mixer. A sinusoidal carrier
signal of 100 MHz was generated from the UHFLI out 1 port and fed to the LO port of the mixer in
order to imitate the reflectometry signal. The result of the multiplication of these two signals, was fed to
the UHFLI input 2 from the mixer RF port and measured with its scope (see Figure 6.13). The scope
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INPUT 1 INPUT 2 OUTPUT 1 CH 1 CH 2
 IF port
 LO port
 RF port
 RF mixer
Square 
waveform 1
Sine carrier signal, 
f = 100 MHz
Modulated signal
 UHFLI  AWG5014C
Square 
waveform 2
Figure 6.13: Schematic showing the setup of the simulated experiment
sampling rate was set to 900 MHz. To observe the influence of the UHFLI demodulator, the signal was
fed through it with a low pass filter of 20 kHz (4th order) (Figure 6.14 (c) for the delay time of of 5µs
and Figure 6.14 (d) for the delay time of of 7µs), as it was the case in the tunnelling times experiments.
The threshold for the ’tunnel time measurement’ for this simulation was set to 100 mV, a value where
the demodulated signal has already started to increase. Comparing Figures 6.14 (c) and (d), we can
see that an additional delay of 15µs , originating from the slow rise time, is added for both 5µs and 7µs
tunnel event equally, proving that the filter behaviour is constant and simply adds a constant offset in
the measurement. However, due to the fact that the pulse duration, marked as L, in the tunnelling time
experiments described in the previous section, is more than 30 times the rise time, all tunnelling events
are observed. The amplitudes of all measurement simulations shown here are 5-6 orders of magnitude
higher than in the real experiment, because the frequency mixer (Mini Circuits ZX05-1L+) used in the
simulations operates properly only for certain input voltage ranges.
We have repeated the same simulation for 30 kHz, 50 kHz and 100 kHz low pass filter bandwidths
and the final difference between the two signals simulating the tunnelling events was always 2µs (see
Figures 6.15, 6.16), as it would be for an infinite bandwidth setup.
Summarizing, the low-pass filter bandwidth does not influence our measurement, since we measure
only the relative delay. The consequence of measuring with a smaller bandwidth is just a shift of the
whole histogram on the x-axis (Figure 6.9). The shift of the fitted histograms is inversely proportional to
the low-pass filter bandwidth: the higher the bandwidth, the closer to zero time is the histogram. The
histograms shift to smaller delay times for higher bandwidth but the extracted tunnelling times are the
same.
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Figure 6.14: Measurements of the simulated experiment proving the validity of our experimental approach. (a) In
blue the square waveform corresponding to the pulse for loading a hole is shown (square waveform 1 in Figure
6.13). The beginning of the pulse is denoted with the red vertical line. The second square waveform (square
waveform 2 in Figure 6.13), multiplied with a 100 MHz sinusoidal signal, simulating the tunnelling event is shown in
green. The high level of this second waveform is delayed for 5µs (denoted with the black vertical line) simulating
the time it takes for a hole to tunnel into the QD after the waveform 1 (shown in blue) has been applied. (b) Similar
to (a) but here, the second waveform is delayed for 7µs. In the inset a zoom-in of the ’reflectometry carrier signal’ of
100 MHz modulated with the square waveform, is shown. (c) - (d) Demodulated signal measured after the low pass
filter of 20 kHz (4th order), simulating tunnel events which take place after delay times of 5µs and 7µs, respectively.
Red vertical lines denote the beginning of the square waveform 1 (blue) and the vertical dashed orange lines the
time when the demodulated signal (green) has passed the chosen threshold. The simulation reveals that the slow
rise time adds and additional delay time of 15µs for both tunnel events.
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Figure 6.15: Simulated total delay times (tunnelling time + rise time of the low pass filter) for (a)-(b) 30 kHz, (c)-(d)
50 kHz and (e)-(f) 100 kHz bandwidths, for two tunnelling events, 5µs (left column) and 7µs (right column). The
square waveform corresponding to the pulse for loading/unloading the hole is shown in blue and the demodulated
signal simulating the tunnel events is shown in green. The difference between the two signals simulating the
tunnelling events of 5µs and 7µs is always 2µs.
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Figure 6.16: (a)-(b) Summary of the results of the simulated experiment for bandwidths of 30 kHz and 100 kHz,
respectively. The blue solid line represents the applied pulse for loading/unloading the hole, the green and red solid
lines demodulated signal simulating the tunnelling events and the green and red dashed lines on (b) represent
the case when the tunnelling event would take place if the bandwidth would have been infinite. In the insets the
constant difference between the two simulated tunnelling events is shown.
Effect of the small bandwidth on the peak heights
While measuring with lower bandwidths does not affect the extraction of the tunnelling times, it does limit
us in experiments such as those shown in Figure 6.6 (e) and Figure 6.6 (f). Due to the low bandwidth,
peaks in Figure 6.6 (e), (f) are not always reaching the maximum reflected amplitude and have unequal
heights. In order to elucidate this we made another simple simulation of our experiment. The setup is
basically the same as shown in Figure 6.13.
A square waveform that simulates the reflectometry response of the sensor to a hole tunnelling event
was generated and sent out from the AWG (blue trace in Figure 6.17). It was measured with the UHFLI
scope. In order to achieve acceptable signal to noise ratio we needed to restrict the bandwidth, though
it should represent the ’infinite’ bandwidth case. The green trace in Figure 6.17 shows the response
of UHFLI’s demodulator to such a tunnel event, taken with a low pass filter bandwidth of 20 kHz (4th
order), like in our measurement. A reduction of the waveform 1 width (faster tunnelling event) results in
a decrease of the demodulated waveform amplitude once the width gets shorter than the rise time of
the demodulated waveform. The faster a tunnelling event the smaller the peak.
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7 Single-shot readout of hole spins in Ge
For spin readout measurements, the same type of device and reflectometry-based readout setup descri-
bed in Chapter 6 is used (Figure 6.2). The difference is that here the fast gate and the input reflectometry
lines were attenuated by 27 dB and 42 dB, respectively, and that the matching circuit consisted of an
820 nH inductor and a varactor which was biased with 3 V. The PCB details and manufacturer numbers
are given in Appendix B, Table B.2.
In the presence of an external magnetic field, single-hole tunnelling events presented in Chapter 6
become spin selective. In order to detect the spin selectivity, the Zeeman splitting, EZ = gµBB must be
larger than the width of the Fermi distribution of the SHT states.
C
VAR
V
SD
V (SHT)
G 
V (dot)
G 
V
PULSE
V
PULSE
Dir. coupler
Figure 7.1: Device and setup scheme for the spin readout experiment
7.1 Spin readout sequence
For the spin readout measurement we used the already well established three-stage pulsing sequence
implemented by Elzerman et al. [79] to do spin-to-charge conversion. The spin-to-charge conversion
used here is based on the energy difference between the two spin states. For holes in Ge, the ground
state is occupied by a spin-down hole, and the excited state by a spin-up hole [81].
Parts of this Chapter are uploaded to arXiv.org
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Figure 7.2: Spin readout protocol. For easier understanding, in this chapter the electron convention is used in the
diagrams showing the alignment of electrochemical potentials. The upper (lower) panel shows the case when a
spin-down (up) is loaded.
Spin readout sequence for a QD coupled to the SHT
In a first stage (load), the hole electrochemical potentials of the QD for both spin-up (µ↑) and spin-down
(µ↓) are well below the charge sensor Fermi level (µSHT ): µ↑, µ↓ < µSHT . A hole with an unknown
spin will be loaded from the sensor into the dot (Figure 7.2, ’load’ column). The second stage is a read
stage. µ↑ and µ↓ are brought in a configuration where µ↑ is above and µ↓ below µSHT : µ↓ < µSHT < µ↑.
Depending on the spin of the loaded hole, one distinguishes between two cases, depicted in Figure 7.2,
’read’ column. When a spin-down hole is loaded, it stays in the QD since in the read stage µ↓ is below
µSHT . When a spin-up hole is loaded, it will tunnel to the SHT, because µ↑ > µSHT (labelled with
number 1 in Figure 7.2, lower panel). After that, the QD gets refilled with a spin-down hole (µ↓ < µSHT ,
Figure 7.2, number 2 in the lower panel). Finally, in the third empty stage, µ↑, µ↓ > µSHT ; the spin-down
hole will leave the QD and the new sequence can begin.
The above described spin readout sequence will work only if the energy spacing (∆E) in the SHT is
much smaller than EZ and comparable to kBT, because we need the sharp Fermi distribution in the
SHT [76]. In other words, the density of states in the SHT should be continuous on the energy scale set
by EZ . This can be achieved my making the gap between the source and the drain electrodes of the
SHT large enough. In our experiments we have neither observed the existence of excited states in the
SHT nor asymmetric spin signature which would be characteristic for an SHT with discrete states [82].
Therefore, we have concluded that our SHT fulfills these requirements.
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Figure 7.3: (a) Zoom-in of a stability diagram obtained by sweeping the gate of the QD versus the gate of the
charge sensor, at a magnetic field of 1100 mT, where the pulsing sequence was applied. The load (empty) position
is labelled with the green star (diamond). (b) Schematics showing the electrochemical potentials of the QD and
the charge sensor during different stages of the pulsing sequence used for the single-shot spin readout. The
lower electrochemical potential corresponds to a spin-down state. For simplicity, the electron convention is used
in the diagrams showing the alignment of electrochemical potentials. (c) Expected response of the SHT when the
sequence is applied along the upper part of the Coulomb peak break and a spin-up hole is loaded.
Expected charge sensor response
The experiments described in this Chapter are performed along the upper part of the charge sensor’s
Coulomb peak break (see Figure 7.3 (a), green dashed line). Again the diagonal pulsing is applied,
as described in Section 6.2.1. A hole is loaded in the dot with applying a negative voltage pulse to
the QD gate. Our charge sensor is therefore calibrated in such a way that when the QD is loaded,
the reflected amplitude (RA) shows its minimum, when it is emptied, maximum. The spin readout
protocol and expected charge sensor response for our device are schematically depicted in Figures
7.3 (b) and (c), respectively. We start the pulsing sequence by positioning ourselves on the upper
part of a Coulomb peak (green star in Figure 7.3 (a). This corresponds to the empty status of the
QD and it is a reference point for the applied voltage pulses. The SHT shows maximum RA. With a
negative voltage pulse applied on the QD gate (typically few mV), a hole is loaded in the QD (green
diamond in Figure 7.3 (a)). The electrochemical potentials are brought in the read configuration by the
second stage voltage pulse, less negative than the one used for emptying the QD. The procedure how
to determine the correct amplitude to bring the electrochemical potentials in the desired configuration
(µ↓ < µSHT < µ↑) is described in paragraph 7.1.1. In case a spin-down hole is loaded, the SHT RA
stays at its minimum during the read stage. However, when a spin-up hole is loaded it can tunnel out of
the QD. As a consequence the SHT RA obtains its maximum value until it switches back to the minimum
value when the QD gets refilled with a spin-down hole. In the last stage the QD is emptied: both µ↓ and
µ↑ are brought above µSHT and the SHT again shows the maximum RA. The amplitude of the applied
pulse on the QD gate is zero at the reference point (position of the green star in Figure 7.3 (a)).
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7.1.1 Spin signature and calibration of the read level
For determining the correct position of the read level for which spin dependent tunnelling is occurring, a
similar three-stage sequence was applied (Figure 7.4 (a)), with the difference that the amplitude of the
read stage was varied. The position of the reference point (Vpulse = 0 mV in Figure 7.4 (a)) for voltage
pulses is still at the position of the green star (Figure 7.3 (a)). This experiment is equivalent to the
one for observing single-hole tunnelling events, described in Section 6.2.2, only now a magnetic field is
applied.
From a single-shot read level calibration measurement (Figure 7.4 (b)) different RA responses of the
SHT are shown depending on the position of the read level. When the read level is set too low (Figure
7.4 (d), no hole can leave the QD during the read stage. This is the case when µ↑, µ↓ < µSHT ,
equivalent to the load stage. The amplitude of the voltage pulse applied to the QD gate for this case
is labelled with the red vertical line in Figure 7.4 (b). The SHT shows minimum RA in the read stage.
When the read level is set too high (Figure 7.4 (h)), the configuration of electrochemical potentials is
equivalent to the empty stage (µ↑, µ↓ > µSHT ) and the hole will always tunnel out during the read stage.
The SHT shows maximum RA in the read stage. The applied voltage pulse on the QD gate is close to
0 mV (blue vertical line in Figure 7.4 (b)). The SHT response for the correct position of the read level
(µ↓ < µSHT < µ↑) is shown in Figures 7.4 (e) and (f). The amplitude of the voltage pulse applied to the
QD gate is labelled with the green vertical line in Figure 7.4 (b). Figure 7.4 (e) shows the case when
the spin-up was loaded and in the SHT response we see a peak. Figure 7.4 (f) shows the case when
the spin-down was loaded and the SHT shows minimum RA in the read stage. One more configuration
of electrochemical potentials can be observed: the case when µ↓ ≈ µSHT . We observe a random
telegraph signal in the SHT RA in the read stage, showing the continuous exchange of holes between
the QD and the SHT (Figure 7.4 (g)). The amplitude of the voltage pulse applied to the QD gate for this
case is labelled with the yellow vertical line in Figure 7.4 (b).
Averaging about 200 of such single-shot measurements reveals the spin signature (Figure 7.4 (c)) as
a purple tail at the beginning of the read stage. One can choose the amplitude of the second stage
of the pulse anywhere in the range labelled with the double black line in Figure 7.4 (c). Of course, the
higher the magnetic field, the bigger the range one can choose, since the Zeeman splitting is larger.
Consequently, in higher magnetic fields one is much less sensitive in choosing the correct position of
the read level, as well as to the sometimes unavoidable drifts in the measurement.
The lowest out-of-plane magnetic field for this Coulomb peak break (shown in Figure 7.3, labelled
with A in the text), for which the spin signature was clearly observed was 500 mT. Due to the thermal
broadening one could not see it for lower magnetic fields, at the same Coulomb peak break. However,
if a QD confines different number of holes, their g-factor, and therefore the Zeeman splitting, can be
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Figure 7.4: Single-shot spin readout and calibration of the read level for the break A. (a) Three-stage pulsing
sequence. The duration of the load stage is 8µs and that of the read and empty stages 700µs. (b) Single-shot
measurement of the reflection amplitude as a function of the voltage applied to the QD gate during the read stage,
taken at the magnetic field B = 1100 mT, with a detection bandwidth of 200 kHz. The applied VSD was 130µs.
The load stage is hard to resolve, as its duration is much shorter than the duration of the read and empty stages.
(c) Reflection amplitude, averaged over 197 single-shot traces as a function of the voltage applied on the QD
gate during the read stage, taken at the magnetic field B = 1100 mT. The double black arrow indicates the region
where we see the spin signature. (d)-(h) Examples of single-shot traces; the schematics in the insets elucidate the
alignment of the electrochemical potentials at the positions indicated by vertical lines in (b). (d) The read level is
set too low: µ↑, µ↓ < µSHT , no hole can leave the QD during the read stage. (e) Correct position of the read level:
µ↓ < µSHT < µ↑. Single-shot trace for the case of loading a spin-up hole. (f) Correct position of the read level:
µ↓ < µSHT < µ↑. Single-shot trace for the case of loading a spin-down hole. (g) µ↓ ≈ µSHT . Random telegraph
signal showing the continuous exchange of holes between the QD and the SHT. (h) The read level is set too high:
µ↑, µ↓ > µSHT : the hole can always tunnel out during the read stage.
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Figure 7.5: (a)-(b) Stability diagrams taken for more positive QD gate voltages, where the QD confines less holes,
revealing neighbouring Coulomb peak breaks (B and C). (c) Reflection amplitude, averaged over 23 single-shot
traces as a function of the voltage applied on the QD gate during the read stage at the break B (shown in (a)). VSD
was 130µs. (d) Reflection amplitude, averaged over 23 single-shot traces as a function of the voltage applied on
the QD gate during the read stage at the break C (indicated in (b)). Applied VSD was 100µs. For this break the spin
signature is not observed. All measurements are taken at B = 700 mT and with a detection bandwidth of 100 kHz.
different [33], and the spin signature can be observed even for lower magnetic fields. This was the case
for another Coulomb peak break (break B, Figure 7.5 (a), (c)), which confines roughly 10-20 holes less
than at the position of break A. The spin signature can be observed already for 400 mT.
For a QD confining an even number of holes, no Zeeman splitting is taking place and thus the spin
signature cannot be observed. We measured a break C, next to the break B, and indeed could not see
the spin signature (Figure 7.5 (b), (d)).
In-plane magnetic field
The same type of measurement was repeated for the in-plane magnetic field, for the break A. The
spin signature was not observed up to 9 T, the maximum field we could apply. We attribute this to the
fact that for in-plane magnetic fields the hole g-factors (and therefore Zeeman splittings) can be rather
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Figure 7.6: (a) Three stage pulsing sequence for measuring the spin relaxation time. The duration of both the
read and the empty stage is 700µs and the duration of the load stage was varied from 10µs to 500µs. (b)
Exponential decay of the spin-up fractions versus the waiting time for B = 500 mT and B = 1100 mT, obtained by the
single-shot analysis. The values were extracted for a normalized threshold value equal to 0.70, where threshold = 1
corresponds to the average maximum SHT RA and threshold = 0 to the average minimum SHT RA.
small [33].
7.2 Relaxation time measurements
Once the correct position of the read level is determined, the sequence for the spin readout measure-
ment can be applied (Figure 7.6 (a)). In order to extract the hole spin relaxation time, the duration of
the first, load stage of the pulse, is varied, while the durations of the read and empty stages are kept
constant. The probability of observing a spin-up hole decreases exponentially with the waiting time. We
varied the waiting times from 10µs to 500µs. Shorter waiting times were not taken into account, since
the probability of loading a hole into the QD is not very high.
Single-shot analysis
Figure 7.6(b) shows the exponential decays of the spin-up fractions versus the waiting time for two
different out-of-plane magnetic fields, B = 500 mT and B = 1100 mT. The extracted hole spin relaxation
times for these fields are T1 of (86± 6)µs and (32± 2)µs, respectively.
The spin-up fractions were determined by analysing around 2000 single-shot traces. An example of a
single-shot trace is shown in Figure 7.7, for a loading time of 10µs and a magnetic field of 500 mT. At the
beginning the QD is in the empty stage and the SHT RA is at maximum. The beginning of the load stage
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Figure 7.7: Example of a single-shot trace for a loading time of 10 us and a magnetic field of 500 mT. Labels
indicating the beginning of the load stage (dashed orange line), the beginning of the read stage (from the the
vertical solid greed line), the analysis interval (grey double arrow) and the threshold (dot-dashed red line) are
shown. The detection time of a spin-up hole tunnelling event is labelled with the purple double arrow and the time
needed for a spin-down hole to tunnel back in the QD with the pink arrows.
is labelled with the vertical dashed orange line in Figure 7.7. The moment when the levels of the dot are
pulsed to the read stage is labelled with the vertical solid greed line in Figure 7.7. The spin is interpreted
as a spin-up if the SHT shows RA higher than the chosen threshold, within the analysis interval, which is
indicated with a horizontal dot-dashed red line in Figure 7.7. For the analysis we considered the interval
of 50µs (grey double arrow from the green solid to the green dashed line in Figure 7.7). The reason for
this choice was that for tunnelling times of about 10µs, the number of counts for spin-up tunnelling-out
events is less than 1% after 50µs.
The analysis was done for different normalized thresholds, where threshold = 1 corresponds to the
average maximum SHT RA and threshold = 0 to the average minimum SHT RA. The hole spin relaxation
times reported above were extracted for a threshold value equal to 0.70. The dependence of the result
on a chosen threshold is discussed in Section 7.3.
The measurements were repeated for different magnetic fields, both for breaks A and B. The results
are shown in Figure 7.8 (a). As expected, the spin relaxation rate T−11 increases when increasing the
magnetic field B. The magnetic field dependence of T−11 does not follow the B
5 curve which has been
shown for electrons in GaAs and Si [23, 77, 80]. Plotting the results in the log-log scale (Figure 7.8 (b))
reveals a B1.5 (break A) and a B1.4 (break B) dependence of the spin relaxation rate, which is deviating
from what theory predicted for Ge/Si core/shell nanowires [83]. The reason for this deviation is not
yet clear. However, in this rather small range of magnetic fields where the experiment was performed,
several functions could be in agreement with the data (see Figure 7.8 (c)). Therefore, values at higher
magnetic fields are needed to extract the correct magnetic field dependence, but for larger magnetic
fields the relaxation times become very short.
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Figure 7.8: (a) Magnetic field dependence of the hole spin relaxation rate T−11 for the break A (blue circles) and
break B (green triangles). (b) Log-log plot of the spin relaxation rate vs magnetic field for the break A (blue circles)
and break B (green triangles), together with the linear fits (break A: blue solid line, break B: green dashed line). The
extracted slope of 1.5±0.1 (1.4±0.3) for the break A (break B) breaks gives the spin relaxation rate dependence
on the magnetic field. (c) Spin relaxation rates versus magnetic field plotted together with a function aBn + c, for
different values of n, for the break A.
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Figure 7.9: (a) Average of around 2000 single-shot traces for a loading time of 20µs and a magnetic field of 700 mT.
The integrated RA is shown in light blue. The red dashed line indicates the position where the RA saturates and it
is taken as zero. (b) Magnetic field dependence of the hole spin relaxation rate T−11 for the single-shot (blue circles)
and the integrated average (red diamonds) analysis.
Averaged analysis
The spin relaxation time cannot be extracted only from a single-shot analysis but also from the average
value of the single-shot traces. In this way also the data with low SNR can be treated, and/or the results
of the single-shot analysis can be verified.
In this analysis, for each loading time we integrate the averaged charge sensor RA (light blue area
in Figure 7.9 (a)) during the read phase of around 2000 single-shot traces. The red dashed line in
Figure 7.9 (a) indicates the position where the RA saturates and it is taken as a zero. Since the RA
saturates, not the whole read interval was considered in the analysis. The integrated values follow as
well an exponential decay as the loading time is increasing and the obtained relaxation times are in
good agreement with those obtained from the single-shot analysis (Figure 7.9 (b)).
7.2.1 Deterministic loading of a spin-down state
One of the DiVincenzo criteria is to be able to deterministically initialize the quantum state. It is shown
below that it is possible to deterministically load the spin-down state for an arbitrary magnetic field,
and read it out accordingly. If already during the load stage the electrochemical potentials are in the
configuration that µ↓ < µSHT < µ↑, only the spin-down hole can be loaded. In order to prove that, a new
pulsing sequence is applied. It consists of four stages, load, plunge, read and empty. The schematic
of the sequence is shown in Figure 7.10 (a). This time, the amplitude of the load stage is varied. We
start with the pulse amplitude equal to the reference point (0 mV), corresponding to the case when
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Figure 7.10: (a) Four stage pulsing sequence for proving the deterministic loading of the spin-down state. The
duration of the load and the plunge stages is 10µs and the duration of the read and the empty stages is 700µs.
(b) Diagrams showing the alignment of electrochemical potentials in the sequence for deterministic loading of the
spin-down state. Again, the electron convention is used.
µ↑, µ↓ > µSHT . No hole can be loaded to the QD. As we start to apply a more negative pulse, the
electrochemical potentials of the QD approach the condition when µ↓ = µSHT . A hole with a spin-down
will be thus deterministically loaded. With more negative load stage amplitudes, again both spin-up or
a spin-down hole can be loaded (µ↑, µ↓ < µSHT ). This is schematically shown in Figure 7.10 (b), first
column. As before, the spin state is read out in the read stage, and finally the QD is emptied with the
last stage. The additional, plunge stage, is added in order to load a hole before the read stage, if a
hole has not been loaded during the load stage (cases when µ↑, µ↓ > µSHT . This ensures the unique
interpretation of the SHT RA.
It is important that the duration of the load and the plunge stages is shorter than the hole spin relaxation
time, but still long enough that a hole can tunnel. We decided to set the duration of the load and the
plunge stages to 10µs. It is not an ideal compromise since the hole tunnelling times are comparable
with the duration of the stages, which might thus result in unsuccessful loading.
Zeeman splitting measurement
The voltage range for which only the spin-down state is loaded corresponds to the Zeeman split-
ting:
EZ = gµBB. (7.1)
Figure 7.11 (a) shows a zoom-in into the beginning of the read stage of a four-stage pulse sequence,
for a magnetic field of 500 mT, a value where the qubit would actually operate. We indeed see that for
70
V  (dot) (mV)
pulse
-4 -3 -2 -1 0
t 
(μ
s
)
20
40
60
80
100
Reﬂection (A.U.)
-5
x10
238.0
238.6
239.2
239.8
R
e
ﬂ
e
c
ti
o
n
 (
A
.U
.)
-5
x10
240
239
238
V  (dot) (mV)
pulse
-4 -3 -2 -1 0
a) b)
B = 500mT
ΔV↓
Figure 7.11: (a) Zoom into the first 80µs of the read stage of a four-stage pulse sequence, for a magnetic field
of 500 mT. The duration of the load and plunge stages was 10µs, while that of the read and empty 700µs. (b)
Horizontal line cut along the solid green line in b), after smoothing the data with a Savitzky-Golay filter. For the
voltage range for which just a spin-down hole can be loaded (∆V↓), the RA shows a minimum during the read
stage (black double arrow).
a certain voltage range, the SHT always shows the minimum RA, due to the fact that a spin-down hole
has been deterministically loaded. From the horizontal line cut at the beginning of the read stage we
can extract this voltage range. In order to smooth the noisy data, we used a Savitzky-Golay filter (third
order polynomial, for a window size =7).
Determining the lever arm
In order to obtain the Zeeman splitting, the voltage range ∆V↓ for which we load only the spin the down
state has to be multiplied with the lever arm α:
Ez = α∆V↓. (7.2)
When the value of the g-factor is known, it is easy to calculate the lever arm from relations 7.2 and 7.1.
However, the hole g-factor is highly anisotropic and it greatly depends on the number of confined holes.
The usual method of extracting the lever arm from a bias spectroscopy measurement can’t be applied
here, since our QD has no source and drain electrodes.
In similar systems [23, 82] the lever arm was extracted by mapping the occupation probability in the
reservoir. In this method the SHT current is measured along a Coulomb peak break (black dashed line
in Figure 7.12 (b)), for different bath temperatures Tbath. Due to the Fermi distribution of the states in the
SHT, this transition is not a step function. The reason is the smearing out of the Fermi distribution at finite
71
temperatures, as some holes begin to be thermally excited to energy levels above the electrochemical
potential. The width of the transition is proportional to the width of the Fermi distribution of the hole
states in the SHT (7.12 (c)). The measured current can be fit to the function
< ISHT >=
a
1 + exp
(
eVeff−b
c
) + d, (7.3)
where Veff is the voltage of the applied diagonal pulse (Veff =
√
∆V 2G(dot) + ∆V
2
G(sensor)) and a,b,c
and d are fitting parameters. The fitting parameter c has units of energy and it is equal to
c = αTbathkB , (7.4)
where kB is Boltzmann constant, Tbath is the bath temperature of the dilution refrigerator and α is the
lever arm. Repeating this fit for different bath temperatures gives the c/kB dependence on Tbath/α. α
can therefore be extracted from the slope of a linear fit, for temperature values where the bath tempera-
ture determines the hole temperature. For bath temperatures lower than the effective hole temperature
the c/kB values saturate.
We have tried to extract the lever arm with this method. At different temperatures we slowly moved along
the Coulomb peak break (see Figure 7.12 (a), (b)), integrating the current value at each voltage step
for 200 ms (several orders of magnitude longer than the hole tunnelling time). This experiment actually
corresponds to the one described in Section 6.2.3, with the difference that here we were unloading
a hole (the QD gate voltage was increasing). Despite the rather long averaging, the measurements
were very noisy for higher temperatures, making the fit very challenging. To overcome this, each line
trace was smoothed with the Savitzky-Golay filter (first order polynomial, for a window size =3) (see
Figure 7.12 (c)). The filtering caused additional broadening of lines, making the method unreliable.
Another problem we had is that the line traces look quite different when taken for slightly different Veff ,
giving unequal c/kB values for the same temperature. For one such set of line traces we plotted the
c/kB dependence on the Tbath/α (Figure 7.12 (d)). The values indeed saturate at lower temperatures
(allowing a rough estimation of the effective hole temperature), but the part which should show a linear
dependence has too large errors for a reliable fit.
7.3 Spin readout fidelities
To evaluate the qubit quality, it is important to estimate how accurate the spin readout mechanism is.
The probability that in each single response of the SHT the spin state is assigned correctly is called
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Figure 7.12: (a) Stability diagram taken at a temperature of 10 mK. (b) Stability diagram taken at a temperature of
785 mK. The black dashed line indicates where the line trace is taken. (c) Line traces after the smoothing filter was
applied, for temperatures of 10 mK (green) and 785 mK (blue) (d) c/kB dependence on the Tbath/α, for one set of
line traces. The linear fit is shown in green. The standard deviation much larger than the value of α.
the readout fidelity. The readout fidelity will depend on both spin-to-charge conversion and charge
readout fidelity. To estimate the former, we followed the procedure introduced by Elzerman et al. [79].
To estimate the latter, we followed the one introduced by Morello et al. [23]. Finally, for extracting the
total fidelity we combined both.
7.3.1 Spin-to-charge conversion fidelity
The accuracy of the single-shot spin-to-charge conversion analysis greatly depends on the chosen
threshold (horizontal dot-dashed red line in Figure 7.7). We performed the analysis for break A, for dif-
ferent values of the normalized threshold. Threshold = 1 corresponds to the average maximum SHT RA
and threshold = 0 to the average minimum SHT RA, for certain magnetic field. There are two scenarios
which can lead to a wrong spin-to-charge conversion and, consequently, wrong spin readout:
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• The SHT RA signal exceeds the threshold even in the case of loading a spin-down hole
• The SHT RA signal stays below the threshold even in the case of loading a spin-up hole
The SHT signal exceeds the threshold even in the case of loading a spin-down hole
The probability that the SHT signal exceeds the threshold even if a spin-down hole was loaded is charac-
terized with the parameter α. Thermally activated tunnelling processes and electrical noise contribute
to it. α can be easily determined from the saturation value of the exponential fit of the spin-up fracti-
ons versus the waiting time. The probability of a wrong interpretation decreases with increasing the
threshold value. We can define a spin-to-charge conversion fidelity for a spin-down as 1-α.
The SHT signal stays below the threshold even in the case of loading a spin-up hole
A spin-up hole can relax before it tunnels out. In that case, the SHT signal stays below the threshold
even if a spin-up hole was loaded. The probability that this event happens is characterized with the
parameter β and :
β =
1
1 + T1Γ↑
, (7.5)
where Γ↑ is the spin-up tunnel rate. The spin-up tunnel rate Γ↑ can be calculated from the spin-up
decay rate, which is equal to (Γ↑+T−11 ). The spin-up decay rate is obtained from the fit to the histogram
representing the detection times of the spin-up hole. The detection time t↑(det) is the time from the
beginning of the read stage to the moment when the spin-up is detected (labelled with the purple
double arrow in Figure 7.7). The fit to the histogram of the detection times for a magnetic field of 500 mT
and the threshold = 0.70 is shown in Figure 7.14 (a). As a remark, both T−11 and t↑(det) are threshold
dependent. We can define a spin-to-charge conversion fidelity for a spin-up as 1-β.
The spin-to-charge conversion fidelity for the spin-down hole (1-α) is 0.833±0.005 while for the spin-
up hole (1-β) it is 0.907±0.007, giving a maximum spin-to-charge conversion visibility (1- α - β) of
0.740±0.009 for the normalized threshold of 0.7 (Figure 7.13 (a)).
In order to get a better understanding into the factors limiting the spin-to-charge conversion fidelities for
holes, the dependence of α and β on the magnetic field was investigated (Figure 7.13 (b)). While α
tends to decrease for larger magnetic fields, β shows the opposite behaviour. This leads to a maximum
total spin-to-charge conversion visibility of 0.81±0.01 at 700 mT (Figure 7.13 (c)). α implies mainly a
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failure of the spin-down hole to remain in the QD. The tunnel-out time of the spin-down state and thus 1-
α depends on the ratio of the magnetic field and the effective hole temperature (EHT) [77]. One solution
for increasing 1-α is to increase the magnetic field. However, larger magnetic fields imply short spin
relaxation times and large qubit operation frequencies. The optimal solution is to keep the magnetic
field at low values and decrease the effective hole temperature. Since the reported experiment was
performed at an EET of about 300-400 mK (Figure 7.12 (d)), fidelities 1-α higher than 0.95 should be
feasible at magnetic fields of about 200 mT for an EHT of 100 mK.
We now turn our attention to β. As Γ↑ is rather insensitive to the magnetic field (Figure 7.13 (d)) ,
the increase of β originates from the drastically reduced spin relaxation times. Taking into account the
predicted B3/2 dependence of the spin relaxation rate, relaxation times exceeding 0.3 ms should be
feasible at 200 mT. This is in line with the values reported for core-shell wires at low magnetic fields [30].
Such longer spin relaxation times will allow 1-β to exceed 0.95. From the above discussion it becomes
clear that the main difference of hole spins compared to electron spins lays in β. While α for electron
spins is as well limited by the magnetic field value [77], this is not the case for β. For electron spins the
spin relaxation time is in the order of seconds even at fields exceeding 1 T [23,77], which in combination
with the short tunnelling times makes β rather insensitive to the value of the magnetic field.
7.3.2 Charge readout fidelity
After the spin-to-charge conversion process, the charge is read out with the SHT. If the measurement
bandwidth is too low, the resulting RA square response (Figure 7.3 (b)) cannot be detected (see Figure
6.17), leading to the wrong interpretation of a spin state. This can be quantified with the fidelity of the
charge readout mechanism, which we estimated following the method introduced by Morello et al [23].
In essence, we performed a simulation which resulted in a bimodal distribution of the RA peaks. This
bimodal distribution was then compared to the experimental data and it allowed the extraction of the
spin-up and spin-down charge readout fidelity as will be seen below. This simulation was performed by
J. Milem, a first year student of the group.
The model consisted of the following steps:
(i) Randomly assign a spin state
If the spin is in the excited state (spin-up), generate a pulse with a height which corresponds to
the experimental RA. Its width was determined by the experimentally extracted tunneling times:
the tunnelling-out time of a spin-up hole (t↑,out) and the tunnelling-in time of a spin-down hole
(t↓,in) [23]. The former can be extracted from the fit to the histogram (Figure 7.14 (a)) representing
the detection times of the spin-up hole (t↑(det) in Figure 7.7), where t↑(det) is equal to 1/Γ↑ +
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Figure 7.13: (a) Spin-to-charge conversion fidelity: Dependence of α, 1-β and the visibility on the normalized
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Figure 7.14: (a) Histogram and exponential fit of the detection times for spin-up holes. (b) Histogram and exponen-
tial fit of the tunnelling-in times for spin-down holes.
T−11 ). The exponential fit gives a decay rate t↑(det)
−1 equal to (0.125±0.007)µs−1, which gives
us finally Γ↑,out = (0.113±0.007)µs−1. Γ↓,in is extracted from the fit to the histogram (Figure 7.14
(b)) representing the peak widths (t↓(det) in Figure 7.7): Γ↓,in = (0.125±0.005)µs−1. All values
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are extracted for the normalized threshold = 0.70.
After the pulse was generated, Gaussian noise was added to this trace with the noise amplitude
being a free parameter.
If the spin is in the ground state (spin-down), no pulse is generated; only Gaussian noise is added
to the trace.
(ii) Application of a numerical filter of 4th order to the above trace.
(iii) Extraction of the peak value of the reflection amplitude. This value was then added to an array
which was corresponding either to a spin-down or spin-up state.
(iv) Steps (i)-(iii) were repeated for 100000 times.
(v) From each array a histogram was created. Before a weighting function for each of the two arrays
was generated in order to normalize the data (for each array the total probability should be one).
(vi) An optimal Gaussian function was found for each of the two calculated histograms, giving the
spin-up (N↑) and the spin-down probabilities (N↓).
In order to be able to compare the two simulated Gaussian functions with the experimental data, a
histogram of the experimental reflection amplitude peak values was plotted. Also here the data were
normalized. Two optimized Gaussian functions were fitted to the bimodal experimental distribution.
Those were then compared to the two Gaussian functions obtained from the model (Figure 7.15 (a)).
The charge readout fidelities as a function of the threshold value shown in Figure 7.15 (b) can be
extracted from
F↓ = 1−
∫ inf
threshold
N↓(RA)dRA
F↑ = 1−
∫ threshold
− inf
N↑(RA)dRA,
(7.6)
where F↓ is the charge readout fidelity for a spin-down state and F↑ is a charge readout fidelity for a
spin-up state. The fidelity of each spin state is limited by the total number of counts which have leaked
into the opposite spin Gaussian distribution.
Ultimately, the total readout fidelity is given by
F↓tot = (1− α)F↓
F↑tot = (1− β)F↑,
(7.7)
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for a spin-down and a spin-up state, respectively.
The maximal visibility of F↓tot+F↑tot−1 = 0.691±0.008 is obtained for a threshold of 0.70, giving measu-
rement fidelities for spin-down of 0.801±0.005 and 0.889±0.007 for a spin-up state (Figure 7.16).
For the same threshold, the charge readout visibility F↓ + F↑ − 1 (Figure 7.15 (b)) is equal to 0.942.
This result indicates that the limitation in our experiments comes from the spin-to-charge conversion,
and not from the charge readout. There are two main processes which can limit the fidelity of the
spin-to-charge conversion: i) the excited spin state relaxes before tunnelling out and ii) the ground spin
state tunnels out of the QD due to thermal broadening of the Fermi distribution in the SHT. Compared
to the experiments reported for electrons in Si the first process is clearly more pronounced for the hole
spins as the ratio between T1 and t↑,out is significantly lower. In addition, as has been shown before, as
the effective hole temperature in the experiment was relatively high the second limitation can be easily
improved by improving the filtering in the dilution refrigerator.
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7.3.3 Peculiarities in the experiment
During the read stage in the spin readout protocol, the RA square signal (see Figure 7.3 (c)) correspon-
ding to the initially loaded spin-up hole should appear only once. When the spin-up hole gets replaced
with the spin-down hole (see Figure 7.2), the SHT should always show minimum RA. However, someti-
mes we see additional signals, which are referred here as multi-blips, shown also in other works [84].
Further tunnel events may occur due to the finite temperature, although we are not sure that this is
the only mechanism responsible for the multi-blips. Figure 7.17 shows multi-blips in the read stage at
B = 500 mT.
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Figure 7.17: Example of multi-blip events occurring in the read stage.
The existence of multi-blips can affect the data analysis. Therefore, it is important to choose the right
duration of the read interval for the analysis. Figure 7.18 shows how T1 and parameter α change when
the read interval is too long. It can be seen that multi-blips do not affect much the extracted relaxation
time (Figure 7.18 (a)). In our main data analysis we already took care of that by taking the read interval
such that majority of the tunnel-out events had happened (50µs). However, parameter α is strongly
affected, as can be seen in Figure 7.18 (b). In addition, for long read intervals, α decreases with
magnetic field. This indicates that the temperature broadening of the SHT levels influences multi-blips,
as for higher magnetic fields the spin-up and down states in the QD are further apart and thus less
influenced by thermal broadening.
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8 Conclusion and outlook
During this Thesis we established a reproducible recipe for fabricating SHTs both for dome islands and
hut wires. We used the fact that hut wires grow in only two crystallographic orientations, perpendicular
to each other, in order to create a device out of a T-like structure. A QD formed in one HW can act as
a spin qubit and it can be tuned with a gate electrode. Out of the second HW we fabricated a complete
SHT. Such a structure allowed the realization of a charge sensor, which was electrostatically and tunnel
coupled to the QD, with a charge transfer signal as high as 0.3 e. Such charge transfer signals were
thus observable even at 1.5 K.
Since our initial goal was to extract the hole spin relaxation time, we wanted to verify that we are able
to do so with our device and setup. Due to the strong spin-orbit coupling in Ge, which in general leads
to shorter relaxation times, we integrated the charge sensor into a radio-frequency reflectometry setup.
We were able to perform single-shot reflectometry measurements and observe single-hole tunnelling
events. We extracted the hole tunnelling times, which were found to be shorter than 10µs. This result
paved the way towards spin readout measurements, since we had all necessary ingredients: charge
sensing, high bandwidth setup and short enough tunnelling times.
Afterwards we demonstrated for the first time single-shot spin readout measurements for holes. We
extracted hole spin relaxation times of about 90µs at 500 mT, with a readout visibility of 70%.
As expected, the observed the spin relaxation rate increased with increasing magnetic field. However,
the magnetic field dependence differed from the one observed for electrons in GaAs and Si. The
strain in the valence band leads to a hole-phonon Hamiltonian which depends both on the spin and
the phonons, responsible for the spin relaxation. This is different from the conduction band where the
electron-phonon interaction does not depend on the spin.
The results reported in this thesis constitute a first important step towards the realization of more com-
plex qubit devices in Ge hole QDs.
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Future work
The measurements on the Ge HWs devices presented in this thesis were first demonstrations of relaxa-
tion experiments in such systems. That means that many things can be further optimized and studied in
more detail. Besides that, we are still lacking the recipe for electrically cleaner devices. Such would al-
low, for instance, systematic investigations of how the relaxation time varies with the number of confined
holes.
To give a long-term outlook, I will turn back to DiVicenzo’s criteria. One of them is related to a readout
mechanism with high fidelity. We could obtain higher hole spin readout fidelities by lowering the effective
hole temperature, since we still have room for improvement of our setup. A lower hole effective tempera-
ture would allow us to do the spin readout at lower magnetic fields, implying also longer T1. In addition,
for such fields qubit operations could be performed with frequencies, lower than 20 GHz.
There is still a long way to go to couple such qubits at a distance. However, operation of qubits at lower
magnetic fields would also allow coupling via superconducting resonators.
Finally, Ge hut wires are good candidates for realizing scalable architectures. They can be grown on
prepatterned substrates and first devices have already been measured in our group.
All ingredients for a scalable, reliable and fast qubit system are here, waiting to be implemented.
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A Fabrication details
A.1 Fabrication of SHTs out of dome islands
A.1.1 Random approach
Step Step description Relevant parameters
1 Spin coating Resist: S1815
Spinning time: 30 sec
Spinning speed: 4000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 20 min at 90◦C
2 Optical lithography for alignment
crosses and write field electro-
des
Exposure time: 30 sec
3 Development Chlorobenzene dip: 30 sec
Developer MF-319 dip: 60 sec
Stopper H2O dip: 60 sec
4 Metal deposition, lift-off and cut-
ting
Cr/Au (10/65) nm
Lift-off: 20 min acetone at 55◦C
Cutting the samples into 5 mm x 5 mm pieces
5a Spin coating
(First layer)
Resist: AR-P 679.02(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
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5b Spin coating
(Second layer)
Resist: AR-P 639.04(50K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
6 E-beam lithography for source
and drain electrodes
Acceleration voltage 20 kV
Beam current: ∼ 20 pA
7 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
8 Metal deposition and lift-off BOE dip: 10 sec
Pt or Pd 20 nm
Lift-off: 20 min acetone at 55◦C
9 SEM imaging Acceleration voltage: 5 kV
10 Drawing a design Software: KLayout or CleWin
11 Spin coating Resist: AR-P 679.04(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
12 E-beam lithography for source
and drain connections
Acceleration voltage 20 kV
Beam current: ∼ 60 pA
13 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
14 Metal deposition and lift-off Cr/Au (10/90) nm
Lift-off: 20 min acetone at 55◦C
15 Atomic layer deposition Chamber temperature: 130◦C
Precursor (TMAH) temperature: 90◦C
H2O pulse duration: 0.015 s
TMAH pulse duration: 0.015 s
Waiting time before pulses: 5 s
Number of cycles: 60
16 Spin coating Resist: AR-P 679.04(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
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17 E-beam lithography for gate
electrodes
Acceleration voltage 20 kV
Beam current: ∼ 20 pA
18 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
19 Metal deposition and lift-off Ti/Pt (3/20) nm
Lift-off: 20 min acetone at 55◦C
20 Spin coating Resist: AR-P 679.04(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
21 E-beam lithography for gate
electrodes connections
Acceleration voltage 20 kV
Beam current: ∼ 60 pA
22 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
23 Metal deposition and lift-off Cr/Au (10/90) nm
Lift-off: 20 min acetone at 55◦C
Table A.1: SHT fabrication steps and important parameters for the random approach. The first four steps are not
performed every time. Steps 20-23 can be avoided if there is a RIE step performed before the step 4.
A.1.2 Direct approach
Step Step description Relevant parameters
1 Spin coating Resist: AR-P 679.04(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
2 E-beam lithography for align-
ment markers
Acceleration voltage: 20 kV
Beam current: ∼0.4 nA
3 Metal deposition, lift-off and cut-
ting
Cr/Au (10/65) nm
Lift-off: 20 min acetone at 55◦C
Cutting the samples into 5 mm x 5 mm pieces
4 SEM imaging Acceleration voltage: 5 kV
5 Drawing a design Software: eLine Plus
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6a Spin coating
(First layer)
Resist: AR-P 679.02(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
6b Spin coating
(Second layer)
Resist: AR-P 639.04(50K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
7 E-beam lithography for source
and drain
Acceleration voltage 20 kV
Beam current (fine lines): ∼20 pA
Beam current (Bonding pads extensions):
∼1.5 nA
8 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
9 Metal deposition and lift-off BOE dip: 10 sec
Pt or Pd 20 nm
Lift-off: 20 min acetone at 55◦C
10 Atomic layer deposition Chamber temperature: 130◦C
Precursor (TMAH) temperature: 90◦C
H2O pulse duration: 0.015 s
TMAH pulse duration: 0.015 s
Waiting time before pulses: 5 s
Number of cycles: 60
11 Spin coating Resist: AR-P 679.04(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
12 E-beam lithography for gate
electrodes
Acceleration voltage 20 kV
Beam current (fine lines): ∼20 pA
Beam current (Bonding pads extensions):
∼1.5 nA
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13 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
14 Metal deposition and lift-off Ti/Pt (3/20) nm
Lift-off: 20 min acetone at 55◦C
Table A.2: SHT fabrication steps and important parameters for the direct approach. The first three steps are not
performed every time.
A.2 Fabrication of coupled dots out of HWs
Step Step description Relevant parameters
1 Spin coating Resist: AR-P 679.04(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
2 E-beam lithography for gate alig-
nment markers
Acceleration voltage: 20 kV
Beam current: ∼0.5 nA
3 Metal deposition, lift-off and cut-
ting
Cr/Au (10/65) nm
Lift-off: 20 min acetone at 55◦C
Cutting the samples into 5 mm x 5 mm pieces
4 SEM imaging Acceleration voltage: 5 kV
5 Drawing a design Software: eLine Plus
6a Spin coating
(First layer)
Resist: AR-P 679.02(950K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
6b Spin coating
(Second layer)
Resist: AR-P 639.04(50K)
Spinning time: 30 sec
Spinning speed: 6000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 180◦C
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7 E-beam lithography for source
and drain
Acceleration voltage 20 kV
Beam current (fine lines): ∼20 pA
Beam current (Bonding pads extensions):
∼1.5 nA
8 Development Developer AR-P 600-56 dip: 30 sec
Stopper IPA dip: 60 sec
9 Metal deposition and lift-off BOE dip: 10 sec
Pd/Al (10/28) nm
Lift-off: 20 min acetone at 55◦C
10 Spin coating Resist: AR-P 6200.09
Spinning time: 30 sec
Spinning speed: 4000 rpm
Acceleration speed: 2000 rpm/s
Baking time: 5 min at 150◦C
11 E-beam lithography for gate
electrodes
Acceleration voltage 20 kV
Beam current (fine lines): ∼20 pA
Beam current (Bonding pads extensions):
∼0.4 nA
12 Development Developer AR-P 600-549 dip: 60 sec
Stopper IPA dip: 30 sec
13 Atomic layer deposition Chamber temperature: 130◦C
Precursor (TMAH) temperature: 90◦C
H2O pulse duration: 0.045 s Waiting time
before pulses: 10 s
TMAH pulse duration: 0.015 s
Waiting time before pulses: 5 s
Number of cycles: 60
14 Metal deposition and lift-off Ti/Pd (10/15) nm
Lift-off: 20 min acetone at 55◦C
Table A.3: Charge sensing in hut wires fabrication steps. The first three steps are not performed every time.
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B Electrical circuit components
B.1 Tunnelling times
This experiment was carried out in a CF-CS81-1400-MAG dilution refrigerator from Leiden Cryogenics.
We used a CITLF3 cryogenic amplifier, a ZX60-P103LN+ room temperature amplifier and a DBTC-7-
152LX+ directional coupler.
The PCB components are given in Table B.1.
B.2 Relaxation times
This experiment was carried out in a LD-250 EO dilution refrigerator from BlueFors Cryogenics. We
used a CITLF2 cryogenic amplifier, a ZX60-33LN-S+ room temperature amplifier and a ZX30-9-4-S+
directional coupler.
The PCB components are given in Table B.2.
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Stand-alone DC lines Reflectometry lines Fast gate lines
RC filter R = 10 kΩ
(PNM0603E1002BST5)
C = 10 nF
(C0805X103J5GACAUTO)
- -
Bias tee - R = 10 kΩ
(PNM0603E1002BST5)
C = 10 nF
(C0805X103J5GACAUTO)
R = 1.8 MΩ
(MMU01020C1804FB300)
C = 10 nF
(C0805X103J5GACAUTO)
LC tank
circuit
- L1 = 820 nH
(LQW2UASR82J00L)
L2 = 1200 nH
(LQW2UAS1R2J00L)
L3 = 2200 nH
(LQW2UAS2R2J00L)
L4 = 4700 nH
(LQW2UAS4R7J00L)
C: parasitic capacitance
-
Table B.1: Elements on the PCB board used in the tunnelling time experiment. The manufacturer numbers are
given in brackets.
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Stand-alone DC lines Reflectometry lines Fast gate lines
RC filter R = 10 kΩ
(MMU01020C1002FB300)
C = 10 nF
(C0805X103J5GACAUTO)
- -
Bias tee - R = 10 kΩ
(MMU01020C1002FB300)
C = 10 nF
(C0805X103J5GACAUTO)
R = 1.8 MΩ
(MMU01020C1804FB300)
C = 10 nF
(C0805X103J5GACAUTO)
LC tank
circuit
- L1 = 220 nH
(1206CS-221XJLB)
L2 = 470 nH
(1206CS-471XJLB )
L3 = 820 nH
(1206CS-821XJLB )
L4 = 1200 nH
(1206CS-122XJLB )
4×C varactor
(MA46H070-1056)
-
Table B.2: Elements on the PCB board used in the relaxation time experiment. The manufacturer numbers are
given in brackets.
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C Rise time calculation
A simple calculating showing the connection between the rise time and the bandwidth for a simple
one-stage low-pass RC filter is presented.
The rise time is defined as the time required for a pulse to rise from 10 % to 90 % of its steady va-
lue:
V (t1) = 0.1V0, V (t2) = 0.9V0, (C.1)
where V0 is the amplitude of the input signal.
The response of an RC network is
V (t) = V0(1− e−t/RC). (C.2)
From
V (t)
V0
− 1 = −e−t/RC , (C.3)
ln(1− V (t)
V0
) = − t
RC
, (C.4)
we get
t = −RCln(1− V (t)
V0
). (C.5)
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In the next step we plug in the values for t1 and t2 from the equation C.1:
t1 = −RCln(1− 0.1) = −RCln(0.9) = −RC[ln(9)− ln(10)] = RC[ln(10)− ln(9)], (C.6)
t2 = −RCln(1− 0.9) = −RCln(0.1) = −RC[ln(1)− ln(10)] = RC[ln(10)− ln(1)] = RCln(10). (C.7)
For the rise time tr we get:
tr = t2 − t1 = RC[ln(10) + ln(9)− ln(10)] = RCln9 ≈ 2.2RC (C.8)
Noting that for the low-pass RC network the time constant RC is equal to
RC =
1
2πf
, (C.9)
the rise time is equal to
tr =
2.2
2πf
. (C.10)
Since the high frequency cut-off is equal to the bandwidth we finally get
tr ≈ 0.35
bandwidth
(C.11)
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D Software
D.1 Measurement scripts
The measurement scripts I used are based on QTLab (http://qtlab.sourceforge.net/), written in Python
2.7 and can be found on https://github.com/nanoelectronics-new/qtlab. Josip Kukucˇka edited most of
the scripts according to our equipment. I have merely adapted them while the experiment was progres-
sing.
D.2 Analysis scripts
The analysis scripts were as well written in Python 2.7. Here I will give parts of the code for the single-
shot analysis, measurement fidelity analysis and averaged analysis.
Single-shot analysis: relaxation time and parameter α
impor t numpy as np
impor t m a t p l o t l i b . pyp lo t as p l t
from sc ipy . op t im ize impor t c u r v e _ f i t , least_squares
%m a t p l o t l i b i n l i n e
impor t os
impor t win32api
path_500mT = ’K : \ \ Measurement \ \ Lada \ \ November17 \\20171112\\234417_ Break2 T1_meas 36 t races over 5000 200
kHz By=500mT −35dBm read −2.4mV #140\ \ ’
mat_500mT = np . l o a d t x t ( path_500mT + ’ averaged over 2365 ’ ) # impor t i ng p rev ious l y averaged s ing le−shot
measurement
num_samples_500mT , num_rows_500mT = np . shape ( mat_500mT )
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dura t i on = 1500 #what i s d isp layed on the scope ; du ra t i on o f the recorded pa r t
step_500mT = f l o a t ( du ra t i on ) / num_samples_500mT
load ing_t ime = np . ar ray ( [ 2 , 4 , 6 , 8 , 10 , 12 , 15 , 20 , 25 , 30 , 35 , 40 , 45 , 50 , 55 , 60 , 65 , 70 , 75 , 80 , 85 ,
90 , 95 , 100 , 105 , 110 , 115 , 120 , 125 , 130 , 150 , 200 , 250 , 300 , 400 , 500] )
# s t a r t and stop should be dura t i on o f the readout phase
s t a r t = 91.2 # i n us , when the pulse i s a c t u a l l y app l ied
stop = 141.2
drawing_500mT = np . l o a d t x t ( path_500mT + ’ resul t_CH1matr ix5 ’ ) # load ing j u s t one s ing le−shot mat r i x to
determine averaged min and max RA
p l t . p l o t ( drawing_500mT [ i n t ( 0 / step_500mT ) : i n t (1400/ step_500mT ) , 35 ] ) #drawing one t race
min_500mT = np . mean( drawing_500mT [0 :5000 ,35 ] ) #averaged min RA
max_500mT = np . mean( drawing_500mT [7000:10000 ,35] ) #averaged max RA
p r i n t ( min_500mT , max_500mT)
threshold65_500mT = ( ( max_500mT − min_500mT ) ∗0.65) + min_500mT #determin ing th resho ld
###Analyz ing s i n g l e shots , f o r each mat r i x we check i f there i s an event ( i f there i s RA higher than
th resho ld ) . I f yes , we append the l i s t .
tw_500mT_thr65 = [0 f o r i i n range ( num_rows_500mT ) ] # j u s t c rea t i ng a l i s t f u l l o f zeros
r e f _ m a t r i x = np . l o a d t x t ( path_500mT + ’ resul t_CH1matr ix1 ’ )
#now count ing
f o r j i n range (1 ,2365) :
temp = np . l o a d t x t ( path_500mT + ’ resul t_CH1matr ix ’ + s t r ( j ) )
i f np . shape ( temp ) == np . shape ( r e f _ m a t r i x ) : # i f shape i s d i f f e r e n t means t h a t s th was saved wrongly , can
happen , t h a t ’ s why we are checking
f o r k i n range ( num_rows_500mT ) :
i f max( temp [ i n t ( s t a r t / step_500mT ) : i n t ( stop / step_500mT ) , k ] ) >= threshold65_500mT :
tw_500mT_thr65 [ k ] = tw_500mT_thr65 [ k ] + 1
####################################################################################
### P l o t t i n g and e x t r a c t i n g T1 and parameter alpha , toge ther w i th standard dev ia t i ons
####################################################################################
tw_500mT_thr65 = np . ar ray ( tw_500mT_thr65 )
p l t . p l o t ( load ing_t ime [ 4 : ] , tw_500mT_thr65 [ 4 : ] / 2 3 6 5 . 0 , ’ . ’ ) # tak ing load ing t imes from 10us
p l t . t i t l e ( ’ s i n g l e shot 500mT from 10 ( i n c l ) f o r th resho ld ’ + s t r ( threshold65_500mT ) )
def exponent ia l_ func ( x , a , b , c ) : # d e f i n i n g the f i t f u n c t i o n
r e t u r n a∗(np . exp ( b∗x ) ) +c
x a x i s f o r f i t = load ing_t ime [ 4 : ]
popt , pcov = c u r v e _ f i t ( exponent ia l_ func , x a x i s f o r f i t , tw_500mT_thr65 [ 4 : ] / 2 3 6 5 . 0 ,p0=(1 , −6e−2, 70) )
f i t = exponent ia l_ func ( x a x i s f o r f i t , ∗popt )
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p l t . p l o t ( x a x i s f o r f i t , f i t , co l o r = ’ #FF6600 ’ , lw = 2)
ax = p l t . gca ( )
ax . get_xax is ( ) . ge t_major_ format te r ( ) . se t_useOf fset ( False )
p l t . show ( )
a = popt [ 0 ]
b_500mT_thr65 = popt [ 1 ]
c = popt [ 2 ]
perr_b_500mT_thr65 = np . s q r t ( np . diag ( pcov ) )
p r i n t ( a , b_500mT_thr65 , c ) #parameter c i s a c t u a l l y alpha
p r i n t ’ standard d e v ia t i o n f o r a , b , c : ’ , perr_b_500mT_thr65 #parameter c i s a c t u a l l y alpha
p r i n t ’ standard d e v ia t i o n f o r b : ’ , perr_b_500mT_thr65 [ 1 ]
p r i n t ( ’ Re laxat ion t ime at 700mT i n microseconds f o r th resho ld ’ + s t r ( threshold65_500mT ) , (−1/
b_500mT_thr65 ) )
p r i n t ( ’∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗\n ’ )
stdev_b = round ( perr_b_500mT_thr65 [ 1 ] , 3) # rounding has to be changed manually , depending on the ex t rac ted
values !
mean_b = round ( b_500mT_thr65 , 3) # rounding has to be changed manually , depending on the ex t rac ted values !
p r i n t stdev_b , mean_b
t = −1/mean_b
p r i n t t
s tdev_ t = stdev_b / ( mean_b∗∗2)
p r i n t s tdev_ t
Single-shot analysis: parameter β
Part of the code for extracting β.
####################
### E x t r a c t i n g beta
#####################
# f i r s t determin ing t_de tec t ( I f there i s an event , when does i t appear ?)
t_detect_500mT_tr65 = [ ] # j u s t c rea t i ng an empty l i s t
# I need one mat r i x as a re ference shape i n order to e l i m i n a t e empty / wrongly saved f i l e s
r e f _ m a t r i x = np . l o a d t x t ( path_500mT + ’ resul t_CH1matr ix1 ’ )
#now count ing
f o r j i n range (1 ,2365) : # a l l o f t hem
temp = np . l o a d t x t ( path_500mT + ’ resul t_CH1matr ix ’ + s t r ( j ) )
i f np . shape ( temp ) == np . shape ( r e f _ m a t r i x ) : # i f shape i s d i f f e r e n t means t h a t s th was saved wrongly
f o r k i n range (4 , num_rows_500mT ) : #again from 10us
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i ndex_ t race_ t r65 = np . argmax ( temp [ i n t ( s t a r t / step_500mT ) : i n t ( stop / step_500mT ) , k ] >=
threshold65_500mT )
i f i ndex_ t race_ t r65 != 0 : # I guess
t_detect_500mT_tr65 += [ index_ t race_ t r65∗step_500mT ]
# p l o t t i n g the histogram of t_de tec t , f i t t i n g and e x t r a c t i n g values
noBins = 50
p l t . h i s t ( t_detect_500mT_tr65 , noBins )
# p l t . show ( )
b inHeights , binEdges = np . histogram ( t_detect_500mT_tr65 , noBins ) [ : 2 ]
b inCenters = ( binEdges [:−1] + binEdges [ 1 : ] ) /2
p l t . t i t l e ( ’ Histogram t_de tec t 500mT f o r th resho ld ’ + s t r ( threshold65_500mT ) )
p l t . p l o t ( binCenters , b inHeights , ’ . ’ , co l o r = ’ k ’ )
x a x i s f o r f i t = binCenters [ np . argmax ( b inHeights ) : ]
def exponent ia l_ func ( x , a , b , c ) :
r e t u r n a∗(np . exp ( b∗x ) ) +c
popt , pcov = c u r v e _ f i t ( exponent ia l_ func , x a x i s f o r f i t , b inHeights [ np . argmax ( b inHeights ) : ]
, p0=(1 , −6e−2, 0) )
f i t = exponent ia l_ func ( x a x i s f o r f i t , ∗popt )
p l t . p l o t ( x a x i s f o r f i t , f i t , co l o r = ’ #FF6600 ’ , lw = 2)
ax = p l t . gca ( )
ax . get_xax is ( ) . ge t_major_ format te r ( ) . se t_useOf fset ( False )
p l t . show ( )
a = popt [ 0 ]
b_500mT_tr65 = popt [ 1 ]
c = popt [ 2 ]
perr_b_500mT_tr65 = np . s q r t ( np . diag ( pcov ) )
p r i n t ( a , b_500mT_tr65 , c )
p r i n t ( ’ s tandard d e v ia t i o n f o r a , b , c : ’ , perr_b_500mT_tr65 )
p r i n t ( ’ s tandard d e v ia t i o n f o r b : ’ , perr_b_500mT_tr65 [ 1 ] )
p r i n t ( ’ Tunne l l i ng t ime ’ , (−1/b_500mT_tr65 ) )
p r i n t ( ’∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗\n ’ )
stdev_b = round ( perr_b_500mT_tr65 [ 1 ] , 3)
mean_b = round ( b_500mT_tr65 , 3)
p r i n t ( ’ d e v i j a c i j a , b ’ , stdev_b , mean_b)
t = −1/mean_b
p r i n t ( t )
s tdev_ t = stdev_b / ( mean_b∗∗2)
p r i n t ( s tdev_ t )
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##############################################
### Ca l cu l a t i ng beta from the ex t rac ted values
##############################################
# r e l a x a t i o n t ime depending on the thresho ld , rounded , from lower to h igher th resho ld
t1_500mT = np . ar ray ( [ 7 0 . 0 , 90.0 , 88.0 , 85.0 , 88.0 , 88.0 , 88 , 87.0 , 88.0 , 86.0 , 8 7 . 0 ] )
t1_500mT_dev = np . ar ray ( [ 3 0 . 0 , 20.0 , 7 .0 , 6 .0 , 5 .0 , 5 .0 , 5 .0 , 5 .0 , 5 .0 , 6 .0 , 5 . 0 ] )
gamma1_500mT = np . ar ray ( [ 0 . 0 8 6 , 0.104 , 0.125 , 0.132 , 0.134 , 0.131 , 0.119 , 0.126 , 0.120 , 0.125 , 0 .105 ] )
gamma1_500mT_stdev = np . ar ray ( [ 0 . 0 0 4 , 0.007 , 0.007 , 0.007 , 0.007 , 0.008 , 0.006 , 0.007 , 0.005 , 0.007 ,
0 .005 ] )
beta_500mT_calc = 1 / (1 + t1_500mT∗gamma1_500mT)
beta_500mT_stdev_calc = np . s q r t ( ( ( t1_500mT∗gamma1_500mT_stdev ) / ( 1 + t1_500mT∗gamma1_500mT)∗∗2 )∗∗2 + ( (
gamma1_500mT∗t1_500mT_dev ) / ( 1 + t1_500mT∗gamma1_500mT)∗∗2 ) ∗∗2)
Averaged analysis
impor t numpy as np
impor t m a t p l o t l i b . pyp lo t as p l t
from sc ipy . op t im ize impor t c u r v e _ f i t , least_squares
impor t sc ipy
%m a t p l o t l i b i n l i n e
impor t os
path_500mT = ’K : \ \ Measurement \ \ Lada \ \ November17 \\20171112\\234417_ Break2 T1_meas 36 t races over 5000 200
kHz By=500mT −35dBm read −2.4mV #140\ \ ’
mat_500mT = np . l o a d t x t ( path_500mT + ’ averaged over 2365 ’ )
num_samples_500mT , num_rows_500mT = np . shape ( mat_500mT )
du ra t i on = 1500 #what i s d isp layed on the scope
step_500mT = f l o a t ( du ra t i on ) / num_samples_500mT
load ing_t ime = np . ar ray ( [ 2 , 4 , 6 , 8 , 10 , 12 , 15 , 20 , 25 , 30 , 35 , 40 , 45 , 50 , 55 , 60 , 65 , 70 , 75 , 80 , 85 ,
90 , 95 , 100 , 105 , 110 , 115 , 120 , 125 , 130 , 150 , 200 , 250 , 300 , 400 , 500] )
# to p l o t i t a c o r r e c t sca le )
t_500mT = np . l i nspace (0∗step_500mT , num_samples_500mT∗step_500mT , num_samples_500mT )
# p l o t t i n g one averaged t race to see where i t sa tu ra tes
p l t . p l o t ( t_500mT [ i n t ( ( 9 1 . 2 ) / step_700mT ) : i n t (700/ step_700mT ) ] , mat_500mT [ i n t ( ( 9 1 . 2 ) / step_700mT ) : i n t (700/
step_700mT ) , 7 ] )
# c a l c u l a t i n g o f f s e t
offset_500mT = [ ]
f o r i i n range ( len ( load ing_t ime ) ) :
offset_500mT += [ np . mean( mat_500mT [ i n t ( (250 ) / step_500mT ) : i n t (450/ step_500mT ) , i ] ) ] # s t a r t s to sa tu ra te
around 250us . I took values u n t i l 450
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p r i n t offset_500mT
# subs t rac ing the o f f s e t
mat_500mT_norm_2 = mat_500mT
f o r i i n range ( len ( load ing_t ime ) ) :
mat_500mT_norm_2 [ i n t ( ( 9 1 . 2 ) / step_500mT ) : i n t (700/ step_700mT ) , i ] = mat_500mT_norm_2 [ i n t ( ( 9 1 . 2 ) / step_700mT
) : i n t (700/ step_500mT ) , i ] − offset_500mT [ i ]
################################################
### Ca l cu l a t i ng the area wi th the t rapz f u n c t i o n
################################################
from numpy impor t t rapz
area_t_500mT = np . ar ray ( [ ] )
mat_500mT_norm_positive = np . zeros ( ( len ( t_500mT [ i n t ( ( a _ s t a r t ) / step_500mT ) : i n t (350/ step_500mT ) ] ) ,
num_rows_500mT ) )
f o r i i n range ( len ( load ing_t ime ) ) :
temp_mat_500mT_norm_positive = np . ar ray ( [ ] )
f o r po in t i n mat_500mT_norm_2 [ i n t ( a _ s t a r t / step_500mT ) : i n t (350/ step_500mT ) , i ] :
i f po i n t > 0 :
temp_mat_500mT_norm_positive = np . append ( temp_mat_500mT_norm_positive , po i n t )
e lse :
temp_mat_500mT_norm_positive = np . append ( temp_mat_500mT_norm_positive , 0 .0 )
area_t_500mT = np . append ( area_t_500mT , t rapz ( temp_mat_500mT_norm_positive , x = t_500mT [ i n t ( ( a _ s t a r t ) /
step_500mT ) : i n t (350/ step_500mT ) ] , ax is = 0) )
p r i n t area_t_500mT
p r i n t np . shape ( area_t_500mT )
########################
### P l o t t i n g and f i t t i n g
########################
p l t . p l o t ( load ing_t ime [ 7 : ] , area_t_500mT [ 7 : ] ) #From 20us load ing time , s ince there were s t rage a r t e f a c t s f o r
sho r te r load ing t imes
p l t . t i t l e ( ’ F i e l d = 500mT, from time t races = ’ + s t r ( a _ s t a r t ) + ’− ’ + s t r ( a_stop ) , f o n t s i z e = 12)
def exponent ia l_ func ( x , a , b , c ) :
r e t u r n a∗(np . exp ( b∗x ) ) +c
x a x i s f o r f i t = load ing_t ime [ 7 : ]
popt , pcov = c u r v e _ f i t ( exponent ia l_ func , x a x i s f o r f i t , area_t_500mT [ 7 : ] , p0=(0.0002 , −0.01, 0.0035) )
f i t = exponent ia l_ func ( x a x i s f o r f i t , ∗popt )
p l t . p l o t ( x a x i s f o r f i t , f i t , co l o r = ’ #FF6600 ’ , lw = 2)
ax = p l t . gca ( )
ax . get_yax is ( ) . ge t_major_ format te r ( ) . se t_useOf fset ( False )
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p l t . show ( )
Aa = popt [ 0 ]
Ab_500mT_no8 = popt [ 1 ]
Ac = popt [ 2 ]
perr_b_500mT = np . s q r t ( np . diag ( pcov ) )
p r i n t ( ’ a , b , c ’ ) , (Aa , Ab_500mT_no8 , Ac )
p r i n t ’ s tandard d e v ia t i o n f o r a , b , c : ’ , perr_b_500mT
p r i n t ’ standard d e v ia t i o n f o r b : ’ , perr_b_500mT [ 1 ]
p r i n t ( ’ Re laxat ion t ime at 500mT from area ’ ) , (−1/Ab_500mT_no8 )
stdev_b = round ( perr_b_500mT [ 1 ] , 3)
mean_b = round ( Ab_500mT_no8 , 3)
p r i n t stdev_b , mean_b
t = −1/mean_b
p r i n t t
s tdev_ t = stdev_b / ( mean_b∗∗2)
p r i n t s tdev_ t
