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ABSTRACT
We present the first deep learning based architecture for collective matrix tri-factorization (DCMTF)
of arbitrary collections of matrices, also known as augmented multi-view data. DCMTF can be
used for multi-way spectral clustering of heterogeneous collections of relational data matrices to
discover latent clusters in each input matrix, across both dimensions, as well as the strengths of
association across clusters. The source code for DCMTF is available on our public repository:
https://bitbucket.org/cdal/dcmtf_generic.
1 Problem Statement
Let E be a set of N entities, where the eth entity is denoted by E[e]. Data about the entities is available to us through
de entity instances (observations along row or column dimensions) in a set of M matrices. The mth matrix X
(m)
rm,cm
describes the relationships between the entities across the row and column dimensions denoted by rm, cm respectively
(rm, cm ∈ {1, . . . , N}). To show the dimensions of the matrix, we use the notation X(m)drm×dcm .
We aim to collectively obtain the matrices:
1. U [e]de×b - Latent representations of each entity, where b is the common representation dimension.
2. I [e]de×ke - Entity cluster indicators for each entity, where ke is the number of disjoint clusters of entity e.
3. A(m)krm×kcm - Association matrix corresponding to each of the matrices X
(m), containing the strength of
association between clusters of the row and column entities.
We use the indices i, j for row and column indices in a matrix and the indices u, v for clusters. With A(m), we can find
the pair of clusters that are strongly associated between the entities rm and cm. The uthrm cluster, urm = 1, . . . , krm
refers to the uth cluster in the row entity instances of the mth matrix. The strength of association of the uthrm cluster of
the row entities, with the vthcm cluster of the column entities is given by the element A
(m)
urm ,vcm .
Associations can be found across multiple matrices in the input collection in the form of a cluster chain
{B(1){ur1 ,vc1},B
(2)
{ur2 ,vc2}, . . . ,B
(m)
{urm ,vcm}, . . .} where B
(m)
{urm ,vcm} refers to the sub-matrix block formed by row en-
tity instances of the uthrm cluster and the column entity instances of the u
th
cm cluster in X
(m). The sub-matrix can be
found by considering the row and column entity clusters most strongly associated (given by A(m)urm ,vcm ). The same
entity instances (and therefore the same cluster) in a different matrix allows us to “follow the chain” to find another
entity cluster that is closely associated.
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1.1 Illustration
Figure 1 (left) shows an example of 3 input matricesX(1)
E[1],E[2]
,X(2)
E[1],E[3]
andX(3)
E[4],E[2]
containing dyadic relationships
between 4 entities: E[1], E[2], E[3], E[4]
Figure 1 (Right) shows multi-way clusters in each matrix obtained by clustering each entity. The shaded blocks
correspond to one cluster chain {B(3){4,2},B(1){1,2},B(2){1,3}} found by associating the 4th E[4] cluster – the 2nd E[2] cluster
– the 1st E[1] cluster – the 3rd E[3] cluster. Similarly other cluster chains exist (not shown) that allow us to associate
clusters across entity types for an arbitrary collection of input matrices.
E[2]
X(1) X(2)
X(3)E[4]
E[1]
E[2] E[3]
(a)
1 2 3
1 2 3
1
2
3
4
1
2
3
4
1
2
3
4
1 2 3 4
E[1]
E[4]
E[2]
E[3]
E[2]
(b)
Figure 1: Left: 4 entities E[1], E[2], E[3], E[4] and 3 relations between the entities, matrices X(1)
E[1],E[2]
, X(2)
E[1],E[3]
and X(3)
E[4],E[2]
Right: An example entity cluster chain {B(3){4,2},B(1){1,2},B(2){1,3}}. Here instances of entities
E[1], E[2], E[3], E[4] are clustered into 4, 3, 4 and 4 groups respectively.
2 Background
Spectral Clustering
Consider n instances of p–dimensional observations in a single data matrix X ∈ Rn×p, and a similarity matrix
S ∈ Rn×n that gives us pairwise similarities between the observations. We can view this data as a graph where
each node is an observation and edges denote similarity, their weights quantifying the similarity. A natural notion of
clustering is given by partitioning the graph into subgraphs such that edges within each subgraph have high similarity
and edges across subgraphs have low similarity. Such partitions can be obtained by solving the mincut problem.
The mincut problem aims to find k partitions that minimizes the sum of edge weights across all pairs of partitions,
i.e., 12
∑k
u=1W (Bu, B¯u), where Bu denotes the u
th partition and B¯u represents the complement (the set of all nodes
not in Bu) and W is the sum of all edge weights across the partitions, W (Bu, Bv) =
∑
i∈Bu,j∈Bv Sij . In practice,
this approach does not work well as it often yields imbalanced clusters, e.g., a cluster with one or a few nodes. So,
formulations like RatioCut [Hagen and Kahng, 1992] add balancing conditions to penalize small-sized clusters as given
below, where |Bu| denotes the number of nodes in the partition Bu.
RatioCut(B1, . . . , Bk) =
1
2
k∑
u=1
W (Bu, B¯u)
|Bu| (1)
However, the use of such balancing conditions makes the problem NP-hard [Wagner and Wagner, 1993]. Spectral
clustering provides a polynomial-time relaxation that works very well in practice. We describe the key idea of the
relaxation.
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Given k partitions, define vigorous cluster indicator vectors as follows Jiu, for i = 1, . . . , n and u = 1, . . . , k as
follows:
Jiu =
{
1√
|Bu|
if row Xi ∈ Bu
0 Otherwise
(2)
Note that although J ∈ Rn×k, it still retains interpretability as cluster indicators by capturing the disjoint cluster
memberships, and the columns of J are orthonormal, i.e., JJT = I, where I is the identity matrix.
Consider the Graph Laplacian L constructed from the Similarity matrix: L = D − S, where D is the n× n diagonal
matrix where the ith row’s diagonal element contains the degree
∑n
j=1 Sij . It can be shown that minimizing RatioCut
is equivalent to solving the following trace minimization problem []:
min
B1,...,Bk
Tr(JTLJ) subject to JT = I (3)
This problem is relaxed by allowing the matrix J to take arbitrary real values and denote this relaxed matrix by C:
min
C∈Rn×k
Tr(CTLC) subject to CCT = I (4)
The solution to this problem can be obtained by choosing C as the matrix containing the k eigenvectors with the
smallest eigenvalues (follows from the Rayleigh-Ritz theorem, section 5 in [Lütkepohl, 1996]). To transform this real
valued matrix to a binary matrix indicating the partitions, k-Means is used on the rows of C. This is essentially the
normalized spectral clustering algorithm of Shi and Malik [2000]:
1. Construct the Similarity matrix S ∈ Rq×q
2. Construct the Degree matrix D = diag(
∑n
j=1 Sij) and the Laplacian matrix L = D - S
3. Construct C ∈ Rq×k, where the column space (cu)(u=1,...,k) ∈ Rq are the eigenvectors corresponding to the
‘smallest ’ k eigenvalues (λ)(u=1,...,k) of L
4. Obtain the cluster indicators by clustering C using k-means
More details and other interpretations of spectral clustering are discussed in [Von Luxburg, 2007].
SpectralNet
SpectralNet [Shaham et al., 2018] is a neural architecture to obtain approximate Laplacian embeddings and perform
clustering. Gradient-based stochastic optimization on the neural network enables SpectralNet to scale to large datasets
where computing eigenvectors can be expensive. Further, it enables out-of-sample extension that allows us to obtain
spectral embeddings of unseen datapoints, i.e., data not used during network training.
SpectralNet obtains the embeddings C through a neural network Fθ(X) where θ denotes the weights of the network.
The network is trained to minimize the spectral loss given by equation 4. However, incorporating the orthogonality
constraint within the neural network is not straightforward.
The orthogonality constraint is implemented by adding an additional layer at the end whose weights are set to
orthogonalize the input to the layer in the following manner. It can be shown that for any matrix Y such that Y Y T
is full rank, an orthogonal matrix Y (Z−1)T can be obtained where Z is obtained by the Cholesky decomposition
Y TY = ZZT and Z is lower triangular [Shaham et al., 2018]. Thus if C˜ is the input to the last layer of the
neural network, an orthogonal output can be obtained by constructing a linear layer with weights (H˜−1)T such that
C˜T C˜ = H˜H˜T . This ensures that the output of the network C = C˜(H˜−1)T is orthogonal.
However, this necessitates a two-step process of training SpectralNet, that alternates between the orthogonalization step
and gradient descent. In the orthogonalization step, Cholesky decomposition of C˜T C˜ is performed to obtain (H˜−1)T
and the weights of the last layer are frozen. In the gradient descent step, forward propagation is done using the weights
θ (for the rest of the network) and the frozen weight in the last layer, and the gradient of Lθ = Tr(CTLC) is used
during backpropagation to tune the weights θ.
Other elements of SpectralNet include the use of a Siamese Network [Chopra et al., 2005] to obtain the similarities and
minibatch training of the entire network. Details are in [Shaham et al., 2018]. At a high-level, their algorithm has the
following steps.
1. Construct the Similarity matrix S ∈ Rn×n using Siamese network
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2. Construct the Degree matrix D = diag(
∑n
j=1 Sij) and the Laplacian matrix L = D - S
3. Construct C ∈ Rq×k, by minimizing
Lθ = Tr(CTLC) (5)
where
C = C˜(H˜−1)T (6)
H˜H˜T = cholskey(C˜C˜T ) (7)
C˜ = Fθ(X) (8)
4. Obtain the cluster indicators by clustering C using k-means
Once the network is trained, out-of-sample extension is straightforward. The given datapoint is forwardpropagated
through the network to obtain its embedding and the cluster assignment is done through the nearest centroid obtained
by k-Means.
Note that SpectralNet cannot be used for multi-way clustering or for inputs that are collections of matrices. A
generalization is non-trivial since it requires handling multiple datatypes in the input matrices and defining a suitable
similarity metric of entities that may be part of multiple matrices, all within a formulation for multi-way clustering of
each matrix.
Spectral Relational Clustering
Multi-way clustering , also called co-clustering, for a single matrix X ∈ Rd1×d2 attempts to find k1 clusters of the row
vectors and k2 clusters of the column vectors. A standard approach to multi-way clustering is through tri-factorization
X ≈ I [1]AI [2]T . In the binary cluster indicator matrices I [e] ∈ {0, 1}de×ke , I [e]iu = 1 indicates that the ith object along
the eth dimension of X (i.e., the row or column entity), for e ∈ {1, 2}, is associated with the uth cluster. Further, to
ensure that each object belongs to only one cluster, the constraint
∑ki
u=1 I
[e]
iu = 1 is imposed. A ∈ Rk1×k2 is a cluster
association matrix that quantifies the pairwise strength of association across k1 clusters along the row dimension and k2
clusters along the column dimension.
Collective Factorization of Related Matrices (CFRM) [Long et al., 2006] is a general model for multi-way clustering of
arbitrary collections of matrices, where cluster indicator matrices I [e] for each entity and association matrices A(m) for
each matrix are obtained. CFRM is defined by the optimization model below, where ||.|| denotes the Frobenius norm:
min
∑
m
(∣∣∣∣∣∣X(m) − I [rm]A(m)I [cm]T ∣∣∣∣∣∣2) subject to ke∑
u=1
I
[e]
iu = 1 1 ≤ i ≤ de (9)
It can be shown this minimization problem is equivalent to solving a trace minimization problem defined in the following
manner. Analogous to the cluster indicator matrix in equation 2 we define a cluster indicator matrix for each entity:
J
[e]
iu =

1∣∣pi[e]u ∣∣ 12 if I [e]iu = 1, i.e., ith entity instance ∈ pi[e]u
0 Otherwise
(10)
where pi[e]u is the uth cluster of eth entity instances and
∣∣pi[e]u ∣∣ denotes its cardinality. For each entity E[e], a symmetric
matrixM[e] is constructed using all the matrices that contain the entity:
M[e] =
∑
m
I[rm == e]X(m)J [cm]J [cm]TX(m)T + I[cm == e]X(m)TJ [rm]J [rm]TX(m) (11)
where
I[c] =
{
1 if condition c is true
0 otherwise.
Note that the definition uses the cluster indicators of column entities in the matrices where row entity e is present and
vice versa.
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The minimization problem (9) is shown to be equivalent to the following maximization problem, where Ike is the
identity matrix of dimension ke × ke:
max
J [e]
∑
e
Tr
(
J [e]
TM[e]J [e]) subject to J [e]T J [e] = Ike (12)
Similar to the relaxation for RatioCut, if we allow the matrix J [e] to take arbitrary real valued orthonormal matrix, then
each individual trace term above can be maximized by computing the leading ke eigenvectors ofM[e]. This forms
the basis of the Spectral Relational Clustering algorithm which iteratively solves the eigendecomposition problem for
eachM[e] while fixing the cluster indicator matrices for all other entities, until convergence. Finally, the real valued
matrices are used to obtain discrete partitions using k-means.
Note that the matrixM[e] can be viewed as a weighted distance matrix formed by the inner product of X(m) weighted
by the cluster indicators J [rm] or J [cm]:
M[e] =
∑
m
I[rm == e]X(m)J [cm]J [cm]TX(m)T + I[cm == e]X(m)TJ [rm]J [rm]TX(m) (13)
=
∑
m
I[rm == e](X(m)J [cm])(X(m)J [cm])T + I[cm == e](X(m)TJ [rm])(X(m)T J [rm])T (14)
CFRM provides a unified view of spectral clustering and several variants of spectral clustering are shown to be special
cases [Long et al., 2006]. They also show that if the association matrices and cluster indicator matrices are optimal
solutions to problem (9), then
A(m) = J [rm]
T
X(m)J [cm] (15)
which allows us to obtain approximate association matrices from the learnt cluster indicator matrices and input matrices.
Deep Collective Matrix Factorization
Deep Collective Matrix Factorization (DCMF) [Mariappan and Rajan, 2018] jointly obtains latent representations of
each entity U [e] and low-rank factorizations of each matrix X(m) ≈ U [rm] · U [cm]T , such that U [e] = f [e]θ ([X]e) where
fθ is an entity-specific non-linear transformation, obtained through a neural network based encoder with weights θ and
[X]e denotes all matrices in the collection that contains a relationship of entity E[e].
The DCMF network is dynamically constructed using E autoencoders. The entity instances from all the matrices
containing entityE[e] are concatenated and provided as input to the eth autoencoder. The bottleneck or encoding of each
autoencoder, after training, forms the latent factor U [e]. The latent factors are learnt by training all the autoencoders
together by minimizing the sum of all the entity-specific autoencoder reconstruction losses and the matrix-specific
matrix reconstruction losses.
Collective training of all autoencoders induces dependencies between the autoencoder networks that may result
in simultaneous under-fitting in some networks and over-fitting in other networks. This makes collective learning
of all latent representations challenging and, to scale to arbitrary collections of matrices, necessitates automatic
hyperparameter selection. (details in [Mariappan and Rajan, 2018]).
3 Our model: Deep Collective Matrix Tri-factorization (DCMTF)
Our model is designed to simultaneously fulfil two objectives. The first objective is to learn real-valued latent
representations of all entities in an input collection of matrices. The second objective is to learn the cluster structure and
the cluster associations based on the learnt latent representations.
The input to our model consists of a set of M matrices describing relations among N entities. We denote by Y (m)[e] the
eth entity instances in the matrix X(m): when e = rm, Y
(m)
[e] = X
(m) consists of drm row vectors and when e = cm,
Y
(m)
[e] = X
(m)T consists of dcm column vectors.
We assume another input that associates theN entities with theM matrices through a bipartite entity-matrix relationship
graph G(VE , VM , Q), where vertex sets VE , VM represent entities and matrices respectively. We use the same notation
– X(m), E[e] – to denote the vertices corresponding to the mth matrix and eth entity, that should be clear from the
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context. Edges (E[rm], X(m)), (E[cm], X(m)) ∈ Q associate each matrix with its row and column entities (see fig. 2
(a) and (b)). The datatype (real or binary) of the matrix is provided as a node attribute. Note that the edge between the
eth entity with the mth matrix is associated with entity instances in the matrix Y (m)[e] . Let N [e] be the list of matrix
indices containing either the row or column entity as E[e], i.e. indices of the neighbors of E[e] in G.
X(1)
X(3)
X(2)E[1]
E[4]
E[2]
E[3]
(a)
X(2)
X(1)
X(3)
G
q1
q5
q6
q2
q3
q4
E[1]
E[2]
E[3]
E[4]
(b)
Figure 2: (a) A collection of views (b) Entity-matrix relationship graph for the setup in fig (a) [square nodes: matrices,
circular nodes: entities]
We first describe our model for entity representation. Then, we describe how these representations are used in our
clustering model. Then we explain our network architecture and finally how the network is trained to simultaneously
learn the representations and clustering.
3.1 Representation Learning
We first obtain matrix-specific entity representations using variational autoencoders that can model different data
distributions in the matrices. These representations are then fused to obtain a single real-valued representation for each
entity.
A variational autoencoder (VAE) consists of two parameterized functions, f, fδ corresponding to the encoder and
decoder respectively. The encoder outputs the parameters of the learnt distribution: mean and covariance for Gaussian
distribution (for real-valued data), and probabilities for Bernoulli distribution (for binary data). Let µ denote the mean
of the distribution learnt through the encoder that is used as the VAE representation.
For each Y (m)[e] , we obtain, through separate VAEs, the representations:
µ(e,m) = f(e,m)(Y
(m)
[e] ).
If the same entity is present in more than a single matrix, i.e., if the eth entity vertex in G has degree d(E[e]) > 1, then
the final entity-specific representation is obtained by
U [e] = fη[e](Γ`∈N [e][µ
(e,`)
 ]).
where Γ`[.] represents the concatenation operation and the index ` iterates through the indices of all the matrices
containing the eth entity (i.e., neighbors of E[e] in G), for which VAE representations are obtained. If the entity is
present in a single matrix, no fusion is required and we set U [e] = µ(e,m) .
The functions are realized through neural networks (described in the following sections) and , δ, η represent the
parameters of the networks.
3.2 Multi-way Spectral Clustering
First we define a similarity metric and prove a technical lemma that shows the equivalence between collective matrix
tri-factorization and a trace minimization formulation using the similarity metric.
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A Similarity Metric
We define
P (e,m) =
{
X(m)I [cm] if e = rm
X(m)
T
I [rm] if e = cm
For the ith and jth instances of entity E[e], we define the similarity metric using a Gaussian kernel:
S [e]ij = exp
(
−||P (e,m)i − P (e,m)j ||2
2σ2
)
(16)
where σ > 0 is the scale hyperparameter.
Clustering through Matrix Tri-factorization
Consider the trace minimization problem
min
e=N∑
e=1
Tr
(
J [e]
T
L[e])J ([e])
)
subject to J [e])
T
J [e]) = Ike (17)
where J [e] is a vigorous cluster indicator (equation 10). L[e] is a Laplacian defined using the similarity metric S [e]:
L[e] = D[e] − S[e]; D[e] = diag(∑
row
S [e])
Lemma 3.1. The minimization problem of Equation (17) is equivalent to the problem:
min
∑
m
(∣∣∣∣∣∣X(m) − J [rm]A(m)J [cm]T ∣∣∣∣∣∣2) subject to J [e]T J [e] = Ike ∀e = 1, . . . , N
The proof is in Appendix A. Following the usual relaxation adopted in spectral clustering, we let C [e] be any real-valued
orthonormal matrix and use this trace minimization formulation:
min
i=E∑
i=1
Tr
(
C [e]
T
L[e]C [e]
)
subject to C [e]
T
C [e] = Ike (18)
Once learnt, the final binary cluster indicator I [e] ∈ {0, 1}de×ke by clustering C [e] using k-means. Also, as shown in
[Long et al., 2006], the cluster associations for the mth matrix X(m) can be obtained from the learnt C [e]: A(m) =
C [rm]
T ·X(m) · C [cm].
We learn C [e] through a neural network (representing the function g with parameters γ) that ensures orthogonality
(described in the following section):
C [e] = gγ[e](U
[e]) such that C [e]
T
C [e] = Ike
The entity-specific representations are also used in defining the similarity metric. In the definition of S[e], we do not
use the input matrices X(m). Instead we use X(m)
′′
= U [rm]U [cm]
T
. This allows us to use our latent representations,
collectively learnt from all the input matrices, to compute the similarity.
3.3 Dynamic Network Construction
The functions f, g are realized using multiple neural networks. The entire network architecture is dynamically
constructed since the number of networks depends on the number of input matrices and entities. The input bipartite
entity-matrix relationship graph G is used to determine the relations.
• A VAE is constructed for each edge in G, realizing the encoder and decoder functions f(e,m) , fδ(e,m) , to obtain
µ
(e,m)
 . We denote this network by A(e,m)
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• For each entity E[e] with degree greater than 1, a feedforward network is constructed to realize fη[e] . The input
to this network is Γ`[µ
(e,`)
 ], the concatenation of all the mean vectors from the VAEs corresponding to the eth
entity. We denote this network by F [e].
• For each entity E[e] a feedforward network is created to realize gγ[e] . The last layer of this network is designed
to orthogonalize the outputs, as described below. We denote this network by C[e].
The hyperparameters activation functions, scaling function, mini batch size are data-specific i.e. selected based on
the data’s range, type and size of the matrices. Other hyperparameters, such as learning rate, weight decay of the
SGD algorithm, convergence threshold, number of hidden layers are set through automated hyperparameter tuning.
The weights of the network are trained using gradient descent as described below. Algorithm 1 summarizes the entire
process of model construction.
3.4 Network Training
Loss function
The networks A(e,m),F [e], C[e] are trained collectively to minimize
min
,δ,γ,η
∑
e,m
L(e,m)A +
N∑
e=1
L[e]C +
M∑
m=1
L(m)R
The summation in the VAE reconstruction loss
∑
e,m
L(e,m)A iterates over all the edges in G (thus, over all pairs (e,m)).
The loss L(e,m)A is set to be binary cross entropy for binary inputs and mean square error for real input matrices, as
described in [Kingma and Welling, 2013]. The datatype is obtained from the node attribute of the matrix vertices in G.
The clustering loss
N∑
e=1
L[e]C effects tri-factorization through trace minimization:
L[e]C = Tr
(
C([e])
T
L[e]C [e]
)
The matrix-specific reconstruction loss
M∑
m=1
L(m)R enforces a factor interpretation on the latent representations used
within the similarity metric:
L(m)R = `[m]R (X(m), U [rm]U [cm]
T
)
where `(m)R is set to binary cross entropy for binary inputs and Frobenius norm of the error for real input matrices.
Optimization
Optimization is done in a coordinate descent manner, using stochastic gradient descent (SGD), where we iteratively
train A(e,m),F [e] (phase 1) followed by A(e,m), C[e] (phase 2).
In phase 1, there are two steps. In the first step, we update the weights of the VAE: (e,m), δ(e,m) by backpropagating
L(e,m)A . In the second step, we update the weights of the fusion network and encoder: η[e], (e,m) by backpropagating
L(m)R .
In phase 2, there are three steps. In the first step, we update the weights of the VAE: (e,m), δ(e,m) by backpropagating
L(e,m)A . To ensure orthogonal outputs C [e] in the clustering network, we follow the procedure described in [Shaham
et al., 2018]. During forward propagation through C[e], the input to the last layer C˜ [e] is used to perform Cholesky
decomposition:
H˜ [e]H˜ [e]
T
= Cholesky(C˜ [e]C˜ [e]
T
)
The weight of the final linear layer is fixed to H˜ [e]
−1T
, which yields the output:
C [e] = C˜ [e]H˜ [e]
−1T
In the final step of phase 2, we update the weights of the clustering network and encoder: γ(i), (e,m) by backpropagating
L[e]C . The complete procedure is summarized in algorithms 1, 2, 3 and 4. Figures (3) and (4) illustrate the passes 1 and 2
respectively for the sample setting with 3 matrices in Figure (2).
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Figure 3: (a) Pass 1: DCMTF Training
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Γ`∈N [1][µ
(1,`)
 ]
Matrix concatenation
(2, 1)
Y
(1)
[2]
µ
(2,1)

(2, 3)
Y
(3)
[2]
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Y
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[1]
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Y
(1)′
[1]
Y
(2)′
[3]
Y
(1)′
[2]
Y
(3)′
[2]
Y
(3)′
[4]
Y
(2)′
[1]
Γ`∈N [2][µ
(2,`)
 ]
U [3] U [4]
C[3]
o
C˜[3]
`C = Tr(C(3)
T
L(3)C(3))
C[1]
o
C˜[1]
`C = Tr(C(1)
T
L(1)C(1))
C[2]
o
C˜[2]
`C = Tr(C(2)
T
L(2)C(2))
C[4]
o
C˜[4]
`C = Tr(C(4)
T
L(4)C(4))
(a)
Figure 4: (a) Pass 2: DCMTF Training
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DCMTF (G,X )
inputs : Entity-matrix relationship graph G(VE , VM , Q), Input matrices X = X(1), ..., X(M)
outputs : Entity representations U = U (1), ..., U (E), Entity cluster indicators I = I(1), ..., I(E),
Cluster associations T = A(1)′ , ..., A(M)′
~pt ← Initialize DCMTF Hyperparameters
foreach BO iteration ‘t’ do
// Input Transformation
foreach edge (e,m) ∈ Q do
if e == rm then
Y
(m)
[e] = X
(m)T
else
Y
(m)
[e] = X
(m)
end
end
// Network Construction with hyperparams ~pt
foreach edge (e,m) ∈ Q do
Construct vae-network A(e,m)
end
foreach entity e ∈ VE do
if degree(G,e) > 1 then
Construct fusion-network F [e]
end
Construct clustering-network C[e]
end
Construct network NN with A(e,m), F [e], C[e]
// Train the network NN with Algorithm 2 and obtain the loss L
L, γ[e], η[e], (e,m) = TRAIN(NN , ~pt)
// Obtain the hyperparameters for next iteration using Bayesian Optimization
~pt+1← BO(L, ~pt)
end
// Obtain network parameters corresponding to the best hyperparameters ~p#
γ
[e]
# , η
[e]
# , 
(e,m)
# ← BO(~p#)
// Entity representation generation using the trained network
foreach edge (e,m) ∈ Q do
µ
(e,m)
 = f(e,m)#
(Y
(m)
[e] )
end
// Data Fusion using the trained network
foreach entity e in VE do
if degree(G,e) > 1 then
U [e] = f
η
[e]
#
(Γ`∈N [e][µ
(e,`)
 ])
else
U [e] = µ
(e,m)

end
end
// Clustering using the trained network
foreach entity e in VE do
C [e] = g
γ
[e]
#
(U [e]); I [e] = K-means(C [e])
J [e] = vigorous(I [e]) // Convert I(e) to vigorous cluster indicator matrix using (10)
end
foreach entity ei in VE do
C˜(i) = S(i)p#,θ# (U (i))
C(i) = Orthogonalize(C˜(i))
end
// Cluster associations
foreach matrixm in VM do
A(m) = J [rm]
T
X(m)J [cm]
end
return U , I, T
Algorithm 1: Deep Collective Matrix Trifactorization
11
A PREPRINT - SEPTEMBER 15, 2020
TRAIN (NN , ~p)
inputs :DCMTF Network NN , Hyperparameters ~p
outputs :Trained Network Parameters γ[e], η[e], (e,m)
// Pass 1 with Algorithm 3
L1← PASS1(NN , ~pn)
Backpropagate L1 and update weights (e,m), η[e] of A(e,m) and F [e] respectively
// Pass 2 with Algorithm 4
L2← PASS2(NN , ~pn)
Backpropagate L2 and update weights (e,m), γ[e] of A(e,m) and C[e] respectively
return γ[e], η[e], (e,m)
Algorithm 2: DCMTF Training
PASS1 (NN , ~p)
inputs :DCMTF Network NN , Hyperparameters ~p
outputs : loss L1
// Step 1: Entity representation generation
foreach edge (e,m) ∈ Q do
µ
(e,m)
 , Y
(m)′
[e] = A(e,m) (Y (m)[e] )
L(e,m)A = `A(Y (m)
′
[e] ,Y
(m)
[e] )
end
// Data Fusion
foreach entity e in VE do
if degree(G,e) > 1 then
U [e] = fη[e](Γ`∈N [e][µ
(e,`)
 ])
else
U [e] = µ
(e,m)

end
end
// Step 2: Matrix Reconstruction
foreach matrixm in VM do
X(m)′ = U [rm]U [cm]
T
L(m)R = `[m]R (X(m), X(m)′)
end
// Pass 1 Loss L1
LA =
∑
(e,m)
L(e,m)A
LR =
∑
m
L(m)R
L1 = LA + LR
return L1
Algorithm 3: Pass 1 of DCMTF Training
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PASS2 (NN , ~p)
inputs :DCMTF Network NN , Hyperparameters ~p
outputs : loss L2
// Step 1: Entity representation generation
foreach edge (e,m) ∈ Q do
µ
(e,m)
 , Y
(m)′
[e] = A(e,m) (Y (m)[e] )
L(e,m)A = `A(Y (m)
′
[e] ,Y
(m)
[e] )
end
// Step 2: Data Fusion
foreach entity e in VE do
if degree(G,e) > 1 then
U [e] = f
η
[e]
#
(Γ`∈N [e][µ
(e,`)
 ])
else
U [e] = µ
(e,m)

end
end
// Step 3: Clustering
foreach entity e in VE do
C [e] = g
γ
[e]
#
(U [e])
L(e)C = Tr(C [e]
T · L[e]] · C [e])
end
// Pass 2 Loss L2
LA =
∑
(e,m)
L(e,m)A
LC =
∑
e
L[e]C
L2 = LA + LC
return L2
Algorithm 4: Pass 2 of DCMTF Training
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4 Experiments
4.1 Simulation
Data. We generated a synthetic dataset with 3 matrices and 4 entities as shown in Figure 5. We synthetically generated
400 instances of entity p, 200 instances of entity r and 240 instances of entities d in the following manner.
• We generate entity-specific cluster indicator matrices I(d), I(r), I(p) with the number of clusters ke = 4 as
show in figure 6(a), where I ∈ {0, 1}de×ke . The I’s are then transformed to a vigorous cluster indicator matrix
i.e. an orthogonal matrix with the columns normalized.
• We also generate entity cluster association matrices A(p,r), A(p,t), A(s,r) as show in figure 6(b), where
A ∈ {0, 100}krm×kcm . The entries indicating strong associations were filled with 100 and the rest of the
entries are set to 0.
• We generate data matrices X(rm,cm) by computing the product of the factors I(rm).A(rm,cm).I(cm). Thus we
generate the matrices X(p,r), X(p,t) and X(s,r) as show in figure 6(c).
• The input to DCMTF are the matrices in Figure 6(d) which are obtained by permuting the rows and columns
of each matrix in Figure 6(c).
p
r t
r
X(p,r) X(p,t)
X(s,r)s
(a)
Figure 5: Schematic of synthetic dataset
Results. The DCMTF outputs viz. the entity clusterings I(e), the strength of association A(m) across pairs of entities,
the Spectral entity representations C(e) and the reconstructed matrices X(m)
′
are shown in Figure 7(a), 7(b), 7(d) and
7(e) respectively. Note that the matrices in Figure 7(c) are the predicted matrices in 7(d) after reverting the permutations
of the rows and columns. It can be seen that the Clusters and Cluster associations are learnt correctly by DCMTF.
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(a) Entity-specific Cluster Indicators: I(e)
(b) Cluster Associations across Entity Pairs: A(m)
(c) Data matrices X(m) (d) Data matrices X(m) - rows and columns permuted
Figure 6: Synthetic Dataset Generation
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(a) Entity Cluster Indicator I(e), obtained by Clustering the corresponding Entity Spectral Represen-
tation C(e)
(b) Learnt Entity Cluster Associations: A(m)
(c) Predicted Data matrices X(m) (d) Predicted Data matrices X(m) - rows and columns permuted
(e) Learnt Entity Spectral Representations C(e)
Figure 7: DCMTF Results on Synthetic dataset - Predicted I(e), A(m), C(e) and X(m)
′
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5 Discussion
The general design of our network architecture follows that of DCMF. However, the representation learning in DCMTF
is improved in two ways. First, DCMTF obtains entity representations even when the data for the same entity (e.g.,
gene) has different datatypes in different matrices. To obtain consistent real-valued latent representations for all entities,
DCMTF uses VAEs and adds an additional data fusion network layer. This also aids in similarity computations that are
required for clustering. Second the entity representations are affected by simultaneous learning of clusters.
If DCMF representations are learnt independently, any clustering algorithm can be used on the representations, in a
two-step process. However, this would require a separate method to learn the cluster associations. Further, simultaneous
learning of both representations and clusters has been found to improve both tasks in many other settings, e.g., [Hsu and
Lin, 2017, Zhuge et al., 2019]. Following the same principle, DCMTF simultaneously learns entity representations,
entity-specific cluster structure as well as the cluster associations from an arbitrary collection of matrices.
An alternative approach to the above DCMTF architecture and optimization is to replace the factorization step of DCMF
with matrix tri-factorization and to obtain interpretable cluster indicator matrices in the factors various architectural
constraints can be imposed, such as using a sigmoid activation layer to ensure that the row sum equals 1 (equation 9).
However, we found that such constraints deteriorated the quality of either the clustering or the representations; or they
led to difficulties in training the network. Further, learning the association matrix in this setting is challenging. Similar
problems arise if a tri-factorization loss term is added as a third term to the DCMF loss.
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A Proof
The minimization problem of Equation (17) is equivalent to the problem:
min
∑
m
(∣∣∣∣∣∣X(m) − J [rm]A(m)J [cm]T ∣∣∣∣∣∣2) subject to J [e]T J [e] = Ike ∀e = 1, . . . , N
We start with the optimization problem (17):
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min
J [e]
e=N∑
e=1
Tr
(
J [e]
T
L[e])J ([e])
)
subject to J [e])
T
J [e]) = Ike (19)
= min
J [e]
e=N∑
e=1
Tr(J [e]
T
(D[e] − S[e])J [e]) (20)
= min
J [e]
e=N∑
e=1
Tr(J [e]
T
D([e]J [e] − Tr(J [e]T S[e]J [e]) (21)
≡ max
J [e]
e=N∑
e=1
Tr(J [e]
T
S[e]J [e]) (22)
J [e] is vigorous (see (10))⇒ (J [e]T S[e]J [e]) will result in a sum of a selection of entries of S based on the clusterings
J i.e.
(22) = max
J [e]
e=N∑
e=1
Tr
( [ ∑
i∈B1,j∈B1
Sij ]
11
... [
∑
i∈B1,j∈Bk
Sij ]
1k... ...
[
∑
i∈Bk,j∈B1
Sij ]
k1
... [
∑
i∈Bk,j∈Bk
Sij ]
kk
)
k×k
(23)
= max
J [e]
k∑
u=1
∑
i,j∈pi[e]u
[Sij ]uu
〈
where, pi[e]u = the u-th cluster of entity instances E
[e]
〉
(24)
= max
J [e]
∑
i,j∈Π=⋃
u
pi
[e]
u
Sij (25)
= max
J [e]
∑
i,j∈Π
exp
(
(||P (e,m)i ||2 + ||P (e,m)j ||2 − 2M[e])
2
) 〈
where,M[e] =
∑
m∈N [e]
P
(e,m)
i · P (e,m)j
〉
(26)
= max
J [e]
∑
i,j∈Π
exp(M[e])
exp
(
||P (e,m)i ||2+||P (e,m)j ||2
2
) (27)
= max
J [e]
∑
i,j∈Π
log
(
exp(M[e]))− log(exp( ||P (e,m)i ||2 + ||P (e,m)j ||2
2
))
(28)
= max
J [e]
∑
i,j∈Π
M[e] −
||P (e,m)i ||2 + ||P (e,m)j ||2
2
(29)
= max
J [e]
∑
i,j∈Π
M[e] (30)〈
∵ ||P (e,m)i − P (e,m)j ||2 = ||P (e,m)i ||2 + ||P (e,m)j ||2 − 2P (e,m)i · P (e,m)j (31)
⇒ ||P (e,m)i ||2 + ||P (e,m)j ||2 ≥ ||P (e,m)i − P (e,m)j ||2 (32)
and increasingM decreases ||P (e,m)i − P (e,m)j ||2
〉
(33)
The solution for the optimization problem
min
∑
m
(∣∣∣∣∣∣X(m) − J [rm]A(m)J [cm]T ∣∣∣∣∣∣2) subject to J [e]T J [e] = Ike ∀e = 1, . . . , N
can be given by solving
min
J [e]
e=N∑
e=1
Tr
(
J [e]
T
L[e])J ([e])
)
subject to J [e])
T
J [e]) = Ike (34)
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As is the case with (22) J [e] is vigorous (see (10))⇒ (J [e]T S[e]J [e]) will result in a sum of a selection of entries of S
based on the clusterings J i.e.
(34) ≡ max
J [e]
∑
i,j∈Π
M[e] (35)
(35) ≡ (30). Hence proved.
B Notation
Notations List
Symbol Meaning
a
b Dimension of the entity representation
c
cm index of column entity of the matrix X(m) (cm ∈ {1, . . . , N})
de number of instances of entity E[e]
drm number of instances of entity E
[rm], i.e., the row entity of X(m)
e index of entities in input collection (e ∈ {1, . . . , N}
[e] superscript to indicate entity-specific object
f parametric function (realized through a neural network)
g parametric function (realized through a neural network)
h
i index
j index
k number of clusters (in a single input matrix)
ke number of clusters of instances of entity E[e]
` index
m index of matrices in input collection (m ∈ {1, . . . ,M})
(m) superscript to indicate matrix-specific object
n
o
p number of dimensions in single input matrix
q number of observations in single input matrix
r
rm row entity of the matrix X(m) (rm ∈ {1, . . . , N})
s
t BO iteration index
u cluster index
urm u
th cluster in the row entity instances of X(m)
v cluster index
w
x
y
z
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Symbol Meaning
A(m) Association matrix containing the strength of association between clusters of row and
column entities X(m)
B Graph Partition (set of nodes)
B¯ Complement of B (set of nodes)
C Relaxation to Vigorous Cluster Indicator (Spectral representation)
C˜ Input to the last layer in network multiplied by Cholesky factor to obtain Spectral
representation
CC Cluster chain
D Degree matrix
E Set of entities
F Parametric function (realized via Neural network)
G Input bipartite entity-matrix relationship graph
H
H˜ [e] Cholskey factor for entity E[e]
I [e] Cluster Indicator of entity E[e]
J [e] Vigorous Cluster Indicator for the eth entity instances
K
L Laplacian matrix
M number of input data matrices
N number of entities in input collection of matrices
O
P Matrix used to define Similarity Metric
Q Set of edges in the input bipartite entity-matrix relationship graph G
R
S Similarity matrix
T Matrix transpose operation
U Entity Representation
VE Vertices of the bipartite entity-matrix relationship graph G representing Entities
VM Vertices of the bipartite entity-matrix relationship graph G representing Matrices
W W (Bu, Bv) Sum of edge weights across partitions Bu, Bv
X Data matrix
X(m) m-th matrix in a set of Data matrices
X(m)
′
Autoencoder reconstruction of the m-th matrix
X(m)
′′
Matrix reconstruction of the m-th matrix by multiplying latent row and column factors
Y
(m)
[e] e
th entity instances in the matrix X(m)
Y matrix (used in spectralnet explanation)
Z lower triangular matrix (used in spectralnet explanation)
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Symbol Meaning
A Variational Autoencoder
B
B(m){urm ,ucm} sub-matrix block formed by row entity instances of the u
th
rm cluster and the column
entity instances of the uthcm cluster in X
(m).
C Clustering network
D
E
F Fusion network
G
H
I Entity cluster indicators I = I(1), ..., I(E)
J Vigorous Cluster Indicator matrix (for single matrix)
K
L Loss
LA Autoencoder Reconstruction Loss
LC Spectral Clustering Loss
LR Matrix Reconstruction Loss
M Weighted distance matrix
N [e] Neighbors of entity E[e] in G
NN Neural Network
O
P
Q
R
S Similarity Matrix
T Cluster associations T = A(1)′ , ..., A(M)′
U Entity representations U = U (1), ..., U (E),
V
W
X Input matrices X = X(1), ..., X(M)
Y
Z
Symbol Meaning
λ Eigenvalue
θ, , δ, η Neural network parameters
pi
[e]
u the u-th cluster of entity instances E[e]
Γ[.] Concatenation operator
µe,m Mean of the VAE encoder for the e
th entity in the mth matrix
Ike Identity Matrix with dimensions (ke × ke)
I Identity Matrix
R Real numbers
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