ABSTRACT: United Nations Millennium Development Goals(MDGs) has set the target of reducing high rates of infant (and child) mortality (IMR) by two thirds to be reached by 2015 using 1990 as the benchmark year. The availability of time series data on Infant Mortality rate from Inter-Agency Group for Child Mortality Estimation(IGME) led by UNICEF and WHO, it has become possible to track the rate of progress towards this goal. Using the IGME 2012 data for all the South Asian Countries, I have considered three specific issues in this article. (1). How does the South Asian Countries fair in reducing the IMR towards this MDG target? Although the time series data exhibit declining trends for all the countries in South Asia, to what extent such trends are attributed by their average annual progress trajectory over the period for which data are available? (2). Whether deterministic or stochastic trend can attribute the IMR decline in South Asian countries and what alternative time series models be used to forecast the decline in Infant Mortality? Can we find a serviceable representative model for the entire region? (3) In case, a satisfactory representative model for the entire region exists, how do we assess the forecast accuracy using the model and quantify the propagation of forecast error?
reducing high rates of infant (and child) mortality (IMR) by two thirds to be reached by 2015 using 1990 as the benchmark year. The availability of time series data on Infant Mortality rate from Inter-Agency Group for Child Mortality Estimation(IGME) led by UNICEF and WHO, it has become possible to track the rate of progress towards this goal. Using the IGME 2012 data for all the South Asian Countries, I have considered three specific issues in this article. (1) . How does the South Asian Countries fair in reducing the IMR towards this MDG target? Although the time series data exhibit declining trends for all the countries in South Asia, to what extent such trends are attributed by their average annual progress trajectory over the period for which data are available? (2) . Whether deterministic or stochastic trend can attribute the IMR decline in South Asian countries and what alternative time series models be used to forecast the decline in Infant Mortality? Can we find a serviceable representative model for the entire region? (3) In case, a satisfactory representative model for the entire region exists, how do we assess the forecast accuracy using the model and quantify the propagation of forecast error? South Asia as a whole, though, likely to halve poverty levels by 2015, situation is not as promising in other areas, such as reduction of high rates of infant, child and maternal mortality. World has witnessed a substantial progress in Millennium Development Goal 4 (MDG 4) during the period with reference to the decline in the number of under-five deaths worldwide. Since 1990 the global under-five mortality rate has dropped 41 percent-from 87 (85, 89) deaths per 1,000 live births in 1990 to 51 (51, 55) in 2011. Eastern Asia, Northern Africa, Latin America and the Caribbean, South-eastern Asia and Western Asia have reduced their under-five mortality rate by more than 50 percent. The annual rate of reduction in under-five mortality has accelerated-from 1.8 (1.7, 2.1) percent a year over 1990-2000 to 3.2 (2.5, 3.2) percent over 2000-2011-but remains insufficient to reach MDG 4, particularly in Oceania, Sub-Saharan Africa, Caucasus and Central Asia, and Southern Asia.
The highest rates of child mortality are still in Sub-Saharan Africa-where 1 in 9 children dies before age five, more than 16 times the average for developed regions (1 in 152)-and Southern Asia (1 in 16). As under-five mortality rates have fallen more sharply elsewhere, the disparity between these two regions and the rest of the world has grown. Under-five deaths are increasingly concentrated in Sub-Saharan Africa and Southern Asia, while the share in the rest of the world dropped from 31 percent in 1990 to 17 percent in 2011 (UNICEF, 2011). Table 1 provided below show the rate of progress towards MDG target for the countries belonging to South Asian Region. 
Modeling rate of decline in Infant Mortality:
In this section, we consider logarithm of decline rate of infant mortality as a time series and fit alternative parametric time series models. Fitted models thereafter shall be used for forecasting the values till 2015, say, and the results will be analyzed to assess the shortfall in achieving MDG target. The data for this purpose have been downloaded from the site of http://www.childmortality.org (UNICEF, 2012). We have used data for the South Asian countries, Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan and Sri Lanka over the period 1960-2010.
Let M t denote the value of the observed infant mortality rate in the year t. Then, is defined as the rate of decline in infant mortality from the year t-1 to t. We took Z t as the variable to be analyzed. This guarantees the positivity of all results, but, more importantly, it transforms changes into relative scale, which seems reasonable given the large variation in the level of the infant mortality rates.
The following figure 2 depicts the trend in the rate of decline in infant mortality since 1970 for all the countries except the Maldives. It can be seen that the trend for the entire region South Asian Countries as a whole is much similar to that of India over the whole period , in other words, the trend of the entire region is being driven mostly by India. The post 1990 episode has witnessed a much sharper decline for countries like Bangladesh, Bhutan and Nepal. In contrast, the data support that the pace of decline in infant mortality rates is slowing down in India and Sri Lanka as well. The trend line for Pakistan lies much below the other countries with no clear increase or decrease in the pace.
Many vital processes appear nonstationary. We have analysed the logarithm of rate of decline Z t , over 1960-2010 for all the South Asian countries(SAC). Sample autocorrelation function (ACF) and sample partial autocorrelation function (PACF) were used to assess stationarity status of the all the series. Persistent patterns of sample ACF for all the countries were evident. For the sake of illustrations, we provide the plots of autocorrelations and partial autocorrelations for India and for the SAC as a region in figure 3 . The autocorrelations did not approach zero, as they should for a linear process. We then looked for the smallest d such that the d th difference both looked stationary in a plot and had an ACF that did approach zero fairly quickly. In order to remove the persistent pattern from the sample ACF, we had to take the first differences of the series Z t . The sample first-autocorrelations r 1 of the first differences of the series Z t varied from -0.57 to -0.04 and for second autocorrelations r 2 , we got, -0.12 ≤ r 2 ≤ 0.21. It was found that sample autocorrelations at lag = 1 were statistically significant for all the countries, including the SAC region, except for Bangladesh, Pakistan and Afghanistan. All the latter values of sample autocorrelation, at lag = 2 or more were not significantly different from zero. The analysis indicates that there are opportunities for ARMA modeling of the first differences of these series, the representations may be approximate only.
Alternative Time Series Models of Infant Mortality Decline:
Various ARIMA(p,1,q) models were fitted. Based on residual checks, ARIMA (1,1,1 Consider the estimated model for Bangladesh
(1) with = -0.1251, if the mean of the differences is assumed to be zero. The estimated standard error of the autoregressive parameter is 0.1572 and the p-value is 0.431. This amounts to saying that is not significantly different from zero. Thus, a random walk model is perhaps a better choice, since putting in model (1) leads to a random walk model. Therefore, a random walk model was fitted with innovation variance estimated as 0.000034. Figure 3 has a plot of the decline rate of Bangladesh infant mortality for 1961-2010. It also shows three forecasts of the series. Stationary ARMA(p, q) models do not seem appropriate for the series based on the unacceptable fit, but we have included a forecast made with an AR(1) model to show the effect of using a stationary model for a series that obviously is nonstationary. The other two forecasts are based on model(1) and a random walk model without drift. We see that the AR(1) based forecast continues smoothly from the last observed value to the historical (1990-2010) mean. The ARIMA (1,1,0) and Random Walk models produce essentially the same forecast. (2) where 0 = 1, and the series of the absolute values of j 's converges. It can be shown that , the variance of Y t is finite, and of the form (3) for all t. More generally, we have that (4) for all t and k ≥ 0. Suppose we make a forecast for Y t+k at time t for lead time k = 1,2,…. etc. From (2) we can write the future values as where (5) and (6) If the j 's are known, then we know the value of F k (t) at time t for an invertible ARMA(p, q) process, but E k (t) is independent of the past and has mean zero. It follows that F k (t) is the minimum mean squared error forecast of Y t+k . Since error = forecast -true value, E k (t) is the negative of the forecast error. Now, consider an integrated process Z t that is related to a stationary process Y t ( as defined in (2)) via the first differences . Suppose we know the values of Z t for t = ….-1, 0, 1, 2,…. and we want to forecast Z t+k , for k=1, 2, …. We can always write .
Therefore, if we ignore the estimation error in the j 's, the optimal forecast is And the negative of the forecast error is say.
We see from (5) and (6) that the E j 's are all linear combinations of t+h 's with h = 1,…..,k, so the forecast error is independent of the forecast. A direct calculation yields the result,
for k, h ≥ 0.
When the first differences follow an AR(1) process, we have where . Therefore, the forecast function is given as
which tends to as k→ . In demographic forecasting is often small, so the asymptotic value tends to be close to the current value. Taking as in (10), from (9), we can derive the second moments of the forecast error as .
Because the partial sums in (9) are all positive for AR(1) first differences, it is easy to show that the covariance is positive for < 1. We see from (11) that the covariance of the forecast error is asymptotically proportional to the shorter lead time k. Also, as , the autocorrelations tends to (k/(k+h)) ½ , which is the autocorrelation function of a random walk.
We know that under an AR(1) model for the process increments, . So for large k and h = 0, we shall approximately have, .
Thus, when the process increments follow an AR(1) model, an approximation for the variance of the forecast error can be obtained based on a simple random walk model by multiplying the empirical variance of the process of increments by the quantity .
We shall now illustrate the methodology discussed above for the series Z t , the rate of decline in infant mortality for entire South Asia 
Error Estimate for Infant Mortality Forecasts in South Asia:
If the decline in infant mortality rate were a random walk, using today's value for all future times would be optimal. Indeed, in countries, such as Bangladesh, Pakistan etc. a graph of these series often looks approximately like that of a random walk. Using this argument, suppose, X>0 is a random variable representing a future value and let T be its forecast, which is based on past data. The absolute relative error of naïve forecasts is defined as .
Figure 5 displays empirical estimates of the absolute relative error of naïve forecasts for the infant mortality rate in South Asia and the error of a random walk whose volatility closely matches the mean. If the steps of the random walk are normal(Gaussian) with variance(volatility) 0.0047 2 , then the absolute value of the error as a function of lead time is given by 0.0047 × t ½ ,
given as the dashed line in Figure 5 . To appreciate the order of magnitude, note that at lead time 40, the relative error is approximately 0.03. This corresponds to an expected absolute error of about 3%.
Motivated by the developments in section 5, we now reconsider the forecasts of IMR in table 3 for each country using our fitted models in section 4.
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Concluding Remarks:
Demographic forecasts of vital rates are linked to public policy issues and can make major contribution to planning for future in important areas of economic and social life. If the vital rates closely follow their past trends, accurate forecasting is feasible, but increased fluctuations of the rates usually imply rapidly increasing forecast errors. Country level comparisons of forecasts will reflect varying degree of forecast accuracy as a result of varying degree of change in mortality, fertility, and migration etc. Obviously, there can't be a unique method or a unified approach to make the comparisons possible even when modern theoretical models are available to the forecasters. At times, it may be possible to find a serviceable representative model for the countries under consideration. Following Harold Dorn (1950), it may be stated that producing population forecasts using the representative model that are fairly uncertain can still have value, as the forecasts may draw attention to looming public policy issues that would otherwise be neglected.
The present article demonstrates that it is possible to find a serviceable representative time series model for the countries in entire region of South Asia for the purpose of forecasting IMR decline so that country level comparisons and monitoring the stagnation in their rate of progress is made possible. Although a gross level comparisons may be indicative of success or otherwise for each country using descriptive measures such as average annual rate of reduction as used in this article, however, inappropriate choice of simple linear models or so may lead to significant magnitude of over or under estimation. Demographic processes are generally nonstationary containing a stochastic trend component. When such is the case, and an ARIMA(1,1,0) model provides a statistically accepted fit to vital time series data, the forecast errors can be approximated using a random walk process ( Alho J.M. and Spencer B.D., 2005).
