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Abstract
Taking P 0 to be the measure induced by simple, symmetric nearest neighbor
continuous time random walk on Zd starting at 0 with jump rate 2d define, for
β ≥ 0, t > 0, the Gibbs probability measure Pβ,t by specifying its density with
respect to P 0 as
dPβ,t
dP 0
= Zβ,t(0)
−1eβ
∫ t
0 δ0(xs)ds (1)
where Zβ,t(0) ≡ E0[eβ
∫ t
0 δ0(xs)ds]. This Gibbs probability measure provides a
simple model for a homopolymer with an attractive potential at the origin.
In a previous paper [3], we showed that for dimension d ≥ 3 there is a phase
transition in the behavior of these paths from diffusive behavior for β below a
critical parameter to positive recurrent behavior for β above this critical value.
This corresponds to a transition from a diffusive or stretched out phase to a
globular phase for the polymer. The critical value was determined by means of
the spectral properties of the operator ∆+βδ0 where ∆ is the discrete Laplacian
on Zd. In this paper we give a description of the polymer at the critical value
where the phase transition takes place. The behavior at the critical parameter
is in some sense midway between the two phases and dimension dependent.
Key words: Gibbs measure, homopolymer, phase transition, globular phase, diffu-
sive phase.
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1 Introduction
In this paper we provide a picture of a homopolymer model at the critical value of
a parameter. Other properties of this model were discussed in the previous work [3]
of the authors. An approach to some of the results of [3] using renewal theory is
explained in [6]. Using the methods of [3], we can now give a fairly complete descrip-
tion of the polymer behavior at the critical parameter in all dimensions. Interest in
polymer models is wide spread. An early work on the subject is [5] which has been
followed by myriad contributions and we refer the reader to the interesting paper [7]
or the monograph [6] and their extensive bibliographies. In contrast to other work
on the homogeneous pinning model, our approach uses spectral theory and resolvent
analysis in place of renewal theory. In our case we are able to establish some interest-
ing and explicit results about the behavior of the pinned homopolymer at the critical
parameter which gives the point where a phase transition occurs. In order to describe
the model, denote by Σ the space right continuous, left limit paths on [0,∞) into Zd.
A typical element of Σ will have its position at time s denoted by xs. Sometimes we
shall consider the restriction of elements of Σ to the interval [0, t] and use Σt to denote
this set of paths. The corresponding Borel σ−fields shall be denoted by B∞ and Bt,
respectively. Our reference measure on Σ shall be P 0, where P x denotes the measure
induced by simple, symmetric nearest neighbor continuous time random walk on Zd
starting at x with jump rate 2d. This is the Markov process whose generator is the
discrete Laplacian; ∆ψ(x) =
∑
y:|x−y|=1(ψ(y)−ψ(x)). Define for β ≥ 0 and t > 0 the
Gibbs probability measure Pβ,t on the Borel subsets Bt of Σt by specifying its density
with respect to P 0 as
dPβ,t
dP 0
= Zβ,t(0)
−1eβ
∫ t
0 δ0(xs)ds
where
Zβ,t(0) ≡ E0[eβ
∫ t
0
δ0(xs)ds]
is the usual normalizing factor called the partition function. Setting
Zβ,t(x) = E
x[eβ
∫ t
0 δ0(xs)ds]
enables us to define the Gibbs measure P xβ,t on paths started at x by
dP xβ,t
dP x
= Zβ,t(x)
−1eβ
∫ t
0
δ0(xs)ds
When x = 0 we will write Zβ,t in place of Zβ,t(0). A couple of simple observations to
be used later are that
Zβ,t(x) ≤ Zβ,t(0), x ∈ Zd (2)
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and that for all x ∈ Zd
Zβ,s(x) ≤ Zβ,t(x), for s ≤ t. (3)
In the previous work [3], we demonstrated the existence of a phase transition in the
parameter β at a particular parameter value which we shall denote by βd. It was also
shown in [3] that in all dimensions, whenever β > βd, there is a limiting measure
P xβ,∞. To be precise, for any A ∈ Bs, the limit limt→∞ P xβ,t(A) = P xβ,∞(A) determines
a probability measure P xβ,∞ on B∞. Similar results on the existence of such a measure
were obtained in the context of penalization in [8]. It was also shown that {xs : s ≥ 0}
is positive recurrent, called the globular phase, under the measure P xβ,∞. For d = 1, 2
the process under the polymer measure P xβ,∞ is null recurrent for β = 0 and positive
recurrent for β > 0. In other words, βd = 0 for d = 1 or 2. However, in dimensions
d ≥ 3, it was shown in [3] for β < βd that Pβ,t( xt√t ∈ ·) has a normal limit. In other
words, for β < βd there is no long term effect of the potential on the polymer as this
is the same limit satisfied by the process under P 0.
In this paper we shall extend these results to the case β = βd and d ≥ 3 which
is more delicate than the case β 6= βd. For β = βd and d ≥ 5 the measure P xβd,∞
exists and the process is positive recurrent under the measure P xβd,∞. At β = βd in
dimensions 3 and 4, the measure Pβd,t(
xt√
t
∈ ·) has a limit which is a mixture of
Gaussians. Thus, in contrast to the case β < βd, there is a long term influence of the
potential on the polymer at the critical value β = βd. In dimensions d = 3 or 4, the
polymer paths at β = βd exhibit unusual behavior midway between the cases of d ≤ 2
and d ≥ 5 and making these dimension dependent behaviors explicit is the subject of
this paper.
The phase transition in the polymer model corresponds to a transition for the
operator Hβ = ∆ + βδ0. In dimensions d = 1 or 2, this operator has a positive
eigenvalue λ0(β) > 0 for all β > 0. In dimensions d ≥ 3, for β > βd, Hβ has a
positive eigenvalue λ0(β) but only absolutely continuous spectrum for β < βd. We
denote the corresponding eigenfunction by ψβ. Curiously, for d ≥ 5, λ0(βd) = 0 is
an eigenvalue at the edge of the absolutely continuous part of the spectrum of Hβd
which is [−4d, 0]. However, the situation in d ≤ 4 is that there is no eigenvalue in
the spectrum of Hβd. We remark that the value βd marks a transition in the free
energy as well. Namely, for β ≤ βd the free energy limt→∞ 1t lnZβ,t(0) = 0 while
for β > βd one has limt→∞ 1t lnZβ,t(0) = λ0(β) > 0. In addition, this corresponds
to the fact that
∫∞
0
δ0(xs)ds is an exponentially distributed random variable with
parameter 2d ed where ed = P
0(x never returns to the origin). One simply notes
that
∫∞
0
δ0(xs)ds =
∑N
j=1 τj where N, the number of visits to the origin, is a geometric
random variable with parameter 1 − ed which is independent of the iid sequence
τj , j ≥ 1, of exponentially distributed random variables with parameter 2d where τj
is time spent at the origin on the jth visit there. Thus Zβ,∞(0) = E0[eβ
∫∞
0
δ0(xs)ds] <∞
for β < 2d ed while this is infinite for β ≥ 2d ed which gives that βd = 2d ed.
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2 Behavior of the polymer at β = βd.
We now describe the behavior of the polymer at β = βd. For d = 1, 2, βd = 0 and so
the polymer measure Pβd,∞ is just P
0 and there is nothing new to add, but perhaps it’s
worth pointing out that the continuous time, simple, symmetric random walk is null
recurrent in these dimensions. That is the polymer in this case is diffusive meaning
xt/
√
t has a non-degenerate limiting distribution, which is of course Gaussian.
For d = 3 or 4, the polymer is in a ”weakly” diffusive phase at β = βd. The
potential has a weak, yet non-negligible, long term effect in these dimensions at
the critical value of the parameter β, but not strong enough to give a stationary
probability distribution under Pβd,∞ as in the case d ≥ 5 described below. The effect
of the potential shows up in the behavior of σt/t where
σt = sup{s ≤ t : xs = 0}.
The process σt/t has a limiting distribution under Pβd,t as t→∞. This distribution
is more concentrated near 0 in three dimension than in four. For example, the mean
of this limiting distribution is 1/3 when d = 3 and is 1/2 when d = 4. We can derive
the limiting distribution explicitly as well as that of xt/
√
t with respect to Pβd,t as
t → ∞. The latter relies on specifying the limiting distribution of σt/t. In the limit,
the distribution of xt/
√
t in the critical case β = βd is a mixture of Gaussians. The
reason is that the polymer is ”free” of the influence of the potential after time σt and
as a result, conditional on σt, the position xt is approximately Gaussian with variance
t− σt = t(1− σt/t). One can think of the potential as providing a ”sticky” boundary
point in the critical case, but not ”sticky” enough to create a globular phase as in the
cases d ≥ 5. The existence of a non-degenerate limiting distribution for σt/t under the
measure Pβd,t demonstrates the long term influence of the potential on the polymer.
In dimensions d ≥ 5, the process under the polymer measure P xβd,∞ is positive
recurrent. This curious case is due to the existence of 0 as an eigenvalue for the
operator Hβd. It turns out that the corresponding eigenfunction, ψβd is given by
ψβd(x) = P
x(T < ∞) where T = inf{t ≥ 0 : xt = 0}. For dimensions d ≥ 5, the
normalized square of ψβd provides the stationary probability measure for the time-
homogeneous Markov process under Pβd. The stationary distribution is given by πβd
where for β ≥ βd
πβ =
∑
x∈Zd
ψ2β(x)
||ψβ||2L2((Zd)
δx. (4)
Note that this definition makes sense for d = 3 or 4 when β > βd and for d ≥ 5
when β ≥ βd. This measure has fairly heavy tails when β = βd, in the sense that only
moments of order up to d − 5 exist. By contrast, in the case β > βd, all moments
exist for the measure πβ. This is why we say the polymer is in the ”weakly” globular
phase at β = βd for d ≥ 5. For d = 3 and 4, the following Theorem describes the
behavior at criticality.
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Theorem 2.1. For d = 3 and β = β3 and d3 =
16
√
π
β3
, as t→∞,
Zβ3,t ∼ d3
√
t,
Eβ3,t
[〈ζ, xt〉2] ∼ 2
3
|ζ |2t, ζ ∈ R3,
Covβ3,t (xt) ∼
2
3
tI,
Pβ3,t(σt/t ∈ du)→
1
2
√
u
du, 0 ≤ u ≤ 1,
Pβ3,t
(
xt√
t
∈ ·
)
→ P (ξ ∈ ·)
where ξ is a random vector with characteristic function
ψξ(φ) =
1
2
∫ 1
0
e−|φ|
2(1−u) 1√
u
du, φ ∈ R3.
For d = 4, and β = β4, and d4 =
8π
β4
, as t→∞,
Zβ4,t ∼ d4
t
ln t
,
Eβ4,t
[〈ζ, xt〉2] ∼ |ζ |2t, ζ ∈ R4,
Covβ4,t (xt) ∼ tI,
Pβ4,t(σt/t ∈ du)→ du, 0 ≤ u ≤ 1,
Pβ4,t
(
xt√
t
∈ ·
)
→ P (η ∈ ·)
where η is a random vector with characteristic function
ψη(φ) =
∫ 1
0
e−|φ|
2(1−u)du, φ ∈ R4.
For the next result, denote the heat kernel of the operator Hβ by pβ. That is
∂pβ
∂t
(t, x, y) = Hβpβ(t, x, y), pβ(0, x, y) = δx(y). (5)
The situation at criticality for d ≥ 5 is described in the following.
Theorem 2.2. For d ≥ 5 and β = βd, there is a measure Pβd,∞ on (Σ,B) such that
for each fixed s, as t → ∞ the process ({xu : 0 ≤ u ≤ s}, Pβd,t) converges in law to
({xu : 0 ≤ u ≤ s}, Pβd,∞) . The process ({xs : 0 ≤ s <∞}, Pβd,∞) is a Markov process
with generator
Aβdf(x) =
∑
|y−x|=1
ad(x, y)(f(y)− f(x)),
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where
ad(x, y) =


0, if |x− y| > 1,
ψβd(y)
ψβd(x)
, if |x− y| = 1,
2d− βdδ0(x), if y = x,
and ψβd denotes the eigenfunction of Hβd normalized so that ψβd(0) = 1. The transi-
tion probabilities for this ergodic, pure jump, Markov process on Zd are given by
rβd(s, x, y) =
pβd(s, x, y)ψβd(y)
ψβd(x)
. (6)
Its invariant probability distribution is πβd as defined in (4). The k
th moment of πβd
is finite if and only if d ≥ k + 5.
3 Resolvent Analysis
Assume throughout that β ≥ 0. Recall that pβ denotes the heat kernel of the operator
Hβ as at (5) where H0 = ∆. The analysis begins with the resolvent given by
Rβ,λ(x, y) =
∫ ∞
0
e−λspβ(s, x, y)ds, (7)
The resolvent satisfies the equation
(Hβ − λ)Rβ,λ(x, y) = −δy(x) (8)
For φ ∈ Td, the d−dimensional torus, with coordinates φ = (φ1, ...φd), use
Φ(φ) = 2
d∑
j=1
(1− cosφj) (9)
to denote the symbol (Fourier transform) of −∆.
Using (8), we see that the Fourier transform of the resolvent, namely,
Rˆβ,λ(φ, y) =
∑
y∈Zd
Rβ,λ(x, y)e
i<φ,x>,
satisfies the equation
−Rˆβ,λ(φ, y) (Φ(φ) + λ) + βRβ,λ(0, y) = −ei〈φ,y〉.
Solving for Rˆβ,λ(φ, y) one arrives at
Rˆβ,λ(φ, y) =
βRβ,λ(0, y) + e
i〈φ,y〉
λ+ Φ(φ)
. (10)
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In the case β = 0, (10) becomes
Rˆ0,λ(φ, y) =
ei<φ,y>
λ+ Φ(φ)
. (11)
On inversion of (11), we have the representation
R0,λ(0, y) =
1
(2π)d
∫
Td
ei<φ,y>
λ+ Φ(φ)
dφ. (12)
Since the function R0,λ(0, 0) plays a central role in our development, we denote it
for simplicity by
I(λ) =
1
(2π)d
∫
Td
1
λ+ Φ(φ)
dφ (13)
Notice that I(0) =∞ for d = 1, 2 but I(0) <∞ for d ≥ 3.
Multiplying both sides of (10) by (2π)−d, integrating over T d and combining with
(12) and (13), we get
Rβ,λ(0, y) = βI(λ)Rβ,λ(0, y) +R0,λ(0, y)
and solving for Rβ,λ(0, y),
Rβ,λ(0, y) =
R0,λ(0, y)
1− βI(λ) . (14)
The following result about I(λ) enables one to derive large time asymptotics for
pβd(t, 0, 0) by means of a Tauberian Theorem.
Lemma 3.1. For d = 3 and 4 one has I(0) <∞ and the following λ→ 0 asymptotics
hold for I(λ),
I(λ) ∼


I(0)−
√
λ
4π
, d = 3,
I(0)− λ
8π
ln 1
λ
, d = 4,
I(0)− cdλ, d ≥ 5,
where cd is some positive constant.
We don’t specify the value of cd as it’s value won’t play a significant role later.
Proof. By (13), for d = 3, and δ > 0 fixed,
I(0)− I(λ) = λ
(2π)3
∫
T3
1
(λ+ Φ(φ))Φ(φ)
dφ
∼ 4πλ
(2π)3
∫ δ
0
r2
(λ+ r2)r2
dr
∼ λ
2π2
∫ δ
0
1
λ+ r2
dr
∼
√
λ
4π
.
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Solving for I(λ) gives
I(λ) = I(0)−
√
λ
4π
+ ...
Similarly, for d = 4, using (13), again with δ > 0 fixed,
I(0)− I(λ) = λ
(2π)3
∫
T3
1
(λ+ Φ(φ))Φ(φ)
dφ
∼ 2π
2λ
(2π)3
∫ δ
0
r3
(λ+ r2)r2
dr
∼ λ
4π
∫ δ
0
r
λ+ r2
dr
∼ λ
8π
ln
1
λ
.
Solving for I(λ) gives
I(λ) = I(0)− λ
8π
ln
1
λ
+ ....
In the case d ≥ 5, and δ > 0 fixed as before, and letting cd change from line to
line,
I(0)− I(λ) = λ
(2π)d
∫
Td
1
(λ+ Φ(φ))Φ(φ)
dφ
∼cdλ
∫ δ
0
rd−1
(λ+ r2)r2
dr
∼cdλ
∫ δ
0
rd−3
λ+ r2
dr
=cdλ
d
2
−1
∫ δ/√λ
0
sd−3
1 + s2
ds
∼cdλ.
Corollary 3.1. The following λ→ 0 asymptotics hold
Rβ3,λ(0, 0) ∼
4π
β23
√
λ
, d = 3, (15)
Rβ4,λ(0, 0) ∼
8π
β24λ ln
1
λ
, d = 4. (16)
Rβd,λ(0, 0) ∼
cd
λ
, d ≥ 5. (17)
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Proof. Using Lemma 3.1, (14) and the fact that βdI(0) = 1, for d = 3, the Laplace
transform of pβ3(·, 0, 0) satisfies
Rβ3,λ(0, 0) =
I(λ)
1− β3I(λ)
∼ 4πI(0)
β3
√
λ
=
4π
β23
√
λ
, λ→ 0.
Similarly, for d = 4, it satisfies
Rβ4,λ(0, 0) =
I(λ)
1− β4I(λ)
∼ 8πI(0)
β4λ ln
1
λ
.
=
8π
β24λ ln
1
λ
, λ→ 0.
The next result is derived by standard Tauberian arguments as in [4].
Lemma 3.2. For d = 3, and c3 =
8
√
π
β23
,
pβ3(t, 0, 0) ∼ c3t−1/2, t→∞. (18)
For d = 4, and c4 =
8π
β24
,
pβ4(t, 0, 0) ∼ c4
1
ln t
, t→∞. (19)
For d ≥ 5, and cd as in (17),
pβd(t, 0, 0) ∼
cd
t
, t→∞. (20)
Proof. Set τ = 1
t
. By Theorem 1, page 443 of [4] and (15),
Rβ3,τλ(0,0)
Rβ3,τ (0,0)
∼ λ−1/2, τ → 0
is equivalent to pβ3(t, 0, 0) ∼ Rβ3,1/t(0,0)Γ( 3
2
)
. But the first asymptotic holds by (15) and so
(18) holds since Γ(3
2
) =
√
π
2
.
By Theorem 2, page 445 of [4] and (16), Rβ4,τ(0, 0) ∼ 8πβ24τ ln 1τ is equivalent to
pβ4(t, 0, 0) ∼ 8πΓ(2)β24
1
ln t
. But the first asymptotic holds by (16) and so (18) holds since
Γ(2) = 1.
Again, by Theorem 1, page 443 of [4] and (15), with τ = 1
t
since
Rβd,τλ(0,0)
Rβd,τ (0,0)
∼
λ−1, τ → 0 is equivalent to pβd(t, 0, 0) ∼
Rβ3,1/t(0,0)
Γ(2)
∼ cd
t
.
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Before moving on to the next section, we make some observations about Zβ,t and
pβ. First we point out the relation between Zβ,t and pβ. By the Feynman-Kac formula,
∂Zβ,t
∂t
(x) = ∆Zβ,t(x) + βδ0(x)Zβ,t(x), Zβ,0(x) ≡ 1. (21)
Comparing (21) and (5), we see that the relation between Zβ,t and pβ is given by
Zβ,t(x) =
∑
y∈Zd
pβ(t, x, y). (22)
Second we point out a couple simple relations satisfied by pβ. On taking the Fourier
transform in (5), it follows that
−Φ(φ)pˆβ(t, 0, φ) + βpβ(t, 0, 0) = ∂pˆβ
∂t
(t, 0, φ).
Since Φ(0) = 0, it also follows that
βpβ(t, 0, 0) =
∂pˆβ
∂t
(t, 0, 0), pˆβ(0, 0, 0) = 1. (23)
4 Spectrum of Hβ
In this section we discuss the spectrum of the operator Hβ which plays a major role
in the behavior of the measure Pβ,t. This discussion will be familiar to readers of
the monograph [2]. The operator H0 = ∆ has purely absolutely continuous (a.c.)
spectrum equal to [−4d, 0].
The spectrum of Hβ consists of an a.c. part, [−4d, 0], and at most one eigenvalue
λ0(β) which, for d ≥ 5, can be 0. In other words, on the edge of the a.c. part of
the spectrum there is an embedded eigenvalue. The first part can be seen from the
formula (14) since the resolvent for ∆ blows up for λ ∈ [−4d, 0] and the denominator
vanishes when β(λ) = 1. That 0 is an eigenvalue for d ≥ 5 follows from the square
integrability of 1/Φ(φ) over Td which is readily verified. Now if Hβψ = λψ with
ψ ∈ L2(Zd) then ψ is an eigenfunction and on taking Fourier transforms we see from
a computation similar to that at (10) that
ψˆ(φ) =
βψ(0)
λ+ Φ(φ)
. (24)
Inverting gives
ψ(0) =
βψ(0)
(2π)d
∫
Td
1
λ+ Φ(φ)
dφ
=βψ(0)I(λ).
(25)
10
So, either ψ(0) = 0 which implies ψˆ ≡ 0 and therefore ψ ≡ 0, or we can normalize so
that ψ(0) = 1 which implies by (24) that ψˆ(φ) = β
λ+Φ(φ)
and from (25) that λ = λ0(β)
is the solution of
I(λ0(β)) =
1
β
.
Since ψ ∈ L2(Zd) if and only if ψˆ ∈ L2(Td) we see from (24) that λ /∈ (−4d, 0),
i.e. either λ ≤ −4d or λ ≥ 0, including , apriori λ = 0 and λ = −4d. But for real
λ ≤ −4d, we have that I(λ) < 0 and I(λ) = 1
β
can not hold. That is, any solution of
I(λ) = 1
β
must be in [0,∞). We summarize the developments so far.
Theorem 4.1. For d ≥ 1, the eigenvalue λ0(β) > 0 exists for β > βd = I(0)−1. It
is the root of the equation I(λ) = 1
β
. The corresponding unique eigenfunction, ψβ has
Fourier transform
ψˆβ(φ) =
β
λ0(β) + Φ(φ)
(26)
and has the representation
ψβ(x) =
β
(2π)d
∫
T d
ei〈φ,x〉
λ0(β) + Φ(φ)
dφ. (27)
The measure πβ defined at (4) has finite moments of all orders.
For d ≥ 5 and β = βd, λ0(βd) = 0 is an eigenvalue. Its eigenfunction ψβd satisfies
(26) and (27). The function 1/Φ(φ) is in L2(Td) and so ψβd ∈ L2(Zd). The measure
πβd has moments of order k only for k ≤ d− 5.
Proof. To see that 1/Φ(φ) is in L2(Zd) just observe from (9) that Φ2(φ) ∼ ||φ||4 as
||φ|| → 0 and integrating in polar coordinates introduces a factor of ||φ||d−1 and so
1/Φ2(φ) becomes integrable for d ≥ 5. Thus ψβd(x) = βd(2π)d
∫
Td
e−i〈φ,x〉
Φ(φ)
dφ is an L2(Zd)
eigenfunction corresponding to the eigenvalue 0.
The other claim is about the moments of πβd. Assuming that d ≥ 5 and β > βd,
we see that for any (j1, j2, · · · , jd) ∈ Nd,(
Πdi=1
∂ji
∂φjii
)
ψˆβ(φ) =
(
Πdi=1
∂ji
∂φjii
)
1
λ0(β) + Φ(φ)
has moments of all orders, since the denominator is bounded from 0 and the integra-
tion is over the compact spaceTd. Since this is the Fourier transform of (Πdi=1x
ji
i )ψβ(x),
Plancherel’s identity implies that the latter is in L2 which is the claim to be proved.
However, at β = βd, since λ0(βd) = 0,(
Πdi=1
∂
∂φjii
)
ψˆβ(φ) =
(
Πdi=1
∂
∂φjii
)
βd
Φ(φ)
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The rest of the proof is just verification, for example, when k = 1, if we set rj =∑
i 6=j φ
2
i and ψj = φj/rj so that we may express the asymptotic near 0
∂
∂φj
1
Φ(φ)
=
2 sinφj
Φ(φ)2
∼ c φj
(φ2j+
∑
i6=j φ
2
i )
2
= c
ψj
(ψ2j+1)
2 r
−3/2
j
Thus, ∂
∂φj
1
Φ(φ)
∈ L2(Td) if and only if ψj
(ψ2j+1)
2 r
−3/2
j ∈ L2(Td) which depends only on
the integral near 0. Thus, we check in cylindrical coordinates,
∫
∑
i6=j φ
2
i<δ
2
∫ δ
0
φ2j
(φ2j +
∑
i 6=j φ
2
i )
4
=
∫ δ
0
∫ δ/rj
0
ψ2j
(ψ2j+1)
4dψjr
d−4
j drj
and since
∫ δ/rj
0
ψ2j
(ψ2j+1)
4dψj is bounded above and below by a constant multiple of
(δ/rj)
3 the first integral converges if and only if
∫ δ
0
rd−7j drj <∞. The last integral is
finite if and only if d ≥ 7. The full claim that the 2kth moment of πβcr is finite if and
only if d ≥ 2k + 5 is a routine (though tedious) calculation which we shall omit.
5 Proof of (2.1) and (2.2)
Proof. First for d = 3 at β = β3 by (18), (22) and (23), we have
Zβ3,t =
∑
x∈Z3
pβ3(t, 0, x)
= pˆβ3(t, 0, 0)
= 1 + β3
∫ t
0
pβ3(s, 0, 0)ds
∼ 2c3β3
√
t, t→∞. (28)
For the variance estimate, we first observe that on taking the Fourier transform of
(5) and integrating from 0 to t one obtains
pˆβ3(t, 0, φ) = e
−Φ(φ)t + β3
∫ t
0
e−Φ(φ)(t−s)pβ3(s, 0, 0)ds (29)
and on inverting this Fourier transform one arrives at
pβ3(t, 0, x) = p0(t, 0, x) + β3
∫ t
0
p0(t− s, 0, x)pβ3(s, 0, 0)ds. (30)
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And since
∑
x∈Zd p0(t, 0, x) 〈ζ, x〉2 = t|ζ |2 it follows using (18) and (28) that
Eβ3,t
[〈ζ, xt〉2] = Z−1β3,t
∑
x∈Z3
pβ3(t, 0, x) < ζ, x >
2
= Z−1β3,t
(
|ζ |2t+ β3|ζ |2
∫ t
0
(t− s)pβ3(s, 0, 0)ds
)
∼
(
2c3β3
√
t
)−1
|ζ |2t
(
1 + β3c3t
1/2
∫ 1
0
(1− u)u−1/2du
)
, t→∞
∼ 2
3
|ζ |2t.
A similar argument handles the covariance claim. Note this implies the proper nor-
malization of xt for a limiting law would be
xt√
t
.
For the distribution of σt/t we observe, for s ∈ (0, 1) and ǫ > 0 small enough so
that s+ ǫ ∈ (0, 1)
Pβ3,t (σt/t ∈ (s, (s+ ǫ))) =6Pβ3,t
(
xst = 0, x(s+ǫ)t = v1, xu 6= 0, (s+ ǫ)t ≤ u ≤ t
)
+ o(ǫ)
∼
ǫ→ 0
6E
[
eβ3
∫ t
0 δ0(xu)duδ0(xst)
]
Pv1(xu 6= 0, 0 ≤ u ≤ (1− (s+ ǫ))t)ǫt
Zβ3,t
where the term ǫt arises from the rate of jumping from 0 to the unit vector v1 ∈ Z3
in the time interval (st, (s+ ǫ)t). As t→∞, the term
Pv1(xu 6= 0, 0 ≤ u ≤ (1− (s+ ǫ))t)→ e3 ∈ (0, 1)
due to the transience of the 3 dimensional random walk. Thus,
Pβ3,t
(σt
t
∈ ds
)
/ds ∼Z−1β3,tE
[
eβ3
∫ t
0 δ0(xu)duδ0(xst)
]
6e3t
=Z−1β3,tpβ3(st, 0, 0)6e3t.
By (28) and (18) we have for s ∈ (0, 1),
lim
t→∞
Z−1β3,tpβ3(st, 0, 0)6e3t = limt→∞
c3
√
st
−1
6e3t
2c3β3
√
t
= 6r3
2β3
√
s
from which we can deduce that 6e3 = β3 and so
lim
t→∞
Pβ3,t
(σt
t
∈ ds
)
/ds =
1
2
√
s
, s ∈ (0, 1)
as desired.
13
In order to derive the asymptotic distribution of xt/
√
t, we evaluate pˆβ3 at
φ√
t
with
φ ∈ R3 to get from the Central Limit Theorem for the simple symmetric continuous
time random walk and (29) that
pˆβ3(t, 0,
φ√
t
) = e−|φ|
2
(1 + o(1)) + c3β3
∫ t
0
(1 + o(1))e−|φ|
2(1− s
t
)(1 + s)−1/2ds
After normalization by Zβ3,t ∼ 2c3β3
√
t it follows that
Eβ3,t
[
e
i<φ,
xt√
t
>
]
=
pˆβ3(t, 0,
φ√
t
)
Zβ3,t
→ 1
2
∫ 1
0
e−|φ|
2(1−u) 1√
u
du.
Next, for d = 4 at β = β4 by (19), (22) and (23), we have
Zβ4,t =
∑
x∈Z4
pβ4(t, 0, x)
= pˆβ4(t, 0, 0)
= 1 + β4
∫ t
0
pβ4(s, 0, 0)ds
∼ c4β4 t
ln t
, t→∞. (31)
Using (19) and (31) as before, we get
Eβ4,t
[
< ζ, xt >
2
]
= Z−1β4,t
∑
x∈Z4
pβ4(t, 0, x) < ζ, x >
2
= Z−1β4,t
(
|ζ |2t+ β4)|ζ |2
∫ t
0
(t− s)pβ4(s, 0, 0)ds
)
∼
(
c4β4
t
ln t
)−1
|ζ |2t
(
1 + c4β4
∫ t
e
(1− s
t
) ln s−1du
)
, t→∞
∼ |ζ |2t.
A similar argument handles the covariance claim.
For the distribution of σt/t when d = 4 we observe as before, for s ∈ (0, 1) and
ǫ > 0 small enough so that s+ ǫ ∈ (0, 1)
Pβ4,t (σt/t ∈ (s, (s+ ǫ))) =8Pβ4,t
(
xst = 0, x(s+ǫ)t = v1, xu 6= 0, (s+ ǫ)t ≤ u ≤ t
)
+ o(ǫ)
∼
ǫ→ 0
8E
[
eβ4
∫ t
0 δ0(xu)duδ0(xst)
]
Pv1(xu 6= 0, 0 ≤ u ≤ (1− (s+ ǫ))t)(ǫt)
Zβ4,t
where the term ǫt arises from the rate of jumping from 0 to the unit vector v1 ∈ Z4
in the time interval (st, (s+ ǫ)t). The term
Pv1(xu 6= 0, 0 ≤ u ≤ (1− (s+ ǫ))t)→ e4 ∈ (0, 1)
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due to the transience of the 4 dimensional random walk. Thus,
Pβ4,t
(σt
t
∈ ds
)
/ds ∼Z−1β4,tE
[
eβ4
∫ t
0 δ0(xu)duδ0(xst)
]
8e4t
=Z−1β4,tpβ4(st, 0, 0)8e4t.
By (19) and (31) we have for s ∈ (0, 1),
lim
t→∞
Z−1β4,tpβ4(st, 0, 0)8e4t = limt→∞
c4 8e4t/ ln st
c4β4t/ ln t
= 8e4
β4
from which we derive that e4 = 8β4 and so
lim
t→∞
Pβ4,t
(σt
t
∈ ds
)
/ds = 1, s ∈ (0, 1)
as desired.
Again, the limiting distribution in the critical case β = β4 is a mixture of Gaus-
sians, but with a different mixture in d = 4 than in d = 3. Evaluating pˆβ4(t, 0, ·) at
φ√
t
with φ ∈ R4 and making use of (29) together with the central limit theorem for
the simple symmetric continuous time random walk, we get
pˆβ4(t, 0,
φ√
t
) = e−|φ|
2
(1 + o(1)) + c4β4
∫ t
0
(1 + o(1))e−|φ|
2(1− s
t
)(ln s ∨ 1)−1ds
After normalization by Zβ4,t ∼ c4β4 tln t it follows that
Eβ4,t
[
e
i<φ,
xt√
t
>
]
=
pˆβ4(t, 0,
φ√
t
)
Zβ4,t
→
∫ 1
0
e−|φ|
2(1−u)du.
That completes the proof.
The proof of Theorem(2.2) requires the following lemma.
Lemma 5.1. For d ≥ 5, if ψβd is normalized so that ψβd(0) = 1 then
lim
t→∞
Zβd,t(x)
Zβd,t
= ψβd(x). (32)
Proof. Define the hitting time T = inf{t ≥ 0 : xt = 0}. We claim that ψβd(x) =
P x(T <∞). Writing u(x) = P x(T <∞) we claim βd = 2ded implies that Hβdu = 0.
If so, the condition u(0) = ψβd(0) = 1 would establish our claim by uniqueness. Since
∆u(x) = 0, x ∈ Zd we only need to check that ∆u(0) = −2dedu(0) = −2ded. But
since u(y) = 1− ed for the unit vectors y ∈ Zd
∆u(0) =
∑
y:|y|=1(u(y)− u(0))
=
∑
y:|y|=1(−ed)
= −2ded
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as desired. So to prove the lemma, we need to show the ratio of partition functions
converges to P x(T <∞).
For d ≥ 5 at β = βd by (20), (22) and (23), we have
Zβd,t =
∑
x∈Zd
pβd(t, 0, x)
= pˆβd(t, 0, 0)
= 1 + βd
∫ t
0
pβd(s, 0, 0)ds
∼ cdβdt, t→∞. (33)
From (33) it follows readily that for each u,
lim
t→∞
Zβd,t−u
Zβd,t
= 1. (34)
To finish the proof, we use the strong Markov property, (3) ,(34) and the dominated
convergence theorem to get
lim
t→∞
Zβd,t(x)
Zβd,t
= limt→∞
∫ t
0
Zβd,t−u
Zβd,t
P x(T ∈ du)
= P x(T <∞).
Proof. (Theorem (2.2)) The semigroup generated by pβd is
Qtf(x) =
∑
y∈Zd
pβd(t, x, y)f(y) = e
tHβdf(x) (35)
and Qt acts on the space of bounded functions. Since ψβd is the eigenfunction corre-
sponding to λ0(βd) = 0, (35) implies
Qtψβd(x) = ψβd(x). (36)
The computation of the limiting transition probabilities follows from (32) by recalling
that ψβd(0) = 1 and considering for s+ u < t,
Pβd,t(xs = x, xs+u = y) =Z
−1
βd,t
E
[
eβd
∫ t
0 δ0(xr)dr, xs = x, xs+u = y
]
=Z−1βd,tE
[
eβd
∫ s
0 δ0(xr)dr, xs = x
]
Ex
[
eβd
∫ u
0 δ0(xr)dr, xu = y
]
×Ey
[
eβd
∫ t−s−u
0 δ0(x)dr
]
=
pβd(s, 0, x)Zβd,t(x)
Zβd,t
pβd(u, x, y)Zβd,t−s−u(y)
Zβd,t(x)
→pβd(s, 0, x)ψβd(x)
ψβd(0)
pβd(u, x, y)ψβd(y)
ψβd(x)
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which establishes (6).
Now the kernel
rβd(t, x, y) =
pβd(t, x, y)ψβd(y)
ψβd(x)
generates a semigroup, which we denote by Rt and by (36), Rt1 = 1. The generator
Aβd of Rt as calculated by the formula
Aβdf(x) = lim
hց0
Rhf(x)− f(x)
h
results in the expression
Aβdf(x) =
∑
|y−x|=1
ad(x, y)(f(y)− f(x)),
as claimed in the Theorem. Using the asymptotic formula, which comes from the
spectral theorem (recall the a.c. part of the spectrum of Hβd is [−4d, 0])
pβd(t, x, y) ∼
ψβd(x)ψβd(y)
||ψβd||2L2(Zd)
, t→∞
together with the definition of rβd(t, x, y) we see that both
lim
t→∞
rβd(t, x, y) =
ψ2βd(y)
||ψβd||2L2(Zd)
.
and ∑
x∈Zd
ψ2βd(x)rβd(t, x, y) = ψ
2
βd
(y).
In order to obtain weak convergence of the measures Pβd,t, t→∞, on the space of
trajectories Σs we need to establish tightness. According to [1], this requires control
of the oscillations. Set
ωs(x, [ti−1, ti)) ≡ sup
u,v∈[ti−1,ti)
|xu − xv|
and
ω′s(x, δ) ≡ inf{ti} max1≤i≤r ωs(x, [ti−1, ti)),
where the inf is taken over finite sets {ti} such that
0 = t0 < t1 < · · · < tr = s
ti − ti−1 > δ.
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Then, since our paths all start at 0 under Pβd,t tightness will follow provided for each
positive ǫ and η there exists a δ ∈ (0, 1)and T0 such that
Pβd,t (ω
′
s(x, δ) ≥ ǫ) ≤ η, t ≥ T0. (37)
But, using (2) and (3), we have
Pβd,t (ω
′
s(x, δ) ≥ ǫ) =Z−1βd,tE0
[
eβd
∫ t
0
δ0(xu)ds1{ω′s(x,δ)≥ǫ}
]
=Z−1βd,tE
0
[
eβd
∫ s
0 δ0(xu)du1{ω′s(x,δ)≥ǫ}E
xs
[
eβd
∫ t−s
0 δ0(xu)du
]]
≤E0 [eβds1{ω′s(x,δ)≥ǫ}] Zβd,t−sZβd,t
≤eβdsP 0 (ω′s(x, δ) ≥ ǫ) .
(38)
Thus, we see from (38) that (37) follows from the fact that (37) holds for P 0. This
proves the convergence in distribution of the process on Σs under Pβd,t as t→∞.
References
[1] Billingsley, Patrick Convergence of probability measures. Second edition. Wi-
ley Series in Probability and Statistics: Probability and Statistics. A Wiley-
Interscience Publication. John Wiley and Sons, Inc., New York, 1999.
[2] Carmona, Ren A.; Molchanov, S. A. Parabolic Anderson problem and intermit-
tency. Mem. Amer. Math. Soc. 108 (1994), no. 518, viii+125 pp.
[3] Cranston, M.; Molchanov, S. On phase transitions and limit theorems for ho-
mopolymers. Probability and mathematical physics, 97112, CRM Proc. Lecture
Notes, 42, Amer. Math. Soc., Providence, RI, 2007.
[4] Feller, William An introduction to probability theory and its applications. Vol.
II. John Wiley & Sons, Inc., New York-London-Sydney 1966 xviii+636 pp.
[5] Fisher, Michael E. Walks, walls, wetting, and melting. J. Statist. Phys. 34
(1984), no. 5-6, 667729.
[6] Giacomin, Giambattista Random polymer models. Imperial College Press, Lon-
don, 2007. xvi+242 pp. ISBN: 978-1-86094-786-5; 1-86094-786-7
[7] Lifshitz, I. M.; Grosberg, A. Yu.; Khokhlov, A. R. Some problems of the statistical
physics of polymer chains with volume interaction. Rev. Modern Phys. 50 (1978),
no. 3, 683713.
[8] Roynette, B., Vallois, P., Yor, M. Some penalisations of the Wiener measure.
Jpn. J. Math. 1 (2006), no. 1, 263290.
18
M. Cranston. Department of Mathematics, University of California-Irvine, Irvine,
CA 92697-3875, mcransto@gmail.com
S. Molchanov. Department of Mathematics, University of NC,Charlotte, Charlotte,
NC 28223, davar@math.utah.edu
19
