Hessian of Busemann functions and rank of Hadamard manifolds by Itoh, Mitsuhiro et al.
ar
X
iv
:1
70
2.
03
64
6v
1 
 [m
ath
.D
G]
  1
3 F
eb
 20
17
HESSIAN OF BUSEMANN FUNCTIONS AND RANK OF
HADAMARD MANIFOLDS
MITSUHIRO ITOH, SINWHI KIM, JEONGHYEONG PARK, AND HIROYASU SATOH
Abstract. In this article we show that every geodesic is rank one and the
Hessian of Busemann functions is positive definite for a harmonic Damek-Ricci
space, a two step solvable Lie group with a left invariant metric. Moreover,
the eigenspace of the Hessian of Busemann functions on a Hadamard manifold
(M, g) corresponding to eigenvalue zero is investigated with respect to rank of
geodesics. On a harmonic Hadamard manifold which is of purely exponential
volume growth, or of hypergeometric type it is shown that every Busemann
function admits positive definite Hessian. A criterion for (M,g) fulfilling vis-
ibility axiom is presented in terms of positive definiteness of the Hessian of
Busemann functions.
1. Introduction and main theorems
Let (M, g) be a Hadamard manifold, namely, a simply connected, complete Rie-
mannian manifold of non-positive sectional curvature. A geometric notion impor-
tant for a Hadamard manifold is a Busemann function bγ ; M → R, associated with
a unit speed geodesic γ : R→M . Each Busemann function bγ which is C2, convex
over M , induces level hypersurfaces b−1γ (p), p ∈ M called horospheres, in M and
admits positive semi-definite Hessian ∇dbγ .
For a Hadamard manifold an ideal boundary ∂M is defined as the set of geodesic
rays on M modulo asymptotical equivalence relation. The Busemann function is
well-defined associated with an ideal boundary point θ of ∂M represented by a
geodesic ray γ, denoted by bθ, up to additive constants.
If a Hadamard manifold (M, g) is a rank one symmetric space of non-compact
type, then, (M, g) is either a real, complex, quaternionic hyperbolic space, or 16 di-
mensional Cayley hyperbolic space, for which the Hessian of the Busemann function
∇dbθ is described as
∇dbθ(u, v) = 〈u, v〉 − 〈∇bθ, u〉 〈∇bθ, v〉+
d−1∑
k=1
〈∇bθ, Jku〉 〈∇bθ, Jkv〉,
with respect to the corresponding structures {J1, · · · , Jd−1} where d is the dimen-
sion of the field F defining the hyperbolic space. Here, sectional curvature K is
normalized as constant −1 for F = R, and −4 ≤ K ≤ −1 for F = C, H and O, re-
spectively. So, except for the real hyperbolic space each hyperbolic space admits the
eigenspace ⊕kRJk∇bγ with eigenvalue λ1 = 2 and the eigenspace (⊕kRJk∇bγ)⊥
with eigenvalue λ2 = 1. Therefore, for every hyperbolic space the Hessian of the
Busemann function is positive definite over ∇b⊥θ , and the constant eigenvalues λ1,
λ2 with constant multiplicities µ1, µ2. In case of the real hyperbolic space the
Hessian of the Busemann function admits only single eigenvalue 1.
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These hyperbolic spaces are non-compact harmonic Hadamard manifolds. A
Riemannian manifold is called harmonic, if it admits a solution of Laplace equa-
tion ∆f = 0 which depends only on the distance function. However, there are
non-symmetric, harmonic Riemannian homogeneous Hadamard manifolds, called
Damek-Ricci spaces. It is interesting to investigate rank one geodesic property and
the positive definiteness for the Hessian of Busemann functions of a Damek-Ricci
space, compared with those hyperbolic spaces. The rank of a geodesic γ is dimen-
sion of the parallel Jacobi fields along γ. The rank r(M) of (M, g) is defined by
r(M) = infγ rankγ, a generalization of the rank of symmetric space. See [2] for the
notion of rank . The rank of any geodesic is one for a rank one symmetric space of
non-compact type.
This article is comprised of two parts, Part I and Part II. In Part I we present
for a Damek-Ricci space S the rank one geodesic property and the positive definite-
ness of the Hessian of an arbitrary Busemann function by exploiting the algebraic
structure of the Lie algebra s of S. In Part II the main results are presented,
namely Theorem 1.4 and Corollary 1.5.
A Damek-Ricci space S is a two step solvable Lie group with a left invariant
metric which is a harmonic Hadamard manifold, a particularly important man-
ifold which plays an significant role in the counter example of the Lichnerowicz
conjecture. For basic properties of a Damek-Ricci space refer to [4].
The following are our main results of Part I.
Theorem 1.1. Any geodesic of a Damek-Ricci space is rank one.
Theorem 1.2. For any Busemann function bγ of a Damek-Ricci space the Hessian
is positive definite over the orthogonal complement ∇b ⊥γ to the gradient field ∇bθ.
These theorems are apparently independent. However, the rank of a geodesic and
the eigenspace of the Hessian of the Busemann function corresponding to eigenvalue
zero are essentially related, as illustrated in Part II. They are obtained by using
arguments of the Lie algebra structure of a Damek-Ricci space.
We will give two proofs to Theorem 1.1, one by an argument based on a subtle
relation on eigenvalues of the Jacobi operator together with an explicit formula of
a geodesic on a Damek-Ricci space S at 3.6, in Section 3, Part I and the other one
by using flat plane section field along a geodesic in Appendix 1, Part I. Theorem
1.2 is shown by getting formulae of the Hessian ∇dbγ of the Busemann function
at the identity eS and computing the components of ∇dbγ by the aid of the Lie
algebra structure of s. Theorem 1.2 will be given in Section 4, Part I. Refer to [21]
for another proof. Moreover we have the following.
Theorem 1.3. Let S be a Damek-Ricci space. Then there exists a positive constant
C0 such that for any θ ∈ ∂S and p ∈ S
∇dbθ(u, u) ≥ C0|u|2, ∀u ∈ TpH(θ,p).
In Part II the following are investigated with respect to Hadamard manifolds
including Damek-Ricci spaces.
Theorem 1.4. Let (M, g) be an analytic Hadamard manifold.
Let θ ∈ ∂M and γ : R → M be a geodesic, parametrized by arc-length and
with [γ] = θ. Let bθ be the Busemann function associated with θ. Assume bθ is an
analytic function. Then,
rank γ = dim(Ebθ )γ(t) + 1 (1.1)
for any t. Here, (Ebθ )γ(t) := {u ∈ (∇b⊥θ )γ(t) | (∇dbθ)γ(t)(u, u) = 0} denotes the
eigenspace of ∇dbθ over ∇b ⊥θ corresponding to eigenvalue zero.
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Consequently, we get the following.
Corollary 1.5. Let (M, g) be an analytic Hadamard manifold. Assume each Buse-
mann function bθ is analytic in M . Let γ be a geodesic on M . Then, γ has rank
one if and only if ∇dbθ, θ = [γ] is positive definite over b ⊥θ .
Theorem 1.4 is obtained by exploiting the Riccati equation together with a dou-
ble induction argument. The Riccati equation, given at (2.2), in §2 describes a
time-variation of the shape operator S(t) of horospheres along a geodesic γ of
[γ] = θ ∈ ∂M .
Now let (M, g) be a Hadamard manifold which is harmonic. Then (M, g) is
Einstein and hence analytic. Every Busemann function on such M is analytic
(cf. [18] for this). It is well known that a Damek-Ricci space is harmonic. It is
expected that every geodesic is rank one on such (M, g) as in [16] where G. Knieper
conjectured for a harmonic non-compact manifold and obtained the following by
assuming that (M, g) is of purely exponential volume growth (see [16, 17]).
Proposition 1.6. Let (M, g) be a non-compact harmonic manifold of volume en-
tropy Q > 0. If (M, g) is of purely exponential volume growth. Then each geodesic
of (M, g) is rank one.
Here, a non-compact, harmonic manifold of volume entropy Q > 0 is said to be
of purely exponential volume growth if there exist constants 0 < a ≤ b such that
aeQr ≤ Θ(r) ≤ b eQr for all r ≥ 1, with respect to the volume density function
Θ(r) of a geodesic sphere of radius r > 0 (see [16] for the details).
Since a Hadamard manifold is non-compact, we have from Theorem 1.4 and
Proposition 1.6.
Proposition 1.7. Let (M, g) be a harmonic Hadamard manifold of purely expo-
nential volume growth. Then the Hessian ∇dbθ of each Busemann function bθ is
positive definite over ∇b⊥θ .
Theorem 1.2 is then obtained from Proposition 1.7 not using the Lie algebra
argument, since any Damek-Ricci space S is of purely exponential volume growth.
In fact, the volume density of a geodesic sphere of radius r in S has the form
Θ(r) = c · sinhn−1 r/2 · cosh2Q−(n−1) r/2 , where c > 0, n = dimS and the volume
entropy Q coincides with the homogeneous dimension of S. Refer to [1].
Now, let (M, g) be a harmonic Hadamard manifold of the hypergeometric type,
namely, the radial part of the Laplace-Beltrami operator ofM , −
(
∂2
∂r2
+ σ(r)
∂
∂r
)
is transformed into a second order, differential equation of Gauss hypergeometric
type by the transformation z = − sinh2 r2 of the radial variable r > 0. Here σ(r)
is the mean curvature of the geodesic sphere Σ(x; r). See [10, 14] for the precise
definition of the hypergeometric type. A harmonic Hadamard manifold of a hy-
pergeometric type is of purely exponential volume growth. In fact, the following is
verified in [14].
Proposition 1.8. Let (M, g) be a harmonic Hadamard manifold of volume entropy
Q > 0. Then, (M, g) is of the hypergeometric type if and only if the volume density
function Θ(r) of the geodesic sphere Σ(x; r) has the form Θ(r) = c1 sinh
2c2 r
2
cosh2c3
r
2
,
r > 0 for some constants ci > 0, i = 1, 2, 3.
A harmonic Hadamard manifold of the hypergeometric type is of importance
from harmonic analysis, since the spherical Fourier-Helgason transform on such a
manifold is well defined and admits an inversion formula, as shown in [14]. From
Propositions 1.7 and 1.8, we obtain the following.
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Corollary 1.9. Let (M, g) be a harmonic Hadamard manifold of the hypergeo-
metric type. Then, each Busemann function of (M, g) has positive definite Hessian
over ∇b⊥θ .
This asserts again that every Busemann function on a Damek-Ricci space has
positive definite Hessian.
A notion of visibility axiom is closely related to the hyperbolicity of a Hadamard
manifold.
Definition 1.10. A Hadamard manifold (M, g) satisfies the visibility axiom, when
for any distinct ideal points θ, θ′ of ∂M there exists a geodesic γ : R → M such
that [γ] = θ and [γ−] = θ′. Here γ− is the reversed one of γ.
The visibility axiom is a geometric feature of the ideal boundary ∂M . Refer to
[3, 8]. There are several geometric criterions equivalent with the visibility axiom,
one of which is stated as follows.
Proposition 1.11. [3] Let (M, g) be a Hadamard manifold. Then, (M, g) satisfies
the visibility axiom if and only if it holds for any θ ∈ ∂M
lim
t→∞
bθ(γ1) = +∞, (1.2)
with respect to the Busemann function bθ centered at θ ∈ ∂M . Here γ1 is any
geodesic parametrized by arc-length with [γ1] 6= θ.
In [3] Proposition 1.11 is stated in terms of horofunction. However, from Lemma
3.4, [3] any Busemann function is a synonym for horofunction with respect to
continuous functions. The proposition means that for any geodesic σ satisfying
[σ] 6= θ and [σ−] 6= θ the convex function bθ(σ(t)) has necessarily a minimum at
some t0. Refer to §1.6.5, [7].
The positive definiteness of the Hessian of the Busemann functions is related
with the visibility axiom.
Proposition 1.12. Let (M, g) be a Hadamard manifold. Then (M, g) satisfies
the visibility axiom, if and only if (M, g) fulfills the following; let θ ∈ ∂M be an
arbitrary ideal boundary point and γ be an arbitrary geodesic of M parametrized
by arc-length and satisfying [γ] 6= θ, and let t ∈ R be arbitrary. Then, there exists
a T ∈ R (t < T ) satisfying∫ T
t
(∇dbθ)γ(s)(γ′(s), γ′(s))ds ≥ 1. (1.3)
The positive definiteness of the Hessian of all Busemann functions is still not
sufficient for (M, g) to satisfy the visibility axiom. However, we exhibit the following
in terms of the least eigenvalue of the Hessian.
Proposition 1.13. Let (M, g) be a Hadamard manifold. Assume that (i) any
Busemann function bθ admits positive definite Hessian ∇dbθ over ∇b⊥θ and (ii) let
λ = λ(p) be the least eigenvalue of the Hessian (∇dbθ)p and let t1 be arbitrary. If
along an arbitrary geodesic γ1 with [γ1] 6= ±θ∫ t
t1
λ(γ1(s))ds→ +∞ as t→∞, (1.4)
then, (M, g) fulfills the visibility axiom.
The content of this article is as follows. In Section 2 we begin with preliminaries
of Hadamard manifolds as a basic reference to the sequel. In Section 3, Part I
we give definition of a Damek-Ricci space and then present a proof of Theorem
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1.1. Section 4 is devoted to proving the positive definiteness of the Hessian of an
arbitrary Busemann function on a Damek-Ricci space. Appendix I, Part I another
proof of Theorem 1.1 is provided and in Appendix II, Part I a proof to the existence
of the admissible decomposition of the Lie algebra of a Damek-Ricci space is given.
In Section 5, Part II we deal with an inductive proof of Theorem 1.3, using Riccati
equation. Section 6, Part II offers criterions for is the visibility axiom in terms of
the Hessian of the Busemann function.
2. Preliminaries for Hadamard manifolds
Let (M, g) be a simply connected, n–dimensional complete Riemannian mani-
fold of non-positive sectional curvature (n ≥ 2). We call such a (M, g) a Caratn-
Hadamard manifold, or briefly a Hadamard manifold. By the Cartan-Hadamard
theorem (M, g) is diffeomorphic to an n−dimensional Euclidean space.
From the non-positive sectional curvature condition the distance function d :
M ×M → R is a convex function [20]. A function f : M → R is convex (strictly
convex), if the restriction f(γ(t)) is convex (strictly convex) for any geodesic γ of
M . If a continous function is C2, then f is convex if and only if the Hessian ∇df
is positive semi-definite for any point. A C2 function h is strictly convex if ∇dh is
positive definite at any point. Refer to 1.6.4, [7] for the convexity.
In what follows, a geodesic on M is assumed parametrized by arc-length. Asso-
ciated with a geodesic γ : R → M we define a function, called Busemann function
bγ :M → R by
bγ(p) := lim
t→∞
{d(p, γ(t))− t}.
The Busemann function associated with γ thus defined, is C2 and convex, with
gradient field ∇bγ of unit norm. Refer to [9] for Busemann function being of
C2. Note bγ(γ(t)) = −t, t ∈ R. Since bγ is convex, the Hessian ∇dbγ is positive
semi-definite at any p ∈ M and satisfies (∇dbγ)p(∇bγ , u) = 0 for any u ∈ TpM
and p ∈ M . Here, for a C2–function f on M , the Hessian of f is defined by
(∇df)p(u, v) := u(df(v˜))− df(∇uv˜), u, v ∈ TpM where v˜ is a smooth vector field
around p, an extension of v.
In order to develop geometry of a Hadamard manifold (M, g) we define an ideal
boundary ∂M forM . We denote by GM the set of all geodesic rays; γ : [0,∞)→M .
Then, γ, γ1 ∈ GM are asymptotically equivalent, denoted by γ ∼a γ1, if there exists
a constant C > 0 such that d(γ(t), γ1(t)) ≤ C for t ≥ 0. The relation ∼a is
an equivalence relation so we obtain the quotient space GM/ ∼a denoted by ∂M ,
and called an ideal boundary of (M, g). We denote by [γ] an equivalence class
represented by γ and usually use a symbol θ for [γ]. Let p ∈ M be an arbitrary
point. Then, for each θ there exists a unique geodesic γ : R → M such that
γ(0) = p and [γ] = θ so that the ideal boundary ∂M is identified with the unit
tangent sphere UpM at p, by the map UpM ∋ v 7→ [γv] ∈ ∂M , where γv is a geodesic
defined by γv(t) := expp tv. It is noticed that γ ∼a γ1 if and only if the difference
bγ1(·) − bγ(·) is a constant function on M . Now fix p ∈ M as a reference point
such that UpM ∼ ∂M being identified, and choose for each θ ∈ ∂M a geodesic
γ = γv, v ∈ UpM , [γv] = θ and set bθ := bγv . We call the C2–function bθ the
Busemann function associated with θ. Denote by H(θ,p) := {x ∈M | bθ(x) = bθ(p)}
a horosphere centered at θ passing p, a level hypersurface of bθ which passes a point
p. The minus signed Hessian of bθ restricted to a tangent space of a horosphere
H(θ,p) yields the second fundamental form of the horosphere. Indeed, the gradient
field ν := ∇bθ gives a unit normal to H(θ,p) so that one defines the shape operator
S : TxH(θ,p) → TxH(θ,p) at x ∈ H(θ,p) by S v := −∇vν and the second fundamental
form h : TxH(θ,p) × TxH(θ,p) → R by h(v, w) := 〈∇vw˜, ν〉, respectively ( w˜ is an
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extension of w). Then, one sees easily
h(v, w) = 〈Sv, w〉 = −(∇dbθ)x(v, w). (2.1)
An eigenvector of∇dbθ corresponding to eigenvalue λ is geometrically a principal
direction of a horosphere with principal curvature −λ. Let x ∈ H(θ,p) and γ : R→
M a geodesic of M satisfying γ(0) = x and γ′(0) = −(∇bθ)x. Then, one observes
that [γ] = θ in ∂M and a family of horospheres {H(θ,γ(t)) | t ∈ R} along γ foliates
M .
Let Σ(q; r) be a geodesic sphere centered at a point q ∈M and of radius r. Then,
one admits a family {Σ(q; t) | t > 0} of geodesic spheres centered at q which foliates
M \ {q}. Let σ : R → M be a geodesic such that σ(0) = q, σ′(0) = v ∈ UqM .
Then, one can define a Jacobi vector field J(t) along σ, perpendicular to σ′(t) by
J(t) := (d expq)tvtu, u ∈ UqM , u ⊥ v. See for this [6]. One sees easily J(0) = 0
and J ′(0) = u. Now let {ej(t) | j = 1, . . . , n} be a set of parallel vector fields
along σ, orthonormal at any t such that e1(0) = v and define the Jacobi fields
Jj(t), j = 2, . . . , n by Jj(t) := (d expq)tvtej which induce an endomorphism A(t) :
Tσ(t)Σ(q; t) → Tσ(t)Σ(q; t) along σ, called a Jacobi tensor field, by A(t)ej(t) :=
Jj(t). {A(t) | t > 0} is a family of endomorphisms satisfying the equation A′′(t) +
R(t) ◦ A(t) = 0, where R(t) is a Jacobi operator associated with σ′(t); R(t)v :=
R(v, σ′(t))σ′(t). Here the prime ′ denotes the covariant differentiation along σ.
The endomorphism A(t) satisfies A(0) = 0 and A(t) is invertible at any t 6= 0.
Therefore, for t > 0, A(t) induces an endomorphism A′(t) ◦ A−1(t), which yields
the shape operator of Σ(q; t) at σ(t).
Let γ be a geodesic of M and bθ the Busemann function on M associated with
θ = [γ]. The shape operator S = S(t) of the horosphere H(θ,γ(t)) along the geodesic
γ of [γ] = θ at γ(t) is defined similarly by using a stable Jacobi tensor B(t) as
S(t) := B′(t) ◦ B−1(t). A Jacobi tensor field B(t) along γ is called stable, if
B(t) satisfies |B(t)| ≤ C, for a constant C > 0, t ≥ 0. For a precise definition
and the construction of a stable Jacobi tensor refer to [13, 15, 17]. Notice that
{S(t) | −∞ < t <∞} satisfies the Riccati equation;
S ′(t) + S(t)2 +R(t) = 0. (2.2)
which plays a significant role in Sections 7 and 8 of Part II.
Part I
3. A Damek-Ricci space and rank one geodesic property
3.1. Damek-Ricci spaces. Let (n, [·, ·]n) be a two-step nilpotent algebra with
an inner product 〈·, ·〉n. Denote by z the center of n and by v the orthogonal
complement of z. Then, [v, v] ⊂ z and each Z ∈ z defines an endomorphism JZ :
v→ v;
〈JZV, V1〉 := 〈Z, [V, V1]n〉n V, V1 ∈ v. (3.1)
When JZ satisfies
(JZ)
2 = −|Z|2idv (3.2)
for Z ∈ z, we call (n, [·, ·]n) together with 〈·, ·〉n a generalized Heisenberg algebra.
Remark that polarization of (3.2) yields
JZJZ1 + JZ1JZ = −2〈Z,Z1〉n idv. (3.3)
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The endomorphism JZ fulfills the basic formulae;
〈JZU, JZ1V 〉n + 〈JZ1U, JZV 〉n = 2〈U, V 〉n〈Z,Z1〉n (3.4)
[JZU, V ]− [U, JZV ] = −2〈U, V 〉nZ (3.5)
[JZU, JZV ] = −|Z|2[U, V ]− 2〈U, JZV 〉nZ (3.6)
and then
[V, JZV ] = |V |2Z. (3.7)
Let (n, [·, ·]n) with 〈·, ·〉n be a generalized Heisenberg algebra and N be a simply
connected Lie group with Lie algebra (n, [·, ·]n). Via the exponential map expn :
n = v ⊕ z → N ; V + Z 7→ expn(V + Z) the group structure on N is described by
the Campbell-Hausdorff formula;
expn(V + Z) · expn(V1 + Z1) = expn(V + V1 + Z + Z1 +
1
2
[V, V1]).
Let s = n ⊕ a = v ⊕ z ⊕ a be a one dimensional extension of a generalized
Heisenberg algebra n = v ⊕ z. Here a is a one-dimensional vector space with a
non-zero vector A. Define a bracket structure [·, ·]s on s by
[V + Z + ℓA, V1 + Z1 + ℓ1A]s =
(
ℓ
2
V1 − ℓ1
2
V
)
+ (ℓZ1 − ℓ1Z + [V, V1]n) + 0A
for V, V1 ∈ v, Z,Z1 ∈ z, ℓ, ℓ1 ∈ R and an inner product 〈·, ·〉 on s by
〈V + Z + ℓA, V1 + Z1 + ℓ1A〉 = 〈V, V1〉n + 〈Z,Z1〉n + ℓℓ1.
Consider the product S := N × R of N with R. A group structure on S is given
by, for (expn(V + Z), a) , (expn(V1 + Z1), a1) ∈ S
(expn(V + Z), a) · (expn(V1 + Z1), a1)
=
(
expn(V + e
a/2V1 + Z + e
aZ1 +
1
2
ea/2[V, V1]), a+ a1
)
.
See [4, 19] for this. We call the simply connected Lie group S whose Lie algebra
is s a Damek-Ricci space. S is equipped with the left invariant Riemannian metric
induced from 〈·, ·〉, denoted by the same symbol 〈·, ·〉. For later use, we adopt
another semi-direct product representation of S as
S ∼= N ⋉R+ = {(expn(U +X), eλ) |U +X ∈ n, λ ∈ R}.
This representation corresponds to Poincare´ upper half space model for a real
hyperbolic space. For this refer to [1] also. Note that the identity element is
eS = (expn(0v + 0z), 1). The exponential map
expn× expa : n⊕ a → S = N × R;
U +X + sA 7→ (expn(U +X), s)
is a diffeomorphism.
Proposition 3.1. [1, 4, 19] A Damek-Ricci space is a harmonic, Einstein Hadamard
manifold.
3.2. Coordinates. We introduce global coordinates on a Damek-Ricci space S by
the aid of the exponential map.
Let {V1, . . . , Vm, Y1, . . . , Yk, A} be a basis of (s, 〈·, ·〉) such that {Vi} and {Yα}
are bases of v and z, respectively. Here m = dim v, k = dim z. Denote by
{v˜1, . . . , v˜m, y˜1, . . . , y˜k, λ˜} the corresponding coordinate functions on s.
Via the exponential map expn× expa we define coordinates {v1, . . . , vm, y1, . . . , yk, λ}
on S by
(v1, . . . , vm, y1, . . . , yk, λ)(p) := (v˜1, . . . , v˜m, y˜1, . . . , y˜k, λ˜)(expn× expa)−1(p).
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For a later convenience we set a = eλ with respect to which {vi, yα, a} give coor-
dinates of S. The basis {V1, . . . , Vm, Y1, . . . Yk, A} of s induces left invariant vector
fields on S denoted by the same symbol, as Vi(p) := (Lp)∗eVi for instance.
Then we get the following.
Lemma 3.2. [4] At a point p = (U,X, er) ∈ S of coordinates {vi, yα, a = eλ}
Vi =
√
a
∂
∂vi
− 1
2
√
a
∑
j,α
〈[Vi, Vj ], Yα〉 vj ∂
∂yα
, (3.8)
Yα = a
∂
∂yα
, A =
∂
∂λ
= a
∂
∂a
.
Conversely
∂
∂vi
=
1√
a
Vi +
1
2a
∑
j,α
〈[Vi, Vj ], Yα〉 vj Yα, (3.9)
∂
∂yα
=
1
a
Yα,
∂
∂λ
= a
∂
∂a
= A.
3.3. Levi-Civita connection and Riemannian curvature tensor. Let ∇ be
the Levi-Civita connection of a Damek-Ricci space S. The connection ∇ is deter-
mined by its values on the left invariant vector fields in s.
Lemma 3.3. [4] For left invariant vector fields V + Y + sA and U +X + rA
∇(V+Y+sA) (U +X + rA) = −
1
2
JXV − 1
2
JY U − 1
2
rV
− 1
2
[U, V ]− rY + 1
2
〈U, V 〉A+ 〈X,Y 〉A.
Namely
∇V U = −1
2
[U, V ] +
1
2
〈U, V 〉A, (3.10)
∇VX = ∇XV = −1
2
JXV, ∇V A = −1
2
V,
∇YX = ∇XY = 〈X,Y 〉A, ∇YA = −Y,
∇AV = 0, ∇AY = 0, ∇AA = 0.
The Riemannian curvature tensor R is defined by
R(u, v)w :=
(∇u˜∇v˜w˜ −∇v˜∇u˜w˜ −∇[u˜,v˜]w˜) (p), u, v, w ∈ TpM,
where u˜, v˜ and w˜ are extensions of u, v, w. For the formula of R in terms of the
algebra s refer to pp. 84, 85, [4]. The Jacobi operator Ru, u ∈ TxS, |u| = 1 is
an endomorphism, defined by Ru : u
⊥ → u⊥, Ru(v) := R(v, u)u. Since S is of
non-positive sectional curvature, Ru is negative semi-definite for any u.
3.4. The endomorphism KV,Y . Let V ∈ v and Y ∈ z be non-zero vectors with
the normalized unit vectors Vˆ =
V
|V | , Yˆ =
Y
|Y | . Denote by Y
⊥ a linear subspace in
z;
Y ⊥ := {Z ∈ z | 〈Z, Y 〉 = 0}. (3.11)
Definition 3.4. [4] An endomorphism K = KV,Y : Y
⊥ → Y ⊥ is defined by
Z 7→ K(Z) := [Vˆ , JZJYˆ Vˆ ]. (3.12)
Proposition 3.5. [4] The endomorphism K is skew-adjoint with respect to the
inner product 〈·, ·〉. Thus K2 is self-adjoint.
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We decompose Y ⊥ orthogonally into a direct sum
Y ⊥ = L0 ⊕ · · · ⊕ Lℓ, Lj := Ker (K2 − µj idY ⊥), j = 0, · · · , ℓ (3.13)
with the distinct eigenvalues
0 ≥ µ0 ≥ µ1 > · · · > µℓ ≥ −1
of K2. It is observed since K2 ◦K = K ◦K2 that
K(Lj) ⊂ Lj, j = 0, . . . , ℓ
and from [4] that when µ0 = 0
X ∈ L0 ⇔ JXJY V ∈ Ker ad (V )
and when µℓ = −1
X ∈ Lℓ ⇔ JXJY V ∈ Ker ad (V )⊥.
Define a subspace of v⊕ z
qj := Span {Lj, JLjV, JLjJY V }, j = 0, · · · , ℓ, (3.14)
when µℓ 6= −1 and
qℓ := Span {Lℓ, JLℓV }, whenµℓ = −1. (3.15)
Then, we define as an orthogonal direct sum
q := q0 ⊕ · · · ⊕ qℓ (3.16)
which has the form
q = Span {LY ⊥V, LY ⊥LY V, Y ⊥}. (3.17)
Refer for this to p.97, [4].
We define a linear subspace (Y ⊥)J in Y
⊥ as
(Y ⊥)J := {Z ∈ Y ⊥ | ∃Z ′ ∈ z such thatJZJY V = JZ′V } (3.18)
and its orthogonal complement (Y ⊥)⊥J so that
Y ⊥ = (Y ⊥)J ⊕ (Y ⊥)⊥J . (3.19)
We remark that in (3.18) Z ′ belongs to (Y ⊥)J . Actually from (3.18) the Z
′ must
satisfy JZ′JY V = J(−|Y |2Z)JY V , since from JY (JZJY V ) = JY (JZ′V ), one has
from (3.4) −JZ(JY JY V ) = −JZ′JY V and hence −JZ(−|Y |2)V ) = −JZ′JY V .
Note 3.6. If s satisfies the J2-condition, then, one has exactly Y ⊥ = (Y ⊥)J .
Lemma 3.7. K((Y ⊥)J ) ⊂ (Y ⊥)J and K((Y ⊥)⊥J ) ⊂ (Y ⊥)⊥J .
Lemma 3.8. (i) The endomorphism K2 = K2V,Y is equal to −id(Y ⊥)J , when
restricted to (Y ⊥)J .
(ii) For Z ∈ Y ⊥ it holds K2(Z) = −Z if and only if Z ∈ (Y ⊥)J .
(iii) Any eigenvalue µ of K2|(Y ⊥)⊥
J
restricted to (Y ⊥)⊥J satisfies −1 < µ ≤ 0.
Therefore, we have from (3.14)
(Y ⊥)J = Lℓ, (Y
⊥)⊥J = L0 ⊕ · · · ⊕ Lℓ−1,
provided µℓ = −1, since JzV = Ker ad(V )⊥.
Lemma 3.9. Assume µℓ = −1. Let j, j′ = 0, . . . , ℓ− 1. Then
(i) JLjV ⊥ JLj′V, j 6= j′,
(ii) JLjJY V ⊥ JLj′JY V, j 6= j′,
(iii) JLjV ⊥ JLj′JY V, j 6= j′,
(iv) JLjV ∩ JLjJY V = {0}.
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Remark 3.10. It does not hold
JLjV ⊥ JLjJY V, j = 1, . . . , ℓ− 1,
except for j = 0 with µ0 = 0 as
JL0V ⊥ JL0JY V. (3.20)
In fact, for vectors W1 := JZ1 Vˆ ∈ JLjV , W2 := JZ2JYˆ Vˆ ∈ JLjJY V , 0 < j ≤ ℓ− 1,
where Z1 and Z2 =
1√−µjK(Z1) are unit vectors in Lj. We have then
〈W1,W2〉 = −
√−µj. (3.21)
Actually the inner product is
〈W1,W2〉 = 1√−µj 〈[Vˆ , JKZ1JYˆ Vˆ ], Z1〉 =
1√−µj 〈K(KZ1), Z1〉.
3.5. Geodesics of a Damek-Ricci space. In what follows, we use customarily
symbols U, V and W for elements of v and X,Y and Z for elements of z.
Lemma 3.11. [4, 12, 19] Let V +Y + sA ∈ s be a unit vector and γ be a geodesic
in S of γ(0) = eS , γ
′(0) = V + Y + sA. Then γ(t) can be represented by
γ(t) =
(
expn
(2θ(t)(1 − sθ(t))
χ(t)
V +
2θ2(t)
χ(t)
JY V +
2θ(t)
χ(t)
Y
)
,
(1− θ2(t)
χ(t)
)
A
)
. (3.22)
Here
θ(t) := tanh
t
2
, χ(t) := (1− sθ(t))2 + |Y |2θ2(t). (3.23)
3.6. Rank one geodesic property. Let γ be a geodesic in a Damek-Ricci space
S of γ(0) = eS and of γ
′(0) = V + Y + sA, a unit tangent vector in TeSS. Let
u = u(t) be a parallel Jacobi field along γ, that is,
u′′(t) +R(u(t), γ′(t))γ′(t) = 0 and u′(t) = 0, (3.24)
where R(·, ·) is the Riemannian curvature tensor of S. Therefore it holds with
respect to the Jacobi operator Rγ′(t) defined by Rγ′(t) : γ
′(t)⊥ → γ′(t)⊥ ; v 7→
R(v, γ′(t))γ′(t) it holds Rγ′(t)u(t) = 0 for all t. In particular, u(t) is an element of
Ker(Rγ′(t)) in γ
′(t)⊥ ⊂ Tγ(t)S.
Now, using several propositions, we will prove that if there exists a vector field
perpendicular to γ′ which is an element of Ker(Rγ′(t)) at any t, then there is a
contradiction.
Eigenvalue zero of RV+Y+sA and the corresponding eigenspaces are presented as
Proposition 3.12. (Theorem 1, p. 96-98, [4]) we have
Case (i): V = 0 or Y = 0.
The eigenspace of RV+Y+sA corresponding to zero is R(V + Y + sA).
Case (ii): V 6= 0 and Y 6= 0.
In this case we can decompose from (3.13) the subspace Y ⊥ orthogonally into
Y ⊥ = L0 ⊕ · · · ⊕ Lℓ in terms of the eigenspaces Lj of K2 with eigenvalues
0 ≥ µ0 > µ1 > · · · > µℓ ≥ −1. Then, each space qj of (3.16) is invariant under
RV+Y+sA. Refer for this to [4].
We have further a decomposition of s as s = s4⊕p⊕q orthogonally for some sub-
spaces s4, p which are invariant underRV+Y+sA. The eigenspace of (RV+Y+sA)|(s4⊕p)
corresponding to eigenvalue zero is R(V + Y + sA).
If j = ℓ and µℓ = −1, then the eigenvalues of (RV+Y+sA)|qℓ are − 14 and −1.
HESSIAN 11
Otherwise, if not, (RV+Y+sA)|qj has two or three distinct eigenvalues κ1, κ2, κ3
satisfying
−1 < κ1 ≤ −3
4
≤ κ2 < −1
4
< κ3 ≤ 0. (3.25)
They are the solutions of the equation
(κ+ 1)(κ+
1
4
)2 =
27
64
|V |4 |Y |2(1 + µj). (3.26)
Notice for detail of the decomposition s = s4 ⊕ p ⊕ q of s refer to Proposition
4.11. A proof is given in Appendix II.
Proposition 3.13. Let V + Y + sA be a unit vector in s of the Damek-Ricci
space S. If there exists an eigenvector of RV+Y+sA corresponding to eigenvalue
zero which is not proportional to the vector V +Y +sA, then V and Y must satisfy
|V |2 = 2
3
and |Y |2 = 1
3
. (3.27)
Proof. Suppose that there exists an eigenvector of RV+Y+sA corresponding to zero,
not proportional to V +Y +sA. By Proposition 3.12 there exists some j ∈ {1, · · · , ℓ}
such that (RV+Y+sA)|qj has two or three distinct eigenvalues κ1, κ2, κ3 satisfying
the conditions in (3.25) and (3.26). We have here from (3.25) the eigenvalue κ3 = 0,
since others κ1, κ2 are negative. Thus, we have, substituting κ = 0 into (3.26)
1
16
=
27
64
|V |4 |Y |2(1 + µj).
Since |V |2 + |Y |2 + s2 = 1,
|V |4 |Y |2 ≤ (1− |Y |2)2|Y |2 ≤ 4
27
.
The last inequality comes from max0≤t≤1 (1−t)2t = 4/27 and the equality |V |4|Y |2 =
4/27 attains if and only if
|V |2 = 2
3
, |Y |2 = 1
3
and s = 0.
Since 0 ≤ 1 + µj ≤ 1,
27
64
|V |4|Y |2(1 + µj) ≤ 27
64
|V |4|Y |2 ≤ 1
16
and hence
1
16
= |V |4 |Y |2(1 + µj) ⇔ |V |2 = 2
3
, |Y |2 = 1
3
, s = 0 and µ0 = 0, j = 0.
In particular,
|V |2 = 2
3
, |Y |2 = 1
3
.

Proposition 3.14. (Theorem 2, p. 94, [4]) Let V + Y + sA be a unit vector of s
and γ the geodesic in S of γ(0) = eS , γ
′(0) = V + Y + sA. Decompose γ′(t) into
γ′(t) = V (t) + Y (t) +A(t). (3.28)
Then |V (t)|2 = |V |2h(t) and |Y (t)|2 = |Y |2h(t) where
h(t) =
1− θ2(t)
χ(t)
. (3.29)
Theorem 3.15. There exists no parallel Jacobi vector field which is orthogonal to
γ′ along a geodesic γ in a Damek-Ricci space S.
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Proof. Suppose that there exists a vector field u(t) which is parallel, Jacobi and
orthogonal to γ′ along a geodesic γ.
Decompose γ′(t) into (3.28) for each t. Fix t0. Then γ
′(t0) is a unit vector
and R(V (t)+Y (t)+A(t))u(t) = 0 at t0. Thus by Proposition 3.13, |V (t0)|2 = 23 and
|Y (t0)|2 = 13 and moreover A(t0) = 0. Therefore, |V (t)|2 = 23 and |Y (t)|2 = 13 for
any t.
By Proposition 3.14 h(t) ≡ 1 for any t and then, from (3.29) θ(t) = 0 for any t.
However, θ(t) = 0 if and only if t = 0. So, this is a contradiction. 
4. Hessian of Busemann function
4.1. The distance function of a Damek-Ricci space. Let p ∈ S be a point
and represent p in a view of (3.8) as p = (expn(U +X), e
r). From Lemma 3.11 we
obtain
Lemma 4.1. [12] The distance of p = (expn(U +X), e
r) from eS is given by
d(eS , p) = log
λ(p)− 2 +
√
λ2(p)− 4λ(p)
2
, (4.1)
where, a = er and λ : S → R is a function of S given by
λ(p) :=
1
a
{
(1 + a+
1
4
|U |2)2 + |X |2
}
. (4.2)
Now, let γ be a geodesic of γ(0) = eS, γ
′(0) = V + Y + sA.
Lemma 4.2. [12] The distance d(p, γ(t)) is described by
d(p, γ(t)) = d(eS , p
−1 γ(t)) (4.3)
= log
λ− 2 +√λ2 − 4λ
2
,
where
λ = λ(p−1 γ(t)) =
1
a(t)
{(
1 + a(t) +
1
4
|Uˆ(t)|2)2 + |Xˆ(t)|2}, (4.4)
Uˆ(t) = −e−r/2U + e−r/2V˜ (t), (4.5)
Xˆ(t) = −e−rX + e−rY˜ (t), a(t) = e−rh(t).
If we write γ(t) = (V˜ (t), Y˜ (t), h(t)),
V˜ (t) =
2θ(t)(1 − sθ(t))
χ(t)
V +
2θ2(t)
χ(t)
JY V, Y˜ (t) =
2θ(t)
χ(t)
Y.
Then
p−1 γ(t) = (−e−r/2U,−e−rX, e−r)(V˜ (t), Y˜ (t), h(t))
=
(− e−r/2U + e−r/2V˜ (t),−e−rX + e−rY˜ (t), e−rh(t))
=: (Uˆ(t), Xˆ(t), a(t)).
Therefore, Lemma 4.2 is obtained from Lemma 4.1.
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4.2. Busemann function on a Damek-Ricci space. Let bγ be the Buseman
function on S associated with a geodesic γ;
bγ(p) := lim
t→∞
{d(p, γ(t))− t} = lim{d(eS , p−1γ(t))− t}, p ∈ S.
Then
Proposition 4.3. [12] Let p = (expn(U + X), e
r) ∈ S and γ be a geodesic of
γ(0) = eS , γ
′(0) = V + Y + sA, a unit vector. Then the Busemann function bγ on
S associated with γ is described by
bγ(p) = − log
( er · ((1 + 14 |v|2)2 + |y|2)(
er + 14 |U − v|2
)2
+ |X − y + 12 [U, v]|2
)
, s 6= 1, (4.6)
= − log er, s = 1.
Here (v, y) ∈ v× z is defined by
v :=
2
χ∞
{(1− s)V + JY V }, y := 2
χ∞
Y (4.7)
(χ∞ := limt→∞ χ(t) = (1 − s)2 + |Y |2). (v, y) defines an ideal boundary point
representing [γ] ∈ ∂S, relative to a cone topology of S ∪ ∂S.
4.3. Hessian of Buseman function. The aim of this section and the subsequent
sections is to investigate the positive definiteness of the Hessian of the Busemann
function over ∇b⊥γ at any point of S.
Let bγ be the Busemann function associated with a geodesic γ of γ(0) = eS ,
γ′(0) ∈ TeS, a unit vector. Notice that the gradient ∇bγ gives a null vector of the
Hessian. Let p ∈ S be an arbitrary point and restrict the Hessian to ∇b⊥γ, p, the
subspace of TpS orthogonal to ∇bγ, p;
∇dbγ, p : ∇b⊥γ, p ×∇b⊥γ, p → R.
Since the metric of S is left invariant, any left translation is an isometry. There-
fore, as Proposition 4.4 shows, in order to assert the positive definiteness of the
Hessian ∇dbγ at an arbitrary point it suffices to investigate the positive definite-
ness of the Hessian at eS . Just like the equivariance of the Jacobi operator Ru with
respect to an isometry, the Hessian ∇dbγ satisfies the following for the action of
left translation.
Proposition 4.4. Let γ be a geodesic of S and y an arbitrary point of S. Then,
for any x ∈ S
(∇dbγ)y(u, v) = (∇dbLx(γ))Lx(y)(Lx∗u, Lx∗v), u, v ∈ TyS.
Here Lx(γ) is a geodesic defined by Lx(γ)(t) := Lx(γ(t)).
A proof is derived by (∇dbγ)y(u, v) = 〈∇u∇bγ , v〉y .
We may assume in Proposition 4.4 that γ satisfies γ(0) = y, since ∇dbγ = ∇dbγ1
for geodesics γ and γ1 such that γ1 ∼ γ, so that we choose x = y−1. Therefore,
Lx(γ)(0) = Lxy = eS for the geodesic Lx(γ) appeared on the right hand side.
4.4. The formula of the Hessian. We now investigate some of the properties of
the Hessian.
Theorem 4.5. Let V + Y + sA ∈ s be an arbitrary unit vector and γ be the
geodesic of γ(0) = eS , γ
′(0) = V + Y + sA. Then the Hessian ∇dbθ is positive
definite over γ′(0)⊥, where θ = [γ] ∈ ∂S.
Note ∇dbθ ≡ ∇dbγ on S. Theorem 4.5 therefore implies
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Proposition 4.6. The Hessian∇dbθ is uniformly bounded from below by a positive
constant. Namely, there exists C0 > 0 such that ∇dbθ(X,X) ≥ C0, for any X ∈
TpH(θ,p) of |X | = 1 and any p ∈ S, θ ∈ ∂S.
In fact, let Θ := {(V + Y + sA, V1 + Y1 + s1A) ∈ s × s | |V + Y + sA| =
|V1+Y1+ s1A| = 1, 〈V +Y + sA, V1+Y1+ s1A〉 = 0} and define a map Ψ : Θ→ R
by Ψ(V +Y +sA, V1+Y1+s1A) = (∇dbγ)eS (V1+Y1+s1A, V1+Y1+s1A), where γ is
the geodesic of γ(0) = eS , γ
′(0) = V +Y +sA. The map Ψ is a continuous function
on a compact set Θ so that from Theorem 4.5 there exists a constant C0 > 0 such
that Ψ(V +Y +sA, V1+Y1+s1A) ≥ C0, namely∇dbγ(V1+Y1+s1A, V1+Y1+s1A) ≥
C0|V1 + Y1 + s1A|2, V1 + Y1 + s1A ∈ TeSH(θ,γ(0)).
In what follows we will prove Theorem 4.5.
We mainly deal with the case s 6= 1. In case s = 1 it is directly shown as
Proposition 4.7. Let γ be the geodesic of γ(0) = eS, γ
′(0) = A. Then, ∇dbγ is
positive definite over γ′(0)⊥ = v ⊕ z. More precisely, v is the eigenspace of ∇dbγ
corresponding to eigenvalue 12 and z is the eigenspace correspnding to eigenvalue 1.
In fact, by the aid of the formula in Lemma 3.3 it is easily seen that∇dbγ(V, V ′) =
1
2 〈V, V ′〉, ∇dbγ(Z,Z ′) = 〈Z,Z ′〉, and ∇dbγ(V, Z) = 0, V, V ′ ∈ v, Z,Z ′ ∈ z. So, the
proposition is proved.
Let s 6= 1. We use the formula (4.6) in Proposition 4.3. We identify a point
p = (expn(U + X), a = e
r) with its coordinates (vi(p), yα(p), a(p)) in terms of
U =
∑
i v
i(p)Vi, X =
∑
α y
α(p)Yα, a(p) = e
λ(p), λ(p) = r. We introduce the
following maps and the functions
V : S × ∂S → v : V(p, (v, y)) := v − U, (4.8)
Y : S × ∂S → z : Y(p, (v, y)) := y −X − 1
2
[U, v],
f(p, (v, y)) := a+
1
4
|V(p, (v, y))|2,
F (p, (v, y)) := f2(p, (v, y)) + |Y(p, (v, y))|2,
respectively so that bγ can be written by
bγ(p) = logF (p, (v, y))− log a+ C((v, y)). (4.9)
Here C((v, y)) := − log ((1 + 14 |v|2)2 + |y|2) is a constant function on S. Notice
that for a fixed (v, y) thus defined f , F , V and Y are functions of p and expressed
by f = f(p), F = F (p), V = V(p) and Y = Y(p), respectively.
Thus, the Hessian can be computed by using the formula
∇d logF (u, v) = 1
F
(
u(v˜F )− (∇uv˜)F
)− 1
F 2
uF vF, u, v ∈ TpS (4.10)
(v˜ is an extension of v).
Let p = (expn(U + X), e
r) be a point of S with coordinates {vi, yα, a = eλ}.
Then, straightforward computations give us via (3.2)
ViF =
√
a
∂
∂vi
F − 1
2
√
a
∑
j,α
〈[Vi, Vj ], Yα〉 vj ∂
∂yα
F (4.11)
= −√a 〈fV − JYV , Vi〉,
YαF = e
λ ∂
∂yα
F = −2a 〈Y, Yα〉, AF = ∂
∂λ
F = a
∂
∂a
F = 2af (4.12)
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and for the v-, z-valued functions V , Y
Vi(V) = −
√
aVi, Vi(Y) = −
√
a
2
[Vi,V ], (4.13)
Yα(V) = 0, Yα(Y) = −aYα (4.14)
which are derived from
∂
∂vi
V = −Vi, ∂
∂yα
V = 0, ∂
∂vi
Y = −1
2
[Vi, v],
∂
∂yα
Y = −Yα.
Lemma 4.8. [21] The components of the Hessian ∇dbγ with respect to a basis
{Vi, Yα, A} of s = v⊕ z⊕ a at a point p = (expn(U +X), a) are given by
∇dbγ(A,A) = 2a
F 2
(
fF + aF − 2af2) , (4.15)
∇dbγ(A, Vi) = ∇dbγ(Vi, A) = −
√
a
2F 2
{(
fF + 2aF − 4af2)〈V , Vi〉
+ (4af − F ) 〈JYV , Vi〉
}
,
∇dbγ(A, Yα) = ∇dbγ(Yα, A) = 2a
F 2
(2af − F )〈Y, Yα〉,
∇dbγ(Vi, Vj) = ∇dbγ(Vj , Vi) (4.16)
=
1
2
〈Vi, Vj〉+ a
2F
(〈V , Vi〉〈V , Vj〉+ 〈[V , Vi], [V , Vj ]〉)
− a
F 2
〈fV − JYV , Vi〉〈fV − JYV , Vj〉,
∇dbγ(Vi, Yα) = ∇dbγ(Yα, Vi) = −2a
√
a
F 2
〈fV − JYV , Vi〉〈Y, Yα〉
−
√
a
2F
〈[Vi, (f − 2a)V − JYV ], Yα〉,
∇dbγ(Yα, Yβ) = ∇dbγ(Yβ , Yα)
=
1
F
(F − 2af + 2a2)〈Yα, Yβ〉 − 4a
2
F 2
〈Y, Yα〉〈Y, Yβ〉.
Remark 4.9. Using the above formulae we can see that the velocity vector V +
Y + sA of a geodesic γ is a null vector of ∇dbγ , one of the basic properties of the
Busemann functions. However we omit the detail.
To get the formula of ∇dbγ(Vi, Vj) for example, we use (4.9) and (4.10) as
∇d logF (Vi, Vj) = 1
F
{Vi(VjF )− (∇ViVj)F} −
(
ViF
F
)(
VjF
F
)
, (4.17)
where VjF is computed from (4.11) and then
Vi(VjF ) = Vi
(−√a{f〈V , Vj〉 − 〈JYV , Vj〉})
= −√a{(Vif)〈V , Vj〉+ f Vi〈V , Vj〉 − Vi 〈JYV , Vj〉}.
Here, from (4.13)
Vif = −1/2
√
a〈V , Vi〉,
Vi〈V , Vj〉 = 〈Vi(V), Vj〉 = −
√
a〈Vi, Vj〉,
Vi 〈JYV , Vj〉 = 〈JVi(Y)V , Vj〉+ 〈JYVi(V), Vj〉
= −√a〈[Vi, Vj ],Y〉+
√
a
2
〈[V , Vj ], [V , Vi]〉.
Thus
Vi(VjF ) =
a
2
〈V , Vi〉〈V , Vj〉+ af〈Vi, Vj〉 − a〈[Vi, Vj ],Y〉+ a
2
〈[V , Vj ], [V , Vi]〉.
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The term (∇ViVj)F is given by −a〈[Vi, Vj ],Y〉 + af〈Vi, Vj〉 from (3.10). Thus,
1
F {Vi(VjF ) − (∇ViVj)F} = a2F
{〈V , Vi〉〈V , Vj〉 + 〈[V , Vj ], [Vi,V ]〉} and then (4.17)
turns out to be
a
2F
{〈V , Vi〉〈V , Vj〉+ 〈[V , Vi], [V , Vj ]〉}− a
F 2
〈fV − JYV , Vi〉〈fV − JYV , Vj〉.
This formula together with −∇d log a(Vi, Vj) = 1
a
(∇ViVj)a =
1
2
〈Vi, Vj〉 yields the
formula for ∇dbγ(Vi, Vj).
To get the last formula of Lemma 4.8 we have
YβF = −2a〈Y, Yβ〉, Yα(YβF ) = 2a2〈Yα, Yβ〉.
The term (∇YαYβ)F is given by 〈Yα, Yβ〉AF = 2a〈Yα, Yβ〉f from (3.10) so that
1
F
{Yα(YβF )− (∇YαYβ)F} =
1
F
{
2a2〈Yα, Yβ〉 − 2af〈Yα, Yβ〉
}
and(
YαF
F
)(
YβF
F
)
=
4a2
F 2
〈Y, Yα〉〈Y, Yβ〉. Then (4.17) turns out to be
1
F
(2a2 − 2af) 〈Yα, Yβ〉 − 4a
2
F 2
〈Y, Yα〉〈Y, Yβ〉.
This formula together with ∇d log a(Yα, Yβ) = 1
a
(∇YαYβ)a = 〈Yα, Yβ〉 yields the
formula for ∇dbγ(Yα, Yβ). Other components of the Hessian are similarly obtained.
Lemma 4.10. Let W,W ′ ∈ v and Z,Z ′ ∈ z. The Hessian ∇dbγ satisfies at eS the
following;
∇dbγ(A,A) = 2
F 2
(
fF + F − 2f2) , (4.18)
∇dbγ(A,W ) = − 1
2F 2
{(
fF + 2F − 4f2)〈v,W 〉 (4.19)
+ (4f − F ) 〈Jyv,W 〉
}
,
∇dbγ(A,Z) = 2
F 2
(2f − F )〈y, Z〉, (4.20)
∇dbγ(W,W ′) = 1
2
〈W,W ′〉+ 1
2F
(〈v,W 〉〈v,W ′〉+ 〈[v,W ], [v,W ′]〉)(4.21)
− 1
F 2
〈fv − Jyv,W 〉〈fv − Jyv,W ′〉,
∇dbγ(W,Z) = − 2
F 2
〈fv − Jyv,W 〉〈y, Z〉 (4.22)
− 1
2F
〈[W, fv − Jyv − 2v], Z〉,
∇dbγ(Z,Z ′) = 1
F
(F − 2f + 2)〈Z,Z ′〉 − 4
F 2
〈y, Z〉〈y, Z ′〉. (4.23)
4.5. Block decomposition of ∇dbγ. Let γ be a geodesic of γ(0) = eS , γ′(0) =
V + Y + sA, a unit vector such that V 6= 0 and Y 6= 0.
Proposition 4.11. The Lie algebra s admits the orthogonal decomposition;
s = s4 ⊕ p⊕ q, q = t⊕ Y ⊥, (4.24)
s4 := Span{V, JY V, Y,A}, (4.25)
p := Ker (adV ) ∩Ker (adJY V ), (4.26)
t := {JY ⊥V, JY ⊥JY V }, (4.27)
Y ⊥ := {Z ∈ z |Z ⊥ Y },
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(JY ⊥V := {JZV, |Z ∈ Y ⊥}).
Refer to [4], p.97 for Proposition 4.11 whose proof will be given in Appendix
II, Part I. The subspace γ′(0)⊥ is therefore decomposed into
(V + Y + sA)⊥ = s04 ⊕ p⊕ t1 ⊕ t2 ⊕ t3 ⊕ (Y ⊥)J ⊕ (Y ⊥)⊥J .
Here s04 := s4 ∩ (V + Y + sA)⊥. Due to the notation of [4] and (3.16), (3.17)
q = q0 ⊕ · · · ⊕ qℓ, (4.28)
qℓ = t1 ⊕ (Y ⊥)J , t1 := J(Y ⊥)JV (4.29)
and
q0 ⊕ · · · ⊕ qℓ−1 = t2 ⊕ t3 ⊕ (Y ⊥)⊥J , (4.30)
t2 := J(Y ⊥)⊥J V, t3 := J(Y ⊥)⊥J JY V. (4.31)
Then we have an orthogonal decomposition;
(V + Y + sA)⊥ = s04 ⊕ p⊕
(⊕ℓ−1j=0qj)⊕ qℓ. (4.32)
Lemma 4.12. With respect to the decomposition (4.32)
(i) ∇dbγ(s04, p) = 0, (ii) ∇dbγ(s04, qj) = 0, 0 ≤ j ≤ ℓ,
(iii) ∇dbγ(p, qj) = 0, 0 ≤ j ≤ ℓ, (iv) ∇dbγ(qi, qj) = 0, i 6= j, 0 ≤ i < j ≤ ℓ.
so that
∇dbγ = ∇dbγ |s04 ⊕∇dbγ |p ⊕
(⊕ℓ−1j=0∇dbγ |qj)⊕∇dbγ |qℓ .
Proof. From the orthogonality of s04 and p, and definition of p it is obvious to see
(i), since [V,W ] = [JY V,W ] = 0 for W ∈ p. (iii) is similarly shown. For verifying
(ii) it suffices to prove that ∇dbγ(V, qj) = ∇dbγ(JY V, qj) = ∇dbγ(Y, qj) = 0 and
∇dbγ(A, qj) = 0, since γ′(0) = V + Y + sA ∈ s4 is a null vector of ∇dbγ .
Let W + Z ∈ qj. W is written for j of µj > −1 by W = JZ1 Vˆ + JZ2JYˆ Vˆ with
Z,Za ∈ Lj , a = 1, 2 and for j = ℓ of µℓ = −1 W = JZ1 Vˆ with Z,Z1 ∈ (Y ⊥)J = Lℓ,
respectively. Then from the formulae of Lemma 4.10 together with Lemma 4.13
below we see (ii). (iv) is also shown by the aid of Lemma 4.13.

Lemma 4.13. Let Z ∈ Lj
(⊂ Y ⊥). Then
[v, JZ Vˆ ], [v, JZJYˆ Vˆ ], [Jyv, JZ Vˆ ], [Jyv, JZJYˆ Vˆ ] ∈ Span {Z,KZ} ⊂ Lj, (4.33)
more precisely
[v, JZ Vˆ ] =
2|V |
χ∞
{
(1 − s)Z − |Y |KZ},
[v, JZJYˆ Vˆ ] =
2|V |
χ∞
{|Y |Z + (1− s)KZ}.
Proof. One has
[V, JZ Vˆ ] = |V |[Vˆ , JZ Vˆ ] = |V |Z
and by using (3.5) namely the formula [JZU, JZV ] = −|Z|2[U, V ]− 2〈U, JZV 〉nZ
[JY V, JZ Vˆ ] = |Y ||V |[JYˆ Vˆ , JZ Vˆ ] = |Y ||V |(−[JYˆ Vˆ , JYˆ (JYˆ JZ Vˆ )])
= |Y ||V |{− (−|Y |2[Vˆ , JYˆ JZ Vˆ ]− 2〈Vˆ , JYˆ JYˆ JZ Vˆ 〉Yˆ )}
= |Y ||V |
(
[Vˆ , JYˆ JZ Vˆ ]− 2〈Vˆ , JZ Vˆ 〉Yˆ
)
= |Y ||V | [Vˆ , JYˆ JZ Vˆ ] = −|Y ||V | [Vˆ , JZJYˆ Vˆ ]
= −|Y ||V |K(Z)
18 MITSUHIRO ITOH, SINWHI KIM, JEONGHYEONG PARK, AND HIROYASU SATOH
so that (4.33) is shown, since v and Jyv are a linear combination of V and JY V ,
respectively. Moreover
[V, JZJYˆ Vˆ ] = |V |[Vˆ , JZJYˆ Vˆ ] = |V |K(Z)
and
[JY V, JZJYˆ Vˆ ] = |Y ||V |[JYˆ Vˆ , JZJYˆ Vˆ ] = |Y ||V |Z.
Therefore the later parts of (4.33) are similarly obtained. 
Thus, for asserting the positive definiteness of ∇dbγ it suffices from Lemma 4.12
to show the positive definiteness to each subspace of (4.32).
Lemma 4.14. For W,W ′ ∈ p
∇dbγ(W,W ′) = 1
2
〈W,W ′〉.
Henceforth, each W in p is an eigenvector of ∇dbγ corresponding to eigenvalue 12 .
This is a direct consequence of (4.21), since W,W ′ ∈ (Ker adV ) ∩ (Ker adJY V )
and v, Jyv are vectors linearly spanned by V , JY V .
4.6. Auxiliary formulae. The value of V and Y at eS are
V(eS) = v = 2
χ∞
{(1− s)V + JY V }, Y(eS) = y = 2
χ∞
Y,
since U = 0, X = 0 and a = 1 at eS . Here v and y are the coordinates of [γ] ∈ ∂S
defined by (4.7). Note V(eS) = v ∈ Span {V, JY V }. Moreover,
f(eS) =
2(1− s)
χ∞
, F (eS) = f
2(eS) + |Y|2(eS) = 4
χ∞
. (4.34)
As before, we let χ∞ = (1 − s)2 + |Y |2 = limt→∞ χ(t), the limit of the function
χ(t). From (4.34) we have
f(eS)v =
4(1− s)
χ2∞
((1− s)V + JY V ) , Jyv = 4
χ2∞
{(1− s)JY V − |Y |2V }
so that at eS
f(eS)v − Jyv = 4
χ∞
V and 4f − F = 4(1− 2s)
χ∞
.
4.7. An adapted basis. First we take an orthonormal basis of the Lie subalgebra
s4 of s;
W s40 := V + Y + sA, (4.35)
W s41 := |V |JYˆ Vˆ + sYˆ − |Y |A,
W s42 := sVˆ − |Y |JYˆ Vˆ − |V |A,
W s43 := |Y |Vˆ + sJYˆ Vˆ − |V |Yˆ .
Proposition 4.15. W s41 is an eigenvector of ∇dbγ of eigenvalue 1 at eS and
W s42 ,W
s4
3 are the eigenvectors of ∇dbγ of eigenvalue 12 at eS .
Note 4.16. The above basis corresponds to the eigenvectors of RV+Y+sA. Namely,
W s41 is the eigenvector with eigenvalue −1 and W s42 ,W s43 are eigenvectors with
eigenvalue − 14 . Refer to [4].
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Now decompose, as before, Y ⊥ ⊂ z into
Y ⊥ = (Y ⊥)J ⊕ (Y ⊥)⊥J .
Put dim(Y ⊥)J = k1 and dim(Y
⊥)⊥J = k2. Then dimY
⊥ = k1 + k2 and k =
dim z = k1 + k2 + 1.
The orthogonal decomposition of Y ⊥ induces, therefore, a decomposition of the
subspace t = {JY ⊥V, JY ⊥JY V } as t = t1 ⊕ t2 ⊕ t3.
Note that t1 = J(Y ⊥)JV = J(Y ⊥)JJY V is JY -invariant. By the aid of the bases
{ZJα} and {ZJ
⊥
β } of (Y ⊥)J and (Y ⊥)⊥J , we provide an orthonormal basis for each
of the subspaces ta, a = 1, 2, 3, respectively as follows;{
W t11 = JZJ1 Vˆ , . . . ,W
t1
k1
= JZJ
k1
Vˆ
}
,{
W t21 = JZJ⊥1
Vˆ , . . . ,W t2k2 = JZJ⊥k2
Vˆ
}
,{
W t31 = JZJ⊥1
JYˆ Vˆ , . . . ,W
t3
k2
= J
ZJ
⊥
k2
JYˆ Vˆ
}
.
Thus, dim t1 = k1, dim t2 = dim t3 = k2 and dim t = k1 + 2k2.
The components of the Hessian ∇dbγ with respect to V1 = Vˆ , V2 = JYˆ Vˆ , Y1 =
Yˆ , A are given by the following. At eS we have a = 1, V = v, Y = y and from this,
we have the following.
Lemma 4.17.
∇dbγ(A, V2) = − 1
2F 2
{(
fF + 2F − 4f2)〈v, V2〉
+ (4f − F ) 〈Jyv, V2〉
}
= −1
2
|Y ||V |,
∇dbγ(V1, V2) = 1
2F
(〈v, V1〉〈v, V2〉+ 〈[v, V1], [v, V2]〉) = 0,
∇dbγ(V2, V2) = 1
2F
(〈v, V2〉〈v, V2〉+ 〈[v, V2], [v, V2]〉)+ 1
2
=
1
2
(1 + |V |2),
∇dbγ(V2, Y1) = − 2
F 2
〈fv − Jyv, V2〉〈y, Y1〉
− 1
2F
〈[V2, (f − 2)v − Jyv], Y1〉 = 1
2
s|V |.
Lemma 4.18.
∇dbγ(W s1 ,W s1 ) = 1, ∇dbγ(W s1 ,W si ) = 0, i = 2, 3,
∇dbγ(W si ,W sj ) =
1
2
δij , i, j = 2, 3.
Proof. Since W s41 = |V |JYˆ Vˆ + sYˆ − |Y |A, using the formulae of Lemma 4.17 we
verify that
∇dbγ(W s1 ,W s1 ) = |V |2
(
1
2
|V |2 + 1
2
)
+ 2s|V |
(s
2
|V |
)
− 2|V ||Y |
(
−|V ||Y |
2
)
+ s2
{1
2
(1 + s2 − |Y |2)}− 2s|Y |(−s|Y |) + |Y |2 · 1
2
(1 − s2 + |Y |2)
= 1.
Others are similarly obtained. 
It is concluded from Lemma 4.18 that W s1 is an eigenvector of ∇dbγ correspond-
ing to eigenvalue 1, and W s2 and W
s
3 are eigenvectors corresponding to eigenvalue
1
2 .
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4.8. Positive definiteness over qℓ = t1 ⊕ (Y ⊥)J . The aim of this subsection is
to show the following.
Lemma 4.19. ∇dbγ over t1 ⊕ (Y ⊥)J is positive definite.
Decompose t1 ⊕ (Y ⊥)J orthogonally into
t1 ⊕ (Y ⊥)J = ⊕rℓa=1 ha, ha := Span {W2a−1,W2a, Z2a−1, Z2a}
( dim(Y ⊥)J = 2rℓ ). Then, it follows immediately
∇dbγ |t10⊕(Y ⊥)J = ⊕
rℓ
a=1∇dbγ |ha
as a direct sum of the quadratic forms ∇dbγ |ha . We will show ∇db|ha > 0, a =
1, · · · , rℓ and conclude thus ∇dbγ > 0 over t1 ⊕ (Y ⊥)J .
Instead of showing ∇dbγ > 0 we rather consider the eigenproblem for T = −S,
the endomorphism induced from∇dbγ . Here S is the shape operator of a horosphere
centered at [γ] ∈ ∂S. Then we restrict the eigenproblem over h1 and write the
endomorphism T |h1 as a 4× 4-matrix given by
B =


a 0 c d
0 a −d c
c −d b 0
d c 0 b

 ,
where
a =
1
2
(1 + |V |2), b = 1
2
(1 + s2 + |Y |2), c = 1
2
s|V |, d = 1
2
|Y ||V |.
Other matrices for ha, a > 1 are the same. Let λ be an eigenvalue of B. Then, λ
satisfies
(a− λ)(b − λ) = c2 + d2
whose solutions are
λ =
1
2
{
a+ b±
√
(a− b)2 + 4{c2 + d2}} = 1, 1
2
.
Lemma 4.20. The eigenvalues of B and hence of T are 1 and 1
2
.
Let λ = 1/2 be the eigenvalue of ∇dbγ over qℓ. The eigenvectors corresponding
to λ = 1/2 are vectors of the form
U1 = |V |2Z + JZ (JY V − sV ) , Z ∈ (Y ⊥)J . (4.36)
Let λ = 1 be the eigenvalue. Then, the eigenvectors corresponding to λ = 1 are
vectors of the form
U2 =
(|V |2 − 1)Z + JZ (JY V − sV ) , Z ∈ (Y ⊥)J . (4.37)
Remark 4.21. As shown in [4], the eigenvalues of RV+Y+sA|t1⊕(Y ⊥)J and the
corresponding eigenspaces are
−1
4
: |V |2Z + JZ (JY V − sV ) , Z ∈ (Y ⊥)J ,
−1 : (|V |2 − 1)Z + JZ (JY V − sV ) , Z ∈ (Y ⊥)J .
Thus, the eigenspaces of ∇dbγ over t1 ⊕ (Y ⊥)J are exactly same as those of the
Jacobi operator.
As was verified above, it is concluded that ∇dbγ is positive definite over t1 ⊕
(Y ⊥)J .
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4.9. Positive definiteness over qj, j = 0, . . . , ℓ − 1. We will deal in this sub-
section with the positive definiteness of the Hessian over the subspace t2 ⊕ t3 ⊕
(Y ⊥)⊥J = ⊕ℓ−1j=0 qj . It suffices from Lemma 4.12 to show ∇dbγ |qj > 0 for each
j = 0, 1, · · · , ℓ− 1. Here qj = Span {JLj Vˆ , JLjJYˆ Vˆ , Lj}.
Let j = 0 with µ0 = 0. Then, L0 = {Z ∈ (Y ⊥)⊥J |KZ = 0}, since K2Z = 0 ⇔
KZ = 0 and also JL0 Vˆ ⊥ JL0JYˆ Vˆ from (3.20). Let {Za, a = 1, · · · , r0} be an
orthonormal basis of L0 so that q0 is decomposed orthogonally into
q0 = ⊕r0a=1 fa, fa := Span {Wa = JZa Vˆ , W ′a = JZaJYˆ Vˆ , Za}.
It is easily derived similarly as in the proof of Lemma 4.12 that∇dbγ |q0 = ⊕r0a=1∇dbγ |fa ,
from Lemma 4.13.
In what follows we will prove∇dbγ |fa > 0. With respect to the basis {Wa,W ′a, Za}
of fa, we have the following.
Lemma 4.22.
∇db(Wa,Wa) = 1
2
+
1
2χ∞
|V |2(1− s)2,
∇db(W ′a,W ′a) =
1
2
+
1
2χ∞
|V |2|Y |2,
∇db(Za, Za) = 1
2
(1 + s2 + |Y |2),
∇db(Wa, Za) = 1
2
|V |s, ∇db(W ′a, Za) = −
1
2
|V ||Y |,
∇db(Wa,W ′a) =
1
2
|V |2 (1 − s)|Y |
χ∞
.
Let wWa + w
′W ′a + zZa ∈ fa(w,w′, z ∈ R) be a non-zero vector. Then
∇dbγ(wWa + w′W ′a + zZa, wWa + w′W ′a + zZa)
=
{1
2
+
1
2χ∞
|V |2(1− s)2}w2 + {1
2
+
1
2χ∞
|V |2|Y |2}(w′)2
+
1
2
(1 + s2 + |Y |2)z2 + 2 1
2
|V |2 (1− s)|Y |
χ∞
ww′
+ 2
1
2
s |V |w z + 2 1
2
(−|Y | |V |)w′ z
=
1
2
(w2 + (w′)2) +
1
2χ∞
|V |2{(1 − s)w + |Y |w′}2
+
1
2
(1 + s2 + |Y |2)z2 + 2 1
2
|V |z (sw − |Y |w′)
which is reduced to
1
2
(w2 + (w′)2) +
1
2χ∞
|V |2{(1 − s)w + |Y |w′}2
+
1
2
z2 +
1
2
s2z2 +
1
2
|Y |2z2 + 2 1
2
|V |w (sz) + 2 1
2
|V |w′ (−|Y |z)
=
1
2χ∞
|V |2{(1− s)w + |Y |w′}2 + 1
2
(w + s|V |z)2
+
1
2
(w′ − |Y ||V |z)2 + 1
2
[
1 + (s2 + |Y |2)(1 − |V |2)] z2.
This is obviously positive, since V , Y are non-zero vectors, so we have the following.
Proposition 4.23. ∇dbγ is positive definite over q0.
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For the case 0 < j < ℓ with −1 < µj < 0 define on the subspace qj an almost
complex structure Kˆ :=
1√|µj |K, Hermitian with respect to the inner product 〈·, ·〉
so that we take an orthonormal basis {Zj}, j = 1, · · · , 2rj such that Z2a := KˆZ2a−1
a = 1, · · · , rj .
Decompose qj into
qj = ⊕rja=1 ba, dimLj = 2rj ,
ba := Span {W2a−1,W2a,W ′2a−1, W ′2a, Z2a−1, Z2a}, (4.38)
where W2a−1 := JZ2a−1 Vˆ ,W2a := JZ2a Vˆ ,W
′
2a−1 := JZ2a−1JYˆ Vˆ , W
′
2a := JZ2aJYˆ Vˆ .
Similarly as in case j = 0 with µ0 = 0, it is shown that ∇dbγ |qj = ⊕rja=1∇dbγ |ba .
Notice that the basis of (4.38) is not orthonormal, since 〈W2a−1,W ′2a〉 = −
√
|µj |
from (3.21).
Lemma 4.24. On b1 = Span {W1,W2,W ′1,W ′2, Z1, Z2} the components of the
Hessian ∇dbγ are shown below.
∇db(W1,W1) = ∇db(W2,W2)
=
1
2
+
1
2χ∞
|V |2{(1 − s)2 − |Y |2µi},
=
1
2
(1 + |V |2)− 1
2χ∞
|V |2|Y |2(1 + µi),
∇db(W1,W2) = 0,
∇db(W ′1,W ′1) = ∇db(W ′2,W ′2) =
1
2
+
1
2χ∞
|V |2{|Y |2 − (1 − s)2µi}
=
1
2
(1 + |V |2)− 1
2χ∞
|V |2(1− s)2(1 + µi),
∇db(W ′1,W ′2) = 0,
∇db(W1,W ′1) = ∇db(W2,W ′2) =
1
2χ∞
|V |2(1 − s)|Y |(1 + µi),
∇db(W1,W ′2) = −∇db(W2,W ′1) =
1
2
〈W1,W ′2〉+
1
2
|V |2(−
√
|µi|)
= −1
2
(1 + |V |2)
√
|µi|.
∇db(W1, Z1) = ∇db(W2, Z2) = 1
2
s |V |,
∇db(W1, Z2) = −∇db(W2, Z1) = 1
2
|Y ||V |
√
|µi|,
∇db(W ′1, Z1) = ∇db(W ′2, Z2) = −
1
2
|Y ||V |,
∇db(W ′1, Z2) = −∇db(W ′2, Z1) =
1
2
s |V |
√
|µi|,
∇db(Zi, Zj) = 1
2
(1 + s2 + |Y |2)δij , i, j = 1, 2.
Note 4.25. From this lemma the Hessian ∇dbγ |qj is Hermitian with respect to Kˆ.
Now we show the positive definiteness of ∇dbγ on b1. Let W = u1W1 + u2W2 +
v1W
′
1 + v2W
′
2 + w1Z1 + w2Z2 ∈ b1 be a non zero vector. Then, ∇dbγ(W,W ) is
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written in terms of a quadratic form as
∇dbγ(W,W ) = a(u21 + u22) + b(v21 + v22) + t(w21 + w22)
+ 2c(u1v1 + u2v2) + 2d(u1v2 − u2v1)
+ 2f(u1w1 + u2w2) + 2g(u1w2 − u2w1)
+ 2h(v1w1 + v2w2) + 2ℓ(v1w2 − v2w1),
where
a =
1
2
+
1
2χ∞
|V |2{(1− s)2 + |Y |2 cos2 θi},
b =
1
2
+
1
2χ∞
|V |2{|Y |2 + (1− s)2 cos2 θi},
c =
1
2χ∞
|V |2(1− s)|Y | sin2 θi, d = −1
2
(1 + |V |2) cos θi,
f =
1
2
s|V |, g = 1
2
|Y ||V | cos θi,
h = −1
2
|Y ||V |, ℓ = 1
2
s|V | cos θi,
t =
1
2
(1 + s2 + |Y |2).
Set, for convenience,
√
|µi| = cos θi, 0 < θi < π2 , so µi = − cos2 θi. Then, the above
quadratic form can be described by the Hermitian form in terms of a Hermitian
matrix H ;
∇db(W,W ) = (u, v, w)H t(u, v, w), where
H =

 a c− id f − igc+ id b h− iℓ
f + ig h+ iℓ t

 ,
u = u1 + iu2, v = v1 + iv2, w = w1 + iw2 ∈ C. In order to assert the positive
definiteness of the Hessian it suffices to show detH(2) =
∣∣∣∣ a c− idc+ id b
∣∣∣∣ > 0 and
detH(3) = detH > 0, since a = detH(1) > 0.
Lemma 4.26.
detH(2) =
1
4
(1 + |V |2) sin2 θi,
detH(3) =
1
4
sin2 θi − |V |
4|Y |2
8χ∞
sin4 θi >
1
8χ∞
sin4 θi
(
2χ∞ − |V |4|Y |2
)
.
Proof. One sees
detH(2) = ab− |c+ id|2 = 1
4
(1 + |V |2) sin2 θi.
For detH(3) one has
detH(3) = detH(2)t− a|h+ iℓ|2 − b|f + ig|2 + 2Re(c+ id)(h+ iℓ)(f − ig).
By straight computations one obtains
a|h+ iℓ|2 + b|f + ig|2
=
|V |2
8
(s2 + |Y |2)(1 + cos2 θi)
+
|V |4
8χ∞
{|Y |2(s2 + (1 − s)2)(1 + cos4 θi)
+ 2
(|Y |4 + s2(1− s)2) cos2 θi}
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and
Re(c+ id)(f − ig)(h+ iℓ) = |V |
2
4
{− |V |2
2χ∞
s(1− s)|Y |2 sin4 θi
+
1
2
(1 + |V |2)(s2 + |Y |2) cos2 θi
}
.
Thus, one has
detH(3) =
1
8
(1 + |V |2) sin2 θi (1 + s2 + |Y |2)− |V |
2
8
(s2 + |Y |2)(1 + cos2 θi)
− |V |
4
8χ∞
{|Y |2(s2 + (1 − s)2)(1 + cos4 θi) + 2(|Y |4 + s2(1 − s)2) cos2 θi}
+ 2
|V |2
4
{− |V |2
2χ∞
s(1− s)|Y |2 sin4 θi + 1
2
(1 + |V |2)(s2 + |Y |2) cos2 θi
}
.
Then, a slight computation gives us
detH(3) =
(
1
4
− 1
4
cos2 θi − |V |
2
4
(s2 + |Y |2) cos2 θi
)
+
(
− |V |
4
8χ∞
|Y |2(1 + cos4 θi) + |V |
4
4χ∞
|Y |2 cos2 θi
)
+
|V |2
4
(s2 + |Y |2) cos2 θi
=
1
4
− 1
4
cos2 θi − |V |
4|Y |2
8χ∞
(1− cos2 θi)2
=
1
4
sin2 θi − |V |
4|Y |2
8χ∞
sin4 θi.

Summarizing the arguments from subsection 4.5 we can conclude that the Hes-
sian of the Busemann function associated to γ is positive definite, provided V 6=
0, Y 6= 0 for γ′(0) = V + Y + sA.
We will give an argument for ∇dbγ > 0 in the following non-generic cases; (i)
V 6= 0, Y = 0, (ii) V = 0, Y 6= 0 and (iii) V = 0, Y = 0, i.e., s = −1.
Case: V 6= 0, Y = 0; Let γ be the geodesic of γ(0) = es, γ′(0) = V + sA =
|V |Vˆ + sA, |V |2 + s2 = 1. Let W1 := |V |Vˆ + sA and W2 := sVˆ − |V |A. Then, one
has s = s2 ⊕ p⊕ q⊕ z, s2 := Span {W s1 ,W s2 }, p := {U ∈ v | [V, U ] = 0, 〈U, V 〉 = 0},
q := JzVˆ so γ
′(0)⊥ = RW s2 ⊕ p⊕ q⊕ z.
It is shown by a simple computation that any vector of RW s2 ⊕p is an eigenvector
corresponding to eigenvalue 12 .
The Hessian ∇dbγ is positive definite over q⊕ z. In fact, q⊕ z splits into q⊕ z =
⊕ka=1ba, ba := Span {JZa Vˆ , Za} and fulfills that ∇dbγ(ba, bb) = 0 for any distinct
a, b and ∇dbγ |ba > 0, a = 1, . . . , k. Thus, the Hessian ∇dbγ is positive definite over
γ′(0)⊥.
Case: V = 0, Y 6= 0; Let γ be the geodesic of γ(0) = eS , γ′(0) = Y +sA = |Y |Yˆ +
sA, |Y |2+s2 = 1. It is concluded that on the space γ(0)⊥ = v⊕R(sYˆ −|Y |A)⊕Y ⊥
the Hessian ∇dbγ is positive definite. Moreover, v is the eigenspace corresponding
to eigenvalue
1
2
and Y ⊥ is the eigenspace corresponding to eigenvalue 1.
Case: V = 0, Y = 0, i.e., s = −1; In this case one can apply the formulae of
Lemma 4.8 to obtain that the Hessian ∇dbγ is positive definite over (−A)⊥ = v⊕ z,
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since at eS V = Y = 0. The space v is the eigenspace corresponding to eigenvalue
1
2
and z is the eigenspace corresponding to eigenvalue 1.
Therefore, from the above arguments Theorem 4.5 is completely verified.
4.10. Spectral properties of ∇dbγ. As a by-product of Theorem 4.5 we can
compare the eigenspaces of (∇dbγ)eS corresponding to the eigenvalues with the
eigenspaces of Rγ′(0) corresponding to the eigenvalues. Let f := s
0
4⊕ p⊕ t1⊕ (Y ⊥)J
be the subspace of γ′(0)⊥. Then, we can assert the commutativity of S(t)|f with
Rγ′(t)|f at t = 0. Moreover we can show that the commutativity is valid for all t as
follows.
Theorem 4.27. Let V + Y + sA ∈ s be a unit vector. Assume V 6= 0, Y 6= 0, a
generic assumption on V , Y . Let s = s4 ⊕ p⊕ t1 ⊕ t2 ⊕ t3 ⊕ (Y ⊥)J ⊕ (Y ⊥)⊥J be an
admissible decomposition of s associated with V + Y + sA.
Then, (i) on the subspace f the shape operator S(t) of the horosphere H(θ,γ(t))
commutes with Rγ′(t) (γ is a geodesic of γ(0) = eS, γ
′(0) = V + Y + sA, [γ] = θ)
so that S(t)|f shares common eigenspaces with Rγ′(t)|f and (ii) each eigenvalue of
S(t)|f is negative constant and moreover (iii) if λ < 0 is an eigenvalue of S(t)|f,
then −λ2 is an eigenvalue of Rγ′(t)|f and vice versa.
In fact, from (3.28) the vectors V, Y for γ′(0) = V + Y + sA are generic if and
only if V (t),Y (t) for γ′(t) = V (t) + Y (t) + A(t) are generic and we have moreover
KV (t),Y (t) = KV,Y as shown in 4.3, [4]. It can be checked further that the admissible
decomposition of s at t = 0 gives also admissible one at any t. For the detailed
argument for all t refer to [11].
Remark 4.28. The eigenvalues and eigenspaces of RV+Y+sA are given completely
in [4]. On the subspace f one has
(1) the eigenvalues and eigenspaces of RV+Y+sA|s04 are
0, R(V + Y + sA),
−1
4
, R(sV − JY V − |V |2)A) ⊕ R(|Y |2V + sJY V − |V |2Y ),
−1, R(JY V + sY − |Y |2A).
(2) RV+Y+sA|p has a single eigenvalue, that is − 14 , provided p 6= {0}.
(3) If q 6= {0} and further (Y ⊥)J 6= {0}, the eigenvalues and eigenspaces of
RV+Y+sA|t1⊕(Y ⊥)J are
−1
4
, |V |2X + JX(JY V − sV ), X ∈ (Y ⊥)J ,
−1, (|V |2 − 1)X + JX(JY V − sV ), X ∈ (Y ⊥)J .
5. Appendix I; another proof of Theorem 1.1
Proposition 5.1. Let S be a Damek-Ricci space. Let γ be an arbitray geodesic
of S. Then, there exists no non-trivial perpendicular, parallel Jacobi vector field
along γ.
As a direct consequence we obtain
Corollary 5.2. Let S be a Damek-Ricci space. Then every geodesic of S is of rank
one.
To verify the above proposition we present the sectional curvature formula as
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Proposition 5.3. Let U+X+rA, V +Y be vectors in s of unit norm, perpendicular
to each other. Then, the sectional curvature K(P ) of a plane section P = {U +
X + rA, V + Y } is represented by
K(P ) = −3
4
|[U, V ] + rY |2 − 1
4
r2|V |2 − 1
4
r2|Y |2
+
1
4
|V |2|X |2 + 1
4
|U |2|Y |2 − 〈JXU, JY V 〉+ 1
2
〈JXV, JY U〉
−
(1
2
|X |2|V |2 + 1
2
|Y |2|U |2 + 1
4
|U |2|V |2 + |X |2|Y |2
− 〈U, V 〉〈X,Y 〉 − 1
4
〈U, V 〉2 − 〈X,Y 〉2
)
.
This formula is obtained from the formula given in [4], p. 85. We remark that
the metric of a Damek-Ricci space is left invariant. Any formulae represented by
using left invariant vector fields are valid at any point of S.
Lemma 5.4. Let P be a plane section at eS spanned by orthonormal vectors
{X1 = aA+ b(U1 + Y1), X2 = U2 + Y2}, a, b ∈ R, U1, U2 ∈ v, Y1, Y2 ∈ z. Then
K(P ) = −a
2
4
− 3
4
∣∣aY2 + b[U1, U2]∣∣2 (5.1)
− 3
4
b2〈Y1, Y2〉2 − 3
4
b2T (P ),
where
T (P ) := |Y1|2|Y2|2 + 2〈JY1U1, JY2U2〉+
1
3
, (5.2)
which fulfills
T (P ) ≥ |Y1|2|Y2|2 − 2|Y1||Y2||U1||U2|+ 1
3
(5.3)
≥ (√3|Y1||Y2| − 1√
3
)2 ≥ 0
from which it follows K(P ) ≤ 0.
Proof. To obtain (5.1), (5.2) we set U = bU1, X = bY1, r = a, V = U2 and Y = Y2
in Proposition 5.3 to have
K(P ) = −3
4
|[bU1, U2] + aY2|2 − 1
4
a2|U2|2 − 1
4
a2|Y2|2
+
1
4
|U2|2|bY1|2 + 1
4
|bU1|2|Y2|2
− 〈JbY1bU1, JY2U2〉+
1
2
〈JbY1U2, JY2bU1〉
− (1
2
|bY1|2|U2|2 + 1
2
|Y2|2|bU1|2 + 1
4
|bU1|2|U2|2 + |bY1|2|Y2|2
− 〈bU1, U2〉〈bY1, Y2〉 − 1
4
〈bU1, U2〉2 − 〈bY1, Y2〉2
)
.
For this we make use of (3.4) and the orthonormality of Ui+Yi, i = 1, 2, in particular
〈U1, U2〉+ 〈Y1, Y2〉 = 0 to obtain (5.1), (5.2). We show the second inequality of (5.3)
as follows. It suffices for this to show
|Y1|2|Y2|2 − 2|Y1||Y2||U1||U2|+ 1
3
≥ 3|Y1|2|Y2|2 − 2|Y1||Y2|+ 1
3
(5.4)
and hence suffices to show
−|Y1|2|Y2|2 + |Y1||Y2| ≥ |Y1||Y2||U1||U2|. (5.5)
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Let A1, A2 be the left, right hand side of (5.3), respectively. Notice A1 > 0, because
|Y1||Y2|(1− |Y1||Y2|) > 0. Therefore, we may compute A21 −A22 as
A21 −A22 =
(|Y1|4|Y2|4 − 2|Y1|3|Y2|3 + |Y1|2|Y2|2)− |Y1|2|Y2|2|U1|2|U2|2
= |Y1|2|Y2|2
{|Y1|2|Y2|2 − 2|Y1||Y2|+ 1− (1 − |Y1|2)(1 − |Y2|2)}
= |Y1|2|Y2|2
(|Y1| − |Y2|)2 ≥ 0
which implies that the sectional curvature is represented by a sum of four non-
positive terms and thus Lemma 5.4 is proved. Refer to [5] for this lemma.

Lemma 5.5. Let P be a plane section given in Lemma 5.4. Then, K(P ) = 0 if
and only if a = 0, b = 1 and
[U1, U2] = 0, 〈U1, U2〉 = 0, 〈Y1, Y2〉 = 0 and JY1U1 = −JY2U2, (5.6)
and moreover |Ui| =
√
2√
3
and |Yi| = 1√
3
, i = 1, 2.
Formula (5.1) indicates that K(P ) = 0 implies a = 0 and hence b = 1, [U1, U2] =
0, 〈Y1, Y2〉 = 0 and T (P ) = 0 and vice versa. Then, the lemma is obtained.
Proof. of Proposition 5.1. Let γ be a geodesic of S of γ(0) = eS , γ
′(0) = sA +
b(V + Y ), s2 + b2 = 1, |V + Y | = 1. Then, we can assert that there exists no
plane section field along γ whose sectional curvature is zero for any t. In fact, if,
contrarily there exists a flat plane section field P (t), generated by an orthonormal
basis {γ′(t), ξ(t)}, where ξ(t) = U(t) + Z(t) + a(t)A is a vector field along γ,
perpendicular and |ξ(t)| = 1, then from Lemma 3.11 we have
γ′(t) =
√
h(t)
χ(t)
[
(1− sθ(t))2 − θ2(t)|Y |2]|V |Vˆ (5.7)
+
2
√
h(t)
χ(t)
θ(t) · (1− sθ(t))|V ||Y |JYˆ Vˆ
+ h(t)|Y |Yˆ + ( log h(t))′A
Refer to (Theorem 2, p. 94, [4]), for more detail.
Since K(P (t)) = 0 at t = 0, Lemma 5.5 implies s = 0 and hence b = 1 so that
the A-component of (5.7) is
(
log h(t)
)′
, where by setting s = 0
h(t) =
1− θ2(t)
χ(t)
, χ(t) = 1 + θ2(t)|Y |2. (5.8)
Since we assume K(P (t)) = 0 for any t, it follows from Lemma 5.5 that the com-
ponent (log h(t))
′
=
h′(t)
h(t)
must vanish for every t. However, (log h(t))′ = 0 only
when t = 0, since θ(t) = tanh t/2. This is a contradiction. 
6. Appendix II; A proof of Proposition 4.11
Proposition 4.11 is verified as follows. Since
s4 ⊕ p⊕ q ⊂ s, q = t⊕ Y ⊥
and
Span {V, JY V } ⊕ p⊕ t ⊂ v,
it suffices to show
dim v ≤ 2 + dim p+ dim t. (6.1)
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For this, we make use of the orthogonal decomposition defined at (3.18)
Y ⊥ = (Y ⊥)J ⊕ (Y ⊥)⊥J ,
together also with the direct sum decomposition given at (4.29) and (4.31)
t = t1 ⊕ t2 ⊕ t3 = J(Y ⊥)JV ⊕ J(Y ⊥)⊥J V ⊕ J(Y ⊥)⊥J JY V, (6.2)
dim t = k1 + 2k2, (6.3)
k1 := dim(Y
⊥)J = dim J(Y ⊥)JV,
k2 := dim(Y
⊥)⊥J = dim J(Y ⊥)⊥J V = J(Y ⊥)⊥J JY V.
We have certainly the orthogonal decomposition relative to the vector V as
v = Kerad(V )⊕ JzV , where JzV = {JZV |Z ∈ z} = Kerad(V )⊥ and have, replac-
ing V by JY V 6= 0, another decomposition as v = Kerad(JY V )⊕ JzJY V . Decom-
pose v into
v = Kerad(V )⊕ JzV = RV ⊕ RJY V ⊕ p⊕ p1 ⊕ JY ⊥V (6.4)
and similarly into
v = Kerad(JY V )⊕ JzJY V = RV ⊕ RJY V ⊕ p⊕ p2 ⊕ JY ⊥JY V, (6.5)
where pi, i = 1, 2 are the orthogonal complement of p in Kerad(V ) and Kerad(JY V ),
respectively.
Claim 6.1. The map
h : p1 → (Y ⊥)⊥J ; (6.6)
U 7→ h(U) := 1|V |2|Y |2 [JY V, U ]
is injective.
Proof. From the above orthogonal decompositions we have
p1 ⊕ JY ⊥V = p2 ⊕ J(Y ⊥)JJY V ⊕ J(Y ⊥)⊥J JY V, (6.7)
since Y ⊥ = (Y ⊥)J ⊕ (Y ⊥)⊥J . Then, any U ∈ p1 is written as
U = U1 + U
′
2 + U
′′
2 , U1 ∈ p2, U ′2 ∈ J(Y ⊥)JJY V, U ′′2 ∈ J(Y ⊥)⊥J JY V. (6.8)
Hence, there exists a Z ∈ (Y ⊥)J such that U ′2 = JZJY V . Here U ′2 is written also as
U ′2 = JZ′V for a Z
′ ∈ (Y ⊥)J from definition of (Y ⊥)J . Moreover, U ′′ = JZ′′JY V
for a Z ′′ ∈ (Y ⊥)⊥J . Take an inner product of (6.8) with the vector U ′2 = JZ′V .
Then 〈U,U ′2〉 = 〈U, JZ′V 〉 = 0, since p1 ⊥ JY ⊥V . On the other hand 〈U1, JZ′V 〉 =
〈U1, JZJY V 〉 = 0, since p2 ⊥ JY ⊥JY V . Also we have 〈U ′′2 , U ′2〉 = 0 from (3.4) and
consequently |U ′2|2 = 0, namely U ′2 = 0. Therefore U is written as U = U1 + U ′′2 .
Since p2 ⊂ Ker ad(JY V ),
[JY V, U ] = [JY V, U1 + U
′′
2 ] = [JY V, U
′′
2 ] (6.9)
= [JY V, JZ′′JY V ] = |JY V |2Z ′′ = |Y |2|V |2Z ′′
and henceforth Z ′′ =
1
|V |2|Y |2 [JY V, U ] which is just h(U).
Now suppose h(U) = Z ′′ is zero vector. Then, [JY V, U ] = 0, that is, U ∈
Ker ad(JY V ). By the way, U ∈ p1 ⊂ Ker ad(V ) so that U ∈ p = Kerad(V ) ∩
Kerad(JY V ) and consequently U = 0, since p ∩ p1 = {0}. 
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From this lemma p1 = dim p1 ≤ k2 = dim J(Y ⊥)⊥
J
JY V so that from (6.3)
dim v = 2 + p+ p1 + dim(JY ⊥V ) = 2 + p+ p1 + k1 + k2 (6.10)
≤ 2 + p+ k1 + 2k2
= 2 + p+ dim(JY ⊥V ⊕ JY ⊥JY V ) = 2 + p+ dim t.
Hence the desired decomposition is obtained.
Part II
7. Rank of geodesics and eigenspace corresponding to eigenvalue 0
In this section, we prove Theorem 1.4.
Let x ∈ M and θ ∈ ∂M . Let γ be a geodesic of M satisfying γ(0) = x,
representing θ and b = bγ be the Busemann function associated with γ.
First we show
rank γ − 1 ≤ dim(Eb)γ(t), ∀t ∈ R (7.1)
and then by exploiting double inductive arguments
rank γ − 1 ≥ dim(Eb)γ(t), ∀t ∈ R. (7.2)
Let r = rankγ. Let {v1(t), · · · , vn(t)} be an orthonormal basis consisting of par-
allel vector fields along γ such that γ′(t) = v1(t) and vj(t), j = 2, · · · , r are Jacobi
vector fields. It suffices to show S(t)vj(t) = 0 for j = 2, · · · , r in terms of the shape
operator S(t) of the horosphere H(θ,γ(t)). Then, the inequality (7.1) is proved. De-
fine, for this, a set of perpendicular Jacobi fields {Yj = Yj(t) | j = 2, · · · , n, t ∈ R}
satisfying Yj(0) = vj(0) and |Yj(t)| ≤ C, ∀t ≥ 0 for some C > 0, j = 2, · · · , n. Note
these Jacobi vector fields are stable. Here Yj(t) = vj(t), t ∈ R for j = 2, · · · , r,
since each vj(t) is a parallel Jacobi field. Thus {Y2 = Y2(t), · · · , Yn = Yn(t)} defines
a stable, perpendicular Jacobi tensor J = J (t) along γ by
J (t) : γ(t)⊥ → γ(t)⊥, (7.3)
n∑
j=2
civi(t) 7→
n∑
j=2
ciYi(t)
from which the shape operator S(t) of the horosphere H(θ,γ(t)) at γ(t) is described
by S(t) = J ′(t)J −1(t). Refer to [13, 15] for construction of the stable Jacobi tensor
and its relation with the shape operator S(t). By definition of J (t) we see for each
j = 2, · · · , r J (t)vj(t) = vj(t) so that J ′(t)vj(t) = 0 and J −1(t)vj(t) = vj(t) and
therefore S(t)vj(t) = J ′(t)J −1(t)vj(t) = J ′(t)vj(t) = 0 so we get (7.1).
Now we will show (7.2) as follows.
For this we fix t = 0 without loss of generality and verify that for u ∈ Tγ(0)H(θ,γ(0))
satisfying S(0)u = 0 there exists a parallel vector field u(t) along γ such that
u(0) = u which satisfies R(t)u(t) = 0, ∀t ∈ R. This proves (7.2).
Let H(θ,γ(t)) = {y ∈M | bθ(y) = bθ(γ(t))}, t ∈ R, be a horosphere centered at θ
and passing through γ(t). The restriction of the Hessian to a horosphere H(θ,γ(t))
gives minus signed second fundamental form h, as seen at (2.1), Section 2. Namely,
we have (∇dbθ)|H(θ,γ(t)) (·, ·) = −〈S(t)·, ·〉 with respect to the operator S(t) which is
negative semi-definite from the positive semi-definiteness of ∇dbθ.
Let u(t) be a parallel vector field along γ(t) such that u(0) = u. Similarly for
v ∈ Tγ(0)H(θ,γ(0)) we define a parallel vector field v(t) along γ(t) such that v(0) = v.
From the Riccati equation we have along γ(t)
〈S(t)u(t), v(t)〉′ + 〈S(t)u(t),S(t)v(t)〉 + 〈R(t)u(t), v(t)〉 = 0 (7.4)
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or
〈S ′(t)u(t), v(t)〉 + 〈S(t)u(t),S(t)v(t)〉 + 〈R(t)u(t), v(t)〉 = 0. (7.5)
In order to obtain Proposition 7.1 below we need to take the derivative of S(t).
Since S ′(t)u(t) = ∇
dt
(S(t)u(t)), S ′(t) is an endomorphism of Tγ(t)H(θ,γ(t)). For
any integer k ≥ 2 S(k)(t)u(t) =
(∇
dt
)k
(S(t)u(t)) is also an endomorphism of
Tγ(t)H(θ,γ(t)).
Proposition 7.1. Let (M, g) be a Hadamard manifold. Let x ∈ M and θ ∈ ∂M
and γ be a geodesic satisfying γ(0) = x and [γ] = θ.
If there exists a non zero u ∈ TxH(θ,x) satisfying S(0)u = 0, then(
〈S(t)u(t), v(t)〉(k)
)
|t=0
= 0, (7.6)(
〈R(t)u(t), v(t)〉(k)
)
|t=0
= 0
for any v ∈ TxH(θ,x) and any integer k ≥ 0.
An inductive proof will be given in the next section.
Theorem 7.2. Let (M, g) be an analytic Hadamard manifold. Let x ∈ M and
θ ∈ ∂M and γ be a geodesic satisfying γ(0) = x and [γ] = θ. Suppose that every
Busemann function bθ of M is analytic.
If there exists a non zero u ∈ TxH(θ,x) satisfying S(0)u = 0, then S(t)u(t) = 0
and R(t)u(t) = 0 for any t ∈ R so that u(t) is a parallel Jacobi field along γ.
This theorem is a direct consequence of Proposition 7.1.
Let {ei(t); i = 2, . . . , n} be a parallel, perpendicular orthonormal fields along γ,
n = dimX . Then from Proposition 7.1 we have
(
〈S(t)u(t), ei(t)〉(k)
)
|t=0
= 0 for
any k ≥ 0. Since (X, g) is analytic and every Busemann function is analytic on M ,
the Hessian ∇dbθ is also analytic on M so that S(t) is analytic along the geodesic
γ and hence 〈S(t)u(t), v(t)〉 = 0, that is, S(t)u(t) = 0 for −∞ < t <∞. Similarly
we have R(t)u(t) = 0 for −∞ < t <∞.
From this theorem the inequality (7.2) is derived.
8. Proof of Proposition 7.1
We assume that there exists a non-zero vector u ∈ Tγ(0)H(θ,γ(0)) = γ′(0)⊥ which
satisfies S(0)u = 0.
Lemma 8.1. Under this assumption it holds
〈S(0)(j)u, u〉 = 0, j = 0, · · · , 4, (8.1)
〈R(0)(j′)u, u〉 = 0, j′ = 0, · · · , 3,
and moreover for any v ∈ Tγ(0)H(θ,γ(0)) = γ′(0)⊥
〈S ′(0)u, v〉 = 0, 〈R′(0)u, v〉 = 0. (8.2)
Proof.
Assertion 8.2.
〈S(0)u, u〉 = 0, 〈S ′(0)u, u〉 = 0. (8.3)
The first equality is obvious. The second one follows from the negative semi-
definiteness of S(t) for any t. In fact, set f(t) := 〈S(t)u(t), u(t)〉. Then f(0) = 0.
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Suppose f ′(0) = 〈S ′(0)u, u〉 6= 0. Then, we may assume f ′(0) = 〈S(t)u(t), u(t)〉′|t=0 =:
a > 0 without loss of generality. Then, since f(t) is analytic, there exists t0 >
0 such that f ′(t) > a2 for 0 < t < t0. From Maclaurin expansion we have
f(t) = f(0) + f ′(θt)t >
a
2
t > 0, for any 0 < t < t0 (0 < θ < 1). This is a con-
tradiction, because 〈S(t)·, ·〉 is negative semi-definite for any t.

The following is immediate from the assumption above.
Assertion 8.3.
〈S(0)u, v〉 = 0, ∀v ∈ Tγ(0)H.
Therefore, the Riccati equation implies then
Assertion 8.4.
〈R(0)u, u〉 = 0, 〈R′(0)u, u〉 = 0. (8.4)
In fact, set v = u in the equation (7.5) to get
〈S ′(t)u(t), u(t)〉 + 〈S(t)u(t),S(t)u(t)〉 + 〈R(t)u(t), u(t)〉 = 0. (8.5)
Then, as (8.2) and (8.3) show, the first and the second terms of the equation (8.5)
at t = 0 vanish so that the third term 〈R(0)u, u〉 must be zero. From the negative
semi-definiteness of the Jacobi operator R(t) one obtains 〈R′(0)u, u〉 = 0 similar to
the proof of Assertion 8.2. Since R(t) ≤ 0, ∀t, (8.4) implies
Assertion 8.5.
〈R(0)u, v〉 = 0, ∀v ∈ Tγ(0)H(θ,γ(0)). (8.6)
By using these facts and applying the Riccati equation, one has
Assertion 8.6.
〈S ′′(0)u, u〉 = 0, 〈S ′′′(0)u, u〉 = 0. (8.7)
This is shown by the following argument. Differentiate the equation (8.5) with
respect to t at t = 0. Then the second term reduces to 2〈S ′(0)u,S(0)u〉 which
vanishes from Assertion 8.3. The third term vanishes from Assertion 8.4 so one
gets the first equality of (8.7). From the negative semi-definteness of S(t) together
with the Maclaurin expansion the second one is obtained.
Assertion 8.7.
〈S ′(0)u, v〉 = 0, ∀v ∈ Tγ(0)H(θ,γ(0)) (8.8)
i.e., S ′(0)u = 0.
Proof. In the equation (7.5) one set t = 0, where v(t) is a parallel vector field along
γ such that v(0) = v. Then, the second term 〈S(0)u,S(0)v〉 vanishes from (8.3)
and third term vanishes from (8.6) so the first term must vanish. 
From the Riccati equation one has
Assertion 8.8.
〈R′′(0)u, u〉 = 0, 〈R′′′(0)u, u〉 = 0. (8.9)
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In fact one has by differentiating twice (7.5) and setting v(t) = u(t)
〈S ′′′(t)u(t), u(t)〉 + 〈S(t)u(t),S(t)u(t)〉′′ + 〈R(t)u(t), u(t)〉′′ = 0.
Here, the first term 〈S ′′′(0)u, u〉 vanishes from (8.7) and the second term becomes
〈S(t)u(t),S(t)u(t)〉′′ = 2〈S ′′(t)u(t),S(t)u(t)〉 + 〈S ′(t)u(t),S ′(t)u(t)〉
which also vanishes at t = 0 from Assertion 8.7. So, one obtains the first equality
of (8.9). One has immediately then by the Maclaurin expansion
〈R′′′(0)u, u〉 = 0
from the negative semi-definiteness of R(t).
Now, we will investigate the following.
Assertion 8.9.
〈R′(0)u, v〉 = 0, ∀v ∈ Tγ(0)H(θ,γ(0)),
that is, R′(0)u = 0.
Proof. Suppose that there exists a v such that 〈R′(0)u, v〉 6= 0. Then, one may as-
sume without loss of generality 〈R′(0)u, v〉 > 0. Now one can consider the quadratic
form 〈R(t)w(t), w(t)〉, w(t) = (u(t) + xv(t)) ∈ Tγ(t)H(θ,γ(0)), x ∈ R. Since
〈R(t)w(t), w(t)〉 = 〈R(t)u(t), u(t)〉+ 2x〈R(t)u(t), v(t)〉 + x2〈R(t)v(t), v(t)〉
= fˆ(t) + 2gˆ(t)x+ hˆ(t)x2
where
fˆ(t) := 〈R(t)u(t), u(t)〉, gˆ(t) := 〈R(t)u(t), v(t)〉 and hˆ(t) := 〈R(t)v(t), v(t)〉(8.10)
are functions with respect to t. One has then from the previous arguments by using
the Maclaurin expansion
fˆ(t) =
fˆ (4)(θt)
4!
t4, 0 < θ < 1,
since fˆ (j)(0) = 0 for j = 0, · · · , 3 and similarly
gˆ(t) = gˆ′(θ′t)t, 0 < θ′ < 1,
since gˆ(0) = 0. The discriminant D = D(t) of x is given, therefore, by
D(t) = (gˆ(t))
2 − fˆ(t)hˆ(t) = {gˆ′(θ′t)}2 t2 − fˆ
(4)(θt)
4!
t4 · hˆ(t).
One may assume hˆ(0) < 0, since, if, otherwise, hˆ(0) = 0, then v = v(0) and hence
w = u + yv, y ∈ R is also an eigenvector of R(0) with eigenvalue zero so that
〈R′(0)w,w〉 = 2y〈R′(0)u, v〉 must vanish and this leads to a contradiction. Thus,
one has
D(t) = {gˆ′(θ′t)}2 t2
{
1− fˆ
(4)(θt)
4!
/
{
gˆ′(θ′t)
}2
t2 · h(t)
}
.
Here, for a t of sufficiently small |t| |fˆ (4)(θt)| ≤ C, for a C > 0 from the continuity of
fˆ(t) and moreover gˆ′(θ′t) > 0 from the assumption in proving argument. Therefore,
there exists some t of sufficiently small |t| for which D(t) > 0 so that one can
choose an x such that 〈R(t)w(t), w(t)〉 = fˆ(t)+2xgˆ(t)+x2hˆ(t) > 0 for such t. This
is a contradiction, since 〈R(t)w(t), w(t)〉 ≤ 0 for any w(t) and one can conclude
〈R′(0)u, v〉 = 0 for any v. 
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Assertion 8.10.
〈S(4)(0)u, u〉 = 0.
This follows from the Riccati equation argument
〈S ′(t)u(t), u(t)〉(3) + 〈S(t)u(t),S(t)u(t)〉(3) + 〈R(t)u(t), u(t)〉(3) = 0.
The second term reduces at t = 0 by Leibniz’ formula to
〈S(t)u(t),S(t)u(t)〉(3) |t=0 = 2〈S(0)u,S ′′′(0)u〉+ 6〈S ′(0)u,S ′′(0)u〉 = 0.
Furthermore at t = 0 〈R(t)u(t), u(t)〉(3)|t=0 = 〈R′′′(0)u, u〉 = 0 from (8.9). Thus
the lemma is proved.
Proposition 8.11. Let k be a positive integer. Suppose for this integer k
(i)
〈S(t)u(t), u(t)〉(j)|t=0 = 0, j = 0, · · · , 2k, (8.11)
(ii)
〈S(t)u(t), v(t)〉(j1)|t=0 = 0, v ∈ Tγ(0)H(θ,γ(0)), j1 = 0, . . . , k − 1 (8.12)
and moreover
(iii)
〈R(t)u(t), u(t)〉(j2)|t=0 = 0, j2 = 0, · · · , 2k − 1 (8.13)
and (iv)
〈R(t)u(t), v(t)〉(j3)|t=0 = 0, v ∈ Tγ(0)H(θ,γ(0)), j3 = 0, · · · , k − 1. (8.14)
Then, it is concluded
(a)
〈S(t)u(t), u(t)〉(j)|t=0 = 0, j = 2k + 1, 2k + 2 (8.15)
(b)
〈S(t)u(t), v(t)〉(k)|t=0 = 0, ∀v ∈ Tγ(0)Hθ,γ(0) (8.16)
and moreover (c)
〈R(t)u(t), u(t)〉(j1)|t=0 = 0, j1 = 2k, 2k + 1 (8.17)
and (d)
〈R(t)u(t), v(t)〉(k)|t=0 = 0, ∀v ∈ Tγ(0)Hθ,γ(0). (8.18)
Proof. First we show 〈S(t)u(t), u(t)〉(2k+1)|t=0 = 〈S(2k+1)(0)u, u〉 = 0. For this we
suppose a := 〈S(t)u(t), u(t)〉(2k+1)|t=0 = 〈S(2k+1)(0)u, u〉 > 0 without loss of generality.
Let f(t) := 〈S(t)u(t), u(t)〉. Then by using the Maclaurin expansion the function
f(t) is written from (i) as
f(t) :=
1
(2k + 1)!
f (2k+1)(θt)t(2k+1), 0 < θ < 1
for t of sufficiently small |t|. There exists, then, a t0 > 0 such that f (2k+1)(t) ≥
a
2 > 0 and hence f(t) must be positive for 0 < t < t0 . This is a contradiction and
hence we obtain (8.15), since S(t) is negative semi-definite. In case of a < 0, we
may take a negative t of sufficiently small |t|.
Now we will show
〈S(t)u(t), v(t)〉(k)|t=0 = 0
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for any v ∈ Tγ(0)H(θ,γ(0)). For this we suppose similarly as in proof of Assertion 8.9
〈S(t)u(t), v(t)〉k|t=0 > 0
and consider the quadratic form 〈S(t)w(t), w(t)〉, w(t) = u(t)+xv(t) for any x ∈ R.
Then
〈S(t)(w(t), w(t)〉 = f(t) + 2xg(t) + x2h(t), (8.19)
g(t) := 〈S(t)u(t), v(t)〉,
h(t) := 〈S(t)v(t), v(t)〉.
Here f(t) is written by
f(t) =
1
(2k + 2)!
f (2k+2)(θ1t)t
(2k+2), 0 < θ1 < 1
from (8.11) and (8.15). Moreover g(t) is expanded from (8.12) as
g(t) =
1
k!
g(k)(θ2t)t
k, 0 < θ2 < 1.
From (8.16) we may assume g(k)(θ2t) 6= 0 for t > 0 of sufficiently small |t|. Since
h(0) ≤ 0, we can assume h(0) < 0 (if h(0) = 0 is supposed, then v(0) is an eigen-
vector of eigenvalue zero so for any x u+ xv is also an eigenvector of S(0) corre-
sponding to eigenvalue zero and consequently 〈S(0)(u+xv), u+xv〉 = 0. However,
〈S(0)(u + xv), u + xv〉 = 〈S(0)u, u〉 + 2x〈S(0)u, v〉 + x2〈S(0)v, v〉 = 2x〈S(0)u, v〉.
This is a contradiction, since (8.12) is assumed in the proposition and we as-
sumed (8.16)). Return back to the main argument. Compute the discriminant
D(t) = g2(t)− f(t)h(t) of (8.19) as
D(t) =
(
1
k!
)2 {
g(k)(θt)tk
}2 − h(t)
(2k + 2)!
f (2k+2)(θ1t)t
(2k+2)
=
(
1
k!
)2 {
g(k)(θt)
}2
t2k
[
1−
(
1
k!
)−2 {
g(k)(θt)
}−2 h(t)
(2k + 2)!
f (2k+2)(θ1t)t
2
]
.
Since
∣∣∣ ( 1
k!
)−2 {
g(k)(θt)
}−2 h(t)
(2k + 2)!
f (2k+2)(θ1t)t
2
∣∣∣ ≤ c t2,
for t of sufficiently small |t|, the terms in the parenthesis tend to 1 as t → 0.
Consequently we haveD(t) > 0 for any t of sufficiently small |t| so that the quadratic
function (8.19) with h(t) < 0 has a positive value for a certain x ∈ R. This is a
contradiction so that (8.16) is verified.
We will next show (8.17) in the following way.
First we show the first equality of (8.17) by differentiating 2k times the Riccati
equation (7.5) at t = 0 as
〈S ′(t)u(t), u(t)〉(2k)|t=0 (8.20)
+ 〈S(t)u(t),S(t)u(t)〉(2k) |t=0
+ 〈R(t)u(t), u(t)〉(2k)|t=0 = 0.
HESSIAN 35
The first term, as reduced to 〈S(2k+1)(0)u, u〉 = 0 vanishes from (8.15). To assert
〈S(t)u(t),S(t)u(t)〉(2k) |t=0 = 0 we apply Leibniz formula
〈S(t)u(t),S(t)u(t)〉(2k) =
2k∑
r=0
(
2k
r
)
〈S(r)(t)u(t),S(2k−r)(t)u(t)〉
= 2
k−1∑
r=0
(
2k
r
)
〈S(r)(t)u(t),S(2k−r)(t)u(t)〉
+
(
2k
k
)
〈S(k)(t)u(t),S(k)(t)u(t)〉.
When t = 0, all the terms of right hand vanish from the assumption (8.12) together
with (8.16). Thus, the second term of (8.20) vanishes. Therefore the third term
vanishes, namely the first equality of (8.17) is proved. The second equality of (8.17)
is shown by using the Maclaurin expansion, similar to the proof of the first equality
of (8.15).
Now we will show
〈R(t)u(t), v(t)〉(k)|t=0 = 0
for any v ∈ Tγ(0)H. However, this is verified by using an argument just similar to
the argument given for proving (8.16) so we omit a proof.
To see finally 〈S(t)u(t), u(t)〉(2k+2)|t=0 = 0 we differentiate the Riccati equation 2k+
1 times
〈S ′(t)u(t), u(t)〉(2k+1) + 〈S(t)u(t),S(t)u(t)〉(2k+1) + 〈R(t)u(t), u(t)(2k+1) = 0.
Here the third term vanishes at t = 0 from (8.17). We see that the second term
vanishes at t = 0, since we can assume S(j)(0)u = 0 for j = 0, · · · , k from the
assumption (8.12) and (8.16) to observe by the aid of the Leibniz formula
〈S(t)u(t),S(t)u(t)〉(2k+1)|t=0 = 2
k∑
r=0
(
2k + 1
r
)
〈S(r)(0)u,S(2k+1−r)(0)u〉 = 0.
Therefore, 〈S(2k+2)(0)u, u〉 = 0, that is, the second equality of (8.15) is obtained.
9. visibility axiom and the Hessian of Busemann function
First we will prove Proposition 1.12.
Let bθ be the Busemann function associated with θ ∈ ∂M . Let p ∈ M and
γ : R→M be a geodesic of γ(0) = p, [γ] = θ. So bθ may be represented by bθ(·) =
bγ(·) neglecting an additive constant so bθ satisfies bθ(p) = 0 and bθ(γ(t)) = −t
for any t. Now, let γ1 be a geodesic of γ1(0) = p and [γ1] 6= θ. We will show
limt→∞ bθ(γ1(t)) = +∞. We see γ′1(0) 6= γ′(0) at p from the non-positive curvature
assumption and [γ1] 6= θ.
Further, we can assume γ′1(0) 6= −γ′(0), since, if equality γ′1(0) = −γ′(0) holds,
then γ1(t) = γ(−t) for any t, and hence bθ(γ1(t)) = bθ(γ(−t)) = t → +∞ as
t→ +∞, so we get the desired result.
Let ϕ be the angle between ∇bθ and γ′1(0), that is, cosϕ = 〈(∇bθ)p, γ′1(0)〉.
Since ∇bθ coincides with −γ′(0) at p, we consider the following cases; case (i):
0 < ϕ < π/2, case (ii): ϕ = π/2, that is, γ′1(0) is tangent to the horosphere
H(θ,γ(0)) at p and case (iii) π/2 < ϕ < π.
Define a function q of t by q(t) := bθ(γ1(t)). Note q(0) = 0. Since [γ1] 6= ± θ,
q(t) is strictly convex for any t. In fact, q′′(t) is written by
q′′(t) = (∇dbθ)γ1(t)(γ′1(t), γ′1(t))
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and this value of the Hessian is positive. If the value is zero, otherwise, then,
the velocity vector γ′1(t) must be a null vector of the Hessian at the point γ1(t),
that is, orthogonal to a horosphere centered at θ. Thus γ1 must be asymptotically
equivalent to the geodesic γ so that γ1 belongs to θ or−θ = [γ−]. But this possibility
is excluded as before and hence we have q′′(t) = (∇dbθ)γ1(t)(γ′1(t), γ′1(t)) > 0. Then,
q(t) is strictly convex.
Consider case (i): Since 0 < ϕ < π/2, 0 < cosϕ < 1. We have
q′(t) =< (∇bθ)γ1(t), γ′1(t) > so that q′(0) = cosϕ > 0. Therefore, there exists
t0 > 0 such that q
′(t) > ε > 0 for an ε > 0 and any t of 0 ≤ t ≤ t0. Since
q′′(t) > 0 at any t, q′(t) is strictly increasing in any t so that we conclude q′(t) ≥
ε > 0 for any t ≥ t0 and hence for all t > 0 and also we may assume q(t0) >
0. Let n > 0 be an arbitrary positive number. Then, from the strict convexity
of q(t) q(t0) <
(
1− 1
n
)
q(0) +
1
n
q(n t0) =
1
n
q(nt0) that is, q(nt0) > nq(t0), in
other words, bθ(γ1(nt0)) > n bθ(γ1(t0)). Notice bθ(γ1(t0)) = q(t0) > 0. So we get
limt→∞ bθ(γ1(t)) =∞ from the continuity of bθ.
Case (ii): In this case γ1 is tangent to the horosphere H(θ,γ(0)) at t = 0. We
see then q′(0) = 0. So, from q′′(t) > 0 it follows that for any t there exists a of
0 < a < 1 such that q(t) =
1
2
q′′(at) t2 > 0. This means that q(t0) > 0 for some
t0 > 0 so that we conclude that limt→∞ b(γ1(t)) =∞, similarly as in case (i).
Case (iii): We have cosϕ < 0. By the way, q′(t) = 〈∇bθ, γ′1(t)〉 = cosϕ(t), where
ϕ(t) is the angle ∠γ(t)(∇bθ, γ′1(t)) between ∇bθ and γ′1(t). Then
cosϕ(t)− cosϕ(0) =
∫ t
0
q′′(t)dt =
∫ t
0
∇dbθ(γ′1(t), γ′1(t))dt. (9.1)
Here ϕ(0) = ϕ and then −1 < cosϕ(0) < 0. Thus, from the assumption of Corollary
1.12 there exists a t0 > 0 such that cosϕ(t0) is positive, since
cosϕ(t0) = cosϕ+
∫ t0
0
∇dbθ(γ′1(t), γ′1(t))dt. From the continuity of ϕ(t) there
exists a t1 > 0 such that cosϕ(t1) = 0. So, it is concluded by applying case (ii)
that bθ(γ1(t)) tends to +∞ as t→∞.
Proof. of Proposition 1.13. Note that the least eigenvalue λ = λ(p) is a posi-
tive continuous function on S, since ∇dbθ(·, ·) > 0. Let q(t) = bθ(γ1(t)) as be-
fore. Then, q′(t) = 〈∇bθ, γ′1(t)〉 = cosϕ(t), ϕ(t) = ∠γ1(t)(∇bθ, γ′1(t)) and q′′(t) =
∇dbθ(γ′1(t), γ′1(t)). Since ∇dbθ(∇bθ, v) = 0 for any vector v tangent to a horo-
sphere centered at θ, we have the equality
(cosϕ(t))′ = ∇dbθ(γ′1(t)T , γ′1(t)T )
where γ′1(t)
T := γ′1(t)− 〈∇bθ, γ′1(t)〉∇bθ is tangential to the horosphere. Then, by
using λ(t) := λ(γ1(t)) we have
∇dbθ(γ′1(t)T , γ′1(t)T ) ≥ λ(t) |γ′1(t)T |2 = λ(t)
(
1− cos2 ϕ(t))
so that
(cosϕ(t))′ ≥ λ(t) (1− cos2 ϕ(t)) .
Let y(t) := q′(t) = cosϕ(t). Then, this is reduced to y′(t) ≥ λ(t)(1 − y2(t)), or
equivalently to
1
1− y2(t) y
′(t) ≥ λ(t). (9.2)
Here, −1 < y(t) < 1 for any t. In fact, if we assume, otherwise, y(t) = ±1 for a
t0, then this means that ϕ(t0) = 0 or π and consequently either [γ1] = θ, which is
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excluded, or [γ1] = −θ from which bθ(γ1(t)) = t → +∞, as t → ∞. But this case
has been considered.
Now from (9.2) we obtain
log
√
1 + y(t)
1− y(t) ≥ log
√
1 + y(t1)
1− y(t1)
∫ t
t1
λ(s)ds
for any t, t1 (t1 < t), from which
1 + y(t)
1− y(t) ≥
1 + y(t1)
1− y(t1) exp
{
2
∫ t
t1
λ(s)ds
}
. (9.3)
We set F (t; t1) :=
1 + y(t1)
1− y(t1) exp
{
2
∫ t
t1
λ(s)ds
}
. Then, (9.3) is written as
y(t) ≥ F (t; t1)− 1
F (t; t1) + 1
.
From the assumption of Proposition 1.13, namely from lim
t→∞
∫ t
t1
λ(s)ds = +∞, it
holds F (t, t1) − 1 > 0 for a sufficiently large t and thus y(t) = cosϕ(t) > 0, that
is, 0 < ϕ(t) < π2 for the angle ϕ(t) = ∠γ1(t) (∇bθ, γ′1(t)). Since the Hessian ∇dbθ is
positive definite, we can apply the argument in proving Proposition 1.12 in case (i)
to obtain Proposition 1.13.

Moreover we have the following result.
Corollary 9.1. Let (M, g) be a Hadamard manifold having positive definite Hes-
sian∇dbθ, for any θ ∈ ∂M . If the least eigenvalue of∇dbθ restricted to a horosphere
centered at θ ∈ ∂M has a uniform lower bound from below over M , then (M, g)
fulfills visibility axiom.
A Damek-Ricci space S satisfies the visibility axiom from Theorem 1.3. The
visibility of S is also derived directly from the exact form of the Busemann function
in Proposition 4.3.
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