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This study investigates the role played by individual spatial scales in determining the apparent brightness of greyscale patterns. We
measured the perceived diﬀerence in brightness across an edge in the presence of notch ﬁltering and high-pass ﬁltering for two stimulus
conﬁgurations, one that elicits the perception of transparency and one that appears opaque. For both stimulus conﬁgurations, the appar-
ent brightness of the surfaces delimited by the border decreased monotonically with progressive (ideal) high-pass ﬁltering, with a critical
cut-oﬀ at 1 c/deg. Using two octave ideal notch ﬁltering, the maximum detrimental eﬀect on apparent brightness was observed at about
1 c/deg. Critical frequencies for apparent brightness did not vary with contrast, viewing distance, or surface size, suggesting that apparent
brightness is determined by the channel tuned at 1 c/deg. Modelling the data with the local energy model [Morrone, M. C., & Burr, D. C.
(1988). Feature detection in human vision: a phase dependent energy model. Proceedings of the Royal Society (London), B235, 221–245]
at 1 c/deg conﬁrmed the suggestion that this channel mediates apparent brightness for both opaque and transparent borders, with no
need for pooling or integration across spatial channels.
 2007 Elsevier Ltd. All rights reserved.
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The visual system is known to elaborate in parallel many
of the attributes of visual images. While parallel analysis
guarantees faster processing and stability, it poses the
problem of how these independent, sometimes incongruent
estimates of scene characteristics can support a unitary
explicit perception.
An example of parallel analysis in the visual system is
the processing of diﬀerent spatial frequency bands by inde-
pendent channels (Campbell & Robson, 1968), providing
independent estimates of image attributes at the same reti-
nal location. For near-threshold contrast-levels, scene
detection can be simulated by evaluating the probability
summation of information across spatial scales (Graham,0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
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E-mail address: perna@cict.fr (A. Perna).1977), implying independent analysis. However, indepen-
dent analysis may not necessarily hold at supra-threshold
contrasts. To predict scene appearance many models
assume that the outputs of processing at each scale are
summed, with constant weighting independently of the task
to be performed (e.g., MIRAGE, Watt & Morgan, 1985;
MIDAAS, Kingdom & Moulden, 1992).
At supra-threshold contrast values, contrast appearance
does not scale with the size of the stimulus pattern, suggest-
ing that all spatial scales play a similar role in determining
the perceptual appearance of contrast and brightness
(Georgeson & Sullivan, 1975). However, there are visual
scenes whose perception seems to be mediated by a single
channel, irrespective to it being the more suitable for the
current task or not. Such tasks involve letter identiﬁcation
(Majai, Pelli, Kurshan, & Palomares, 2002; Solomon &
Pelli, 1994) and face recognition (Pelli, 1999). Recently,
Peromaa and Laurinen (2004) showed that the appearance
of a brightness illusion such as Chevreul staircase is medi-
Fig. 1. Conﬁguration of the stimuli used in the experiment. (A) Basic
stimulus conﬁguration comprising the test and the match patch. The
central region is represented with increased size in (B). Subjects had to
compare the contrast of the edge between region P and region Q with the
contrast of the edge in the lower right part of the screen (the edge
separatingM1 fromM2). Luminance of regions R and S were the same for
all stimuli, while luminance of regions P and Q was variable (in all the
stimuli represented in this ﬁgure, P–Q contrast was 17.6%). Opaque
conﬁguration stimuli, such as that shown in (C) were obtained inverting
contrast polarity of the edge between P and Q, but not of the edge between
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tern, while the visibility of the edges is mainly determined
by higher spatial frequencies.
In general, the integration of responses across channels
can be described in terms of a Minkowski sum, where the
total activity Atot is linked to the activities at the single
scales Ai through
Atot ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXs
i¼1
wi  jAijmm
s
ð1Þ
Depending on the value of m, the equation describes a lin-
ear sum of responses across scales, Pythagorean sum, dif-
ferent kinds of probability summation, or winner take all
(for very large m). The weights wi can be equal for all
scales, or favour some scales over the others.
An alterative strategy to integration across scales would
be to select an optimal channel depending on the task to be
performed, for example, on the basis of the strongest
response or the highest signal to noise ratio. This type of
strategy have been shown to be used by our visual system,
at least under some circumstances (Solomon, 2000).
The apparent brightness diﬀerence across an edge is
known to depend on many factors, such as the luminance
proﬁle of the edge (Cornsweet, 1970; Craik, 1966; O’Brien,
1958) and the characteristics of other regions in the visual
image, that interfere with brightness in a variety of diﬀerent
ways, including simultaneous contrast (Heinemann, 1955)
and assimilation (Shapley & Reid, 1985). In addition,
brightness is also inﬂuenced by the three-dimensional
arrangement of surfaces and image segmentation, both in
the presence and in the absence of transparency illusion
(Adelson, 1993; Anderson & Winawer, 2005; Singh &
Anderson, 2002). In the present experiment, we investigate
how the contributions from diﬀerent spatial frequency
channels are integrated to determine the diﬀerence in
apparent brightness across a luminance-deﬁned edge that
give rise to a simultaneous brightness illusion. In order to
reach a general ﬁnding, we measured both opaque edges
and edges that give rise to a transparency illusion.R and S. Both transparent and opaque stimuli could be spatial ﬁltered in
diﬀerent bands. Examples of the stimuli obtained are shown in (D–I)
corresponding to a notch-ﬁlter of two octaves positioned at 0.3 (D), 0.92. General methods
(E), and 4 (F) c/deg (centre frequency) applied to a ‘‘transparent’’ stimulus
and to the same ﬁlters applied to an ‘‘opaque’’ stimulus (0.3 c/deg (G),
0.9 c/deg (H), 4 c/deg (I)).2.1. Apparatus and stimuli
Stimuli were prepared with MATLAB and displayed with a Cam-
bridge Research System VSG 2/3 graphics card on a high-resolution
21 in. BARCO monitor (spatial resolution 656 · 507 pixels, frame refresh
rate 126 Hz, mean display luminance 16.6 cd/m2). The whole stimulus
measured 25 · 25 cm, subtending 23.5 · 23.5 deg of visual angle at the
viewing distance of 60 cm (with the exception of one experiment where
viewing distances of 30 and 120 cm were tested).
The basic stimulus conﬁguration comprising the test and the match
patch is illustrated in Fig. 1A. The test stimulus was constructed of two
regions of diﬀerent uniform intensity above and below the mean intensity,
marked in the ﬁgure by the letters P and Q, and subtended
0.93 w · 3.72 h deg of visual angle. P and Q regions were aligned verticallyagainst a larger pair of background regions of diﬀerent uniform intensity
again above and below the mean intensity R and S (luminance values:
S = 11.7 cd/m2 R = 21.5 cd/m2, contrast 0.29).
The match stimulus was made up of two regions of diﬀerent uniform
intensity above and below the mean, marked in the ﬁgure by the letters
M1 and M2 and subtending 1.38 w · 2.75 h deg of visual angle each. It
was located in the right corner of the screen and centred at a distance of
9.5 deg of visual angle from the test patch along the diagonal and was iso-
lated from the other regions by a 0.93 deg wide white paper mask put on
the screen to perceptually segregate it from the display (luminance of
8.5 cd/m2).
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for the diﬀerent conditions. In particular, two qualitatively diﬀerent con-
ﬁgurations could be identiﬁed, one where the P–Q and the R–S edge
had the same polarity and one where the two edges had opposite polarity.
We termed the stimulus conﬁgurations where the P–Q and the R–S edge
had the same contrast polarity ‘‘transparent’’ (in agreement with e.g.,
Anderson, 1997; Beck, Prazdny, & Ivry, 1984; Metelli, 1974) and the stim-
ulus conﬁgurations where P–Q and R–S edge had opposite polarity ‘‘opa-
que’’. The subjects, however, did not perform evaluations on the strength
of transparency illusion.
‘‘Transparent’’ and ‘‘opaque’’ stimuli were presented as such, or after
notch or high-pass ﬁltering at diﬀerent positions in the spectrum, as will be
described in more detail in the procedure section. Examples of the ﬁltered
stimuli are shown in Fig. 1D–I. The match stimulus was not ﬁltered in any
condition.
2.2. Procedure
The general aim of the experiment was to estimate the diﬀerence of
brightness of the P and Q regions (as indicated in Fig. 1) at diﬀerent values
of edge contrast, contrast polarity, ﬁltered range of spatial scales and stim-
ulus size, and to simulate the psychophysical results with a ﬁlter model.
The subjects participated in three or more sessions of 40 trials for each
conﬁguration (contrast, contrast polarity, ﬁlter frequency) of the test stim-
ulus. Throughout the whole session the test stimulus remained unchanged,
while the contrast of the comparison patch was adjusted by the subjects
via an adaptive QUEST procedure (Watson & Pelli, 1983) to match the
contrast of the test stimulus. For each presentation of test and match stim-
ulus, the subjects selected with a button the stimulus that appeared to have
higher brightness contrast.
The fractions of ‘‘yes’’ psychophysical responses as a function of com-
parison contrast were ﬁtted with a cumulative Gaussian function, and the
perceived contrast of the stimulus estimated by the contrast of the compar-
ator at 50% performance.
We chose to display the test and the match in the same presentation, in
diﬀerent regions of the screen. In a preliminary set of data we veriﬁed that
contrast matches in this condition were similar to those measured when
stimulus and match were presented sequentially in the centre of the screen
with a delay of 1 s. The subjects were allowed to move their eyes from the
stimulus to the comparison patch, and the stimulus remained on the screen
until a response button was pressed.
Filtered stimuli often show a sharp rebound closer to the central edges,
and ripples in the region P and Q, that can be of higher amplitude than
that the luminance diﬀerence between the two regions, The subjects were
explicitly instructed not to rely on these local cues, but to compare the dif-
ference of brightness of the two P and Q panels. In performing the judg-
ment the subject were required to ﬁxate the central edge and to wait for a
stable percept of the two regions to generate. They were asked to repro-
duce the diﬀerence in brightness by varying the single step edge contrast
(region M1 and M2), again ﬁxating the central edge. The subjects found
the task quite easy: the ripple inside the P and Q regions posed no partic-
ular diﬃculties, without resorting to ‘‘cognitive’’ strategies, like evaluating
the average luminance proﬁle over regions. Informal observations suggest
that matching the local edge contrast would lead to diﬀerent results, in
particular for ﬁltered stimuli.
In a preliminary set of data, the brightness of regions P and Q in a giv-
en stimulus was independently estimated by individually matching P and
Q—in independent sessions—with a homogenous region. Then, the nor-
malized diﬀerence of the matched P–Q luminance was computed. Given
that the two methods yield similar results, we collected the remaining of
the data using the simultaneous match with the M1 and M2 region of
the step-edge.
Starting from the basic stimulus pattern, four diﬀerent experiments
were performed:
(1) Non-ﬁltered transparent and opaque stimuli
In a ﬁrst experiment, the contrast across the P–Q edge of transparent
and opaque stimuli was increased from zero to 29.5% (the same as the R–S
contrast). Stimuli used were either in the ‘‘transparent’’ conﬁguration(when the P–Q edge has the same polarity of the R–S edge), or in the
‘‘opaque’’ conﬁguration (when the P–Q edge and the R–S edge have oppo-
site polarity). For the transparent conﬁguration, changes in contrast can
also be described in terms of changes in the Metelli transmittance of the
transparent layer from 0% to 100%.
(2) Notch-ﬁltered transparent and opaque stimuli
Three opaque and three transparent stimuli, with P–Q Michelson con-
trasts of 5.9%, 17.6%, and 23.5% were ﬁltered with ideal notch-ﬁlters of
two-octaves bandwidth (examples of the stimuli are reported in
Fig. 1D–F for the transparent conﬁguration and Fig. 1G–I for the opaque
conﬁguration, see caption for details). For the transparent stimuli, the
three contrast values corresponded to Metelli’s transmittance values of
0.2, 0.6, and 0.8, respectively.
(3) High-pass ﬁltered transparent stimuli
Two ‘‘transparent’’ stimuli, with P–Q Michelson contrasts of 11.7%
and 17.6% (Metelli’s transmittances 0.4 and 0.6) were ﬁltered with ideal
high-pass ﬁlters.
(4) Eﬀect of viewing distance and stimulus size
In an additional series of experiments the transparent stimulus of
17.6% P–Q contrast (transmittance 60%) was presented at diﬀerent view-
ing distances and on-screen sizes, to obtain retinal images of the P plus Q
patch of 0.47 · 1.86 deg (half the size used in the previous experiments—
viewing distance 60 cm; patch width 0.48 cm), 0.93 · 3.72 deg (viewing dis-
tance 60 cm; patch width 0.98 cm), and 3.72 · 14.88 deg (four times the
size of the previous experiments—viewing distance 30 cm; patch width
1.95 cm). The retinal size of the comparison patch regions M1 and M2
was held constant at 2.75 · 5.5 deg each (twice the size used in all other
conditions). In all conditions, the stimulus was high-pass ﬁltered and the
perceived brightness contrast was measured.
The complete set of data was collected on two subjects, the authors;
however preliminary and important data were conﬁrmed in ﬁve observers.
All subjects had a normal or corrected-to-normal vision.2.3. Determination of the lowest spatial frequency channel in
subjects’ contrast sensitivity
We used a standard masking method (Wilson, McFarlane, & Phillips,
1983) to identify the lowest channel in subjects’ contrast-sensitivity, for the
luminance level and other setup conditions used in the experiment.
We measured detection-thresholds for a luminance-modulated sine-
wave grating oriented vertically and of spatial frequency of either 0.5 or
0.7 c/deg. The grating was presented alone, or superimposed to a sine-
wave grating mask of spatial frequencies of 0.5, 0.7, 1, 1.4, 2, 4 c/deg. In
order to average out spatial-phase eﬀects, the masking grating diﬀered
in orientation by ±14 deg. The Michelson contrast of the mask was kept
constant at 30%, while the contrast of the test patch was adjusted by the
subjects until they reached a visibility threshold. Threshold elevation
curves were computed as the ratio of detection thresholds for the masked
test, over thresholds for the non-masked test. In order to estimate the actu-
al channel bandwidth from the shape of the curve, it was assumed that
thresholds are related to masking contrast with a power function of expo-
nent 0.6 (as computed by Legge & Foley, 1980). Following this assump-
tion, in order to determine the selectivity of the spatial frequency ﬁlter,
we raised the measured threshold-elevation of the test to the reciprocal
of 0.6.2.4. Modelling with local energy
The data were simulated using the output of local energy model imple-
mented at a single scale. The horizontal luminance proﬁle of the stimuli
was ﬁltered with a quadrature pair ﬁlters, whose amplitude spectrum
a(u) follows a Gaussian function of log spatial frequency, described by
the equation
aðuÞ ¼ elog
2 ðjuj=pÞ
2r2 ð2Þ
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0.55 log-units. for AP, and 0.4 log-units. for MCM. The phase spectra of
the ﬁlters were constant and equal to 0 for the odd ﬁlter and 90 deg for the
even ﬁlter.
At each scale, a local energy proﬁle was computed as the Pythagorean
sum of the outputs of the even- and odd-symmetric detector. Local max-
ima in the energy function were detected and the energy maximum corre-
sponding to the central edge was directly used to evaluate the local
brightness contrast. In very few cases no local energy maximum was pres-
ent in correspondence to the central edge at the scale of 1 c/deg. In these
rare occasions the scale of 2.5 c/deg was used.
The phase value at the location of the energy maximum was computed
by analysing the relative outputs of the even- and odd-symmetric
detectors.Fig. 2. Open circles report the measured apparent brightness contrast of
the stimulus as a function of physical edge contrast, for transparent (left
column) and opaque stimuli (right column). The ﬁlled small circles for
subject AP show the data obtained by matching separately the brightness
of the two regions (see Section 2). The thin dotted line marks the real
Michelson contrast of the edge. The continuous line is the value predicted
by local energy model, as described in the main text. The detection
threshold for perceiving the comparison patch is signalled by the
horizontal dashed line.3. Results
3.1. Psychophysics
We measured the perceived brightness diﬀerence across
the P–Q edge in the stimuli for diﬀerent values of contrast,
size and contrast–polarity of the central edge and for diﬀer-
ent values of spatial frequency ﬁltering.
(1) Non-ﬁltered stimuli
In a ﬁrst experiment, we varied the contrast across the
P–Q edge, for stimuli in the ‘‘transparent’’ conﬁguration
(when the P–Q edge had the same polarity of the R–S
edge), and in the ‘‘opaque’’ conﬁguration (when the P–Q
edge and the R–S edge had opposite polarity).
Fig. 2 plots the perceived brightness contrast of the P–Q
edge as a function of the physical contrast of the edge.
Data for transparent stimuli are reported in the left column
and data for the opaque stimuli in the right column, for
two subjects. The dashed line in this and in the following
ﬁgures represents the detection threshold for the M1–M2
step-edge, while the continuous curve is the simulation of
experimental data with the local energy model (see Section
3.3).
Neither for the transparent nor for the opaque stimulus
did the perceived brightness contrast follow the real con-
trast of the edge (shown by the diagonal dotted line). In
particular the perceived brightness contrast was generally
lower than physical contrast for the transparent conﬁgura-
tion and generally higher for the opaque conﬁguration.
This pattern of results was conﬁrmed on other two naı¨ve
subjects, whose brightness contrast was maximally aﬀected
(maximal ratio of real contrast over measured brightness
contrast) at physical P–Q edge contrasts of 17.6% (subject
HA, perceived brightness contrast 10.1%) and 20.6% (sub-
ject AV, perceived brightness contrast 9.8%) for transpar-
ent conﬁguration stimuli.
The small ﬁlled circles for the subject AP (Fig. 2, bot-
tom) show the results obtained when the apparent bright-
ness of each region (P and Q) was matched individually
(see Section 2). When the individual matches were trans-
formed in Michelson contrast, the data reproduced closely
the same pattern of data obtained by matching simulta-
neously the two regions. This result validates the technique
and shows that the subjects were basing their judgementson the apparent luminance rather than on the apparent
contrast of the step edge between the P and Q regions.
(2) Notch-ﬁltered transparent and opaque stimuli
In order to investigate if one spatial-frequency channel
is more important than others in determining the contrast
of brightness, we notch-ﬁltered at diﬀerent frequencies
three transparent and three opaque stimuli.
Examples of the stimuli used are shown in Fig. 1D–I.
Ideal notch-ﬁlters introduce ripples and overshoot in the
luminance proﬁles. For example the opaque stimulus ﬁl-
tered at 0.9 c/deg shows clear luminance maxima and min-
ima at the centre of the P and Q region (Fig. 1H) that could
locally appear lighter or darker of the overall brightness of
the single region. However the presence of these ripples did
not make the task of the subject particularly diﬃcult or
impossible and the subject could easily match the overall
brightness contrast of the two regions. Similar eﬀects are
present in several other brightness illusion, like for example
the missing-fundamental square wave (Campbell, Howell,
& Robson, 1971; Maﬀei, Morrone, Pirchio, & Sandini,
1979). Fig. 3 reports measurements of brightness contrast
as a function of the ﬁltered spatial frequency for edges in
the ‘‘transparent’’ (columns on the left) or ‘‘opaque’’ (col-
umns on the right) conﬁguration for two subjects.
The stimuli had a Michelson contrast for the P–Q edge
of 5.9% (top row), 17.6% (middle row), and 23.5% (bottom
row) and were notch-ﬁltered with an ideal band of two
octaves around the central spatial-frequency plotted in
Fig. 3. ‘‘Transparent’’ (left columns) and ‘‘opaque’’ (right columns) stimuli notch ﬁltered in a two-octave band centred on the value in abscissa for two
subjects. K is the Michelson contrast of the non-ﬁltered P–Q edge; T is the contrast for each ﬁltered pattern. The function describing the perceived
brightness contrast forms a U-shaped curve, with a minimum around 1 c/deg. The triangles mark the threshold for the unﬁltered image, the dashed line the
detection threshold for the comparison patch, the continuous line the ﬁt with the local energy model.
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responding non-ﬁltered stimuli is indicated in the graphs by
ﬁlled triangles.
In all stimulus conditions except low contrast ‘‘transpar-
ent’’ stimuli, the perceived brightness contrast formed a U-
shaped curve presenting a minimum around 1 c/deg.
Removal of higher or lower spatial scales did not aﬀect
the perceived brightness contrast. Some stimuli at or close
to the minima of the U-shaped curves elicited an unstable
percept, with rivalry between seeing two regions of diﬀerent
brightness (step waveform) and a roof-like brightness var-
iation (triangular waveform). In these cases the subject was
instructed to match the brightness of the step waveform.
With the transparent stimulus of 5.9% Michelson con-
trast, one subject reached the detection threshold level of
the comparison patch at all ﬁltering scales, while data from
the subject AP showed a minimum around 2.5 c/deg.
With the exception of only this set of data, the remain-
ing results suggest that the ﬁlter tuned at 1 c/deg may be
critical for coding the apparent brightness contrast between
surfaces. For the contrast and viewing distances used in
this experiment, subjects never reported an inversion of
the polarity of the opaque stimuli, which sometime
occurred at higher contrast.
Data for ﬁve naı¨ve subjects (including subjects HA and
AV from Experiment 1) with stimuli at 17.6% contrast con-ﬁrmed the major results of Fig. 3 showing a similar pattern
(Fig. 4). The perceived brightness contrast of ‘‘transpar-
ent’’ stimuli had a maximum reduction for ﬁltering at
0.91 c/deg, and the eﬀect was similar, but stronger for
‘‘opaque’’ stimuli.
3.1.1. High-pass ﬁltered transparent stimuli
To explore further the possibility that a narrow range of
spatial frequencies around 1 c/deg, rather than high spatial
frequencies per se, cause the brightness appearance of the
stimuli we high-pass ﬁltered stimuli of 11.7% and 17.6%
Michelson contrast in the ‘‘transparent’’ conﬁguration
(transmittance values of 0.4 and 0.6, respectively).
In this paradigm, we expected the perceived contrast of
brightness to be similar to that measured with non-ﬁltered
stimuli, as long as information important for brightness
computation was not ﬁltered out. The apparent brightness
contrast should start to decrease when the energy from the
ﬁrst spatial channel (or whichever mechanism) involved in
brightness computation (minus its half-bandwidth) is
attenuated and should reach zero when the energy from
the last channel involved in brightness computation (plus
its half-bandwidth) is totally eliminated.
The results of the contrast matches for these stimuli are
reported in Fig. 5 for the two values of edge contrast tested
and for the two subjects. The perceived brightness–contrast
Fig. 4. As Fig. 3 for naı¨ve subjects and the P–Q edges of K = 17.6%. Each
symbol shows the average with SEM of ﬁve subjects.
Fig. 5. Perceived-brightness contrast across the stimulus P–Q edge as a
function of high-pass ﬁltering (the value in abscissa represents the starting
ﬁltering frequency). The stimuli are in the ‘‘transparent’’ conﬁguration. K
is the physical Michelson contrast of the stimulus; T is the corresponding
Metelli transmittance of the stimulus before ﬁltering. The continuous line
reports the prediction of the energy model at 1.3 c/deg, the dotted line the
contrast computed from the mean luminance within the P and Q regions.
Fig. 6. Apparent brightness contrast of high-pass ﬁltered stimuli in the
transparent conﬁguration. The stimuli have a P–Q Michelson contrast of
17.6% (Metelli transmittance 60%). Each row represents a diﬀerent
stimulus retinal size (W = width of P plus Q patch), obtained by varying
both viewing distance and stimulus size. The continuous line is the value
predicted by local energy model. Note that the size of the comparison
regions M1 and M2 was 2.75 · 5.5 deg each, instead of 1.38 · 2.75 deg.
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detection threshold for perceiving the comparison patch.
(3) Eﬀect of viewing distance and stimulus size
The dependency of our data on the critical frequency of
1 c/deg could either be related to the size of the P–Q stim-
ulus or of the comparison patch, or reﬂect a basic property
of the visual system. To test these possibilities, the stimulus
in the transparent conﬁguration, with a P–Q contrast of
17.6% (transmittance 60%), was presented at diﬀerent view-
ing distances and screen sizes, to obtain retinal images of
the patch varying from 0.47 · 1.86 deg (half the size used
in the previous experiments: Fig. 6, bottom row), through
0.93 · 3.72 deg (Fig. 6, middle row), to 3.72 · 14.88 deg
(four times the size of the previous experiments: Fig. 6,
top row). The retinal size of the comparison patch regionsM1 and M2 was kept constant at 2.75 deg · 5.5 deg each
(twice the size used in all other conditions). In all condi-
tions, the stimulus was high-pass ﬁltered and the perceived
contrast was measured.
Interestingly, despite the wide range in the stimulus sizes
used, the perceived brightness contrast shows a similar
dependency on the high-pass ﬁltering, starting to decrease
around 0.5 c/deg in each of the three conditions.
Doubling the size of the comparison patch did not alter
the data, as can be evaluated by comparing the bottom row
of Fig. 5 with the middle row of Fig. 6. This result indicates
that the non-linear dependence of the apparent brightness
contrast on the real contrast of the P–Q patch is not aﬀect-
ed by a non-linear dependence of the appearance of the
M1–M2 comparison patch on its physical contrast. This
control is important, given that the match patch was pre-
sented on a dark surround that in principle could interfere
with the its apparent contrast (see Section 3.3).3.2. Determination of the lowest spatial frequency channel by
masking of contrast sensitivity
The range of frequencies that elicit the strongest eﬀect
on perceived brightness is roughly consistent with the peak
frequency and bandwidth of the lowest channel in human
contrast sensitivity reported in literature.
With a standard masking technique (Wilson et al.,
1983), we measured the peak frequency and bandwidth of
Fig. 7. Masking functions obtained with test frequencies of 0.5 (circles)
and 0.7 (triangles) c/deg. For both subjects all curves peak around 1 c/deg,
suggesting that the lowest spatial-frequency mechanism is at this spatial
scale, at the luminance conditions used in the experiment.
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two subjects (Fig. 7), at the same luminance conditions
and long exposure time used in the brightness match exper-
iment. The triangles and circles of Fig. 7 show the elevation
curves for two diﬀerent test frequencies of 0.5 and 0.7
c/deg. For both test frequencies the maximum detrimental
eﬀect of the mask occurred around 1 c/deg, indicating that
also in the present condition the lowest operating channel
peaks at that frequency. The channel bandwidth was esti-
mated from the shape of the curve, as described in Section
2 section. In subject AP the channel had an estimated half-
height bandwidth of about 0.7 log-units, while in subject
MCM the channel bandwidth was about 0.4 log-units.Fig. 8. The values of energy and phase at the position of the P–Q edge
(dotted line), and of the Q–S edge (continuous line) are reported as a
function of the detector spatial scale for stimulus in Fig. 1B (left) and
Fig. 1C (right) (P–Q contrast equal to 17.6%). The curve signalling the
edges of the opaque patch are continuous across scales, indicating that
both detectors tuned to high- and to low-spatial frequencies coherently
signal the feature. In the transparent conﬁguration two distinct curves
contemporarily signal the edges of the patch, one at the low spatial scales
and one at the high scales. The phase diagram (bottom row) shows that
detectors tuned to 1 c/deg signal the lateral edge with a phase close to 0,
signalling the presence of a line.3.3. Model simulation
The horizontal luminance proﬁle of each stimulus was
convolved with even and odd symmetric detectors (see Sec-
tion 2), with central frequency at 1.3 c/deg and bandwidth
corresponding to 0.55 log-units at half-height for AP, and
0.4 log-units for MCM. Both peak and bandwidth were left
as free parameters to be determined by minimizing the
residual to the experimental data. Interestingly both
parameters agree very well with the psychophysical esti-
mate of the lowest channel, particularly for subject MCM.
Only the local energy value at the position of the P–Q
edge and at the scale of 1.3 c/deg was used in the simula-
tion. If the central edge did not determine a maximum in
the local energy at this spatial scale at the appropriate posi-
tion (for instance because the energy peaks determined by
the lateral edges masked it), the local energy at the next
higher spatial scale at 2.5 c/deg was taken. In practice,
for subject MCM this was never necessary; for subject
AP the local energy at 2.5 c/deg was used to ﬁt the data
of transparent stimuli, with transmittance values ranging
from 0.1 to 0.3, both non-ﬁltered and notch ﬁltered (trans-
mittance 20%, K 5.9% graph in Fig. 3).
All data points, both transparent and opaque, are well
ﬁtted (continuous line superimposed to all graphs) by theenergy maximum EC after rescaling by a multiplicative
constant independently determined for the two subjects:
Kapp ¼ cEC ð3Þ
The constant c was equal to 6.25 · 103 for MCM and
5.56 · 103 for AP.
This simple equation captures the essential aspect of all
the data obtained for all diﬀerent ﬁltering frequencies and
sizes. For the majority of data points the ﬁt is very good.
Somewhat worse predictions of the experimental data
were obtained at low contrasts of the P–Q edge. For these
data points, the detectability of the P–Q edge by the spa-
tial mechanisms tuned around at 1.3 c/deg is close to
threshold values of the M1–M2 edge, and for this reason
the output values are strongly dependent on small diﬀer-
ences in the frequency tuning and channel bandwidth
used in the simulation. Given that the subjects’ task was
to match the P–Q region with that of the M1–M2 region,
it is important to assess that the same model would pre-
dict a linear dependence of the M1–M2 matching stimulus
on its physical contrast. We used the same ﬁlters centred
at 1.3 c/deg and applied them to a waveform that repro-
duced the luminance proﬁle of the comparison patch,
the dark surround given by the cartoon windowing and
the mean luminance surround given by the ﬁltered S
region. The local energy computed from the 1.3 c/deg
channel showed a linear increase with contrast in the
whole range of 0.01–1 that was above threshold for both
subjects.
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tance from 0.3 to 0.7 (those for which the transparency illu-
sion is strongest) we observed an intriguing characteristic:
the channel tuned to 1 c/deg signals the presence of a fea-
ture with a diﬀerent phase in correspondence with the ‘‘lat-
eral edges’’ of the transparent patch; the higher spatial
scales still signal the edge with the correct polarity.
Fig. 8 plots the energy and phase for the central edge
and one lateral edge at all scales for one transparent and
one opaque non-ﬁltered stimulus.
While simulated receptive ﬁelds at all scales coherently
signal the local phase of the opaque central and lateral edg-
es, the energy and phase corresponding to the edge of the
transparent patch is incoherently signalled from low- to
high-spatial scales: low spatial detectors signal features
with zero phase corresponding to a line, while higher spa-
tial scales still signal the edge with the real polarity. Inter-
estingly this phase incongruence was present only for P–Q
patches that elicit a transparency illusion. In a P–Q patch
corresponding to a contrast of 5.9 (T = 0.2) or less, the
phases of the lateral edges were constant at 90 deg. If
carefully observed with steady ﬁxation, these stimuli some-
times appear to have a luminance overshoot near the edge.
The information from a single channel was suﬃcient to ﬁt
all data, with no need for a pooling of information among
channels. However, we also tested othermechanisms of inte-
gration, such as probability-summation or averaging across
channels. None of the integration mechanisms tested could
explain the sharp fall of apparent-contrast when spatial-fre-
quencies around 1 c/deg are removed from the image in both
notch-ﬁltered and high-pass ﬁltered stimuli. Indeed, if a
pooling mechanism existed, integration of information
across two or more scales would compensate for the loss of
contrast at the ﬁltered scales, leaving the simulated bright-
ness almost unaﬀected by notch-ﬁltering, and predicting
much longer slopes for the high-pass ﬁltered stimuli.We also
tried to replicate the brightness contrast data using a simple
linear average of the luminance inside the single P and Q
region. The dotted curves of Fig. 5 report an example of
the results obtainedwith these simulations and the ﬁt is quite
poor for both patch contrasts.
4. Discussion
We measured the perceived contrast of brightness across
an edge in a variety of conditions. For notch-ﬁltering, the
brightness contrast between regions P and Q was strongly
altered when spatial frequencies around 1 c/deg were
removed from the image, but stayed almost unaﬀected
when lower or higher spatial frequencies were ﬁltered
out. When the stimuli were high-pass ﬁltered, the perceived
diﬀerence of brightness was not aﬀected by the removal of
frequencies below 0.5 c/deg, but thereafter started to drop
until it reached detection threshold around 1 c/deg. High-
pass ﬁltering aﬀected brightness judgements in a similar
fashion, independently of edge contrast and patch size, sug-
gesting that the spatial frequency dependency reﬂects prop-erties of the visual system and not attributes of the visual
image (like the size).
Data of notch ﬁltering suggest that a band-pass mecha-
nism spatially tuned at 1 c/deg mediates the perceived dif-
ference of brightness in the stimuli. Removal of lower or
higher spatial frequencies did not aﬀect the brightness.
The sharp fall of perceived brightness contrast for high-
pass ﬁltering around 0.5 c/deg fully supports this hypothe-
sis, excluding a role of spatial mechanisms higher than
about 1 c/deg. If the contribution from high spatial fre-
quencies is present, it must to be limited to small eﬀects,
given that the presence in the image of spatial frequencies
above 2 c/deg is never suﬃcient to raise the perceived dif-
ference of brightness above threshold. The high-spatial fre-
quency ﬁltering results could leave open the possibility that
mechanism tuned to frequencies lower than 1 c/deg could
mediate the eﬀect. However, in the same condition of lumi-
nance and temporal presentation of the apparent contrast
experiment, we could not demonstrate the existence of very
low tuned spatial frequency mechanisms, in agreement with
previous studies (Wilson et al., 1983). In addition, when
spatial frequencies in the range from 0 to 0.5 c/deg are
removed from the image, the data of perceived brightness
diﬀerence are similar to those collected with non-ﬁltered
stimuli (marked in the ﬁgures by the black triangle).
The measurement of characteristics of the lowest spatial
frequency channel of subjects’ contrast sensitivity and the
modelling of psychophysical results with the local energy
model at 1.3 c/deg conﬁrm that the lowest channel to detect
the edge can account for the brightness appearance of the
pattern. The lowest channel is usually the one around 1.3 c/
deg. However, in a few cases (Fig. 3, ﬁrst row) the channel
was at a higher frequency, around 2.5 c/deg. Interestingly,
for those data points no energy local maxima at the position
of the central edge was found at the spatial scale tuned to
1.3 c/deg, and the corresponding brightness contrast could
eﬀectively be simulated using the energy at higher scale.
Letter recognition and face perception (Hayes, Mor-
rone, Burr, & Ross, 1986; Pelli, 1999; Solomon & Pelli,
1994) are optimally performed within a narrow range of
spatial frequency content of the stimulus and probably
mediated by a single channel. However, the range of
important spatial frequencies scales with viewing distance
(Hayes et al., 1986) indicating that it is the letter dimension
that determines the optimal channel mediating recognition.
Also for letter recognition the optimal frequency depends
on distance and size, but the scaling is not complete. For
the brightness perception of the present study we observed
total invariance between stimulus size and critical band:
over a range of more than a factor of eight the lowest chan-
nel is always mediating the task. This conclusion is in
agreement with the recent report by Peromaa and Laurinen
(2004) that the illusory scalloping associated with Chevreul
staircases is heavily reduced when the low spatial harmon-
ics are masked by band-pass noise, although the edges
remain visible. However the study did not address whether
the illusion scaled with stimulus size.
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detection that suggest there is no integration of informa-
tion across diﬀerent spatial scales, like the local energy
model (Morrone & Burr, 1988) and the model by Pessoa,
Mingolla, and Neumann (1995) They are in contrast with
models that perform feature extraction after integration
of various scales, like MIRAGE (Watt & Morgan, 1985)
and MIDAAS (Kingdom &Moulden, 1992) or models that
summate information across scales (Blakeslee & McCourt,
1999). When the stimuli are notch or band-pass ﬁltered, the
missing information at one scale would be compensated in
these models by the information still available at lower or
higher spatial scales, hence predicting nearly ﬂat curves
for notch ﬁltering and slight slopes for high-pass ﬁltering.
Our data suggest that the activity at a single spatial scale
can describe the appearance of both transparent and opaque
stimuli.Modelingwith local energy at the lowest spatial scale
provides a good ﬁt to most experimental points, suggesting
that the information available at this stage is suﬃcient to
account for the perceived brightness of our stimuli.
For transparent stimuli, but not for opaque stimuli,
some discrepancies between the experimental data and sim-
ulation with the energy model are observed. It is possible
that these discrepancies result from inﬂuences of transpar-
ency illusion on apparent brightness, not accounted for by
the present implementation of the energy model. However,
since the bigger discrepancies were found for values near
detection threshold of the 1 c/deg channel, it seems likely
that a better implementation of the model, that includes
contrast gain and a detection threshold of the low-frequen-
cy spatial channels would provide a better ﬁt to the data,
with no need for top down eﬀects due to the transparency
or a lateral interference between edges.
The brightness diﬀerence between the P and Q regions
varies strongly between the transparent and opaque conﬁg-
uration. Simultaneous brightness contrast (SBC) qualita-
tively predicts a decrease of brightness diﬀerence across
the P–Q edge for transparent objects and an increase for
opaque objects, based on the luminance relationships pres-
ent in the stimuli, reﬂecting what is observed in our stimuli.
However, our data diﬀer somehow from what one would
expect on the basis of previous quantiﬁcations of simulta-
neous contrast on diﬀerent stimuli. Namely, the eﬀect of
induced brightness is known to be stronger when the diﬀer-
ence in luminance between inducing and test ﬁeld is bigger
(Heinemann, 1955). In our data we would expect a maxi-
mal discrepancy between experimental data and real con-
trast of transparent objects at low values of P–Q
contrast, when the inducing contrast of the lateral edges
is correspondingly higher. The present data do not conﬁrm
this prediction, showing the greatest discrepancy at inter-
mediate contrast values of 0.24 where each subject matched
the physical contrast with an attenuation greater than 2.3
(see Fig. 2). This ﬁnding is in agreement with the wide-
spread opinion that the brightness appearance of more
complex patterns, such as the transparent stimuli used in
this experiment, cannot be completely accounted by thesimple summation of individual SBC contributions (e.g.,
D’Zmura & Singer, 1999).
One possibility is that of invoking an eﬀect of high-level
inferences of transparency on brightness perception. Such
eﬀects are particularly evident in complex stimuli that facil-
itate the segregation of perceptual layers. Adelson (1993)
described the ‘‘argyle illusion’’, where two equiluminant
regions are perceived as having diﬀerent lightness as long
as a transparency illusion is produced. Modiﬁcations to
the basic pattern that destroyed the sense of transparency
also destroy the lightness eﬀect and vice versa. Recently
Anderson and Winawer (2005) introduced a new lightness
illusion demonstrating that the computations underlying
surface segmentation can cause identical texture patches
to appear either dark or bright to a greater extent than what
could be explained by contrast eﬀects only, postulating a
transparency induction eﬀect. Singh and Anderson (2002)
suggested that also phenomena traditionally explained in
terms of lateral inhibition (Chubb, Sperling, & Solomon,
1989; Solomon, Sperling, & Chubb, 1993) could be more
adequately described as transparency illusion phenomena.
In our stimuli, however, the low-level simulation imple-
mented by the local-energy model catches most—though
perhaps not all—of the brightness diﬀerence between trans-
parent and opaque stimuli, suggesting that with the simple
Metelli-like patterns used in our experiment, there is no
need to appeal to high-level eﬀects of transparency to
explain the appearance of brightness.
Phase incongruence between low- and high-spatial scales
was shown to induce a strong illusion of transparency.Mor-
rone and Burr (1997) had shown that a phase shift of p
between high and low spatial harmonics of coarse-quantized
images induced a perception of transparency, annulling the
blocking illusion. These data suggested that a transparency
signal might be already detected at an early level of image
processing, by evaluating the phase congruency across diﬀer-
ent spatial scales at the edge positions. In the class of trans-
parent stimuli we studied, diﬀerent phases of the feature at
the external edges of transparent patch are revealed at high
and at low spatial scales, providing the visual system with
incoherent information about the characteristics of these
features. Thephase congruency across spatial scales comput-
ed in the proximity of important spatial features may play a
role in triggering a transparency illusion both in complex
scene (Morrone & Burr, 1997) and in simple stimuli such
as those used in the present study.
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