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In this paper, we consider the equation
−pu = λ|u|p∗−2u + f (x,u) in RN ,
with discontinuous nonlinearity, where 1< p < N , λ > 0 is a real parameter and p∗ = NpN−p
is the critical Sobolev exponent. Under proper conditions on f , applying the nonsmooth
critical point theory for locally Lipschitz functionals, we obtain at least one nontrivial
nonnegative solution provided that λ < λ0 and for any k ∈ N, it has k pairs of nontrivial
solutions if λ < λk , where λ0 and λk are positive numbers. In particular, we obtain the
existence results for f is discontinuous in just one point.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
The study on problems of elliptic equations with discontinuous nonlinearity has been widely investigated in recent years,
see for example [1–4,6,7,9,10,13–15,17,21,22]. The aim of this paper is to consider the existence and multiplicity of solutions
for the following equation:
−pu = λ|u|p∗−2u + f (x,u) in RN , (1.1)
where −pu = −div(|∇u|p−2∇u) is the p-Laplacian operator, 1 < p < N , and p∗ = NpN−p is the critical Sobolev exponent,
λ > 0 is a real parameter and f (x, ·) can have discontinuous. So that the functional usually associated to (1.1) is not dif-
ferentiable. This fact prevents the application of standard variational techniques. Several methods have been applied in the
discontinuous problems, such as the method of sub-super solutions, variational methods for nondifferentiable functionals,
and global branching. When f is a Carathéodory function, (1.1) is the well-known p-Laplacian equation involving critical
Sobolev exponent. There are a lot of papers for the existence of solutions for critical p-Laplacian equation in RN , we refer
to [16,23,24] and references therein.
In [10], Badiale and Tarantello used variational techniques and the sub-super solution methods investigated the existence
and multiplicity of positive solutions for a class of semilinear elliptic problem⎧⎨⎩−u = u
2∗−1 + bH(u − a) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(1.2)
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Alves and Bertone got two nonnegative solutions for the following quasilinear problem
−pu = H(u − a)up∗−1 + λh(x) in RN . (1.3)
Alves, Bertone and Goncalves in [3] studied the equation
−u = λh(x)H(u − a)uq + u2∗−1 in RN , (1.4)
obtained the existence of positive solutions in the two cases: 0 q 1 and 1 < q < 2∗ − 1.
Observe that in all these papers, the nonlinearities are discontinuous in just one point. In the present paper, we will study
the quasilinear discontinuous problems in RN with critical growth for (1.1). Our approach use the nonsmooth critical point
theory for locally Lipschitz functionals, we generalize the existence results to quasilinear for more general nonlinearities
not only one discontinuous point, and obtain also k pairs of nontrivial solutions when the nonlinearity f (x, ·) is odd. In
particular, suppose f is discontinuous in just one point, we obtain the existence results.
Because f (x, ·) is discontinuous, we say that a function u ∈ D1,p is a solution for (1.1) if u satisﬁes
−pu − λ|u|p∗−2u ∈ f̂ (x,u) a.e. in RN , (1.5)
where f̂ (x,u) is the multivalued function given by f̂ (x,u) = [ f (x,u), f (x,u)] with
f (x, t) = lim
δ↓0 ess inf|t−s|<δ f (x, t), f (x, t) = limδ↓0 ess sup|t−s|<δ f (x, t).
In this paper we assume f :RN × R→ R is a measurable function satisfying:
( f1) f (x, t) = 0 if t  0. ∀t ∈ R, there exist the limits:
f (x, t + 0) = lim
δ→0+
f (x, t + δ); f (x, t − 0) = lim
δ→0+
f (x, t − δ).
( f2) | f (x, t)| c1(x) + c2(x)|t|q−1, ∀(x, t) ∈ RN × R, where c1(x), c2(x) 0,
c1(x) ∈ L
p∗
p∗−1
(
RN
)∩ L∞(RN), c2(x) ∈ L p∗p∗−q (RN)∩ L∞(RN), p < q < p∗.
( f3) limt→0 f (x,t)|t|p−1 = 0.
( f4) There exists a positive constant θ , such that p < θ < q and f (x, t)t  θ F (x, t) > 0, ∀t ∈ R \ {0}, a.e. in RN , where
F (x, t) = ∫ t0 f (x, s)ds.
( f5) f (x, t) is odd in t .
Remark 1. By hypothesis ( f1), we know that
f (x,u) = max{ f (x, t − 0), f (x, t + 0)},
f (x,u) = min{ f (x, t − 0), f (x, t + 0)}.
One of the main results of this paper reads as
Theorem 1.1. Suppose f satisﬁes ( f1)–( f4). Then there exists λ0 > 0 such that problem (1.1) possesses a nontrivial nonnegative
solution for every λ ∈ (0, λ0).
One of the main motivations is considering a particular and relevant case associated (1.1) given by
−pu = |u|p∗−2u + bh(x)H(u − a)|u|q−2u in RN , (1.6)
where H is the Heaviside function, a and b are positive real parameters, p < q < p∗ and h(x) is a nonnegative measurable
function.
The following result is a direct consequence of Theorem 1.1.
Theorem 1.2. Suppose h(x) ∈ L p
∗
p∗−q (RN ) ∩ L∞(RN ). Then, for every a,b > 0, problem (1.6) possesses a nontrivial nonnegative solu-
tion u, satisﬁes
−pu = up∗−1 + bh(x)H(u − a)uq−1 a.e. in RN .
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( f˜1) f (x,0) = 0 and there exist the limits:
f (x, t + 0) = lim
δ→0+
f (x, t + δ); f (x, t − 0) = lim
δ→0+
f (x, t − δ).
Theorem 1.3. Suppose f satisﬁes ( f˜1)–( f5). Then there is λk > 0 such that problem (1.1) possesses at least k pairs of nontrivial
solutions for all λ ∈ (0, λk).
Remark 2. Our main results are to improve the existence result in [3] to quasilinear case; indeed, we obtain a multiplicity
result and a generality existence result.
The rest of this paper is organized as follows: in Section 2 we present some necessary preliminary knowledge on gener-
alized gradient of locally Lipschitz function; in Section 3 we verify our main results.
2. Preliminaries
In this paper, deﬁne D1,p = D1,p(RN ) as the closure of C∞0 (RN ) with respect to the norm
‖u‖ =
( ∫
RN
|∇u|p dx
) 1
p
.
We denote by S the Sobolev constant, that is
S = inf
{ ∫
RN |∇u|p dx
(
∫
RN |u|p∗ dx)
p
p∗
: u ∈ D1,p, u = 0
}
.
Throughout this paper, for any set E ⊂ RN , |E| is the Lebesgue measure of E . We denote u− as the negative part of u, and
o(1) denote a real vanishing sequence, Ci , i = 0,1, . . . , are positive constants.
Next, we recall some deﬁnitions and properties of generalized gradient of locally Lipschitz functionals (see [12]), which
will be used later. Let X be a Banach space, X∗ be its topological dual and 〈·,·〉 be the duality. A functional I : X → R is said
to be locally Lipschitz if for every u ∈ X there exists a neighborhood U of u and a constant K > 0 depending on U such
that ∣∣I(u) − I(v)∣∣ K‖u − v‖, ∀u, v ∈ U .
For a locally Lipschitz functional I , we deﬁne the directional derivative at u ∈ X in the direction v ∈ X by
I0(u; v) = limsup
h→0, δ↓0
I(u + h + δv) − I(u + h)
δ
.
It is easy to know that I0(u; v) is subadditive, positively homogeneous, and ∃k > 0 such that |I0(u; v)| k‖v‖ for all v ∈ X .
We introduce the deﬁnition of the generalized gradient of I at u is the set
∂ I(u) = {w ∈ X∗ ∣∣ I0(u; v) 〈w, v〉, ∀v ∈ X}.
Then, for each v ∈ X , I0(u; v) = max{〈ω, v〉: ω ∈ ∂ I(u)}. A point u ∈ X is a critical point of I if 0 ∈ ∂ I(u). It’s easy to see
that if u ∈ X is a local minimum or maximum, then 0 ∈ ∂ I(u).
We recall that the solution of (1.1) is exactly the critical points of the functional given by
Iλ(u) = 1
p
∫
RN
|∇u|p dx− λ
p∗
∫
RN
|u|p∗ dx−
∫
RN
F (x,u)dx, (2.1)
denote φ(u) = ∫RN F (x,u)dx. We say that Iλ(u) satisﬁes the nonsmooth (PS)c condition, if any sequence {un} ⊆ X such
that Iλ(un) → c and m(un) = min{‖w‖X∗ : w ∈ ∂ Iλ(un)} → 0, as n → ∞, possesses a convergent subsequence. In order to
prove our main results, we use the generalizations of the mountain pass theorem [11] and of the symmetric mountain pass
theorem [18] due to [5].
Theorem 2.1. Let X be a reﬂexive Banach space, I : X → R is locally Lipschitz functional which satisﬁes the nonsmooth (PS)c condition,
I(0) = 0 and there are ρ, r > 0 and e ∈ X with ‖e‖ > r, such that
I(u) β if ‖u‖ = r and I(e) 0.
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c = inf
γ∈Γ max0t1
I
(
γ (t)
)
,
and
Γ = {γ ∈ C([0,1], X) ∣∣ γ (0) = 0, γ (1) = e}.
Theorem 2.2. Let X be a reﬂexive Banach space, I : X → R is even locally Lipschitz functional satisfying the nonsmooth (PS)c condition.
Let X+, X− ⊂ X be closed subspace of X with codim X+  dim X− < ∞ and suppose X = X+ + X− . Also suppose there holds:
(I1) I(0) = 0,
(I2) ∃ρ,α > 0, such that I(u) α if ‖u‖ = ρ for all u ∈ X+ ,
(I3) ∃R > 0, ∀u ∈ X− such that I(u) 0 if ‖u‖ R.
Then for each j, 1 j  k = dim X− − codim X+ , the numbers
c j = inf
h∈Γ
sup
u∈X j
I
(
h(u)
)
,
are critical, moreover ck  ck−1  c1  α, where
Γ = {h ∈ C(X, X) ∣∣ h is odd, h(u) = u if u ∈ X− and ‖u‖ R},
and where X1 ⊂ X2 ⊂ · · · ⊂ Xk = X− are ﬁxed subspaces of dimension
dim X j = codim X+ + j.
Next, we recall the concentration–compactness principle due to Lions. This will be the keystone that enable us to verify
that Iλ satisﬁes the nonsmooth (PS)c condition.
Proposition 2.3. (See [19].) Let {un} converge weakly to u in D1,p such that |un|p∗ and |∇un|p converge weakly to nonnegative
measures ν and μ on RN respectively. Then, for some at most countable set J , we have
(i) ν = |u|P∗ +∑ j∈ J ν jδx j ,
(ii) μ |∇u|p +∑ j∈ J μ jδx j ,
(iii) Sν
p
p∗
j μ j ,
where x j ∈ RN , δx j is the Dirac measure at x j , and ν j and μ j are constants.
Proposition 2.4. (See [16].) Let {un} be a bounded sequence then there is u ∈ D1,p such that for all ϕ ∈ C∞0 (RN ),∫
RN
|un|p∗−2unϕ dx →
∫
RN
|u|p∗−2uϕ dx.
3. Proof of the main results
Before giving the proof of main theorems, let us ﬁrst prove the functional Iλ is a locally Lipschitz functional.
Lemma 3.1. Suppose f satisﬁes ( f2). Then φ(u) is locally Lipschitz in D1,p and if ω(x) ∈ ∂φ(u), then ω(x) ∈ [ f (x,u), f (x,u)].
Proof. By ( f2) and the Hölder inequality, we have
∣∣φ(u) − φ(v)∣∣ ∫
RN
∣∣∣∣∣
v∫
u
∣∣ f (x, t)∣∣dt∣∣∣∣∣dx

∫
RN
∣∣∣∣∣
v∫
u
∣∣c1(x) + c2(x)|t|q−1∣∣dt
∣∣∣∣∣dx

(∥∥c1(x)∥∥ p∗∗ + ∥∥w(x)∥∥q−1p∗ ∥∥c2(x)∥∥ p∗∗ )‖u − v‖p∗ .p −1 p −q
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p∗−1
+max
w∈U
∥∥w(x)∥∥q−1∥∥c2(x)∥∥ p∗
p∗−q
)
‖u − v‖.
So, φ(u) is locally Lipschitz in D1,p .
By the deﬁnition of the directional derivative, there are functions v ∈ C∞0 (RN ), hn(x) → 0 in D1,p and δn ↓ 0 such that
φ0(u; v) = lim
n→∞
φ(u + hn + δnv) − φ(u + hn)
δn
= lim
n→∞
∫
RN
F (x,u + hn + δnv) − F (x,u + hn)
δn
dx.
We may assume hn(x) → 0 a.e. in RN , by the Fatou’s Lemma, we conclude that
φ0(u; v)
∫
RN
F 0
(
x,u(x); v(x))dx
=
∫
RN
max
{〈ω, v〉: ω ∈ ∂ F (x,u(x))}dx
=
∫
{v(x)>0}
v(x) f
(
x,u(x)
)
dx+
∫
{v(x)<0}
v(x) f
(
x,u(x)
)
dx. (3.1)
Let ω(x) ∈ ∂φ(u) ⊂ L qq−1 (RN ), we want to prove
f
(
x,u(x)
)
ω(x) f
(
x,u(x)
)
a.e. in RN .
Assume there is a set E ⊂ RN with |E| > 0 such that
ω(x) < f
(
x,u(x)
)
in E. (3.2)
Let v(x) = −χE(x) in (3.1), using the deﬁnition of the generalized gradient we get
−
∫
E
ω(x)dx =
∫
RN
ω(x)v(x)dx−
∫
E
f
(
x,u(x)
)
dx.
This contradicts (3.2). Therefore we have
f
(
x,u(x)
)
ω(x) a.e. in RN .
Similarly, we have ω(x) f (x,u(x)) a.e. in RN . The proof is complete. 
From Lemma 3.1, Iλ is locally Lipschitz. So we have ω ∈ ∂ Iλ(u) if and only if there is an ω ∈ L
q
q−1 (RN ) such that
〈ω,ϕ〉 =
∫
RN
|∇u|p−2∇u∇ϕ dx− λ
∫
RN
|u|p∗−2uϕ dx−
∫
RN
ωϕ dx, (3.3)
∀ϕ ∈ C∞0 (RN ) and
ω(x) ∈ [ f (x,u), f (x,u)] a.e. in RN . (3.4)
Lemma 3.2. Suppose f satisﬁes ( f2) and ( f4). Then Iλ satisﬁes the nonsmooth (PS)c condition provided c < λN (
S
λ
)
N
p .
Proof. Let {un} ⊂ D1,p be such that Iλ(un) → c and m(un) → 0 as n → ∞. We must show the existence of a subsequence of
{un} which converges strongly in D1,p . First, we show that {un} is bounded. Let ωn ∈ ∂ Iλ(un) such that ‖ωn‖ =m(un) = o(1).
From (3.3) we have
〈ωn,un〉 =
∫
N
|∇un|p dx− λ
∫
N
|un|p∗ dx−
∫
N
ωnun dx, (3.5)R R R
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ωn(x) ∈
[
f (x,un), f (x,un)
]
a.e. in RN . (3.6)
By ( f4) we obtain
1
θ
ωnun 
1
θ
f (x,un)un  F (x,un). (3.7)
We get
C1
(
1+ ‖un‖
)
 Iλ(un) − 1
θ
〈ωn,un〉
(
1
p
− 1
θ
)
‖un‖p .
Hence, we conclude that the sequence {un} is bounded in D1,p . Without loss of generality, we may assume that there is
u ∈ D1,p such that⎧⎨⎩
un ⇀ u weakly in D1,p,
un → u strongly in Lq
(
RN
)
, 1 < q < p∗,
un → u a.e. in RN ,
(3.8)
and from Proposition 2.3,⎧⎪⎪⎪⎨⎪⎪⎪⎩
|un|p∗ ⇀ ν = |u|p∗ +
∑
j∈ J
ν jδx j ,
|∇un|p ⇀ μ |∇u|p +
∑
j∈ J
μ jδx j .
(3.9)
We claim that ν j  ( Sλ )
N
p or ν j = 0 for any j ∈ J .
Taking a function ϕ(x) ∈ C∞0 (RN ) such that 0  ϕ(x)  1, ϕ(x) ≡ 1 on B(0,1) and ϕ(x) ≡ 0 on RN \ B(0,2). Now, for
every ε > 0, let ϕ j,ε(x) = ϕ( x−x jε ), for any x ∈ RN , j ∈ J . Choose un = ϕ j,εun in 〈ωn,un〉, we have
〈ωn,ϕ j,εun〉 =
∫
RN
|∇un|pϕ j,ε dx+
∫
RN
|∇un|p−2∇un∇ϕ j,ε · un dx− λ
∫
RN
|un|p∗ϕ j,ε dx−
∫
RN
ωnϕ j,εun dx. (3.10)
Let n → ∞ in (3.10), we get
0 = lim
n→∞
∫
RN
|∇un|p−2∇un∇ϕ j,ε · un dx+
∫
RN
ϕ j,ε dμ − λ
∫
RN
ϕ j,ε dν − lim
n→∞
∫
RN
ωnϕ j,εun dx. (3.11)
By ( f2) and (3.6), we obtain∣∣ωn(x)∣∣ c1(x) + c2(x)|un|q−1. (3.12)
From {un} is bounded in D1,p , we get {ωn} is bounded in L
p∗
q−1 (RN ). So there exists ω in L
p∗
q−1 (RN ) such that
ωn ⇀ ω in L
p∗
q−1
(
RN
)
(3.13)
and ω ∈ [ f (x,u), f (x,u)].
Hence, by (3.8) we have
lim
n→∞
∫
RN
ωnϕ j,εun dx = lim
n→∞
∫
RN
ωϕ j,εu dx.
Then by (3.11) we get
lim
n→∞
∫
RN
|∇un|p−2∇un∇ϕ j,εun dx = λ
∫
RN
ϕ j,ε dν −
∫
RN
ϕ j,ε dμ +
∫
RN
ωϕ j,εu dx. (3.14)
By Hölder inequality, it’s easy to check that
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∫
RN
|∇un|p−2∇un∇ϕ j,ε · un dx
∣∣∣∣

( ∫
RN
|∇un|p dx
) p−1
p
·
( ∫
RN
|un|p|∇ϕ j,ε|p dx
) 1
p
 C2
( ∫
RN
|∇un|p dx
) p−1
p
·
( ∫
B(x j,2ε)
|un|p∗ dx
) 1
p∗ → 0, as ε → 0.
Let ε → 0 in (3.14), we get
λν j = μ j . (3.15)
By Proposition 2.3, we obtain
ν j 
(
S
λ
) N
p
or ν j = 0. (3.16)
This prove the claim. Using this fact and the proofs in [25], we have
|∇un|p−2∇un ⇀ |∇u|p−2∇u weakly in
[
L
p
p−1
(
RN
)]N
. (3.17)
Assume ν j = 0 for some j ∈ J . By (3.7),
Iλ(un) − 1
p
〈ωn,un〉 λ
N
∫
RN
|un|p∗ dx.
Taking n → ∞, by (3.9), (3.16) we obtain
c  λ
N
∫
RN
|u|p∗ dx+ λ
N
∑
j∈ J
ν j 
λ
N
(
S
λ
) N
p
.
Since c < 1N S
N
p λ
p−N
p , then ν j = 0 for all j ∈ J . So we get∫
RN
|un|p∗ dx →
∫
RN
|u|p∗ dx. (3.18)
By Proposition 2.4, (3.13) and (3.17), taking n → ∞ in 〈ωn,ϕ〉, we get
0 =
∫
RN
|∇u|p−2∇u∇ϕ dx− λ
∫
RN
|u|p∗−2uϕ dx−
∫
RN
ωϕ dx, ∀ϕ ∈ C∞0
(
RN
)
.
So we derive that
−pu − λ|u|p∗−2u ∈
[
f (x,u), f (x,u)
]
. (3.19)
Set vn = un − u, using Brézis and Lieb’s Lemma [8], we have∫
RN
|∇un|p dx =
∫
RN
|∇vn|p dx+
∫
RN
|∇u|p dx+ o(1), (3.20)
∫
RN
|un|p∗ dx =
∫
RN
|vn|p∗ dx+
∫
RN
|u|p∗ dx+ o(1). (3.21)
Thus, by (3.18) and (3.21), we get
un → u strongly in Lp∗
(
RN
)
.
From (3.5), using (3.19) and (3.20), we obtain
〈ωn,un〉 =
∫
N
|∇vn|p dx+
∫
N
|∇u|p dx− λ
∫
N
|un|p∗ dx−
∫
N
ωnun dx+ o(1).
R R R R
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RN
|∇vn|p dx → 0.
This implies that
un → u strongly in D1,p.
The proof is complete. 
Lemma 3.3. Suppose f satisﬁes ( f2) and ( f3). Then, for every λ > 0, there are α,ρ > 0, such that Iλ(u) α, ‖u‖ = ρ .
Proof. By ( f2) and ( f3), Hölder inequality and the deﬁnition of S , using the usual arguments we get
Iλ(u) = 1
p
∫
RN
|∇u|p dx− λ
p∗
∫
RN
|u|p∗ dx−
∫
RN
F (x,u)dx
 1
2p
‖u‖p − λ
p∗
‖u‖p∗p∗ − C3
∥∥c2(x)∥∥ p∗
p∗−q
‖u‖qp∗
 ‖u‖p
(
1
2p
− λ
p∗
S−
p∗
p ‖u‖p∗−p − C3S−
q
p
∥∥c2(x)∥∥ p∗
p∗−q
‖u‖q−p
)
.
Consider
g(t) = A0t p∗−p + A1tq−p,
where A0 = λp∗ S−
p∗
p , A1 = C3S−
q
p ‖c2(x)‖ p∗
p∗−q
. Since p < q < p∗ , g(t) → 0 as t → 0. Hence, there exists ρ > 0 such that
1
2p
− g(ρ) > 0.
So, we obtain α and ρ > 0, such that
Iλ(u) α, ‖u‖ = ρ.
The proof is complete. 
Next, we choose ϕ(x) ∈ D1,p , such that ‖ϕ‖ = 1.
Lemma 3.4. Suppose f satisﬁes ( f4). Then, there exists λ0 > 0, t0 > 0 such that Iλ(t0ϕ) < 0, and ∀λ ∈ (0, λ0),
sup
t0
Iλ(tϕ) <
λ
N
(
S
λ
) N
p
.
Proof. By ( f4), we have
f (x,u)u  θ F (x,u), ∀u = 0.
This implies
F (x, tu) tθ F (x,u), ∀t  1.
Then, for any t > 1,
Iλ(tϕ) = t
p
p
− λt
p∗
p∗
∫
RN
|ϕ|p∗ dx−
∫
RN
F (x, tϕ)dx
 t
p
p
− tθ
∫
RN
F (x,ϕ)dx. (3.22)
Since θ > p and F (x,ϕ) > 0, there exists t0 > 0 suﬃciently large such that Iλ(t0ϕ) < 0 and ‖t0ϕ‖ > ρ with ρ given by
Lemma 3.3.
X. Shang / J. Math. Anal. Appl. 385 (2012) 1033–1043 1041For any t  0,
Iλ(tϕ)
t p
p
−
∫
RN
F (x, tϕ)dx = J (tϕ).
So, we have
sup
t0
Iλ(tϕ) sup
t0
J (tϕ).
Hence, we can ﬁnd λ0 > 0 such that
sup
t0
J (tϕ) <
λ
N
(
S
λ
) N
p
.
So, for ∀λ ∈ (0, λ0), we have
sup
t0
Iλ(tϕ) <
λ
N
(
S
λ
) N
p
.
The proof is complete. 
Proof of Theorem 1.1. It’s obvious that Iλ(0) = 0. By Lemmas 3.1–3.4, there exists λ0 > 0, for all λ ∈ (0, λ0), according to
Theorem 2.1, we can ﬁnd a u ∈ D1,p such that Iλ(0) > 0 and 0 ∈ ∂ Iλ(u). Hence, u is a nontrivial solution of (1.1). That is
−pu = λ|u|p∗−2u + ω(x) a.e. in RN , (3.23)
and ω(x) ∈ [ f (x,u), f (x,u)].
Next, we prove that u is a nonnegative solution. Multiplying (3.23) by u− and integrating, we get∫
RN
∣∣∇u−∣∣p dx = λ∫
RN
∣∣u−∣∣p∗ dx.
By deﬁnition of S we have∫
RN
∣∣∇u−∣∣p dx S Np λ p−Np .
From (3.23), we also have∫
RN
|∇u|p dx = λ
∫
RN
|u|p∗ dx+
∫
RN
ω(x)u dx.
Hence,
c = Iλ(u) = λ
N
∫
RN
|u|p∗ dx+
∫
RN
ωu
p
− F (x,u)dx
 λ
N
∫
RN
∣∣u−∣∣p∗ dx 1
N
S
N
p λ
p−N
p .
This contradicts c < 1N S
N
p λ
p−N
p . So u− = 0. Thus the u is a nontrivial nonnegative solution of (1.1). The proof is complete. 
Proof of Theorem 1.2. In (1.6), f (x,u) = bh(x)H(u − a)|u|q−2u has only one discontinuity point a, so by the consequence of
Theorem 1.1, we get u ∈ D1,p is a nontrivial nonnegative solution of (1.6). That is
−pu − λ|u|p∗−2u ∈ f̂ (x,u) a.e. in RN (3.24)
where f̂ (x,u) is the multivalued function given by
f̂ (x, s) =
{ { f (x, s)}, s = a,
q−1 (3.25)[0,bh(x)u ], s = a.
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−pu − λ|u|p∗−2u ∈
[
0,bh(x)uq−1
]
a.e. in V .
Using the Morrey–Stampacchia’s theorem [20], we have −pu = 0 a.e. x ∈ V . So
−λap∗−1  0 a.e. in V .
This is a contradiction. Thus |V | = 0. Hence, we have
−pu = up∗−1 + bh(x)H(u − a)uq−1 a.e. in RN .
The proof is complete. 
We let D1,p = X , as X is a separable and reﬂexive Banach space, there exist {en}∞n=1 ⊂ X and {e∗n}∞n=1 ⊂ X∗ such that〈
e∗n, em
〉= {1 if n =m,
0 if n =m,
X = span{en: n = 1,2, . . .}, X∗ = span
{
e∗m: m = 1,2, . . .
}
.
For k = 1,2, . . . , we denote
Xk = span{ek}, Yk =
k⊕
j=i
X j, Zk =
∞⊕
j=k
X j.
Proof of Theorem1.3. By ( f5) and Lemma 3.1, we know that the functional Iλ is even locally Lipschitz functional. Lemma 3.2
implies that Iλ satisﬁes the (PS)c condition for c < 1N S
N
p λ
p−N
p . Now we take X− = Yk and X+ = X , from Lemma 3.3, there
exist ρ,α > 0, such that Iλ(u) α if ‖u‖ = ρ for all u ∈ X+ . According to the proof of Lemma 3.4, we get
Iλ(u) → −∞ when ‖u‖ → ∞, u ∈ X−,
and there exist λk > 0, such that for ∀λ ∈ (0, λk)
ck = inf
h∈Γ
sup
u∈Yk
I
(
h(u)
)
<
1
N
S
N
p λ
p−N
p .
It’s obvious that Iλ(0) = 0. Using Theorem 2.2, we get problem (1.1) has k pairs of nontrivial solutions. The proof is
complete. 
We present an example where our main results apply. We take
f (x,u) =
⎧⎪⎨⎪⎩
1
p∗ |u|p
∗−1 sgn(u) if |u| 1,
|u|q−1 sgn(u) if 1 < |u| 3,
( 1q + |u|q−1) sgn(u) if |u| > 3,
where
sgn(u) =
{
1 if u > 0,
0 if u = 0,
−1 if u < 0.
It’s obvious that f (x,−u) = − f (x,u), so we can check that it satisﬁes all assumptions of Theorem 1.3.
Now we let
f (x,u) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if u  0,
1
p∗ u
p∗−1 if 0< u  1,
uq−1 if 1 < u  3,
1
q + uq−1 if u > 3.
We can check that it satisﬁes all assumptions in Theorem 1.1.
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